Abstract. For any formal group law, there is a formal affine Hecke algebra defined by Hoffnung, Malagón-López, Savage, and Zainoulline. Coming from this formal group law, there is also an oriented cohomology theory. We identify the formal affine Hecke algebra with a convolution algebra coming from the oriented cohomology theory applied to the Steinberg variety. As a consequence, this algebra acts on the corresponding cohomology of the Springer fibers. This generalizes the action of classical affine Hecke algebra on the K-theory of the Springer fibers constructed by Lusztig. We also give a residue interpretation of the formal affine Hecke algebra, which coincides with the residue construction of Ginzburg, Kapranov, and Vasserot when the formal group law comes from a 1-dimensional algebraic group.
Introduction
Let G be a semi-simple, simply-connected algebraic group over a perfect field k of characteristic zero. Consider the adjoint action of G on its Lie algebra g. The set of nilpotent elements in g form a conical subvariety, called the nil-cone, denoted by N. The G-action on N decomposes N into finitely many orbits. The variety N is singular. It admits a natural resolution of singularity, called the Springer resolution. Let B be the flag variety, parametrizing the set of all Borel subalgebras of g. Let N be its cotangent bundle T * B. Note that T * B can be alternatively interpreted as the set of pairs (b, x), where b is a Borel subalgebra of g, and x is a nilpotent element in b. There is a natural map N → N, sending each pair (b, x) to x. For any x ∈ N, the fiber of this map over x is called the Springer fiber, denoted by B x . Note that the Springer fibers are projective varieties, that in general are not smooth but are always equi-dimensional. For any two different points in the same orbit, the fibers are isomorphic. It is well-known that the representations of the Weyl group of G can be constructed by looking at the Borel-Moore homology of the Springer fibers. This construction was first given by Springer and later on re-described and generalized by many others. In particular, Lusztig in [Lus85] constructed an action of the affine Hecke algebra on equivariant K-theory of the Springer fibers.
In the constructions of Springer and Lusztig, they identified respectively the group algebra of the Weyl group and the affine Hecke algebra as the top Borel-Moore homology and respectively the equivariant K-theory of the Steinberg variety, endowed with a convolution product. The Steinberg variety, denoted by Z, is the fiber product N × N N, considered as a subvariety of N × N. It is singular and reducible. The irreducible components of Z are naturally labelled by elements w in the Weyl group W. For w ∈ W, the component of Z corresponding to w is denoted by Z w .
In the construction of Springer and Lusztig, the essential property used about the Borel-Moore homology and the K-theory is that they both admit push-forward for proper morphisms between smooth varieties, and pull-back for smooth morphisms between varieties. In fact, a functor from the category of smooth quasi-projective varieties to the category of commutative graded rings, that admits push-forward for proper morphisms between smooth varieties, and pull-back for smooth morphisms between varieties, satisfying suitable compatibility conditions, is called an algebraic oriented cohomology theory. Examples of algebraic oriented cohomology theories include the Chow ring Ch * (see [Ful98] ), the K-theory, the elliptic cohomologies, and the algebraic cobordism theory Ω * of Levine and Morel (see [LM07] ). It is proved by Levine and Morel that the algebraic cobordism Ω * is the universal algebraic oriented cohomology theory. For more details about algebraic oriented cohomology theory, we refer to [LM07] and [PS09] . We will briefly recall the relevant notions and properties in Section 5. Also in Section 5, we will explain in details how to obtain a convolution algebra out of an oriented cohomology theory, as well as how to get natural representations of any convolution algebra constructed in this way.
It is a natural question to ask, whether there is an algebra acting on the cobordism group or elliptic cohomology group of the Springer fibers, by considering convolutions with the corresponding cohomology classes on the Steinberg variety. In the current paper, we answer this question.
For any oriented cohomology theory, there is an associated formal group law (R, F) (see Section 5 for details) where R is a commutative graded ring called the coefficient ring, and F ∈ R[ [u, v] ]. For example, the formal group law associated to Ch * is (Z, u + v), the one associated to K-theory is (Z[β ± ], u + v − βuv), and the one associated to Ω * is the universal formal group law first found by Lazard whose coefficient ring is called the Lazard ring which is denoted by Laz.
Starting with any formal group law (R, F), in [HMSZ12] , Hoffnung, Malagón-López, Savage, and Zainoulline constructed a candidate of the algebra, called the formal affine Hecke algebra, denoted by H F . This algebra could potentially act on the corresponding cohomology of the Springer fibers. The algebra H F is an R-algebra generated by the character group Λ of the maximal torus in G, a formal variable x γ , and elements J F α for simple roots α (see Remark 2.16 for details). We will show in this paper, that the formal affine Hecke algebra constructed in [HMSZ12] (with slight modification) indeed acts on the corresponding cohomology of the Springer fibers. For this purpose, we need to interpret the formal affine Hecke algebra as a convolution algebra of the Steinberg variety. This is the main theorem of this paper.
Theorem A (Theorem 6.3 and Proposition 7.1). For any oriented cohomology theory A * with associated formal group law (R, F), there is an R-algebra homomorphism
Moreover, for any simple root α, there is a cohomology class J A α ∈ A * G×G m (Z α ) on the component Z α of the Steinberg variety labelled by α, such that Ψ A sends J F −α ∈ H F to the convolution with J A α . In particular, if the oriented cohomology theory A * satisfies the property that A * (X) Ω * (X) ⊗ Laz R for any smooth variety X, then for any x ∈ N, the R-module A * (B x ) admits a natural action of the algebra H F .
The cohomology class J A α is construed explicitly in Section 6. The properties of the algebra H F is studied in Sections 2 and Section 3. In particular, we give a presentation of this algebra by generators and relations, and show that the action of this algebra on the equivariant cohomology of N is faithful. We also prove the PBW property, i.e., there is a filtration on this algebra whose associated graded algebra is the degenerate affine Hecke algebra. The relations between the formal affine Hecke algebras associated to different formal group laws are also studied. In particular, if the coefficient ring of the formal group law contains Q, then the formal group law is isomorphic to the additive one. (See (4) for the definition of a morphism between two formal group laws.) Therefore, the corresponding formal affine Hecke algebra is isomorphic to the classical one. The isomorphism, using Theorem A is identitied with the bivariant Riemann-Roch functor of Panin and Smirnov. We would like to emphasize that for two isomorphic formal group laws, the corresponding Hecke algebras are isomorphic. However, the essential operators in the formal affine Hecke algebra, called the Demazure-Lusztig operators, depend on the formal group law itself rather than formal group law up to isomorphism.
It worth mentioning that we made adjustment to the original definition of the formal affine Hecke algebra of Hoffnung, Malagón-López, Savage, and Zainoulline, not only for the purpose of convolution construction. In fact, when (R, F) is the elliptic formal group law, the corresponding elliptic affine Hecke algebra has been considered by Ginzburg, Kapranov, and Vasserot in [GKV97] from a totally different approach. We will briefly recall the definition by Ginzburg, Kapranov, and Vasserot in Section 4.2. In this case, the definition of the Demazure-Lusztig operators we give (see Remark 3.11) matches with the one in [GKV97] . We will discuss the relation between our construction and [GKV97] in Section 4.2. In this sense, the current paper unifies [Lus85] , [GKV97] , and [HMSZ12] .
Further more, the study of the formal affine Hecke algebras provides intuitions into the elliptic affine Hecke algebras. For example, in Section 4.2 using similar methods as in Section 3, we also study the basic properties of the elliptic affine Hecke algebra and provide a structure theorem of the elliptic affine Hecke algebra. However, we would like to mention that in general for an oriented cohomology theory A * , the definition of the equivariant cohomology relies on the construction of the classifying space of the group G. Therefore, when A * is the K-theory, the definition of equivariant K-theory we are using differs from the one used in [Lus85] by a completion. When considering the representations coming from Springer fibers, the classical Hecke algebra becomes interesting when the equivariant parameters are specialized to points other than the identity. Similarly, when A * is the elliptic cohomology theory, the representations become interesting when the equivariant parameters are specialized to arbitrary points on the elliptic curve. (See Section 4.2 for the definition of the elliptic affine Hecke algebra.) On the other hand, through our formal approach, the equivariant parameters acts nilpotently on the Springer fibers, hence the only way to specialize them is to let them act trivially. In order to make the results in the current paper available to general oriented cohomology theory, we postpone the study of geometric representations of the elliptic affine Hecke algebra to a future publication.
Also, we point out that there are many convolution constructions used in geometric representation theory. For example, the quantum groups are studied by considering the Borel-Moore homology or the K-theory of the quiver varieties. It is expected that the elliptic cohomology of quiver varieties are related to the elliptic algebra of [Gr94] and [GKV95] . One can ask, for an arbitrary oriented cohomology theory, what the algebra is that acts on the corresponding equivariant cohomology of the quiver varieties. This question has been studied by Yang and the first named author in [YZ] .
Classical affine Hecke algebra
In this section we briefly recall some basic notions about classical affine Hecke algebra.
1.1. Root datum. In this section we fix the notations of root datum and recall the definitions of various Hecke algebras.
We follow the notations of root datum used in [CZZ12] . A root datum is an embedding Σ ֒→ Λ ∨ , α → α ∨ of a non-empty subset Σ of a lattice Λ into its dual lattice, satisfying certain conditions. The elements Σ are called roots, and the sublattice of Λ generated by Σ is called the root lattice, denoted by Λ r . The dimension over Q of Λ Q := Λ ⊗ Z Q is called the rank of the root datum. The set Λ w = {ω ∈ Λ Q | ω, α ∨ ∈ Z for all α ∈ Σ} is called the weight lattice. A root datum is called irreducible if it is not a direct sum of root data of smaller ranks, and it is called semi-simple if Λ r ⊗ Z Q = Λ Q . From now on we always assume that the root datum is semi-simple. Note that in this case we have
Denote [n] = {1, ..., n} where n is the rank of the root lattice. The root lattice has a basis Φ = {α 1 , ..., α n } such that any α ∈ Σ is a Z-linear combination of α i 's with either all positive or all negative coefficients. So there is a decomposition Σ = Σ + ⊔ Σ − . We call Σ + (resp. Σ − ) the set of positive (resp. negative) roots. We call the set {ω i } i∈ [n] such that ω j , α ∨ i = δ i j for i, j ∈ [n] the set of fundamental weights, which is a basis of Λ w . Expressing Φ in terms of linear combinations of fundamental weights, the coefficients matrix is called the Cartan matrix of the root datum. The root datum is called simplyconnected (resp. of adjoint type) if Λ = Λ w (resp. Λ = Λ r ), and it is denoted by D sc n (resp. D ad n ), where D = A, . . . , G is one of the Dynkin types. Let t be the torsion index of the associated simply-connected root datum defined in [Dem73, §5].
1.2. Classical Hecke-type algebras. The reflection Λ → Λ : λ → λ − λ, α ∨ α defined by α ∈ Σ is called a simple reflection, denoted by s α . The group W generated by all simple reflections is called the Weyl group. It is also generated by
, we have (s i s j ) m i j = 1 for m i j ∈ {2, 3, 4, 6}. We can define the Bruhat order (W, ≤). The length of w is denoted by ℓ(w). Let w = s i 1 · · · s i k be a reduced decomposition, then we define
Example 1.1. The Hecke algebra H associated to the Weyl group W is the Z[q, q −1 ]-algebra with unit, generated by elements T i , i ∈ [n] modulo the relations 
Definition of the formal affine Hecke algebra
In this section we define the formal affine Hecke algebra. The notion of formal affine Hecke algebra has been introduced in [HMSZ12] . In this paper, we will use a slightly modified version, suited for our geometric purpose but still maintain all the algebraic properties as the version introduced in [HMSZ12] .
2.1. Formal group laws. Let R be a commutative ring, and let (R, F) be a formal group law over R, that is,
] be the power series such that F(x, − F x) = 0, and write x + F y = F(x, y) and Proof. We use the idea from the proof of [CPZ13, Lemma 9.1]. Write
Example 2.3.
(1) For any commutative graded ring R, the element
The elliptic formal group laws: Given a family of elliptic curves over some ring R, there is a formal group law over the ring R, coming from the additive structure of the elliptic curves and a choice of parameter along the zero section over Spec R. Moreover precisely, assuming that we have chosen a local uniformizer t around the identity section, the expansion of the group law of E in terms of the coordinate t gives a formal group law F E with coefficients in R. For example, one can choose the local parameter to be l = ℘ ′ ℘ where ℘ is the Weierstrass ℘-function, or l = sin where sin is the Jacobi sine-function. The corresponding formal group law is F(u, v) = l(l −1 (u) + l −1 (v)). Note that for both choices, one has l(−t) = −l(t). 
where x 0 is the element determined by 0 ∈ Λ. Let I F be the kernel of the augmentation map 
The associated graded ring Gr
It induces a ring homomorphism
and extended by linearity and multiplicativity. That is, if f (x) is any power series, then
Clearly l −1 induces the inverse of φ F,F a . Therefore φ F,F a is an isomorphism.
2.3. Twisted formal group algebra. From now on we always fix a root datum Σ ֒→ Λ ∨ . Assumption 2.6. We assume that the torsion index t is regular, and either 2 is invertible in R or the root datum does not contain an irreducible component of type C sc k , k ≥ 1. Let Γ be a free abelian group of rank 1 generated by γ ∈ Γ. We consider the algebra
Definition 2.5. We say that
The action of the Weyl group on Λ induces an action of W on S . More precisely, w(x γ ) = x γ and w(x λ ) = x w(λ) for any λ ∈ Λ. For any α ∈ Σ, we define
The formal Demazure operator and the push-pull operator are defined to be, respectively
According to [CPZ13, Corollary 3 .4], they are R-linear operators on S . We will skip the superscript F if there is no confusion, and denote
, denote |I| = k and define
We say that
Unless F is the additive formal group law or a multiplicative formal group law, the definition of ∆ I w depends on I w ([BE90, Theorem 3.7]).
Remark 2.7. The operators ∆ α and C α are historically considered by Demzaure for the first time in [Dem73] in the study of the Chow rings of flag varieties. In geometry, the operator C α is the composition of push-forward and pull-back defined by G/B → G/P α , where B is a Borel subgroup and P α is the minimal parabolic subgroup determined by α ∈ Σ.
as an R-module, and the multiplication is given by
Note that the product is not commutative and Q F W is not a Q F -algebra as the embedding
Here e ∈ W is the identity element, and we will denote 1 = δ e . De-
For each root α, we define the formal Demazure element and the formal push-pull element by
We also define T
W . For simplicity, we will sometimes skip the superscript F, and use the following notations for short:
The following lemma follows from direct computation.
Lemma 2.8. The operators satisfying the following relations:
. In particular, if
Proof. We prove X 2 α = κ α X α only, as the rest follows similarly.
For any sequence I = (i 1 , ..., i l ), we define
The operators X I , Y I for any sequence I = (i 1 , ..., i l ) are defined similarly. Let w ∈ W be any element and let I w = (i 1 , ..., i l ) be a reduced sequence of w, i.e., w = s i 1 s i 2 · · · s i l is a reduced decomposition. The operators X I w , Y I w depend on the choice of I w , not only on w itself, unless F is the additive formal group law or a multiplicative formal group law ([BE90, Theorem 3.7]). Similar conclusion holds for
Lemma 2.9. Fix a set of reduced sequences {I w } w∈W , we have
such that a T w,w = 
Lemma 2.10. If in W the elements s i and s j satisfy (s i s j ) m i j = 1, then the operators T i and T j on S satisfy the following relation
Proof. The proof is similar as [HMSZ12, Proposition 6.8.(a)].
For any i j, denote x i+ j = x α i +α j , and define
By [HMSZ12, Lemma 6.7], the elements κ i j are S . Computation shows the following theorem, which gives an explicite expression of how the braid relation is deformed by the formal group law.
Theorem 2.11. With notations as above, the operators T i and T j on S satisfy the following relations
(1) Remark 2.14. It follows from Proposition 3.1 below that the definition of D F does not depend on the choice of simple roots. As a ring itself, H F does not neither, but for different choices of simple roots Φ, the embeddings of H F into Q F W are different. As can be easily seen that δ w H F , and hence T α ∈ H F if and only if α ∈ Φ. For different choices of Φ, the embeddings are related by the Weyl group action. Note also that our definition of T α and H F is different from the corresponding ones in [HMSZ12] .
Remark 2.15. The S -dual of the formal affine Demazure algebra is the algebraic replacement of the T -equivariant algebraic oriented cohomology of flag varieties [KK86] , [KK90] and [CZZ12] . On the other hand, for additive or multiplicative formal group laws, the formal affine Demazure algebra gives the classical affine nil-Hecke algebra and affine 0-Hecke algebra, respectively. See [HMSZ12] for the details.
Remark 2.16. For any simple root
Then clearly H F is also generated by S and J F α , α ∈ Φ. This set of generators are used in Theorem A in the Introduction.
Properties and Examples of the formal affine Hecke algebra
In this section we show some basic algebraic properties of the formal affine Hecke algebra, construct special examples, and show relations between formal affine Hecke algebras associated to different formal group laws.
Properties of the formal affine Hecke algebra. The ring
We have 
Proof. We follow the method of [Zh13, §4] . It suffices to show that the right hand side is contained in H F . Firstly, we introduce some notations.
. Correspondingly, we defineX α andT α inQ F W similar as X α and T α in Q F W . Also, we define the operator 
We need the following Lemma. Let w 0 ∈ W be the longest element, and I 0 be a reduced sequence of w 0 .
Lemma 3.3. There exists an element u
Finally, the matrix Let z = w∈W u w T I w , u w ∈ Q F be such that z · S ⊆ S , we show that u w itself belongs to S for any w. We can view z as inQ F W . Applying z to τ I v (u 0 ) ∈S for all v ∈ W, we get a system of linear equations
By Lemma 3.3 we know that the matrix (τ I w τ I v (u 0 )) (w,v)∈W 2 is invertible, so u w ∈S . We consider the following diagram of embeddings: 
Then there is an isomorphism of rings
such that that following diagram commutes , subject to the braid relations (Remark 2.12) and the relations (5) and (6) in Lemma 2.8. Direct computation shows that (5) and (6) coincide with the corresponding defining relation of H aff in Example 1.2. In particular, ψ is an isomorphism.
We also have that
Therefore, by (1), f 1 ( 
then there is an isomorphism of rings
intertwines the actions of these two rings on
Proof. Identifying ǫ with x γ and λ with x λ respectively, we have 
If the root datum is simply laced, then these three relations together with Lemma 2.8.(5) form a complete set of defining relations of H F l .
Remark 3.11. Note that
These operators are called the Demazure-Lusztig operators. For two isomorphic formal group laws, the corresponding formal affine Hecke algebras are isomorphic. However, the Demazure-Lusztig operators could be different operators.
3.3. Filtration on the formal affine Hecke algebra. Let I F ⊂ S be the kernel of the augmentation map S → R, x λ → 0 for any λ ∈ Γ ⊕ Λ, and let Gr
. We define a filtration of H F as follows: Proof. Let T i denote the image of T i in Gr H F . Since H F is generated by S and T i , i ∈ [n], the algebra Gr H F is generated by Gr S and T i , i ∈ [n], subject to the same relations (after reducing to the associated quotient). The relation in Lemma 2.8.(6) reduces to T 2 i = 1. For u = x λ , the relation in Lemma 2.8.(5) reduces to Example 3.14. It is not difficult to see that in H F /(x γ ), T i is identified with δ i . Therefore we have
3.4. The formal affine Hecke algebra with rational coefficients. Suppose R is a Q-algebra. From 2.2 we know that there is an isomorphism φ F, 
Proof. By assumption
. Since x and x − y are coprime, it suffices to show that both x and x − y divide x f (y) − y f (x). The element x divides it since f (0) = 0, and (x−y) divides (x f (y)−y f (x)) since (x f (y)−y f (x))| x=y = 0.
Theorem 3.16. Assume R is a Q-algebra, and l(t) ∈ R[[t]] is such that F(x, y) = l −1 (lx + ly). There is an isomorphism
Proof. Firstly, we show that φ F,F a (T F i ) ∈ H F a . For simplicity, denote l γ = l(x γ ) and l i = l(x i ), then direct computation shows that
By [Fr68, Ch. IV, §1] we know that the power series l(x) has zero constant term and the coefficient of x is 1. Therefore, by Lemma 2.2 and Lemma 3.15, the expressions 
W is the inverse of ψ F,F a , hence the conclusion follows.
The residue construction
In this section, we build the connection between the formal affine Hecke algebra we use, and the residue construction of Hecke algebras given by Ginzburg, Kapranov, and Vasserot in [GKV97] .
4.1. Residue interpratation of the formal affine Hecke algebra. Let (R, F) be a formal group law. With notations as above, we give a different but equivalent definition of the formal affine Demazure algebra and the formal affine Hecke algebra.
Definition 4.1. For any z = w∈W a w δ w ∈ Q F W with a w ∈ Q F , consider the following conditions: R1 for any root α, x α a w ∈ Q α ; R2 for any root α, a w + a s α w ∈ Q α ; R3
We define D F to be the subset of Q F W consisting of z = w∈W a w δ w with a w ∈ Q F satisfying R1 and R2, and define H F D F consisting of z = w∈W a w δ w , a w ∈ Q F satisfying R3.
These conditions we give here can be interprated as conditions on the residues similar to [GKV97] , which will be recalled later in this section. Indeed, for the formal group law (R, F), we have the formal scheme Spf(S ). Inside Spf(S ), there are divisors defined by x α for each root α. Then elements of Q F can be re-interpreted as rational functions on Spf(S ) which are regular away from the divisors defined by x α 's. Condition R1 is equivalent to saying that each a w has at most a pole of order 1 along the divisor defined by x α . Define the residue of f at the divisor x α = 0 to be Res x α f := π α (x α f ) ∈ Q α /(x α ) where π α : Q α → Q α /(x α ) is the natural projection. Then condition R2 is equivalent to letting Res x α a w + Res x α a s α w = 0 for any w ∈ W. Condition R3 is equivalent to letting each a w be vanishing along the divisor defined by x α = x γ for any α ∈ Σ(w). It is easy to convence oneself that the conditions does not depend on the choice of x α 's as long as x α 's are equivariant under the W-action. Let z = w∈W a w δ w ∈ D F , with a w ∈ Q F , we need to show that z · S ⊆ S . For any root α,
We know by R2 that a w + a s α w ∈ Q α , and w(x) ∈ S . Moreover, s α w(x) − w(x) = x α ∆ α (w(x)). By R1 we know that x α a s α w ∈ Q α . So z · x ∈ Q α for any α, and hence z · x ∈ ∩ α∈Σ + Q α = S . In particular, D F ⊆ D F by Proposition 3.1. Now we prove that H F ⊆ H F . Suppose z = ℓ(w)≤k a w δ w ∈ H F D F with a w ∈ Q F . Similar as above we know that z · S ⊆ S . By Theorem 3.2, it suffices to show that z is a Q-linear combination of {T I w } w∈W . According to Lemma 2.9, we have z = 4.2. The elliptic affine Hecke algebra. An elliptic formal group law comes from the completion of an elliptic curve at the origin. The corresponding formal affine Hecke algebra is called the elliptic formal affine Hecke algebra. On the other hand, Ginzburg, Kapranov, and Vasserot defined the elliptic affine Hecke algebra as a sheaf of algebras on an abelian variety. Upon taking completion of the sheaf of algebras at the identity element of the abelian variety, one gets the elliptic formal affine Hecke algebra. This is the main subject of this subsection.
We first recall the elliptic analogue of affine Hecke algebra defined in [GKV97] . Let E be an elliptic curve over a commutative ring R. 
Definition 4.3. We define D to be ( j * ρ) −1 (p(E nd(S)), as a quasi-coherent subsheaf of algebras of
We recall the residue definition of [GKV97] . For any open set U ⊆ A/W, consider local sections of j * S W | A c /W , written as w∈W f w [w] where f w ∈ H 0 (U, j * S A c /W ) satisfying the following conditions. R1 ′ for any root α, each f w has a pole of order at most one along the divisor D α ; R2 ′ for any root α, the residues of f w and f s α w along the divisor D α differ by a negative sign; R3 ′ for any α ∈ Σ(w), the local section f w vanishes along the divisor D α,γ . The following definition is due to Ginzburg, Kapranov, and Vasserot. Let us take the uniformizer l to be the Jacobi-theta function θ, which has a zero of order one at the lattice points. Note that θ(x α ) is a section of the line bundle O(−D α ), which is non-vanishing away from D α . Therefore it provide a trivialization of O(−D α ) on A \ D α . Hence each θ(x α ) is canonically an invertible element in H 0 (A c /W, S). Also, θ(x α ) is an odd function, i.e., θ(x α ) = −θ(x −α ), and w(θ(x α )) = θ(x w(α) ).
For each root α, we define
These are well defined elements in H 0 (A/W, j * (S W | A c /W )). Again, we will denote X i = X α i for short. For any sequence I = (i 1 , ..., i k ), we can similarly define X I . For each w ∈ W, if I w is a reduced sequence of w, we define X I w similarly. According to [BE90] , this definition depends on the choice of I w . 
Lemma 4.6. The operators satisfies the following relations:
(1) follows from the fact that w(θ(x α )) = θ(x w(α) ). (2) follows from calculation similar as in the twisted formal group algebra case. (3) follows from the fact that θ(x α ) = −θ(x −α ). Proof. All results follow similarly as the corresponding facts in [CZZ12] . More precisely, (1) follows from Proposition 7.7, (2) follows from Lemma 5.8 and (3) follows from Theorem 7.10 of [CZZ12] .
The Demazure-Lusztig operator depends on the local parameter of the elliptic curve, and hence can only be defined as a rational section in general.
Remark 4.10. It follows from Theorem 4.2 that the completion of D and H at the origin of the abelian variety A/W, respectively, are the elliptic formal affine Demazure algebra D F e and the elliptic formal affine Hecke algebra H F e considered in §2 for the adjoint case, i.e., when Λ = Λ r .
Example 4.11. Let l be an uniformizer, say, the Jacobi-sign function sn. Then the ring R is k(E) and the algebra S is k(X) ⊗ n+1 k(E) where k(E) is the ring of rational functions on E, and n is the rank of Λ. Let H E be the subalgebra of End R (S ) generated by S and
sn(x α ) )δ α . Then we get exactly the algebra defined in [GKV97, Theorem 4.4].
Convolution in algebraic oriented cohomology theory
In this section we collect basic notions about algebraic oriented cohomology theory. We will also explain the construction of the convolution algebra and its representations coming from an arbitrary oriented cohomology theory. 5.1. Algebraic oriented cohomology theory. Let k be an algebraically closed field of characteristic zero, and Sm k be the category of smooth, quasi-projective schemes over k. Let Comm be the category of commutative, graded rings with unit. The following definition can be found in [LM07] .
Definition 5.1. An oriented cohomology theory on Sm k is given by the following data.
D1: An assignment A * sending any X ∈ Sm op k to an object in Comm. D2: For any smooth morphism f : Y → X in Sm k , there is a graded ring homomorphism
D3: For any projective morphism
These data satisfy the axioms: functoriality for f * with respect to arbitrary morphisms in Sm k ; functoriality for f * with respect to projective morphisms; base change for transverse morphisms; a projective bundle formula, and extended homotopy property.
For L → X a line bundle over some X ∈ Sm k , the first Chern class of L in the theory A, denoted by c A 1 (L), is defined as c A 1 (L) := s * s * (1 X ), where s : X → L is the zero section and 1 X ∈ A 0 (X) is the unit in A * (X). We often write simply c 1 (L) if the theory A is understood. For X ∈ Sm k with structure morphism p : X → Spec k, we denote p * (1) by 1 X . For each collection of line bundles L 1 , . . . , L r on X with r > dim k X, one has r i=1c 1 (L i )(1 X ) = 0. The details about the properties of such a theory A * can be found in [LM07, §2.1, 2.2].
For an oriented cohomology theory A * , there is a formal group law F over R := A * (k) such that
for each pair of line bundles L and M on a scheme X ∈ Sm k [LM07, Lemma 1.1.3]. Giving both u and v of degree 1, F(u, v) is homogeneous of degree 0.
Example 5.2. The functor Ch * sending any smooth quasi-projective variety X to its Chow ring Ch * (X) is an oriented cohomology theory. The formal group law associated to it is (Z, F a ).
Example 5.3. Let K 0 be the functor sending any smooth quasi-projective variety X to its Grothendieck group of vector bundles. Then the functor K * sending X to ⊕ n∈Z K 0 (X)β n , with the obvious pull-back and suitably defined push-forward (see [LM07, Example 1.1.5]) is an oriented cohomology theory whose formal group law is a multiplicative one ( extends to define an oriented cohomology theory on Sm k , called the algebraic cobordism. Moreover, Ω * is the universal oriented cohomology theory on Sm k . The canonical ring homomorphism Laz → Ω * (k) induced by the formal group law F Ω of the algebraic cobordism Ω * is an isomorphism.
Example 5.5. There is a well-studied elliptic formal cohomology theory, called the topological modular forms. Namely, taking R = Z[µ 1 , µ 2 , µ 3 , µ 4 , µ 6 ] and taking E to be the Weierstrass curve
over the ring R, and using t = y/x as the local uniformizer. The cohomology theory coming from this formal group law has been studied by Franke, Hopkins, Landweber, Miller, Ravenel, Stong, etc. See [Hop02] for survey of this theory.
In general there could be two oriented cohomology theories sharing the same formal group law. Nevertheless, for any formal group law (R, F), there is always an oriented cohomology theory, sending any smooth quasi-projective variety, or more generally an object X in the motivic stable homotopy category of P 1 -spectra SH k , to the commutative graded ring Ω * (X) ⊗ Laz R where the map Laz → R is the classifying map induced by the formal group law F on R.
There is a nice formula for push-forward maps from the total space of a projective bundle to the base, which in the generality as stated below is due to Quillen. Specializing to the K-theory, this formula becomes the familiar Weyl character formula. Therefore, the general push-forward formula will be referred to as the Quillen-Weyl character formula.
Lemma 5.6. [Vish07, Proposition 5.29] Let A * be an oriented cohomology theory, with asscociated formal group law (R, F). Let X be a smooth quasi-projective variety, V be some n-dimensional vector bundle on X, and π : P X (V) → X be the corresponding projective bundle. Let f (t) ∈ A * (X) [[t] ]. Then,
, where λ i are the Chern roots of V, and x + F y := F(x, y).
Equivariant cohomology.
Let A be a connected linear algebraic group. As in the situation of classical topology, one can consider the A-equivariant cohomology by looking at the classifying space of A. Although it does not exist as a scheme, the classifying space of A has been constructed as an object in the motivic stable homotopy category of P 1 -spectra SH k by Morel and Voevodsky in [MV99] as a limit of smooth quasi-projective varieties. Following the same notations as in classical topology, we will denote it by BA := lim N B N A. Over this object BA, there is a universal A-bundle, denoted by EA := lim N E N A. For details we refer to Chapter 3 of [MV99] .
Definition 5.7. For any oriented cohomology theory A * , and any smooth quasi-projective variety X with A-action, we define the A-equivariant cohomology of X to be lim N A * (X × A E N A), denoted by A * (X × A EA) or simply by A * A (X). We illustrate the construction via some examples.
Example 5.8. Note that the category SH k contains inductive limits. The object P ∞ , defined to be the inductive limit of P n ֒→ P n+r , although not a scheme, is a well-defined object in SH k . Also denote the inductive limit of A n \ {0} ֒→ A n+r \ {0} by A ∞ \ {0}. It is the total space of the tautological line bundle on P ∞ , and the natural projection A ∞ \ {0} → P ∞ is a principal G m -bundle. It can be identified as the universal For each Gr(r, N), let the tautological vector bundle be R(r, N). Taking limit, we have a vector bundle R(r) on Gr(r, ∞). Let E GL r := lim N GL (R(r, N) ) be the frame bundle of R(r, N) over Gr(r, N).
It is proved in [MV99, Proposition 3.7] that the classifying space of GL r is Grass(r, ∞). It is proved (see [PPR07] 
where c i is the i-th Chern class of the tautological rank-r vector bundle on Grass(r, ∞). Let O(−1) be the determinantal line bundle of the tautological rank-r bundle R(r) on Grass(r, ∞). The classifying space of SL r is given by the total space of O(−1) with the zero-section removed.
For general linear algebraic group A ⊆ GL r , it is proved in [MV99] that the classifying space BA can be taken as lim N GL r+N /(A × GL N ).
Note that for any equivariant smooth map X → Y between any two A-varieties, there is a welldefined pull-back homomorphism between their equivariant cohomology rings. For any equivariant proper map X → Y, there is a well-defined push-forward, by taking the limit. They satisfy the same compatibility conditions as in the non-equivariant setting in Definition 5.1.
The following fact is well-known and easy to prove. 
to be pr 13 * (pr * 12 η · pr * 23 η ′ ). The above construction endows A * A (M × M) an associated algebra structure, called the convolution algebra. Moreover, there is a well-defined R-
, sending η to the operator η * M×M . As the fibers of the map M → M 0 are not smooth in general, we need to talk about cohomology of singular varieties. In general for an oriented cohomology theory A * and a singular variety X, the ring A * (X) is not well-defined. We need to consider the oriented Borel-Moore homology theories on the category of schemes of finite type over k, which restricts to oriented cohomology theories on Sm k . (See [LM07] for the definitions.) For simplicity, in the rest of this section, we concentrate on some special family of oriented cohomology theories. Note that this family is in one-to-one correspondence with formal group laws.
Assumption 5.11. We assume the cohomology theory A * comes from Ω * ⊗ Laz R where (R, F) is the formal group law associated to this cohomology theory.
This family includes most of the examples people have considered, e.g., the Chow group Ch * , the K-theory, the elliptic cohomology theories, and obviously the algebraic cobordism theory itself.
Recall that for any scheme of finite type, Ω * (X) is well-defined as a graded abelian group, that admits ring structure when X is smooth. For any proper equi-dimensional morphism f : X → Y of relative dimension d between any two finite type k-schemes, the push-forward map Ω * (X) → Ω * −d (Y) is well-defined. For any smooth morphism f : X → Y between two of finite type k-schemes, the pull-back is well-defined. Also for any line bundle L on X, there is a first Chern class operator c 1 (L) : Ω * (X) → Ω * +1 (X). It commutes with smooth pull-backs. Also for any two line bundles L and M, the operators c 1 (L) and c 1 (M) commute.
For any cohomology theory A * satisfying Assumption 5.11, we define A * (X) for a singular variety X to be Ω * (X) ⊗ Laz R. Specializing the properties of Ω listed above, we also have proper push-forward, smooth pull-back, and the first Chern class operator in A * .
For a smooth variety X, we say a cohomology class η ∈ A * (X) is of geometric origin, if there are line bundles L 1 , . . . , L k on X and a power series
For any x ∈ M 0 , we assume that M x is equi-dimensional. The following is the main result of this section. 
and proper push-forward pr i * :
where pr i : Z → M is the projection to the i-th coordinate for i = 1, 2.
So, for any η ′ ∈ A * (M x ), the element η * Z η ′ := pr 1 * (η · pr
The convolution algebras from different cohomology theories are isomorphic, if the coefficient rings contain Q. 
l(x i ) for any vector bundle V with Chern roots x 1 , . . . , x n . Consequently, for any smooth projective variety M, we have the following fact which can be proved the same way as [CG97, Proposition 5.11.11]. Note that for any η ∈ A * (M × M) of geometric origin, i.e., η = f ( c 1 (L 1 ), . . . , c 1 (L k ))(1 M×M ), we can define l(η) to be
We define the bivariant Riemann-Roch map RR to be the map sending η ∈ A * (X) ⊗ Z R to
Corollary 5.14. Let η, η ′ ∈ A * (M × M) be of geometric origin, then
6. Convolution construction of the formal affine Hecke algebra
In this section, we identify the formal affine Hecke algebra as the convolution algebra of the Steinberg variety.
6.1. Construction and the main theorem. From now on, G will be a semi-simple, simply-connected algebraic group with Lie algebra g. Fix T ⊆ B ⊆ G where T a maximal torus and B is a Borel subgroup containing T , and let Λ be the group of characters of T , then there is an associated simply connected root datum Σ ֒→ Λ ∨ such that W = N G (T )/T and Λ = Λ w . We identify G/B with the flag variety B, parametrizing all the Borel subalgebras of g, then Λ Pic(B). Let N be the nil-cone of g consisting of nilpotent elements. It admits a resolution of singularities given by N := T * B. The group G acts on B in the natural way and acts on N via the induced action. There is also an action of G m on N via scaling each fiber of the cotangent bundle.
Let A * be an algebraic oriented cohomology theory, whose associated formal group law is denoted by (F, R) where R := A * (k) and F(u, v) ∈ R[ [u, v] ]. Let k q be the standard 1-dimensional representation of G m , whose equivariant first Chern class (or weight for short) is denoted by x γ . As a direct consequence of Proposition 5.10, we have the following formula.
Corollary 6.1. There is an isomorphism of R-algebras
By extended homotopy equivalence, we also have Then we have
Theorem 6.3. Under Assumption 2.6, there is an isomorphism of R-algebras
By definition the left vertical map in the diagram (6.3) is injective, and by Corollary 3.4 the right vertical map is also injective. The action of x ∈ A * G×G m (Z) ′ and Ψ A (x) ∈ H F coincide by definition. So to prove the theorem, it suffices to show that the actions of J A α on c 1 (L λ ) coincides with (9). Following the same reduction argument as in [CG97, §7.6], it suffices to assume that G has rank 1. We will calculate in § 6.2 the effect of the operator J A α defined as in (8) on c 1 (L λ ), which is given by Proposition 6.8 below. The proof of Theorem 6.3 then follows.
6.2. Rank-1 case. We need the following lemma to simplify our calculation. 
Now we assume G has rank 1. There is only one simple root, denoted by α. In this case, B P 1 , and
, according to the Thom Isomorphism Theorem, is multiplication by c 1 (Ω 1 P 1 ⊠ O). The line bundle J α = Ω 1 π 2 is identified with Ω 1 P 1 ⊠ O. We identify P 1 with P(A 2 ), and T with G m whose action on A 2 has weights α/2 and −α/2. The line bundle L λ can be identified with O P 1 ( λ, α ∨ ). Clearly BT P ∞ , and the base change of O P 1 (1) to EG × G B is identified with O P ∞ (1), whose first Chern class has been defined to be x α/2 . Let π i : P 1 × P 1 → P 1 be the i-th projection for i = 1, 2.
Lemma 6.5. Under the identification A
Lemma 6.6. The map * B sends 1 ∈ A * G×G m (P 1 × P 1 ) to the operator
Proof. By formula (6), we have
By the projection formula and the previous Lemma, we have the following more general formula. 
Comparing with (9) we know that the effect of J A α on c 1 (L λ ) coincides with that of J F −α on x λ , so the conclusion follows.
6.3. Bivariant Riemann-Roch. As is proved in 3.4, if the coefficient ring R is a Q-algebra, all the formal affine Hecke algebras are isomorphic to each other regardless of the formal group laws. In the following proposition, we prove that the bivariant Riemann-Roch map defined in Corollary 5.14 provides isomorphisms between convolution algebras and is compatible with the one in 3.4. Recall from 2.2 that l(x) is the power series such that l(x + y) = l(x) + F l(y).
Let π i : P 1 × P 1 → P 1 be the i-th projection for i = 1, 2.
       J
Ch α is the operator
For F = F a we have κ F a = 0 and x −α = −x α , so the right hand side is equal to the action of the operator (l(x −α ) − l(x γ ))(−X l(x α ) on x λ . Define l α = l(x α ), l −α = l(−x α ) and l γ = l(x γ ), we have
From 3.4 we have
, so the diagram commutes.
Geometric construction of the standard modules
In this section, we assume the cohomology theory A * satisfies Assumption 5.11. For any geometric point Spec k χ of Spec R, we think of χ as a central character of H F . We classify all absolutely irreducible modules over H F on which certain power of χ acts trivially.
For any x ∈ N, let B x be the fiber of the Springer resolution N → N over x. Let G x be the centralizer of x with respect to the G-action on N. Let C x be the component group of G x , i.e., the quotient of G x by its connected component containing the identity. Proof. By Proposition 5.12, the operators J A α * Z ∈ End R (A * (B x )) are well-defined. Note that for any µ ∈ Γ ⊕ Λ, the action of x µ on A * (B x ) is trivial. So by Theorem 3.13, the actions of H F factors through H Theorem 7.2. For any triple (x, χ, ν), the module A x,χ,ν has a unique irreducible quotient if it is nonzero, which will be denoted by L x,χ,ν . Moreover, any irreducible H F -module finitely generated over R such that R acts by the generalized character χ is isomorphic to one of them. Proof. Since for any H F -module which is finitely generated over R, the operator x µ for µ ∈ Γ ⊕ Λ acts nilpotently, hence any irreducible representation of H F factors through H (0) F H 0 deg . It is well-known that the irreducible representations of the degenerate Hecke algebra all come from the Chow group of Springer fibers. Moreover, by the proof of Proposition 7.1, the representations of A * (B x ) also factor through the degenerate Hecke algebra, hence the claim of this theorem follows.
We define O χ to be the category of H F -modules which are finitely generated, such that a power of the maximal ideal χ acts trivially. Theorem 7.2 tells us that the irreducible objects in O χ are the same as the irreducible representations of the degenerate Hecke algebra.
Note that any two formal group laws are isomorphic if the base rings contain Q, therefore, if k χ has characteristic zero, then the representation category is isomorphic to that of the classical affine Hecke algebra.
But in positive characteristic, there are many non-isomorphic formal group laws. Although the absolutely irreducible representations are the same as that of the degenerate Hecke algebra as Theorem 7.2 shows, the category could be non-equivalent. Therefore, the theory of O χ becomes richer if k χ has positive characteristic. The study of these categories is beyond the scope of the current paper.
