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ABSTRACT
In this dissertation we study the computational power of chemical reaction networks (CRNs),
under both the deterministic and stochastic semantics of the model. We explore the class of real
numbers that are computed in real time by deterministic CRNs. We develop the elements of the
theory of algorithmic randomness in continuous-time Markov chains with the aim of applying this
theory to stochastic CRNs, which are essentially special cases of CTMCs.
We first introduce the notion of computing a real number in real time. We show that every
algebraic number is computable by chemical reaction networks in real time. We also show the
real-time equivalent of CRNs and general purpose analog computers (GPACs), which are seemingly
more powerful that CRNs. As a by-product of this fact, we give simple and natural constructions
for some famous transcendental numbers.
Next we extend the above work to population protocols. We generalize the notion of numbers
computed by large population protocols (LLPs) (Bournez, Fraigniaud, and Koegler, 2012). They
proved that large population protocols can only compute exactly the algebraic numbers. However,
their definition comes with an extra restriction: the systems must have finitely many fixed points.
We relax the finitary restriction and show that we can now compute transcendental numbers.
Lastly, we discuss algorithmic randomness in continuous-time Markov chains. We first define the
randomness of trajectories in terms of a new kind of martingale (algorithmic betting strategy). After
that we prove equivalent characterizations in terms of constructive measure theory and Kolmogorov
complexity. As a preliminary application we prove that, in any stochastic chemical reaction network,
every random trajectory with bounded molecular counts has the non-Zeno property that infinitely




What is the computational power of a computational model? A simple and yet profound idea
is to check which real numbers it can compute. In 1936, Turing introduced computable numbers
[57] when he was considering the model that we now know as the Turing machine. Yamada [67]
extended this notion by injecting a complexity notion into it and began to consider real-time
computability, which later was proven to be equivalent to linear-time computability on a Turing
machine [14]. Although we can see that rational numbers and some transcendental numbers, e.g.
Liouville numbers, are fairly easy to compute by Turing machines in real time, a provoking question
to ask is: Can we compute algebraic numbers, say,
√
2, in the same manner? Hartmanis and Stearns
[24] conjectured no. To date, this is an open problem. We do not directly address the conjecture in
this thesis, instead, we develop the notion of real-time computability on analog models and reveal
some interesting facts about it.
What kind of analog models do we want to base our discussion on? In analog computing,
there is a counterpart of Turing machines known as the general-purpose analog computer (GPAC),
which was introduced by Shannon [51] in 1941. It can be simply characterized by polynomial
ordinary differential equations (ODEs). We focus, however, on Chemical Reaction Networks
(CRNs), a restricted form of GPACs, for their wide presence in molecular programming applications.
Intriguingly, we will see that this choice does not introduce any difference in the class of numbers
that can be computed in real time.
Another essential aspect is the notion of time, without which we can not have a correct notion
of complexity or real-time computability. Note that the ODE systems associated with GPACs or
CRNs do come with a natural parameter of time. But unfortunately, it does not suffice to use this
sense of time directly since one can dilate it easily by applying the usual change of variables method.
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A straightforward way to prevent that is to require all variables to be bounded. By doing this, one
can only dilate the parameter of time for no more than a linear factor, which makes the notion of
time robust.
We also need to prevent one from encoding too much information into the initial values of
variables or the reaction rate constants in a CRN while computing a real number. Therefore we
require all variables to start from zero at the beginning of time and similarly, all the reaction rates
to be integral. We say a real number α is CRN-computable in real time, denoted as α ∈ RRTCRN , if
there is a CRN with integral rate constants and a designated species X such that, when all species
concentrations are initialized to zero, X converges to α exponentially quickly.
By doing all of the above, whenever a CRN testifies that a real number α is CRN-computable in
real time, the CRN serves as a finite description of the real number, or we can say it is an algorithm
that computes α. That is, an algorithm which runs on an analog machine (a CRN).
As a main result in Chapter 2, we show that all algebraic numbers are in RRTCRN . This result
might indicate a difference between analog models and discrete models, or maybe this difference is
caused by the ways we define computing here: we do not produce or generate the target number bit
by bit. One by-product in this chapter is the class of numbers we call Lyapunov CRN-computable
numbers, which require the number being computed to be an exponential stable fixed point of the
ODE associated with the CRN. We will discuss the requirement and its implications in Chapter 4
again.
In Chapter 3 we continue the investigation of RRTCRN . We show that the class forms a field,
which gives us some structural information of the class and more importantly, it enables us to do
modular design while constructing complicated CRNs. The main result in this chapter shows the
real-time equivalence of CRNs and GPACs, which leads to concise and natural proofs that e, π,
Euler’s γ, and the Dottie number, among other interesting transcendental real numbers, are in
RRTCRN .
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1.2 Large Population Protocol Computable Numbers
Next, we shift our focus to Population Protocols (PPs) in Chapter 3. One can view PPs as
restricted CRNs, in the sense that they conserve the total molecular count. More specifically, PPs
require every reaction to have exactly two reactants and exactly two products. In [3, 30], the authors
use Large Population Protocols (LPPs), a model that bridges stochastic (discrete, probabilistic)
models and deterministic (continuous) models, to study the computational power of Population
Protocols by, again, investigating the class of real numbers that LPPs compute. The underlying
idea: when the population of a stochastic PP becomes very large, it behaves like a deterministic
one. A more general theorem, the so-called Kurtz’s theorem, is proven in [31]. This states that
the phenomenon also applies to CRNs. So, roughly, to understand the long-term behavior of a
stochastic PP when the population grows very large, one just need to turn to the corresponding
deterministic one. In particular, when the PP contains fixed points, the authors use these fixed
points to define a class of numbers that can be computed by LPPs. They showed that the class
contains exactly the algebraic numbers. We will relax some of the restrictions in their definition
and show that under the new definition one can now compute π4 , which makes the notion more
interesting.
1.3 Algorithmic Randomness in Continuous-Time Markov Chain
Above, we mentioned Kurtz’s theorem in LPPs, which says that the deterministic model is the
infinite-volume limit of the stochastic model. The core of the proof of those theorems essentially
involves measuring sets of trajectories that satisfy or violate certain properties. If almost all
trajectories satisfy a property, in either the intuitive understanding, or more strictly, in the measure-
theoretical understanding, one can roughly say that a random trajectory will likely satisfy the
property. Note that this thinking jumps from talking about a set of objects to focusing on an
individual random object, which sometimes be viewed as a more natural way to think about
probability theory. But what exactly does “random” mean here? The theory of algorithmic
randomness provides a robust answer. In order to talk about a single random trajectory in a
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stochastic CRN, which is essentially a continuous-time Markov chain (CTMC), we need to first
develop a good notion of randomness in CTMCs.
In Chapter 5 we develop the elements of such a theory. Our main contribution is a rigorous,
useful notion of what it means for an individual trajectory of a CTMC to be random. CTMCs have
discrete state spaces and operate in continuous time. This, together with the fact that trajectories
may or may not halt, presents challenges not encountered in more conventional developments of
algorithmic randomness.
After defining the randomness of trajectories in terms of a new kind of martingale, we prove
equivalent characterizations in terms of constructive measure theory and Kolmogorov complexity.
This shows the robustness of the definition.
As a preliminary application we prove that, in any stochastic chemical reaction network, every
random trajectory with bounded molecular counts has the non-Zeno property that infinitely many
reactions do not occur in any finite interval of time.
Materials
The main body of Chapters 2, 3, and 5 is taken from one journal article and two conference
publications listed below.
• Xiang Huang, Titus H. Klinge, James I. Lathrop, Xiaoyuan Li and Jack H. Lutz: Real-Time
Computability of Real Numbers by Chemical Reaction Networks. Volume 18, Issue 1, pp
63-73, Natural Computing (2019). (invited paper).
• Xiang Huang, Jack H. Lutz, and Andrei N. Migunov. Algorithmic Randomness in Continuous-
Time Markov Chains, 2019. In Proceedings of the 57th Annual Allerton Conference on
Communication, Control, and Computing.
• Xiang Huang, Titus H. Klinge, James I. Lathrop. Real-Time Equivalence of Chemical
Reaction Networks and Analog Computers. In: Thachuk C., Liu Y. (eds) DNA Computing
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and Molecular Programming. DNA 2019. Lecture Notes in Computer Science, vol 11648.
Springer, Cham.
The reader should note that these papers contain collective efforts of all my coauthors, even though
I consider myself to have played an active role. I also made some modifications and useful comments
for better incorporation of these papers into this thesis.
In Section 3.4, the computation of Euler’s γ and the Dottie number are unpublished results. So
is Chapter 4. I am solely responsible for any mistakes that might occur in these sections or chapters.
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CHAPTER 2. REAL-TIME CRN COMPUTABILITY
2.1 Introduction
Chemical reaction networks, originally conceived as descriptive mathematical models of molecular
interactions in well-mixed solutions, are also widely used as prescriptive mathematical models for
engineering molecular processes. In the present century this prescriptive use of chemical reaction
networks has been automated by software compilers that translate chemical reaction networks into
complete specifications of DNA strand displacement systems that simulate them [55, 8]. Chemical
reaction networks have thus become the programming language of choice for many molecular
programming applications.
There are several alternative semantics (operational meanings, also called kinetics) for chemical
reaction networks. The two oldest and most widely used of these are deterministic mass-action
semantics and stochastic mass-action semantics. This chapter and Chapter 3 concern the former of
these, so for the rest of this chapter, a chemical reaction network (briefly, a CRN or a deterministic
CRN ) is a chemical reaction network with deterministic mass-action semantics. This model is
precisely specified in section 2 below. For this introduction, it suffices to say that such a CRN is
an ordered pair N = (S,R), where S is a finite set of species (abstract molecule types), and R is a
finite set of reactions, each of which has some form like:
X + Z k−−−→ 2Y + Z,
where X,Y, Z ∈ S are species and k ∈ (0,∞) is a rate constant. A state x of N specifies the
real-valued concentration x(Y ) ∈ [0,∞) of each species Y ∈ S. Given an initial state x(0) at time
t = 0, deterministic mass action semantics specify the (continuous) evolution of the state x(t) over
time.
Even prior to the implementation of chemical reaction networks as a programming language it
was clear that they constitute a model of computation. In the case of deterministic CRNs, Stansifer
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had reportedly proven [9, 53] that this model is Turing universal, i.e., that every algorithm can be
simulated by a deterministic CRN, but no proof was published. (Note: The title of [41] seems to
make this assertion, but the paper only exhibits a way to use deterministic CRNs to simulate finite
Boolean circuits.) Fages, Le Guludec, Bournez, and Pouly [12] have now proven this universality
theorem.
Deterministic chemical reaction networks are an analog model of computation, both in the
intuitive sense that their states are vectors of real-valued concentrations that vary continuously
over real-valued times and in the technical sense that they are a special case of Shannon’s general
purpose analog computer (GPAC ) [51], as explained in section 5 below.
This chapter studies the ability of deterministic CRNs to rapidly compute real numbers in the
following analog sense. We say that a deterministic CRN computes a real number α in real time if
it has a designated species X such that the following three things hold. (See section 3 for more
details.) First, the CRN’s reaction rate constants are positive integers, and it is initialized with
all concentrations set to zero at time t = 0. This implies that the CRN is, like any reasonable
model of computation, finitely specifiable. It also implies that only countably many real numbers
are real time CRN-computable. Second, there is some fixed bound on all the CRN’s concentrations.
Under deterministic mass-action semantics, this implies that all the reaction rates of the CRN are
bounded, whence time is a meaningful resource. Third, the concentration x(t) of the designated
species X(t) is within 2−t of |α| – i.e., within t bits of accuracy of |α| – at all times t ≥ 1. We
say that the real number α is real time computable by chemical reaction networks (briefly, real
time CRN-computable) if there is a CRN that computes α in this sense. Elementary properties of
real-time CRN computability are developed in section 3.
Our main theorem in this chapter says that every algebraic number (i.e., every real solution
of a polynomial with integer coefficients) is real time CRN-computable. This result is proven in
sections 4 and 5.
Section 6 contains two discussions. First, we compare real-time CRN computability with
computability in the closely related large population protocol (LPP) model of Bournez, Fraigniaud,
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and Koegler [3, 30]. Second, our main theorem is a counterpoint – but not a disproof – of the
60-year-old, open Hartmanis-Stearns conjecture that no algebraic irrational is real time computable
by a Turing machine [24]. We discuss this contrast in some detail and pose two questions whose
answers would shed further light on the computational complexities of algebraic irrationals.
2.2 Chemical Reaction Networks
A species is an abstract type of molecule. Capital Roman characters such as X, Y , and Z are
commonly used to distinguish different species, but we also use decorations such as X0, Ŷ , and Z
to distinguish them.
A reaction over a finite set S of species is a tuple ρ = (r,p, k) ∈ NS × NS × (0,∞) and its
components are called the reactant vector, the product vector, and the rate constant, respectively.
(Here NS denotes the set of all functions mapping S into N.) To avoid excessive use of subscripts, for
a reaction ρ we use r(ρ), p(ρ), and k(ρ) to access the individual components of ρ. A species Y ∈ S is
called a reactant if r(Y ) > 0, called a product if p(Y ) > 0, and called a catalyst if r(Y ) = p(Y ) > 0.
The net effect of reaction ρ = (r,p, k) is the vector ∆ρ ∈ NS defined by
∆ρ(Y ) = p(Y )− r(Y )
for each Y ∈ S.
A chemical reaction network (CRN ) is an ordered pair N = (S,R) where S is a finite set of
species and R is a finite set of reactions over S. Although this completes the definition of the syntax
of a CRN, we have yet to define the semantics used in this chapter.
Under deterministic mass action semantics, the state of a CRN N = (S,R) at time t is a
real-valued vector x(t) ∈ [0,∞)S , and for Y ∈ S, we call x(t)(Y ) the concentration of Y in x(t).
We also write y(t) = x(t)(Y ) to denote the concentration of species Y at time t.
The rate of a reaction ρ at time t is defined as





This conforms to the so-called law of mass action which states that the rate of a reaction is
proportional to the concentration of its reactants.
The total rate of change of a species Y ∈ S depends on the rates of all reactions in the CRN and







∆ρ(Y ) · rateρ(t). (2.2.2)
If we let EY be the ODE above for each Y ∈ S, then the mass action system of the CRN is the
coupled system
(EY | Y ∈ S). (2.2.3)
Given an initial state x0 ∈ [0,∞)S , the behavior of the CRN is defined as the solution to the initial
value problem (IVP) of the mass action system (2.2.3) along with the initial condition
y(0) = x0(Y )
for each Y ∈ S.
2.3 Real-Time CRN Computability
We say that a real number α is real time computable by chemical reaction networks (briefly,
real time CRN-computable), and we write α ∈ RRTCRN , if there exist a chemical reaction network
N = (S,R) and a species X ∈ S with the following three properties:
1 (integrality). The CRN N is integral in the sense that:
k(ρ) ∈ Z+ (2.3.1)
for all ρ ∈ R.
2 (boundedness). There is a constant β > 0 such that, if N is initialized with y(0) = 0 for all Y ∈ S,
then, for all Y ∈ S and t ∈ [0,∞),
y(t) ≤ β. (2.3.2)
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3 (real-time convergence). If N is initialized with y(0) = 0 for all Y ∈ S, then for all t ∈ [1,∞),
∣∣x(t)− |α|∣∣ ≤ 2−t. (2.3.3)
The integrality condition (2.3.1) prevents the CRN N from “cheating” by having information
about α explicitly encoded into its rate constants. To see that this is necessary to avoid nontriviality,




is initialized with x(0) = 0, then
x(t) = α(1− e−t)
for all t ∈ [0,∞).
The boundedness condition (2.3.2) imposes a “speed limit” on the CRN N . This prevents N
from acting as a “Zeno machine” (machine that does infinite work in finite time) in the sense of Weyl
[66]. More precisely, condition (2.3.2) ensures that the reaction rates (2.2.1) of N are all bounded.
This implies that the arc length of the curve traced by the state x(s) of N for 0 ≤ s ≤ t is θ(t), i.e.,
bounded above and below by positive constant multiples of t. Pouly [45, 4] has convincingly argued
(in a more general setting) that this arc length, which we call the reaction clock time, is the correct
measure of the time that a CRN spends computing during the interval [0, t]. Viewed in this light,
condition (2.3.2) ensures that t is, up to constant multiples, an accurate measure of the reaction
clock time of N during the interval [0, t].
The real-time convergence condition (2.3.3) requires the CRN N to compute |α| to within t bits
of accuracy by each time t ≥ 1. Note that this is an analog approximation of |α|. The CRN N is
not required to explicitly produce symbols in any sort of digital representation of |α|.
For the rest of this chapter, unless otherwise noted, all CRNs N = (S,R) are assumed to be
initialized with y(0) = 0 for all Y ∈ S.
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To save space in our first lemma, we define the predicate
Φτ,γ(α) ≡ there exist a CRN N = (S,R) and a species X ∈ S
satisfying (2.3.1) and (2.3.2) such that, for all t ∈ [τ,∞),∣∣x(t)− |α|∣∣ ≤ e−γt
for each τ, γ ∈ (0,∞) and α ∈ R. Note that Φ1,ln 2(α) is the assertion that α ∈ RRTCRN . The
following convenient lemma says that the definition of RRTCRN is robust with respect to linear
changes in condition (2.3.2).
Lemma 2.3.1. For each α ∈ R the following conditions are equivalent.
1. α ∈ RRTCRN .
2. There exists τ, γ ∈ (0,∞) such that Φτ,γ(α) holds.
3. For every τ, γ ∈ (0,∞), Φτ,γ(α) holds.
Proof. Let α ∈ R. It is clear that (3)⇒ (1)⇒ (2), so it suffices to prove that (2)⇒ (3). For this,
let N,X, τ, and γ testify that (2) holds, i.e., let N and X testify that Φτ,γ(α) holds. To prove (3),










and let N̂ = (S, R̂), where
R̂ = {(r,p, ak) | (r,p, k) ∈ R}.
That is, N̂ is exactly like N , except that each rate constant of N has been multiplied by the positive
integer a. Then N̂ is an integral CRN that is a “sped up version” of N in the sense that, for all
y ∈ S and t ∈ [0,∞),
y
N̂
(t) = yN (at), (2.3.4)
12
where yN and yN̂ are the values of y in N and N̂ , respectively. This immediately implies that N̂








The following lemma is a warm-up for our examination of RRTCRN
Lemma 2.3.2. Q $ RRTCRN
Proof. If α = 0, then the CRN N = ({X}, ∅) testifies that α ∈ RRTCRN . If α ∈ Q \ {0}, then we
can write |α| = ab , where a, b ∈ Z








so α ∈ RRTCRN by Lemma 2.3.1. This shows that Q ⊆ RRTCRN .


































so 1√2 ∈ RRTCRN by Lemma 2.3.1.
Computable real numbers were introduced by Turing [57, 58] and have been extensively investi-
gated [29, 64].
A real number α is computable, and we write α ∈ Rcomp, if there is a computable function
α̂ : N→ Q such that, for all r ∈ N
|α̂(r)− α| ≤ 2−r.
Lemma 2.3.3. RRTCRN $ Rcomp
Proof. Let α ∈ RRTCRN , and let N = (S,R) and X ∈ S testify to this fact. Let Y1, . . . , Yn be the
distinct species in S. Then the ODEs (2.2.2) can be written in the form
y′1 = f1(y1, . . . , yn),
... (2.3.5)
y′n = fn(y1, . . . , yn),
where f1, . . . , fn are polynomials with integer coefficients. By the boundedness condition (2.3.2)
and Theorem 16 of [19], the solution y : [0,∞)→ [0,∞)n of (2.3.5) is polynomial time computable.
It follows by the real-time convergence condition (2.3.3) that α is computable in polynomial time in
the sense of Ko [29]. Hence, α ∈ Rcomp.
It is well known [29] that not every computable real is computable in polynomial time, so the
preceding paragraph proves the lemma.
2.4 Lyapunov CRN Computability
This section defines a subclass of RRTCRN , namely, the class RLCRN of all Lyapunov CRN-
computable real numbers. The main theorem of this section is the fact that RLCRN is a field.
Our definition of RLCRN uses the stability theory of ordinary differential equations. We review
the elements of this theory that we need here, referring the reader to standard textbooks (e.g.,
[25, 56]) for more thorough treatments.
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We first note that the ordinary differential equations (2.2.2) of a CRNN = (S,R) are autonomous,
meaning that they only depend on the time t via the species concentrations y(t). Hence, if we let
Y1, . . . , Yn be the distinct species in S, then the ODEs (2.2.2) can be written as
y′1 = f1(y1, . . . , yn),
... (2.4.1)
y′n = fn(y1, . . . , yn),
where f1, . . . , fn : Rn → R are polynomials. If we let fN : Rn → Rn be the function whose
components are f1, . . . , fn, then (2.4.1) can be written in the vector form
x′ = fN (x). (2.4.2)
A fixed point of the CRN N is a state z ∈ [0,∞)S such that fN (z) = 0. A state z of N is
exponentially stable if there exist α, δ, C ∈ (0,∞) such that, for all x0 ∈ [0,∞)S with |x0 − z| ≤ δ,
if N is initialized with x(0) = x0, then, for all t ∈ [0,∞),
|x(t)− z| ≤ Ce−αt|x(0)− z|. (2.4.3)
It is easy to see that an exponentially stable state of N must be a fixed point of N .
In this chapter, we define a real number α to be Lyapunov computable by chemical reaction
networks (briefly, Lyapunov CRN-computable), and we write α ∈ RLCRN , if there exist a CRN
N = (S,R), a species X ∈ S, and a state z ∈ [0,∞)S with z(X) = |α| such that the following
conditions hold.
1 (integrality). The CRN N is integral as in (2.3.1).
2 (boundedness). Concentrations are bounded as in (2.3.2).
3 (exponential stability). z is an exponentially stable state of N .
4 (convergence). If x(t) ∈ [0,∞)S is the state of N at time t, then
x(0) = 0 =⇒ lim
t→∞
x(t) = z.
(Here 0 is the state of N defined by 0(Y ) = 0 for all Y ∈ S.)
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A well known matrix characterization of exponential stability is useful for investigating the set
RLCRN .





· · · ∂f1∂yn




· · · ∂fn∂yn
 .
More precisely, the Jacobian matrix of N in a state x ∈ [0,∞)S is the matrix JN (x) in which each
of the partial derivatives in JN is evaluated at the point x. The eigenvalues of the CRN N in a
state x ∈ [0,∞)S are the eigenvalues of the matrix JN (x), i.e., the numbers λ ∈ C for which there
exists y 6= 0 ∈ Rn such that JN (x)(y) = λy.
Lyapunov’s exponential stability theorem, specialized to CRNs, says the following.
Theorem 2.4.1. [40, 25] A fixed point z of a CRN N is exponentially stable if and only if all the
eigenvalues of N in state z have negative real parts.
We note the following easy inclusions.
Lemma 2.4.2. Q ⊆ RLCRN ⊆ RRTCRN .
Proof. To see that Q ⊆ RLCRN , it suffices to show that [0,∞) ∩ Q ⊆ RLCRN . For this, let
α ∈ [0,∞)∩Q. If α = 0, then a one-species CRN with no reactions trivially affirms that α ∈ RLCRN ,




computes α with species X. The ODE for this CRN is
x′ = p− qx
and the solution for the initial value x(0) = 0 is x(t) = −pq e
−qt + pq . We thus have limt→∞ x(t) = α.
Moreover, since we have an ODE system with only one variable, the eigenvalue at the fixed point is
simply the derivative of p− qx, i.e., −q. Hence α ∈ RLCRN .
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The inclusion RLCRN ⊆ RRTCRN is immediate from the definitions of these classes and
Lemma 2.3.1.
The rest of this section proves that RLCRN has the closure properties of a field.
Lemma 2.4.3. For all α, β ∈ [0,∞) ∩ RLCRN , we have α+ β ∈ RLCRN .
Proof. Let α, β ∈ [0,∞) ∩ RLCRN , and let N1 = (S1, R1) and N2 = (S2, R2) be CRNs that testify
to this by computing α and β with species X and Y , respectively. We also let z1 ∈ [0,∞)S1 and
z2 ∈ [0,∞)S2 be the equilibrium points that N1 and N2 use to compute α and β, i.e., z1(X) = α
and z2(Y ) = β.
Let N = (S,R) be the CRN defined by S = S1 ∪S2 ∪S3 and R = R1 ∪R2 ∪R3 where S3 = {U}
and R3 consists of the three reactions
X
1−−−→ X + U
Y
1−−−→ Y + U
U
1−−−→ ∅.
Note that the ODE for U is
du
dt
= x+ y − u,
and the solution for u(t) with all species initialized to zero is




for some constant c. Hence,
lim
t→∞












[x(t) + y(t)] = α+ β.
It remains to be shown that the equilibrium point (z1, z2, α+ β) is exponentially stable. First,
we fix an order S1, S2, S3 of the species in the Jacobian matrix JN . We use Ji,j to denote submatrix
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of JN that contains the partial derivatives of each species A ∈ Si with respect to each species B ∈ Sj







Since N1 and N2 have disjoint species, it is clear that J1,2 = 0 and J2,1 = 0. Furthermore, N1 and
N2 are unaffected by the species Y , so J1,3 = 0 and J2,3 = 0. We also note that J3,3 contains one
element ∂∂u(x+ y − u) = −1.
Since JN is a lower triangular block matrix,
|J − λI| = |JN1 − λI1| · |JN2 − λI2| · |−1− λ| (2.4.4)
We can now conclude that the eigenvalues of JN are
1) the eigenvalues of JN1 ,
2) the eigenvalues of JN2 , and
3) the eigenvalue of J3,3, which is −1.
Since α, β are both in RLCRN , the real part of the eigenvalues of JN1 and JN2 are all negative. Thus
all the eigenvalues of JN have negative real parts. Therefore, α+ β ∈ RLCRN .
Lemma 2.4.4. For each 0 < α ∈ RLCRN , we have 1α ∈ RLCRN .
Proof. Let α ∈ (0,∞)∩RLCRN , and let N1 = (S1, R1) be a CRN that testifies to this by computing
α with species X. We also let z1 ∈ [0,∞)S1be the equilibrium point that N1 uses to compute α,
i.e., z1(X) = α.
Let N = (S,R) be the CRN with S = S1∪S2 and R = R1∪R2 where S1 = {Y } and R2 consists
of the reactions
∅ 1−−−→ Y










is the only reachable equilibrium point of N from the





We can see that JN (z) has eigenvalues with negative real parts, since the eigenvalues of JN1
have negative real parts and −α < 0. This implies that z is exponentially stable, and therefore
1
α ∈ RLCRN .
Lemma 2.4.5. For each α, β ∈ RLCRN with α ≥ β ≥ 0, we have α− β ∈ RLCRN .
Proof. Let α and β be as given. If β = 0, then α − β = α ∈ RLCRN by hypothesis. If β = α,
then α− β ∈ RLCRN by Lemma 2.4.2. Assume, then, that α > β > 0, and let N1 = (S1, R1) and
N2 = (S2, R2) testify that α, β ∈ RLCRN using species X1 ∈ S1 and X2 ∈ S2, respectively. We also
let z1 and z2 be the fixed points in N1 and N2 that compute α and β, respectively.
Let N = (S,R) be the CRN defined by S = S1 ∪ S2 ∪ {Y } and R = R1 ∪ R2 ∪ R3 where R3





1−−−→ X2 + 2Y.
Note that the additional reactions do not affect the species in S1 and S2, and yield the following
ODE for Y .
dy
dt
= 1− (x1 − x2)y.
If N is initialized to the 0 state, then by the construction of N , limt→∞(x1(t)− x2(t)) = α− β. It









J3,1 J3,2 −(x1 − x2)

and therefore JN (z) has all negative eigenvalues since JN1 and JN2 have negative eigenvalues by the
hypothesis and the eigenvalue −(α− β) is negative. Thus, 1α−β ∈ RLCRN .
Finally, by Lemma 2.4.4 we can conclude that α− β ∈ RLCRN .
Corollary 2.4.6. RLCRN is an additive subgroup of R.
Proof. Lemma 2.4.2 tells us that 0 ∈ RLCRN , and the definition of RLCRN implies that it is closed
under additive inverses. To see that RLCRN is closed under addition, let α, β ∈ RLCRN . Then either
|α+ β| = |α|+ |β|,
in which case α+ β ∈ RLCRN by Lemma 2.4.3, or
|α+ β| = max{|α|, |β|} −min{|α|, |β|},
in which case α+ β ∈ RLCRN by Lemma 2.4.5.
Lemma 2.4.7. For each α, β ∈ [0,∞) ∩ RLCRN , we have αβ ∈ RLCRN .
Proof. Let α, β ∈ [0,∞) ∩ RLCRN , and let N1 = (S1, R1) and N2 = (S2, R2) be CRNs that testify
to this by computing α and β with species X and Y , respectively. We also let z1 ∈ [0,∞)S1 and
z2 ∈ [0,∞)S2 be the equilibrium points that N1 and N2 use to compute α and β, i.e., z1(X) = α
and z2(Y ) = β.
Let N = (S,R) be the CRN defined by S = S1 ∪S2 ∪S3 and R = R1 ∪R2 ∪R3 where S3 = {U}
and R3 consists of the two reactions




Note that the ODE for U is
du
dt
= xy − u,
and the solution for u(t) with all species initialized to zero is




for some constant c. Hence,
lim
t→∞













It remains to be shown that the equilibrium point (z1, z2, αβ) is exponentially stable. First, we
fix an order S1, S2, S3 of the species in the Jacobian matrix JN . We use Ji,j to denote submatrix of
JN that contains the partial derivatives of each species A ∈ Si with respect to each species B ∈ Sj







Since N1 and N2 have disjoint species, it is clear that J1,2 = 0 and J2,1 = 0. Furthermore, N1 and
N2 are unaffected by the species Y , so J1,3 = 0 and J2,3 = 0. We also note that J3,3 contains one
element ∂∂u(xy − u) = −1.
Since JN is a lower triangular block matrix,
|J − λI| = |JN1 − λI1| · |JN2 − λI2| · |−1− λ|. (2.4.5)
We can now conclude the eigenvalues of JN are
1) the eigenvalues of JN1 ,
2) the eigenvalues of JN2 , and
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3) the eigenvalue of J3,3, which is −1.
Since α, β are both in RLCRN , the real part of the eigenvalues of JN1 and JN2 are all negative. Thus
all the eigenvalues of JN have negative real parts. Therefore, αβ ∈ RLCRN .
Corollary 2.4.8. RLCRN \ {0} is a multiplicative subgroup of R \ {0}.
Proof. Lemma 2.4.2 tells us that 1 ∈ RLCRN , so this follows immediately, from Lemmas 2.4.4
and 2.4.7.
We now have the main result of this section.
Theorem 2.4.9. RLCRN is a subfield of R.
Proof. This follows immediately from Corollaries 2.4.6 and 2.4.8.
2.5 Algebraic Numbers Are Lyapunov CRN-Computable
In this section, we prove that every algebraic number is Lyapunov CRN-computable. We begin
by proving that algebraic numbers that are the smallest positive root of a polynomial with distinct
roots are Lyapunov CRN-computable. In this case, we construct a CRN with one species that when
initialized to zero asymptotically approaches the smallest positive root of the polynomial. We also
ensure that the root is an exponentially stable equilibrium point of the CRN.
For an arbitrary algebraic number, we reduce the problem to the special case by shifting all
the roots of its minimal polynomial by a rational number. By doing so, we make the relevant root
become the smallest positive root, and use the special case to complete the proof of the theorem.
Lemma 2.5.1. Every algebraic number that is the smallest positive root of some integral polynomial
with roots only of multiplicity one is in RLCRN .
Proof. Let α > 0 be an algebraic number, and let P (x) = cnxn + cn−1xn−1 + · · · + c0 be the
polynomial with integral coefficients that testifies to this. Furthermore, we assume that α is the first
positive root of P and that the roots of P only have multiplicity one. Without loss of generality, we
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also assume that c0 ≥ 0, and use −P (x) otherwise. We now build a CRN N = (S,R) with species




For each term ckxk in P (x), we include a reaction in R to add this term to dxdt . If ck > 0, we add
the reaction
kX
ck−−−→ (k + 1)X,
and if ck < 0 we add the reaction
kX
−ck−−−→ (k − 1)X.
Note that it is possible for the number of products or reactants to be empty. For example, the
reaction for c0 is ∅
c0−−−→ X because c0 > 0. Similarly, if c1 < 0, the reaction would be X
−c1−−−→ ∅.
Also, if ck = 0, we do not add any reaction.
It now suffices to show that α is an exponentially stable equilibrium point of N and that if
X is initialized to zero, then x(t) converges to α. Since c0 > 0, it is clear that P (0) > 0, whence
dx
dt > 0 at time 0. Finally, since α is the first positive root of P (x) and x(0) = 0, it is clear that
limt→∞ x(t) = α.
To show that α is exponentially stable, it suffices to show that all eigenvalues of the Jacobian
matrix at α have negative real parts, i.e., that P ′(α) < 0. We show this using the following two
facts.
1. P (x) > 0 for all x ∈ [0, α). Otherwise α would not be the smallest positive root.
2. P ′(α) 6= 0. Otherwise α would have multiplicity of at least two, but we assumed the roots of
P have multiplicity one.
Finally, it is clear that
P ′(α) = lim
x→α−
P (x)− P (α)
x− α
< 0,
since P (x) > 0 for all x ∈ [0, α) and P ′(x) 6= 0.
Theorem 2.5.2. Every algebraic number is an element of RLCRN .
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Proof. Let α > 0 be an algebraic number, and let P (x) be the minimal polynomial with integral
coefficients that testifies to this. Since P is minimal, its roots have multiplicity one [18]. Therefore,
if α is the smallest positive root of P , then α ∈ RLCRN by Lemma 2.5.1.
If α is not the smallest positive root of P , let β be the largest positive root less than α. Now let
p
q be a rational satisfying β <
p
q < α, and let γ = α−
p





is an integral polynomial with distinct roots and γ is its smallest positive root. By Lemma 2.5.1,
γ ∈ RLCRN , and since Q ⊆ RLCRN and RLCRN is closed under addition, pq + γ = α ∈ RLCRN .
2.6 Discussion
We have shown that
Alg ⊆ RLCRN ⊆ RRTCRN , (2.6.1)
where Alg is the field of algebraic numbers. We will show that
Alg 6= RRTCRN ,
in Chapter 3 by constructing CRNs to compute transcendental numbers. At the time of this
writing we do not know whether the left-hand inclusion is proper, and we do not know whether the
right-hand inclusion is proper.
Both notions of real time CRN computability discussed here, RRTCRN and RLCRN , are closely
related to the investigations by Bournez, Fraigniaud, and Koegler [3, 30] of computability by large
population protocols. Roughly speaking, a large population protocol (LPP) is a deterministic chemical
reaction network in which every reaction has exactly two reactants and exactly two products. Among
other things, this implies that the sum of concentrations of all species is constant over time. A real
number α is defined to be computable by an LPP if there exist an LPP N , a state z of N , and a
designated subset D of the species of N with the following three properties.
(1) N has only finitely many fixed points.
(2) z is an exponentially stable state of N .
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(3) α is the sum of the concentrations of the species in D in the state z.
Bournez, Fraigniaud, and Koegler prove that a real number α is computable by an LPP if and
only if α is an algebraic number. The “only if” direction of their proof is an elimination of quantifiers
argument [42] that depends crucially on (1) above. It is to be hoped that further research will
clarify the relationship between LPP computability and real time CRN computability.
What does (2.6.1) say about the complexity of algebraic irrationals on other models of computa-
tion?
The first thing to understand here is that deterministic chemical reaction networks are, in a very
precise sense, a model of analog computation. In 1941, Shannon [51] introduced the general-purpose
analog computer (GPAC ). A GPAC is a mathematical abstraction of the differential analyzer, an
early analog computer that Bush [6] had constructed at MIT, and which Shannon had operated
as a graduate research assistant. The GPAC model has been corrected and otherwise modified a
number of times over the years [46, 36, 20, 21]. Its present form can be characterized in terms of
circuits, but it is more simply characterized as a system
y′(t) = p(t, y), (2.6.2)
of ordinary differential equations, where p is a vector of polynomials. A deterministic CRN is thus
a special type of GPAC of the form
y′(t) = p(y), (2.6.3)
where each component pi of p has the “kinetic” form pi(y) = qi(y)− yiri(y), with qi and ri having
nonnegative coefficients [23]. Our CRNs in this chapter have the added constraints that all the
coefficients in these polynomials are integers, and all concentrations are initialized to zero. Our
main theorem thus implies that all algebraic numbers are real time computable by GPACs that
have only finite information coded into their parameters and initializations.
We now turn from analog computation to discrete computation. A famous conjecture of
Hartmanis and Stearns [24] says that no irrational algebraic number is real time computable by a
Turing machine. This conjecture has been open for over 50 years. Fischer, Meyer, and Rosenberg [14]
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proved that real-time computability on a Turing machine is equivalent to linear-time computability
on a Turing machine. Hence the Hartmanis-Stearns conjecture is equivalent to the statement that
no irrational algebraic number is linear-time computable by a Turing machine. As observed by
Gurevich and Shelah [22], linear time is a very model-dependent notion. Hence, as stated, the
Hartmanis-Stearns conjecture is a very specific conjecture about linear-time computation on Turing
machines.
Our main theorem does not disprove the Hartmanis-Stearns conjecture (nor was it intended to),
but conceptually locating the gap between our main theorem and a disproof of the Hartmanis-Stearns
conjecture would shed light on the computational complexities of algebraic irrationals. This raises
the following questions.
Question 1. Can CRNs in our model (or GPACs with only finite information encoded into their
parameters and initializations) produce in linear time the individual digits of each real number
that is real time CRN-computable? If so, our main theorem implies that the Hartmanis-Stearns
conjecture fails for analog computation. If not, the Hartmanis-Stearns conjecture holds for analog
computation and is essentially about producing the individual digits as opposed to the analog
convergence that we have used here.
Question 2. Is there a reasonable discrete model of computation on which some algebraic
irrational can be computed in linear time? If so, then the Hartmanis-Stearns conjecture is either
false or model-dependent. If not, then the Hartmanis-Stearns conjecture is true in a strong, model-
independent way, at least for discrete computation. (Note that “reasonable” here excludes models
that perform numerical operations faster than we know how to do them, because Brent [5] has
shown how to compute
√
2 in linear time if integer multiplication can be done in linear time. See
also [37].)
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CHAPTER 3. REAL-TIME EQUIVALENCE OF CRNS AND ANALOG
COMPUTERS
3.1 Introduction
In the last chapter we defined the class RRTCRN of real time computable real numbers by
chemical reaction networks. In this chapter, we investigate the relationship between real time
computable real numbers by CRNs and general purpose analog computers (GPACs).
We define the class RRTGPAC of real time computable real numbers by GPACs. Roughly,
α ∈ RRTGPAC if there exists a polynomial initial value problem (PIVP) with integer coefficients
such that, if initialized with all zeros, then all variables are bounded and one of the variables
converges to α exponentially quickly. These restrictions are analogous to the definition of RRTCRN
and ensure that the PIVP is finitely specifiable and α is computed in real time. We show that
RRTGPAC = RRTCRN by proving that RRTCRN is a subfield of R and using an extension of the
difference representation introduced in [12] that relies on these closure properties. We also show
that the constraint of all zero initial conditions can be relaxed to integral initial conditions. With
these new theorems, we prove two well-known transcendental numbers e, π and γ, together with a
less-known constant, Dottie number, are members of RRTCRN . The proofs and constructions for
these transcendental numbers are short and concise, and demonstrate the power of these theorems
for generating and proving real-time CRNs correct.
The rest of this chapter is organized as follows. Section 3.2 includes the main theorem of the
chapter, that RRTGPAC = RRTCRN , along with the proof that RRTCRN is a field; Section 3.3
includes proofs that e, π, γ, and Dottie number are real time computable by chemical reaction
networks using the theorems from Section 3.2; after that we demonstrate some simulation result in
Section 3.4.
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3.2 Real-Time Equivalence of CRNs and GPACs
This section is devoted to proving that the class RRTCRN is equivalent to an analogous class
RRTGPAC of real time computable real numbers by general purpose analog computers. We begin by
formally defining RRTGPAC .
For a PIVP y = (y1, y2, . . . , yn) satisfying y(0) = 0, we say that y is an computer for a real
number α if the following three properties hold:
1. All coefficients of y are integers,
2. There is a constant β > 0 such that |yi(t)| ≤ β for all 1 ≤ i ≤ n and t ∈ [0,∞), and
3. |y1(t)− α| ≤ 2−t for all t ∈ [1,∞).
The real numbers for which there is a computer y are called real-time GPAC computable. The set of
real-time CRN computable real numbers is denoted by RRTGPAC .
Note that the constraints above mirror the definition of RRTCRN except for the fact that y1(t) is
converging to α instead of |α|. This difference is due to the CRN restriction of species concentrations
to be non-negative real numbers whereas the value of a GPAC variable yi(t) has no such restriction.
Lemma 3.2.1. RRTCRN ⊆ RRTGPAC .
Proof. Given a computer (N,Y1) for α ∈ R, let y be the PIVP induced by the deterministic
semantics of N . Note that (N,Y1) computes α when its species concentrations are initialized to
zero, therefore y(0) = 0. The fact that y is also a computer for α immediately follows from the
constraints imposed on N and the fact that if α < 0, a multiplying each ODE by −1 causes y1(t) to
converge directly to α instead of |α|.
Although the inclusion above is trivial, the fact that RRTGPAC ⊆ RRTCRN is not so obvious.
This is due to deterministic CRNs inducing PIVPs with restricted forms, namely, the polynomial of
each ODE has the structure
y′(t) = p(t)− q(t)y(t),
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where p and q are polynomials over the concentrations of the species. The fact that negative terms
in the ODE for Y must depend on its own concentration y(t) makes certain GPAC constructions
difficult to implement with CRNs.
The rest of this section is devoted to finishing the proof of the main theorem: RRTGPAC =
RRTCRN . To simplify the proof, we first prove that RRTCRN is a subfield of R which solves an open
problem stated in [26]. The proofs of closure under addition, multiplication, division, and subtraction
rely on certain convergence properties. Thus, we first state and prove two lemmas which demonstrate
that certain differential equations immediately yield exponential convergence to a target real number.
Then we prove the four closure properties necessary to show that RRTCRN is a field using these
lemmas. Finally, we conclude with the proof of the main theorem that RRTGPAC = RRTCRN .
Lemma 3.2.2 (Direct Convergence Lemma). If α ∈ R and x, f : [0,∞) → R are functions that
satisfy
x′(t) = f(t)− x(t) for all t ∈ [0,∞) (3.2.1)
|f(t)− α| ≤ e−t for all t ∈ [1,∞), (3.2.2)
then there exist constants γ, τ ∈ (0,∞) such that
|x(t)− α| ≤ e−γt for all t ∈ [τ,∞). (3.2.3)
Proof. Assume the hypothesis. The ODE of eq. (3.2.1) can be solved directly using the integrating












dt = αet + t+ C1,
for some constant C1. This, along with eq. (3.2.4), yields
x(t) ≤ α+ e−t (t+ C1) . (3.2.5)
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Using a similar argument, it is easy to show that
x(t) ≥ α− e−t (t+ C2) (3.2.6)
for some constant C2. Choosing C = max { 0, C1, C2 }, it follows from eqs. (3.2.5) and (3.2.6) that
|x(t)− α| ≤ (t+ C)e−t ≤ e−t/2,
for all t ≥ max{1, 4 log(C + 1)}.
Lemma 3.2.3 (Reciprocal Convergence Lemma). If α ∈ R>0 and x, f : [0,∞)→ R are continuous
functions that satisfy
x′(t) = 1− f(t) · x(t) for all t ∈ [0,∞) (3.2.7)
|f(t)− α| ≤ e−t for all t ∈ [1,∞), (3.2.8)
then there exist constants γ, τ > 0 such that
∣∣∣∣x− 1α
∣∣∣∣ ≤ e−γt for all t ∈ [τ,∞). (3.2.9)
Proof. Assume the hypothesis. Since f is continuous, its antiderivative exists, so the ODE from
eq. (3.2.7) can be solved directly using the integrating factor method with a solution of the form




where F (t) =
∫ t
0 f(s)ds. If we let h(t) = f(t)− α, and let H(t) =
∫ t





(α+ h(s)) ds = αt+H(t).
Using this relationship, we can rewrite eq. (3.2.10) as




eH(s) (αeαs) ds. (3.2.11)
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Substituting this into eq. (3.2.11) and using the fact that F (t) = αt+H(t), we obtain
x(t) = e−F (t) · 1
α
(






which yields the following bound:∣∣∣∣x(t)− 1α
∣∣∣∣ ≤ e−F (t) (1 + ∫ t0 |h(s)|eF (s)ds
)
. (3.2.12)
It remains to be shown that the right-hand side of eq. (3.2.12) is bounded by an exponential















e−sds = C1 − e−t ≤ C1.
It immediately follows that
eF (t) = eαt+H(t) ≤ C2eαt
e−F (t) = e−αt−H(t) ≤ C2e−αt
where C2 = eC1 . If we define the constant C3 =
∫ 1




|h(s)|eF (s)ds ≤ C3 +
∫ t
1
e−s (C2eαs) ds = C5 + C4e(α−1)t
where C4 = C2α−1 and C5 = C3 − C4e
α−1. Thus, we can rewrite eq. (3.2.12):∣∣∣∣x(t)− 1α
∣∣∣∣ ≤ C2e−αt (1 + C5 + C4e(α−1)t) = C6e−αt + C7e−t
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where C6 = C2(1 + C5) and C7 = C2C4.
It immediately follows that there exist constants γ and τ such that
∣∣∣x(t)− 1a ∣∣∣ is bounded by
e−γt for all t ∈ [τ,∞).
Using lemmas 3.2.2 and 3.2.3, we now prove that RRTCRN is a field. We split the four closure
properties into the following four lemmas.
Notation 3.2.4. Two CRNs can naturally be combined into one. Given N1 = (S1, R1) and
N2 = (S2, R2), we define the join of N1 and N2 to be the CRN
N1 tN2 = (S1 ∪ S2, R1 ∪R2). (3.2.13)
Lemma 3.2.5. If α, β ∈ RRTCRN , then α+ β ∈ RRTCRN .
Proof. Assume the hypothesis, and let (Nα, X) and (Nβ, Y ) be CRN computers that compute α
and β, respectively. Without loss of generality, we assume that α, β ≥ 0 and that Nα and Nβ do
not share any species.
Now let Z be a new species, and let N = Nα t Nβ t N̂ where N̂ is the CRN defined by the
reactions
X
1−−−→ X + Z
Y
1−−−→ Y + Z
Z
1−−−→ ∅.
Note that the species in Nα and Nβ are unaffected by the reactions of N̂ , and the ODE for Z is:
z′(t) = x(t) + y(t)− z(t). (3.2.14)
Let f(t) = x(t) + y(t). By lemma 2.3.1, without loss of generality, we can assume that
|f(t)− α− β| ≤ e−t for all t ≥ 1. Immediately by lemmas 2.3.1 and 3.2.2, we conclude that
α+ β ∈ RRTCRN .
Lemma 3.2.6. If α, β ∈ RRTCRN , then αβ ∈ RRTCRN .
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Proof. Assume the hypothesis, and let (Nα, X) and (Nβ, Y ) be CRN computers that compute α
and β, respectively Furthermore, we assume that Nα and Nβ do not share any species. Without
loss of generality, we also assume that α, β ≥ 0.
Now let Z be a new species, and let N = Nα t Nβ t N̂ where N̂ is the CRN defined by the
reactions
X + Y 1−−−→ X + Y + Z
Z
1−−−→ ∅.
Note that the species in Nα and Nβ are unaffected by the reactions of N̂ and yields the following
ODE for Z:
z′(t) = x(t)y(t)− z(t). (3.2.15)
Let f(t) = x(t)y(t). By lemma 2.3.1, without out loss of generality, we can assume that
|f(t)− αβ| ≤ e−t for all t ≥ 1. Immediately by lemmas 2.3.1 and 3.2.2, we conclude that αβ ∈
RRTCRN .
Lemma 3.2.7. If α ∈ RRTCRN and α 6= 0, then 1α ∈ RRTCRN .
Proof. Assume the hypothesis, and let (Nα, X) be CRN a computer that testifies to this. Without
loss of generality, we also assume that α > 0.
Now let Y be a new species, and let N = Nα t N̂ where N̂ is the CRN defined by the reactions
∅ 1−−−→ Y
X + Y 1−−−→ X.
Note that the species in Nα are unaffected by the reactions of N̂ and yields the following ODE for
Y :
z′(t) = 1− x(t)y(t). (3.2.16)
Since α ∈ RRTCRN , we know that |f(t)− α| ≤ e−t for all t ≥ 1. It follows from lemmas 2.3.1
and 3.2.3 that 1α ∈ RRTCRN .
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Lemma 3.2.8. If α, β ∈ RRTCRN , then α− β ∈ RRTCRN .
Proof. Assume the hypothesis, and let (Nα, X) and (Nβ, Y ) be CRN computers that compute α
and β, respectively. Furthermore, we assume that Nα and Nβ do not share any species. Without
loss of generality, we also assume that α > β ≥ 0.
Now let Z be a new species, and let N = Nα t Nβ t N̂ where N̂ is the CRN defined by the
reactions
∅ 1−−−→ Z
X + Z 1−−−→ X
Y + Z 1−−−→ Y + 2Z.
Note that the species in Nα and Nβ are unaffected by the reactions of N̂ and yields the following
ODE for Z:
z′(t) = 1− (x(t)− y(t))z(t). (3.2.17)
Let f(t) = x(t) − y(t). By lemma 2.3.1, without out loss of generality, we can assume that
|f(t)− (α− β)| ≤ e−t for all t ≥ 1. By lemmas 2.3.1 and 3.2.3, we know that 1α−β ∈ RRTCRN . By
lemma 3.2.7, we conclude that α− β ∈ RRTCRN .
Theorem 3.2.9. RRTCRN is a subfield of R.
Proof. This immediately follows from Lemmas 3.2.5–3.2.8 and the fact that RRTCRN is non-
empty.
As a consequence of Theorem 3.2.9, and the results of [26] we now know that RRTCRN contains
all algebraic numbers and an infinite family of transcendental numbers. However, we have yet to
prove that natural transcendentals such as e and π are real-time computable by CRNs. These proofs
are simplified dramatically using the following theorem which uses a construction similar to [12].
Theorem 3.2.10. RRTCRN = RRTGPAC .
Proof. We have already shown the forward direction in Lemma 3.2.1.
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For the backward direction, assume that 0 6= α ∈ RRTGPAC , and let y = (y1, y2, . . . , yn) be the
PIVP that testifies to this. Then the individual components of y obey the ODEs
y′1 = p1(y1, . . . , yn),
y′2 = p2(y1, . . . , yn),
...
y′n = pn(y1, . . . , yn).
For each 1 ≤ i ≤ n, we define the variables ŷ = (z, u1, v1, u2, v2, . . . , un, vn) as well as the polynomials
p̂i(ŷ) = pi(u1 − v1, u2 − v2, . . . , un − vn),
noting that each p̂i is indeed an integral polynomial over the variables of ŷ. For each 1 ≤ i ≤ n, we
also define the polynomials p̂+i and p̂
−
i by the positive and negative terms of p̂i, respectively, whence
p̂i = p̂+i − p̂
−
i .
We now define ODEs for each variable ui and vi of ŷ,














as well as the ODE for the variable z
z′ = 1− (u1 − v1)z. (3.2.20)
Notice that if yi = ui − vi, then
u′i − v′i = p̂+i − p̂
−
i = p̂i = pi = y
′
i,
therefore if ŷ(0) = 0, we know that yi(t) = ui(t)− vi(t) for all t ∈ [0,∞).
We now prove that every variable of ŷ is bounded from above by some constant. For the sake of
contradiction, assume that either ui or vi is unbounded. Recall that each variable of y is bounded
by some β > 0, and therefore −β ≤ yi(t) ≤ β for all t ∈ [0,∞). Since yi(t) = ui(t)− vi(t), it follows
that both ui and vi must be unbounded. However, this is a contradiction since u′i and v′i each include
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which grow faster than their positive terms. Thus, ui and vi
must both be bounded.
Since each of the ODEs of ŷ can be written in the form x′ = p − qx where p and q are
polynomials with positive integral coefficients, there exists a CRN N = (S,R) with species
S = {Ui, Vi | 1 ≤ i ≤ n} ∪ {Z} that obey these ODEs. Because y1 = u1 − v1, this means that
|u1(t)− v1(t)− α| ≤ 2−t. By Lemma 3.2.3, it immediately follows that N real time computes 1α
with species Z. Finally, we obtain that α ∈ RRTCRN by closure under reciprocal.
3.3 A Tale of Four Numbers
In this section, we will prove that e, π, γ, and Dottie number are real time computable by CRNs.
However, first we prove a useful theorem that shows that the constraint that the CRN or GPAC
must be initialized to all zeros can be relaxed to any integral initial condition.
Theorem 3.3.1. If α ∈ R and y = (y1, y2, . . . , yn), y(0) ∈ Zn is a PIVP such that
1. |yi(t)| ≤ β for all 1 ≤ i ≤ n and t ∈ [0,∞) for some β > 0, and
2. |y1(t)− α| ≤ 2−t for all t ∈ [0,∞),
then α ∈ RRTGPAC .
Proof. Assume the hypothesis. Then there is a polynomial pi corresponding to each variable yi of y
such that y′i = pi. We will now define a related PIVP that when initialized to all zeros computes α.
Define the variables ŷ = (ŷ1, ŷ2, . . . , ŷn) that obey the ODEs
ŷ′i = pi(ŷ1 + y1(0), ŷ2 + y2(0), . . . , ŷn + yn(0)).
Since y(0) ∈ Zn, each ODE ŷi is a polynomial with integral coefficients. We also note that if
ŷi(t) = yi(t)− yi(0) for some t ∈ [0,∞), then
ŷ′i(t) = pi(y1(t), y2(t), . . . , yn(t)) = y′i(t).
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Thus, if we initialize ŷ(0) = 0, it follows that ŷi(t) = yi(t)− yi(0) for all t ∈ [0,∞). Since the PIVP
y computes α, it follows that the PIVP ŷ computes α− y1(0), and therefore α− y1(0) ∈ RRTGPAC .
Finally, since y1(0) ∈ Z, it is also in RRTGPAC , and by closure under addition we conclude that
α ∈ RRTGPAC .
This is means that having non-zero integer value resulting in equivalent definition of RRTCRN .
This theorem dramatically simplifies the constructions. Together with Theorem 3.2.10, we can
developed the following process to compute a target number α.
1. Pick a function x(t) that converges to α exponentially fast.
2. Implement x(t) by a GPAC.
3. Translate the GPAC into a CRN N , with each species x represented by a pair of variables
x1(t) and x2(t) such that x(t) = x1(t)− x2(t) by using Theorem 3.2.10.
4. Lastly, turn N into N̂ , with the difference of each pair of x1(t), x2(t) being approximated by
a x̂(t), by using Lemma 3.2.8.
CRN/ODE
GPAC/ODE
N , x1 − x2 = x
A, x
N̂ , x̂ ≈ x
x(t)
Figure 3.1: A general procedure to computer a number α.
We now present concise proofs that the e and π are members of RRTCRN .
3.3.1 e is CRN-Computable in Real Time
Theorem 3.3.2. e ∈ RRTCRN .
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Proof. By Theorem 3.3.1, it suffices to show that there exists a CRN computer with integral initial
conditions that computes e exponentially quickly. Consider the CRN defined by
X
1−−−→ ∅
X + Y 1−−−→ X
along with the initial condition x(0) = 1 and y(0) = 1. This induces the system of ODES
x′(t) = −x(t) (3.3.1)
y′(t) = −x(t)y(t), (3.3.2)
which is trivial to solve and has solution
x(t) = e−t, y(t) = e1−e−t .
It is clear that y(t) exponentially goes to e, and thus e ∈ RRTCRN .
It is easy to apply the construction of Theorem 3.3.1 to the CRN provided in the proof of
Theorem 3.3.5, and Figure 3.2 shows the plot of this expanded CRN computing e in this way.
3.3.2 π is CRN-Computable in Real Time
Theorem 3.3.3. π ∈ RRTCRN .
Proof. By Theorem 3.3.1, it suffices to show that there exists a CRN computer with integral initial
conditions that computes π exponentially quickly. Consider the CRN defined by
W
1−−−→ ∅
W +X + Y 2−−−→W + Y
W + 2X 1−−−→W + 2X + Y
W + 2Y 1−−−→W + Y
W +X 1−−−→W +X + Z,
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Figure 3.2: MATLAB visualization of computing e from Theorem 3.3.5. This plot is of the CRN
after applying the construction from Theorem 3.3.1 so that all species concentrations are initially
zero, and Z is the species converging to e.
with initial condition w(0) = x(0) = 1 and y(0) = z(0) = 0. It is easy to verify that this CRN
induces the following system of ODEs
w′(t) = −w(t), (3.3.3)
x′(t) = −2w(t)x(t)y(t), (3.3.4)
y′(t) = w(t)x(t)2 − w(t)y(t)2, (3.3.5)
z′(t) = w(t)x(t). (3.3.6)
By examining eq. (3.3.3), it is easy to see that w(t) = e−t, and by examining eqs. (3.3.4) to (3.3.6),
we see that we can perform a change of variable from t to u(t) =
∫ t
0 w(s)ds = 1− e−t to obtain the
equivalent system of ODEs:
x′(u) = −2x(u)y(u),
y′(u) = x(u)2 − y(u)2,
z′(u) = x(u).
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This system can be solved directly and has solution
x(u) = 1
u2 + 1 , y(u) =
u
u2 + 1 , z(u) = arctan(u).





to π4 exponentially quickly. Note that Taylor expansion of the function arctan(x) around 1 gives





2 + o((x− 1)2).
Thus we obtain






converges to π4 exponentially quickly, and therefore π ∈ RRTCRN .
It is easy to generate the reactions of the explicit CRN that computes π from an all-zero initial
condition. The plot of this CRN is provided in Figure 3.3.




















Figure 3.3: MATLAB visualization of computing π from Theorem 3.3.5. This plot is of the CRN
after applying the construction from Theorem 3.3.1 so that all species concentrations are initially
zero, and P is the species converging to π.
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3.3.3 γ is CRN-Computable in Real Time
Euler’s constant, γ, is a famous constant in mathematical anaylysis and number theory. It is











However, the above expression converges to γ very slowly. Instead, we will rely on the following
formula from [27] Equation (60)
γ = 1− Γ′(2).





Theorem 3.3.4. γ ∈ RRTCRN .















e−(1−s)(1− s) log(1− s) ds+
∫ ∞
0




es(1− s) log(1− s) ds+
∫ ∞
0
e−s(1 + s) log(1 + s) ds
)
,
where in the second to the last equation we use change of variables by letting t = 1− s in the first









e−s(1 + s) log(1 + s) ds.






es(1− s) log(1− s) ds, and f(t) ≡
∫ t
0




g(t) = α, lim
t→∞
f(t) = β,
by the definition of α and β. We now have f(t) and g(t) as our target functions. Next, we will
construct ODE systems that compute f(t) and g(t).
We start with f(t). After taking the derivative of f , we have
f ′ = e−t(1 + t) log(1 + t)
Let
w ≡ e−t(1 + t) log(1 + t),
Then
w′ = −w +
(
e−t log(1 + t) + e−t
)
Let
u ≡ e−t log(1 + t), v ≡ e−t, r ≡ 11 + t .
Therefore we have





u′ = −u+ rv,
with initial values such that v(0) = r(0) = 1 and u(0) = w(0) = 0.
As for g(t), we let
p ≡ e1−e−t , q ≡ te−t.
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Then
g′ = e1−e−te−t · (−t) · (1− e−t)′
= −pqv,
and
p′ = pv, q′ = v − q,
with p(0) = 1 and q(0) = 0.
Putting all the above together, the following PIVP is what we need:
f ′ = w,
g′ = −pqv,
w′ = −w + u+ v,




q′ = v − q,
with f(0) = g(0) = u(0) = w(0) = q(0) = 0 and v(0) = r(0) = p(0) = 1.
Hence we have a GPAC that contains two variables f and g, which compute α and β respectively.
The only thing left to show is the exponential rate of convergence.
First, note that |f(t)− β|=O(t2e−t) is given by [27] Equation (65). We only need to estimate





es(1− s) log(1− s) ds−
∫ 1−e−t
0
es(1− s) log(1− s) ds
∣∣∣∣∣
=





e−2t · (−t) dt











Integrate by parts, we can see ∫ ∞
t
e−2ttdt = O(te−2t).
So α, β can be computed by CRN in real time by Theorem 3.2.10. Then by Lemma 3.2.8, γ can
be computed by CRN in real time.
3.3.4 Dottie Number is CRN-Computable in Real Time
In the previous sections, when we computed e, π, or γ, we had some more or less explicit
functions from other sources, which we know converge exponentially fast to a target number. What
if we don’t have the luxury of having such ready-to-use functions? We will show one example related
to the so-called Dottie number.
The Dottie number is a mathematical constant defined by the unique real root of the equation
cosx = x,
whose approximate value is 0.739085... in radians. It is the only real fixed point of the cosine
function, and is a nontrivial example of a universal attracting fixed point. That is,
lim
n→∞
cosn(x0) = Dottie number
for any x0 ∈ R.
Theorem 3.3.5. Dottie number is in RRTCRN .
Proof. The major idea is to make some y(t) such that
y′ = cos(y)− y.
Note that the right hand side of the above ODE has negative eigenvalue at the Dottie number.
Therefore, y converges exponentially fast to it.
We only need to convert the system into a PIVP. Let u = cos(y) and v = sin(y). Consider their
derivatives, we have 
y′ = u− y,
u′ = −vy′ = −v(u− y),
v′ = uy′ = u(u− y),
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with y(0) = 0, u(0) = 1, and v(0) = 0. Therefore, by Theorem 3.2.10, Dottie number is in
RRTCRN .
3.4 Experimental Results
In this section, we walk through the whole construction and simulation process of computing e
and π by CRNs. We skip the case for γ and Dottie number, since the process is more or less the
same.
3.4.1 Construction and Simulation of e
In the proof of Theorem 3.3.5, we used a CRN with integer initial conditions to compute e. In
this section, we apply the construction of Theorem 3.3.1 to generate a CRN that computes e from
all zero initial conditions.






with initial condition x̂(0) = ŷ(0) = 1 and has solution
x̂(t) = e−t, ŷ(t) = e1−e−t .
However, x̂(t) and ŷ(t) have nonzero initial values, and real-time CRN computable requires that
all species to be initialized to 0. We rectify this by using Theorem 3.3.1. By introducing two new
variables x(t) and y(t) satisfying x̂ = x+ 1 and ŷ = y + 1, we obtain the PIVP
dx
dt
= −(x+ 1), dy
dt
= −(x+ 1)(y + 1),
with x(0) = y(0) = 0 which meets this requirement.
To account for the negative terms in the ODE for y(t), we apply the construction of The-
orem 3.2.10 and introduce the variables ux, vx, uy, vy, carefully ensuring that x = ux − vx and
y = uy − vy. We can then write
dx
dt
= −(x+ 1) = vx − (ux + 1) = p+x − p−x ,
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= −(x+ 1)(y + 1) = −(ux − vx + 1)(uy − vy + 1)
= −[(1 + ux)(1 + uy) + vxvy] + [(1 + ux)vy + (1 + uy)vx]
= p+y − p−y ,
where p−y = (1 + ux)(1 + uy) + vxvy and p+y = (1 + ux)vy + (1 + uy)vx are the positive and negative
terms of dydt , respectively.
We now define the ODEs for the variables ux, vx, uy, vy to be the following.
u′x = p+x − uxvx(p+x + p−x ), (3.4.1)
v′x = p−x − uxvx(p+x + p−x ), (3.4.2)
u′y = p+y − uyvy(p+y + p−y ), (3.4.3)
v′y = p−y − uyvy(p+y + p−y ), (3.4.4)










dt , therefore if all of the variables are initialized to
zero, we maintain our property that x = ux−vx and y = uy−vy. The above PIVP is implementable
by a CRN and we know that uy − vy will exponentially converge to e− 1.
The final step of the construction is to apply the construction for closure under subtraction and
addition to obtain a species that computes e directly. Thus, we introduce a species variable z(t)
and zr(t) with ODEs
z′r = 1− (uy − vy + 1)zr, (3.4.5)
z′ = 1− zzr (3.4.6)
We can now convert these ODEs to the CRN that implements them. Below, are all the species
and reactions that induce the system of ODEs described above.
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Reactions resulting from p+x term in Equation (3.4.1) and p−x term in Equation (3.4.2):
Vx
1−−−→ Vx + Ux, ∅
1−−−→ Vx,
Ux
1−−−→ Ux + Vx.
Reactions resulting from −uxvx(p+x + p−x ) term in Equation (3.4.1) and p−x term in Equation (3.4.2):
Ux + Vx




Reactions resulting from p+y term in Equation (3.4.3):
∅ 1−−−→ Uy, Ux
1−−−→ Ux + Uy,
Uy
1−−−→ 2Uy, Ux + Uy
1−−−→ Ux + 2Uy,
Vx + Vy
1−−−→ Vx + Vy + Uy.
Reactions resulting from p−y term in Equation (3.4.4):
Vx
1−−−→ Vx + Vy, Ux + Uy
1−−−→ Ux + Uy + Vy,
Vy
1−−−→ 2Vy, Ux + Vy
1−−−→ Ux + 2Vy.
Reactions resulting from −uyvy(p+y + p−y ) term in Equation (3.4.3) and (3.4.4):
Uy + Vy
1−−−→ ∅, Ux + Uy + Vy
1−−−→ Ux,
2Uy + Vy
1−−−→ Uy, Ux + 2Uy + Vy
1−−−→ Ux + Uy,
Vx + Uy + 2Vy
1−−−→ Vx + Vy, Vx + Uy + Vy
1−−−→ Vx,
Vx + 2Uy + Vy
1−−−→ Vx + Uy, Uy + 2Vy
1−−−→ Vy,
Ux + Uy + 2Vy
1−−−→ Ux + Vy.
Reactions resulting from Equation (3.4.5) and (3.4.6).
∅ 1−−−→ Zr, Zr + Uy
1−−−→ Uy
Zr + Vy
1−−−→ 2Zr + Vy, Zr
1−−−→ ∅
∅ 1−−−→ Z, Z + Zr
1−−−→ Zr.
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To demonstrate that the above CRN actually computes e, we used MATLAB along with the
Simbiology package to simulate it which is visualized in Figure 3.2.
It is easy to see that the species Z is indeed converging to e exponentially quickly.
3.4.2 Construction and Simulation of π
In our proof of Theorem 3.3.3, we used a CRN with integral initial conditions. In this section
we construct the CRN with all zero initial conditions. Recall that the PIVP induced by our CRN
used in Theorem 3.3.3 is
ŵ′ = −ŵ, (3.4.7)
x̂′ = −2ŵx̂ŷ, (3.4.8)
y′ = ŵx̂2 − ŵy2, (3.4.9)
z′ = ŵx̂, (3.4.10)
with ŵ(0) = x̂(0) = 1 and y(0) = z(0) = 0.
According to our construction used in Theorem 3.3.1, we introduce variables w, x such that
ŵ = w + 1 and x̂ = x+ 1 to obtain the system of ODEs
w′ = −(w + 1), (3.4.11)
x′ = −2(w + 1)(x+ 1)y, (3.4.12)
y′ = (w + 1)(x+ 1)2 − (w + 1)y2, (3.4.13)
z′ = (w + 1)(x+ 1), (3.4.14)
with initial condition w(0) = x(0) = y(0) = z(0) = 0.
Since many of the ODEs have negative terms preventing it from being implemented directly by a
CRN, we follow the construction from Theorem 3.2.10 and introduce variables ui, vi for i ∈ {1, 2, 3, 4}
that satisfy
w = u1 − v1, x = u2 − v2, y = u3 − v3, z = u4 − v4.
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We now substitute the variables ui, vi into equations (3.4.11)-(3.4.14) and separate the positive and
negative terms.
Performing the substitution to equation (3.4.11), we obtain
w′ = v1 − (1 + u1) = p+1 − p
−
1 ,
where p+1 = v1 and p
−
1 = 1 + u1 are the positive and negative terms of w′, respectively. Performing
the substitution into (3.4.12) and separating positive and negative terms yields
p+2 = 2v3(u1 + 1)(u2 + 1) + 2v1v2v3 + 2(u1 + 1)v2u3 + 2v1(u2 + 1)u3,
p−2 = 2(u1 + 1)v2v3 + 2v1(u2 + 1)v3 + 2(u1 + 1)(u2 + 1)u3 + 2v1v2u3.
Performing the substitution into (3.4.13) and separating positive and negative terms yields
p+3 = u1(u2 + 1)2 + u1v22 + 2v1v2(u2 + 1) + v1u23 + v1v23
+ 2u1u3v3 + (u2 + 1)2 + v22 + 2u3v3
p−3 = v1(u2 + 1)2 + v1v22 + 2u1(u2 + 1)v2 + u1u23 + u1v23
+ 2v1u3v3 + 2(1 + u2)v2 + u23 + v23
Finally, performing the substitution into (3.4.14) and separating positive and negative terms yields
Again, for terms resulting from (3.4.14), we let
p+4 = (u1 + 1)(u2 + 1) + v1v2,
p−4 = v1(1 + u2) + v2(1 + u1).
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Then the following ODE system can be implemented by a CRN.
u′1 = p+x − u1v1(p+x + p−x ), (3.4.15)
v′1 = p−x − u1v1(p+x + p−x ), (3.4.16)






























where all variables are initialized to be zero.




= u4(t) − v4(t) which converges to π4 in
real-time. Thus, our last step is to apply the construction for subtraction by adding the variables pr
and p with ODEs:
p′r = 1− 4(u4 − v4)pr, (3.4.23)
p′ = 1− ppr (3.4.24)
Then by Lemma 3.2.3, we know that p′r converges to 1π in real-time, and p converges to π in real-time.
The complete list of reactions that implement (3.4.15)-(3.4.23) are listed as below. Reactions
resulting from p+x and p−2 :
V1
1−−−→ V1 + U1, ∅
1−−−→ V1,
U1
1−−−→ U1 + V1.
Reactions resulting from −u1v1(p+x + p−x ):
U1 + 2V1





Reactions resulting from p+2 :
V3
2−−−→ V3 + U2, V3 + U1
2−−−→ V3 + U1 + U2,
V3 + U2
2−−−→ V3 + 2U2, V3 + U1 + U2
2−−−→ V3 + U1 + 2U2,
V1 + V2 + V3
2−−−→ V1 + V2 + V3 + U2, U1 + V2 + U3
2−−−→ U1 + U2 + V2 + U3,
V2 + U3
2−−−→ U2 + V2 + U3, V1 + U3
2−−−→ V1 + U2 + U3,
V1 + U2 + U3
2−−−→ V1 + 2U2 + U3.
Reactions resulting from p−2 :
U1 + V2 + V3
2−−−→ U1 + 2V2 + V3, V2 + V3
2−−−→ 2V2 + V3,
V1 + V3
2−−−→ V1 + V2 + V3, V1 + U2 + V3
2−−−→ V1 + U2 + V2 + V3,
U1 + U2 + U3
2−−−→ U1 + U2 + V2 + U3, U1 + U3
2−−−→ U1 + V2 + U3,
U2 + U3
2−−−→ U2 + V2 + U3, U3
2−−−→ V2 + U3,
V1 + V2 + U3
2−−−→ V1 + 2V2 + U3.
Reactions resulting from −u2v2p+2 :
U2 + V2 + V3
2−−−→ V3, U2 + V2 + V3 + U1
2−−−→ V3 + U1,
2U2 + V2 + V3
2−−−→ U2 + V3, U1 + 2U2 + V2 + V3
2−−−→ U1 + U2 + V3,
V1 + U2 + 2V2 + V3
2−−−→ V1 + V2 + V3, U1 + U2 + 2V2 + U3
2−−−→ U1 + V2 + U3,
U2 + 2V2 + U3
2−−−→ V2 + U3, V1 + U2 + V2 + U3
2−−−→ V1 + U3,
V1 + 2U2 + V2 + U3
2−−−→ V1 + U2 + U3.
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Reactions resulting from −u2v2p−2 :
U1 + U2 + 2V2 + V3
2−−−→ U1 + V2 + V3, U2 + 2V2 + V3
2−−−→ V2 + V3,
V1 + U2 + V2 + V3
2−−−→ V1 + V3, V1 + 2U2 + V2 + V3
2−−−→ V1 + U2 + V3,
U1 + 2U2 + V2 + U3
2−−−→ U1 + U2 + U3, U1 + U2 + V2 + U3
2−−−→ U1 + U3,
2U2 + V2 + U3
2−−−→ U2 + U3, U2 + V2 + U3
2−−−→ U3,
V1 + U2 + 2V2 + U3
2−−−→ V1 + V2 + U3.
Reactions resulting from p+3 :
U1
1−−−→ U1 + U3, U1 + U2
2−−−→ U1 + U2 + U3,
U1 + 2U2
1−−−→ U1 + 2U2 + U3, U1 + 2V2
1−−−→ U1 + 2V2 + U3,
V1 + V2
2−−−→ V1 + V2 + U3, V1 + V2 + U2
2−−−→ V1 + U2 + V2 + U3,
V1 + 2U3
1−−−→ V1 + 3U3, V1 + 2V3
1−−−→ V1 + 2V3 + U3,
U1 + U3 + V3
2−−−→ U1 + 2U3 + V3, 2U2
1−−−→ 2U2 + U3,
U2
2−−−→ U2 + U3, ∅
1−−−→ U3,
2V2
1−−−→ 2V2 + U3, U3 + V3
2−−−→ 2U3 + V3.
Reactions resulting from p−3 :
V1
1−−−→ V1 + V3, V1 + U2
2−−−→ V1 + U2 + V3,
V1 + 2U2
1−−−→ V1 + 2U2 + V3, V1 + 2V2
1−−−→ V1 + 2V2 + V3,
U1 + V2
2−−−→ U1 + V2 + V3, U1 + U2 + V2
2−−−→ U1 + U2 + V2 + V3,
U1 + 2U3
1−−−→ U1 + 2U3 + V3, U1 + 2V3
1−−−→ U1 + 3V3,
V1 + U3 + V3
2−−−→ V1 + U3 + 2V3, V2
2−−−→ V2 + V3,
V2 + U2
2−−−→ V2 + U2 + V3, 2U3




Reactions resulting from −u3v3p+3 :
U1 + U3 + V3
1−−−→ U1, U1 + U2 + U3 + V3
2−−−→ U1 + U2,
U1 + 2U2 + U3 + V3
1−−−→ U1 + 2U2, U1 + 2V2 + U3 + V3
1−−−→ U1 + 2V2,
V1 + V2 + U3 + V3
2−−−→ V1 + V2, V1 + U2 + V2 + U3 + V3
2−−−→ V1 + U2 + V2,
V1 + 3U3 + V3
1−−−→ V1 + 2U3, V1 + U3 + 3V3
1−−−→ V1 + 2V3,
U1 + 2U3 + 2V3
2−−−→ U1 + U3 + V3, 2U2 + U3 + V3
1−−−→ 2U2,
U2 + U3 + V3
2−−−→ U2, U3 + V3
1−−−→ ∅,
2V2 + U3 + V3
1−−−→ 2V2, 2U3 + 2V3
2−−−→ U3 + V3.
Reactions resulting from −u3v3p−3 :
V1 + U3 + V3
1−−−→ V1, V1 + U2 + U3 + V3
2−−−→ U1 + V1,
V1 + 2U2 + U3 + V3
1−−−→ V1 + 2U2, V1 + 2V2 + U3 + V3
1−−−→ V1 + 2V2,
U1 + V2 + U3 + V3
2−−−→ U1 + V2, U1 + U2 + V2 + U3 + V3
2−−−→ U1 + U2 + V2,
U1 + 3U3 + V3
1−−−→ U1 + 2U3, U1 + U3 + 3V3
1−−−→ U1 + 2V3,
V1 + 2U3 + 2V3
2−−−→ V1 + U3 + V3, V2 + U3 + V3
2−−−→ V2,
U2 + V2 + U3 + V3




Reactions resulting from p+4 :
∅ 1−−−→ U4, U1
1−−−→ U1 + U4,
U2
1−−−→ U2 + U4, U1 + U2
1−−−→ U1 + U2 + U4,
V1 + V2
1−−−→ V1 + V2 + U4.
Reactions resulting from p−4 :
V1
1−−−→ V1 + V4, V1 + U2
1−−−→ V1 + U2 + V4,
V2
1−−−→ V2 + V4, U1 + V2
1−−−→ U1 + V2 + V4.
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1−−−→ ∅, U1 + U4 + V4
1−−−→ U1,
U2 + U4 + V4
1−−−→ U2, U1 + U2 + U4 + V4
1−−−→ U1 + U2,
V1 + V2 + U4 + V4
1−−−→ V1 + V2, V1 + U4 + V4
1−−−→ V1,
V1 + U2 + U4 + V4
1−−−→ V1 + U2, V2 + U4 + V4
1−−−→ V2,
U1 + V2 + U4 + V4
1−−−→ U1 + V2.
Reactions resulting from (3.4.23) and (3.4.24):
∅ 1−−−→ Pr, Pr + U4
4−−−→ U4,
Pr + V4




Figure 3.3 shows a MATLAB/Simbiology simulation of the above reactions and visually demon-
strates that the species P does in fact converge to π exponentially quickly.
3.5 Discussion
We showed the real-time equivalence of CRNs and analog computers and use the construction
to give natural proof of transcendental numbers like e and π being CRN-computable in real time.
The essential trick of showing the later is to take some analytic functions, e.g., f(t) = et and
g(t) = arctan(t), and then take special values: f(1) = e and g(1) = π4 . If we can converge
to the special values fast, then we can converge to the function value fast. That is why we






. The rest of the work is just to code f1(t) and g1(t) into PIVPs.
All the functions that can be generated by CRNs or GPACs are analytic functions, we call this
collection of function F and use F(Z) to denote the functions value at integers. By our definition of
RRTCRN and the above argument we can see RRTCRN = F(Z). What if we want to use numbers in
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In [45], Pouly called the right-hand size set generable numbers by GPACs. We tend to believe
the two sets equal, but it seems to require new insights to prove this fact and it will be left to a
motivated future researcher.
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CHAPTER 4. POPULATION PROTOCOL COMPUTABLE NUMBERS
In this chapter we continue the discussion of computability of real numbers but we restrict our
discussion to a special model of CRNs called Population Protocols (PPs). We revisit the notion of
Large-Population Protocols (LPPs) computable numbers from [3, 30]. We modify the notion to
capture the computability of transcendental numbers by LPPs.
4.1 LPP-Computable Number Revisit
A Population Protocol can be viewed as a special CRN where the reactions must have exactly
two reactants and two products. That is, the reactions must have the form
qi + qj −−−→ qk + ql.
Sometimes we also call the above a transition rule and the above transition will be denoted as
(qk, ql) = ∆(qi, qj), where ∆ is the transition function.
What are called Large-Population Protocols in [3] can be thought of as a different analytical
setting rather than a new computational model. That is, LPPs are essentially PPs by definition,
but they deal with populations which grow to infinity.
There are several other new mechanisms and restrictions in the definition of LPP-computable
number in [3].
1. The quantity they use to compute a number is not the population of a species and we know
the population can only be positive integers. Instead, they use the fraction of the species in
the total population. An obvious and yet important fact is that the sum of these fractions is
one. This fact is critical later in the chapter.
Note that for every fixed population the fractions must be rationals. However, when the
population varies and goes to infinity, the limits of these fractions can be non-rationals. The
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fact that the quantities are fractions of the population make it unviable to perform arithmetic
operations like addition and multiplication as in the previous chapters. For example, say
species A computes 12 and species B computes
2
3 . There is no way one can construct a species
C to compute 12 +
2
3 , which is greater than one. Also, adding a new species C will change the
fraction of A and B in the population.
2. An alternative way to do addition is to allow a user to specify a set of marked states (species,
variables), the sum of which will be used to compute the target number.
3. Another restriction in their definition is to require that the ODE systems associated with the
PPs must have finitely many fixed points. This restriction is useful in stability analysis and is
critical in characterizing the LPP-computable numbers. However, many useful ODE systems
do not have finitely many fixed points and hence are ruled out.
The formal definition of an LPP computable number is given below. Note that the terminologies
are slightly different from the CRN setting. A reader familiar with CRNs can identify the set of
states, Q, to be the counterpart of the set of species or variables in a CRN. We must also distinguish
(qi, qj) and (qj , qi) when they are on the left-hand side of the reaction; that is, they do not necessarily
end up in the same products.
Definition 1. [3] A real number ν is said to be computable by an LPP if there exists a vector
x∗ = (x1, x2, · · · , xk) ∈ [0, 1]k such that
∑k
i xi = 1, and an LPP P, admitting finitely many equilibria,
such that (x1, x2, · · · , xk) is a stable equilibrium of P and
∑
qi∈Q+ xi = ν, where Q
+ is the set of
marked states for P.
A note originally in [3] discusses the reason for the requirement of finitely many equilibria. This
assumption is needed to “avoid pathological cases, in particular the case of idle systems q q′ → q q′
for all q and q′. Indeed, in idle systems, all initial states are equilibria, and such a system would
compute any real of [0,1], depending on the initial configuration.”
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While this extreme case does show something pathological, it is a bit of an overkill since one
can prevent this from happening by restricting the initial configuration to be rational numbers, just
like what we did in Chapter 2 and 3 of this thesis.
LPP-computable numbers defined as above are exactly the algebraic numbers.
Theorem 4.1.1. [3] Every ν ∈ [0, 1] is computable by an LPP if and only if it is algebraic.
We relax the definition of an LPP computable number by removing the finitary requirement
about fixed points. From this point on, we adopt the following definition instead.
Definition 2. A real number ν is said to be computable by an LPP if there exists a vector
x∗ = (x1, x2, · · · , xk) ∈ [0, 1]k such that
∑k
i xi = 1 and
∑
qi∈Q+ xi = ν, where Q
+ is the set of
marked states for P. All the states xi must be initialized to some positive rational ri ∈ Q ∩ [0, 1], in
the sense that limn→∞ x(n)i (0) = ri, when x
(n)
i (0) is the initial fraction of state i at the stage that
the population is n.
Next, we will construct a LPP that computes π4 . (LPP-computable numbers have to be smaller
than 1.)
4.2 LPP Computability Under The New Definition: the Computation of π4
We break the construction down into several steps.
1. Select a formula of π4 .
2. Encode the formula in to a PIVP.
3. Rewrite the PIVP in the previous step into a degree-two polynomial.
4. Rewrite the last system again in to a degree-two homogeneous polynomial.
5. Turn this system into a PP.
We will discuss the steps in detail in the rest of the chapter.
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4.2.1 Step 1: Machin-Like Formulas
We use the following so-called Machin-like formulas
π
4 = 2 arctan(1/3) + arctan(1/7) (4.2.1)
to start our construction. A curious reader can learn more about this type of formula at this site






4 = arctan(1), since the setting of LPP-computable numbers requires the sum of all the variables
to be 1. If we use that formula, we must use at least one variable for 1− e−t, which will be very
close to one, and another variable for the final result π4 . The sum of the variables will already be
more than one.
To make it clear, we make the observation below.
Observation 4.2.1. In an LPP the sum of all variables must be one at all times.
4.2.2 Step 2: Construct a PIVP
We’ve seen a PIVP that computes arctan(x) before. Here we use a similar system.







X ′ = −2X,
Z ′ = X,
V ′ = (1− V )2 · 2Z ·X,
I ′ = 2V X,
W ′ = −
∑
x 6=W x
′, x ranges over all variables except W itself.
(4.2.2)
We first let X(0) = 23 , I(0) = V (0) = Z(0) = W (0) = 0.
Note that the way we construct W ′ guarantees the derivatives of all variables sum to zero. So
the total mass of the system does not change.
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Z = 13(1− e
−2t),
V = Z21+Z2 ,
I =
∫
I ′ dt =
∫
2V X dt = 2
∫ Z2
1+Z2 dZ,




i, x ranges over all variables except W itself.
(4.2.3)



















W∞ = 23 −X∞ − Z∞ − V∞ − I∞.
(4.2.4)
Next, if we mark {Z, V,W}, and since we know the total sum of all variables is always 23 , we have


















, in a similar fashion. We have

X̄ ′ = −2X̄,
Z̄ ′ = X̄,
V̄ ′ = (1− V̄ )2 · 2Z̄ · X̄,
Ī ′ = V̄ X̄, note that we don’t have the factor of 2 here;




i, xi ranges over all variables except W̄ itself.
(4.2.5)
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and let X̄(0) = 27 , Ī(0) = V̄ (0) = Z̄(0) = W̄ (0) = 0. The solution is similar to the system 4.2.2. In










W̄∞ = 27 −X∞ − Z∞ − V∞ − I∞.
(4.2.6)
and we mark {V̄, W̄}. It is easy to see that





We combine System 4.2.2 and System 4.2.5 together and mark {Z, V,W, V̄, W̄}. We then get a
system with marked variables that computes π4 .









can introduce a idle variable that does not interact with other variable and we initialize it to 121 . In
this way we maintain the sum of all variables to be one.
For the remaining steps, we will just use System 4.2.2 to illustrate the idea, since the processes
for the two systems 4.2.2 and 4.2.5 are about the same.
4.2.3 Step 3: Rewrite the PVIP into a Degree-Two Polynomial System
The PVIP in System 4.2.2 can not be implemented directly by a PP since some terms consist of
more than two variables. The first thing we need to do to fix this is to rewrite the terms in the
polynomial such that no term consists of more than two variables. The idea is a straightforward
one: For a term XY Z, we can introduce a new variable W such that W = Y Z and rewrite the term
XY Z to XW . The process can generally be done by Theorem 4 of [13]. However, the construction





2 · · · y
in
n ,
one has to introduce i1 · i2 · · · in many variables. Some of these variables have non-zero initial values
and will take some share of the total mass of one in the LPP model. Therefore we have to plan
carefully what new variables to introduce while rewriting the system.
We introduce new variables K,R, J, and P in System 4.2.2 such that
K = ZV, R = XZ, J = XV, and P = XK.
Take the derivatives of K,R, J, and P and add them into System 4.2.2. We have

X ′ = −2X,
Z ′ = X,
V ′ = 2XZ − 4V R+ 2JK,
I ′ = 2V X,
K ′ = J + 2ZR− 4KR+ 2PK,
J ′ = −2J + 2XR− 4JK + 2JP,
R′ = −2R+X2,
W ′ = −
∑
x 6=W x
′, x range over all variables except W itself.
(4.2.7)
4.2.4 Step 4: Rewrite the PVIP into a Degree-Two Homogeneous Polynomial System
We want to do this because all “reactions” in PPs have exactly two reactants. System 4.2.7 still
contains some degree-one terms. Some other system may contain constant terms at this stage. We
need to rewrite such terms.
Observation 4.2.1 can help to achieve that.
Suppose we have a variable set x1, x2, . . . , xn.
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1. To rewrite a degree-one term xi, we just need to write
xi = xi · 1 = xi · (x1 + x2 + . . .+ xn).
2. To rewrite a constant term a, we can write
a = a · 1 · 1 = a(x1 + x2 + . . .+ xn)(x1 + x2 + . . .+ xn).
One can apply the above two rules to rewrite System 4.2.7. For the sake of simplicity, we do not
list the new system here and will refer to this system as System P. Later in this chapter we will
need a parametrized version of it relative to a parameter ε. We call such a system Pε.
4.2.5 Step 5: Translate the Degree-Two Homogeneous PIVP into an LPP
Finally, we need to turn the PIVP we get from the previous step into a PP. We need to take a
detour: We will first turn the PIVP into a probabilistic LPP (PLPP) then derandomize the PLPP
into an LPP. The later can be done by the construction in Lemma 15 of [30]. So we only need to
focus on the former process.
We first revisit some useful concepts regarding PPs. Let Q be a set of states in a PP. The













where δq1,q2,q3,q4 = 1 if ∆(q1, q2) = (q3, q4), and 0 otherwise; and (eq)q∈Q is the canonical base of
R|Q|. The balance equation is a description of the dynamics of the system. Intuitively, it says
whenever q1 and q2 bump into each other, if there is a reaction ∆(q1, q2) = (q3, q4) in the PP, then
the pair (q1, q2) turns into (q3, q4); otherwise, things do not change.
In the above, δq1,q2,q3,q4 is either 0 or 1. Now we introduce probabilistic LPPs (PLPPs) and
probabilistic transition rules. Basically, this means that s δq1,q2,q3,q4 should be a probability
distribution if we fix (q1, q2). Formally, for PLPPs, the transition rules have the form
qi qj → αi,j,k,l qk ql
and for every (qi, qj) ∈ Q2, we have
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One can find more details about this topic in [3].
The ODE associated with a PLPP can be written as
dx
dt = b(x),
where x ∈ RQ and its qi component, xqi , keeps track of the fraction of qi in the population.
For the q component of the above equation, we have the following observation.
Observation 4.2.2. The q component has the form
dxq
dt = f(x)− 2xq, (4.2.10)
where f(x) is a degree-two homogeneous polynomial and every monomial has positive coefficient.
































, by Observation 4.2.1.











An intuitive way to think about equation 4.2.10:
• The term −2xq represents all reactions that consume xq. A complete set of rules of a PP
must include all combinations of pairs (xq, xk), or (xk, xq), where xk ∈ Q. These combinations
contribute to the −2xq term.
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• The f(x) represents all the reactions that produce xq. This observation is critical in our
construction. We will see this soon.
With the above build-up of the necessary preliminaries, we are ready to continue the construction.
After Step 4, we get a system P. For simplicity of notation, we say P has the following form
x′ = f(x), (4.2.11)
where x is the variable vector (X,Z, V, I,K, J,R,W ) for variables in System 4.2.5. However, for
the sake of generality, we will view x = (x1, · · · , xn) as a set of variables {x1, · · · , xn} instead, and
f(x) as a degree-two homogeneous polynomial.
In order translate the PIVP into a PLPP, we need to bring down the coefficients to [0, 1].
Therefore, we use a parametrized version of system 4.2.11, Pε, such that
x′ = εf(x). (4.2.12)
Note that this system only dilates time. The limiting behavior does not change.
For each component of Equation 4.2.12, we write
x′i = εfi(x) + 2xi − 2xi
= εfi(x) + 2xi(x1 + · · ·+ xn)− 2xi. (4.2.13)
Let
gi(x) = εfi(x) + 2xi(x1 + · · ·+ xn). (4.2.14)
We use the following steps to turn equation 4.2.12 into a PLPP. The main idea is a greedy one:
If a term xkxl appears in gi(x), this means the pair xkxl will produce xi. We use the all-in strategy
to produce two xi’s.
Construction 4.2.1.
1. Pick an ε such that after combining like monomials, the coefficient of every term with the
form xixj in gi(x) becomes positive. This is always achievable since all negative terms must
have an xi factor for an ODE associated with a CRN or a PP. We just need to pick an ε
small enough to ensure the 2xixj terms dominate, for all xj.
65
2. Consider the pair (xk, xl). For a term αi,k,lxkxl in gi(x) we do the following:












We do this in the above way because, in the PP model used here, we distinguish the order
of a pair except for pairs of the same variables.
It is easy to verify that the dynamics of the PLPP we constructed out of the above rules can be
described by equation 4.2.13 and hence by equation 4.2.12.
There is still one fact that needs to be clarified:
Observation 4.2.3. The protocol resuling from Construction 4.2.1 is a PLPP.
Proof. Consider a term xkxl in gi(x) as defined in Equation 4.2.14. Let’s first discuss the case k 6= l.
The term xkxl occurs in gi(x) from two sources
• Case 1: It comes from the εfi(x) part. The sum of the coefficients of such terms for all i must
be zero since this is the case for εf(x). Recall that we construct it to be this way.
• Case 2: It come from the 2xi(x1 + · · ·+ xn) part. We have two symmetric sources:
2xk(x1 + · · ·xl + · · ·+ xn)
in gk(x), and
2xl(x1 + · · ·xk + · · ·+ xn)
in gl(x). The sum of these two occurrences is 4xkxl.
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In the construction above, when we assign probability for a rule, we always divide coefficients by 4
for the case k 6= l. Therefore, the probabilities sum up to one.
The case for k = l is similar, and we skip this case.
To turn the PLPP into an LPP, one just needs to apply the construction in Lemma 15 of [30].
This completes the construction of an LPP that computes π4 .
4.3 Conclusion and Discussion
We relaxed the finitary restriction in Bournez et al. [3, 30] on fixed points in the ODE systems
and showed that under the new definition, transcendental numbers like π4 are LPP-computable.
Although the LPP we constructed is specifically for computing π4 , the procedures are general enough
for other applications. For example, by following similar procedures one can easily compute e−1.
Most steps of the procedure can be done by algorithms automatically once we have a PIVP, except
for Step 3, in which we need to plan carefully what new species to introduce while we rewrite the
PIVP into a degree-two polynomial. A way to automate Step 3 is much desired.
The ability to specify a set of marked variables makes something like addition very convenient.
Does it add anything new in terms of computational power? Can we achieve the same thing without
this ability?
Thus far, we have left out stability in our discussion. We now allow more than finitely many fixed
points and they actually form a connected component of some algebraic variety. The exponential
stability adopted in Bournez et al.’s is not suitable to our pursuit since the fixed points are no longer
isolated.
The original definition of LPP-computable numbers proposed by Bournez et al. are closely
related to the notion of Lyapunov CRN-computable numbers. Lyapunov-computable numbers are
basically isolated fixed points. In a polynomial, there should be finitely many such points. One
should be able to use a similar quantifier elimination method as in [3, 30] to show that Lyapunov
CRN-computable numbers are just algebraic numbers. We will leave this topic to future research.
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Another topic we left out was the rate of convergence. Bournez et al. gave a result on the rate
of convergence in their work, but that depends heavily on the exponential stability of the fixed
points, which is no longer the case here. Kurtz [31] also showed the limiting behavior of CRNs when
the population becomes large. One might want to revisit his paper to find clues regarding the rate
of convergence.
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CHAPTER 5. ALGORITHMIC RANDOMNESS IN CONTINUOUS-TIME
MARKOV CHAINS
5.1 Introduction
Stochastic chemical reaction networks are used in molecular programming, DNA nanotechnology,
and synthetic biology to model and specify the behaviors of natural and engineered molecular
systems. Stochastic chemical reaction networks are known to be Turing universal [54], hence capable
of extremely complex dynamic behavior.
Briefly and roughly (deferring details until later in the chapter), a stochastic chemical reaction
network N is a mathematical model of a chemical process in a volume V of solution. A state of
N consists of the nonnegative integer populations of each of its finitely many species (types of
molecules) at a given time. The state space is thus countable and discrete. The network stays in a
state for a positive, real-valued sojourn time after which one of the finitely many reactions that N
allows to occur among its species produces an instantaneous jump transition to a different state.
Both the sojourn time and the choice of the reaction are probabilistic, with the network behaving
as a certain kind of continuous-time Markov chain given by the parameters of N . Hence, given
an initial state at time t = 0, there are typically many–perhaps uncountably many–trajectories
(sequences of states and sojourn times) that N can traverse. Some of these trajectories are finite
(because N reaches a state in which none of its reactions can occur), and some are infinite.
In this chapter we develop the elements of the theory of algorithmic randomness in continuous-
time Markov chains (CTMCs). Specifically, our main contribution is a rigorous, useful notion of
what it means for an individual trajectory (also called a single orbit) of a CTMC C to be random
with respect to C and an initial state–or probability distribution of initial states–of C. This is a first
step toward carrying out Kolmogorov’s program of replacing probabilistic laws stating that almost
every trajectory has a given property with randomness laws stating that every random trajectory has
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the property. More generally, we are initiating an algorithmic “single orbit” approach (in the sense of
Weiss [65]) to the dynamics of CTMCs. In a variety of contexts ranging from Bernoulli processes to
ergodic theory, Brownian motion, and algorithmic learning, this algorithmic single-orbit approach has
led to improved understanding of known results [35, 11, 44, 52, 62, 43, 15, 28, 2, 16, 60, 50, 17, 61].
In the context of fractal geometry, this approach has even led to recent solutions of classical open
problems whose statements did not involve algorithms or single orbits [38, 39].
The fact that CTMCs have discrete state spaces and operate in continuous time, together with the
fact that trajectories may or may not halt, presents challenges not encountered in more conventional
developments of algorithmic randomness. Our formulation of randomness is nevertheless general.
Because we are interested in the computational power of stochastic chemical reaction networks, we
embrace situations in which the long-term behavior of a network depends essentially on its initial
state. Our development thus does not make assumptions that are frequently used in Markov chain
theory to avoid such dependencies.
Our approach is also general in another sense, one involving Kolmogorov’s program, mentioned
above. Once one has succeeded in replacing an “almost every” probabilistic law with an “every
random” law, a natural next question is, “How much randomness is sufficient for the latter?”
Saying that an individual object is random is saying that it “appears random” to a class of
computations. Roughly speaking, an object is algorithmically random (or Martin-Löf random) if
it appears random to all computably enumerable sets. But weaker notions of randomness such as
computable randomness, polynomial-space randomness, polynomial-time randomness, and finite-
state randomness, have also been extensively investigated. Three examples of answers to the “how
much randomness suffices” question in the context of infinite binary sequences are that (i) every
algorithmically random sequence satisfies Birkhoff’s ergodic theorem [62]; (ii) every polynomial-time
random sequence satisfies the Khinchin-Kolmogorov law of the iterated logarithm [63]; and (iii)
every finite-state random sequence satisfies the strong law of large numbers [49].
Although we are primarily concerned with algorithmic randomness in the present chapter, we
want our randomness notion to be general enough to extend easily to other computational‘’levels” of
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randomness, so that “how much randomness” questions can be formulated and hopefully answered.
For this reason, we define algorithmic randomness in CTMCs using the martingale (betting strategy)
approach of Schnorr [47]. This approach extends to other levels of randomness in a straightforward
manner, while our present state (i.e., lack) of knowledge in computational complexity theory does
not allow us to extend other approaches (e.g., Martin-Löf tests or Kolmogorov complexity, which
are known to be equivalent to the martingale approach at the algorithmic level [35, 11, 44, 52]) to
time-bounded complexity classes.
We develop our algorithmic randomness theory in stages. In section 2 we develop the underlying
qualitative structure of Boolean transition systems, defined so that (i) state transitions are nontrivial,
i.e., not from a state to itself, and (ii) trajectories may or may not terminate. We then show how to
use these transition systems to model rate-free chemical reaction networks.
In section 3 we add probabilities, thereby defining probabilistic transition systems. For each
probabilistic transition system Q and each initialization σ of Q we then define (Q, σ)-martingales,
which are strategies for betting on the successive entries in a sequence of states of (Q, σ). Following
the approach of Schnorr [47], we then define a maximal state sequence q of (Q, σ) to be random
if there is no lower semicomputable (Q, σ)-martingale that succeeds on q, i.e., makes unbounded
money betting along q. This notion of randomness closely resembles the well-understood theory
of random sequences over a finite alphabet [35, 11, 44, 52], except that here the state set may
be countably infinite; transitions from a state to itself are forbidden; and a state sequence may
terminate, in which case it is random.
Section 4 is where we confront the main challenge of algorithmic randomness in CTMCs, the
fact that they operate in continuous, rather than discrete, time. There we develop the algorithmic
randomness of sequences t = (t0, t1, ...) of sojourn times ti relative to corresponding sequences
λ = (λ0, λ1, ...) of nonnegative real-valued rates λi. Each λi in such a sequence is regarded as
defining an exponential probability distribution function Fλi , and the sojourn times ti are to be
independently random relative to these. We use a careful binary encoding of sojourn times to
define λ-martingales that bet along sequences of sojourn times, and we again follow the Schnorr
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approach, defining a sequence t of sojourn times to be λ-random if there is no lower semicomputable
λ-martingale that succeeds in it.
In section 5 we put the developments of sections 3 and 4 together. A trajectory of a continuous-
time Markov chain C is a sequence τ of ordered pairs (qn, tn), where qn is a state of C and tn is
the sojourn time that C spends in state qn before jumping to state qn+1. For each continuous-time
Markov chain C, we define the notion of a C-martingale. Following Schnorr once again, we define a
trajectory τ of C to be random if no lower semicomputable martingale succeeds on it. As an example
application we then prove that, in any stochastic chemical reaction network, every random trajectory
τ with bounded molecular counts has the non-Zeno property that infinitely many reactions do not
occur in any finite interval of time. We also give a Kolmogorov complexity characterization of the
randomness of trajectories of continuous-time Markov chains.
5.2 Boolean transition systems
Before developing algorithmic randomness for sequences of states with respect to computable,
probabilistic transition systems, we develop the underlying qualitative (not probabilistic) structure
by considering transition systems that are Boolean. Some care must be taken to accommodate the
fact that, in cases of interest, a sequence of states may either be infinite or end in a terminal state.
Formally, we define a Boolean transition system to be an ordered pair Q = (Q, δ) where Q is
a nonempty, countable set of states, and δ : Q ×Q → {0, 1} is a Boolean state transition matrix
satisfying δ(q, q) = 0 for all q ∈ Q.
Intuitively, a Boolean transition system Q = (Q, δ) is a nondeterministic structure that may
be initialized to any nonempty set of states in Q. For q, r ∈ Q, the entry δ(q, r) in the Boolean
transition matrix δ is the Boolean value (0 = false; 1 = true ) of the condition that r is reachable
from q in one “step” of Q. The irreflexivity requirement that every δ(q, q) = 0 (i.e., that δ have a
zero diagonal) reflects the fact that, in all cases of interest in this chapter, transitions are nontrivial
changes of state. We formalize this intuition, because the formalism will be useful here.
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We write Q<ω for the set of all finite sequences of states in Q, Qω for the set of all infinite
sequences of states in Q, and Q≤ω = Q<ω ∪Qω. The length of a sequence q ∈ Q≤ω is
|q| =

l if q = (q0, q1, ..., ql−1) ∈ Q<ω
ω if q ∈ Qω
 .
A sequence q ∈ Q≤ω can thus be written as q = (qi|i < |q|) in any case. We write () for the
empty sequence (sequence of length 0).
For q, r = (ri|i < |r|) ∈ Q≤ω, we say that q is a prefix of r, and we write q v r, if |q| ≤ |r| and
q = (ri|i < |q|). It is easy to see that v is a partial ordering of Q≤ω.
An initialization of a Boolean transition system Q = (Q, δ) is a Boolean-valued function
σ : Q→ {0, 1} whose support supp(σ) = {q ∈ Q|σ(q) 6= 0} is nonempty.
A Boolean transition system Q = (Q, δ) admits a sequence q = (qi|i < |q|) ∈ Q≤ω with an
initialization σ, and we say that q is Q-admissible from σ, if the following conditions hold for all
0 ≤ i < |q|.
(i) If i = 0, then σ(qi) = 1.
(ii) If i+ 1 < |q|, then δ(qi, qi+1) = 1.
A sequence q ∈ Q≤ω that is Q-admissible from σ is maximal if, for every sequence r ∈ Q≤ω
that is Q-admissible from σ, q v r =⇒ q = r.
We use the following notations.
AdmQ(σ) = {x ∈ Q<ω|x is Q-admissible from σ}
A[Q](σ) = {q ∈ Q≤ω|q is a maximal Q-admissible sequence from σ}.
When Q is obvious from the context, we omit it from the notation and write these sets as
Adm(σ) and A(σ). Note that elements of AdmQ(σ) are required to be finite sequences.
Intuitively, A[Q](σ) is the set of all possible “behaviors” of the Boolean transition system Q =
(Q, δ) with the state initialization σ : Q→ {0, 1}. The fact that δ is irreflexive implies that qi 6= qi+1
holds for all i ∈ N such that i+ 1 < |q| in every admissible sequence q = (qi|i < |q|) ∈ A[Q](σ). In
73
this chapter we do not regard the indices i = 0, 1, ... in a state sequence q = (q0, q1, ...) as successive
instants in discrete time. In our main applications, the amount of time spent in state qi varies
randomly and continuously, so it is more useful to think of the indices i = 0, 1, ... as finite ordinal
numbers, i.e., to think of qi as merely the ith state in the sequence q.
Each x ∈ AdmQ(σ) is the name of the Q-cylinder
Ax(σ) = {q ∈ A[Q](σ)|x v q}.
Each x ∈ Adm(σ) is a finite - and typically partial - specification of each sequence q ∈ Ax(σ).
The collection
A (σ) = A [Q](σ) = {Ax(σ)|x ∈ AdmQ(σ)}
is a basis for a topology on A(σ). The open sets in this topology are simply the sets that are unions
of (finitely or infinitely many) cylinders in A (σ). The metric (in fact, ultrametric) d on Q≤ω defined
by
d(q, r) = 2−|p|,
where p is the longest common prefix of q and r (and 2−∞ = 0), induces this same topology on
A[Q](σ) for each Boolean transition system Q = (Q, δ) and each state initialization σ : Q→ [0, 1].
With this topology, A[Q](σ) is a Polish space (a complete, separable metric space). The isolated
points in A[Q](σ) are (when they exist) the sequences in A[Q](σ) that are finite, i.e., the sequences
x ∈ Q<ω ∩A[Q](σ). Such sequences x are said to halt, or terminate, in Q from σ.
A Boolean transition system Q = (Q, δ) is computable if the elements of Q are naturally
represented in such a way that (i) the Boolean-valued function δ is computable, and (ii) the set of
terminal states (i.e., states q ∈ Q such that δ(q, r) = 0 for all r ∈ Q) is decidable. An initialization
σ : Q→ {0, 1} is computable if its support is decidable.
An important class of examples of Boolean transition systems consists of those that model
rate-free chemical reaction networks. Formally, let S = {X0, X1, X2, ...} be a countable set of
distinct species Xn, each of which we regard as an abstract type of molecule. A rate-free chemical
reaction network (or rate-free CRN ) is an ordered pair N = (S,R), where S ⊆ S is a finite set of
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species, and R is a finite set of (rate-free) reactions on S, each of which is formally an ordered pair
ρ = (r, p) of distinct vectors r, p ∈ NS (equivalently, functions r, p : S → N). Informally, we write
species in notations convenient for specific problems (X,Y, Z, X̂, Y , etc.) rather than as subscripted
elements of S, and we write reactions in a notation more suggestive of chemical reactions. For
example,
X + Z → 2Y + Z (2.1)
is a rate-free reaction on the set S = {X,Y, Z}. If we consider the elements of S to be ordered
as written, then the left-hand side of (2.1) is formally the reactant vector r = (1, 0, 1), and the
right-hand side of (2.1) is the product vector p = (0, 2, 1). A species Y ∈ S is called a reactant of a
reaction ρ = (r, p) if r(Y ) > 0 and a product of ρ if p(Y ) > 0.
Intuitively, the reaction ρ in (2.1) means that, if a molecule of species X encounters a molecule
of species Z, then the reaction ρ may occur, in which case the reactants X and Z disappear and
the products – two molecules of species Y and a molecule of species Z - appear in their place.
Accordingly, the net effect of a reaction ρ = (r, p) is the vector ∆ρ ∈ ZS defined by
∆ρ(Y ) = p(Y )− r(Y ) (2.2)
for all Y ∈ S. Since we have required r and p to be distinct, ∆ρ is never the zero-vector in ZS .
In this chapter, a state of a chemical reaction network N = (S,R) is a vector q ∈ NS . Intuitively,
N is modeling chemical processes in a solution, and the state q denotes a situation in which, for
each Y ∈ S, exactly q(Y ) molecules of species Y are present in the solution.
A reaction ρ = (r, p) ∈ R of a chemical reaction network N = (S,R) can occur in a state q ∈ NS
if
q(Y ) ≥ r(Y ) (2.3)
holds for every Y ∈ S, i.e. if the reactants of ρ are present in q. If this reaction ρ does occur in
state q, then it transforms q to the new state q + ∆ρ.
The behavior of a rate-free chemical reaction network N = (S,R) clearly coincides with that
of the Boolean transition system QN = (NS , δ), where δ : NS × NS → [0, 1] is defined by setting
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each δ(q, q′) to be the Boolean value of the condition that some reaction ρ ∈ R transforms the state
q to the state q′. Boolean transition systems of this form are clearly computable and have other
special properties. As one example, for each q ∈ NS , there only exist finitely many q′ ∈ NS for
which δ(q, q′) = 1.
Rate-free chemical reaction networks, and Boolean transition systems more generally, raise
significant and deep problems in distributed computing [32, 10], but our focus here is on randomness,
which we begin in the following section.
5.3 Random state sequences
This section develops the elements of algorithmic randomness for sequences of states with respect
to computable, probabilistic transition rules.
Formally, we define a probabilistic transition system to be an ordered pair Q = (Q, π), where Q
is a countable set of states, and π : Q×Q→ [0, 1] is a probabilistic transition matrix, by which we
mean that π satisfies the following two conditions for each state q ∈ Q.
(1) π(q, q) = 0.
(2) The sum π(q) =
∑
r∈Q π(q, r) is either 0 or 1.
If the sum π(q) in condition 2 is 0, then q is a terminal state. If π(q) is 1, then q is a nonterminal
state.
If Q = (Q, π) is a probabilistic transition system, and we define δ : Q×Q→ {0, 1} by
δ(q, r) = sgn(π(q, r))
for all q, r ∈ Q, where sgn : [0,∞)→ {0, 1} is the signum function
sgn(x) =

0 if x = 0
1 if x > 0
 ,
then QB = (Q, δ) is the Boolean transition system corresponding to Q. The essential difference
between QB and Q is that, while δ(q, r) merely says whether it is possible for QB (or Q) to
transition from q to r in one step, π(q, r) is the quantitative probability of doing so.
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An initialization of a probabilistic transition system Q = (Q, π) is a discrete probability measure
σ on Q, i.e., a function σ : Q → [0, 1] satisfying
∑
q∈Q σ(q) = 1. The Boolean version of such an
initialization σ is the function σB : Q→ {0, 1} defined by
σB(q) = sgn(σ(q))
for each q ∈ Q. It is clear that σB is an initialization of QB.
Given a probabilistic transition system Q = (Q, π) and an initialization σ of Q, we define the
sets
Adm(σ) = AdmQ(σ) = AdmQB (σB),
A(σ) = A[Q](σ) = AQB (σB),
relying on the fact that the right-hand sets were defined in section 2. The notations and terminology
in section 2 leading up to these definitions are similarly extended to probabilistic transition systems,
as are the definitions of the Q-cylinders Ax(σ) and the basis A (σ) for the topology A(σ).
What we can do here that we could not do for Boolean transition systems is define a Borel
probability measure on each set A[Q](σ). Specifically, for each probabilistic transition system
Q = (Q, π) and each initialization σ of Q, define the function
µQ,σ : AdmQ(σ)→ [0, 1]





Since x is a name of the cylinder Ax[Q](σ), each µQ,σ(x) here should be understood as an
abbreviation of µQ,σ(Ax(σ)), which is intuitively the probability that an element of Ax[Q](σ) begins
with the finite sequence x.






The above observation implies that µQ,σ can, by standard techniques, be extended to a Borel
probability measure on A[Q](σ), i.e., to a function µQ,σ that assigns probability µQ,σ(E) to every
Borel set E ⊆ A[Q](σ).
Definition 3. If Q is a probabilistic transition system and σ is an initialization of Q, then a
(Q, σ)-martingale is a function
d : AdmQ(σ)→ [0,∞)





where µ = µQ,σ.
Intuitively, a (Q, σ)-martingale d is a gambler that bets on the successive states in a sequence
q = (qi|i < |q|) ∈ A[Q](σ). The gambler’s initial capital is d(()), and its capital after betting on a
prefix x ∈ AdmQ(σ) of q is d(x). The condition (3.3) says that the payoffs are fair with respect to
the probability measure µ = µQ,σ in the sense that the conditional expectation of the gambler’s
capital after betting on the state following x in q given that x v q, is exactly the gambler’s capital
before placing this bet.
Definition 4. A (Q, σ)-martingale d succeeds on a sequence q ∈ A[Q](σ) if the set
{d(x)|x ∈ AdmQ(σ) and x v q}
is unbounded.
The success set of a (Q, σ)-martingale d is S∞[d] = {q ∈ A[Q](σ)|d succeeds on q}.
Following standard practice, we develop randomness by imposing computability conditions on
martingales. Recall that, if D is a discrete domain, then a function f : D → R is computable if there
is a computable function f̂ : D × N→ Q such that, for all x ∈ D and r ∈ N,
|f̂(x, r)− f(x)| ≤ 2−r.
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The parameter r here is called a precision parameter.
A function f : D → R is lower semi-computable if there is a computable function f̂ : D×N→ Q
such that the following two conditions hold for all x ∈ D.
(i) For all s ∈ N, f̂(x, s) ≤ f̂(x, s+ 1) < f(x).
(ii) lims→∞ f̂(x, s) = f(x).
The parameter s is sometimes called a patience parameter, because the convergence in (ii) can
be very slow. A probabilistic transition system Q = (Q, π) is computable if the elements of Q are
naturally represented in such a way that (i) the probability transition matrix π : Q×Q→ [0, 1] is
computable in the above sense, and (ii) the support of π and the set of terminal states are decidable.
(It is well known ([29], [64]) that (ii) does not follow from (i). Fortunately, (ii) does hold in many
cases of interest, including chemical reaction networks).
Similarly, an initialization σ of a probabilistic transition system Q = (Q, π) is computable if (i)
the function σ : Q→ [0, 1] is computable, and (ii) the support of σ is decidable.
Let Q be a probabilistic transition system that is computable, and let σ be an initialization of
Q that is also computable. A state sequence q ∈ A[Q](σ) is (algorithmically) random if there is no
lower semi-computable (Q, σ)-martingale that succeeds on q.
This notion of random sequences in A[Q](σ) closely resembles the well-understood theory of
random sequences on a finite alphabet [68, 48]. The main differences are that here the state set
may be countably infinite; transitions from a state to itself are forbidden; and a state sequence may
terminate, in which case it is clearly random. The following analogue of Ville’s theorem holds for
probabilistic transition sequences. It is proven in Section 5.
Theorem 1 (Ville [59]). Let Q be a probabilistic transition system, let σ be an initialization of Q,
and let µ = µQ,σ. For every set E ⊆ A[Q](σ), the following two conditions are equivalent.
(1) µ(E) = 0.
(2) There is a (Q, σ)-martingale d such that E ⊆ S∞[d].
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5.4 Random sequences of sojourn times
The “sojourn time” that a continuous-time Markov chain spends in a state before jumping to a
new state may be any element of (0,∞], i.e., any duration t that is either a (strictly) positive real
number or ∞. This section thus develops the elements of algorithmic randomness for sequences of
durations t ∈ (0,∞] with respect to sequences of probability measures that occur in continuous-time
Markov chains.
A rate in this chapter is a non-negative real number λ ∈ [0,∞). We rely on context to distinguish
this standard use of λ from the equally standard use of λ to denote the empty string.
We interpret each rate λ > 0 as a name of the exponential probability measure with rate λ, i.e.,
the probability measure on (0,∞] whose cumulative distribution function Fλ : (0,∞] → [0, 1] is
given by
Fλ(t) = 1− e−λt
for all t ∈ (0,∞], where e−∞ = 0. We interpret the rate λ = 0 as a name of the point-mass probability
on (0,∞] that concentrates all the probability at ∞. This has the cumulative distribution function
F0 : (0,∞]→ [0, 1] given by
F0(t) =

0 if t ∈ (0,∞)
1 if t =∞

We associate each string w ∈ {0, 1}∗ with the interval Iw ⊆ [0, 1] defined as follows. Let w be
the lexicographically ith (0 ≤ i < 2|w|) element of {0, 1}|w| where 0|w| is the 0th element and 1|w| is
the (2|w| − 1)st element. Then
Iw = (2−|w|i, 2−|w|(i+ 1)].
Note that, for each w ∈ {0, 1}∗ and l ∈ N, the intervals Iwu, for u ∈ {0, 1}l, form a left-to-
right partition of Iw, i.e., a partition of Iw in which Iwu lies to the left of Iwv if and only if u
lexicographically precedes v.
For each rate λ ∈ [0,∞) and each string w ∈ {0, 1}∗, define the interval
Dλ(w) = F−1λ (Iw) ⊆ (0,∞].
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Example 5.4.1. If λ > 0, then
Dλ(00) = (0, a1], Dλ(01) = (a1, a2],
Dλ(10) = (a2, a3], Dλ(11) = (a3,∞],
where a1 = 2ln2−ln3λ , a2 =
ln2
λ , and a3 =
2ln2
λ . On the other hand, D0(00) = (0,∞), D0(01) =
D0(10) = ∅, and D0(11) = {∞}.
Observation 5.4.2. If λ > 0, then, for each l ∈ N, the intervals Dλ(w), for w ∈ {0, 1}l, form a
left-to-right partition of (0,∞] into intervals that are equiprobable with respect to Fλ.
Example 5.4.1 shows that the assumption λ > 0 is essential here.
For each rate λ ∈ [0,∞), each duration t ∈ (0,∞], and each w ∈ {0, 1}∗, we call w a λ-
approximation (or a partial λ-specification) of t, and we write w vλ t, if t ∈ Dλ(w).
A rate sequence is a nonempty sequence λ = (λi | 0 ≤ i < |λ|) ∈ [0,∞)≤ω with the property
that, for each 0 ≤ i < |λ|,
i+ 1 < |λ| ⇐⇒ λi > 0.
(That is, either λ is finite with a single 0 entry, occurring at the end, or λ is infinite with no 0
entries.)
If λ = (λi | 0 ≤ i < |λ|) is a rate sequence, then a λ-duration sequence is a sequence
t = (ti|i < |λ|) ∈ (0,∞]≤ω
such that, for each 0 ≤ i < |λ|,
ti <∞ ⇐⇒ λi > 0.
We write Dλ for the set of all λ-duration sequences. Note that
Dλ =

(0,∞)|λ|−1 × {∞} if |λ| < ω
(0,∞)ω if |λ| = ω

depends only on the length of λ, not on the components of λ.
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If λ = (λi | 0 ≤ i < |λ|) is a rate sequence, t = (ti|i < |λ|) ∈Dλ is a λ-duration sequence, and
w = (wi|i < |w|) ∈ ({0, 1}∗)<ω is a finite sequence of binary strings with |w| ≤ |λ|, then we call w
a λ-approximation (or a partial λ-specification) of t, and we write w vλ t, if wi vλi ti holds for all
0 ≤ i < |w|.
If λ is a rate sequence and w ∈ ({0, 1}∗)<ω is a finite sequence of binary strings with |w| ≤ |λ|,
then the λ-cylinder generated by w is the set
Dλ(w) = {t ∈Dλ | w vλ t}
of λ-duration sequences.
It is routine to verify that, for each rate sequence λ, the collection
Dλ = {Dλ(w) | w ∈ ({0, 1}∗)<ω and |w| ≤ |λ|}
is a semi-algebra of subsets of Dλ that generates the σ-algebra Bλ of all Borel subsets of Dλ. If we
define





for all w = (wi | i < |w|) ∈ ({0, 1}∗)<ω with |w| ≤ |λ|, then it follows by standard techniques that
µλ extends uniquely to a probability measure
µλ : Bλ → [0, 1].
Note that Bλ only depends on the length of λ, but µλ also depends on the components of λ.
When convenient, we use the abbreviation
µλ(w) = µλ(Dλ(w)).
If λ = (λi | 0 ≤ i < |λ|) is a rate sequence, then a λ-martingale is a function
d : ({0, 1}∗)<|λ| → [0,∞)
that satisfies the following two conditions for all w = (w0, ..., wn−1) ∈ ({0, 1}∗)<|λ|.
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1. d(w) = d(w0,...,wn−10)+d(w0,...,wn−11)2 .
2. If n+ 1 < |λ|, then
d(w0, ..., wn−1, λ) = d(w0, ..., wn−1).
(Note that the λ entry on the left-hand side is the empty string.)
Intuitively, a λ-martingale d is a strategy that a gambler may use for betting on approximations
wi of the durations ti in a λ-duration sequence t = (ti | i < |t|). The gambler’s initial amount of
money is the value d(()) of d at the empty sequence () of binary strings. If w = (w0, ..., wn−1) vλ t,
then d(w) is the amount of money that the gambler has after betting on w. This condition w vλ t
means that each ti is in the interval Dλ(wi) ⊆ (0,∞]. If the gambler then chooses to bet on which
of the subintervals Dλn−1(wn−10) and Dλn−1(wn−11) of Dλn−1(wn−1) tn−1 lies in, condition 1 above
says that the payoffs of these bets are fair with respect to the exponential probability measure with
rate λn−1. (Note that Dλn−1(wn−10) and Dλn−1(wn−11) partition Dλn−1(wn−1) into equiprobable
subintervals, but these subintervals may have very different lengths.) Condition 2 above says that
the extension from (w0, ..., wn−1) to (w0, ..., wn−1, λ), does not involve a bet. The martingale has
values d(w) for all w ∈ ({0, 1}∗)<|λ|, but our intuitive gambler may place bets in many different
orders. For example, the gambler may place a finite number of bets on approximations of t1, then a
finite number of bets on approximations of t2, etc., but this ordering of bets is an intuitive fancy,
not part of the definition of the λ-martingale d.
A λ-martingale d succeeds on a λ-duration sequence t if the set
{d(w) | w vλ t}
is unbounded. The success set of a λ-martingale d is
S∞[d] = {t ∈Dλ | d succeeds on t}.
An analogue of Ville’s theorem holds also for λ−martingales. It is proven in Section 5.
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Theorem 2. If λ is a rate sequence, then, for each set E ⊆Dλ, the following two conditions are
equivalent.
1. µλ(E) = 0
2. There is a λ-martingale d such that E ⊆ S∞[d].
5.5 Random CTMC trajectories
We now develop the theory of randomness for sequences of state-time pairs, representing
trajectories of continuous-time Markov chains.
5.5.1 Continuous-time Markov chains
A CTMC is an ordered triple,
C = (Q,λ, σ)
where Q is a countable set of states, λ : Q×Q→ [0,∞) is the rate matrix satisfying λ(q, q) = 0
for every q ∈ Q, and σ is the state initialization as described in section 3. Let C = (Q,λ, σ) be a
CTMC. At each time t ∈ [0,∞) C is probabilistically in some state. At time t = 0, this state is





is the rate out of state q. If λq = 0, then q is a terminal state, meaning that, if C ever enters
state q, then C remains in state q forever. If a state q is nonterminal, i.e., λq > 0 and C enters
q at some time t, then the sojourn time for which C remains in state q before moving to a new
state is a random variable that has the exponential distribution with rate λq. Hence the expected
sojourn time of C in state q is 1λq . When C does move to a new state, it moves to state r ∈ Q with
probability
p(q, r) = λ(q, r)
λq
.
Note that the CTMC model uses “continuous time” (times ranging over (0,∞]) but “discrete state
space”. Accordingly, its state transitions, called jump transitions, are instantaneous. Mathematically,
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if C jumps from state q to state r at time t, we say that q is in the “new” state r at time t, having
been in the “old” state q throughout some time interval [s, t) where s < t.
A trajectory of a CTMC C = (Q,λ, σ) is a sequence τ of the form
τ = ((qn, tn) | n ∈ N) ∈ (Q× (0,∞))∞.
Intuitively, such a trajectory τ denotes the turn of events in which q0, q1, ... are the successive states
of C and t0, t1, ... are the successive sojourn times of C in these states. Accordingly, we write
stateτ (n) = qn, sojτ (n) = tn
for each n ∈ N. When convenient we write τ as an ordered pair
τ = (q, t),
where
q = (qn | n ∈ N), t = (tn | n ∈ N).
There are two ways in which a trajectory (q, t) may fail to represent a “true trajectory” of the CTMC
C in the above intuitive sense. First, it may be the case that p(qn, qn+1) = 0 (i.e. λ(qn, qn+1) = 0)
for some n ∈ N. This presents no real difficulty, since it merely says that the event “stateτ (n) = qn
and stateτ (n+ 1) = qn+1” has probability 0. The second way in which (q, t) may fail to represent a
“true trajectory” is for some qn to be a terminal state of C. We deal with this by defining the length
of a trajectory τ = (q, t) to be
||τ || = min{n ∈ N | qn is terminal },
where min ∅ =∞. We then intuitively interpret a trajectory τ = (q, t) with ||τ || <∞ as the finite
sequence




tn if n < ||τ ||




Ω = Ω[C] = (Q× (0,∞))∞
for the set of all trajectories of a CTMC, C.
Elements of (Q × {0, 1}∗)∗ are called approximations or partial specifications of trajectories.
The cylinder generated by w = (q0, u0), (q1, u1), ..., (qn−1, un−1) ∈ (Q × {0, 1}∗)∗ is the set Ωw of
trajectories defined as follows: If qi is terminal for some 0 ≤ i < n − 1 then Ωw = ∅. If qi is
nonterminal for all 0 ≤ i < n− 1 and qn−1 is terminal, then
Ωw = {τ ∈ Ω | (∀0 ≤ i < n)stateτ (i) = qi
and (∀0 ≤ i < n− 1)sojτ (i) ∈ Dλi(ui)}.
If qi is nonterminal for all 0 ≤ i < n then
Ωw = {τ ∈ Ω | (∀0 ≤ i < n)[stateτ (i) = qi
and sojτ (i) ∈ Dλi(ui)]}.
The probability µC(Ωw), usually written µC(w), of a cylinder Ωw, is defined as follows: If n = 0
(i.e. w = λ), then µC(w) = 1. If qi is terminal for some 0 ≤ i < n− 1, then µC(Ωw) = 0. If qi is













A set X ⊆ Ω has probability 0, and we write µC(X) = 0, if, for ε > 0, there is a set A ⊆









From now on we assume that the states q ∈ Q have canonical representations, so that it is clear
what it means for function f : Q→ Q, etc., to be computable.
A set X ∈ Ω has constructive probability 0 (or is a constructive null set), and we write
µC,constr(X) = 0, if there is a computable function
g : N× N→ (Q× {0, 1}∗)∗









A set X ⊆ Ω has constructive probability 1, and we write
µC,constr(X) = 1,
if µC,constr(Ω \X) = 0.
Before we discuss C-martingales and their relation to the above probability space, let us overload
the ‘prefix’ relation v to compare partial specifications to partial specifications and to trajectories.
If w ∈ (Q× {0, 1}<ω)<ω and S ∈ (Q× {0, 1}≤ω)≤ω, we say w v S if:
1. |v| ≤ |w|
2. For all i, 0 ≤ i ≤ |v| − 1, w[i] v v[i] or v[i] v w[i]
3. For all i, 0 ≤ i ≤ |v| − 1, state(w[i]) = state(v[i])
Note that a trajectory can have two prefixes which are not prefixes of one another. Note also
that two partial specifications (whether of real sequences or of trajectories) may prefix one another
without being identical. In some ways, is more appropriate to call v in the context of sequences of
times and in the context of trajectories a disjointness relation in the sense that
v 6v w and w 6v v =⇒ Ωw ∩ Ωv = ∅.
We now introduce the notion of a C-martingale.
87
5.5.2 CTMC martingales
In place of µλ, µC , and µQ,σ we will simply write µ, µconstr. It should be clear from context
which measure is being used.
If C = (Q,λ, π) is a CTMC, then a C-martingale is a function
d : (Q× {0, 1}∗)∗ → [0,∞)
with the following two properties.




d(w(q, λ))µ(w(q, λ)). (5.5.2)
2. For all w ∈ (Q× {0, 1}∗)∗, q ∈ Q, and u ∈ {0, 1}∗,
d(w(q, u))µ(w(q, u)) =
∑
b∈{0,1}
d(w(q, ub))µ(w(q, ub)) (5.5.3)
Intuitively, a C-martingale d is a strategy for betting on successive approximations w of a
trajectory τ of C. A gambler using d starts with initial capital d(λ) ∈ [0,∞). More generally, each
value d(w) is the amount of money that the gambler will have after betting on w. At this stage, the
C-martingale d tells the gambler how it may proceed in either of the following two ways.
(i) The gambler may “move on” to bet on the value of stateτ (|w|), which is the next state of τ .
In this case condition (5.5.2) ensures that the payoffs for this bet are fair.
(ii) The gambler may “stay” with the current state, which is stateτ (|w| − 1), and bet further on
the approximate value of sojτ (|w| − 1). In this case condition (5.5.3) ensures that the payoffs
for this bet are fair.
A C-martingale d succeeds on a trajectory τ if, for every real number α > 0, there exists
w ∈ (Q× {0, 1}∗)∗ such that w v τ and d(w) > α.
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The success set of a C-martingale d is
S∞[d] = {τ ∈ Ω[C] | d succeeds on τ}.
An analogue of Ville’s theorem holds for C−martingales. In order to prove this, we first prove
two useful lemmas.
Lemma 3 (Generalized Kraft Inequality). Let C = (Q,λ, σ) be a CRN, d a C-martingale (resp.
λ-martingale or Q-martingale), and B ⊆ (Q× {0, 1}∗)∗ (resp. ({0, 1}∗)∗ or Q∗) a prefix set. Then,




Proof.∗ If d(λ) = 0, this is immediate. Assume d(λ) > 0. Note that µ is a probability measure on
(Q× {0, 1}∗)∞ because it satisfies the following conditions:
1. µ : (Q× {0, 1}∗)∗ → [0, 1]
2. µ(λ) = 1.
























where wb is shorthand for (q0, u0)...(qn−2, un−2)(qn−1, ub).
Define π : (Q× {0, 1}∗)∗ → [0, 1] by
σ(w) = d(w)µ(w)
d(λ)
∗Kraft inequalities corresponding to λ-martingales and Q-martingales have nearly identical proofs and we omit
these.
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It is straightforward to show that this is a probability measure on (Q× {0, 1}∗)∞. Write
d(w) = d(λ)π(w)
µ(w)
where π is a "strategy" and µ is the "environment".
Then, choose ω ∈ (Q×{0, 1}∗)∞ according to π and let E be the event that ∃w ∈ (Q×{0, 1}∗)∗)



























is a C-martingale (resp. λ-martingale or Q-martingale).
Proof. Let d0, d1, ... and d be as given.
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Since d(λ) is finite and the martingale conditions hold, it follows by simple induction that
∀w, d(w) is also finite. Thus, d is a C-martingale.
Theorem 5.5.1. For every CTMC C and every set X ⊆ Ω[C], the following two conditions are
equivalent.
(1) µ(X) = 0
(2) There is a C-martingale d such that X ⊆ S∞[d].
Proof. Suppose µ(X) = 0. We wish to show that there exists a C-martingale, d, such that
X ⊆ S∞[d].









Let k ∈ N. Suppose there exists Ck ⊆ (Q × {0, 1}∗)∗ satisfying the above conditions. Then,








µ(g(k, n)) ≤ 2−k
We must define a martingale which succeeds on every τ ∈ X ∩ Ωg(k,n). Let τ ∈ X ∩ Ωg(k,n).





µ(g(k, n) ∧ w)
µ(w)
and where
∧ : (Q× {0, 1}∗)∗ × (Q× {0, 1}∗)∗ → (Q× {0, 1}∗)∗ ∪ ∅
is defined by
x ∧ y =

x if y v x
y if x v y
∅ otherwise
(5.5.9)
dk is a C-martingale if it satisfies the conditions:





2A.∀w ∈ (Q× {0, 1}∗)∗, q ∈ Q, u ∈ {0, 1}∗,
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µ(g(k, n) ∧ w)
= dk(w)µ(w)
(5.5.10)


























µ(g(k, n) ∧ w(q, u))
= dk(w(q, u))µ(w(q, u))
(5.5.11)
Hence, ∀k ∈ N, dk is a C-martingale.
Define the unitary success set of a martingale d to be
S1[d] = {τ ∈ (Q× (0,∞))∞|(∃w v τ )d(w) ≥ 1}
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Let n ∈ N, τ ∈ Ωg(k,n). Then, g(k, n) v τ and
dk(g(k, n)) ≥
µ(g(k, n) ∧ g(k, n))
µ(g(k, n)) = 1
Thus, τ ∈ S1[dk], and Ωg(k,n) ⊆ S1[dk].




dk(wa) if d̂k(w) < 1
d̂k(w) if d̂k(w) ≥ 1
(5.5.12)





d̂ is a C-martingale with the property that X ⊆ S∞[d]. To see this, let τ ∈ X,α ∈ Z+. It
suffices to show that there exists x v τ , d̂(x) ≥ α.





so there must exist x v τ such that d̂(x) ≥ α. Thus, one direction is proven.
Now let C = (Q,λ, π) be a CTMC. Let X ⊆ Ω[C]. Suppose there exists a C-martingale, d such
that X ⊆ S∞[d]. Then, ∀τ ∈ X,α > 0, ∃w ∈ (Q × {0, 1}∗)∗ such that w v τ and d(w) > α. We
wish to show that µ(X) = 0.










For each k ∈ N, define
Ak = {w ∈ (Q× {0, 1}∗)∗|d(w) ≥ 2kd(λ)}
and
Bk = {w ∈ Ak|∀v v w, v /∈ Ak}
Bk is thus the set of all partial specifications “by which” d has accumulated 2k value for the
first time along the unique path that is each w ∈ Bk.
For all k ∈ N, define Bk(i) to be the i-th element of Bk in standard enumeration of strings and
define the function g : N× N→ (Q× {0, 1}∗)∗ ∪ ∅ by
g(k, n) =

Bk(n) if |Bk| ≥ n
∅ otherwise
(5.5.13)
To see that (1B) is satisfied, let k ∈ N, τ ∈ X, and let dk be defined as in the previous section.




























µ(g(k, n)) ≤ 2−k
Thus, µ(X) = 0.
Theorem 5.5.2. For every CTMC C and every set X ⊆ Ω[C], the following two conditions are
equivalent.
(1) µconstr(X) = 0.
(2) There is a lower semi-computable C-martingale d such that X ⊆ S∞[d].
Proof. This proof follows the structure of the above proof with some adjustments:







µ(g(k, n)) ≤ 2−k
Consider the same construction as before, and fix some k ∈ N. Let Mk be the machine enumerating
g(k, 0), g(k, 1), .... To show that d =
∑










g(k, n) and lim
t→∞
(Ck)t = Ck
for each k ∈ N.
Clearly, d̂(w, t) ≤ d̂(w, t+ 1) < d(w) and limt→∞ d̂(w, t) = d(w) for all w, t.
Assume instead that there exists a constructive martingale d, with X ⊆ S∞[d] and a function d̂
testifying to the lower semi-computability of d. We wish to show that for each k ∈ N, the set Ak is
computably enumerable.
Define an enumerator Mk: For each (w, t) ∈ (Q× {0, 1}∗)∗ × N, dovetailing, compute d̂(w, t). If
d̂(w, t) ≥ 2kd(λ), output w.
Mk enumerates
Ak = {w ∈ (Q× {0, 1}∗)∗|d(w) ≥ 2kd(λ)}
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A prefix set Bk ⊆ Ak can be enumerated by running the enumerator for Ak and not enumerating




Bk(n) if |Bk| ≥ n
∅ otherwise
(5.5.15)
produces a constructive null cover of X.
Much like the classical setting, we call a trajectory τ Martin-Löf random if {τ} is not of
constructive measure 0.
We use the shorthand wb, where w = (q0, u0), ..., (qk, uk), and b ∈ {0, 1}, to denote (q0, u0)...(qk, ukb)
and wq, where q ∈ Q, to denote (q0, u0)...(qk, uk), (q, λ).
Lemma 5.5.3. Let C = (Q,λ, π) be a CTMC. Then, the following hold for any resource bound
∆ ∈ {constr, comp, all}:





then there is a ∆-computable Q-martingale d′ which succeeds on S′.
2. If κ = (κq1 , κq2 , ...) is a rate sequence corresponding to ∆-computable state sequence
q0, q1, q2, ... ∈ Q∞, T ′ ⊆ Dκ, and d is a ∆-computable C-martingale which succeeds on T =⋃
q∈Q≤∞
⋃
r∈T ′(q, r), then there is a ∆-computable κ-martingale which succeeds on T ′.
Proof. 1. Assume the hypothesis. Define d′ by
d′(q0, ..., qk) = d((q0, λ), (q1, λ), ..., (qk, λ)).
To see that d succeeds on every q ∈ S′, for each i ∈ N define ti ∈ {0, 1}∞ by
ti[j] = 1 iff
d((q0, λ)(q1, λ)...(qi, ti[0...j − 1]1)) ≤ d((q0, λ)(q1, λ)...(qi, ti[0...j − 1]0))
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and ti[j] = 0 otherwise. In other words, ti is an ‘artificially’ constructed ‘minimal-payoff’ time for qi.
Lastly, note that for all ui v ti and u0...ui−1,
d((q0, u0)(q1, u1)...(qi, ui)) ≤ d((q0, u0)(q1, u1)...(qi, λ))
Since d succeeds on S, d′ succeeds on S′. Since d is ∆-computable, so is d′.





r∈T ′(q, r), there exists a q = (q0, q1, ...) such that: for all i ∈ N, u0, ...ui−1,
qi = q iff
d((q0, u0)(q1, u1)...(qi−1, ui−1), (q, λ)) ≤ d((q0, u0)(q1, u1)...(qi−1, ui−1), (q′, λ)) + εi
for all q′ ∈ Q if such a q exists (otherwise, let qi = mini∈N{si | d(...(si, ui) < d(...(si−1, ui−1) + ε}).
d succeeds on (q, t) for every t ∈ T ′.
In other words, q is an ‘artificially’ constructed ‘minimal-payoff’ state sequence. Now, define d′
by
d′(u0, ..., uk) = d((q0, u0), ..., (qk, uk)).
It is intuitively useful to conceive of d′ as gambling on times according to κ and making only finite
money by gambling on the states of q. (If ∆ = constr, then the particular values of d can be
estimated with increasing accuracy (2−i as i→∞).
Since d succeeds on T , it follows that d′ succeeds on T ′.
We now give a proof of Theorem 1. Proof. Let C = (Q,λ, π) be a CTMC. Let d′ be a Q-
martingale which succeeds on some set S′ ⊆ Q. Define a C-martingale d for all q ∈ Q, u ∈ {0, 1}∗,
and partial specifications w = (q0, u0), (q1, u1), ...(qk, uk) by
d(w(q, u)) = d′(q0, ...qk, q).











Thus, µQ(S′) = 0.









Then, by Theorem 5.5.1 there is a C-martingale d which succeeds on S. Then by Lemma 5.5.3,
there is a martingale d′ which succeeds on S′.
We now give a proof of Theorem 2.
Proof. Let C = (Q,λ, π) be a CTMC and κ = (κq1 , κq2 , ...) a rate sequence corresponding to state
sequence q = (q1, q2, ...) ∈ Q∞.
Let d′ be a κ-martingale which succeeds on some set T ′ ⊆Dκ. Then, define a C-martingale d
as follows for all s, and u0, ...uk:
d(s  k, (u0, ...uk)) = d′(u0, ..., uk)
It is straightforward to verify that d is a martingale and d succeeds on T =
⋃
r∈T ′(q, r), which
has µC(T ) = 0, whence µκ(T ′) = 0 as well.




r∈T ′(q, r) has
µC(T ) = 0. Then, by Theorem 5.5.1 there exists a C-martingale d which succeeds on T . By Lemma
5.5.3 there exists a κ-martingale which succeeds on T ′.
Proofs of constructive versions of theorems 1 and 2 are identical to the above proofs, resource
bounds as needed.
Lemma 5.5.4. Let C be a CTMC and τ = (q0, t0)(q1, t1).... ∈ Ω[C] be random. Then, the
subsequence consisting of all states in τ , q = q0, q1, q2, .... ∈ Q∞ is random with respect to (Q, σ).
Proof. Let τ , q be as described. Suppose there exists a lower semicomputable (Q, σ)-martingale
d : Q∗ → [0,∞) which succeeds on q (that is, q is not random).
Define the C-martingale d̂ : (Q× {0, 1}∗)∗ → [0,∞) as follows:
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If q ∈ Q
d̂(wq) = d(q0, ..., qn−1, q)
If b ∈ {0, 1}
d̂(wb) = d̂(w)
That is, d̂ only bets on states (and bets on them according to d’s strategy), while hedging its
bets on times. To see that d̂ is in fact a C-martingale:
∀w ∈ (Q× {0, 1}∗)∗, q ∈ Q, u ∈ {0, 1}∗
∑
b∈{0,1}




= d̂(w(q, u))µ(w(q, u))
(5.5.16)
and ∀w ∈ (Q× {0, 1}∗)∗, |w| = n
∑
q∈Q
d̂(w(q, λ))µ(w(q, λ)) =
∑
q∈Q
d(q0, ..., qn−1, q)µ(w(q, λ))










To see that d̂ succeeds on τ let α > 0. Since d succeeds on q, ∃n ∈ N and wn v q such that
d(wn) > α. Then, since d̂ does not bet on sojourn times and bets on states according to d,
d̂((q0, u0)(q1, u1)...(qn−1, un−1)) > α
To see that d̂ is lower semicomputable, let d′ : Q∗ × N → Q be a function testifying to the
fact that d is lower semicomputable. Define d̂′ as d̂ is defined above, replacing instances of d with
instances of d′.
Lemma 5.5.5. Let τ = (q0, t0)(q1, t1)..... ∈ Ω[C] where C is some CTMC. Suppose ∃m ∈ N such
that tm is not random. Then, τ is not random.
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Proof. Assume the hypothesis and let d be a lower semi-computable martingale which succeeds on
some tm. For every n ∈ N define a C-martingale d̂n which
1.Doesn’t bet on states
2.Bets according to d on only the nth sojourn time tn(n = 0...∞).
d̂n(λ) = 2−n,
d̂n(w(q, λ)) = d̂n(w)
If |w| = n,w = (q0, u0)(q1, u1)...(qn−1, u), u ∈ {0, 1}∗, b ∈ {0, 1}
d̂n(w[0...n− 2](qn−1, ub)) = d(ub)
If |w| = k 6= n,w = (q0, u0)(q1, u1)...(qk−1, u), u ∈ {0, 1}∗, b ∈ {0, 1}
d̂n(w[0...k − 2](qk−1, ub)) = d̂n(w[0...k − 2](qk−1, u))
Let n ∈ N. We must prove d̂n is indeed a martingale.
If q ∈ Q, ∑
q∈Q










If |w| = k 6= n, ∑
b∈{0,1}





= d(u)µ(w[0...n− 2](q, u))
= d̂(w[0...n− 2](q, u))µ(w[0...n− 2](q, u))
(5.5.19)
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If |w| = n, ∑
b∈{0,1}





= d(u)µ(w[0...n− 2](q, u))
= d̂(w[0...n− 2](q, u))µ(w[0...n− 2](q, u))
(5.5.20)





d̂ succeeds on τ .
Since d is lower semicomputable, let d′ testify to this. Substituting d′ in the above construction
shows that d̂n is lower semicomputable for all n, and thus that d̂ is also lower semicomputable.
Thus, τ is not random.
Lemma 5.5.6. Let τ ∈ Ω[C] be a trajectory in a CTMC, C. If τ is random, then all sojourn times
t0, t1, t2, ... in τ are independently random.
Proof. Let τ ∈ Ω[C] and suppose there exists n such that t1, ..., tn are not independently random.
Then, there exists d : {0, 1}∗n → [0,∞) (where {0, 1}∗n denotes the set of all n-tuples of strings of the








d((t1, ..., tn)  k) =∞,
where µ refers to the probability measure on {0, 1}∗n defined by
µ((w1, ..., wn)) = Πni=1µi(wi)
and d is lower semicomputable.
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Define the martingale d : {0, 1}∗ → [0,∞) by
d(w) = d(w, t2, ..., t3).
It’s clear that is a martingale which succeeds on t0, from which it follows that t and thus also τ
cannot be random.
Lemma 5.5.7. There exists a rate sequence λ and a sequence R = (t0, t1, ...) of λ-durations such
that t0, t1, ... are independently random but R is not random with respect to µλ.
Proof. Let λ be a rate sequence and let S0, S1, ... be a sequence of elements of {0, 1}∞ representing
times t0, t1, ... each of which are random with respect to the rates λ0, λ1, .... Then, the times (as
binary sequences) in the λ-duration sequence (0S0, 0S1, 0S2, ..) are not independently random since
a lower-semicomputable λ-martingale exists which can bet only on the first bit of each sequence
and hedge on all other bits.
5.5.3 Chemical reaction networks
Like the rate-free chemical reaction networks described in section 2, a chemical reaction network
(CRN ) is an ordered pair, N = (S,R) where S is a finite set of species, Q is a countable set of
states q ∈ NS representing integer quantities of each species, and R = {ρ1, ρ2, ..., ρr} is a finite set
of reactions. However, the reactions in a CRN are triples ρ = (r, p, k), where r and p are as before,
and the nonnegative real number k is a rate constant governing, along with the reactants r and
state q, the rate λq of reaction ρ at state q. As before, for ρ to be applicable in state q, it must be
that r ≤ q, otherwise the reaction cannot occur at q.
Theorem 5.5.8 (Non-Zeno property). Let C be a CRN. Then, if τ = (q0, t0), (q1, t1), ... ∈ Ω[C] is





Proof. Let C be a CRN and τ ∈ Ω[C] a trajectory with bounded molecular counts. Since τ has
bounded molecular counts, there exists a constant M ∈ R which is the maximum reaction rate
along τ . Since τ has the Zeno property, there must exist i ∈ N such that ∀k ≥ i, tk ∈ J(λqi , 0).
Define a C-martingale which only bets on the first bit of each sojourn time ti, ti+1, ... as follows:
di(λ) = 1 (5.5.21)
di(w(q, λ)) = di(w) (5.5.22)
di(w(q, ub)) =

(2di(w(q, u)) if |w| = i, u = λ, and b = 0
di(w(q, u)) if |w| < i
0 if |w| = i, and b 6= 0
(5.5.23)
Since i is a definite value, di does not begin to bet until it reaches the i-th sojourn time, and di
bets only on the first bit of each sojourn time after the ith, di succeeds on τ . di is clearly lower
semicomputable. Thus, τ cannot be random.
5.5.4 Kolmogorov complexity characterization
Random trajectories can also be characterized using Kolmogorov complexity. First, we briefly
review this notion in the classical setting. We fix a universal self-delimiting Turing machine (see
[35]), U . The Kolmogorov complexity, K, of a (finite) string x in {0, 1}∗ is the length of a shortest
program for a self-delimiting Turing machine which prints x. That is, K : {0, 1}∗ → N is defined by
K(x) = min{|π| | U(π) = x and π ∈ {0, 1}∗}.
When x is not a binary string, but some other finite object, K(x) is defined from the above by
routine coding.
Definition 5. The profile of a cylinder Ωw of a CTMC is
prof(w) = (|u1|, ..., |un|),
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where w = ((q1, u1), ..., (qn, un)).




The following two lemmas are analogous to standard results used in the Kolmogorov complexity
characterization of algorithmically random sequences.
Lemma 5.5.10. For every cylinder, Ωw of a CTMC C,
K(w) ≤ l(w) +K(prof(w)) +O(1),
where l(w) = log 1µC(w) is the “self-information” of w.
Proof.In the following proof, we let p range over all profiles, and assume there is some natural

















Then, by the minimality of K and the coding relation between cylinders and natural numbers, we
have
K(w) ≤ l(w) +K(prof(w)) +O(1).




















































µ {w | K(w) < l(w) +K(prof(w))− k)}
= µ {w | l(w)−K(w) > k −K(prof(w)))}
= µ
{









The first inequality in the last row follows by the Markov inequality.
With these lemmas, we can establish the Kolmogorov complexity characterization of randomness
for trajectory objects, which is exactly analogous to a well-known characterization of the algorithmic
randomness of sequences over finite alphabets [68, 48].
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Theorem 5.5.12. A trajectory τ is Martin Löf random if and only if there exists k ∈ N, such that
for every w v τ , K(w) ≥ l(w)− k.
Proof. “Only if”: We prove the contrapositive. Suppose that for every k, there is at least one w v τ ,
such that K(w) < l(w)− k. We let
Uk = {w | K(w) < l(w)− k}.
Note that w ranges over all cylinders in the above definition. Therefore, it it clear that τ is covered
by the Uk.
Next, we are going to estimate the measure of Uk. First we consider the p-slice of Uk, Upk , defined
as:
Upk = {w | prof(w) = p and w ∈ Uk}, where p is a profile.







2c−k−K(p) ≤ 2c−kΩ ≤ 2c−k.
Also note that each Uk is recursively enumerable, and {Vk}k, where Vk = Uc+k is a Martin Löf test.
“If”: Again by contrapositive: Assume τ is not Martin Löf random, and let {Uk} be a Martin
Löf test. We construct the following (output, size-of-program) requirement pairs as follows:
{(w, l(w)− k) | w ∈ Uk2 , k ≥ 2}
It can be checked this requirement satisfies Kraft’s inequality, since the measure of the size-of-program
is bounded from above by
∑
k≥2
2−(k2−k) = 1/22 + 1/26 + 1/212 · · · < 1
Then by Levin’s coding lemma [33, 34], this requirement can be fulfilled.
Note that τ can be covered by Uk2 , and therefore for each k ≥ 2 there are prefixes w of τ for
which K(w) ≤ l(w)− k < l(w)− (k − 1).
That is, for every k′ = k − 1 > 0, there is some w v τ , such that K(w) < l(w)− k′, Hence τ is
not random in the Kolmogorov sense.
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