We calculate the leading term of asymptotics for the coe cients of certain divergent asymptotic expansions of solutions to the fth Painlev e equation (P 5 ) by using the isomonodromy deformation method and the Borel transform. Unexpectedly, these asymptotics appear to be periodic functions of the coe cients of P 5 . We also show the relation of our results with some other facts already known in the theory of the Painlev e equations established by other methods: (1) a connection formula for the third Painlev e equation; (2) a condition for the existence of rational solutions of P 5 ; and (3) a numerical study of the -function for P 5 .
Instead of Introduction
There are several interesting asymptotic properties of the -function associated with a particular one-parameter family of solutions of the third Painlev e equation (P 3 ) with a special set of coe cients: this family can be also viewed as the fth Painlev e transcendent for a very special choice of its parameters. Let us recall some of these properties, formulated in terms of the function = (x; ), which is the solution of the following ordinary di erential equation ( The function (x; ) and its mth{order derivatives at = 1 de ne the function E 2 (m; s)j s= x 
2
, which is the probability that a randomly chosen interval of the length s contains m eigenvalues in the Gaussian Unitary Ensemble (see 2], 3]). We are going to investigate the function E 2 (m; s) via the isomonodromy deformation method in a separate paper while here, we focus our attention on the calculation of the exponentially small correction term to the divergent expansion (1.3) and its intimate link with the asymptotics of the sequence c n . We found that, among the functions (x; ) with > 0, only one, for = 1 , has the asymptotic expansion (1.3), (1.4) as x ! 1, which is in agreement with the results obtained by a di erent method in 4] . Note that there is a one-parameter family of solutions to Eq. (1.1), other then (x; ), which has the asymptotics (1.3) as x ! +1. We calculated the explicit value of the const: in (1.5): it is equal to 1 coe cients which has a (1.3)-like algebraic asymptotic expansion, so that the results announced above are just a particular case of the ones obtained for P 5 . As another result of our study, we have found an unexpected and interesting property of the coe cients of the divergent algebraic asymptotic expansions which is general for all other Painlev e equations (P 2 {P 5 ) possessing the solutions with such expansions: this property is that the large n asymptotics of the coe cients of the divergent asymptotic expansions are periodic functions of the coe cients of the Painlev e equations. Note that, being formally substituted into the Painlev e equations, the coe cients of the divergent algebraic series can be found via recurrence relations as polynomials of the coe cients of the Painlev e equations.
In the next section, we recall some basic facts concerning the isomonodromy approach to P 5 . Our results are formulated in Section 3 where we also give a new derivation of the theorem on the classi cation of a special class of rational solutions to P 5 , y(x) : y(x) ! where A( ; t) is the matrix in the parenthesis in Eq. (2.1). Using this de nition, it is straightforward to write an explicit representation of the -function in terms of solutions (y = y(t); z = z(t)) of the system (2. The nonlinear system (2.2)-(2.4) has two singular points, t = 0 and 1, so that solutions of this system are de ned on the universal covering of C nf0g. In the previous works 10, 11] we investigated the asymptotics of the solutions to the system (2.2)-(2.4) as t ! +0 and t ! +1, therefore, it is natural for us to consider the analytic continuation of these solutions from (+0; +1). Furthermore, we understand the functions y(t), z(t), u(t), and (t), respectively, for t 2 C , as the ones analytically continued from R + . Since the system (2.2)-(2.4) possesses the Painlev e property, single-valued solutions can be de ned on C n ?0; ?1). We call the ray ?0; ?1) the cut and denote by y (t), z (t), u (t), and (t), respectively, the functions y(t), z(t), u(t), and (t) on the upper=lower sides of the cut, i.e., for arg t = . Note that, the -functions correspond to, i.e., de ne via Eq. (2.1), the same point of M 5 ( 0 ; 1 ; 1 ). Let us denote by y ? (t), z ? (t), u ? (t), and ? (t), respectively, a solution of system (2.2)-(2.4) and the corresponding function where the coe cients, n = n ( 0 ; 1 ; 1 ), n = n ( 0 ; 1 ; 1 ), and n = n ( 0 ; 1 ; 1 ), are uniquely determined polynomials of their arguments of the degrees: deg n ( 0 ; 1 ; 1 ) = n; deg n ( 0 ; 1 ; 1 ) = n + 1; deg n ( 0 ; 1 ; 1 ) = n + 2:
Proof The proof of Proposition 1 is just the straightforward substitution of the expansions (3.1), (3.2) and (3.3) into the system (2.2), (2.3) and Eq. (2.8) correspondingly. As the result one nds recurrence relations for the coe cients n , n , and n , which enable one to make the conclusions stated above.
Remark 1 The recurrence relations are rather complicated. We don't use them directly and that is why we don't write them down here. The following is the list of the rst few polynomials: 1 (3.4) in the sectors ? + k < arg t < + k; k = ?1; 0; +1:
Proof The existence and uniqueness of the solutions for arg t = 0 is proved in our previous work 11] (see Sec. 3 of 11]). To prove the fact that these solutions can be analytically continued with the same asymptotics (3.4) into the whole sector (3.5) one should notice that for each asymptotic expansion (3.1){(3.3) there is only one function analytic in the sector (3.5) with this asymptotics, so that, it must coincide with the corresponding function: y(t), z(t), or (t), which has the asymptotics (3.4) for arg t = 0. Proposition 3 The monodromy coordinates of the solutions, y k (t); z k (t); u k (t), and k (t) are as follows:
(1) k = 0 ) m 0 11 = 0; m 0 21 = 2 2 Proof For arg t = 0; these asymptotic expansions follow from Corollaries 3.1{3.3 of the paper 11] and Eqs. (2.9){(2.12) of Sec. 2. Their extensions to the whole sectors (3.11) can be proved either by linearization of the corresponding di erential equations or by noting that, being restricted to the solutions y k (t), z k (t), and k (t), the proof of the asymptotic expansions in 10], 11] is also valid for complex t in these sectors.
Corollary 1 The (analytic continuation of the) solutions y 0 (t); z 0 (t), and 0 (t) have asymptotic expansions (3.1){(3.3) in the domain ? < arg t < +1 and, in particular, y +1 (t) = y 0 (t), z +1 (t) = z 0 (t), and +1 (t) = 0 (t) i +1 = 0. Similarlyly, the (analytic continuation of the) solutions y 0 (t); z 0 (t), and 0 (t) have asymptotic expansions (3.1){ (3.3) in the domain ?1 < arg t < + and, in particular: y ?1 (t) = y 0 (t), z ?1 (t) = z 0 (t), and ?1 (t) = 0 (t) i ?1 = 0.
Proof Induction on positive (for the proof of the rst statement) or negative (for the proof of the second one) k 2 Z: j arg t ? kj < , by making use of Eqs. (2.9){(2.12).
The basis of the induction follows from Proposition 4.
Corollary 2 Expansions (3.1){(3.3) are convergent i +1 = ?1 = 0. Proof The condition +1 = ?1 = 0 means that all the solutions y k (t), z k (t), and k (t) are rational functions. p ?2 = 1 2 + n 2 ; n 1 ; n 2 2 Z; 2 C ; (3.12) and the conditions (2), (4), and (5) 13] and C > 0 is independent of p.
Proof The proof is given in the next Section. Corollary 4 All the leading terms of the above asymptotics' vanish i the parameters 0 , 1 , and 1 satisfy one of the conditions of Corollary 3. In this case, at least one, odd or even, subsequence of each sequence of the coe cients has the following asymptotic expansion: j n ( 0 ; 1 ; 1 )j = n!1 a n 0 ; 1 ; 1 (1 + o(1)); j n ( 0 ; 1 ; 1 )j = n!1 b n 0 ; 1 ; 1 (1 + o(1)); j n ( 0 ; 1 ; 1 )j = n!1 c n 0 ; 1 ; 1 (1 + o(1)); (3.14) where a 0 ; 1 ; 1 ; b 0 ; 1 ; 1 , and c 0 ; 1 ; 1 are numbers equal to the maxima of absolute values of poles of the rational solutions to system (2.2), (2.3) and Eq. (2.8) which are described in Corollary 3. If the asymptotics of one of the subsequences is not given by the corresponding equation in (3.14), then the absolute values of its members, at least for a rather large n, are less than the r.-h.s. of one of the corresponding equations in (3.14).
Proof The statement follows from Theorem 1 with the help of Corollaries 2 and 3.
Derivation
To derive the large n asymptotics of the polynomials n ( 0 ; 1 ; 1 ), n ( 0 ; 1 ; 1 ), and n ( 0 ; 1 ; 1 ) (3.1)-(3.3), we use ideas based on the Borel transform. Here, we summarize some facts concerning the Borel transform, which are needed for the derivation of the results stated in Theorem 1. The proof of these results can be found in the monograph 12]: the following presentation is speci c to the concrete problem under consideration.
Let F(t) be one of the divergent series y F (t), z F (t), or F (t). Let us denote the coe cients of these expansions by f n , i.e., F(t) = X f n t ?n :
It is known that, the divergent expansions (3.1){(3.3) for systems like (2.2){(2.3) are Borel summable. In particular, in our case, this means that for some positive numbers:
M, A, and a, the following inequality is valid, jf n =?(an + 1)j < MA ?n , where ?( ) is the gamma function 13]. Actually, in our case a = 1, but we use this fact only to make our derivation shorter: the fact which is essential for the following is that such a number a > 0 exists. The Borel transform, B F (p), is de ned by the following, convergent in some neighborhood of p = 0, series:
The analytic continuation of the function B F (p) into the sectors): j arg p+ kj < =2; k = 0; 1 (a = 1 !) has a nite exponential type T. The Laplace transform of B F ( =t) with respect to is therefore convergent in the domain jtj > T; jargt + kj < =2 and yields the function f(t) (the Borel sum of F(t)): (t ?1 a ) ; (4.3) whose analytic continuation into the domain jtj > T; j arg t + kj < has the asymptotic expansion (4.1). Since the analytic function with the asymptotic expansion (4.1) in the sector j arg t + kj < is unique, the function f(t) (4.3) coincides with the corresponding doubly truncated solution, f k (t), i.e., with one of the functions: y k (t); z k (t), or k (t); k = 0; 1. research conference "Random Matrices, Statistical Mechanics, and Painlev e Transcendents" (June 23-27, 1996) in Mount Holyoke, where this work was presented. F.V.A. was partially supported by the grant PRO-MATH and the Soros Foundation under the grant ME-430. During the preparation of the nal version of this paper A.V.K. was supported by Alexander von Humboldt Foundation.
Appendix: Applications to the Third Painlev e Transcendent
Here, we consider two special cases of our results: the rst one ( 0 = 1 = 1 = 0) concerns the function (x; ), which is discussed in the Sec. 1, the second example ( 0 = 1 = 1=2; 1 = 0) shows how one can reproduce one of the rst connection formulas for the Painlev e equations 7] (in our notations it is a connection formula for asymptotics of P 5 along the imaginary axis) by using the connection results for asymptotics on the real Proof By substituting the formal power series for y(t) and z(t) into the system (2.2), (2.3) one gets a recursion relation which allow one to uniquely determine all the coe cients as soon as z 0 2 C is given and prove the convergence in the standard manner. Proposition 8 In the case 0 = 1 = 1 = 0, the function (t) (2.7) is holomorphic at t = 0 i the corresponding solution (y(t); z(t)) of the system (2.2), (2. where the prime denotes di erentiation with respect to t. Eqs. (A.3) result from system (2.2), (2.3) and de nition (2.7). If (t) is a holomorphic function at t = 0, then according to the last equation in (A.3) , the function y(t) can, theoretically, have a pole at t = 0, but this contradicts system (2.2), (2.3). Proof The rst equality in (A.7) follows from the de nition of (x; ) and Proposition 9. The second equality results from Proposition 9 and formulas (2.10){(2.12). Equation (A.8) is a special case of the last formula in Theorem 1.
