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DISTRIBUTIVE LATTICES AND THE POSET OF
PRE-PROJECTIVE TILTING MODULES
RYOICHI KASE
Abstract. D.Happel and L.Unger defined a partial order on the set
of basic tilting modules. We study the poset of basic pre-projective
tilting modules over path algebra of infinite type. We give an equivalent
condition for that this poset is a distributive lattice. We also give an
equivalent condition for that a distributive lattice is isomorphic to the
poset of basic pre-projective tilting modules over path algebra of infinite
type.
Introduction
Tilting theory first appeared in the article by Brenner and Butler [4]. In
this article the notion of a tilting module for finite dimensional algebra was
introduced. Tilting theory now appear in many areas of mathematics, for
example algebraic geometry, theory of algebraic groups and algebraic topol-
ogy. Let T be a tilting module for finite dimensional algebra A and let
B = EndA(T ). Then Happel showed that the two bounded derived cate-
gories Db(A) and Db(B) are equivalent as triangulated category. Therefore
classifying tilting modules is an important problem.
Theory of tilting-mutation introduced by Riedtmann and Schofield is one
of the approach to this problem. Riedtmann and Schofield defined the tilting
quiver related with tilting-mutation. Happel and Unger defined the partial
order on the set of basic tilting modules and showed that tilting quiver is
coincided with Hasse quiver of this poset. These combinatorial structure are
now studied by many authors.
notations. Let Q be a finite connected quiver without loops or oriented
cycles. We denote by Q0 (resp. Q1) the set of vertices (resp. arrows) of Q.
For any arrow α ∈ Q1 we denote by s(α) its starting point and denote by
t(α) its target point (i.e. α is an arrow from s(α) to t(α)). Let kQ be the
path algebra of Q over an algebraically closed field k. Denote by mod-kQ the
category of finite dimensional right kQ modules and by ind-kQ the category
of indecomposable modules in mod-kQ. For any module M ∈ mod-kQ
we denote by |M | the number of pairwise non isomorphic indecomposable
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direct summands of M . For any paths w : a0
α1→ a1
α2→ · · ·
αr→ ar and
w
′
: b0
β1
→ b1
β2
→ · · ·
βs
→ bs,
w · w
′
:=
{
a0
α1→ a1
α2→ · · ·
αr→ ar = b0
β1
→ b1
β2
→ · · ·
βs
→ bs if ar = b0
0 if ar 6= b0,
in kQ. Let P (i) be an indecomposable projective module in mod-kQ asso-
ciated with vertex i ∈ Q0.
In this paper we will consider the set Tp(Q) of basic pre-projective tilting
modules and study its combinatorial structure. In [13] we showed following:
Theorem 0.1. If Q satisfies the following condition (C),
(C) δ(a) := #{α ∈ Q1 | s(α) = a or t(α) = a} ≥ 2 ∀a ∈ Q0,
then for any T ∈ Tp there exists (ri)i∈Q0 ∈ Z
Q0
≥0 such that T ≃ ⊕i∈Q0τ
−ri
Q P (i).
Moreover ⊕i∈Q0τ
−riP (i) 7→ (ri)i∈Q0 induces a poset inclusion,
(Tp(Q),≤)→ (Z
Q0 ,≤op),
where (ri) ≤
op (si)
def
⇔ ri ≥ si for any i ∈ Q0.
One of the result of this paper is that Q satisfies the condition (C) if and
only if (Tp(Q),≤) is a distributive lattice. We note that under the condition
(C) the poset (Tp(Q),≤) has inner poset inclusion τ
−1
Q .
Question 0.2. Let L be a distributive lattice equipped with inner poset in-
clusion τ−1. When (L, τ−1) ≃ (Tp(Q), τ
−1
Q ) for some Q?
As the goal of this paper we will give an answer of this question. Moreover
we will construct a quiver Q satisfying (L, τ−1) ≃ (Tp(Q), τ
−1
Q ).
We now give an outline of this paper.
In Section 1 we recall definitions of tilting modules, tilting quivers, lattices
and distributive lattices.
In Section 2 we define the pre-projective part of tilting quiver and recall
results of [13].
In Section 3 we first show that Q satisfies the condition (C) if and only
if Tp(Q) is an infinite distributive lattice. Next we give an answer of Ques-
tion 0.2.
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1. Preliminary
1.1. Tilting modules. In this sub-section we will recall the definition of
tilting modules and basic results for combinatorics of the set of tilting mod-
ules.
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Definition 1.1. A module T ∈ mod-kQ is tilting module if,
(1) Ext1kQ(T, T ) = 0,
(2) |T | = #Q0.
Remark 1.2. In general, a module T over a finite dimensional algebra A is
called a tilting module if (1) its projective dimension is finite, (2) ExtiA(T, T ) =
0 for any i > 0 and (3) there is a exact sequence,
0→ AA → T0 → T1 → · · · → Tr → 0,
with Ti ∈ add T . If A is hereditary, then it is well-known that this definition
is equivalent to our definition.
We denote by T (Q) the set of (isomorphism classes of) basic tilting mod-
ules in mod-kQ.
Definition-Proposition 1.3. [10, Lemma 2.1] Let T, T
′
∈ T (Q). Then
the following relation ≤ define a partial order on T (Q),
T ≥ T
′ def
⇔ Ext1kQ(T, T
′
) = 0.
Definition 1.4. The tilting quiver
−→
T (Q) is defined as follows:
(1)
−→
T (Q)0 := T (Q),
(2) T → T
′
in
−→
T (Q) if T ≃M ⊕X , T
′
≃M ⊕ Y for some X,Y ∈ ind-kQ,
M ∈ mod-kQ and there is a non split exact sequence,
0→ X →M
′
→ Y → 0,
with M
′
∈ addM .
Theorem 1.5. [9, Theorem 2.1] The tilting quiver
−→
T (Q) is coincided with
the Hasse-quiver of (T (Q),≤).
Remark 1.6. In this paper we define the Hasse-quiver
−→
P of (finite or infinite)
poset (P,≤) as follows:
(1)
−→
P 0 := P ,
(2) x→ y in
−→
P if x > y and there is no z ∈ P such that x > z > y.
1.2. Lattices and distributive lattices. In this subsection we will recall
definition of a lattice and a distributive lattice.
Definition 1.7. A poset (L,≤) is a lattice if for any x, y ∈ L there is the
minimum element of {z ∈ L | z ≥ x, y} and there is the maximum element
of {z ∈ L | z ≤ x, y}.
In this case we denote by x∨y the minimum element of {z ∈ L | z ≥ x, y}
and denote by x ∧ y the maximum element of {z ∈ L | z ≤ x, y}.
Definition 1.8. A lattice L is a distributive lattice if (x∨ y)∧ z = (x∧ z)∨
(y ∧ z) holds for any x, y, z ∈ L.
Remark 1.9. It is well-known that L is a distributive lattice if and only if
(x ∧ y) ∨ z = (x ∨ z) ∧ (y ∨ z) holds for any x, y, z ∈ L.
4 RYOICHI KASE
In this paper we use the following notation.
Definition 1.10. Let (L1,≤1) and (L2,≤2) are posets and φ : L1 → L2 be
an order preserving map.
(1) We call φ a poset inclusion if φ(x) ≤2 φ(y) implies x ≤1 y.
(2) Assume that L1 and L2 are lattices. We call φ lattice inclusion if φ is a
poset inclusion and φ(x∨ y) = φ(x)∨ φ(y), φ(x∧ y) = φ(x) ∧ φ(y) holds for
any x, y ∈ L1.
Definition 1.11. Let L be a lattice. We call an element x ∈ L join-
irreducible if x = y ∨ z implies either y = x or z = x.
Definition 1.12. Let P be a poset and I ⊂ P . We call I poset-ideal of P
if x ≤ y ∈ I implies x ∈ I.
Then we denote by I(P ) the poset ({I : poset-ideal of P},⊂) and call it
the ideal-poset of P .
Theorem 1.13. (Birkhoff’s representation theorem, c.f. [3], [7]) Let L be a
finite distributive lattice and J ⊂ L be the poset of join-irreducible elements
of L. Then L is isomorphic to I(J).
2. Pre-projective tilting modules
In this section we will review [13]. Denote by τ = τQ the Auslander-Reiten
translation of kQ. First we collect basic properties of the Auslander-Reiten
translation.
Proposition 2.1. (cf .[1], [2], [6]) Let A = kQ be a path algebra and M,N ∈
ind-A. Then the following assertions hold.
(1) If M and N are non-injective modules, then
HomA(M,N) ≃ HomA(τ
−1M, τ−1N).
(2) (Auslander-Reiten duality) There is a functorial isomorphism,
DHomA(M,N) ≃ Ext
1
A(N, τM),
where D := Homk(−, k).
(3) For any indecomposable non-projective module X and almost split se-
quence
0→ τX → E → X → 0,
we get
dimHom(M, τX)− dimHom(M,E) + dimHom(M,X) =
{
1 X ≃M
0 otherwise.
Definition 2.2. Let
−→
Tp(Q) be a full sub-quiver of
−→
T (Q) with
−→
Tp(Q)0 =
Tp(Q).
Lemma 2.3.
−→
Tp(Q) is coincided with the Hasse-quiver of (Tp(Q),≤).
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Now we consider the condition,
(C) δ(x) := #{α ∈ Q1 | s(α) = x or t(α) = x} ≥ 2 for any x ∈ Q0.
Let d(X,Y ) := dim Ext1kQ(X,Y ). If Q satisfies the condition (C), then
kQ is representation infinite and pre-projective part of its Auslander-Reiten
quiver is the translation quiver Z≤0Q (cf.[2]). Let Y = τ
−sP (y). Then
Proposition 2.1 implies the following.
d(τ−rP (x), Y ) =


0 if (r, x) 6 (s, y)
1 if (r, x) = (s, y)∑
α:s(α)=x d(τ
−rP (t(α)), Y )
+
∑
α:t(α)=x d(τ
−r+1P (s(α)), Y )
−d(τ−r+1P (x), Y )
if (r, x) ≻ (s, y),
where (r, x)  (s, y) means either (i) r > s or (ii) r = s and there is a path
from x to y hold.
Lemma 2.4. Assume Q satisfies the condition (C). If there is an arrow
γ : x→ y in Q, then
dim Ext1kQ(τ
−rP (y),M) ≤ dim Ext1kQ(τ
−rP (x),M) ≤ dim Ext1kQ(τ
−r−1P (y),M).
for any r ≥ 0 and M ∈ mod-kQ.
We define a map lQ : Q0 × Q0 → Z≥0 as follows: Let Q˜ be a quiver
with Q˜0 := Q0 and Q˜1 := Q1
∐
−Q1 where for any arrow α : x → y in
Q we set −α : y → x. For any path w : x0
α1→ x1
α2→ · · ·
αr→ xr in Q˜ we
put c+(w) := #{i | αi ∈ Q1}. Then we set lQ(x, y) := min{c
+(w) | w :
path from x to y in Q˜}.
Proposition 2.5. If Q satisfies the condition (C), then
Ext1kQ(τ
−rP (i), τ−sP (j)) = 0⇔ r ≤ s+ lQ(j, i)
Proof. (⇒): Let w : j = x0
α1→ x1 → · · ·
αt→ xt = i be a path such that
l(j, i) := lQ(j, i) = c
+(w) and {k1 < k2 < · · · < kl(j,i)} = {k | αk ∈
Q1}. If there exists r > l(j, i) such that Ext
1(τ−rP (i), P (j)) = 0, then, by
Lemma 2.4, we obtain
0 = d(τ−rP (xt), P (j)) ≥ d(τ
−rP (xkl(j,i)), P (j)) ≥ d(τ
−r+1P (xkl(j,i)−1), P (j))
≥ · · · ≥ d(τ−r+l(j,i)−1P (xk1), P (j)) ≥ d(τ
−r+l(j,i)P (xk1−1), P (j))
≥ d(τ−r+l(j,i)P (j), P (j)) ≥ · · · ≥ d(τ−1P (j), P (j)) > 0.
Therefore we get a contradiction. In particular if Ext1kQ(τ
−rP (i), τ−sP (j)) =
0 with r > s+ l(j, i), then by Proposition 2.1, we obtain a contradiction.
(⇐) Let A(j) := {(i, r) | r ≤ l(j, i), Ext1kQ(τ
−rP (i), P (j)) 6= 0}. If
A(j) 6= ∅, then we take r := min{r | (i, r) ∈ A(j) for some i}. Let i ∈ Q0
such that (i, r) ∈ A(j) and (i
′
, r) /∈ A(j) for any i
′
← i in Q. Since
0 < d(τ−rP (i), P (j)) ≤
∑
α:s(α)=i
d(τ−rP (t(α)), P (j))+
∑
β:t(β)=i
d(τ−r+1P (s(β)), P (j)),
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we obtain (1) dj(t(α)+rn) 6= 0 for some α ∈ s(i) or (2) dj(s(β)+(r−1)n) 6=
0 for some β ∈ t(i). Note that r ≤ l(j, i) ≤ l(j, t(α)) for any α ∈ Q1
with s(α) = i and r − 1 ≤ l(j, i) − 1 ≤ l(j, s(β)) for any β ∈ Q1 with
t(β) = i. By the definition of (i, r), we obtain d(τ−rP (t(α)), P (j)) = 0 =
d(τ−r+1P (s(β)), P (j)) for any α ∈ Q1 with s(α) = i and β ∈ Q1 with
t(β) = i. Therefore we get a contradiction. In particular we obtain A(j) = ∅.
Suppose there exists (i, r, s) ∈ Q0 × Z≥0 × Z≥0 such that r ≤ s + l(j, i)
and
Ext1kQ(τ
−rP (i), τ−sP (j)) 6= 0.
If r < s, then Proposition 2.1 shows Ext1kQ(τ
−rP (i), τ−sP (j)) = 0. If r ≥
s, then Proposition 2.1 implies (i, r − s) ∈ A(j). Therefore we obtain a
contradiction.

We note that in the proof of (⇐) of the above Proposition we did not use
the condition (C). In particular we obtain the following Corollary.
Corollary 2.6. Let i, j ∈ Q0 and r, s ∈ Z≥0. If r ≤ s+ lQ(i, j), then
Ext1kQ(τ
−rP (i), τ−sP (j)) = 0.
Theorem 2.7. Assume that Q satisfies the condition (C). Then we get
followings:
(1) Let T ∈ Tp(Q). Then there exists (rx)x∈Q0 ∈ Z
Q0
≥0 such that T =⊕
x∈Q0
τ−rxP (x).
(2)
⊕
x∈Q0
τ−rxP (x)→ (rx)x∈Q0 induces both a poset inclusion,
Tp(Q)→ (Z
Q0
≥0,≤
op)
and a quiver inclusion,
−→
Tp(Q)→
−−−−−−−→
(ZQ0≥0,≤
op)
. In this case we set Tx := rx for any T ≃
⊕
x∈Q0
τ−rxP (x).
Remark 2.8. Assume that Q satisfies the condition (C). We define
T (a) :=
⊕
x∈Q0
τ−lQ(a,x)P (x)
for any a ∈ Q0. Then τ
−rT (a) is the minimum element of {Tp(Q) ∋ T ≃⊕
x∈Q0
τ−rxP (x) | ra ≤ r}.
Proof. Proposition 2.5 shows that T (a) is a minimum element of {T ∈
Tp(Q) | P (a) ∈ add T}. Let T ≃
⊕
x∈Q0
τ−rxP (s) ∈ Tp(Q) such that
ra ≤ r and T
′
=
⊕
x∈Q0
τ−r
′
xP (x) where r
′
x := max{rx, r+ lQ(a, x)} for any
x ∈ Q0. It is easy to check that T
′
∈ Tp(Q). Since r
′
x ≥ r for any x ∈ Q0,
we have τ rT
′
is a basic pre-projective tilting module with P (a) ∈ add T
′
.
In particular we obtain τ rT
′
≥ T (a). Therefore we have T
′
≥ τ−rT (a). 
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3. Main results
In this section we give our main results. Denote by Q the set of finite con-
nected quivers without loops or oriented cycles. First we show the following
Theorem.
Theorem 3.1. Let Q ∈ Q. Then Tp(Q) is an infinite distributive lattice if
and only if Q satisfies the condition (C).
Proof. First we assume that Q doesn’t satisfy the condition (C). Then one
of the following holds,
(a) there is a source s in Q such that δ(s) = 1,
(b) there is a sink s in Q such that δ(s) = 1.
In the case (a), let x be the unique direct successor of s. We denote by I
the set of successors of x. Let C := (⊕i∈Iτ
−2P (i))⊕(⊕i 6∈Iτ
−1P (i)). Then we
consider following five modules T := P (s)⊕ τ−1P (x)⊕C, T
′
:= τ−2P (s)⊕
τ−2P (x)⊕C, X1 := τ
−1P (s)⊕ τ−1P (x)⊕C, X2 := τ
−1P (s)⊕ τ−2P (x)⊕C
and Y := P (s) ⊕ τ−2P (s) ⊕ C. We note that Corollary 2.6 implies T , T
′
,
X1 and X2 are in Tp. We also note that Ext
1
kQ(τ
−2P (s), P (s)) = 0. Indeed
dim Ext1kQ(τ
−2P (s), P (s)) = dim HomkQ(P (s), τ
−1P (s))
= dim HomkQ(P (s), τ
−1P (x))− dim HomkQ(P (s), P (s))
= dim HomkQ(P (s),
⊕
y→x P (y))
+dim HomkQ(P (s),
⊕
z←x τ
−1P (z))
−dim HomkQ(P (s), P (x))
= dim HomkQ(P (s),
⊕
y→x P (y))
+dim Ext1kQ(
⊕
z←x τ
−2P (z), P (s))
−dim HomkQ(P (s), P (x))
= 0.
Therefore we obtain Y ∈ Tp(Q). Since there is the following diagram in
−→
Tp(Q),
T
Y
X1
X2
T
′
Tp is not a distributive lattice.
Similarly, in the case (b), we obtain that Tp(Q) is not a distributive lattice.
Next we assume Q satisfies the condition (C). Then Theorem 2.7 im-
plies that Tp is an infinite distributive lattice. Indeed it is easy to check
that for any basic pre-projective modules T ≃
⊕
x∈Q0
τ−rxP (x) and T
′
≃⊕
x∈Q0
τ−r
′
xP (x), both
⊕
x∈Q0
τ−min{rx,r
′
x}P (x) and
⊕
x∈Q0
τ−max{rx,r
′
x}P (x)
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are also basic pre-projective tilting modules (Remark. Let a := (rx)x∈Q0 , b =
(r
′
x)x∈Q0 ∈ Z
Q0
≥0. Then it is obvious that a ∨ b = (min{rx, r
′
x})x∈Q0 and
a ∧ b = (max{rx, r
′
x})x∈Q0 in the distributive lattice (Z
Q0 ,≤op).).

Example 3.2. We give three examples of
−→
Tp(Q).
(1) Let Q be the quiver:
Then
−→
Tp(Q) is given by the following:
(2) Let Q be the quiver:
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Then
−→
Tp(Q) is given by the following:
(3) Let Q be the quiver:
Then
−→
Tp(Q) is given by the following:
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Lemma 3.3. Assume that Q satisfies the condition (C). Then the set of
join-irreducible elements of Tp(Q) is {τ
−rT (a) | a ∈ Q0, r ∈ Z
Q0
≥0}.
Proof. Theorem 2.7 implies T ∈ Tp(Q) is join-irreducible if and only if there
is the unique direct successor of T in
−→
Tp(Q). Let T be a join irreducible
element and T
′
be the its direct successor. Let a ∈ Q0 such that T
′
a = Ta+1.
Without loss of generality, we can assume that Tx = 0 for some x ∈ Q0.
Then it is suffice to show that T = T (a).
We now define a partial order ≤Q on Q0 as follows:
x ≤Q y
def
⇔ there exists a path from x to y.
Let b ∈ Q0 be a minimal element of {y ∈ Q0 | Ty = 0}. Then T
′′
:=⊕
x 6=b τ
−TxP (x)⊕ τ−1P (b) ∈ Tp(Q). Therefore we obtain Ta = 0. In partic-
ular T ≥ T (a). Suppose that T > T (a). Then there is a path
T → T 1 → T 2 → · · · → T r = T (a).
Since Ta = 0 = T (a)a, we have T
1 6= T
′
. We now get a contradiction.

Definition 3.4. We define a poset J = J(Q) as follows:
• J = Z≥0 ×Q0 as a set.
• (r, a) ≤ (s, b)
def
⇔ lQ(a, x) + r ≥ lQ(b, x) + s for any x ∈ Q0.
We set T (j) := τ−rT (x) for any j = (r, x) ∈ J . Note that
j1 ≤ j2 ⇔ T (j1) ≤ T (j2).
Corollary 3.5. Assume that Q satisfies the condition (C). Then a map
ρ : I(Q) \ {∅} ∋ I 7→
∨
i∈I T (i) ∈ Tp(Q) induces a poset isomorphism
I(Q) \ {∅} ≃ Tp(Q),
where I(Q) be a ideal-poset of J(Q).
Proof. Let I ∈ I(Q) \ {∅}. Then it is easy to check that there is a finite
subset {i1, · · · im} of I such that I = {j ∈ J | j ≤ it for some t}. Then∨
i∈I T (i) =
∨m
t=1 T (it). In particular a map ρ : I(Q)\{∅} ∋ I 7→
∨
i∈I T (i) ∈
Tp(Q) well-defined. It is obvious that ρ is an order-preserving map. Let
I, I
′
∈ I(Q) \ {∅} with ρ(I) ≤ ρ(I
′
) and (r, x) ∈ I. Then T ((r, x)) ≤∨
i∈I T (i) ≤
∨
i∈I
′ T (i) implies r
′
+ lQ(x
′
, x) ≤ r for some i
′
:= (r
′
, x
′
) ∈ I
′
.
Since T ((r, x)) is the minimum element of {T ∈ Tp(Q) | Tx ≤ r}, we obtain
T ((r, x)) ≤ T (i
′
). Therefore we have (r, x) ≤ i
′
. In particular we obtain
(r, x) ∈ I
′
.
We show that ρ is bijection. If ρ(I) = ρ(I
′
), then I ⊂ I
′
and I
′
⊂ I.
Therefore ρ is injection. Let T ∈ Tp(Q). Then it is easy to check that
T =
∨
x∈Q0
τ−TxT (x). Indeed τ−TxT (x) is the minimum element of {T
′
|
T
′
x ≤ Tx}. Therefore we obtain T ≥ τ
−TxT (x) for any x ∈ Q0. In particular
we have T ≥
∨
x∈Q0
τ−TxT (x). Since (
∨
x∈Q0
τ−TxT (x))a ≤ Ta for any
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a ∈ Q0, we obtain T ≤
∨
x∈Q0
τ−TxT (x). Therefore we obtain ρ(I) = T for
I := {j ∈ J | j ≤ (Tx, x) for some x ∈ Q0}. In particular ρ is bijection.

Lemma 3.6. For j = (r, a) ∈ Z≥0×Q0, set P (j) := τ
−rP (a). Then j1 ≤ j2
if and only if there is a path from P (j2) to P (j1) in Auslander-Reiten quiver
of kQ.
Proof. Let j1 = (r, a) and j2 = (s, b). First we assume that there exists an
arrow P (j2) → P (j1) in Γ(kQ). Then we have (1) a → b in Q and r = s
or (2) b → a and r = s + 1. In both of two cases, we have lQ(a, x) + r ≥
lQ(b, x) + s for any x ∈ Q0.
Next we assume that j1 ≤ j2 and let t := lQ(b, a). Then we have r ≥ s+ t.
By definition of lQ, we can take a sub-quiver
b← · · · ← b1 → a1 ← · · · ← b2 → a2 · · · bt → at ← · · · ← a
of Q. In particular we obtain a path
P (j2)→ · · · → τ
−sP (b1)→ τ
−s−1P (a1)→ · · · → τ
−s−tP (at)→ · · · → τ
−s−tP (a)
in Γ(kQ). Now r ≥ s + t implies that there is a path from τ−s−tP (a) to
τ−rP (a) = P (j1) in Γ(kQ). 
Definition 3.7. For any acyclic quiver Γ, we define a poset P(Γ) as follows:
• P(Γ) = Γ0 as a set.
• x ≤ y if there is a path from y to x in Γ.
Corollary 3.8. Let Γp(Q) be the pre-projective component of Auslander-
Reiten quiver of kQ. Then the poset Tp(Q) is isomorphic to I(P(Γp(Q))) \
{∅}.
Example 3.9. Let Q be a quiver:
Q : 0 1 2
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Then I(P(Γp(kQ))) \ {∅} is given by the following:
Let L be an infinite distributive lattice with the maximum element o and
τ−1 be a lattice inclusion L→ L which induces a quiver inclusion
−→
L →
−→
L .
Definition 3.10. Let ∼ be an equivalence relation on
−→
L 1 generated by the
following:
(a)α ∼ τ−1α.
(b)α ∼ β if there is a full sub-quiver S(α, β) of
−→
L .
s(α) t(α)
α
s(β) t(β)
β
S(α, β)
Then we put Λ = Λ(L, τ−1) :=
−→
L 1/∼.
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Let P := L \ τ−1L.
Proposition 3.11. Assume that (L, τ−1) satisfies the following conditions,
(c0) P 6= ∅ is finite.
(c1) L =
∐
r≥0 τ
−rP .
(c2) x 6< τ
−ry for any x, y ∈ P and r > 0.
(c3) x→ y implies y ≥ τ
−1x.
(c4) For any x ∈ P0 there exists a path w : x
α1→ x1
α2→ · · ·
αr→ τ−1x in
−→
L such
that {αi}1≤i≤r is a minimal representable of Λ.
Then the following assertions hold.
(1) If x > y in L, then there is a path from x to y in
−→
L . In particular
−→
L
is a connected quiver.
(2) For any path w : x0
α1→ x1
α2→ · · ·
αr→ xr in
−→
L and λ ∈ Λ we put
φ(w, λ) := #{i | αi/∼ = λ}. If s(w) = s(w
′
) and t(w) = t(w
′
), then
φ(w, λ) = φ(w
′
, λ).
(3) For any x ∈ L we put φ(x) := (φ(w, λ))λ∈Λ, where w is a path from o
to x. Then φ induces a quiver inclusion from
−→
L to the Hasse-quiver of the
poset (ZΛ≥0,≤
op).
(4) Let x, y ∈ L. Then x < y if and only if φ(x) ≤op φ(y)
(5) Let x, y ∈ L and λ ∈ Λ. Then φ(x ∨ y)λ = min{φ(x)λ, φ(y)λ} and
φ(x ∧ y)λ = max{φ(x)λ, φ(y)λ}.
Proof. Let L(x) := {y ∈ L0 | y ≥ x}. We note that L(x) is a distributive
lattice and its Hasse-quiver
−→
L (x) is a full sub-quiver of
−→
L . We claim that
L(x) is finite. Indeed the condition (c1) implies there exists r ≥ 0 such
that x ∈ τ−rP and then the condition (c2) implies L(x) ⊂
∐r
i=0 τ
−iP .
Therefore the condition (c0) implies L(x) is finite. In particular L(x) is a
finite distributive lattice for any x ∈ L.
(1) Let x, y ∈ L with x > y. Since
−→
L (y) is a finite full sub-quiver of
−→
L and
x ∈ L(y), there is a path from x to y in
−→
L .
(2) Let w : x
α1→ x1
α2→ · · ·
αr→ xr = y and w
′
: x
β1
→ x
′
1
β2
→ · · ·
βr
→ x
′
r = y. We
prove with the using of an induction on l(w) = l(w
′
) = r.
(r = 1) In this case the assertion is obvious.
(r > 1) Without loss of generality, we can assume x1 6= x
′
1. Put s =
min{i | xi+1 ≤ x
′
1} then xs ∧ x
′
1 = xs+1. We put
x
′′
i :=
{
xi−1 ∧ x
′
1 if i ≤ s
xi if i ≥ s+ 1
Then we get the following diagram,
x x1 x2 xs−1 xs
x
′′
1 x
′′
2 x
′′
3 x
′′
s x
′′
s+1
x
′′
s+2 x
′′
r = yx
′
1 =
α1 α2 αs
γ1
γ2 γ3 γs+1
αs+1
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in
−→
L . We consider a path w
′′
: x
γ1
→ x
′
1 = x
′′
1
γ2
→ · · ·
γr
→ x
′′
r = y. By hy-
pothesis of induction we get φ(w
′
, λ) = φ(w
′′
, λ) for any λ ∈ Λ. Therefore
it is sufficient to show φ(w, λ) = φ(w
′′
, λ). By the definition of ∼, we get
αi ∼


γi+1 if i ≤ s
γ1 if i = s+ 1
γi if i ≥ s+ 2.
Therefore we obtain φ(w, λ) = φ(w
′′
, λ) for any λ ∈ Λ.
(3) First we show that φ is injective. Let w : x
α1→ x1
α2→ · · ·
αr→ xr, w
′
: x
β1
→
x
′
1
β2
→ · · ·
βr
→ x
′
r are paths in
−→
L . We assume (φ(w, λ))λ∈Λ = (φ(w
′
, λ))λ∈Λ.
Then we show xr = x
′
r with the using of an induction on r.
(r = 1) We note that the condition (c3) implies x1 ∧ x
′
1 ≥ τ
−1x. Indeed,
since L(x1 ∧ x
′
1) is a finite distributive lattice and there are arrows x →
x1, x → x
′
1 in
−→
L (x1 ∧ x
′
1), we obtain either x1 = x1 ∧ x
′
1 = x
′
1 or there are
arrows x1 → x1 ∧ x
′
1, x
′
1 → x1 ∧ x
′
1 in
−→
L (x1 ∧ x
′
1) (i.e. in
−→
L ). Therefore if
x1 6= x
′
1, then φ(p, α1/∼) ≥ 2 for any path p from x to τ
−1x. This contradict
to the condition (c4).
(r > 1) Without loss of generality, we can assume α1 6∼ β1. Let s :=
min{i | αs ∼ β1}. Then there is an arrow xi
α
′
i+1
→ xi ∧ x
′
1 for any i < s. We
note that α
′
s ∼ α
′
s−1 ∼ · · · ∼ α
′
2 ∼ β1 ∼ αs. Therefore we get xs−1∧x
′
1 = xs.
Now we take a path
w
′′
: x
β1
→ x
′
1
γ2
→ x1 ∧ x
′
1
γ3
→ x2 ∧ x
′
1
γ4
→ · · ·
γs
→ xs
αs+1
→ xs+1
αs+2
→ · · ·
αr→ xr,
with γi ∼ αi−1 (2 ≤ i < s). Since (φ(w
′′
, λ))λ∈Λ = (φ(w, λ))λ∈Λ =
(φ(w
′
, λ))λ∈Λ, we obtain xr = x
′
r (we use a hypothesis of an induction).
By applying (2) of this Proposition, we obtain that φ is injective. Now
the assertion follows from the definition of φ.
(4) We only show that φ(x) >op φ(y) implies x > y. Let x, y ∈ L with
φ(x) >op φ(y). Suppose x 6> y then there are two paths x ∨ y
α1→ x1
α2→
· · ·
αs→ xs = x and x ∨ y
β1
→ y1
β2
→ · · ·
βt
→ yt = y. Then φ(x) >
op φ(y) implies
I := {i | βi ∼ α1} 6= ∅. We put i := min I. Then we obtain following
diagram,
x ∨ y y1 y2 yi−1
y
′
1 y
′
2 y
′
3 y
′
ix1 =
β1 β2
α1 γ y
′
l := yl−1 ∧ x1 (l = 1, 2 · · · i)
in
−→
L . Since γ ∼ α we get x1 ∧ yi−1 = yi. Therefore we obtain x ∨ y > x1 ≥
yi ≥ y and x1 ≥ x. We now get a contradiction.
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(5) Since x ∨ y ≥ x, y there are paths, x ∨ y
α1→ x1
α2→ · · ·
αs→ xs = x and
x ∨ y
β1
→ y1
β2
→ · · ·
βt
→ yt = y.
Suppose I := {i | αi ∼ βk for some k} 6= ∅. Let i := min I, j := min{k |
αi ∼ βk} and λ := αi/∼.
We claim xi ∧ yj−1 = xi−1 ∧ yj. Since xi−1 ∧ yj ≤ xi−1, xi−1 ∧ yj ≤ yj, we
obtain
φ(xi−1 ∧ yj)λ′ ≥
{
φ(xi−1)λ + 1 if λ
′
= λ
φ(xi−1)λ′ if λ
′
6= λ.
Above inequalities imply φ(xi−1∧yj) ≤
op φ(xi). Therefore we obtain xi−1∧
yj ≤ xi. In particular we get xi−1 ∧ yj ≤ xi ∧ yj−1. Similarly we obtain
xi ∧ yj−1 ≤ xi−1 ∧ yj.
Since
yj−1 = (x ∨ y) ∧ yj−1
= (xi ∨ yj) ∧ yj−1
= (xi ∧ yj−1) ∨ (yj ∧ yj−1)
= (xi−1 ∧ yj) ∨ yj
= yj,
we get a contradiction. In particular I = ∅.
Since φ(x ∨ y) ≥op (min{φ(x)λ, φ(y)λ})λ, it is sufficient to show that
φ(x ∨ y) 6>op (min{φ(x)λ, φ(y)λ})λ. If φ(x ∨ y) >
op (min{φ(x)λ, φ(y)λ})λ,
then there exists λ ∈ Λ such that φ(x ∨ y)λ < min{φ(x)λ, φ(y)λ}. This
implies there exists (i, j) such that αi/∼ = λ = βj/∼. In particular I 6= ∅.
We obtain a contradiction.

Corollary 3.12. Assume that (L, τ−1) satisfies the conditions (c0) ∼ (c4).
Then a map φ defined in Proposition 3.11 induces a lattice inclusion
L→ (ZΛ,≤op).
Lemma 3.13. Assume that Q satisfies the condition (C). Then (Tp(Q), τ
−1
Q )
satisfies the conditions (c0) ∼ (c4). Moreover we get Λ = Q0 and φ(T ) =
(rx)x∈Q0 for a basic pre-projective tilting module T ≃ ⊕x∈Q0τ
−rxP (x).
Proof. For any T ≃ ⊕x∈Q0τ
−rxP (x), we set Tx := rx. For any arrow α :
T → T
′
in
−→
Tp(Q) we set v(α) ∈ Q0 such that T
′
v(α) = Tv(α) + 1.
First we will show that α ∼ β if and only if v(α) = v(β). Let α : T → T
′
and β : T
′′
→ T
′′′
. We note that v(α) = v(β) if either β = τ−1Q α or there is
the diagram,
T T
′
α
T
′′
T
′′′
β
S(α, β)
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in
−→
Tp(Q). Therefore α ∼ β implies v(α) = v(β).
We assume v(α) = v(β) = x. We show α ∼ β. At first we assume Tx = T
′′
x
and T ≥ T
′′
. Let w : T = X0 → X1 → · · · → T r = T
′′
be a path in
−→
Tp(Q).
Since v(Xi−1 → Xi) 6= x for any i > 0, we obtain a path w
′
: T = Y 0 →
Y 1 → Y 2 → · · · → Y r = T
′′′
, where Y i := Xi−1 ∧ T
′
(1 ≤ i ≤ r). Now we
note that there is a diagram,
Xi−1 Y i−1
αi−1
Xi Y i
αi
(∀i > 0)
In particular we obtain α ∼ β.
Next we show α ∼ β in arbitrary case. Since α ∼ τ
−max{0,T
′′
x −Tx}
Q α and
β ∼ τ
−max{0,Tx−T
′′
x }
Q β, we can assume that Tx = T
′′
x . Then there is an arrow
γ : T ∧ T
′′
→ T
′
∧ T
′′′
with v(γ) = x. Since (T ∧ T
′′
)x = Tx = T
′
x and
T ≥ T ∧ T
′′
≤ T
′′
, we obtain α ∼ γ ∼ β.
Therefore v induces Q0 ≃ Λ. In particular, we obtain φ(T )x = Tx. Now,
by applying Theorem 2.7, we can easily check that (Tp(Q), τ
−1
Q ) satisfies the
conditions (c0) ∼ (c4).

From now on we assume that (L, τ−1) satisfies the conditions (c0) ∼ (c4)
in Proposition 3.11. Put Λ := Λ(L, τ−1). Then we can identify L with its
Hasse-quiver
−→
L . Indeed Proposition 3.11 (1) shows that x > y in L if and
only if there exists a path from x to y in
−→
L . Moreover, by Proposition 3.11
and Corollary 3.12, we can regard L as a sub-lattice of (ZΛ,≤op). Then
for x ∈ L and λ ∈ Λ we denote by xλ the λ-th entry of x. We note
that (τ−1x)λ = xλ + 1 for any x ∈ L and λ ∈ Λ. Now we define τx :=
(xλ − 1)λ∈Λ ∈ L for any x ∈ τ
−1L.
Lemma 3.14. Let λ ∈ Λ. Then there is the minimum element x(λ) of the
set L(λ) := {x ∈ L0 | xλ = 0}. Moreover, λ 7→ x(λ) induces an inclusion
Λ→ P0.
Proof. Since xλ ≥ 1 for any x ∈ L0 \ P0, we obtain #L(λ) < ∞. Therefore
we can take x(λ) := ∧x∈L(λ)x.
Now we assume x(λ1) = x(λ2). Let α be an arrow x(λ1)
α
→ y in L. Since
yλ1 6= 0 and yλ2 6= 0, we obtain λ1 = α/∼ = λ2. 
Remark 3.15. τ−rx(λ) is the minimum element of {x ∈ L | xλ ≤ r}. Indeed
for any x ∈ L with xλ = s ≤ r, we have x
′
:= τ−so∧x ∈ τ−sP and τ sx
′
λ = 0.
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Therefore τ sx
′
≥ x(λ). In particular we have
x ≥ x
′
≥ τ−sx(λ) ≥ τ−rx(λ).
For any λ ∈ Λ we denote by y(λ) the unique direct successor of x(λ).
Definition-Lemma 3.16. We can define a partial order ≤ on Λ as follows:
λ1 ≤ λ2
def
⇔ xλ1 ≥ xλ2 ∀x ∈ L.
Proof. It is obvious that (1) λ ≤ λ for any λ ∈ Λ and (2) λ1 ≤ λ2 ≤ λ3
implies λ1 ≤ λ3. Therefore it is sufficient to show that (3) λ1 ≤ λ2 ≤ λ1
implies λ1 = λ2. Since λ1 ≤ λ2, we get x(λ1)λ2 ≤ x(λ1)λ1 = 0. Therefore
we obtain x(λ1) ≥ x(λ2). Similarly λ2 ≤ λ1 implies x(λ2) ≥ x(λ1). Then
Lemma 3.14 shows λ1 = λ2.

Lemma 3.17. Let λ1, λ2 ∈ Λ. Then λ1 ≤ λ2 if and only if x(λ1)λ2 = 0.
Proof. First we assume that λ1 ≤ λ2. Then we get x(λ1)λ2 ≤ x(λ1)λ1 = 0.
Next we assume that there exists x ∈ L such that xλ1 < xλ2 . We consider
an element c := τxλ1 (τ−xλ1o ∧ x) ∈ P (note that τ−xλ1o ∧ x ∈ τ−xλ1P ).
Since cλ1 = 0 and cλ2 = xλ2 − xλ1 > 0, we obtain 0 < cλ2 ≤ x(λ1)λ2 .

Definition 3.18. Let (L, τ−1) be a pair satisfying the conditions (c0) ∼ (c4).
We define a quiver Q = Q(L, τ−1) having Λ as the set of vertices as follows:
We draw an arrow λ→ λ
′
in Q if x(λ)λ′ = 1 and x(λ
′
)λ = 0.
Now we denote by G(λ, τ−1) the underlying graph of Q(λ, τ−1). Note
that there is an edge λ− λ
′
in G(Λ, τ−1) if and only if x(λ)λ′ + x(λ
′
)λ = 1.
Definition 3.19. Let (L, τ−1) be a pair satisfying the conditions (c0) ∼ (c4).
We define a graph G
′
= G
′
(L, τ−1) having Λ as a set of vertices as follows:
We draw an edge λ− λ
′
in G
′
if one of the following hold.
(1) there is an edge λ − λ
′
in the underlying graph of the Hasse quiver of
(Λ,≤).
(2) there is an arrow α ∈ L1 such that s(α) = y(λ) and α/∼ = λ
′
.
(3) there is an arrow β ∈ L1 such that s(β) = y(λ
′
) and β/∼ = λ.
For any quiver Q ∈ Q we define a quiver Q satisfying the condition (C)
as follows:
(1) Q0 = Q0.
(2) For any pair (x, α) ∈ Q0 × Q1 with δ(x) = 1 and α being an edge
satisfying either s(α) = x or t(α) = x, draw new edge αc : s(α) → t(α) in
Q. For example, if we consider the following quiver Q:
then Q is given by the following:
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Now we give an necessary and sufficient condition for (L, τ−1) being iso-
morphic to (Tp(Q), τ
−1
Q ) (i.e. there exists poset isomorphism ρ : L ≃ Tp(Q)
such that ρ(τ−1x) = τ−1Q ρ(x) holds for any x ∈ L) for some quiver Q ∈ Q.
Theorem 3.20. Let L be an infinite distributive lattice with the maximum
element o and τ−1 be an inner lattice inclusion of L which induces an inner
quiver inclusion of
−→
L . Then the following are equivalent.
(a) (L, τ−1) ≃ (Tp(Q), τ
−1
Q ) for some quiver Q ∈ Q.
(b) (L, τ−1) satisfies the conditions (c0) ∼ (c4) and,
(c5) : G
′
(L, τ−1)1 ⊂ G(L, τ
−1)1.
In this case we can take Q = Q(L, τ−1).
Proof. ((a)⇒ (b)) Let Q ∈ Q such that (L, τ−1) ≃ (Tp(Q)), τ
−1
Q . Then The-
orem 3.1 implies that Q satisfies the conditions (C). Therefore Lemma 3.13
implies that (Tp(Q), τ
−1
Q ) satisfies the conditions (c0) ∼ (c4). We show that
(Tp(Q), τ
−1
Q ) satisfies the condition (c5).
In this case we note that Λ = Q0, x(a)b = lQ(a, b) and a ≤ b⇔ lQ(a, b) =
0. Let a, b ∈ Q0 satisfying one of the following (see Definition 3.19):
(1)There is an edge a − b in the underlying graph of the Hasse-quiver of
(Q0,≤).
(2) There is an arrow α ∈
−→
Tp(Q)1 such that s(α) = y(a) and v(α) = b.
(3) There is an arrow β ∈
−→
Tp(Q)1 such that s(β) = y(b) and β/∼ = a.
It is sufficient to show that lQ(a, b) + lQ(b, a) = 1. First we assume (a, b)
satisfies (1). Then it is obvious that lQ(a, b) + lQ(b, a) = 1. Next we assume
(a, b) satisfies (2). Let lQ(a, b) = l. If l = 0, then there exists a path
a← a1 ← · · · ← ar = b in Q. If a1 6= b, then
t(α)b = lQ(a, b) + 1 > 0 = lQ(a, a1) + lQ(a1, b) = t(α)a1 + lQ(a1, b).
Therefore we get a contradiction. In particular b = a1. We assume l > 0.
Then there exists (a1, a2 · · · , al) ∈ Q
l
0 and (b1, · · · bl) ∈ Q
l
0 such that a ≤ a1,
ai → bi ≤ ai+1 (i = 1, · · · l) and bl ≤ b in Q. If a 6= a1, then we obtain
t(α)b = lQ(a, b) + 1 > lQ(a, b) = lQ(a, a1) + lQ(a1, b) = t(α)a1 + lQ(a1, b).
Therefore we get a contradiction. If b 6= b1, then we obtain
t(α)b = lQ(a, b) + 1 > lQ(a, b) = lQ(a, b1) + lQ(b1, b) = t(α)b1 + lQ(b1, b).
We get a contradiction. Therefore a = a1 and b = b1. In particular we get
lQ(a, b) + lQ(b, a) = 1. Similarly we obtain lQ(a, b) + lQ(b, a) = 1 in the case
of (3).
((b)⇒ (a)) Let Q = Q(L, τ−1). It is sufficient to show that x ∈ ZΛ≥0 is in
L if and only if
(∗) · · · xλ ≤ xλ′ + lQ(λ
′
, λ), ∀λ, λ
′
∈ Λ.
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Let L∗ := {z ∈ ZΛ≥0 | z satisfies (∗)}(≃ Tp(Q)). For any x ∈ L we consider
fλ′ (x) := τ
x
λ
′ (τ−xλ′ o ∧ x). It is easy to check that,
fλ′ (x)λ = max{0, xλ − xλ′}.
Therefore we obtain fλ′ (x) ≥ x(λ
′
) and xλ − xλ′ ≤ fλ′ (x)λ ≤ x(λ
′
)λ. Then
we claim,
(∗∗) · · · x(λ)λ′ ≤ lQ(λ, λ
′
) (∀λ, λ
′
∈ Λ).
We note that (∗∗) implies L ⊂ L∗. Let l = lQ(λ, λ
′
). Without loss of
generality, we can assume 0 < l <∞. Then there exists (λ1, λ2 · · · , λl) ∈ Λ
l
and (λ
′
1, · · ·λ
′
l) ∈ Λ
l such that λ ≤ λ1, λi → λ
′
i ≤ λi+1 (i = 1, · · · l) in Q and
λ
′
l ≤ λ
′
. In particular we obtain
x(λ)λ′ ≤ x(λ1)λ′ ≤ x(λ
′
1)λ′+1 ≤ x(λ2)λ′+1 ≤ · · · ≤ x(λ
l)λ′+l−1 ≤ x(λ
′
l)λ′+l = l.
Therefore we obtain (∗∗). In particular L ⊂ L∗.
We show that L∗ \ L = ∅. Let z ∈ L∗ \ {o} and λ
′
be a maximal element
of Λ(z) := {λ ∈ Λ | zλ ≥ zλ′′ ∀λ
′′
∈ Λ}. We define z
′
∈ ZΛ≥0 as follows:
zλ :=
{
zλ′ − 1 if λ = λ
′
zλ if λ 6= λ
′
.
We can easily check that z
′
∈ L∗. Indeed it is sufficient to check
zλ ≤ zλ′ − 1 + x(λ
′
)λ, ∀λ ∈ Λ(z) \ {λ
′
}).
Now above inequalities followed from maximality of λ
′
. In particular there
is a path
w : o = z0 → z1 → · · · → zr = z,
in ZΛ≥0 such that zi ∈ L
∗. This implies that if L∗ \ L 6= ∅, then ∆∗ := {z ∈
L∗ \ L | ∃x ∈ L such that x→ z in ZΛ≥0} 6= ∅.
Suppose L∗ \L 6= ∅ and let z ∈ ∆∗. Then, by the definition of ∆∗, There
exists (x, λ) ∈ L× Λ such that x→ z in ZΛ≥0 and zλ = xλ + 1. We consider
a path,
x = x0 → x1 → · · · → xr = τ−1x,
in L. Put s := min{i | xiλ = xλ + 1 = zλ}. Then there is a path,
z = z0 → z1 → · · · zs−1 = xs ∈ L,
in L∗ where zi := xi ∧ z. In particular there exists t < s such that zt−1 ∈
L∗ \ L and zt ∈ L. Let λ
′
∈ Λ such that xt
λ
′ = x
t−1
λ
′ + 1. Then we note that
xt−1λ + 1 = z
t−1
λ ≤ z
t−1
λ
′ + lQ(λ
′
, λ) = xt−1
λ
′ + lQ(λ
′
, λ),
xt−1
λ
′ + 1 = xt
λ
′ ≤ xtλ + lQ(λ, λ
′
) = xt−1λ + lQ(λ, λ
′
),
In particular, we obtain 2 ≤ lQ(λ, λ
′
) + lQ(λ
′
, λ).
Therefore it is sufficient to prove the following claim (†):
(†) Let w : x
α
→ y
β
→ z be a path in
−→
L with α/∼ = λ and β/∼ = λ
′
. Let
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p = (pλ)λ∈Λ ∈ Z
Λ
≥0 such that pλ′′ :=
{
xλ′ + 1 if λ
′′
= λ
′
xλ′′ if λ
′′
6= λ
′
.
If p 6∈ L, then
lQ(λ, λ
′
) + lQ(λ
′
, λ) = 1.
We prove (†) with the using of an induction on r := max{zλ, zλ′ }.
(r = 1) We note that x ≥ x(λ). If x(λ)λ′ > 0, then
(x(λ) ∨ z)λ′′ :=


0 if λ
′′
= λ
1 if λ
′′
= λ
′
xλ′′ otherwise.
In particular we get p = x(λ) ∨ z ∈ L. Therefore we get a contradiction.
Since x(λ)λ′ = 0, we obtain λ < λ
′
. If there exists λ
′′
∈ Λ such that
λ < λ
′′
< λ
′
, then zλ′′ = xλ′′ ≤ xλ = 0 < 1 = zλ′ . This is a contradiction.
Therefore the condition (c5) implies that there is an arrow λ
′
→ λ in Q. In
particular we get lQ(λ, λ
′
) + lQ(λ
′
, λ) = 1.
(r > 1) We consider the following three cases:
(1) xλ > 0 and xλ′ > 0. (2) xλ = 0 and xλ′ > 0. (3) xλ > 0 and xλ′ = 0.
In the case of (1) let x
′
:= τ(τ−1o ∧ x), y
′
:= τ(τ−1o ∧ y), and z
′
:=
τ(τ−1 ∧ z). Then there exists a path x
′ α
′
→ y
′ β
′
→ z
′
. Let p
′
∈ ZΛ≥0 with
p
′
λ
′′ :=
{
x
′
λ
′ + 1 if λ
′′
= λ
′
x
′
λ
′′ if λ
′′
6= λ
′
.
We note that α
′
/∼ = λ and β
′
/∼ = λ
′
. If
p
′
∈ L, then p = (τ−1p
′
∨ z) ∧ x ∈ L. This is a contradiction. Therefore we
obtain p
′
6∈ L. Since z
′
λ = zλ − 1 and z
′
λ
′ = zλ′ − 1, the assertion follows
from the hypothesis of induction.
In the case of (2), we first show that xλ′ = x(λ)λ′ . If x(λ)λ′ > xλ′ , then
we get p = x(λ)∨ z ∈ L. This is a contradiction. Therefore, since x ≥ x(λ),
we obtain xλ′ = x(λ)λ′ . Now let z
′
:= y(λ) ∧ z. Since
z
′
λ
′′ =


1 if λ
′′
= λ
x(λ)λ′ + 1 if λ
′′
= λ
′
x(λ)λ′′ otherwise,
we obtain a path x(λ)→ y(λ)
β
′
→ z
′
with β
′
/∼ = λ
′
. Therefore the assertion
follows from the condition (c5).
Finally we consider the case of (3). Let p′ := (τ−1o ∨ z) ∧ x. Then it is
easy to check that pλ′′ = p
′
λ
′′ for any λ
′′
∈ Λ. In particular we get p ∈ L.
This is a contradiction.

Corollary 3.21. An infinite distributive lattice L is isomorphic to Tp(Q)
for some Q ∈ Q if and only if there is a poset inclusion τ−1 : L→ L which
induces a quiver inclusion
−→
L →
−→
L and satisfies the conditions (c0) ∼ (c5).
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