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We use the entanglement negativity, a measure of entanglement for mixed states, to probe the
structure of entanglement in the ground state of a topologically ordered system. Through analytical
calculations of the negativity in the ground state(s) of the toric code model, we explicitly show
that the pure-state entanglement of a region A and its complement B is the sum of two types of
contributions: boundary entanglement and long-range entanglement. Boundary entanglement is
seen to be insensitive to tracing out the degrees of freedom in the interior of regions A and B, and
therefore it only entangles degrees of freedom in A and B that are close to their common boundary.
We recover the well-known result that boundary entanglement is proportional to the size of each
boundary separating A and B and it includes an additive, universal correction. The second, long-
range contribution to pure-state entanglement appears only when A and B are non-contractible
regions (e.g. on a torus) and it is seen to be destroyed when tracing out a non-contractible region
in the interior of A or B. In the toric code, only the long-range contribution to the entanglement
depends on the specific ground state under consideration.
I. INTRODUCTION
The study of entanglement in quantum many-body
systems has in recent years become a highly interdis-
ciplinary endeavor. By studying the scaling of ground
state entanglement, information about the universality
class of both quantum phases transitions [1–3] and topo-
logically ordered phases of matter [4–6] can be obtained
(see [7] for reviews). Moreover, insights into the struc-
ture of entanglement has led to new ways of describing
and numerically simulating many-body states [8].
Much of our present understanding of many-body en-
tanglement is based on studying the entanglement be-
tween a region A of a system and its complement B.
The state |Ψ〉 of a many-body system can be canonically
written in its Schmidt decomposition
|Ψ〉 =
∑
α
√
pα|φα〉A ⊗ |ϕα〉B , (1)
where {|φα〉A} and {|ϕα〉B} are sets of orthonormal
states in A and B, 〈φα|φα′ 〉 = 〈ϕα|ϕα′〉 = δα,α′ , and √pα
are the Schmidt coefficients, with pα ≥ 0,
∑
α pα = 1. It
follows from Eq. 1 that the reduced density matrices
ρA ≡ TrB |Ψ〉〈Ψ| and ρB ≡ TrA |Ψ〉〈Ψ| for regions A and
B have the same eigenvalue spectrum,
ρA =
∑
α
pα|φα〉〈φα|, (2)
ρB =
∑
α
pα|ϕα〉〈ϕα|. (3)
We can then use the von Neumann entropy of ρA,
S(ρA) ≡ −Tr (ρA log2(ρA)) = −
∑
α
pα log2(pα), (4)
and, more generally, the Renyi entropy of order q,
Sq(ρA) ≡ 1
1− q log2Tr ((ρA)
q) =
1
1− q log2
(∑
α
(pα)
q
)
,
(5)
to quantify the amount of entanglement between A and
B.
Consider now a many-body system divided into three
regions: regions A and B, and the rest of the system, C.
Assume that A ∪ B ∪ C is in a pure state |Ψ〉, and let
ρAB ≡ TrC |Ψ〉〈Ψ| be the state of A ∪ B. If part A ∪ B
is entangled with C, then ρAB is a mixed state. We
would like to quantify the entanglement between A and
B contained in ρAB. However, we can no longer use the
entropy of the reduced density matrix ρA = TrB(ρAB) (or
ρB ≡ TrA(ρAB)) to do so, since this entropy quantifies
the entanglement between A and B ∪ C (respectively,
between B and A∪C). Although it is still possible to use
entropy-based measures, such as the mutual information
S(ρA)+S(ρB)−S(ρAB), to characterize the total amount
of correlations between A and B, these measures cannot
distinguish between quantum entanglement and classical
correlations.
Given the mixed state ρAB, with components
ρAB =
∑
ijkl
(ρAB)ijkl |iA ⊗ jB〉〈kA ⊗ lB|, (6)
its partial transposition ρTAAB is defined to have coeffi-
cients
(ρTAAB)kjil ≡ (ρTAAB)ijkl . (7)
A sufficient condition for ρAB to be entangled is that its
partial transposition has at least one negative eigenvalue
n < 0 [9], that is,
ρTAAB 6≥ 0. (8)
Based on this observation, we could use the sum of neg-
ative eigenvalues {ni} of ρTAAB, called negativity N (ρAB)
of ρAB,
N (ρAB) ≡
∑
i
|ni|, (9)
2to characterize the entanglement between regions A and
B. The negativity, first introduced in [10], is of interest
as a measure of mixed-state entanglement because it can
only decrease under local manipulations of subsystems A
and B [11–14], as shown by several authors in the context
of quantum information [15]. As described in [11], an
equivalent quantity, the logarithmic negativity
EN ≡ log2(1 + 2N ), (10)
is an upper bound to how much pure-state entanglement
can be distilled from a mixed state, and therefore it has
an operational meaning.
Recently, using the replica trick, Ref. [16] presented
analytical calculations of the negativity of two intervals
in 1+1 quantum field theories (see also [17, 18] for re-
lated numerical computations). These calculations are
important because they show that the negativity can be
used to extract universal properties of quantum critical
systems, possibly beyond what has been possible through
entropy calculations.
The goal of this paper is to use the negativity to investi-
gate the structure of entanglement in the ground state of
a two-dimensional system with topological order. Specif-
ically, we consider the toric code model [19], which can
be solved exactly. The entanglement between a region
A and the rest of the system in the ground state of the
toric code model has already been characterized previ-
ously using von Neumann [4] and Renyi [20] entropies
[4, 20]. Here, we use the ability to compute the entan-
glement of mixed states to investigate its distribution in
space, in the sense that we explicitly identify, within re-
gions A and B, the specific location of the entangled
degrees of freedom.
We provide an analytical calculation of the negativ-
ity for a number of choices of regions A and B, and
use them to discriminate between two types of contri-
butions to the entanglement of ρAB: boundary entan-
glement and long-range entanglement. Boundary entan-
glement entangles degrees of freedom that are close to
the boundary between A and B; it is proportional to
the size of the boundary; and it includes the well-known
topological term [4–6]. Long-range entanglement occurs
only when the ground subspace is degenerate (e.g. on a
torus), and its amount depends on the specific ground
state of the system. While boundary entanglement sur-
vives the tracing out of bulk degrees of freedom inside
regions A and B, long-range entanglement is destroyed
when a non-contractible regions in the interior of region
A or region B is traced-out. The present decomposition
of entanglement into different types of contributions is al-
ready implicitly present in previous papers, such as Ref.
[5, 21]. By studying the negativity, we can make this
decomposition more concrete and explicitly identify the
spatial origin of each contribution.
The rest of the paper is organized as follows. Section
II reviews some background material. Sect. III analyzes
the simple cases where region A is contractible, in which
case only boundary entanglement is present. Sect. IV an-
alyzes the case where both A and B are non-contractible
regions of a torus, and shows the existence also of long-
range entanglement.
II. BACKGROUND MATERIAL
In this section we briefly review the logarithmic neg-
ativity, the toric code model and its ground states, and
describe the types of regions into which we will divide
the lattice.
A. Negativity
The sum of negative eigenvalues of ρTAAB can be seen to
be equal to (Tr |ρTAAB| − 1)/2, where |O| ≡
√
O†O [11].
Definition. The logarithmic negativity is
E
A|B
N (ρAB) ≡ log2Tr
∣∣ρABTA ∣∣ . (11)
If E
A|B
N (ρAB) > 0, then ρAB is entangled, as it follows
from Peres criterion, Eq. 8. It can be further seen [11]
that the logarithmic negativity is additive, that is
EN (̺A1B1 ⊗ σA2B2) = EN (̺A1B1) + EN (̺A2B2), (12)
and that for a pure state |Ψ〉AB it reduces to the Renyi
entropy of index q = 1/2,
EN (|Ψ〉〈Ψ|) = S1/2(ρA) = 2 log2
(
(ρA)
1/2
)
. (13)
Also see appendix A for a general relation for Renyi en-
tropies of any order.
B. Toric code model
To define the toric code model, we consider a generic
graph (in practice a square lattice with various boundary
conditions), and assign a two-level system or qubit to
each edge.
Definition. For each vertex s and face p in the graph,
we define the star As and plaquette Bp operators
As =
∏
i∈legs(s)
σxi Bp =
∏
i∈boundary(p)
σzi (14)
where σi denotes the Pauli operator acting on spin i, see
Fig. 1(a).
The toric code on a 2D graph with n edges is then
described by the Hilbert space H = (C2)⊗n and by the
local Hamiltonian
H = −U
∑
s
As − J
∑
p
Bp (15)
with U > 0 and J > 0, and where As and Bp are opera-
tors acting on the edges ending at vertex s and the edges
surrounding face p, respectively.
3FIG. 1. (a) Toric code on a lattice made of 40 sites, rep-
resented by circles. The support of a star term As and of a
plaquette term Bp, eq. (14) is represented. (b) Example of
regions A, B, and C, such that no star or plaquette opera-
tor acts on more than two regions simultaneously. (c) Square
lattice with the topology of a torus, showing the support of
loop operators W z1 , W
x
1 , W
z
2 , and W
x
2 .
C. Ground states
Given a complete set of κ independent non-contractible
loops on the graph [κ = 2g for a surface of genus g],
we define the corresponding loop operators {W zi }, with
i = 1, · · · , κ, where each W zi is a loop of σz operators.
The ground state which is the +1 eigenstate of all non-
contractible σz loop operators W zi is then
|ψ0〉 = N
∏
indep.
Bp
(
I+Bp
2
) κ∏
loop ops,
i=1
(
I+W zi
2
)
|+ · · ·+〉 ,
(16)
where N is a normalization constant such that
〈ψ0 | ψ0〉 = 1. This state is the equal weight superpo-
sition of all loop σz operators on the lattice acting on
the reference state |+ · · ·+〉.
Note that this ground state is identical to the more
familiar form
|ψ0〉 = N
∏
indep.
As
(
I+As
2
)
|0 · · · 0〉 . (17)
Other ground states can be obtained by acting on |ψ0〉
with linear combinations of products of W xi operators.
FIG. 2. (a) Partition of a generic lattice (of arbitrary topol-
ogy) into a contractible region A and its complement B. Index
µ labels loop configurations at the boundary between A and
B. (b) Refined partition, in which A further decomposes into
A1 and A2, and B into B1 and B2. Notice that A2 shares
no border with B, and B2 shares no border with A. Indices
µ, ν, and τ label loop configurations at the corresponding
boundaries.
That is, a generic ground state can be written as
|ψ〉 =
1∑
k1,k2,··· ,kκ=0
ck1···kκ (W
x
1 )
k1 (W x2 )
k2 · · · (W xκ )kκ |ψ0〉
(18)
where
∑
~k
∣∣c~k∣∣2 = 1 so that 〈ψ | ψ〉 = 1.
Example. For a torus g = 1, the ground state |ψ0〉 is
|ψ0〉 = N
∏
indep.
Bp
(
I+Bp
2
)(
I+W z1
2
)(
I+W z2
2
)
|+ · · ·+〉
(19)
where the two loops W z1 and W
z
2 go around the two dif-
ferent radii of the torus, see Fig. 1(b).
The general ground state can then be written as
|ψ〉 =
1∑
k1,k2=0
ck1k2 (W
x
1 )
k1 (W x2 )
k2 |ψ0〉 (20)
where |c00|2 + |c01|2 + |c10|2 + |c11|2 = 1.
In Sect. IV, we will also use an alternative basis of
ground states |ψi〉 on the torus, where i = I, e,m, em is
the anyonic flux threading the interior of the torus in the
horizontal direction, see Eqs. 50-53.
D. Regions
In the next sections we will divide the lattice into two
or more regions, see Fig. 1(b). We will only consider
divisions of the lattice into regions such that the star
operators As and plaquette operators Bp only act non-
trivially on at most two regions each. Although this re-
striction does not appear to be essential in order to per-
form an exact calculation of the negativity, it simplifies
the derivation significantly.
III. REGION A IS CONTRACTIBLE
In this section we analyze a setting where region A
is contractible, whereas region B (the complement of A,
4such that A∪B is the whole lattice) is arbitrary, see Fig.
2(a). [Here we only discuss explicitly a contractible re-
gion A that is simply connected, and later simply explain
how the results generalize to an arbitrary number of sim-
ply connected, contractible regions]. First we compute
the negativity for the pure state of A ∪ B. Then, after
considering a refined partition of the system into regions
A1, A2, B1, and B2, where A = A1∪A2 and B = B1∪B2,
see Fig. 2(b), we compute the negativity for the mixed
state of A1 ∪B1.
A. Schmidt decomposition of a bipartition
Consider the bipartition A|B in Fig. 2(a), where region
A is contractible and A ∪B is an arbitrary surface.
Proposition 1. The ground state |ψ0〉 of Eq. 16 has the
Schmidt decomposition
|ψ0〉 = µmax− 12
µmax∑
µ=1
|eµ〉A ⊗ |fµ〉B (21)
where µmax = 2
nAB−1 such that nAB is the number of
plaquettes spanning the boundary between A and B. Also,
〈eµ′ | eµ〉 = 〈fµ′ | fµ〉 = δµµ′ .
Example. In the specific case of Fig. 3(a), on a square
lattice, region A is made of 10 sites, and its boundary is
crossed by 8 plaquettes, so that nAB = 8.
Proof. The ground state |ψ0〉 in Eq. 16 can be written as
|ψ0〉 = N
(∑
all loops of σz operators in A ∪B
)
|+ · · ·+〉
= N
(∑
all loops of σz operators crossing the boundary A | B up to equivalance class
)
·
(∑
all loops of σz operators in A
)
A
|+ · · ·+〉A ⊗
(∑
all loops of σz operators in B
)
B
|+ · · ·+〉B (22)
where the equivalence class is such that 2 loops are equivalent if one can be deformed into the other by loop operators
in A and/or B only.
Thus we can, without loss of generality, consider only
loops made up of plaquette operators Pµ acting across
the boundary.
|ψ0〉
= N
(
µmax∑
µ=1
prod of plaquette ops on boundary, Pµ
)
AB
·
(∑
all loops in A
)
A
|+ · · ·+〉A
⊗
(∑
all loops in B
)
B
|+ · · ·+〉B (23)
However, not all loops constructed from plaquettes on
the boundary entangle regions A and B. In particular,
the product of all plaquettes on the boundary A | B is a
unitary operation acting locally in A and B separately,
see Fig. 3(b) Therefore, the number of independent pla-
quettes on the boundary is nAB − 1 [This is valid for
every boundary curve. In the present case there is only
one such boundary curve]. Hence
µmax = 2
nAB−1 (24)
where nAB is the total number of plaquettes on the
boundary A | B.
We can then ‘cut’ the loops Pµ into 2 open strings
in regions A and B that meet on the boundary, see Fig.
3(c). Formally, this is simply re-writing Pµ = PµA⊗PµB,
so that
|ψ0〉 = N
µmax∑
µ=1
[
PµA
(∑
all loops in A
)
A
|+ · · ·+〉A
]
︸ ︷︷ ︸
∝|eµ〉A
⊗
[
PµB
(∑
all loops in B
)
B
|+ · · ·+〉B
]
︸ ︷︷ ︸
∝|fµ〉B
=
µmax∑
µ=1
µmax
− 12 |eµ〉A ⊗ |fµ〉B (25)
where |eµ〉 and |fµ〉 are normalised so that 〈eµ′ | eµ〉 =
〈fµ′ | fµ〉 = δµµ′ . We thus have the desired result for the
ground state |ψ0〉.
Proposition 2. A generic ground state |ψ〉, Eq. 18, has
the Schmidt decomposition
|ψ〉 = µmax− 12
µmax∑
µ=1
|eµ〉A ⊗
∣∣∣f (ψ)µ 〉
B
(26)
where µmax = 2
nAB−1 such that nAB is the number
of plaquettes spanning the boundary A | B. Moreover,
〈eµ′ | eµ〉 =
〈
f
(ψ)
µ′ | f (ψ)µ
〉
= δµµ′ .
Proof. Region A is contractible, that is, any non-
contractible loop can be deformed locally so as to be
5FIG. 3. (a) Region A made of 10 sites. There are 8 pla-
quette operators acting across its boundary. (b) One of these
plaquette operators can be obtained, plaquette operators con-
tained inside of A and by plaquette operators contained out-
side of A, as the product of the other 7 plaquette operators.
Consequently, we say that there are 7 independent plaquette
operators across the boundary of region A. (c) A plaquette
operator P acting across the boundary of A can be broken
into two operators PA and PB , acting inside and outside of
region A.
entirely contained in region B. Non-contractible loops
of σx operators are precisely those required to obtain the
general ground states from |ψ0〉, and hence the Schmidt
coefficients of the general ground state are exactly the
same as that of |ψ0〉. We show this explicitly by combin-
ing Eqs. 18 and 21, so that
|ψ〉
=
1∑
k1,k2,··· ,kκ=0
ck1k2···kκ (W
x
1 )
k1 (W x2 )
k2 · · · (W xκ )kκ
·
(
µmax
−1/2
µmax∑
µ=1
|eµ〉A ⊗ |fµ〉B
)
= µmax
−1/2
µmax∑
µ=1
|eµ〉A
⊗

 1∑
k1,··· ,kκ=0
ck1···kκ (W
x
1 )
k1 · · · (W xκ )kκ


B
|fµ〉B
︸ ︷︷ ︸∣∣∣f(ψ)µ 〉
B
(27)
where〈
f
(ψ)
µ′ | f (ψ)µ
〉
B
= 〈fµ′ |

∑
k′
ck′
∏
ik′
W xik′

†
B
(∑
k
ck
∏
ik
W xik
)
B
|fµ〉B
= δµ,µ′ (28)
is orthonormal as desired.
B. Decomposition for a more refined partition
Consider a more refined partition of spins (see 2, b),
where A = A1 ∪ A2 and B = B1 ∪ B2 such that region
B2 is contractible.
Proposition 3. The ground state |ψ0〉 can be decom-
posed as
|ψ0〉 =µmax− 12
µmax∑
µ
(
νmax
− 12
νmax∑
ν
|eµν〉A1 |gν〉A2
)
·
(
τmax
− 12
τmax∑
τ
|fµτ 〉B1 |hτ 〉B2
)
(29)
where 〈ep′q′ | epq〉 = 〈fp′q′ | fpq〉 = δpp′δqq′ and
〈gp′ | gp〉 = 〈hp′ | hp〉 = δpp′ . Also,
µmax = 2
nA1B1−1 (30)
νmax = 2
nA1A2−1 (31)
τmax = 2
nB1B2−1. (32)
Remark. Equation (29) is very much reminiscent of
eq. (21). Indeed, we have that
|eµ〉A =
(
νmax
− 12
νmax∑
ν
|eµν〉A1 |gν〉A2
)
(33)
and
|fµ〉B =
(
τmax
− 12
τmax∑
τ
|fµτ 〉B1 |hτ 〉B2
)
(34)
which we expect since eqs. (21) and (29) differ only by a
’refining’ of the partitions.
Proof. See appendix.
Proposition 4. A generic ground state |ψ〉, Eq. 18, can
be decomposed as
|ψ〉 =µmax− 12
µmax∑
µ
(
νmax
− 12
νmax∑
ν
|eµν〉A1 |gν〉A2
)
·
(
τmax
− 12
τmax∑
τ
∣∣∣f (ψ)µτ 〉
B1
|hτ 〉B2
)
(35)
6where 〈ep′q′ | epq〉 =
〈
f
(ψ)
p′q′ | f (ψ)pq
〉
= δpp′δqq′ and
〈gp′ | gp〉 = 〈hp′ | hp〉 = δpp′ , and where µmax, νmax, τmax
are defined as in proposition 3.
Proof. As with proposition 2, to get the result for any
other ground state, we note that any non-contractible
loop can be entirely contained in region B1. Hence we
get the desired result by combining the previous equation
with Eq. 18.
C. Entanglement Negativity
1. Entanglement between A and B
Proposition 5. The logarithmic negativity E
A|B
N be-
tween regions A and B for any ground state is given by
E
A|B
N (|ψ〉 〈ψ|) = nAB − 1. (36)
Remark. Since in this case the state of A ∪ B is pure,
this expression for the logarithmic negativity is equiva-
lent to the Renyi entropy S1/2, Eq. 13. Thus, the above
proposition recovers the result of previous calculations
of ground-state entanglement in the toric code, see e.g.
Refs. [4, 20].
Proof. From proposition 2,
|ψ〉 = 2−(nAB−1)/2
µmax∑
µ=1
|eµ〉A ⊗
∣∣∣f (ψ)µ 〉
B
. (37)
Let ρAB = |ψ〉 〈ψ|. Then,
ρAB
TA = 2−(nAB−1)
µmax∑
µ,µ′=1
|eµ〉 〈eµ′ |A ⊗
∣∣∣f (ψ)µ′ 〉〈f (ψ)µ ∣∣∣
B
,
(38)
where we choose to take the partial transposition in the
|eµ〉A basis. Taking the square, we have that
(
ρTAAB
)2
= 2−2(nAB−1)
µmax∑
µ,µ′=1
|eµ〉 〈eµ|A⊗
∣∣∣f (ψ)µ′ 〉〈f (ψ)µ′ ∣∣∣
B
.
(39)
Thus we can compute
∣∣ρABTA ∣∣ =√ρABTA†ρABTA =√(ρABTA)2
=
√
2−2(nAB−1)
µmax∑
µ,µ′=1
|eµ〉 〈eµ|A ⊗
∣∣∣f (ψ)µ′ 〉〈f (ψ)µ′ ∣∣∣
B
(40)
where the last equality follows since the state is already
in its eigenvalue decomposition. Therefore we have the
negativity as
E
A|B
N (|ψ〉 〈ψ|)
= log2Tr
∣∣ρABTA∣∣
= log2Tr

2−(nAB−1) µmax∑
µ,µ′=1
|eµ〉 〈eµ|A ⊗
∣∣∣f (ψ)µ′ 〉〈f (ψ)µ′ ∣∣∣
B


= log2 2
(nAB−1) = nAB − 1 (41)
as required.
Remark. Since the state ρAB is a pure state, the nega-
tivity for the bipartition is exactly the same as the Re´nyi
entropy of ρA = trB (ρAB), as expected.
2. Entanglement between A1 and B1
Proposition 6. The logarithmic negativity E
A1|B1
N be-
tween regions A1 and B1 for a generic ground state |ψ〉
is given by
E
A1|B1
N (ρA1B1) = nAB − 1 (42)
where ρA1B1 = TrA2B2 |ψ〉 〈ψ|.
Proof. From proposition 4,
|ψ〉 =µmax− 12
µmax∑
µ
(
νmax
− 12
νmax∑
ν
|eµν〉A1 |gν〉A2
)
·
(
τmax
− 12
τmax∑
τ
∣∣∣f (ψ)µτ 〉
B1
|hτ 〉B2
)
. (43)
So, the reduced density matrix over A1 and B1 is
ρA1B1 = TrA2B2 |ψ〉 〈ψ|
= µmax
−1
µmax∑
µ,µ′=1
·νmax−1
νmax∑
ν=1
|eµ′ν〉 〈eµν |A
⊗ τmax−1
τmax∑
τ=1
∣∣∣f (ψ)µ′τ 〉〈f (ψ)µτ ∣∣∣
B
. (44)
Taking the partial transpose and squaring, we have that(
ρTAA1B1
)2
= µmax
−2
µmax∑
µ=1
νmax∑
ν=1
νmax
−2 |eµν〉 〈eµν |A
⊗
µmax∑
µ′=1
τmax∑
τ=1
τmax
−2
∣∣∣f (ψ)µ′τ 〉〈f (ψ)µ′τ ∣∣∣
B
(45)
and therefore we have that∣∣ρA1B1TA∣∣ =√ρA1B1TA†ρA1B1TA =√(ρA1B1TA)2
= µmax
−1
µmax∑
µ=1
νmax∑
ν=1
νmax
−1 |eµν〉 〈eµν |A
⊗
µmax∑
µ′=1
τmax∑
τ=1
τmax
−1
∣∣∣f (ψ)µ′τ 〉〈f (ψ)µ′τ ∣∣∣
B
(46)
7where the last equality follows because the state is, as
with the previous case, already in its eigenvalue decom-
position. Therefore the negativity reads
E
A1|B1
N (ρA1B1)
= log2Tr
∣∣ρA1B1TA ∣∣
= log2Tr
(
µmax
−1
µmax∑
µ=1
νmax∑
ν=1
νmax
−1 |eµν〉 〈eµν |A
⊗
µmax∑
µ′=1
τmax∑
τ=1
τmax
−1
∣∣∣f (ψ)µ′τ 〉〈f (ψ)µ′τ ∣∣∣
B


= log2 µmax = nAB − 1 (47)
as required.
D. Interpretation
We have just seen that the negativity of ρAB (pure
state) and of ρA1B1 (mixed state) are the same,
E
A|B
N (ρAB) = E
A1|B1
N (ρA1B1) = nAB − 1. (48)
This result indicates that the entanglement between
parts A and B, as measured by the negativity, survives
the operation of tracing out the bulk of A and B (that is,
tracing out regions A2 and B2). We conclude that this
entanglement must be entangling the degrees of freedom
of A and B that are very close to the boundary between
these two regions. We therefore refer to this entangle-
ment as boundary entanglement. Notice also that bound-
ary entanglement is proportional to the size of the bound-
ary (in this case, as measured by the number of plaquette
terms across the boundary), and contains a universal cor-
rection −1, the topological entanglement entropy [4–6].
[We can relate the −1 in Eq. 48 to the topological entan-
glement entropy thanks to the fact that for pure states
the negativity is the Renyi entropy S1/2, Eq. 13].
For a contractible region Amade of p simply connected
subregions α = 1, · · · , p, a generalization of the above
calculations shows that the pure-state negativity is made
of p contributions,
E
A|B
N =
∑
α
(n
(α)
AB − 1), (49)
where n
(α)
AB is the number of plaquettes across the bound-
ary of subregion α. All of these contributions are robust
against the tracing out of bulk degrees of freedom. A
given contribution will disappear upon tracing out the
corresponding subregion.
IV. REGIONS A AND B ARE NOT
CONTRACTIBLE
In this section we specialize, for the sake of concrete-
ness, to a lattice A∪B with the topology of a torus, and
FIG. 4. (a) Partition of a torus (lattice with periodic bound-
ary conditions in the horizontal and vertical directions) into
regions A and B. Notice that regions A and B and not con-
tractible share two boundaries. Indices µ and ν are used to
label loop configurations at these boundaries. (b) Refined
partition of the torus. Each subregion A1, A2, B1, and B2 is
non-contractible.
consider non-contractible regions A and B connected by
two boundaries, see Fig. 4(a). First we compute the
negativity for the pure state of A∪B. Then, once again,
we consider a refined partition into regions A1, A2, B1,
and B2, where A = A1 ∪ A2 and B = B1 ∪ B2, see Fig.
4(b), and compute the negativity for the mixed states of
A ∪B1 and A1 ∪B1.
A. Schmidt decomposition of a bipartition
Consider the bipartition A|B of a torus in Fig. 4(a).
Let |ψI〉 be the ground state that is the +1 eigenstate
of W z1 and W
x
1 , where the ‘1’-direction is vertical in
fig. 4(c).
|ψI〉 = N
∏
indep.
Bp
(
I+Bp
2
)(
I+W z1
2
)
|+ · · ·+〉 (50)
where N is the normalization such that 〈ψI | ψI〉 = 1.
We also label the other eigenstates of W z1 and W
x
1 as
|ψe〉 = W x2 |ψI〉 (51)
|ψm〉 = W z2 |ψI〉 (52)
|ψem〉 = W x2W z2 |ψI〉 (53)
The states {|ψI〉 , |ψe〉 , |ψm〉 , |ψem〉} have definite anyon
flux (of type i = I, e,m, em) threading through the in-
terior of the torus in the horizontal direction. Since this
set forms a complete basis of the ground state space, a
generic ground state |ψ〉 can be written as
|ψ〉 =
∑
i=I,e,m,em
ci |ψi〉 (54)
Proposition 7. The ground state |ψI〉 has the Schmidt
decomposition
|ψI〉 = µmax− 12 γmax− 12
µmax∑
µ=1
γmax∑
γ=1
|eµγ〉A ⊗ |fµγ〉B (55)
8where µmax = 2
n
(1)
AB
−1 such that n
(1)
AB is the number of
plaquettes spanning one of the common boundaries of A
and B, and where γmax = 2
n
(2)
AB
−1 such that n
(2)
AB is the
number of plaquettes spanning the other boundary of A
and B. Also, 〈eµ′γ′ | eµγ〉 = 〈fµ′γ′ | fµγ〉 = δµµ′δγγ′.
Proof. See appendix.
Proposition 8. Let |ψi〉 with i = I, e,m, em denote a
ground state which is an eigenstate of the operators W z1
and W x1 (i.e. has definite flux). The ground state |ψi〉
has the Schmidt decomposition
|ψi〉 = µmax− 12 γmax− 12
µmax∑
µ=1
γmax∑
γ=1
∣∣∣e(ψi)µγ 〉
A
⊗
∣∣∣f (ψi)µγ 〉
B
(56)
where µmax and γmax are defined in proposition 7. Also,〈
e
(ψi′ )
µ′γ′ | e(ψi)µγ
〉
=
〈
f
(ψi′ )
µ′γ′ | f (ψi)µγ
〉
= δµµ′δγγ′δii′ .
Proof. The case for i = I is covered in proposition 7. For
i = e, from Eq. 51 and the i = I case we have
|ψe〉
= µmax
− 12 γmax
− 12W x2
µmax∑
µ=1
γmax∑
γ=1
|eµγ〉A ⊗ |fµγ〉B
= µmax
− 12 γmax
− 12
µmax∑
µ=1
γmax∑
γ=1
W x2 A |eµγ〉A︸ ︷︷ ︸∣∣∣e(ψe)µγ 〉
A
⊗W x2 B |fµγ〉B︸ ︷︷ ︸∣∣∣f(ψe)µγ 〉
B
(57)
where we have rewritten W x2 = W
x
2 A ⊗ W x2 B.
Here,
〈
e
(ψI)
µ′γ′ | e(ψe)µγ
〉
=
〈
f
(ψI)
µ′γ′ | f (ψe)µγ
〉
= 0 and〈
e
(ψe)
µ′γ′ | e(ψe)µγ
〉
=
〈
f
(ψe)
µ′γ′ | f (ψe)µγ
〉
= δµµ′δγγ′ . The cases
i = m, em follow in an analogous manner.
Proposition 9. The general ground state |ψ〉 has the
Schmidt decomposition
|ψ〉 =
∑
i=I,e,m,em
ci
µmax∑
µ=1
γmax∑
γ=1
µmax
− 12 γmax
− 12
·
∣∣∣e(ψi)µγ 〉
A
⊗
∣∣∣f (ψi)µγ 〉
B
(58)
where µmax and γmax are defined in proposition 7, and ci
is defined in eq. (54).
Proof. It follows directly from proposition 8 and the fact
that
〈
e
(ψi′ )
µ′γ′ | e(ψi)µγ
〉
=
〈
f
(ψi′)
µ′γ′ | f (ψi)µγ
〉
= δµµ′δγγ′δii′ .
B. Decomposition for a more refined partition
Consider the more refined partition of Fig. 4(b), where
A = A1 ∪A2 and B = B1 ∪B2.
Proposition 10. The ground state |ψI〉 has the decom-
position
|ψI〉 =µmax− 12 γmax− 12 νmax− 12 τmax− 12
µmax∑
µ=1
γmax∑
γ=1
νmax∑
ν=1
τmax∑
τ=1
|eνγ〉A1 |fµτ 〉B1 |gµν〉A2 |hτγ〉B2
(59)
where the indices µ, γ, ν and τ range from 1 to
µmax = 2
nA2B1−1 (60a)
γmax = 2
nA1B2−1 (60b)
νmax = 2
nA1A2−1 (60c)
τmax = 2
nB1B2−1. (60d)
As usual, n denotes the number of plaquettes span-
ning one of the relevant boundary, and the states satisfy
〈ep′q′ | epq〉 = 〈fp′q′ | fpq〉 = 〈gp′q′ | gpq〉 = 〈hp′q′ | hpq〉 =
δpp′δqq′ .
Proof. Directly analogous to the proof for proposition 7.
Proposition 11. A generic ground state |ψ〉 has the decomposition
|ψ〉 =
∑
i=I,e,m,em
ciµmax
− 12 γmax
− 12 νmax
− 12 τmax
− 12
µmax∑
µ=1
γmax∑
γ=1
νmax∑
ν=1
τmax∑
τ=1
∣∣∣e(ψi)νγ 〉
A1
∣∣∣f (ψi)µτ 〉
B1
∣∣∣g(ψi)µν 〉
A2
∣∣∣h(ψi)τγ 〉
B2
(61)
where µmax, γmax, νmax and τmax are defined in proposition 10, and ci is defined in eq. (54). Moreover, the states
satisfy
〈
e
(ψi′ )
p′q′ | e(ψi)pq
〉
=
〈
f
(ψi′)
p′q′ | f (ψi)pq
〉
=
〈
g
(ψi′ )
p′q′ | g(ψi)pq
〉
=
〈
h
(ψi′ )
p′q′ | h(ψi)pq
〉
= δpp′δqq′δii′ .
9Proof. Directly analogous to the proof for propositions 8
and 9.
C. Entanglement negativity
1. Entanglement between A and B
Proposition 12. The logarithmic negativity E
A|B
N be-
tween regions A and B for any ground state with definite
flux |ψi〉 is
E
A|B
N (|ψi〉 〈ψi|) =
(
n
(1)
AB − 1
)
+
(
n
(2)
AB − 1
)
(62)
for any i = I, e,m, em.
Proof. From the Schmidt decomposition of |ψi〉 in propo-
sition 8, and following the same procedure as outlined in
the proof of proposition 5, we have the negativity as
E
A|B
N = log2 (µmaxγmax) . (63)
The desired result follows directly from the definition
of µmax and γmax (proposition 7).
Proposition 13. The logarithmic negativity E
A|B
N be-
tween regions A and B for any ground state |ψ〉 is
E
A|B
N (|ψ〉 〈ψ|) = 2 log2
∑
i
|ci|+
(
n
(1)
AB − 1
)
+
(
n
(2)
AB − 1
)
(64)
for any i = I, e,m, em.
Proof. From the decomposition of |ψ〉 in proposition 9,
and following the previous proof, we have the negativity
as
E
A|B
N = log2



∑
i,j
|ci| |cj |

µmaxγmax

 . (65)
The desired result follows directly from the observation
that
∑
i,j |ci| |cj | = (
∑
i |ci|)2.
Remark. The logarithmic negativity E
A|B
N for any
ground state |ψ〉 is a combination of two entropies:
E
A|B
N (|ψ〉 〈ψ|)
= 2 log2
∑
i
|ci|︸ ︷︷ ︸
new contribution
+
(
n
(1)
AB − 1
)
+
(
n
(2)
AB − 1
)
︸ ︷︷ ︸
same as eq. (62)
. (66)
2. Entanglement between A and B1
Proposition 14. The logarithmic negativity E
A|B1
N be-
tween regions A and B1 for any ground state is given
by
E
A|B1
N (ρAB1) = nA2B1 − 1 (67)
where ρAB1 = TrB2 |ψ〉 〈ψ|.
Proof. See appendix.
3. Entanglement between A1 and B1
Proposition 15. The logarithmic negativity E
A1|B1
N be-
tween regions A1 and B1 for any ground state is given
by
E
A1|B1
N (ρA1B1) = 0 (68)
where ρA1B1 = TrA2B2 |ψ〉 〈ψ|.
Proof. We have the decomposition of the generic ground
state from proposition 11. So, the reduced density matrix
over A and B1 is
ρA1B1
= TrA2B2 |ψ〉 〈ψ|
=
∑
i=I,e,m,em
|ci|2 µmax−1γmax−1νmax−1τmax−1
νmax∑
ν=1
γmax∑
γ=1
∣∣∣e(ψi)νγ 〉〈e(ψi)νγ ∣∣∣
A1
⊗
µmax∑
µ=1
τmax∑
τ=1
∣∣∣f (ψi)µτ 〉〈f (ψi)µτ ∣∣∣
B1
(69)
This state is explicitly separable, that is unentangled,
and therefore
E
A1|B1
N (ρA1B1) = 0 (70)
as required.
V. DISCUSSION
A. Boundary and long-range entanglement
Derivations analogous to the ones presented in the two
preceding sections lead to an analytical expression for
the negativity for a large variety of settings. Fig. 5 dis-
plays two sequences of such settings. [Notice that several
settings in Fig. 5 are equivalent to the ones we already
considered above]. To ease the notation, in this last sec-
tion we divide a torus into three (changing) regions A, B,
and C, and trace out region C. Then we study the nega-
tivity E
A|B
N of ρAB. As in the previous section, the torus
is in an arbitrary ground state |ψ〉 =∑i ci|ψi〉, where the
index i labels the possible anyonic fluxes, i = I, e,m, em,
inside the torus in the horizontal direction,.
The general expression for the negativity for the set-
tings considered in Fig. 5 confirms that the entanglement
between A and B is made of two types of contributions:
entanglement directly associated to each of the bound-
aries Γm (m = 1, 2) between regions A and B, and long-
range entanglement,
E
A|B
N =
∑
m
EΓmN + E
long
N . (71)
10
FIG. 5. Sequence of partitions of the torus into regions A and
B and (possibly, in grey) a complementary region C that is
traced out. The negativity allows us to explicitly decompose
the entanglement between A and B in setting (a) into bound-
ary contributions (which originate near the boundary and are
thus insensitive to the tracing out of degrees of freedom away
from those boundaries) and long-range contributions. Only
the entanglement of ρAB in settings (a) and (b) receives long-
range contributions. The mixed state ρAB for settings (f) and
(g) is not entangled.
Here, each boundary Γm between A and B contributes an
amount EΓmN that is independent of the particular choice
of ground state |Ψ〉 and that further breaks into the sum
of a term proportional to the size |Γm| of the boundary,
and a universal, topological correction EγN ≡ −γ = −1
[4], where γ ≡ log2D and D = 2 is the total quantum
dimension of the toric code [5, 6]. In turn, the long-range
contribution ElongN depends on the choice of ground state,
ElongN = 2 log2
(∑
i
|ci|
)
= S1/2({|ci|2}). (72)
We see in Fig. 5 (a),(b),(c),(d),(e) that each bound-
ary contribution EΓmN is robust to tracing out degrees of
freedom away from that boundary (which is why we re-
fer to them as boundary contributions in the first place).
Instead, the long-range contribution ElongN disappears as
soon the traced-out region C closes a nontrivial loop in
the vertical direction. In this case the different fluxes
i = 1, e,m, em can be measured in C, causing loss of flux
coherence, so that as far as anyon fluxes are concerned,
ρAB only contains, at most, classical correlations. Fi-
nally, Fig. 5 (f), (g) show that if A and B do not share
any boundary, then the negativity of ρAB vanishes. In
particular, one can further show that ρAB in Fig. 5(f) is
in a classically correlated mixed state,
ρAB =
∑
i
|ci|2ρ(i)A ⊗ ρ(i)B , (73)
with
Tr(ρ
(i)
A ρ
(j)
A ) = δij Tr
(
(ρ
(i)
A )
2
)
, (74)
Tr(ρ
(i)
B ρ
(j)
B ) = δij Tr
(
(ρ
(i)
B )
2
)
, (75)
because one can still measure the flux inside the torus by
means of vertical Wilson loops in A and vertical Wilson
loops in B, and the outcome of such measurements must
coincide. On the other hand, ρAB in Fig. 5(f) is in
a product (i.e. uncorrelated) state independent of the
choice of ground state |Ψ〉,
ρAB = ρA ⊗ ρB. (76)
B. Beyond the toric code
Let us now consider a (translation invariant) lattice
model for a generic topologically ordered phase. This
phase will be characterized by some emergent anyonic
model, consisting of N anyon types, i = 1, · · · , N , cor-
responding quantum dimensions di, and total quantum
dimension D = √∑i d2i . For concreteness, let us con-
sider the bipartition of a torus into two non-contractible
parts A and B as in Fig. 5(a). We consider the sys-
tem to be in a generic ground state |ψ〉 = ∑Ni=1 ci|ψi〉,
where |ψi〉 is the ground state with well-defined flux i
propagating inside the torus in the horizontal direction.
We assume that the width and the length of each site
is much larger than the correlation length. The reduced
density matrix for region A is then
ρA =
N⊕
i=1
|ci|2ρ(i)A , (77)
where ρ
(i)
A is the reduced density matrix for region A
when the ground state is |ψi〉. In this case, the von Neu-
mann entropy reads [22]
S(ρA) =
∑
i
|ci|2S(ρ(i)A )−
∑
i
|ci|2 log2(|ci|2), (78)
where we expect
S(ρ
(i)
A ) = (a|Γ1| − γi) + (a|Γ2| − γi). (79)
Here a is a non-universal constant, |Γm| is the size of the
boundary Γm, and γi = log2(D/di) [5]. Putting the last
two equations together we arrive at
S(ρA) =
2∑
m=1
(a|Γm| − γ¯) + S({|ci|2}), (80)
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where γ¯ ≡ ∑i |ci|2γi. This expression is analogous to
Eq. 71 for the logarithmic negativity, and differentiates
boundary contributions from long-range contributions to
the entanglement between regions A and B in Fig. 5(a).
If we now fix the flux inside the torus, then for the Renyi
entropy S1/2, and thus the logarithmic negativity, we ex-
pect
E
A|B
N = S1/2(ρ
(i)
A ) =
∑
m
(a′|Γm| − γi), (81)
where a′ is another non-universal constant. The Renyi
entropy should again remain unchanged when we trace
out degrees of freedom in the bulk of regions A and B
(at a distance from the boundaries Γ1 and Γ2 much larger
than the correlation length), showing that the entangle-
ment between A and B originates near the two bound-
aries between A and B.
However, we are not able to generalize Eq. 71 to ap-
ply for a generic anyon model [22]. This is still possible,
nevertheless, for those cases where the spectrum of ρ
(i)
A
is independent of the anyonic flux i (which, in particu-
lar, requires that the anyon model be Abelian, with all
quantum dimensions di = 1, which implies γi = γ). In-
deed, then we have that additivity of the Renyi entropies
implies, for a generic ground state |ψ〉, that [22]
E
A|B
N = S1/2(ρA) = S1/2(ρ
(1)
A ) + S1/2(|ci|2), (82)
where S1/2(ρ
(1)
A ) =
∑
m(a
′|Γm|−γ) are boundary contri-
butions expected to be robust against tracing out of bulk
degrees of freedom in the interior of A and B, whereas
the long-range term S1/2(|ci|2) is expected to disappear
when a non-contractible region inside A or B is traced
out.
VI. CONCLUSIONS
In conclusion, in this paper we have presented analyt-
ical calculations of the entanglement negativity EN in
the ground state of the toric code model for a variety of
settings, and have used them to explore the structure of
entanglement in a topologically ordered system. We have
seen that the entanglement of a region A and the rest of
the system B is made of boundary contributions that en-
tangle degrees of freedom near the boundary between A
and B; and (possibly) of a long-range contribution. The
later appears when through non-contractible regions A
and B there is a flux corresponding to a linear combina-
tion of different anyon types.
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Appendix A: Extension of the logarithmic negativity
Consider the quantity
N+α (ρ) =
1
2 (1− α) log2Tr
∣∣ρ⊤A∣∣2α (A1)
where ρ is any density matrix and α ∈ R. For α = 1/2,
this is exactly the logarithmic negativity N+1/2 = EN .
Interestingly, for any pure state ρ, we have the relation
that
Sα (ρA) = N+α (ρ) (A2)
where Sα (ρA) denotes the Re´nyi entropy of order α of the
reduced density matrix over A. Thus, in the case of pure
states, we can recover all Re´nyi entropies by considering
these negativity-like quantities.
Similarly, the quantity
N−α (ρ) =
1
(1− 2α) log2Tr
[
sign
(
ρ⊤A
) ∣∣ρ⊤A∣∣2α] (A3)
can be shown to satisfy
S2α (ρA) = N−α (ρ) (A4)
in the case where ρ is a pure state. However, it is still
an open question as to whether these quantity can be
extended to mixed states such that it is an entanglement
monotone.
Appendix B: Some proofs
Proof for proposition 3. Following the arguments out-
lined in the proof of proposition 1, we first consider the
ground state |ψ0〉 in Eq. 16.
The ground state |ψ0〉 can be written as
|ψ0〉 = N
(∑
all loops of σz operators in A1 ∪ A2 ∪B1 ∪B2
)
|+ · · ·+〉
= N
(∑
all
loops of σz operators crossing the boundary A1 | B1 up to equivalance class
)
A1B1
·

(∑
all
loops crossing A1 | A2 up to equiv
)
A1A2
·
(∑
all
loops in A1
)
A1
|+〉A1 ⊗
(∑
all
loops in A2
)
A2
|+〉A2


·

(∑
all
loops crossing B1 | B2 up to equiv
)
B1B2
·
(∑
all
loops in B1
)
B1
|+〉B1 ⊗
(∑
all
loops in B2
)
B2
|+〉B2


(B1)
where the equivalence class is such that 2 loops are equivalent if one can be deformed into the other by loop operators
that individually act upon one region only.
As before, for the loops crossing some boundary, we can consider only loops made up of plaquette operators on
that boundary.
|ψ0〉
= N
(
µmax∑
µ=1
prod of plaquette ops on A1 | B1, Pµ
)
AB
·

(νmax∑
ν=1
prod of plaquette ops on A1 | A2, Qµ
)
A1A2
·
(∑
all
loops in A1
)
A1
|+〉A1 ⊗
(∑
all
loops in A2
)
A2
|+〉A2


·

(τmax∑
τ=1
prod of plaquette ops on B1 | B2, Rτ
)
B1B2
·
(∑
all
loops in B1
)
B1
|+〉B1 ⊗
(∑
all
loops in B2
)
B2
|+〉B2


(B2)
Breaking up the operators P , Q and R into two parts
where each individually act only on one partition, and
rewriting the resulting state as |eµν〉A1 ,
∣∣∣f (ψ)µτ 〉
B1
, |gν〉A2 ,
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|hτ 〉B2 gives the desired result for the ground state |ψ0〉
up to the normalisation,
|ψ0〉 ∝
∑
µ
(∑
ν
|eµν〉A1 |gν〉A2
)(∑
τ
∣∣f1µτ〉B1 |hτ 〉B2
)
.
(B3)
Normalising the state such that 〈ψ0 | ψ0〉 = 1 fixes the
constants and completes the proof.
Proof for proposition 7. First consider the ground
state |ψI〉.
The ground state |ψI〉 can be written as
|ψI〉 = N
(∑
all loops in A ∪B that are a composition of contractible loops and the vertical loop
)
|+ · · ·+〉
= N
(∑
all loops as above crossing the boundary A | B up to equivalance class
)
·
(∑
all loops of σz operators in A
)
A
|+ · · ·+〉A ⊗
(∑
all loops of σz operators in B
)
B
|+ · · ·+〉B (B4)
where the equivalence class is such that 2 loops are equivalent if one can be deformed into the other by loop operators in
A and/or B only. Note that the superposition of loop operators in |ψI〉 does not include the horizontal non-contractible
loop. Also note that ‘all loops of σz operators in A’ (and B) still refer to both contractible and non-contractible loops
in A (as well as B).
Thus we can consider only loops made up of plaquette operators on the boundary.
|ψI〉 = N
(
µmax∑
µ=1
prod of plaquette ops on boundary 1, Pµ
)(
γmax∑
γ=1
prod of plaquette ops on boundary 2, Qγ
)
·
(∑
all loops in A
)
A
|+ · · ·+〉A ⊗
(∑
all loops in B
)
B
|+ · · ·+〉B (B5)
Breaking up the operators P and Q into two parts
where each individually act only on one partition, and
rewriting the resulting state as |eµγ〉A, |fµγ〉B gives the
desired result for the ground state |ψI〉 up to the normal-
isation N . Normalising the state such that 〈ψI | ψI〉 = 1
fixes the constants and completes the proof.
Proof of proposition 14. We have the decomposition of
the generic ground state from proposition 11. So, the
reduced density matrix over A and B1 is
ρAB1
= TrB2 |ψ〉 〈ψ|
=
∑
i=I,e,m,em
|ci|2 µmax−1γmax−1νmax−1τmax−1
τmax∑
µ,µ′=1
τmax∑
γ=1
τmax∑
ν,ν′=1
τmax∑
τ=1
∣∣∣e(ψi)νγ 〉〈e(ψi)ν′γ ∣∣∣
A1
⊗
∣∣∣f (ψi)µτ 〉〈f (ψi)µ′τ ∣∣∣
B1
⊗
∣∣∣g(ψi)µν 〉〈g(ψi)µ′ν′ ∣∣∣
A2
(B6)
Taking the partial transpose and squaring, we have that(
ρAB1
TA
)2
=
∑
i=I,e,m,em
|ci|4 µmax−2γmax−2νmax−2τmax−2
τmax∑
µ,µ′=1
τmax∑
γ=1
τmax∑
ν,ν′=1
τmax∑
τ=1
∣∣∣e(ψi)ν′γ 〉〈e(ψi)νγ ∣∣∣
A1
⊗
∣∣∣f (ψi)µτ 〉〈f (ψi)µτ ∣∣∣
B1
⊗
∣∣∣g(ψi)µ′ν′〉〈g(ψi)µ′ν ∣∣∣
A2
(B7)
and therefore we have that∣∣ρAB1TA ∣∣
=
√
ρAB1
TA†ρAB1
TA =
√
(ρAB1
TA)
2
=
∑
i=I,e,m,em
|ci|2 µmax−1γmax−1νmax−1τmax−1
τmax∑
µ,µ′=1
τmax∑
γ=1
τmax∑
ν,ν′=1
τmax∑
τ=1
∣∣∣e(ψi)ν′γ 〉〈e(ψi)ν′γ ∣∣∣
A1
⊗
∣∣∣f (ψi)µτ 〉〈f (ψi)µτ ∣∣∣
B1
⊗
∣∣∣g(ψi)µ′ν′〉〈g(ψi)µ′ν ∣∣∣
A2
(B8)
where the last equality follows because the state is al-
ready in its eigenvalue decomposition. Therefore we have
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the negativity as
E
A|B1
N (ρAB1)
= log2Tr
∣∣ρAB1TA∣∣
= log2

 ∑
i=I,e,m,em
|ci|2 µmax


= log2 µmax = nA2B1 − 1 (B9)
as required.
