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Amparo à Pesquisa do Estado do Rio de Janeiro, Conselho Nacional de Desenvolvimento
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ABSTRACT
THE SHAPE AND DYNAMICS OF GALAXY CLUSTERS AND EVOLUTION OF
THEIR SATELLITE GALAXIES
Tae-hyeon Shin
Bhuvnesh Jain
Galaxy clusters, which originate from the highest density peaks in the primordial Universe, contain valuable information on cosmology. They are fascinating objects in their own
right as they involve an interplay of the physics of dark matter, gas and galaxies. Their
complex formation history also leaves observational imprints. We study the shape and the
boundary of galaxy clusters and their implications for astrophysics and cosmology. The
evolution and dynamics of galaxies in cluster environments are two of the main applications
studied in this thesis.
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Chapter 1

Introduction
Galaxy clusters are formed at the highest density peaks in the primordial Gaussian density
field and, therefore, are the most massive gravitationally bound systems in the Universe. As
a result, they provide cosmic laboratories for testing gravitational physics and the nature
of dark matter (DM). On the other hand, because of their rare nature, the abundance of
the galaxy clusters in the Universe can be used to infer the cosmological structure formation history, enabling estimates of Ωm , the fraction of matter in the universe, and σ8 , the
amplitude of the matter power spectrum on the scale of 8h−1 Mpc.
Galaxy clusters live on the knots in the cosmic web. Therefore the accretion of matter
into galaxy clusters is intrinsically anisotropic. As a result, their shapes become elliptical
and the orbits of the infalling objects highly diverse. In order to perform high-quality
cosmological analyses with galaxy clusters, one must accurately define and measure the
masses of galaxy clusters. However, due to the irregularity in their orbits and shapes, it is
diﬃcult to pinpoint the physical boundary of the DM halos of galaxy clusters.
Galaxy clusters consist of typically 102 to 103 bright satellite galaxies. As the satellite
galaxies fall into the clusters and start to orbit around them, they lose their cold gas reservoir
at some point in their orbit due to extreme environments inside the galaxy clusters, and
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start to become red due to the suppression of star formation events, which we call star
formation (SF) quenching.
In this thesis we present 1) the result on the shape measurements of the optically selected galaxy clusters by two diﬀerent methods: weak gravitational lensing and distribution
of satellite galaxies, 2) the detection of a physical boundary of clusters around the first
apocenters of orbiting objects using galaxy clusters detected by Sunyaev-Zel’dovich (SZ)
eﬀect, and 3) an analysis on the timescale for the SF of satellite galaxies of the SZ clusters
to be quenched.
This thesis comprises three separate studies on galaxy clusters, each of which is a selfcontained work. Therefore, in this introduction, we describe general concepts central to
the work presented in this thesis. The detailed variations of the methods applied to each
analysis is fully explained in each chapter.

1.1

Galaxy clusters and their detection

Galaxy clusters typically have 1014 to 1015 solar masses in total and span several megaparsecs. They are gravitationally bound, but not always fully virialized. A typical galaxy
cluster is composed of ∼80-85% of dark matter, 15-20% of hot gas (107 − 108 K), and only
a few percent of matter exists as galaxies. Each of these components can be used to detect
galaxy clusters. Here we describe three diﬀerent methods of cluster detection: through
X-ray observations, optical surveys and the SZ eﬀect.

1.1.1

Detection of galaxy clusters through X-ray observations

As galaxies or groups of galaxies merge into a massive galaxy clusters, the gas envelopes
surrounding them experience violent collisional processes causing them to become heated
to extreme temperatures. The heated gas emits X-ray photons through Bremsstrahlung
radiation and, under the assumption of hydrostatic equilibrium, the temperature of this
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hot gas is an accurate probe of the amount of dark matter in the cluster. Thus, one could
detect galaxy clusters by identifying intense extended X-ray sources on the sky.
ROSAT All Sky Survey (ROSAT; Truemper, 1993) opened a new era of X-ray cluster
studies by performing an all-sky scanning of X-ray sources. It identified ∼125,000 X-ray
sources (Boller et al., 2016, Voges et al., 1999, 2000), from which several catalogs of X-ray
clusters are made (Böhringer et al., 2000, 2001, Ebeling et al., 2000, 1998, Xu et al., 2018).
Following ROSAT, Chandra and XMM-NEWTON made high-quality X-ray observations
producing catalogs of hundreds of galaxy clusters (e.g. Snowden et al., 2008, Vikhlinin et al.,
2006). Furthermore, the ongoing X-ray survey eROSITA (Merloni et al., 2012) is planned
to provide ∼100,000 galaxy clusters, which would further deepen our understanding of the
interplay between the hot gas content of galaxy clusters and their formation histories.

Despite its strengths in cluster detection, the X-ray selection of the galaxy clusters is
diﬃcult to understand due to contamination from point sources emitting X-rays such as
active galactic nuclei (AGNs), and failures in the assumption of hydrostatic equilibrium for
galaxy clusters that have recently experienced a major merger or large accretion of matter.
In this study, we therefore focus on analyzing galaxy clusters identified by optical and SZ
surveys for which the selection is better known.

1.1.2

Identification of galaxy clusters using optical data

Galaxy clusters are one of the key probes of cosmology and a focus of ongoing and future
photometric surveys such as the Dark Energy Survey (DES; The Dark Energy Survey
Collaboration, 2005), the Hyper-Suprime Camera (HSC; Aihara et al., 2018) and the Legacy
Survey of Space and Time (LSST; Ivezić et al., 2019a). Accordingly, the identification of
galaxy clusters from optical survey data is a crucial task in cosmological analyses.
One of the most promising techniques of identifying galaxy clusters in optical surveys
is the red-sequence technique (Gladders & Yee, 2000). The red-sequence refers to a tight
relationship between the magnitude and the colors of the late-type galaxies inside galaxy
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clusters, which have already undergone SF quenching and become red. One can use a
well-calibrated red-sequence model as a function of redshift to identify galaxy clusters via
detection of overdensities of red-sequence galaxies. In this thesis, we use galaxy cluster catalogs produced by the red-sequence Matched-filter Probabilistic Percolation (redMaPPer)
cluster-finding algorithm applied to the data taken by the Sloan Digital Sky Survey (SDSS)
and the DES (McClintock et al., 2019, Rykoﬀ et al., 2014). For each cluster, redMaPPer
provides a richness value, the expected number of member galaxies in the cluster, which
serves as a proxy for the mass of the cluster with a scatter in the corresponding massrichness relation (McClintock et al., 2019, Simet et al., 2017). The details of the algorithm
and calculation of richness could be found in the following chapters and Rykoﬀ et al. (2014).
However, there are diﬃculties in using optical galaxy clusters as a cosmological probe.
First, the calculated richness suﬀers from contamination due to projected galaxies which
accidentally enter the red-sequence of the cluster of interest as a result of photometric
errors (Busch & White, 2017a, Zu et al., 2017). The projection eﬀect is more severe for
low-richness clusters and makes cosmological analyses diﬃcult (DES Collaboration et al.,
2020). Secondly, galaxy clusters whose major axes are aligned along the line of sight tend to
have larger richness values given the same mass, which complicates the understanding of the
optical cluster selection (Dietrich et al., 2014). Furthermore, it is shown in literature that
the aperture used to identify the clusters aﬀects the average shape of the density profiles
around the selected clusters (Busch & White, 2017a, Chang et al., 2018). Later in this
thesis, we compare the surface density profiles of galaxies around the optical clusters to
that of SZ clusters. In the future, larger photometric surveys such as LSST (Ivezić et al.,
2019a), Euclid (Laureijs et al., 2011) and WFIRST (Akeson et al., 2019) will generate orders
of magnitude larger sets of optical galaxy clusters and the uncertainty in cluster analyses
will be systematic-dominated. Thus, it is essential to understand the systematics in optical
cluster-finding algorithm. We leave this mission to future studies.
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1.1.3

Detection of galaxy clusters via Sunyaev-Zel’dovich eﬀect

The Cosmic Microwave Background (CMB) is all-sky radiation that was emitted at the
surface of last scattering when the Universe became cool enough (∼3,000K, 380,000 years
ago) to form neutral hydrogen, after which photons could move along straight lines. When
these CMB photons enter galaxy clusters, they get scattered oﬀ the electrons in the hot
gas, gaining energy. As a result, the CMB power spectrum around galaxy clusters becomes
shifted towards a higher frequency. This eﬀect is known as the Sunyaev-Zel’dovich (SZ)
eﬀect (Sunyaev & Zeldovich, 1972). One can use the SZ eﬀect to detect galaxy clusters by
identifying slight dips or bumps in CMB temperature maps and the mass of each cluster
is inferred from the Compton y parameter which is proportional to the integrated pressure
along the line of sight. Of noteworthy importance, the mass-observable relation of SZ
clusters is known to be tighter than those of X-ray and optical clusters, which makes the SZ
clusters a cleaner sample for cosmological analyses. The details of SZ cluster identification
could be found in the following chapters and we refer the readers to the references therein
for further information.
There have been several SZ cluster catalogs compiled with previous CMB surveys.
Planck Collaboration et al. (2016) reported ∼1200 confirmed galaxy clusters identified with

29-month full-mission Planck data. In Bleem et al. (2015), using data taken by the threeyear SPT-SZ survey (SPT), they present 677 SZ galaxy clusters. Lastly, Hilton et al. (2018)
reports 182 SZ clusters using the data from the Atacama Cosmology Telescope Polarimeter
survey (ACT). Also, there are ongoing CMB SZ surveys such as SPT-3G (Benson et al.,
2014), SPTPol (Austermann et al., 2012) and AdvACT (Henderson et al., 2016) which
would provide thousands of SZ clusters. In Fig. 1.1, the mass and redshift distributions of
these three cluster catalogs are shown.
In the future, the number of known SZ clusters will increase by orders of magnitude
with next-generation CMB surveys such as Simons Observatory (SO; Ade et al., 2019) and
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Figure 1.1: Hilton et al. (2018): mass and redshift distribution of SZ clusters from Planck,
SPT and ACTPol surveys.
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CMB-S4 (Abazajian et al., 2016). The unprecedented performance of such CMB surveys
will enable detection of SZ clusters in much lower mass and higher redshift regime.

1.2

The models of dark matter halo density profiles

The mass of a dark matter halo is traditionally defined as a multiple of a given reference
density such as the critical density of the Universe ρc or the mean matter density of the
Universe ρm . For example M∆m is defined as
M∆m =

4π 3
r ∆ρm
3 ∆m

(1.1)

where r∆m is the radius inside which the mean density becomes ∆ times the cosmic mean
density. This mass definition has been used to obtain the mass function of dark matter
halos. The mass function describes how many dark matter halos there are in the Universe
in certain mass ranges. One of the most popular forms of the mass function is the one given
in Tinker et al. (2008) written as
!" σ #−a
$
dn
ρm d log σ −1
=A
+ 1 exp(c/σ 2 )
dM
b
M dM
where
2

σ =

%

P (k)Ŵ (kR)k 2 dk.

(1.2)

(1.3)

and the measured mass functions therein are shown in Fig. 1.2.
Note that the high-mass tail of the mass function decreases rapidly so that there are such
small number of large-mass halos above mass larger than ∼ 1014 −1015 . The number of these

massive clusters are a sensitive function of cosmology, especially of Ωm , the matter fraction
of the Universe, and σ8 , the amplitude of the matter power spectrum on an 8Mpc/h scale.
Therefore, one can constrain these cosmological parameters by accurately measuring the
number of clusters in diﬀerent mass ranges. However, in order to perform a precise cluster
cosmology, it is crucial to measure mass accurately and with a well-defined definition.
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Figure 1.2: Tinker et al. (2008): the measured mass function for WMAP1 simulations.
The three sets of data points correspond to the mass definitions of M200m , M800m , M3200m
respectively. The solid lines are the best-fit functional forms for each.
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In the observational data, the detected clusters are projected into 2-dimensional structures on the sky. In order to relate the observed 2-dimensional surface density profiles to
the 3-dimensional density profiles, one must have prior knowledge of the analytic form of
the cluster halo density profiles, which we call a ‘halo model’.
A halo model generally consists of two components.
ρ(r) = ρ1halo (r) + ρ2halo (r)

(1.4)

The first is what we call the ‘1-halo’ term which describes the contribution from matters that
are part of the halo itself (up to a few Mpc). Outside the 1-halo regime, the contribution to
the density profile comes from matter in other independent halos. We call this the ‘2-halo’
term.
We start by discussing 1-halo models, the shape of individual halos. There are several
well-known profiles that describe general shapes of the DM halos of galaxy clusters. The
most famous among such kinds is Navarro-Frenk-White (NFW) profiles (Navarro et al.,
1996). The NFW profiles can be described as a two-parameter model:
ρ(r) =
r
Rs

ρ0 = ρcrit

"

ρ0
1+

r
Rs

(1.5)

#2

∆vir Ωm c3
3
f (c)

(1.6)

f (c) = log(1 + c) + c/(1 + c)

(1.7)

where c = Rvir /Rs , the concentration parameter and Rvir is the virial radius of the halo.
The NFW profile has the minimum logarithimc slope of -3 at large radii. The total mass
of an NFW profile inside Rvir is given by
!
M (Rvir ) = 4πρ0 log(1 + c) +

c $
.
1+c

(1.8)

Note that an NFW profile can also be fully specified by the mass and the concentration.
There have been eﬀorts to obtain the average mass-concentration relation (e.g. Bullock
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et al., 2001, Diemer & Joyce, 2019). Adopting a mass-concentration relation, an NFW
profile can be described completely by the total mass of the halo, even though there is a
large scatter between mass and concentration due to diﬀerent mass accretion histories of
individual halos.
In Navarro et al. (2004), they showed that the dark matter halos in simulations more
closely follow an Einasto profile. The Einasto profile can be written as:
ρ(r) = ρ−2 exp

! −2 &" r #α
'$
−1
α
r−2

(1.9)

where ρ−2 and r−2 are the density and radius at which the slope becomes -2. The slope of
an Einasto profile is a power-law:
" r #α
d log ρ
= −2
.
d log r
r−2

(1.10)

Note that the slope becomes zero at r = 0, and gradually steeper as r increases. The steeply
decreasing density on the outskirt naturally put a boundary of the halo. A typical value of α
lies in a range between 0.12 and 0.25 (Gao et al., 2008). In Fig. 1.3 simulated profiles of dark
matter halos are shown in three diﬀerent halo mass ranges: ‘dwarfs’ (red), ‘galaxies’ (green)
and ‘clusters’ (blue), along with the best fit NFW and Einasto profiles. The simulated
halos do not show any clear evidence of the slope converging to -1 as predicted by an NFW
profile.
The diﬀerence between an Einasto profile and an NFW profile arises on small scales
(!0.1Mpc). These scales are where baryonic physics could significantly alter the shapes of
dark matter as a result of, for example, AGN feedback or supernova feedback. Furthermore,
the crowdedness of such central regions in galaxy clusters makes achieving an accurate weaklensing analysis or galaxy count diﬃcult. Therefore, most of the analyses on galaxy clusters
using weak-lensing or galaxy-counting exclude the innermost region (!0.1-0.2Mpc), above
which an NFW profile works normally.
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Figure 1.3: Navarro et al. (2004): Simulated dark matter halo profiles in three mass ranges:
the mass corresponding to ’dwarfs’, ’galaxies’ and ’clusters’. The best-fit NFW profiles are
shown in the solid lines and that of Einasto profiles as dot-dashed lines.
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The two halo term of a halo density profile is usually expressed in terms of the matter
correlation function of the Universe:
ρ2halo (r) = ρm b(M )ξnl (r)
% inf
dk k 3 Pnl (k)
ξnl (r) =
j0 (kr),
k
2π 2
0

(1.11)
(1.12)

where ρm is the mean matter density of the universe, b(M) the bias of the halo of mass
M (Tinker et al., 2008), ξnl the Fourier transform of Pnl (k), the non-linear matter power
spectrum (Smith et al., 2003, Takahashi et al., 2012) and j0 (kr) the 0th spherical Bessel
function of the first kind.
The halo model with an NFW profile in addition to the 2-halo term above has been
successfully implemented in various cluster analyses. However, Diemer & Kravtsov (2014)
and Adhikari et al. (2014) showed that a typical dark matter halo consists of a multistreaming region where the particles have orbited the halo at least once, and a singlestreaming region where particles are still falling into the halo, being on their first apocentric
passage. They also showed that there is a clear physical boundary between the two regions
which forms at the first apocenters of the orbiting particles. In Fig. 1.4, the profile of
an analytic dark matter halo calculated with a spherical collapse model is shown in the
phase-space (the radial velocity versus the radius from the center, top). One can see a clear
boundary separating the infalling matter from the multi-streaming region. This boundary
corresponds to the first apocenter of the infalling matter and appears as a outermost caustic
in the halo density profile (bottom).
Motivated by the above picture, Diemer & Kravtsov (2014) proposed a new halo model
which can capture those features, which we call the ‘DK14’ model. According to this model,
a dark matter halo density profile can be expressed as:
ρ(r) = ρinner ftrans + ρouter
!
" r #β $ γ
β
ftrans = 1 +
rt
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1.2 The models of dark matter halo density profiles

Figure 1.4: Adhikari et al. (2014): top: the phase-space profile of a halo predicted by an
analytic spherical collapse model. bottom: the corresponding density profile.
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! "
ρouter = ρm be

r
5R200m

#−se

+1

$

(1.15)

where ρinner is the Einasto profile above. Note that ftrans truncates the inner profile at
a scale radius of rt and ρouter consists of the power-law term that represents the infalling
matter and the mean density of the Universe, ρm . In the analyses in the following chapter,
we use the mean-subtracted density profiles so that ρm term would not appear.
This analytic model then can be used to fit the dark matter halo profiles in simulations
or in data. Diemer & Kravtsov (2014) analyzed the dark matter halo density profiles in
their dark matter only simulation. They binned the dark matter halos with their mass
accretion rates, stacked all halos in each bin and calculated the corresponding mean density
profiles. The mean profiles are fitted to the model above and the corresponding logarithmic
derivatives of the profiles are calculated.
The result is shown in Fig. 1.5. One can see a rapid steepening of the density profiles
around ∼ R200m . We identify the location of the minimum slope as the ’splashback radius’

which corresponds to the aforementioned physical boundary separating infalling particles
from the inner multi-streaming region. It is also important to note that the location and
the depth of the ‘splashback’ feature is a strong function of the matter accretion rate: the
higher the accretion rate is, the deeper the feature and the smaller the splashback location
are. We discuss the DK14 model and its applications later in this thesis in detail. For
further details on halo models, we refer readers to Cooray & Sheth (2002) and Diemer &
Kravtsov (2014).

1.3

Weak gravitational lensing overview

With the thin-lens approximation and the small-angle approximation, the deflection angle
α
⃗ of a light ray due to a foreground structure can be written as (Bartelmann & Maturi,
2017)

⃗ θ ψ with ψ = 2 DLS
α
⃗ =∇
c2 DL DS
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(1.16)

1.3 Weak gravitational lensing overview

Figure 1.5: Diemer and Kravtsov (2014): The logarithmic slopes of the dark matter halo
density profiles in the simulation, stacked in mass accretion rate (Γ) bins.
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where ψ is called the lensing potential. Then using Poisson’s equation one can show that
the lensing potential is related to the projected surface density of the lens structure Σ as
⃗ 2 ψ = 8πG DL DLS Σ.
∇
θ
c2
DS

(1.17)

The prefactor in the right hand side of the Eq. 1.17 has the unit of an inverse surface mass
density, which can be defined as critical surface mass density
Σ−1
c =

4πG DL DLS
.
c2
DS

(1.18)

Now the Eq. 1.17 can be expressed as
⃗ 2 ψ = 2 Σ = 2κ
∇
θ
Σc

(1.19)

where we introduced the convergence κ, the dimensionless surface mass density. Now we
define the shear components γ1 , γ2 as
γ1 =

1 " ∂2ψ ∂2ψ #
∂2ψ
−
and
γ
=
2
2 ∂θ12
∂θ1 ∂θ2
∂θ22

(1.20)

Then it can be shown that the average of the tangential components of the shear field
around a lens ⟨γt ⟩ for axisymmetric mass distributions is simply related to the convergence
κ as

⟨γt ⟩(θ) = κ̄(< θ) − κ(θ)

(1.21)

where κ̄(< θ) is the mean value of κ inside the angle θ in the weak gravitational potential
approximation. We can then use Eq. 1.21 to relate the distortions of the background galaxies
to the mass distribution of the galaxy clusters. We refer readers to Schneider (2005) and
Bartelmann & Maturi (2017) for further details and derivations.
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1.4

Basics of correlation function

In analyses of galaxy clusters, one often encounters situations in which one has to calculate
the mean galaxy number density around stacked galaxy clusters. In this case, the correlation
function method is the most convenient way to achieve the goal. In this thesis, we focus on
the cross-correlation between two sets of points: clusters and galaxies in our case.
Given two sets of points spread over a space, the cross-correlation function ξ(r) measures
the excessive probability of finding two points being separated by r, with respect to the case
in which the points are evenly distributed over the same space:
dP (r) = n1 n2 (1 + ξ(r))dV1 dV2

(1.22)

where P (r) is the probability of finding two points separated by r, n1 and n2 are numbers
of points for each set, and dV1 and dV2 are volume elements. In an isotropic universe, the
cross-correlation function ξ(r) can be expressed as
ξ(r) = ⟨δ(r⃗1 )δ(r⃗2 )⟩|r⃗1 −r⃗2 |=r where δ(⃗x) =

ρ(x) − ρ̄
.
ρ̄

(1.23)

Landy & Szalay (1993) showed that the cross-correlation function can be conveniently and
unbiasedly expressed as
ξ(r) =

#
1 "
n1R n2R
n1R
n2R
DD
− DR
− RD
+ RR
RR
n1D n2D
n1D
n2D

(1.24)

where DD is the number of pairs between the 1 and set 2 separated by r, RR the number
of pairs between the sets of randomly distributed points, which follows the geometry and
selection of the 1 and set 2, respectively. DR and RD are defined similarly. Note that, when
we cross-correlate a set of clusters to a set of galaxies, the mean number density of galaxies
around the stacked clusters can be written as
ρstacked (r) = ρ̄gal (1 + ξ(r))
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1.5 Outline

where ρ̄gal is the mean density of the galaxy sample, and ξ(r) the cross-correlation function between the clusters and the galaxies. In the 2-dimensional case, one could simply
substitute the 3-dimensional density, ρ, by Σ, the surface density. The application of the
cross-correlation function is detailed in the following chapters.

1.5

Outline

This work elaborates on the introductory material discussed so far, including the study
of the shapes of stacked galaxy clusters, which is presented in Chapter 2. We use the
optically selected galaxy clusters identified by SDSS to measure the average shape of their
dark matter halos, by two diﬀerent methods: 1) using the distribution of the satellite
galaxies and 2) using the quadrupole weak-lensing. In Chapter 3, we identify the physical
boundary (splashback radius) of the SZ-selected galaxy clusters by cross-correlating the
cluster sample to the galaxies detected with the first three years of the data taken by the
DES. Furthermore, we investigate the dependence of the splashback feature on the galaxy
color to obtain insights on the evolution of galaxies in the clusters. Finally, in Chapter 4,
we extend our analysis in Chapter 3 to a larger set of SZ clusters and furthermore constrain
the timescale for the star formation of galaxies falling into the clusters to be quenched. We
close the thesis with a brief conclusion.
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Chapter 2

The Ellipticity of Galaxy Cluster
Halos from Satellite Galaxies and
Weak Lensing
Shin, T.-h., Clampitt, J., Jain, B., et al. 2018, MNRAS, 475, 2421, doi: 10.1093/mnras/stx3366
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2.1 Introduction

Abstract
We study the ellipticity of galaxy cluster halos as characterized by the distribution of
cluster galaxies and as measured with weak lensing. We use monte-carlo simulations of
elliptical cluster density profiles to estimate and correct for Poisson noise bias, edge bias
and projection eﬀects. We apply our methodology to 10,428 SDSS clusters identified by the
redMaPPer algorithm with richness above 20. We find a mean ellipticity = 0.271 ± 0.002
(stat) ±0.031 (sys) corresponding to an axis ratio = 0.573 ± 0.002 (stat) ±0.039 (sys).

We compare this ellipticity of the satellites to the halo shape, through a stacked lensing
measurement using optimal estimators of the lensing quadrupole based on Clampitt and
Jain (2016). We find a best-fit axis ratio of 0.56 ± 0.09 (stat) ±0.03 (sys), consistent with

the ellipticity of the satellite distribution. Thus cluster galaxies trace the shape of the dark
matter halo to within our estimated uncertainties. Finally, we restack the satellite and
lensing ellipticity measurements along the major axis of the cluster central galaxy’s light
distribution. From the lensing measurements we infer a misalignment angle with an RMS
of 30◦ ± 10◦ when stacking on the central galaxy. We discuss applications of halo shape
measurements to test the eﬀects of the baryonic gas and AGN feedback, as well as dark

matter and gravity. The major improvements in signal-to-noise expected with the ongoing
Dark Energy Survey and future surveys from LSST, Euclid and WFIRST will make halo
shapes a useful probe of these eﬀects.

2.1

Introduction

Since dark matter contributes more mass than gas or stars to the halos of galaxies and
galaxy clusters, it has a strong influence on the formation of visible galaxies. This means
the correlation between dark matter and visible galaxy properties – such as mass, shape, and
alignment – can provide constraints on theories of galaxy formation. In practice, though,
such correlations are challenging.
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However, galaxy clusters, composed of many satellite galaxies orbiting within a common
dark matter halo, provide a unique solution. While this cluster halo is again not directly
visible, cluster satellites are expected to trace the halo’s shape. Thus, correlations between
the brightest cluster galaxy (BCG), or central galaxy (CG), its major axis and the locations
of cluster satellites provide valuable information. Early attempts to detect this correlation
were made by Kim et al. (2002) with a small cluster sample. The first detection of alignment
between the BCG major axis and cluster satellites was made by Brainerd (2005). Previous
results were noisy but showed hints of anti-alignment. Later work by Yang et al. (2006)
confirmed the major axis alignment of Brainerd (2005). Faltenbacher et al. (2007), Azzaro
et al. (2007), and Wang et al. (2008) found further confirmation using the larger SDSS DR4
data set. These studies were based on rather small groups with typically a few members
per group. This was followed by Faltenbacher et al. (2008) which used N-body simulations
to explain the same measurements.
Agustsson & Brainerd (2006) and Allgood et al. (2006) also used N-body simulations to
explain the alignments found in data. Kang et al. (2007) improved on this work with more
detailed simulations and mock galaxy catalogs, including using a semi-analytic model of
galaxy formation to place galaxies in N-body halos. Kang et al. (2007) found that aligning
galaxies perfectly with dark matter halos over-predicted the observed alignment signal.
Thus some misalignment would be necessary to explain the data.
Wang et al. (2008) compared measured alignments to Monte Carlo simulations of both
triaxial (using the Jing & Suto 2002 model) and isotropic halos. These simulations allowed
Wang et al. (2008) to take into account discrete sampling issues due to the small number
of satellite galaxies. The data strongly preferred triaxial models which are projected to
2D elliptical models and furthermore allowed Wang et al. (2008) to fit for the halo axis
parameters. Niederste-Ostholt et al. (2010) confirmed the significant correlation between
BCG and satellite alignment using SDSS clusters with more than 20 members. They also
discerned an ∼ 4σ trend with BCG dominance: clusters with larger diﬀerences in brightness
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between the brightest and 2nd and 3rd brightest members had a stronger BCG-satellite
alignment.
Recently, Huang et al. (2016) carried out a methodical study of SDSS redMaPPer clusters.
They measured a 35◦ average oﬀset between central galaxy (CG) major axis and major axis
of satellite distribution. In addition, they found additional correlations between several
cluster properties and alignment. Although these correlations are weak – roughly 0.1 for
central dominance, absolute magnitude, central size, and centering probability – they were
detected at 10σ significance. This is made possible by the large size of the SDSS DR8 data.
The Huang et al. (2016) measurements are state-of-the-art for cluster alignment studies.
However, the physical interpretations presented in Huang et al. (2016) still need to assume
that cluster satellite galaxies are an unbiased probe of the underlying dark matter. While
this may be true qualitatively, eﬀects such as Poisson sampling bias (which is explained in
this paper later on) can cause an oﬀset between the dark matter major axis and the major
axis of the satellite distribution. This is especially limiting for lower richness clusters since
smaller number of satellite galaxies causes the larger oﬀset. Even for richer clusters, where
Poisson noise is less problematic, a direct probe of the dark matter would complement the
information from visible satellites.
Gravitational lensing provides such a direct probe of the dark matter halos. Early
attempts by Hoekstra et al. (2004), Parker et al. (2007) using the first quadrupole estimators
were not able to detect the eﬀect. Mandelbaum et al. (2006), with the quadrupole estimators
of Natarajan & Refregier (2000), were somewhat more successful. Mandelbaum et al. (2006)
also used the larger SDSS data set, probing alignments of galaxies and dark matter with
several colour and luminosity bins. They found the strongest alignment for the brightest, red
lenses, with a significance ∼ 2 − 3σ. Other work by van Uitert et al. (2012) and Schrabback
et al. (2015) with the same estimator and other surveys found little alignment.

Lensing ellipticity measurements on cluster and group scales have been more successful.
Oguri et al. (2010) studied the ellipticity of ∼ 20 massive clusters using an elliptical NFW

22

2.1 Introduction

fits to individual cluster shear profiles. They reported a ∼ 7σ detection of cluster ellipticity
for a subset of the clusters that were well fit by the elliptical NFW profile. With a larger
sample of 4300 clusters, Evans & Bridle (2009) obtained a ∼ 3.5σ detection of stacked
cluster ellipticity. Note that Oguri et al. (2010) has a much higher number density for the
source galaxies than Evans & Bridle (2009) does. More recently van Uitert et al. (2017)
reported a 3 − 4σ detections of halo ellipticity of GAMA groups with KiDS shear catalogs.

van Uitert et al. (2017) used several methods for stacking the groups, including aligning
with the cluster BCG and the major axis of group members.
Previously, in Clampitt & Jain (2016) we measured the halo ellipticity of Luminous Red
Galaxies (LRGs, 4σ significance) and redMaPPer clusters (3σ) using new estimators. These
estimators involved shears, γ1 and γ2 , in a Cartesian coordinate system defined by aligning
the major axes of all lenses (LRGs) in the stacked measurement. We take the estimator of
Clampitt & Jain (2016) one step further and derive the optimal halo ellipticity estimators.
The quadrupole naturally has two optimal estimators: one measures a 4θ angular variation
in background shears, and the other measures a constant-angle signal. These estimators
are subject to diﬀerent systematics, providing natural checks of our measurement.
In addition, we stack the lensing measurement using the major axis of the CG light
profile, as well as the major axis of the satellite distribution. These two ways of stacking
are also subject to diﬀerent systematics, providing further cross-checks. Our results are
robust: all four methods (2 estimators and 2 ways of aligning lenses) of measuring halo
ellipticity for these redMaPPer clusters are in agreement.
In section 2 we describe the clusters and lensing shear data used in this work. Section
3 presents our methodology and results for SDSS cluster ellipticity of satellite distribution.
Section 4 defines the optimal quadrupole lensing estimators and presents the results of the
measurement on SDSS clusters. Section 5 compares our results to other work. In section 6
we discuss the results and their implications.
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Figure 2.1: Satellite density contours of all clusters, with random orientations (left panel),
stacked to align the major axis of the central galaxy (middle panel), and stacked along the
major axis of the satellite distribution itself (right panel), in the unit of “galaxy number density
per Mpc2 h−2 per cluster”. Comparing the middle and right panels shows how the satellite
distribution in the outer parts is misaligned with respect to the central galaxy. The sample is
restricted to the ∼ 6,700 subset with a measured major axis for the central galaxy.
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2.2
2.2.1

Data
redMaPPer Clusters in SDSS

We use the public SDSS DR8 redMaPPer cluster catalog presented in Rozo et al. (2015)
(See also Rykoﬀ et al. 2014 for more details of the algorithm).
Using red galaxies having luminosity L(z) ≥ L∗ (z), where L∗ is the characteristic lumi-

nosity defined in Rykoﬀ et al. (2014) (see their Sec. 4), redMaPPer assigns each cluster a
richness, λ, which quantifies the probable number of cluster satellites. λ is given as
λ=

(

pmem,i =

i

(
i

λu(xi |λ)
.
λu(xi |λ) + b(xi )

(2.1)

Note that λ is the only unknown in the equation, which can be numerically solved. Here,
u(xi |λ) is the normalized density profile of the cluster and b(xi ) is the density of the uniform
background, while xi is a vector that represents the projected radius, the luminosity and

the colour of the i-th candidate member galaxy (See Rykoﬀ et al. (2014) for details on how
they model u(x|λ) & b(x) and determine λ). Note that we round the richness value to the
closest integer when performing MC simulations (Sec. 2.3).
We use all clusters in the range 20 < λ < 200 and with redshifts between 0.1 < z < 0.41.
The upper redshift limit is necessary to ensure suﬃciently many background sources for lensing measurements. For the i-th potential cluster central galaxy (CG), redMaPPer calculates
a centering probability, Pcen,i as follows:
pcen (yi ) = pfree (yi )

ucen (yi )
ucen (yi ) + (λ − 1)usat (yi ) + ubg (yi )

Pcen,i ∝ pcen (yi )
with a normalization condition
1=

)
j̸=i

(

(1 − pcen (yi )) ,

Pcen,i .

i
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(2.2)
(2.3)

(2.4)
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Note that Pcen and pcen are diﬀerent from each other. Here, pfree is the probability that
a galaxy is partially masked by another cluster. ucen , usat and ubg are the normalized
distributions of central, satellite and background galaxies, respectively, where yi is a vector
containing magnitude, photo-z and local galaxy density of the i-th galaxy (see Rykoﬀ et al.
(2014) for details on the filters they apply to model ucen , usat and ubg ).
We only use redMaPPer clusters for which the CG is unambiguous, i.e., clusters with
Pcen > 0.9. We have tested and confirmed that the cut on Pcen does not alter our fiducial
results significantly.

2.2.2

Galaxy shapes

For lensing measurements we use an SDSS shear catalog with 34.5 million sources Sheldon
et al. (2009). For each source we also have a photometric redshift probability distribution,
described in Sheldon et al. (2012), which is necessary to apply the optimal lensing weight to
each lens-source pair. The total redshift distribution peaks at z ∼ 0.35 with a tail towards
higher redshifts.

We also use the shear catalog to find the major axes of the CG light distributions. This
will be necessary to align our Cartesian coordinate systems for each lens prior to performing
a stacked lensing measurement. The shear is estimated with the second moment method
with an elliptical gaussian weight that is iteratively readjusted to the size and shape of the
object, with Petrosian radius and photometric centroid as the initial guesses for the size and
position of the source (see Sheldon et al. (2009) for details). We match the shear catalog of
Sheldon et al. (2009) to all CG in the redMaPPer catalog. This results in 6,681 matching
CGs (64% of CGs have a successful match) in our lens sample. We have confirmed that these
6,681 clusters are an unbiased subsample of the full sample (see Sec. 2.4.5 for the details of
this test). Essentially all of these matched CGs have quality shear measurements, based on
the small shape measurement error of each galaxy. We calculate the orientation of CGs and
its uncertainty using: tan 2φ = e2 /e1 , where φ and ei represent the orientation angle and the
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shear components of the object. The distribution of uncertainty of the orientation angles
peaks at zero and 68% (95%) of them are smaller than 1.65◦ (5.75◦ ). See Sheldon et al.
(2009) for more details on the shear catalog, and Sheldon et al. (2004) for more detailed
descriptions of the shear measurement method.
Throughout the paper we use a spatially flat ΛCDM cosmology with Ωm = 0.3 and show
distances in physical (not comoving) Mpc/h.

2.3
2.3.1

Measurement of Ellipticity of Satellite Distribution
Raw ellipticity measurement

The contours of redMaPPer satellite density are shown in Fig. 2.1, with the position rescaled with the cluster size, Rλ (see Sec. 2.3.2.2). The left panel shows the stacked contours
with random orientations. The middle panel shows the result when aligning the stack along
CG major axes (estimated as in Sec. 2.2.2). The right panel shows the result of aligning
along the satellite major axes (estimated as in Sec. 2.3.1). The randomly oriented stack
has circular contours. Even by eye the nonzero ellipticity of the other two panels is clear.
Furthermore, the stack along satellite major axes is visibly more elongated than the stack
along CG major axes. Later we will show this is a systematic elongation due to Poisson
noise in the satellite distribution (see Sec. 2.3.2). Such systematics make interpretation of
the contour plots diﬃcult.
Given a set of λ Cartesian satellite coordinates, e.g., (xi , yi ) for satellite i, we can
estimate the ellipticity of the cluster’s surface density. We define the two components of
ellipticity as
e1 =

Ixx − Iyy
Ixx + Iyy

(2.5)

e2 =

2Ixy
,
Ixx + Iyy

(2.6)
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where the second moments are given by
* 2
* 2
*
i xi w i
i yi w i
i x i yi w i
*
*
Ixx =
, Iyy =
, Ixy = *
,
w
w
i i
i i
i wi

(2.7)

with weights wi = 1/(x2i + yi2 ). We define the centre of the coordinates as the centre of
each redMaPPer cluster in the catalog. Besides, values of the second moments above are
weight-dependent. Therefore, the weight can bias the measured ellipticity from the true
ellipticity∗ . However, we apply the same weight in our Monte Carlo (MC) simulation (see
Sec. 2.3.2) to properly account for the eﬀect. Therefore, the true retrieved ellipticity would
not be biased. The two components of ellipticity can also be written in terms of the total
magnitude
e=

+
e21 + e22 ,

(2.8)

and position angle of the major axis relative to the x-axis
tan 2φ =

2Ixy
.
Ixx − Iyy

(2.9)

It will sometimes be useful to convert the magnitude of the ellipticity to an axis ratio q,
using
e=

1−q
.
1+q

(2.10)

Next we divide the redMaPPer clusters into richness bins and measure the average ellipticity according to Eqs. (2.5) – (2.8). In order to apply these equations, we must choose
which potential cluster members to include in the measurement. For each cluster and each
red galaxy, redMaPPer estimates pmem , the probability that the red galaxy is a member of
∗

The true ellipticity refers to the average ellipticity of the underlying distribution according to which
satellites are generated inside Rλ . Note that we assume that the ellipticity is constant with radius inside
a cluster in our MC simulation. To confirm that our assumption is accurate enough for the purpose of
measuring the average ellipticity, we verified in the appendix 2.7.2.3 that our MC simulation retrieves the
distribution of the measured ellipticity very well.
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that cluster. This membership probability condenses galaxy colour, luminosity, and projected distance from the cluster centre into a number between 0 and 1 for each red galaxy.
In order to minimize the number of possible interlopers (see Sec. 2.3.3), we need to remove
galaxies with small pmem values. However, pmem tends to decrease quickly with increasing
projected distance from the cluster centre. Therefore, if we apply a pmem cut too aggressively, most of the member galaxies on the outskirts would be filtered out and our ellipticity
estimates would only apply to the cluster centre. To balance these competing eﬀects, we
choose an intermediate cut of pmem > 0.5 for our fiducial results. We have tested other cuts
and find that the average ellipticity across all λ bins is not sensitive to the precise cut. See
Appendix 2.7.1 and Sec. 2.3.2.2 for a fuller discussion of the eﬀects of pmem cuts.
On the other hand, in redMaPPer algorithm, the projection eﬀect due to nearby halos
is likely to be aspherical. For instance, if a projected halo is located to the right of the
parent halo, we get an ellipticity enhancement in that direction. However, this ellipticity
enhancement is randomly oriented, so when stacking a large number of clusters, we obtain
an eﬀectively circularized distribution of the “projected” halos. It does not change the
calculation we make in this paper.
In Fig. 2.2 the black points show the result for the average ellipticity. The error bars
on the observed ellipticity are the standard deviation of the mean within each richness bin.
Looking at these black points, the ellipticity seems to decrease with richness. However,
these raw measurements are subject to several eﬀects that bias the ellipticity of satellite
distribution relative to the underlying dark matter halo ellipticity. In the following sections,
we describe the use of simulations to correct for three of these potential biases:
• “noise bias” from measuring ellipticity with a finite number of satellites,
• “edge bias” due to redMaPPer satellites being restricted to lie within a circular aperture, and
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• bias due to interlopers: red galaxies in the foreground or background that nonetheless
make it into the cluster catalog.

2.3.2

Noise and Edge Bias Corrections

Note that edge and noise bias are connected: noise bias depends on the number of members,
and applying a circular edge cut removes some members. For clarity we first describe the
eﬀects of noise bias (Sec. 2.3.2.1) and edge bias (Sec. 2.3.2.2) in isolation. Then in Sec. 2.3.2.3
we show the combined eﬀect and the results of correcting both biases in the SDSS data.
2.3.2.1

Noise Bias

The redMaPPer clusters in our fiducial sample have between 20 and ∼ 200 satellites per

cluster. Especially on the low-richness end, the small number of satellites results in a
bias towards higher ellipticity values: we call this eﬀect “noise bias.” This bias due to
measuring ellipticity with a small number of tracers has been noticed in prior work. For
example, Niederste-Ostholt et al. (2010) noted their Fig. 2 shows that smaller clusters have
a larger ellipticity than larger clusters, a result they interpret as coming from this bias.
In addition, Wang et al. (2008) studied groups with as few as four satellites by using MC
simulations to reproduce the full ellipticity distribution to data. Although their χ2 values
for elliptical halos did not indicate the triaxial model was accurate, these were clearly a
much better match to the data than MC isotropic halos.
Like Wang et al. (2008) we use MC simulations of elliptical halos to deal with this
Poisson noise bias. We use the simulations to correct the observed mean ellipticity. (Note
we ignore the distribution of ellipticity values and assuming each richness bin has just one
true ellipticity, but this is checked in Appendix 2.7.2.3.) We generate simulated clusters with
a range of known ellipticity values, then apply our ellipticity estimator. The simulations
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Figure 2.2: Blue points(A): Corrected satellite ellipticities for stacked clusters oriented along
the satellite major axis are plotted against cluster richness. The method of orienting along the
satellite axis requires correcting noise and edge bias. Green points(B): The same, but including
interlopers in the simulation used for the correction. Interlopers have a uniform distribution
which dilutes the ellipticity. The correction increases the ellipticity from 0.240 to 0.303. We
take the average of A and B and their diﬀerence as our best estimate of the ellipticity and
its uncertainty (shown by the grey band): e = 0.271 ± 0.031 corresponding to an axis ratio
q = 0.573 ± 0.039. The black points are the uncorrected ellipticity values; the larger correction
for richer clusters is due to edge bias.
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use an elliptical surface density profile,
ΣNFW
ΣNFW (r) =

%

",
#
x2 + y 2 /q 2 ,
∞

ρNFW (

−∞

,
r2 + z 2 )dz ,

(2.11)
(2.12)

where ΣNFW (r) is the 2D NFW profile at projected radius r (Navarro et al., 1997), ρNFW
is the 3D NFW profile and z is line-of-sight distance. The shape of the profile depends
only on mass and concentration. We use the mass-richness relation of Simet et al. (2017).
Concentration is a weak function of cluster mass and therefore richness (Mandelbaum et al.,
2008), ranging from ∼ 4.2 to 5.5 for our clusters (Duﬀy et al., 2008).

In our MC simulations, we use the same richness bins as in Fig. 2.2. For a given

richness bin, we randomly sample richness values from the SDSS redMaPPer catalog to
properly account for fractional abundances of clusters with diﬀerent richness values. Then
for each such cluster, we treat the normalized surface density of Eq. (2.11) as a probability
distribution, and randomly draw Np>0.5 ∗ sets of (x, y) coordinates from that distribution.
We repeat until the total number of simulated members reaches ∼ 5 × 105 , which is more
than enough for convergence.

The magnitude of measured ellipticity e is estimated from each cluster following Eqs. (2.5)
– (2.8), then the mean and standard deviation of the mean are calculated. The results are
shown in the left panel of Fig. 2.3 for a range of diﬀerent richness bins. Comparing the
input (true) and output (measured) values of ellipticity, it is clear that noise bias always
increases the observed cluster ellipticity. The bias is less problematic for larger λ values: for
fixed true ellipticity, doubling the number of satellites decreases the bias by about a factor
of 2. For all the richness bins, the observed ellipticity asymptotes to the true ellipticity
as ellipticity increases. Also, as richness increases, the measured ellipticity is closer to the
true, input ellipticity. Note that in the case where we include interlopers (Sec. 2.3.3 and the
∗

The number of satellites after the pmem > 0.5 cut.
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left panel of Fig. 2.4), the uniform interloper distribution biases the measured ellipticity to
a lower value. We discuss the interloper correction in Sec. 2.3.3 in more detail.
Note that correlations between satellites could cause noise bias to be overestimated.
Such correlations have been measured by Fang et al. (2016), so we have estimated the
magnitude of the eﬀect and confirmed it is negligible. Details of this estimate are shown in
Appendix 2.7.2.2.
2.3.2.2

Edge Bias

A second bias results from the requirement that redMaPPer galaxies fit within a circular
aperture of size given by Rykoﬀ et al. (2014),
Rλ = 1 Mpc/h

-

λ
100

.0.2

.

(2.13)

This will cut oﬀ potential satellites along the major axis, causing an underestimate of the
true ellipticity.
As discussed in Sec. 2.3.1, a choice of pmem cut can alter the shape of the edge of clusters.
If we apply too aggressive a cut on pmem , it will remove almost all the member galaxies
on the outskirts. In this case, it becomes a soft-edge cut which depends on the value of
pmem cut instead of the hard-edge cut at R = Rλ of redMaPPer ’s radial filter used to select
members. However, the soft-edge is more complicated to model and requires an algorithmlevel investigation which is beyond our scope. The pmem > 0.5 cut we apply here preserves
enough member galaxies around the edge so that the hard edge-cut of redMaPPer algorithm
be still valid.
We can correct for this bias by applying the same Rλ cut when measuring the correction
factor from simulated clusters. Applying this same Rλ cut to the simulations described in
Sec. 2.3.2.1 leaves ∼ 60% of simulated members. We repeat the same process with this edge

cut until the total number of simulated members reaches ∼ 5 × 105 per richness bin. This
is enough points for convergence in the mean value and error.
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Figure 2.3: (left panel): Diﬀerence between input and measured cluster ellipticity due to
Poisson noise bias, for several richness bins. Noise bias always increases the measured ellipticity.
The eﬀect is strongest for low richness and low ellipticity. (centre panel): Edge bias due to
imposing a circular cut on the elliptical distribution of cluster members. (right panel): The
combined eﬀect of noise and edge bias.

For illustration, we first isolate the eﬀect of edge bias by showing only the component of
ellipticity (e1 ) which is aligned with the true major axis of the simulated clusters. The result
is shown in the centre panel of Fig. 2.3. As expected, edge bias always tends to decrease the
measured ellipticity. There is no significant dependence on richness. The fractional error
due to edge bias decreases slightly with input ellipticity.
2.3.2.3

Results after correcting noise and edge bias

In the right panel of Fig. 2.3 we show the combined eﬀect of noise and edge bias in the
MC simulations. Note that edge and noise bias are connected, since noise bias depends on
the number of members and applying a circular edge cut removes some members. In the
redMaPPer data, the richness value indicates the number of members after the circular edge
cut. So to obtain the corresponding correction from simulations we generate members until
the number within the circular aperture Rλ reaches Np>0.5 .
This is the correction we apply to the data, resulting in the blue points in Fig. 2.2.
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Figure 2.4: The same as Fig. 2.3, but including a uniform distribution of fake members or
interlopers. Interlopers result in an underestimate of ellipticity in every case, although for low
richness and small input ellipticity, the eﬀect of noise bias still dominates.

The result is well fit by a constant 0.240 ± 0.002 (axis ratio 0.613) over an entire decade

in richness, from 20 to 200. This range corresponds to a factor of 20 in halo mass, from
0.88 × 1014 to 1.88 × 1015 M⊙ /h. These “corrected” ellipticity errors are propagated via the
mapping between observed and true ellipticity in simulations,

etrue ± δetrue = f (emeasured ± δetrue )

(2.14)

where f represents the mapping from measured ellipticity to true ellipticity from the simulation and δetrue (δemeasured ) is the uncertainty in etrue (emeasured ). Since we assume a constant
model for our fit, if there is any relatively strong tendency on ellipticity as a function of
richness (see blue dots in Fig. 2.2), we would underestimate the fitting error by ignoring the
non-zero slope of ellipticity as a function of richness. In this sense, we show the constant
fitted line just as an index how elliptical the clusters are in average, but it doesn’t mean
that clusters in diﬀerent richness bins would have same ellipticity.
In this section we have studied noise and edge bias using MC simulations. These biases
are straightforward to accurately simulate and correct. The next section describes a more
diﬃcult problem, the correction of biases due to interlopers or “fake members.”
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2.3.3

Interloper correction

To test the eﬀects of interlopers, we repeat our MC simulations including a population of
interlopers along with the cluster members. For a cluster of richness λ, we take the members
*
having pmem values greater than 0.5 and compute Nreal = i pmem,i , where the sum is only
over those chosen members after pmem > 0.5 cut.

As before, these real members are drawn from an elliptical NFW distribution. Then
*
we add Nfake =
i (1 − pmem,i ) interlopers. The interlopers are drawn from a uniform
circular distribution, i.e., a disk with radius Rλ . We use the same richness bins as before,
and sample richness and pmem values from the actual redMaPPer catalog for consistency
between simulation and measurement.
The resulting correction is shown in Fig. 2.4. Compared to edge and noise bias alone
(Fig. 2.3) adding bias due to interlopers causes an underestimate of the true ellipticity. We
then apply this correction to the raw data (black points) in Fig. 2.2. The result (green
points) has a higher ellipticity, than the raw data or the previous correction without interlopers (blue points). This is expected, since the presence of interlopers dilutes the ellipticity
further, requiring an even larger correction than in the case with edge and noise bias alone.
The new ellipticity estimate is 0.303 ± 0.003, about 26% higher than the estimate of 0.240
for which interlopers were neglected.

The diﬀerence between cases with and without interlopers is ∆e = 0.063. Since we do
not know the actual eﬀect of interlopers, we simply take the average of these extreme cases.
The true value of ellipticity should lie between these two extreme values, assuming no other
source of systematics. The result is an average ellipticity e = 0.271 ± 0.031. Here we take
half the diﬀerence as an estimate of the systematic error.

Note that these corrections for the mean ellipticity do not take into account the full
distributions of ellipticity within each richness bin, but only the average. However, after
obtaining the best-fit ellipticity values with the simulations, we verified that the simulated
ellipticity distributions used for the correction accurately match the real distributions.
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2.3.4

Summary

We have corrected raw ellipticity measurement of satellites for noise and edge bias. We also
have attempted to correct for interlopers, but this remains our most important systematic.
Our best estimate of the ellipticity of the satellite distribution is 0.271. Our estimated
systematic error is 0.031, from the diﬀerence between extreme cases with no interlopers and
Nfake /(Nfake + Nreal ) interloper fraction. The statistical error is only 0.002 (less than 1%)
assuming constant ellipticity with richness (within richness bins it is in the 2-5% range).
Fig. 2.2 suggests that the corrected ellipticity is indeed approximately constant.

2.4
2.4.1

Weak lensing ellipticity
Method

We use an estimator for halo ellipticity which builds on that developed in Clampitt & Jain
(2016). We first summarize the model of Clampitt & Jain (2016) before describing more
optimal estimators of ellipticity.
This model for the surface density of elliptical halos uses a multipole expansion:
Σ(R, θ) ∝ Rη0 [1 + (−ϵη0 (R)/2) cos 2θ + O(ϵ2 )]

(2.15)

≡ Σ0 (R) + Σ2 (R) cos 2θ + ...

(2.16)

and we assume the coeﬀecient of the quadrupole −ϵη0 /2 ≪ 1, justifying the neglect of higher

orders in the expansion. Here, η0 is logarithmic slope of the monopole, d ln Σ0 /d ln R. Also,
we assume the ellipticity, ϵ, is constant over the whole range of R. Here R is the projected
distance from the centre of the halo, and θ is the angle relative to the halo’s major axis.
We set

2Σ2 (R)
,
(2.17)
η0 (R)Σ0 (R)
thus allowing the quadrupole Σ2 to be completely determined by the monopole Σ0 , up to
ϵ≈−

a proportionality factor ϵ, the magnitude of the ellipticity. In order to avoid confusion
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with various ellipticity definitions, we actually fit the more universal axis ratio, q, given by
ϵ = (1 − q 2 )/(1 + q 2 ).

Recall that the Cartesian components of shear can be derived from the tangential and

cross components as
γ1 = −γ+ cos 2θ + γ× sin 2θ

(2.18)

γ2 = −γ+ sin 2θ − γ× cos 2θ .

(2.19)

Clampitt & Jain (2016) builds on Adhikari et al. (2015) to derive the following equations
for the quadrupole shear in Cartesian coordinates:
Σcrit γ1 (R, θ) = (ϵ/4) [(2I1 (R) − Σ0 (R)η0 (R)) cos 4θ +
2I2 (R) − Σ0 (R)η0 (R)] ,
Σcrit γ2 (R, θ) = (ϵ/4) [2I1 (R) − Σ0 (R)η0 (R)] sin 4θ .

(2.20)
(2.21)

where
% R
3
I1 (R) ≡
R′3 Σ0 (R′ )η0 (R′ )dR′ ,
R4 0
% ∞
Σ0 (R′ )
I2 (R) ≡
η0 (R′ )dR′ ,
R′
R
Σcrit ≡

c2
DA (zs )
,
4πG DA (zl )DA (zl , zs )

(2.22)
(2.23)

(2.24)

where DA (zs ), DA (zl ) and DA (zl , zs ) represent angular diameter distance from observer to
source, from observer to lens and from lens to source, respectively. We go a step further
than Clampitt & Jain (2016) and define optimally-weighted∗ halo ellipticity estimators that
∗

By “optimal”, we mean that the full (internal plus external) quadrupole signal is captured with a weight
that maximizes S/N and further that we have separated the internal and external quadrupole signal.
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include all the information from both Cartesian components:
.
%
1 1
Σcrit γ1 (R, θ) Σcrit γ2 (R, θ)
4θ
∆Σ
≡
dθ
+
2 2π
cos 4θ
sin 4θ
= (ϵ/4)[2I1 (R) − Σ0 (R)η0 (R)]

(2.25)
(2.26)

and
%
1
dθ Σcrit γ1 (R, θ)
2π
= (ϵ/4)[2I2 (R) − Σ0 (R)η0 (R)] ,

∆Σconst ≡

(2.27)
(2.28)

which Bernstein & Nakajima (2009) show come from internal and external quadrupoles,
respectively. This useful distinction between quadrupoles internal and external to R will be
described in greater detail when we present our results in Sec. 2.4.4.
In the presence of misalignment between the light and dark matter major axes the
measured ellipticity is actually an underestimate of the halo ellipticity:
ϵobserved = D × ϵtrue .
The misalignment factor is given by
%
D≡
dθoﬀ P (θoﬀ ) cos (2θoﬀ ) ,

(2.29)

(2.30)

where P (θoﬀ ) is the distribution of angle diﬀerences θoﬀ between the major axes of dark
matter and the visible proxy (measured major axis of each cluster’s satellite distribution
according to Sec. 2.3.1). See Clampitt & Jain (2016) for the derivation of this equation.
For clarity, we note that we have used three diﬀerent definitions of major axis in this
paper. These are:
• Major axis of the underlying distribution according to which member galaxies are
scattered (A),
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Stacking
Method

Number of
clusters

Satellites
Satellites
Centrals

10428
10428
6681

Comparison of axis ratios
Corrected for
Satellite
Poisson sampling axis ratio
yes
no
N/A

0.57 ± 0.04
0.77 ± 0.03

Lensing
axis ratio

Lensing
significance

0.56 ± 0.09 ± 0.03
0.65 ± 0.07
0.75 ± 0.06

5.1 σ
5.2 σ
4.4 σ

Table 2.1: Comparison of axis ratios from lensing and the satellite distribution. The lensing
axis ratio includes statistical error bars mostly dominated by shape noise. The satellite axis
ratio error is dominated by systematic uncertainty in the number of interlopers. The first row
shows the axis ratio corrected for the misalignment between satellites and individual halos due
to Poisson sampling of the satellites. Agreement between visible galaxies and lensing is very
good for both stacking methods.

• Major axis of distribution of member galaxies for a given cluster, calculated as in
Sec. 2.3.1 (B)

• Major axis of dark matter halo (C).
B is subject to a Poisson noise bias with respect to A (see Sec. 2.3.2.1). Assuming A and
C are perfectly aligned, we calculate the misalignment between B and C. For the latter
in Appendix 2.7.3 we give the relation between misalignment and richness, D(λ), as well
as misalignment distributions for several values of ellipticity and λ. The MC simulations
described in Sec. 2.3 were used to obtain these relationships.
Since we have 10428 diﬀerent clusters in the catalog, the expected signal would be the
average of those clusters. Using Eqs. (2.25-2.28) and the misalignment factor described
above, we calculate the expected average signal for a range of ellipticity to be fitted to
our measurements, adopting the misalignment factors calculated with the ellipticity of the
satellite distribution. We discuss our model in more detail in Sec. 3.3.1.
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2.4.2

Ellipticity estimator

Equation (2.25) implies the optimal estimator for the varying component of the quadrupole
lensing signal is
⟨∆Σ4θ ⟩(Rj ) = B(Rj )
where

*

"
#
w1,ij γ1,ij
w2,ij γ2,ij
Σ
+
i crit,ij
cos 4θij
sin 4θij
*
,
i w1,ij + w2,ij

(2.31)

2
2
w1,ij = cos2 (4θij ) Σ−2
crit,ij /(σshape + σmeas,ij )

(2.32)

2
2
w2,ij = sin2 (4θij ) Σ−2
crit,ij /(σshape + σmeas,ij ) ,

(2.33)

where i runs over each lens-source pair inside each j-th radial bin, Rj and Σcrit,ij follows
the definition of Eq. (2.24). B(R) is the boost factor accounting for the correlated galaxies
that are accidentally included in the lens (see the following paragraph for the definition
and details). We have suppressed the Rj arguments of the shear components for simplicity.
The noise terms of the shear estimator γ are the usual shape noise due to intrinsic galaxy
ellipticities, σshape = 0.32, and the shape measurement error, σmeas,ij ∼ 0.05. Likewise,
Eq. (2.27) implies the optimal estimator for the constant (with angle) quadrupole lensing
signal is
⟨∆Σ

const

⟩(Rj ) = B(Rj )

where

*

Σ
γ )
i (wij
* crit,ij 1,ij
i wij

2
2
wij = Σ−2
crit,ij /(σshape + σmeas,ij ) .

,

(2.34)

(2.35)

note that wij here is diﬀerent from wi in Sec. 2.3.1.
The boost factor B(R) > 1 is used to correct the dilution of signal at small scales from
sources that are actually physically correlated with the lens. We make use of the random
point catalog accompanied by the redMaPPer cluster catalog in Sec. 2.2.1. Then the boost
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factor is calculated according to (Mandelbaum et al. 2008, Sheldon et al. 2004)
*
Nrand,j
w
* i ij ,
B(Rj ) =
Nlens,j k wkj

(2.36)

where i indicates lens-source pairs, k indicates random-source pairs and Nlens,j (Nrand,j ) is
the number of lens clusters (random points) inside the j-th radial bin. Note that we see no
evidence for azimuthal variation in the boost factor, in agreement with the results of van
Uitert et al. (2017). The boost factors for satellite stacking and CG major axis stacking is
the same, since the richness and redshift distributions of both samples are nearly identical.
The lensing cross-components are given by
⟨∆Σ4θ
× ⟩(Rj ) = B(Rj )
and
⟨∆Σconst
⟩(Rj )
×

*

"
#
w1,ij γ1,ij
w2,ij γ2,ij
Σ
−
i crit,ij
cos 4θij
sin 4θij
*
,
i w1,ij + w2,ij

= B(Rj )

*

Σ
γ )
i (wij
* crit,ij 2,ij
i wij

.

(2.37)

(2.38)

Note that the quadrupole cross-components do not vanish identically for all lensing like
they do for monopole. They only vanish if the mass distribution is symmetric under reflections about the x- and y-axes. Fig. 2.1 shows the contours of the satellite distribution are
symmetric under reflections. Furthermore, since we are stacking ∼ 10,000 clusters (with
major axes aligned along the x-axis) it is a safe assumption that the mass contours are also
symmetric after stacking. The asymmetry of individual cluster halos will be smoothed out
in the stack so we expect these cross-components to qualify as null tests.
Note that we have not weighted each lens-source pair by lens ellipticity. It is diﬃcult
to obtain a reliable ellipticity for individual cluster halos, due to the biases described in
Sec. 2.3.2. And when stacking using the CG light distribution (as in Sec. 2.4.5) we see
no evidence that weighting by lens ellipticity improves the signal-to-noise ratio (S/N). A
similar test was carried out by van Uitert et al. (2017) in their study of group ellipticities
from weak lensing. In Section 4.1 of van Uitert et al. (2017) find slightly weaker constraints
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when weighting by CG ellipticity. They claim this is not surprising since their KSB shape
measurement upweights the bulge at the centre of the light. The bulge is rounder and also
may not correlate as well as the outer part of the light profile with the dark matter.
For all lensing measurements we obtain the covariance using 200 jackknife patches (Norberg et al., 2009) generated from a kmeans algorithm∗ . This algorithm divides the lens
clusters into 200 approximately equal area patches over the entire SDSS survey. We use the
full resulting covariance matrix for all fits and quoted S/N values.

2.4.3

Model

Next we describe the model in more detail. To fit the halo ellipticity we use an NFW model
for the monopole and, for a given true ellipticity ϵ, we calculate the quadrupole according
to Eqs. (2.26) and (2.28). Since an NFW profile depends on the mass of the halo, we need
information on the mass of the clusters. Instead of using one eﬀective mass representing
the whole cluster sample, we calculate a more accurate model as follows.
For the mass-richness calibration of this cluster sample, we use the results of Simet et al.
(2017),
14

M200 = 2.21 × 10 M⊙ /h ×

-

λ
40

.1.33

.

(2.39)

There are uncertainties in the parameters of the mass-richness relation. However, we only
use the mean values of the parameters as shown in the above equation when calculating
the mass of each cluster. We have tested that our result is insensitive to the scatter in
the mass-richness relation. The corresponding NFW profiles are the monopoles of the
clusters. Then using Eqs. (2.26) and (2.28) we obtain the quadrupole for internal and
external contributions, ∆Σ4θ and ∆Σconst respectively. Finally, we apply misalignment
factor D (Sec. 2.4.1 and below) to each cluster and average these model quadrupole signals
(D∆Σ4θ & D∆Σconst ) to get the final quadrupole. We generate models with ellipticity
∗

https://github.com/esheldon/kmeans_radec
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Figure 2.5: Weak lensing quadrupole signal of clusters (blue points), stacked on the major
axis of the satellite distribution. The best-fit model (blue line) and lensing cross-components
(red triangles) are also shown. The two components of the quadrupole signal, ∆Σ4θ (top panel)
and ∆Σconst (bottom panel), are subject to diﬀerent systematics. The signal indicates a best-fit
axis ratio of q = 0.558 ± 0.086, corresponding to a ∼ 5σ detection, while the cross-components
are consistent with zero.
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Figure 2.6: The posterior, P (q), of the axis ratio, q, of the cluster halos when orienting the
stacked weak lensing measurement along the major axis of each cluster’s satellite distribution.
The results with both signal components (∆Σ4θ and ∆Σconst , black solid line) and only ∆Σ4θ
(blue dashed line) are consistent. The ∆Σconst -only posterior (red dashed line) is very loosely
constrained. In addition, the axis ratio of the satellite distribution (green shaded band) is
consistent with the lensing results. Note that both satellite and lensing axis ratios have been
corrected for the eﬀect of Poisson sampling: this is necessary to make a fair comparison (see
the text for details).
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varying from 0 to 0.9, assuming the ellipticity is constant with radius. Using these models,
we fit the axis ratio instead of ellipticity to the measured quadrupole signal and obtain the
final constraint on axis ratio.
The misalignment factor D is calculated as follows. We estimate in Sec. 2.3 that the
true underlying ellipticity of satellite distribution is 0.271. Using the same MC simulation
as Sec. 2.3 assuming etrue = 0.271, we can calculate the misalignment factor D as a function
of number of satellite galaxies used in major axis calculation (Nsat ). With an assumption
that D(Nsat ) = D(λ) we then obtain the misalignment factor D to be applied to every
individual cluster. We plot D(Nsat ) in Fig. 2.12. We propagate the systematic uncertainty
∆etrue = 0.031 into the model through the calculation of D.
Note that our model does not include the 2-halo term which can alter the outer profiles,
especially as we approach the maximum radius we measure, 5 Mpc/h. If the 2-halo term
impacts the monopole and quadrupole diﬀerently than the 1-halo term, it would impact the
ellipticity.∗

2.4.4

Results

The quadrupole lensing signal is shown in Fig. 2.5. The measurements of both components
∆Σ4θ and ∆Σconst are significant over scales 0.1 ! R ! 2 Mpc/h. Both components also
have the right sign (negative) for lensing from halo ellipticity. The detection significance,
1 − best-fit axis ratio
,
uncertainty of best-fit axis ratio

(2.40)

is 5σ, with more signal coming from the ∆Σ4θ component. The corresponding crossconst are both consistent with zero, with χ2 per degree of freedom
components ∆Σ4θ
× and ∆Σ×

being 1.03 and 0.29 respectively. We have also checked that the lensing ellipticity con-

straints are not very sensitive to the centering probability: using 80% or 95% (instead of
our fiducial value of 90%) shifts the best-fit value by well under 1σ.
∗

The 2-halo term refers to the eﬀect of the surrounding matter around the mass profile of the halo of
interest.
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As expected from Eqs.(2.26) and (2.28) the constant term falls oﬀ faster than the 4θ
term. The ∆Σconst signal is consistent with zero at ∼ 1 Mpc/h while the ∆Σ4θ signal

continues out to ∼ 3 Mpc/h. Physically, this happens because of the nonlocal nature of
both components of shear. Recall that for the monopole signal ∆Σ(R) or γ+ only mass

inside R contributes to the signal. Circularly-symmetric (i.e., monopole) mass external to
R causes no lensing when averaged over the entire annulus. In contrast, mass arranged
in a quadrupole produces two distinct signal components (Bernstein & Nakajima, 2009)
depending on whether the quadrupole mass is internal (∆Σ4θ ) or external (∆Σconst ) to R.
Thus, if the shear is produced by an elliptical halo confined to R ! 1 Mpc/h, we would
expect ∆Σconst to fall oﬀ rapidly beyond R ∼ 1 Mpc/h since at that point none of the halo
is external to R. The measurements in Fig. 2.5 match the predictions for an NFW halo out
to 3 Mpc/h.
On the other hand, ∆Σconst is sensitive to quadrupoles external to the halo as well,
perhaps produced by filaments or large-scale structure. In Fig. 2.5 we also show the best-fit
model of the 1-halo term quadrupole. At intermediate scales ∼ 0.5 Mpc/h the ∆Σconst

signal is slightly stronger than the best-fit model. This excess could include contributions
from filaments or other external quadrupoles. Higher S/N data would be needed to conclusively show whether or not our measurement has a contribution from external quadrupoles.
However, we can get some intuition for the contribution from Fig. 2.6 which compares the
significance of the joint fit (5σ) to the significance of ∆Σ4θ alone (4.3σ). The two fits are
not in tension.
When fitting the axis-ratio we calculate the likelihood L as
lnL = −

1(
−1
(dd − dm )i Covij
(dd − dm )j ,
2

(2.41)

ij

where dd and dm are vectors of measured data points and model expectation respectively and
−1
Covij
is the (i, j) component of the inverse covariance matrix. Note that we combine ∆Σ4θ

and ∆Σconst signal when calculating L. Then we apply the maximum-likelihood method
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to get the best-fit axis ratio q and its uncertainty, with a non-informative prior on q over
[0,1.2]. The full posterior for the axis-ratio fit is shown in Fig. 2.6. The best-fit value is q =
0.558±0.086(stat) ±0.026(sys), or e = 0.284±0.072(stat) ±0.021(sys), where the statistical

error is dominated by lensing shape noise∗ and the systematic uncertainty originates from the
uncertainty in ellipticity of satellite distribution, which is used to calculate the misalignment
factor D. This is in an agreement within 1σ with the axis ratio of the satellite distribution,
0.58, whose 68% confidence interval is also shown on Fig. 2.6 for comparison. Note that for
the satellite result, we converted the error on ellipticity (0.031) estimated in Sec. 2.3 to an
error on the axis ratio (0.039) via Eq. (2.10). Note that if we do not correct for Poisson
sampling eﬀect of satellites (the misalignment factor D in Eq. 2.29), the measured best fit
axis ratio from lensing is q = 0.649 ± 0.067, or e = 0.213 ± 0.049. Comparing the two
results with and without Poisson sampling correction, we deduce D = 0.213/0.284 = 0.750
with an uncertainty of 0.059, where the uncertainty is evaluated using covariances from the
same jackknife patches as in Sec 2.4.2. This translates into an RMS of 18◦ ± 2.5◦ between

the true major axes and the major axes of the observed satellite distribution (the stacking
orientation).
We also fit the axis ratio to ∆Σ4θ and ∆Σconst separately as a consistency test. The
result is shown by the blue and the red dashed curves respectively in Fig. 2.6. The best fit
axis ratios of ∆Σ4θ and ∆Σconst are q = 0.585 ± 0.097(stat) ±0.024(sys) and q = 0.365 ±
0.207(stat) ±0.044(sys), consistent with our fiducial result.

Since both lensing and satellite axis ratios have been corrected for Poisson sampling,

the posteriors in Fig. 2.6 represent our constraints on the true satellite distribution and the
dark matter halo axis ratios, respectively, of redMaPPer clusters. The agreement of the
lensing with the satellite distribution is striking and rules out any significant misalignment
∗

Jackknife error estimation reflects both shape noise and cluster-to-cluster variance. To confirm that the
statistical error is dominated by shape noise, we perform an additional test by randomly rotating the source
shapes to wash out cluster-to-cluster variance. The errors on ∆Σ4θ and ∆Σconst then change by ∼ 5% at
most, which indicates our error is dominated by shape noise.
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between the satellite galaxies and the cluster halo. Likewise, the agreement between our
measurements and CDM N-body simulations is excellent. In Sec. 2.5 we describe those
comparisons in more detail. In Table 1 we summarize our main results for lensing and
satellite axis ratios.

2.4.5

Stacking on CG major axis

In Fig. 2.7 we show the ellipticity of the cluster satellite distribution when stacking along the
CG major axis. As in Fig. 2.2 the result is shown in bins of richness both before and after
correction of edge bias. Unlike the case when stacking along the major axis of the satellite
distribution itself, in this case the ellipticity of the satellite distribution is not subject to
noise bias. Noise bias only arises when the same observable is used to orient the stack and
to calculate the ellipticity.
To check that the 6,681 clusters we have with good CG shape measurements are an
unbiased subsample, we measure ellipticity of satellite distribution (Sec. 2.3) using only
those 6,681 clusters. We have confirmed that this selection alters the ellipticity of satellite
distribution (0.271) at a sub-percent level, much smaller than our statistical error of ∼ 1%.

In Fig. 2.8 we show the lensing signal when stacking on the CG major axis. Again the

signal components are consistent with coming from halo ellipticity, with a total significance
of 4.4σ. This is slightly less S/N than the satellite-stacked result in Fig. 2.5. There are two
reasons for this: the number of clusters is smaller, increasing the noise, while we have not
included the misalignment factor, decreasing the signal. The full posterior of the lensing
result is shown in Fig. 2.9. The best-fit lensing axis ratio (jointly fitting ∆Σ4θ and ∆Σconst )
is q = 0.746 ± 0.058, or e = 0.145 ± 0.038 (black solid line). Note that the posterior of ∆Σ4θ only fitting (0.762 ± 0.064, blue dashed line) and that of ∆Σconst -only fitting (0.714 ± 0.144,

red dashed line) are consistent to each other and with the joint-fit. Again, in this case the
satellite and lensing axis ratios agree well within 1σ with each other.
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Figure 2.7: Ellipticity estimates of the satellite distribution as in Fig. 2.2, but orienting the
stacked clusters along the CG major axis. When orienting along the CG axis we are only subject
to edge bias. The lower ellipticity is due to misalignment between the CG and the satellites as
discussed in the text.
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Figure 2.8: Same as Fig. 2.5 but aligning the stacked clusters along the CG major axis.
The signal indicates a best-fit axis ratio of q = 0.746 ± 0.058, while the cross-components are
consistent with zero. As with the satellite distribution shown in Fig. 2.7, the lower stacked halo
ellipticity is consistent with an RMS misalignment of the CG of ∼ 30◦ .
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Figure 2.9: Same as Fig. 2.6 except here the stacked lensing measurement is oriented along
the major axis of the CG for each cluster. The estimated axis ratios of the satellite distribution
(green shaded band) and of lensing (black, blue and red lines) are consistent. The wider, grey
shaded band shows the 1σ range of the lensing measurement stacked along major axes of satellite
distribution – this is identical to the 1σ range of the axis ratio in Figure 6. Its smaller axis ratio
indicates the misalignment between the CG relative to both the satellite distribution and the
lensing quadrupole.
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Note that these numbers are not corrected for misalignment with the dark matter halo.
Our simple MC simulations cannot be used to correct this misalignment – more complex
hydrodynamic simulations which include the formation of the stars of the CG would be
required. However, we can estimate the misalignment of the CG by calculating how much
dilution would be required to match the CG-stacked ellipticity to the satellite-stacked ellipticity. This corresponds to a root-mean-squre (RMS) misalignment angle of 30◦ ± 10◦

between the central galaxy and dark matter halo. This is a slightly larger misalignment
than that of satellite galaxies, which have an RMS misalignment of 18◦ ± 2.5◦ . Moreover
the CG case is a ‘true’ misalignment as the measurement error in its orientation is small,
while for satellite galaxies the misalignment is due to Poisson sampling.

2.5
2.5.1

Comparison with other work
Simulations

Despali et al. (2017) studies halo shapes in the Le SBARBINE N-body simulations (Despali
et al., 2016). They use an Ellipsoidal Overdensity halo finder which is similar to Spherical
Overdensity finders except without imposing a spherical shape. Their Figure 11 shows 2D,
projected halo axis ratios. Our SDSS sample covers a range of halo masses between 1014
and 1015 M⊙ /h, at z ∼ 0.3. According to their Figure 11, halos with these masses have axis

ratios of 0.65 and 0.55, respectively. This gives an average of approximately 0.6 for our
sample. This value is within 1σ of the lensing result shown in Table 1, 0.558 ± 0.086. It is
also within 1σ of the satellite result, 0.573 ± 0.039.

The results of Despali et al. (2017) are consistent with previous N-body simulations, for

example, the 2D projected ellipticity plots in Ho et al. (2006). This work found axis ratios
of 0.645 (0.621) for halos above 1014 M⊙ /h at z = 0.25 for cosmologies with Ωm = 0.3 and
σ8 = 0.9 (0.7). This axis ratio also agrees with our result at the ∼ 1σ level. (Note that

Ho et al. (2006) used a diﬀerent ellipticity definition, q = (1 − e)2 . We have obtained the
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axis ratio numbers via their Figure 1 which shows ellipticities ∼ 0.197 (.212) for these two
cases.)

Velliscig et al. (2015) show results for halo axis ratios in hydrodynamical simulations.
Results were obtained over a wide range in halo mass, 1010 − 1015 M⊙ /h, by using multiple
simulations with diﬀerent resolutions and sizes. (Small, high-resolution simulations are used

to study small halos while large, lower-resolution simulations study rarer, more massive
halos.) Reading oﬀ their Fig. 3, they find average 3D (not projected) axis ratio ∼ 0.55 for

clusters with mass of ∼ 1014 M⊙ /h. We can approximately convert this 3D axis ratio into
a 2D axis ratio ∼ 0.7 using Fig. 9 of Despali et al. (2017). The inferred 2D axis ratio in
Velliscig et al. (2015) is larger at about 2σ than our lensing axis ratio = 0.558 ± 0.086 –
further detailed analysis is needed to identify possible sources of this discrepancy.

2.5.2

Observations

Observational studies of cluster shapes include both the satellite distribution and lensing
measurements. A detailed and recent study is that of van Uitert et al. (2017) who measure
the ellipticities of 2600 groups (λ > 5) over 180 square degrees from the GAMA group
catalog of Robotham et al. (2011). (Note that the van Uitert et al. (2017) groups are
smaller than our clusters: only ∼ 100-200 of the objects in their sample have richness
λ > 20.) They use the KiDS weak lensing catalogs of Hildebrandt et al. (2017) to measure

the lensing quadrupole. Stacking on the CG major axis, they find a 3.2σ detection of lensing
ellipticity assuming a diagonal covariance matrix. (Using an alternative estimator that
cancels the spurious alignment between lenses and sources, the signal strength is reduced
to 2.5σ; see Sec. 4.1 of that work.) Stacking the lensing measurement on the BCG major
axis, their best-fit value is e = 0.38 ± 0.12, corresponding to an axis ratio = 0.45+0.14
−0.12 over

40 kpc < R < 250 kpc. While this result is consistent with our result, it should not be
directly compared with ours because van Uitert et al. (2017) assumes a perfect alignment
between the visible light (CG or satellites) and dark matter major axes.
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Stacking along the major axis of the satellite galaxy distribution, van Uitert et al. (2017)
find e = 0.49 ± 0.13. In their Eq. (37) they estimate the dilution due to misalignment as
∼ 20 − 25% when stacking on the satellite major axis. Revising their result to include this

misalignment results in e = 0.65 ± 0.17 or axis ratio = 0.21+0.14
−0.11 . This is a ∼2σ tension
with our result, 0.558 ± 0.086(stat) ± 0.026(sys). It is also a nearly 3σ tension with the
Despali et al. (2017) N-body results, which obtain a 2D axis ratio of ∼ 0.65 for group-size

halos with mass M ∼ 1014 M⊙ /h. Halo mass dependence does not resolve this tension as
the more massive halos in the N-body results should be more elliptical, not less. Note that

their assumption of a diagonal covariance also cannot explain this discrepancy since we do
not see any strong oﬀ-diagonal component of our covariance.
One possible source for the higher ellipticity is due to the projected galaxies that are not
in fact cluster members (for example see Farahi et al. 2016) and impact the lower richness
groups more. These “accidentally” projected galaxies are more likely to lie on the outskirts
of the lens halos and could bias the major axes toward their position. Then stacking the
groups along the calculated major axes would cause a spurious quadrupole lensing detection
at large radii. Table 1 in van Uitert et al. (2017) indeed shows that stacking along the major
axis of satellite distribution leads to a ∼ 0 ellipticity at small radii (40 kpc < R < 250 kpc)
but a large ellipticity of e = 0.49 ± 0.13 for 250 kpc < R < 750 kpc.

The earlier study of Evans & Bridle (2009) extends to slightly larger groups and clusters

in SDSS. Their sample goes down to λ = 10 with a mean richness ∼ 1014 M⊙ /h. They find
a best-fit axis ratio of 0.48+0.14
−0.09 , assuming an NFW model. For the galaxy distribution,

they find an axis ratio of 0.6. These numbers are within 1σ of Despali et al. (2017) and our
results, although again cannot be compared directly as they do not include a correction for
the Poisson sampling of the satellites.
Huang et al. (2016) found an RMS misalignment of 35.07◦ ± 0.28◦ between the major

axis of the satellite distribution and of the CG light. Assuming the misalignment between
DM and CG major axes is independent of the misalignment between DM and the satellite
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distribution, we find an RMS misalignment between the major axis from the satellite distribution and the CG light to be (302 + 182 )0.5 = 35 ± 10 degrees. Our result is consistent
with the result from Huang et al. (2016).

2.6

Discussion

We have measured the ellipticity of SDSS clusters stacked along the major axes of their
satellite distribution and those of the CGs. We have used two diﬀerent methods (ellipticity
of the satellite distribution and ellipticity from quadrupole lensing), and found that the
results from the two methods are consistent with each other.
To measure the ellipticity of the satellite distribution, we began by modeling the clusters
with MC simulations. The model includes satellites which follow an elliptical NFW profile
and interlopers which are uniformly distributed. This model allows us to correct for several
biases in the raw ellipticity measurements. First, Poisson noise, due to the finite number
of member galaxies in a cluster, causes the raw measured ellipticity to be larger than
its true value. Second, the redMaPPer algorithm’s hard edge (at R = Rλ ) can decrease
measured ellipticity by excluding galaxies along the cluster’s major axis with R > Rλ . We
believe we have modeled and corrected these biases suﬃciently accurately so that they do
not contribute to our systematic uncertainty, but interlopers are more diﬃcult to model.
To estimate the error due to interlopers, we considered two extreme cases: one with a
large interloper fraction (typically 40%), and one with no interlopers at all. The diﬀerence
between these cases is about a ∼ 10% uncertainty in ellipticity, which is a conservative
estimate of the eﬀect of interlopers. The raw and corrected ellipticity measurements for

both cases are shown in Fig. 2.2. Our final result for cluster ellipticity of the satellite
distribution is 0.271 ± 0.002(stat) ± 0.031(sys), which corresponds to an axis ratio of 0.573 ±
0.002(stat) ± 0.039(sys).

In the context of the satellite distribution we have tested a number of other eﬀects.

These are generally less important than the biases mentioned above and are summarized in
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Appendix 2.7.2. They include ellipticity of the pmem filter (2.7.2.1), subhalo clustering due
to infall as a group (2.7.2.2), ellipticity variation due to intrinsic diﬀerences between halos
or projection eﬀects (2.7.2.3), and richness errors in the redMaPPer algorithm (2.7.2.4).
In addition, there might be contamination from projected foreground structures which get
included in the richness estimation. In this case, it is possible that the fraction of interlopers
is larger than assumed here. We try to minimize this eﬀect by selecting member galaxies
with pmem > 0.5 (we checked higher values as well, as discussed in Appendix B). Farahi
et al. (2016) estimates the “total” non-member fraction, including both the non-member
*
fraction that is imprinted in pmem values by
(1 − pmem ) and the non-member fraction

that is included in the richness estimation, in SDSS redMaPPer clusters in their Table 2
to be ∼ 0.4. This is smaller than our average non-member fraction 1− < pmem >= 0.473,

therefore, adding more interlopers to account for this projection eﬀect appears unnecessary.
So far, we have assumed that the lensing signal would be dominated by dark matter.
However, rich clusters can have up to ∼ 15% of the mass in hot gas, which can have a
non-negligible eﬀect on the lensing signal. If the gas is not well aligned with the shape of

the dark matter halo, it would alter the ellipticity. Accounting for this eﬀect is out of the
scope of this work and we leave it to further studies using the results of simulations that
include gas physics. We do compare with one study of AGN feedback below.
The second major aim of this paper is a measurement of the lensing quadrupole of cluster
halos. We presented new optimal estimators which allowed a 5σ measurement of the cluster
lensing quadrupole. Aligning the stacked lensing measurement with the satellite major
axis, we found a mean axis ratio of q = 0.558 ± 0.086(stat) ±0.026(sys), in good agreement
with the axis ratio from the satellite distribution itself. This axis ratio, which has already

been corrected for Poisson sampling of satellites, represents our constraints on the true
dark matter halo axis ratios of redMaPPer clusters. Thus it can be directly compared to
cluster-sized halos in N-body simulations – the agreement to the N-body results is within
1σ (see Sec. 2.5).
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We repeated all satellite and weak lensing axis ratio measurements using the central
galaxy (CG) light’s major axis to orient the stack. Again, agreement between the satellite
(q = 0.772 ± 0.025) and weak lensing (q = 0.746 ± 0.058) axis ratio is within 1σ. Here

the lensing detection was slightly weaker at 4.4σ due to the smaller number of clusters
available (about 1/3 of CGs had poor shape measurements) and greater observable-halo
misalignment. We infer that the CG is misaligned with respect to the cluster satellite
distribution by an RMS angle of 35◦ ± 10◦ , consistent with Huang et al. (2016). These two
observable methods for orienting the stack are subject to diﬀerent systematics. For example,

the CG and nearby background sources can exhibit spurious alignments (Clampitt & Jain,
2016, Mandelbaum et al., 2006) due to PSF- and camera-based eﬀects. The consistency
between the ellipticity from satellite distribution and lensing using both observables to
orient the clusters supports the robustness of our measurements.
One application of halo ellipticity measurements is to constrain models of baryonic
physics. Our mean axis ratio of q = 0.558 is in some tension with the no-AGN simulations
of Suto et al. (2017). Based on their Figure 9 the integrated probability (DM curve, left
panel) from 0 to q = 0.558 is ∼ a few percent. In contrast, the simulations with AGN
(right panel) show consistency within ∼ 1σ with our results. However, it is diﬃcult to say

with certainty due to the small number of clusters (40) in the Suto et al. (2017) simulations
as well as their somewhat smaller mass (> 5 × 1013 M⊙ /h) and the overcooling problem

in their no-AGN simulations. Based on Despali et al. (2017) the shift in axis ratio due
to the relatively lower mass cutoﬀ is fairly small (∼ 0.05). More precise constraints on
the models with AGN or other feedback will need to wait for larger simulations. Such
simulations are underway by the Eagle (Barnes et al. (2017)) and Illustris (Nelson et al.
(2015)) collaborations.
In future work it will be interesting to test for variation in halo ellipticity with radius.
The eﬀects of AGN feedback are expected to dominate the inner parts of the cluster, as
are those of self-interacting dark matter which makes the inner density contours rounder
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(see Brinckmann et al. (2018) for a recent study from simulations). It will be a challenge
to simultaneously test for these and other eﬀects that go beyond the baseline CDM model,
but the joint analysis of the monopole and quadrupole as a function of scale and other
parameters should provide useful test. With current data the radial dependence is diﬃcult
to test because of the way edge bias interacts with pmem (see Appendix 2.7.1). Other
work, for example Zu et al. (2017), using redMaPPer clusters have also noted diﬃculties
from selection eﬀects produced by cuts on pmem . Finally, studies of the alignment of the
dark matter halo with large scale structure (LSS) can extend current work comparing light
and LSS alignments. For example, Zhang et al. (2013) has shown, using SDSS DR7 data,
that galaxies within filaments are aligned with the filament direction. The alignment is
strongest for red, central galaxies of groups or clusters. It will be interesting to see whether
the alignment between halos and filaments are even stronger. With ongoing surveys such as
the Dark Energy Survey (The Dark Energy Survey Collaboration (2005)) we expect to have
at least a factor of two improvement in the statistical signal-to-noise (which dominates for
lensing). Future surveys from LSST (Ivezić et al. (2019b), LSST Science Collaboration et al.
(2009)), Euclid (Laureijs et al. (2010)) and WFIRST (Spergel et al. (2013)) will provide
huge gains in statistical accuracy and the opportunity to study trends with radius, richness
and redshift.

2.7
2.7.1

Appendix
Eﬀect of Diﬀerent pmem Cuts

For the edge bias correction (Sec. 2.3.2.2) to be accurate, we need suﬃciently high galaxy
number density around the edges, R ∼ Rλ , of redMaPPer clusters. With too aggressive a

pmem cut, the density profile contracts, falling oﬀ faster than NFW. It then fails to match
our MC simulation with elliptical NFW out to R = Rλ . In Fig. 2.10, we compare the stacked
number density profiles with diﬀerent pmem cuts. For example, implementing pmem > 0.8
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Figure 2.10: Stacked number density of redMaPPer clusters in each richness bin. (left panel):
Without any cut on pmem . (middle panel): With pmem > 0.5. (right panel): With pmem > 0.8.
The number of member galaxies in the outermost region decreases significantly as we apply a
stricter pmem cut.

leaves 10-50 times fewer member galaxies on the outskirts compared to the case with no
pmem cut at all. Considering the total number of member galaxies per cluster (order of
10 − 100) and the decreasing tendency of pmem with projected distance from the cluster
centre, this suggests that there will be almost zero member galaxy left on the outskirts. On
the other hand, a pmem > 0.5 cut leaves about 25-60% of member galaxies in the outermost
region. This better approximates a sharp boundary at R = Rλ as in our MC simulations.
Therefore, we decide to use the pmem > 0.5 cut as our fiducial case, since further relaxing
the cut to a lower value of pmem causes higher systematic error in ellipticity due to increased
interlopers. For instance, if we do not apply any pmem cut at all, the uncertainty on ellipticity
increases by ∼ 150%, compared to the pmem ¿0.5 case, while the value of ellipticity stays at
∼ 0.27.

Furthermore, the corrected value of ellipticity is not very sensitive to the choice of pmem

cut. We have checked that using diﬀerent criteria for the pmem cut makes less than a 5%
diﬀerence on the measured ellipticity value.
These uncertainties due to interlopers and pmem cuts are the most significant, so we
have emphasized them here in the main text. In Appendix 2.7.2 we describe a few other
potential sources of error that turned out to be negligible.
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2.7.2
2.7.2.1

Miscellaneous tests
Elliptical pmem distribution

The value of pmem strongly depends on the projected distance from the cluster centre.
However, it could also have an angular dependence. In this case, the soft edge that a
pmem cut imposes becomes elliptical, engendering totally a diﬀerent edge bias. Because the
satellite distribution is typically misaligned with the underlying dark matter distribution,
we cannot figure out how elliptical this additinoal soft edge (by a pmem cut) of the stacked
clusters would be, unless accurate an N-body simulation is provided. We calculate the
monopole signal of this soft edge that our pmem cut imposes by dividing the average of
pmem > 0.5 by that without any pmem cut, as a function of projected distance from the cluster
centre with an appropriate normalization. This monopole can be used to construct two
extreme cases to estimate the possible systematic due to this uncertainty in the ellipticity of
pmem distribution : 1) perfectly circular edge and 2) elliptical edge with a specific ellipticity
we want to apply. We can apply these two extreme cases of soft edges to our MC simulation
and measure the true ellipticity of each case. For example, we measure the true ellipticity
of 0.40 assuming a circular edge, whereas we measure the true ellipticity of 0.18 assuming
an elliptical edge with ellipticity of 0.3.
2.7.2.2

Satellite infall in groups or filaments

We know that these redMaPPer members are clustered with each other (Fang et al., 2016).
Our simulations don’t include this clustering of red galaxies, so they will slightly overestimate ellipticity by undercorrecting for noise bias. We estimate the size of this eﬀect based
on the measurements of Fang et al. (2016). Using the definition of the angular correlation
function w, for an annulus at a projected distance R with area dA, the number of satellites
around a given satellite is dN (R) = dA × n̄nf w (R) × [1 + w(R)], where n̄nf w (R) denotes a
smooth, unclumped NFW profile. Therefore, the excess due to correlations at a projected
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distance R is just w(R). If we integrate that over the cluster, centered on a typical satellite
at ∼ 0.3 Mpc/h from the cluster centre, then we get the fractional excess in counts (and
hence overestimate of noise bias) due to satellite clustering.

We can estimate this quantity using Figure 1 of Fang et al. (2016). The ratio of satellite
correlations (red points) to the correlations associated with the host cluster (black points)
/
ranges from 0.2 to 0 over R = 0.1 − 1 Mpc/h. Since the average w̄(R) ∼ R dR w(R) is
about 0.1, we would need to correct noise bias by a factor of 1.1. In other words, satellite
correlations mean that there are 10 percent fewer independent points. Note that Fang et al.
(2016) showed cross-correlations of cluster members with redMaGiC galaxies, while we are
interested in the auto-correlations of cluster members. However, the results are the same:
we have checked that the ratio of auto-correlations of cluster members to cluster-member
correlations is the same as the analogous ratio shown in Figure 1 of Fang et al. (2016).
Next, we compare this estimate of 10% fewer independent points to the noise bias
correction in Fig. 2.4. From Fig. 2.4 we estimate the eﬀect of 10% fewer independent points
is negligible. Noise bias varies most rapidly for smaller λ, so that’s where this eﬀect will
have the biggest impact. Focusing then on the diﬀerence between the λ = 26 − 34 bin and
the 20-26 bin we see the diﬀerence between these bins is about 5% of the true ellipticity (left

panel, for the ellipticity values ∼ 0.25). But this is an overestimate, since 10% of lambda

∼ 30 is just a shift of 3. So we have, at worst, ∼ 3% bias in ellipticity. The uncertainty
in background galaxies gives us an ∼ 10% systematic uncertainty (see Sec. 2.3.3). So the
error of ! 3% from satellite clustering is much smaller and we neglect it.
2.7.2.3

Broad ellipticity distribution

In Sec. 2.3 we use MC simulations to correct for biases in ellipticity of satellite distribution.
In doing so, we swept all variations of ellipticity away into an average correction factor.
Such variations are expected from (i) intrinsic diﬀerences between halos (some are more
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elliptical than others) and (ii) diﬀerences in their orientiation with respect to the line-ofsight. Thus, our noise and edge bias corrections could be misestimated if the distribution
of ellipticity is very broad or highly skewed. While the corrections in Figures 2.3 and 2.4
are fairly smooth functions of input ellipticity, we perform an additional test to verify the
accuracy of our simulations.
If the ellipticity distributions of simulation and the data are similar to each other, using
the average value will not result in any bias. Thus, we compare distribution of raw ellipticity
of data to that of our MC simulation (Sec. 2.3) in each richness bin. We take ellipticity
distributions from the same MC simulation described in Sec. 2.3, before average ellipticity
values are calculated. The results are shown in Fig. 2.11. We compare three distributions,
(a) raw ellipticity measurement of data (black distribution, the black points in Fig. 2.2
are the average values of this distribution), (b) measured ellipticity in our MC simulation
with interloper galaxies considered (green distribution) and (c) measured ellipticity in the
MC simulation without including any interloper (blue distribution). Note that for the
comparison to be accurate, we must assume the true ellipticity retrieved in Sec. 2.3, 0.303
and 0.240 respectively for the case (b) and (c) (Fig. 2.2).
For the first four richness bins with λ ! 60 the distributions match very well. The ellipticity distributions of some richer cluster bins are slightly broader than or skewed relative
to the data. But these distributions are also noisier, and statistical errors on the ellipticity
itself are higher. We conclude that any additional systematic error from averaging over
the broad ellipticity distribution is well below the uncertainty due to interlopers, our most
important systematic.
2.7.2.4

Impact of Richness errors on biases corrections

Edge bias (Sec. 2.3.2.2) could be inaccurate due to errors in cluster richness (λ) of redMaPPer . If λ is underestimated, we consequently underestimate the size and the mass of the
underlying dark matter halo. This would cause an undercorrection of the edge bias if the
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Figure 2.11: Ellipticity distribution of each richness bin from data and simulations. (black
(A)): raw ellipticity distribution of the data before bias corrections (black points in Fig. 2.2,
see Sec. 2.3.1). (green (B)): ellipticity distribution of the simulation with interloper galaxies
assuming etrue = 0.303, the retrieved true ellipticity when interlopers are included (green points
in Fig. 2.2, see Sec. 2.3.3). (blue (C)): same as B, but excluding interlopers in the simulation
and taking etrue = 0.240, true ellipticity retrieved when interlopers are not included (blue points
in Fig. 2.2, see Sec. 2.3.2.3). The three distributions agree well with each other, therefore, using
the average value of the ellipticity would not bring about any significant bias.
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edge bias correction is a strong function of λ. However, fortunately, the edge bias is insensitive to λ. According to the middle panel of Fig. 2.3 and 2.4, one can readily conclude that
the edge bias is very weak function of λ. Even in an extreme case assuming that λ ∼ 20 − 26
of a cluster is mis-estimated to λ ∼ 100 − 200, we would only have a few percent shift on

the edge bias. It is well under our systematic uncertainty of ∼ 12% from the uncertainty in

the number of interlopers in clusters. Thus we conclude that richness error does not alter
our conclusion.
On the other hand, noise bias is a function of number of observed member galaxies. If
unobserved galaxies were included in the calculation, we would obtain a smaller value of the
raw ellipticity measurement due to the increased number of galaxies (left panels of Fig. 2.3
and 2.4). However, larger number of member galaxies implies smaller noise bias correction.
As a result, the same true ellipticity will be retrieved no matter how many unobserved
member galaxies there are. Since our aim is to obtain one representative value of ellipticity
over all the richness range, the error on richness does not aﬀect our result.

2.7.3

Misalignment

The dilution factor described in Sec. 2.4 is shown in Fig. 2.12 for ϵtrue = 0.271, the true
mean ellipticity of satellite distribution measured in Sec. 2.3. Since the major axes along
which we align the clusters are calculated with satellite distributions, we must derive D
assuming the true mean ellipticity to be that of the satellite distribution. Once the value of
ellipticity is assumed, we use the same MC simulation as described in Sec. 2.3 to obtain the
dispersion of misalignment angle of major axes of satellite distribution with respect to the
true major axes of the halos. From this we calculate the misalignment factor D according
to the Eq. (2.30). For illustration, we also show several alignment distributions for various
Nsat and ϵ in Fig. 2.13.
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Figure 2.12: Dilution factor from satellite-halo misalignment as a function of cluster richness,
plotted for our best-fit ellipticity 0.271. It is calculated by applying Eq. (2.30) to a large sample
of monte-carlo clusters.
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Figure 2.13: Alignment distributions for various values of Nsat and true ellipticity. The
distribution P (θoﬀ ) has the same definition as in Clampitt & Jain (2016).
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Chapter 3

Measurement of the Splashback
Feature around SZ-selected
GalaxyClusters with DES, SPT
and ACT
Shin T., et al., 2019, MNRAS, 487, 2900

68

Abstract
We present a detection of the splashback feature around galaxy clusters selected using the
Sunyaev-Zel’dovich (SZ) signal. Recent measurements of the splashback feature around
optically selected galaxy clusters have found that the splashback radius, rsp , is smaller than
predicted by N-body simulations. A possible explanation for this discrepancy is that rsp
inferred from the observed radial distribution of galaxies is aﬀected by selection eﬀects
related to the optical cluster-finding algorithms. We test this possibility by measuring the
splashback feature in clusters selected via the SZ eﬀect in data from the South Pole Telescope
SZ survey and the Atacama Cosmology Telescope Polarimeter survey. The measurement is
accomplished by correlating these cluster samples with galaxies detected in the Dark Energy
Survey Year 3 data. The SZ observable used to select clusters in this analysis is expected
to have a tighter correlation with halo mass and to be more immune to projection eﬀects
and aperture-induced biases, potentially ameliorating causes of systematic error for optically
selected clusters. We find that the measured rsp for SZ-selected clusters is consistent with the
expectations from simulations, although the small number of SZ-selected clusters makes a
precise comparison diﬃcult. In agreement with previous work, when using optically selected
redMaPPer clusters with similar mass and redshift distributions, rsp is ∼ 2σ smaller than
in the simulations. These results motivate detailed investigations of selection biases in

optically selected cluster catalogs and exploration of the splashback feature around larger
samples of SZ-selected clusters. Additionally, we investigate trends in the galaxy profile
and splashback feature as a function of galaxy color, finding that blue galaxies have profiles
close to a power law with no discernible splashback feature, which is consistent with them
being on their first infall into the cluster.
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3.1

Introduction

Halos are non-linear, gravitationally bound structures where dark matter particles are in
orbits governed by the halo gravitational potential, detached from the overall expansion of
the universe. The physical boundary of a dark matter halo is the surface corresponding to
the largest apocenters of the material that has been accreted into the halo most recently.
This forms a phase space boundary between the outer regions where objects are on first
infall and the region within a halo where dark matter is “virialized” or multistreaming,
i.e. orbiting shells of dark matter are crossing each other leading to multiple streams at
a given point. This boundary is clearly visible in the outskirts of simulated dark matter
halos as a sharp decline in the slope of the density profile, and the location at which the
slope reaches a minimum is called the splashback radius, rsp (Adhikari et al., 2014, Diemer
& Kravtsov, 2014, Diemer et al., 2017, Mansfield et al., 2017, Okumura et al., 2017, 2018).
While a density caustic feature at the boundary of a halo at first turnaround after infall
was suggested by theoretical work based on the smooth spherical collapse models (e.g.
Adhikari et al., 2014, Bertschinger, 1985, Fillmore & Goldreich, 1984, Gunn & Gott, 1972,
Shi, 2016b), Diemer & Kravtsov (2014) presented evidence that this feature appears in
the profiles of realistically simulated dark matter halos, even after averaging over halos of
diﬀerent masses, accretion histories, and redshifts.
The profiles of actual dark matter halos in the universe can be probed in several ways, for
example, by studying the distribution of galaxies in halos, which is determined by the gravitational potential of the overall matter distribution, or by stacking the weak gravitational
lensing of background galaxies around halos to get the matter distribution directly. More
et al. (2016) used the galaxy surface density profile around redMaPPer (RM) (Rykoﬀ et al.,
2014) galaxy clusters identified in data from the Sloan Digital Sky Survey (SDSS, Aihara
et al., 2011) to present the first evidence for a splashback feature. Subsequently, evidence for
the feature was also found by Baxter et al. (2017) using the galaxy surface density profiles
around two samples of SDSS-identified clusters, and by Chang et al. (2018) using the galaxy
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density and weak lensing profiles around RM clusters identified in the first year of Dark
Energy Survey (DES) data. Recently, Contigiani et al. (2018) has measured weak lensing
profiles around 27 massive clusters obtained with the Cluster Canadian Comparison Project
(CCCP) and reported a measurement of the splashback radius. However, Contigiani et al.
(2018) do not report a statistically significant detection of splashback-like steepening in the
cluster density profile (see also Umetsu & Diemer 2017 for lensing-based constraints on rsp
with clusters from the Cluster Lensing And Supernova survey with Hubble (CLASH)). In all
of these cases, the evidence for the splashback feature came from identifying the presence of
a sharp steepening in the halo (galaxy/dark matter) surface density profiles. Interestingly,
for clusters identified via the RM algorithm, and for measurements using the galaxy surface
density profile around clusters, the location of splashback is about 20% (∼ 3σ) smaller than
predictions from N-body simulations (Baxter et al., 2017, Chang et al., 2018, More et al.,
2016).
Busch & White (2017b) explored whether cluster-finding algorithms like RM can imprint
artificial splashback-like features into cluster density profiles via selection eﬀects. In essence,
the problem arises due to selecting halos based on cluster richness, λ, which for RM is
measured within an aperture, Rλ = 1.0(λ/100)0.2 h−1 Mpc. Clusters with galaxies just
inside Rλ are more likely to be included in the richness selected sample than clusters with
galaxies just outside Rλ . So a feature associated with the selection aperture due to random
fluctuations of the galaxy distribution relative to the dark matter may be imprinted on the
profile. Zu et al. (2017) and Busch & White (2017b) have also pointed out that projection
eﬀects in the RM catalog can impact the amplitude of 2D cluster-galaxy correlations at large
scales. Because RM identifies clusters with imaging data, some fraction of galaxies identified
as cluster members may actually be chance projections of background galaxies along lines of
sight near to the cluster. Zu et al. (2017) showed that projections are more likely to occur in
dense regions, causing the cluster concentration inferred from member galaxy positions to
correlate with large scale overdensities. Busch & White (2017b), however, concluded based
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on mock-RM simulations that while projections could bias the inference of cluster member
concentration, projections did not alter the location of the splashback feature averaged over
all clusters.
Baxter et al. (2017) investigated the impact of potential RM systematic eﬀects on measurements of the splashback feature with SDSS data by using two galaxy cluster catalogs:
one selected using the RM algorithm, and the other selected using the Yang et al. (2007)
group finder. In both cases, a sharp steepening of the density profile around the clusters
was observed, suggesting that the splashback feature is not purely an artifact of the RM
selection. Furthermore, it was found that the splashback measurements utilizing the Yang
et al. (2007) catalog agreed well with those using the RM catalog; however, the signal-tonoise of measurements using the Yang et al. (2007) catalog was not suﬃcient to rule out
some residual systematic eﬀect. In addition, Baxter et al. (2017) divided the galaxy samples
by color, and measured the fraction of red galaxies relative to blue galaxies as a function
of cluster-centric radius. It was found that the red fraction increased inward rapidly at approximately the measured splashback radius. Such behavior is expected for a true physical
boundary, since galaxies outside the splashback shell have never been inside the cluster and
are therefore more likely to have ongoing star formation, and will thus appear bluer than
galaxies which have passed through the cluster.
Chang et al. (2018) directly investigated the potential systematic eﬀects associated with
the imposition of Rλ in the RM algorithm by repeating the splashback measurements using
three diﬀerent richness aperture choices: 0.67, 1 and 1.5 times the original Rλ . It was found
that the value of Rλ used to estimate richness significantly impacts the recovered splashback
radius, in the same direction as suggested by Busch & White (2017b). While the aperture
choices in that study were extreme, it suggests that the choice of the RM aperture used to
estimate richness could impact the splashback radius.
Chang et al. (2018) also used weak lensing shear estimates from the DES to measure
the splashback feature around the same cluster sample, finding the location and slope of
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the splashback feature to be roughly consistent with that inferred from the galaxy density
measurements. The splashback radius inferred from the lensing measurements was also
observed to change slightly for diﬀerent assumed values of Rλ , although the change was
not significant given the low signal-to-noise of the lensing measurements. If the splashback
feature inferred from both the galaxy density and the lensing results reacts to Rλ in the
same way, then it is unlikely that the Busch & White (2017b) explanation above is complete.
An alternative explanation for the observed trends is that changing Rλ selects a physically
diﬀerent set of clusters (e.g. those that are more elongated along the line of sight), which
might indeed have diﬀerent splashback radii.
One way to bypass these complications is to repeat the measurements using an alternative cluster sample selected independently of the RM algorithm and of the galaxy density
observations. In this work, we measure the splashback feature around a sample of galaxy
clusters identified via their Sunyaev-Zel’dovich (SZ, Sunyaev & Zeldovich, 1972) signal in
data from the South Pole Telescope (SPT) SZ survey (Bleem et al., 2015) and the Atacama
Cosmology Telescope Polarimeter (ACTPol, Hilton et al., 2018). The SZ eﬀect results from
the cosmic microwave background photons inverse Compton scattering with hot cluster gas,
and is seen as a temperature decrement at the locations of galaxy clusters in the 150 GHz
maps of the SPT-SZ survey and the 148 GHz maps of the ACTPol experiment.
Several features of the SZ-selected cluster samples used here make them useful for testing
the impact of systematics on splashback measurements. For one, the SZ observable is completely independent of all the observables in optical surveys used to measure the feature (in
particular, the galaxy density). The SZ signal is also expected to correlate more tightly with
cluster mass than optical richness, reducing the impact of scatter in the mass-observable
relation, therefore making it easier to compare measurements to expectations from simulations. Additionally, SZ-selection is expected to be less aﬀected by projection eﬀects than
optical cluster finders. Furthermore, by selecting on the SZ signal rather than optical richness, we reduce potential correlation between the cluster selection and the quantity used to

73

3.2 Data

infer splashback, i.e. the galaxy density. Finally, the SZ-selected cluster samples employed
here allow us to extend splashback measurements to the high-mass, high-redshift regime
that has yet to be explored for splashback studies. We refer readers to e.g. Nagai (2006),
Battaglia et al. (2012) and Krause et al. (2012) for detailed analyses of SZ the signal-mass
scaling relation.
Finally, we note that while this work was in preparation, Zürcher & More (2019) presented a similar analysis using clusters selected from Planck data. Given the diﬀerence
between the cluster and galaxy samples in the two works, our results can be considered
complementary to theirs.
The structure of the paper is as follows. We describe the galaxy and cluster data sets
in Section 3.2; measurements and model fitting are described in Section 4.3.3; results are
presented in Section 3.4, and we conclude in Section 3.5. Throughout this work, when calculating cosmological quantities, we use a flat ΛCDM cosmology with H0 = 70 kms−1 Mpc−1 ,
Ωm = 0.3. Every distance is reported in the comoving unit with h = 0.7.

3.2
3.2.1

Data
SZ-selected cluster catalog from SPT

The SPT is a 10 m millimeter/submillimeter telescope operating at the geographical South
Pole (Carlstrom et al., 2011). The cluster catalog used in this analysis was derived from
data taken as part of the 2500 sq. deg. SPT-SZ survey, which mapped the sky in three
frequency bands centered at 95, 150 and 220 GHz over an observation period from 2008 to
2011 (Story et al., 2013). The construction of the catalog is described in detail in Bleem
et al. (2015). The SPT-SZ survey region is shown in Fig. 3.1.
Clusters are identified using a linear combination of the 95 and 150 GHz SPT temperature maps adopting a matched filter approach, with the projected isothermal β-model
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Figure 3.1: The footprints of the DES, SPT and ACTPol. The overlapping area is ∼2000
(∼700) deg2 between SPT (ACTPol) and DES.
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(Cavaliere & Fusco-Femiano, 1976) as the assumed source profile:
∆T = ∆T0 (1 + θ2 /θc2 )−1 ,

(3.1)

where ∆T is the temperature in the map, and ∆T0 and θc are model parameters. Filters
were constructed using 12 diﬀerent θc values between 0’.25 and 3’, and applied to the maps
in the Fourier domain. Cluster candidates are then identified as peaks in the filtered maps.
The maximal signal-to-noise (SNR) across these filter choices and across possible cluster
positions is then considered the SNR estimate, ξ, for each cluster. The sample used in this
analysis uses clusters with ξ ≥ 4.5. Follow-up optical and NIR observations are made for

the 530 candidates with ξ ≥ 4.7 as well as 119 of 147 candidates down to ξ ≥ 4.5. Among
these 677 candidates, 516 are confirmed by identifying an excess of clustered red-sequence

galaxies and consequently given redshift and mass estimates. Masses for each cluster are
estimated using an assumed scaling relation between the SPT observable, ξ, and the cluster
mass with a fixed ΛCDM cosmology, as described in Bleem et al. (2015).
Our fiducial measurements are based on a sample selected with 0.25 < z < 0.7 and
ξ ≥ 4.5, which has 315 clusters, of which 256 are in the DES footprint. SPT detects many
clusters with z > 1. However, as described in Sec. 3.3.2, we impose an absolute magnitude
cut on the DES galaxies when correlating with the SZ-selected clusters. Increasing the upper
redshift limit of the cluster sample would necessitate using galaxies with higher luminosity
to maintain completeness of the galaxy sample, thereby reducing the signal-to-noise of the
splashback measurements. Moreover, imposing the upper redshift limit enables a more
direct comparison with the RM sample, which becomes increasingly incomplete beyond z =
0.7. The mean redshift of the selected clusters is ⟨z⟩ = 0.49. Adopting the mass estimates
described above, the estimated mean mass of the sample is ⟨M500c ⟩ = 3.0×1014 h−1 M⊙ . The
level of systematic uncertainties in the SPT masses in Bleem et al. (2015) is negligible for

this analysis. The masses estimated in Bleem et al. (2015), which we use here, are obtained
by assuming a fixed cosmology and running the number count experiment, yielding a mass
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calibration uncertainty at the 2% level (see Section 3.1 in Saro et al. 2015). On the other
hand, for the same cluster sample, Bocquet et al. (2018) report a mass calibration from
a simultaneous fit of scaling relations, cosmology, as well as external weak-lensing data
sets. The resultant lower and upper bounds of the mean mass with the uncertainty in
cosmology from Bocquet et al. (2018) are 2.5 × 1014 h−1 M⊙ (-17% relative to mean) and

3.2 × 1014 h−1 M⊙ (+7%), respectively, which we use in our analyses hereafter. Histograms
of the estimated redshifts and masses for selected clusters are shown in Fig. 3.2.

To reliably measure correlation functions, it is important to generate a mock cluster catalog that closely follows the survey geometry and are located at random positions. When generating such random positions for the mock SPT catalog, we account for the non-uniformity
of the cluster density across the field due to small variations in depth and apodization of
the observation field boundaries. For each field, we first generate a set of mock clusters
with masses and redshifts drawn from the Tinker et al. (2008) mass function. These mock
clusters are then assigned values of the SPT observable ξ using the field-dependent mass-ξ
relations described in Bleem et al. (2015), applying the intrinsic and measurement scatters.
Finally, the ξ > 4.5 selection is applied to the mock clusters as in the real data.∗

3.2.2

SZ-selected cluster catalog from ACT

The ACT is a 6 m telescope that is located in northern Chile (Fowler et al., 2007, Thornton
et al., 2016). The ACTPol cluster sample used in this work is derived from the ACTPol twoseason cluster catalog (Hilton et al., 2018). To extract this sample, 148 GHz observations
in a 987.5 deg2 equatorial field were used (Fig. 3.1), which combined data from the original
ACT receiver (MBAC; Swetz et al., 2011) with the first two seasons of ACTPol data. The
ACTPol survey used in this work is composed of two deep fields each of which covers ∼70
∗

We have performed measurements with a more conservative SNR (ξ) cut for which every field can be
assumed to be complete down to that value of ξ. However, using this more conservative selection does not
change our results qualitatively and results in lower signal-to-noise.
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deg2 , taken from September 2013 to December 2013 using a single 148 GHz detector array, as
well as a wider ∼700 deg2 field taken from August 2014 to December 2014 with an additional

148GHz detector array (see Louis et al., 2017, Naess et al., 2014, for details on these ACTPol
observations). The cluster candidates were detected using a spatial matched filter based
the Universal Pressure Profile (UPP; Arnaud et al., 2010, Nagai et al., 2007). We refer
readers to Hasselfield et al. (2013) and Hilton et al. (2018) for details. The candidates were
confirmed as clusters and their redshifts measured with optical and/or IR data, mainly the
Sloan Digital Sky Survey (SDSS DR13; Albareti et al., 2017). Cluster masses were estimated
assuming the SZ signal-mass scaling relation and the halo mass function from Tinker et al.
(2008), following the method in Hasselfield et al. (2013). In addition, centers of the clusters
are assigned as the center-of-mass of the pixels associated with the cluster that lie above the
signal-to-noise ratio (SNR) of 4. The full cluster sample in Hilton et al. (2018) are all SNR
> 4 with mass range of roughly 1.5 × 1014 h−1 M⊙ < M500c,UPP < 7 × 1014 h−1 M⊙ with a

median mass of M500c,UPP = 2.2 × 1014 h−1 M⊙ and redshift range of roughly 0.15 < z < 1.4
with a median redshift of z = 0.49.

In this paper we use clusters in the DES footprint and in the redshift range of [0.25,0.7].
Furthermore, the masses of the clusters are re-calibrated using the richness-mass relation
from the DES Y1 analysis (McClintock et al., 2019) using clusters matched between the
ACT and the DES, which gives a mass-correction factor of 1/(0.75±0.1). Hilton et al. (2018)
checked that the mass estimation after applying this WL-correction is consistent with that of
the SPT mass (see their Fig. 25 and the associated text).∗ Applying this WL-correction with
14 −1
its uncertainty, there are 89 clusters with mean mass of ⟨M500c ⟩ = 3.26+0.50
−0.39 × 10 h M⊙

and mean redshift of ⟨z⟩ = 0.49. The redshift and mass distribution of this cluster sample
is shown in Fig. 3.2.†
∗

Note that Hilton et al. (2018) used a mass-richness relation from SDSS data (Simet et al., 2017), which
gives a correction factor of 1/(0.68 ± 0.11) that is consistent with the new value in this study.
†
Note that due to the higher noise level of the ACTPol survey than that of the SPT-SZ survey, the mean
mass of ACTPol clusters is estimated higher despite the smaller SNR threshold than that of SPT-SZ.
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We generate a mock cluster catalog with random positions, which corresponds to the
ACT sample in Hilton et al. (2018) by first sampling the halo mass function (Tinker et al.,
2008) to obtain a statistically representative sample of halos as function of mass and redshift.
Here we oversample the number of clusters in the ACT sample by a factor of 1000 to reduce
the Poisson noise in the mock cluster catalog. For each halo in the sample we calculated
a filtered Compton-y signal using the matched filter and scaling relation from Hilton et al.
(2018). Then we randomly assigned each halo a position within the ACT map footprint and
compared the filtered Compton-y signal to the filter noise from Hilton et al. (2018). The
final product is a mock halo catalog with signal-to-noise values that correspond to the filter
noise in the map according to Hilton et al. (2018). We then apply a minimum signal-tonoise threshold of four, a redshift cut 0.7, and the signal-to-noise completeness function from
Hilton et al. (2018) to account for non-uniform selection and cluster confirmation eﬀects in
the ACT sample.

3.2.3

DES Year 3 galaxy catalog

We measure the splashback feature around the SZ-selected clusters by correlating these
clusters with galaxies, eﬀectively using galaxies as tracers of the mass. Our galaxy sample used for this purpose is derived from the DES data. DES (The Dark Energy Survey
Collaboration, 2005) is a five-year survey that covers ∼ 5000 square degrees of the South
Galactic Cap (Fig. 3.1). Mounted on the Cerro Tololo Inter-American Observatory (CTIO)

4 m Blanco telescope in Chile, the 570-megapixel Dark Energy Camera (Flaugher et al.,
2015) images the field in grizY filters. In this analysis, we use the DES Year 3 data.∗ The
raw images are processed by the DES Data Management (DESDM) system (Morganson
et al., 2018, Sevilla et al., 2011) and a high-quality photometric catalog (Y3 Gold v2.2)
is produced after a careful subselection similar to that described in Drlica-Wagner et al.
(2018).
∗

The full DES Y3 images are taken from Aug 2013 to Feb 2016.
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After filtering out stars and removing galaxies identified as failures in photometry, we
apply a further magnitude and color selection with the following criteria: i < 22.5, −1 < g −
r < 3, −1 < r −i < 2.5 and −1 < i−z < 2, where the color cuts are to remove color outliers

that may result in catastrophic photo-z estimates (Crocce et al., 2018). We further require
the error of the i -band magnitude to be less than 0.1 to ensure good photometry and apply
the DES survey depth mask (only using regions where the i-band magnitude limit > 22.5)
as well as the SPT-SZ/ACTPol survey mask, depending on the cluster catalog being used.
The total number of galaxies in our sample after all these cuts is 41,102,373 (13,385,454) in
the SPT (ACT) field. When performing the cluster-galaxy correlation measurements, we
will also apply additional magnitude cuts as described in Sec. 3.3.2.

3.2.4

DES Year 3 redMaPPer cluster catalog

The primary focus of this work is to measure the splashback radius around SZ-selected clusters. However, to further test the impact of cluster selection on splashback measurements,
we also perform measurements using a catalog of optically selected clusters identified with
the RM algorithm applied to the DES Y3 gold catalog (RM v6.4.22). We apply the same
redshift cut to the RM clusters as to the SPT and ACT samples.
We additionally impose a richness cut on the RM sample so that the mean mass of this
sample is matched to that of the SPT and ACT samples. The richness cut is determined
using the mass-richness relation for DES Y1 RM clusters from McClintock et al. (2019),
which calibrated the mass through a stacked weak lensing analysis. Using this mass-richness
relation, we compute the expectation value of M200m for each cluster. These are then
converted into M500c using the mass-concentration relation of Diemer & Kravtsov (2015)
and an NFW profile as implemented in Colossus (Diemer, 2017a).∗ A richness cut of λ > 58
is chosen so that the mean mass of the RM clusters is equal to that of the SPT sample.
The mean mass of the ACT sample is statistically consistent with that of the SPT sample,
∗

http://www.benediktdiemer.com/code/colossus/
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Figure 3.2: Redshift and mass distribution for the fiducial SPT cluster sample in the DES
footprint (red), the ACT cluster sample (green) and mass-matched RM clusters (blue). Also
shown are the redshift distribution of the DES Y3 galaxies (grey) in the upper panel and the
mass distribution of the halos we use from the MDPL2 simulation (grey) in the lower panel.
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allowing us to use the same richness cut throughout. The final distributions of mass and
redshift are shown in Fig. 3.2. In principle, uncertainty in the mass-richness relation (∼5%)
could impact the mean mass of the selected RM clusters. However, since the location of
splashback scales as M 1/3 , such uncertainty contributes less than 2% uncertainty on the
splashback radius, which is well below our uncertainty level of on the splashback location
(∼7%).

3.3
3.3.1

Measurement and Modeling
Cluster profile model

We model the measured galaxy surface density profiles following Diemer & Kravtsov (2014)
and More et al. (2015) (note that following More et al. 2016 and Chang et al. 2018, we do
not include a cosmic mean density term since our measurements eﬀectively have the cosmic
mean subtracted). The model comprises a “collapsed” part (a truncated Einasto profile)
and an “infalling” part (a power law profile). The full model for the 3D density profile,
ρ(r), is
ρ(r) = ρcoll (r) + ρinfall (r),
ρcoll (r) = ρEin (r)ftrans (r),
1#
" 2 0- r .α
Ein
ρ (r) = ρs exp −
−1 ,
α
rs
2
- .β 3−γ/β
r
ftrans (r) = 1 +
,
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ρ
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(r) = ρ0

-

r
r0

.−se

,

(3.2)
(3.3)
(3.4)

(3.5)

(3.6)

where we fix r0 at 1.5h−1 Mpc and α, β, γ, rs , rt , ρs , ρ0 and se are parameters of the model.
Note that a transition function ftrans is needed since the splashback surface is generally
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not spherical in 3D so that when density is averaged in a spherical shell, the density drop
gets smeared out (see Mansfield et al. 2017 for details). Also, the model is flexible enough
to provide profiles that are featureless, as can be seen in Fig. 3.12 (see also Baxter et al.
(2017) for an extensive model comparison). We have also experimented with truncating
4
5−1
the infalling power-law term at small radii via ρinfall (r) = ρ0 1/ρmax + (r/r0 )se
, where
ρmax sets the maximum density of the infalling term at small scales (Diemer et al., 2017).

However, implementing such truncation has a negligible impact, and so for simplicity we
leave it out.
The splashback radius, rsp , is a derived parameter in this model, and represents the
minimum of the logarithmic derivative d log ρ/d log r of the total density.
Below, we will measure the projected galaxy surface number density around clusters.
We relate the 2D projected density to the 3D density via
% lmax
",
#
Σ(R) =
dl ρ
R2 + l 2 ,

(3.7)

−lmax

where R is the 2D projected distance from the cluster center and lmax is the maximum
line-of-sight distance of integration, set to 40 h−1 Mpc. We have checked that extending
lmax to a higher value does not change our result significantly.
To account for the eﬀects of cluster mis-centering, which can be diﬀerent for the SZselected clusters and for the RM-selected clusters, we assume that some fraction, fmis , of
the clusters are miscentered, while a fraction (1 − fmis ) are correctly centered. The observed
profile is then

Σ = (1 − fmis )Σ0 + fmis Σmis ,

(3.8)

where Σ0 is the profile without mis-centering and Σmis is the average density profile of the
mis-centered clusters.
For a cluster miscentered by a distance Rmis , the azimuthally averaged profile is
% 2π
+
#
dθ "
2 + 2RR
Σmis (R|Rmis ) =
Σ0
R2 + Rmis
(3.9)
mis cosθ .
2π
0
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The profile averaged over a distribution of Rmis is then
%
Σmis (R) = dRmis P (Rmis )Σmis (R|Rmis ),

(3.10)

where P (Rmis ) is the probability distribution of a cluster to be mis-centered by a distance
Rmis from the true center. Note that this model is not sample-specific, but rather can be
applied to any cluster sample.
We assume the miscentering distribution is described by a two-dimensional Gaussian.
In this case, the distribution of Rmis can be characterized with a Rayleigh distribution:
0
1
2
Rmis
Rmis
P (Rmis ) = 2 exp − 2 .
(3.11)
σR
2σR
Saro et al. (2015) and Rykoﬀ et al. (2016) show that the Rayleigh distribution can be used
to describe the miscentering of SPT and RM clusters, respectively.
For the SPT-selected sample, the positional uncertainty, which depends on the SPT
beam size and the cluster size, applies to all clusters. For these clusters we therefore set
fmis = 1. Saro et al. (2015) also provide the positional uncertainty of the individual SPT
clusters in units of arcminutes (see their Eq. 11), which we convert into a distance unit,
taking into account the redshift values of the clusters. The calculated positional uncertainty
of the SPT sample is ln(σR /(h−1 Mpc )) = −2.7 ± 0.4, which we use as the prior for the
SPT miscentering. Note that we assume the positional uncertainty of the measured galaxy
surface density profile is constant over the entire cluster sample, which is not completely
accurate. However, the validity of this approach in cluster density profile measurements
is broadly confirmed by previous studies, e.g. Baxter et al. (2017), Chang et al. (2018),
McClintock et al. (2019).
On the other hand, for the RM clusters, the centering distribution is expected to be
bimodal, with some clusters being perfectly centered and some being miscentered. We
therefore apply priors of fmis = 0.22 ± 0.11 and ln(σR /(h−1 Mpc )) = −1.19 ± 0.22 following
Rykoﬀ et al. (2016).
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Parameter

Prior

description

log ρs
log α
log rs
log rt
log β
log γ
log ρ0
se
ln σR

[−∞, ∞]
N(log(0.22), 0.62 )
[log(0.1), log(5.0)]
[log(0.5), log(5.0)]
N(log(6.0), 0.22 )
N(log(4.0), 0.22 )
[−∞, ∞]
[0.1,10.0]
N(−2.7, 0.42 ) (SPT)
N(−1.19, 0.222 ) (RM/ACT)
1.0 (SPT)
N(0.22, 0.112 ) (RM/ACT)

amplitude of the Einasto profile
parameter of the Einasto profile
scale radius of the Einasto profile
scale radius of ftrans
first slope parameter of ftrans
second slope parameter of ftrans
amplitude of ρinfall
log-slope of ρinfall
miscentering amplitude

fmis

miscentering fraction

Table 3.1: Prior range of each model parameter. N(m, σ 2 ) represents a Gaussian prior with
mean m and standard deviation σ (see Sec. 3.3.1 and 3.3.3)

.
The miscentering distribution of ACT clusters diﬀers from that of SPT because of the
diﬀerent beam size and because we use a lower signal-to-noise threshold when constructing
the ACT sample. Given the large increase in cluster miscentering at low signal-to-noise,
we opt to use RM-derived centers for the ACT clusters when possible. Out of 89 ACT
clusters in the DES footprint, 80 of them are matched to RM clusters. For the remaining 9
clusters, we use the locations of the cluster BCGs as the center, where the BCG is identified
by inspection. We note that for the 80 ACT clusters that are matched to RM clusters,
their BCG positions typically agree precisely with those of the corresponding RM centers
(66 out of 80). Since most of the ACT clusters are assigned RM center, we adopt the RM
miscentering priors for describing the miscentering of the ACT clusters.

85

3.3 Measurement and Modeling

3.3.2

Measurement of the galaxy surface density profile

We adopt the same method for measurement of the galaxy surface density profile, Σg , as in
Baxter et al. (2017) and Chang et al. (2018). The mean galaxy distribution around clusters
can be related to the cluster-galaxy cross-correlation function, ω(R), where R represents the
2D projected comoving distance from the cluster center. As shown in Diemer & Kravtsov
(2014), rsp is expected to scale with physical R200m on average. Therefore, since physical
R200m is proportional to (1 + z)−1 for a fixed mass, measuring ω(R) in comoving units,
Rcom = (1 + z)Rphys , automatically accounts for this redshift dependence of rsp .
We divide the cluster sample into redshift bins with ∆z = 0.025. Then we measure the
mean cluster-galaxy angular correlation function in the i-th bin, ω(θ, zi ), using the LandySzalay estimator (Landy & Szalay, 1993). ω(θ, zi ) is converted to ω(R, zi ) assuming the
midpoint redshift value of the redshift bin.∗ Next we average ω(R, zi ) into the mean ω(R),
weighted by the number of clusters in each redshift bin.
Finally, the measured correlation function is related to the mean-subtracted density
profile, Σg (R), via
Σg (R) = Σ̄g ω(R),

(3.12)

where Σ̄g is the mean surface density of galaxies averaged over redshift bins, weighted by
the number of clusters in each bin.
We apply an approximate absolute magnitude cut on the galaxies following the method
of More et al. (2016). That is, for each redshift bin, we apply an absolute magnitude cut
corresponding to the apparent magnitude cut (i < 22.5) at the maximum redshift of the
cluster sample, 0.7. When calculating the absolute magnitudes of galaxies, we assume all
the galaxies have the same redshift as the cluster of interest. For our sample and redshift
range, this luminosity cut is Mi∗ ≡ Mi − 5log(h) < −19.87. After applying this absolute
∗

We have checked that this approximation introduces a negligible impact on the measured correlation
function, with respect to the level of uncertainty.
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magnitude cut, the total number of galaxies ranges from 4,780,059 for the lowest redshift
bin to 39,117,782 for the highest redshift bin.∗
The covariance matrix of the measurements is constructed using jackknife resampling
(e.g., Norberg et al., 2009). For this purpose, we divide the survey area into 100 approximately equal area subregions. Each subregion is approximately 4.4 × 4.4 square degrees,
significantly larger than the maximum scales considered in this analysis.

3.3.3

Model fitting

Given the jackknife estimate of the covariance matrix, C, we adopt a Gaussian likelihood,
⃗ given the model parameters, θ:
⃗
L, for the data, d,
!
$T
!
$
⃗ m(
⃗ = − 1 d⃗ − m(
⃗
⃗ ,
ln L[d|
⃗ θ)]
⃗ θ)
C−1 d⃗ − m(
⃗ θ)
2

(3.13)

⃗ is the model evaluated at the parameter values specified by θ.
⃗ The posterior
where m(
⃗ θ)
on the model parameters is then given by
4
5
⃗ d)
⃗ = ln L(d|
⃗ m(
⃗
⃗ ,
ln P(θ|
⃗ θ))Pr(
θ)

(3.14)

⃗ are the priors imposed on θ.
⃗
where Pr(θ)

We draw samples from the posterior on the model parameters using Markov Chain
Monte Carlo method of Goodman & Weare (2010) as implemented in the code emcee
(Foreman-Mackey et al., 2013). We consider eight free parameters (ρ0 , ρs , rt , rs , α, β,
γ and se ) from the cluster profile model and one parameter (ln σR ) from the miscentering
model (Eqs. 3.8-4.7). While the number of free parameters is large relative to the number of
data points (12 for RM clusters, 9 for SZ clusters), our main intention here is not to extract
robust constraints on the model parameters, but rather to use the model fits to smoothly
interpolate the data to extract constraints on its logarithmic derivative.
∗

Note that we do not use photometric redshift information of galaxies in this method. Rather, the
correlation function automatically picks up galaxies that are correlated with the clusters.
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Sample
SPT
ACT
DES
SPT red
SPT green
DES red
DES green

log α

log rs

log rt

log β

log γ

se

−0.92+0.22
−0.44
−0.88+0.27
−0.32
−1.16+0.18
−0.46
−0.73+0.08
−0.28
−0.66+0.26
−0.48
−1.07+0.20
−0.06
−0.73+0.34
−0.13

−0.61+0.26
−0.18
−0.77+0.38
−0.09
−0.67+0.28
−0.20
−0.63+0.10
−0.23
0.03+0.43
−0.15
−0.95+0.30
−0.01
0.18+0.03
−0.24
−2.00+0.01
−1.01
−1.19+0.21
−0.24
−1.15+0.22
−0.31
−2.68+0.50
−0.40
−2.68+0.42
−0.41
−1.14+0.22
−0.35
−1.17+0.26
−0.21

0.78+0.15
−0.25
0.80+0.13
−0.29
0.88+0.11
−0.18
0.81+0.14
−0.26
0.77+0.20
−0.19
0.91+0.10
−0.17
0.90+0.14
−0.19
d log ρ
d log r (rsp )
−3.47+0.43
−0.30
−3.92+0.86
−0.51
−3.71+0.30
−0.20
−4.05+0.48
−0.39
−3.73+0.50
−0.62
−4.13+0.31
−0.23
−3.75+0.24
−0.60

0.60+0.17
−0.23
0.60+0.17
−0.24
0.65+0.16
−0.17
0.60+0.16
−0.24
0.58+0.18
−0.22
0.70+0.15
−0.18
0.64+0.19
−0.15
d log ρcoll
d log r (rsp )
−5.17+1.06
−0.60
−5.40+1.27
−0.58
−5.52+0.88
−0.61
−5.63+1.19
−0.52
−5.11+0.96
−0.92
−6.00+0.87
−0.71
−5.53+0.48
−1.50

1.66+0.38
−0.47
1.28+0.68
−0.82
1.69+0.09
−0.15
1.44+0.19
−0.64
1.50+0.30
−0.78
1.68+0.06
−0.15
1.63+0.14
−0.13

1.0
0.20+0.10
−0.09
0.12+0.07
−0.06
1.0
1.0
0.09+0.07
−0.05
0.24+0.10
−0.11

0.34+0.14
−0.12
0.30+0.19
−0.15
0.22+0.06
−0.05
0.39+0.14
−0.10
0.26+0.17
−0.09
0.25+0.06
−0.03
0.18+0.09
−0.02
rsp [h−1 Mpc]
2.37+0.51
−0.48
2.22+0.72
−0.56
1.88+0.13
−0.12
2.64+0.57
−0.34
2.16+0.71
−0.27
2.02+0.12
−0.09
1.81+0.13
−0.14

fmis

ln σR

Table 3.2: 1σ ranges of the best-fit parameters in diﬀerent samples, including the model
parameters (Sec. 3.3.1), splashback location (rsp ) and the minimum logarithmic slope at rsp .
We also show the 1σ range of the logarithmic derivative of ρcoll . The values of mean mass
(redshift) of the SPT, ACT and RM samples are M500c = 3.0 × 1014 h−1 M⊙ (0.49), M500c =
3.3 × 1014 h−1 M⊙ (0.49) and M500c = 3.0 × 1014 h−1 M⊙ (0.46), respectively. Note that we do
not show results of ρ0 and ρs , since they do not contain much physical information determining
rsp . ‘Red’ and ’green’ represent the galaxy colors as defined in Sec. 3.4.5.1.
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We adopt priors similar to those used by Chang et al. (2018), with a modification in the
prior in the Einasto slope parameter, α, since α is known to be dependent on the halo mass
(Gao et al., 2008). The details, including the adopted priors, are summarized in Table 4.1.
Note that when we fit the RM and ACT cluster profiles, we vary fmis , adopting the prior
of Rykoﬀ et al. (2016). Thus, there is one additional free parameter in that case.
The model introduced above is not expected to be a good fit beyond about 9Rvir (Diemer
& Kravtsov, 2014), where a simple power law model no longer holds for the infall term.
Hence, we restrict the range of R to 0.2−10h−1 Mpc. We exclude the scale below 0.2h−1 Mpc
since the crowdedness of cluster fields and the existence of the BCG make the galaxy density
measurements in this regime somewhat suspect.

3.4
3.4.1

Results
Splashback feature around SZ-selected clusters

In the upper panel of Fig. 3.3, we show the galaxy density profiles measured around the
SPT SZ-selected clusters and the best-fit model profile in red. In the lower panel, we show
the 68% confidence interval on the logarithmic derivative of the 3D galaxy density profile,
ρ(r), inferred from the model fits (light red band). Also shown is the inferred logarithmic
derivative of ρcoll (r) (the inner collapsed profile) inferred from the same joint model fits
(dark red band). rsp is defined as the minimum of the logarithmic derivative of the total
density profile, ρ(r). We report the constraints on all the model parameters in Table 3.2.
The inferred logarithmic derivative profile exhibits a steepening at ∼2 Mpc, which we

identify as the splashback feature. The best-fit rsp and its uncertainty for the SPT sample

+0.43
−1
is 2.37+0.51
−0.48 h Mpc and the logarithmic slope at rsp is −3.47−0.30 . The inferred logarithmic

slope of ρcoll at rsp is −5.17+1.06
−0.60 , significantly steeper than the maximum logarithmic slope
obtained by an NFW profile (−3). As we discuss in the next section, the slope of the total
profile appears to be consistent with expectations from N-body simulations.
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The analogous plot for the SZ-selected clusters from ACT is shown in Fig. 3.4. Again,
we find evidence for a steepening of the logarithmic derivative of ρ(r) at roughly 2 Mpc,
consistent with expectation from N-body simulations. We measure the ACT-selected clus+0.86
−1
ters to have rsp = 2.22+0.72
−0.56 h Mpc with the steepest slope of −3.92−0.51 . The inferred

logarithmic slope of ρcoll at rsp is −5.40+1.27
−0.58 , significantly steeper than the steepest slope
obtained by an NFW profile (−3).

The measurements of the galaxy density profiles around the SPT and ACT-selected
clusters, taken together, constitute strong evidence for detection of a splashback feature
around SZ-selected clusters. For both samples, the inferred logarithmic slope of the collapsed profile (ρcoll ) at rsp is steeper by ∼ 2σ than the minimum slope attained −3 by
an NFW profile. These findings add significant weight to claims that splashback has been

detected in the galaxy density profiles around massive clusters. The SZ-selected clusters are
not as sensitive to many of the RM-related selection eﬀects that could potentially mimic a
splashback feature discussed in Busch & White (2017b) and Chang et al. (2018).

3.4.2

Comparison with simulations

We now compare our measurement of the splashback feature to predictions from cosmological dark matter-only N-body simulations. Rather than attempting to populate these
simulations with galaxies, we instead compare the measurements to both subhalos and particles from the simulations. The simulated profiles of subhalos and particles are derived
from the publicly available Multidark catalogs (Riebe et al., 2013).∗ These simulations
use a 1h−1 Gpc box, with 38403 particles with a mass resolution of 1.5 × 109 M⊙ h−1 and

Ωm = 0.307 and h = 0.677. We match the SZ cluster selection of SPT and ACT to simulations by adopting a lower mass threshold such that the mean mass of our sample matches
that of the observed sample.

†

We use the MultiDark Planck 2 (MDPL2) snapshot at the

∗

https://www.cosmosim.org/
We also have generated profiles of the simulated halos with the SZ selection from the SPT/ACT by
adopting the mass-observable relations in Bocquet et al. (2018) and Hilton et al. (2018) with the intrinsic
†
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Figure 3.3: The mean-subtracted 2D galaxy density profile, Σg , around SPT SZ-selected
clusters (top) and logarithmic derivatives of the model fit 3D density profile (bottom). The
band in light red in the top panel represents the 1σ range of the fitted profile. Also shown are
the profiles and logarithmic derivative profiles from the measurements in simulations (subhalos:
cyan, particles: black). Note that the profiles for the particles are re-normalized for an easier
comparison. The bands in the bottom panel represent the 1σ range of the logarithmic derivative
of the total density profile, ρ(r), while the band in dark red corresponds to the profile of the
collapsed term, ρcoll (r), alone. The 1σ ranges for rsp and the corresponding profile slope are
shown with crosses with the corresponding colors. The uncertainties for the simulation profiles
include the cosmology uncertainty for SPT cluster masses (see Sec. 3.2.1).
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Figure 3.4: Same as Fig. 3.3, but using ACT-selected clusters. The uncertainties for the simulation profiles include the WL-calibration uncertainty for ACT cluster masses (see Sec. 3.2.2).
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redshift of z = 0.49, which is the closest snapshot to the observed mean redshift of our
sample available for both particles and subhalos. We have checked that using halos from
all snapshots between z = 0.25 and z = 0.7 does not significantly change the location of
splashback feature. We measure the splashback radius from the 3D density profile of the
selected halos.
In Fig. 3.3, we show the comparison of the logarithmic slope of the number density of
subhalos (cyan) and DM particles (black) in simulations to the slope of the number density
profile of galaxies in SPT clusters. As described above, the halo sample identified in the
simulations has been chosen to have the same mean mass as the SPT-selected clusters,
14 −1
3.0+0.2
−0.5 × 10 h M⊙ . The subhalo curve is based on subhalos with Vpeak > 190 km/s

which was chosen to roughly match the amplitude of the number density profile of galaxies
−1
around these clusters. The minimum of the slope for the simulation is at 2.16+0.10
−0.20 h Mpc

−1
(subhalos) and 2.08+0.08
−0.11 h Mpc (particles). The observed splashback radius in the data
−1
is 2.37+0.51
−0.48 h Mpc, which is in agreement with the simulations within 1σ.

In Fig. 3.4, we show a comparison of the splashback feature measured with the ACT sam-

ple and the corresponding simulation profiles from subhalos and particles. The halos that
−1 14
∗
are mass-matched to the ACT clusters have mean mass of M500c = 3.3+0.5
−0.4 × h 10 M⊙ .

−1 Mpc. This
We measure the splashback radius for the ACT clusters to be 2.22+0.72
−0.56 h

is consistent within 1σ of the splashback radius measured for mass-matched halos in the
+0.12 −1
−1
simulation: 2.26+0.15
−0.25 h Mpc for subhalos and 2.13−0.14 h Mpc for particles.

In Fig. 3.3 and Fig. 3.4, at small radii, the slope of the subhalo profile in simulations is

much shallower than that of the observed galaxy profiles due to the disruption of subhalos
and measurement scatters in the relations and applying the same SNR cuts as to the data. We checked that
it negligibly aﬀects the location and the depth of the splashback feature, compared with the uncertainty
level of our data.
∗
The mass uncertainty of the ACT clusters comes from the uncertainty of the weak-lensing mass calibration applied in Hilton et al. (2018) (see Sec. 3.2.2 for details). This uncertainty in mass is reflected in
the error bars of the simulation surface density profiles in Fig. 3.4.

93

3.4 Results

in the simulations. The subhalos lose mass due to tidal interactions and pass below the
resolution limit in the central regions, resulting in a flattening of the inferred slope. Dark
matter particles are expected to trace the galaxies more closely in the inner regions than
subhalos, as the visible parts of galaxies are not disrupted completely by tidal stripping.
However, the observed galaxy profiles of SPT and ACT are noticeably steeper in the
inner regions (radii smaller than ∼ 0.5h−1 Mpc) than that from simulation DM particles.
While this has been previously noted by Masjedi et al. (2006) and Watson et al. (2010) for

Luminous Red Galaxies (LRGs), our results show that this diﬀerence also exists around
massive clusters using galaxy samples down to lower mass. Models of galaxy evolution
show (e.g., see Fig. 10 in Budzynski et al., 2012, and associated discussion) that steepness
of the radial profile of the galaxy number density is sensitive to the model assumptions
about survival of the stellar component of galaxies against tidal disruption and treatment
of dynamical friction. Detailed comparisons of the matter and galaxy density profiles of the
kind shown here and interpretation of the diﬀerences is outside the scope of this paper, but
we note that such comparisons along with the interpretation of the trends of the splashback
radius discussed below, will provide useful constraints on quenching processes and their time
scales, as well as on details of dynamical processes and time scales of galaxy disruption and
merging due to tidal forces and dynamical friction.
One way to compare the measured and simulated density profiles is to examine the third
derivatives of these profiles at the splashback radius. Since the splashback feature appears
as a narrow minimum in the logarithmic derivative of the profile, the third derivative of
the profile at splashback eﬀectively measures the width of this minimum. This comparison
is shown in Fig. 3.5. We see that both the SPT and ACT-selected cluster samples exhibit
consistent third logarithmic derivatives at splashback (1-σ ranges of [6.1, 31.7] for SPT and
[5.3, 38.4] for ACT), and that these measurements are consistent with expectations from
simulations ([9.5, 11.9]).
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In summary, we find that for the SZ-selected samples the measured splashback radii are
statistically consistent with expectations from simulations. This is in contrast to previous
measurements of galaxy profiles around RM clusters, for which the splashback radii were
inferred to be significantly smaller than predicted from simulations. We note, though, that
the statistical uncertainties of our measurements with SZ-selected clusters are larger than
previous RM cluster measurements because the SZ clusters have a higher mass threshold,
therefore a smaller sample size.
The full profiles of the SZ-selected clusters also appear to be similar to expectations
from simulations, as seen in Fig. 3.3, Fig. 3.4, and Fig. 3.5, except in the central regions,
where surface density profiles of galaxies appear to be steeper than that of particles in
the simulation. The apparent consistency of the SZ cluster measurements and the subhalo
measurements from simulations is confirmed via a χ2 test (Sec. 3.4.4).

3.4.3

Comparison with redMaPPer clusters

In Fig. 3.5 and Fig. 3.6 we compare the measurements around the SZ-selected (SPT and
ACT) clusters to those around the mass-matched DES RM clusters described in Sec. 3.2.4.
In Fig. 3.6, we plot RΣg to highlight diﬀerences between the profiles. Due to the larger
uncertainty in the ACT measurement, we focus on a comparison between the SPT and RM
clusters in this section.
−1
The RM-selected clusters prefer a smaller splashback radius — rsp = 1.88+0.13
−0.12 h Mpc

— compared to the SPT clusters, but this diﬀerence is not statistically significant (∼ 1σ);
the rsp of SPT clusters lies on the top of the simulation value and is ∼ 1σ larger than that

of RM. On the other hand, the splashback radius from RM is smaller than the expectation
from simulations by ∼ 2σ, consistent with earlier results (Baxter et al., 2017, Chang et al.,

2018, More et al., 2016). Our results thus show that the diﬀerence between the predicted
and observed splashback radii with RM clusters persists at the high-mass end.
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Figure 3.5: The posterior distributions of the third logarithmic derivatives of the fitted 3D
density profiles evaluated at the splashback radius (red: SPT; green: ACT, blue: RM). This
quantity represents the curvature at the location of splashback or in other words the width of
the splashback feature. The dashed black lines represent the 1σ range for the particle profile. It
is evident that the SZ selected clusters are consistent with simulations while RM clusters have
a narrower splashback feature.
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Figure 3.6: Comparison of the measured and model-fitted galaxy profiles around SPT (red)
and DES RM (blue) clusters. In the top panel, we show the measured 2D density profiles (points
with errobars), the best-fit model curve (solid line) and 1σ range of the fitted profile (bands) of
each cluster sample in the corresponding color. In the bottom panel, the 1σ ranges for the fitted
logarithmic slope (bands), rsp (horizontal errorbars) and the slope at rsp (vertical errorbars)
for each cluster sample are shown. We also show the 1σ ranges for rsp and the slope at rsp for
ACT clusters with the green cross. The black dashed line shows rsp from the simulation. The
RM clusters exhibit a smaller rsp by ∼2σ than that of the simulation, consistent with previous
studies with RM clusters.
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While SPT and RM clusters show rsp values that are statistically consistent, there are
significant diﬀerences between the galaxy surface density profiles of the two samples. For
R ! 0.5 Mpc, the RM clusters exhibit a smaller galaxy surface density and a shallower profile
than the SPT clusters. This may be due to diﬀerences in the miscentering distributions of
the two samples (3.3.1), as the inferred 3D logarithmic slope is consistent between the RM
and SPT samples.
Additionally, the minimum of the logarithmic derivative of the profile of the RM clusters
is lower than that of the SPT-selected clusters near splashback. The profile shape can be
further quantified by the third derivatives of the surface density profiles (second derivatives
of the slope profiles) at the splashback radius. The results are shown in Fig. 3.5. The RMselected clusters prefer profiles with larger third derivatives at rsp (1-σ range of [18.0, 60.8])
than the SZ-selected clusters ([6.1, 31.7] for SPT and [5.3, 38.4] for ACT) and the particle
profile ([9.5, 11.9]) in the simulations. It indicates that at rsp the slope in the logarithmic
derivative of RM clusters changes much faster than those of SPT clusters and simulation
particles. This measurement is consistent with Fig. 3.6, which shows that the RM-selected
clusters have a narrow minimum in their logarithmic derivative profiles.
One possible explanation for the diﬀerence in the splashback radius between the RM
and simulated clusters is orientation bias introduced in RM cluster selection (Dietrich et al.,
2014). Because halos are assigned a richness, λ, based on the overdensity of red galaxies
within an aperture, any selection of a halo sample that is based on a richness cut is likely
to include halos that have their major axis preferentially oriented towards the line of sight.
The splashback radius can be diﬀerent along diﬀerent axes in a triaxial halo. Therefore we
may expect that if we are systematically looking down the major axis and stacking halos
based on a richness cut-oﬀ, the 2D splashback radius may shift to a smaller radius. We
note that this is a diﬀerent eﬀect from what is discussed in Busch & White (2017b), as in
that study it is suggested that the random fluctuation of the galaxy distribution relative
to the dark matter distribution, coupled with the richness selection, is the source of the
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Figure 3.7: Mass-Richness distribution of halos from RM mock catalogs obtained from Buzzard
simulations. The samples are color-coded by the cosine of the orientation angle. High richness
galaxies have major axes preferentially oriented towards the observer.

99

3.4 Results

dlog ρ(r)/dlog r

−1.5

−2.0

−2.5

−3.0

−3.5

10−1

100

101

r(h Mpc)
−1

Figure 3.8: Top: The distribution of the orientation angle for samples with the same mean
mass ⟨M200m ⟩ = 5.09 × 1014 M⊙ h−1 , selected from Buzzard either by mass (red) or richness
(blue). Bottom: Profile slopes measured in the two cases: red corresponds to the mass-selected
sample and blue corresponds to the richness-selected sample. The shift in rsp between the two
cases is ∼6%.
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splashback feature, whereas here the galaxy distribution is aligned with the dark matter,
but the richness selection preferentially selects dark matter halos that are oriented along
the line-of-sight.
To quantify the orientation bias that may be present in our sample of clusters we use RM
mocks generated using the Buzzard simulations (DeRose et al., 2019). These are a set of
dark matter only, ΛCDM, N-body simulations that simulate the DES lightcone, by painting
galaxies on dark matter particles using ADDGALS (for details see DeRose et al. (2019) and
Busha & Wechsler (2008)). For each halo associated with a RM cluster, we use the dark
matter particles within R200m to calculate the reduced inertia tensor (see e.g., Osato et al.,
2018), and its largest eigenvalue and the corresponding eigenvector are associated with the
major axis of the halo. The cosine of the angle between this major axis and the line-of-sight
direction, cos(i), quantifies the orientation of the halo. For a sample of randomly selected
halos, cos(i) follows a uniform distribution.
Fig. 3.7 shows the distribution of cosine of the angle that the major axis of a cluster
makes with the line-of-sight direction as a function of the mass and richness of Buzzard halos.
The top panel of Fig. 3.8 shows the comparison of the distribution of cos(i) for samples
of clusters with the same mean mass but selected by applying a lower mass threshold in
one case and a richness threshold in the other. As is evident from this figure, there is a
significant orientation bias in the mock RM sample(see also Zhang et al. (in prep) for a
detailed study of orientation bias).
The bottom panel of fig:orientation shows the splashback radius measured for the two
samples using the Buzzard halos. The richness for these halos have been obtained by
running the RM algorithm on halo centers. While the median of cos(i) in the richness
selected sample shifts to 0.67 the splashback radius changes only by about 6%. To get
eﬀects on the order of 20% the median orientation angles of the two samples must diﬀer
by 0.5. We also test the eﬀect of orientation bias in our fiducial simulation. We measure
the orientation angle, i, in the MDPL2 simulations and then select halos to reproduce the
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orientation distribution of RM in Buzzard simulations. It shows a similar amount of shift
in rsp as in Buzzard and thus also cannot completely explain the shift in the splashback
radius between RM and SZ clusters. Nevertheless, we caution that this exercise is based
on simulations in which the characteristics of the galaxies may not completely match our
data. This means that it is still possible that the quantitative level of this selection eﬀect
is closer to what we observe than what is shown in the simulation.
Another potential explanation for the discrepancy between the RM and simulation measurements is a bias in the cluster mass-observable relations. If, for instance, the massrichness relationship from McClintock et al. (2019) were biased to high masses, then the
true mass of the RM sample would be lower than we have inferred. Naively, this is not an
impossible explanation, since the number density of our RM sample is higher than that of
our SPT sample, which could be consistent with a mass bias. However, note that to explain the observed 10% discrepancy in the splashback radius relative to simulations would
require a roughly 30% bias in the mass-richness relation, significantly larger than the 5%
uncertainty reported by McClintock et al. (2019).
We can further test bias in the mass-richness relation as a possible explanation for the
observed splashback discrepancy by abundance matching the RM sample to the SZ sample.
This approach has the advantage of being independent of the mass-observable relations of
the two samples. We select RM clusters with λ > λam , choosing λam such that the number
density of RM clusters matches that of SPT clusters. For the abundance matched RM
sample, we find that the mean mass is M̄200m = 6.27 × 1014 h−1 M⊙ , 18% larger than the
mean mass of the fiducial RM sample. Fitting the galaxy density measurement around

the abundance matched sample, we find that the inferred splashback radius increases to
2.03+0.15
−0.17 , 8% higher than the fiducial RM measurement (see Fig. 3.6.), and 0.7σ (0.3σ)

below the prediction in simulations with subhalos (particles). While the rsp tension relative
to simulations is therefore reduced, the mass-richness relationship from McClintock et al.
(2019) would need to be in error by roughly 3.6σ for this to be the full explanation of
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the RM-simulation discrepancy. The distribution of third derivatives at splashback for the
abundance matched sample is shown in Fig. 3.5. We find that the abundance matched
sample also has a significantly narrower splashback feature than the simulated clusters.
Consequently, even if a large bias in the mass-richness relationship were the explanation for
the low rsp measured for RM clusters, the shape of the splashback feature for these clusters
would still be discrepant with simulations.
In summary, we do not have evidence that any single factor explains the amplitude of
the discrepancy between the measured rsp in the simulated and RM clusters. However,
tests with simulations point to plausible consequences of RM selection that contribute to
the diﬀerence. The simplicity of the SZ-selection function, on the other hand, makes it a
more robust (albeit lower SNR so far) measurement. This type of analysis will be much
more powerful with the larger SZ-selected cluster samples expected from ongoing and future
surveys (Abazajian et al., 2016, Austermann et al., 2012, Benson et al., 2014, Henderson
et al., 2016, Merloni et al., 2012, The Simons Observatory Collaboration, 2018).

3.4.4

Quantitative comparison of profiles

In addition to comparing the inferred splashback radii of the diﬀerent cluster samples, we
can also directly compare the profile measurements for these clusters. Below, we perform
comparisons between the measured and simulated profiles, and between the SZ-selected and
RM cluster profiles. Again, due to the larger uncertainty in the ACT measurement relative
to that of SPT, we focus on SPT clusters for the SZ-selected sample.
We use a χ2 test to evaluate consistency between the various profile measurements.
Since the uncertainty on the simulated profiles is small compared to the uncertainty in the
measured profiles, we ignore this source of uncertainty in comparisons to the simulated
profiles. However, when comparing the measured and simulated profiles, we must account
for diﬀering normalizations of these profiles. We therefore define a χ2 via
"
#T
"
#
χ2 (α) = d⃗ − α⃗s C−1 d⃗ − α⃗s ,
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where d⃗ represents the cluster profile measured in data, ⃗s represents the measurements in
simulations, α is a free parameter, and C is the covariance matrix of the measurements. We
expect the minimum χ2 obtained by varying α to be χ2 distributed with degrees of freedom
equal to ν = NR −1, where NR is the number of radial bins. We quantify tension between the

profile measurements by reporting the probability to exceed (p.t.e.) the measured minimum
χ2 . Since the galaxy profile is not expected to trace the particle or subhalo profiles at very
small scales, we restrict the analysis in this section to scales R > 0.5 h−1 Mpc.
In the comparison of galaxy profiles around SPT clusters to the simulated particle
profile we find p.t.e. = 0.004, indicating that the particle profile in the CDM simulation is
significantly diﬀerent from the measured galaxy profile. When comparing to the subhalo
profile, we find p.t.e. = 0.2, indicating that the galaxy profile measurements around SPT
clusters are consistent with the simulated subhalo profiles.
We repeat the χ2 test described above for the RM-selected clusters. Comparing to the
particle profile, we find p.t.e. = 2 × 10−4 , indicating that the particle profile in simulations
is not consistent with the measured galaxy profile. When using the subhalo profile (and
again restricting to scales above R > 0.5 h−1 Mpc), we find p.t.e. = 0.03. This low p.t.e.
value indicates mild tension between the profiles of the RM clusters and the subhalo profile
in simulations, unlike the case of SPT clusters.
Finally, we can also compare the SZ-selected clusters directly to the RM-selected clusters.
In this case, allowing for a free normalization parameter is unnecessary, and we can compute
χ2 via χ2 = (dSZ − dRM )T C−1 (dSZ − dRM ), with ν = NR . In this comparison, we find
p.t.e = 0.6 when including only scales R > 0.5 h−1 Mpc, indicating that the SPT and RM
cluster profiles are statistically consistent over these scales. When including all measured
scales, however, we find p.t.e. = 0.01, indicating tension. In agreement with Fig. 3.6, the
tension between the RM and SPT cluster profiles is driven by the smallest radial bins, which
may be related to diﬀerent levels of miscentering for the two samples.
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3.4.5

Splashback as a function of galaxy color

Clusters are associated with a high density of red and elliptical galaxies that have very little
to no star formation (Balogh et al., 2000, Dressler, 1980, Dressler & Gunn, 1983, Oemler,
1974, Poggianti et al., 1999). The quenching of star formation within a cluster may be
related to intra-cluster processes like ram-pressure stripping (Abadi et al., 1999, Gunn &
Gott, 1972), strangulation (Larson et al., 1980), or galaxies may quench due to intrinsic
processes related to their age (see e.g. Brodwin et al., 2013, Ehlert et al., 2014, von der
Linden et al., 2010, Wagner et al., 2015, Wetzel et al., 2013). In either case the fraction
of red and blue galaxies should show a sharp variation at the splashback radius as it is
the physical boundary that separates the region of space with galaxies on orbits (which are
older and also more likely to be quenched) from those on pure infall at larger radii. This
sharp transition near the edges would not be present if the one-halo term was NFW-like
and continued onto the two-halo regime smoothly, and is therefore evidence for an abrupt
cut-oﬀ of the virialized region at splashback (Baxter et al., 2017).
The purpose of our analysis here is two-fold. First, we seek to improve on the red/blue
selection of galaxies in Baxter et al. (2017) and see whether this improvement changes the
conclusion in that paper. Second, we seek to compare the color-split profiles for SZ-selected
clusters with that of RM-selected clusters, since the latter cluster finder specifically uses a
subset of the red galaxies to find the cluster and may be susceptible to biases that depend
on galaxy colors.
Furthermore, if galaxies stop forming stars during their orbits within a cluster, i.e. if
quenching is mainly due to intra-cluster astrophysical processes, then the longer a galaxy
has been inside a cluster the more likely it is to be red. So the color of a galaxy should
be indicative of how long it has been inside the cluster. Imagine a sample of blue galaxies
falling into the cluster: if quenching begins on entry into the cluster and no blue galaxies
survive until pericentric passage, then the density profile of the blue galaxies should not
show any splashback, since none of them are able to reach the first apocenter of their
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orbit to form a splashback shell. Furthermore, since they are still on their first infall
passage, the density profile of those blue galaxies would be consistent with a pure power
law. Fig. 3.9 demonstrates how the slope of the 3D density profile traces discontinuities in
phase space. The four panels show the phase space distribution of subhalos that have been
inside the cluster for diﬀerent amounts of time. Galaxies in the infall stream do not show a
splashback-like minimum, those that have completed at least one crossing show a minimum
at splashback, while those that have not reached splashback but have crossed pericenter
show a slope minimum at a location smaller than the splashback radius. In this paper,
we study the logarithmic slope and surface density for galaxies of diﬀerent colors around
massive SZ clusters, which contains information about their accretion histories.
3.4.5.1

Defining galaxy colors

To make galaxy color selections, we divide galaxies in the redshift range [0.25,0.7] into bins
with width ∆z = 0.025. Then in each redshift bin, we divide galaxies into three percentile
ranges in g-i color. In Fig. 3.10, we show the result in the redshift bin [0.475,0.500],
which includes the mean redshift of the SPT cluster sample. The galaxy density contours
are over-plotted in color-magnitude space. From the density contours, one can observe
a bimodal distribution consisting of the red sequence and the blue cloud, as well as the
green valley between them (Baldry et al., 2004, Schawinski et al., 2014). Furthermore,
the red sequence approximately includes the reddest 20% of the galaxies, the green valley
the next 20% and the blue cloud the next 60%. We adopt the aforementioned threshold
(20%/20%/60% division) as our color definition, and call them the ‘red’, the ‘green’ and
the ‘blue’ galaxies, respectively. Note that the fraction of blue galaxies drops significantly
inside clusters (Fig. 3.11), as we discuss further below.
The red/green/blue fractions also evolve moderately with redshift. For example, in the
lowest redshift bin of z = [0.250, 0.275], the red sequence covers ∼10 − 15% of galaxies,
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Figure 3.9: Subhalos accreted by a cluster halo at diﬀerent times, plotted in phase space. The
four panels show the phase space distribution of all subhalos accreted on to hosts with mean
mass M200m = 6.17 × 1014 M⊙ h−1 at times later than an “accretion time”, when the subhalo
crossed into 3.8h−1 Mpc. Each panel gives the scale factor aacc corresponding to the accretion
time. These are from the zoom-in simulations Rhapsody (Wu et al., 2013). The white vertical
lines indicate the minimum of the slope of the 3D density profile in each of the four cases except
in the lower-right panel in which there is no distinct splashback feature. The lower panels show
that subhalos that are accreted late, suggestive of blue galaxies, have not had time to splash
back. The minimum in their slopes in 3D density profiles, if it exists, is not a true splashback.
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whereas the blue cloud includes ∼65 − 70% of them. However we have adopted the 20%20%-60% separation in g-i color over the entire redshift range. We have checked that our
color split also results in a reasonable separation of galaxies in other color spaces (see the
lower two panels of Fig. 3.10).
3.4.5.2

Galaxy density profiles in diﬀerent color bins

The measured galaxy surface density profiles and their corresponding logarithmic derivatives, in diﬀerent color bins, are shown in Fig. 3.11 and Fig. 3.12, respectively. In the upper
panel of Fig. 3.11, we plot the surface density profiles of all/red/green/blue galaxies around
SPT (solid lines) and RM clusters (dashed lines). In the bottom panel, we calculate the
fraction of the red, green and blue galaxies as in Baxter et al. (2017) by dividing each profile
by the profile with all galaxies. It shows a sharp upturn (downturn) of the red (blue) fraction around the splashback radius, similar to the results in Baxter et al. (2017). Note that
the upturn of the red fraction starts at a higher radius (∼3 h−1 Mpc) than rsp . This may
be attributed to the width of the splashback region, as not all galaxies turnaround exactly
at the location of the minimum (Diemer, 2017b, Mansfield et al., 2017). In addition, some
galaxies may start quenching before they infall onto the cluster by pre-processing in the
infalling galaxy groups (e.g., Behroozi et al., 2014, Bianconi et al., 2018, Zabludoﬀ et al.,
1996).
In the top panel of Fig. 3.12, we plot 68% confidence ranges of the 3D logarithmic
derivative of the fitted galaxy profiles around the SPT clusters, with all galaxies (black),
green galaxies (green) and red galaxies (red), respectively. Red galaxies in SPT clusters
display splashback features that are slightly deeper, consistent with Baxter et al. (2017).
In the same figure, we also show 68% ranges of the rsp (horizontal errorbars) and the
corresponding logarithmic slope (vertical errorbars) around the RM clusters, with the same
color bins. The RM clusters exhibit a similar trend of the splashback feature across diﬀerent
galaxy colors.
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Figure 3.10: top: Galaxy color distribution in g-i color-magnitude space with the galaxy
density contour over-plotted, in the redshift bin z=[0.475,0.500] which encompasses the mean
redshift of our fiducial SPT cluster sample. The “red sequence” and the “blue cloud” are clearly
seen, as well as the “green valley”. Accordingly, as described in Sec. 3.4.5.1, we define the red,
green and blue galaxies so that they consist of 20%, 20% and 60% of the entire galaxy population,
respectively. middle, bottom: The corresponding red/green/blue galaxy distributions over g-r
(middle) and r-i (bottom) color-magnitude space. One can see the separation in g-i color space
results in a reasonable color selection also in other color spaces.
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In the bottom panel of Fig. 3.12, the 3D logarithmic derivative profiles of blue galaxies
around the SPT clusters are plotted in blue. Although the data is somewhat noisy, one can
see that the blue galaxy profiles are consistent with a pure power law not exhibiting any
evidence of splashback feature, which may indicate the blue galaxies are still in their first
orbital passage inside the clusters. We further split blue galaxies into halves: the redder half
(40th-70th percentile, dashed magenta lines) and the bluer half (>70th percentile, dashed
cyan lines).
These results suggest that infalling galaxies do not remain blue beyond their first pericentric passage, though perhaps not all star formation is quenched by the first apocentric
passage as green galaxies do show a splashback feature close to the red galaxies. However,
we defer a more detailed study of the profiles of galaxies split on color and galaxy type to
when larger SZ-selected samples are available. It would also be very interesting to have
cluster/galaxy samples that extend to z > 1 where rapid quenching is expected (Brodwin
et al., 2013, Ehlert et al., 2014, Wagner et al., 2015), and to use measures of star-formation
beyond galaxy color to constrain quenching timescales.

3.5

Discussion

We have presented measurements of galaxy profiles around SZ-selected galaxy clusters and
used these measurements to characterize the splashback feature around these clusters. The
SZ-selected sample has the advantage that it is likely to be closer to a mass-selected sample
than optically selected cluster samples. Also, it provides an independent check on previous
measurements of the splashback feature, which are all based on optically selected cluster
samples. We used publicly available cluster samples from the SPT-SZ survey and the ACTPol survey for this study. These samples include 256 and 89 clusters in the DES footprint,
respectively. The clusters were cross-correlated with galaxies from the DES Year 3 dataset.
We detect the splashback feature, inferred from a sharp decline in the galaxy density profile,
with high significance for both cluster samples. The detection of the splashback feature is
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Figure 3.11: Red, green and blue galaxy density profiles around the SPT and RM clusters
(top) and the fraction of the corresponding color galaxies for SPT clusters with respect to all
galaxies in that radial bin (bottom). The vertical line shows the location of the 3D splashback
radius for SPT clusters.
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Figure 3.12: Top: The 68% confidence ranges of the 3D logarithmic derivative of the fitted
galaxy density profiles with all galaxies (black), red galaxies (red) and green galaxies (green)
around SPT clusters. Also shown in black, red and green crosses are the 68% ranges for rsp
(horizontal errorbar) and the logarithmic slope at rsp (vertical errorbar) around RM clusters.
Bottom: similar but for blue galaxies (blue), and the redder half (40-70 percentile in color,
dashed magenta) and the bluer half (¿70 percentile in color, dashed cyan) of the blue galaxies.
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confirmed by the slope of the collapsed inner profile (ρcoll ) being much steeper than that
from an NFW profile (−3), by ∼ 2σ. When comparing to the MDPL2 N-body simulations,
both the location and the amplitude (the steepest slope) of the splashback features in the
two cluster samples agree with the simulations at the 1σ level.
To connect with previous studies based on optically selected clusters, we match the mean
mass and redshift distribution of clusters in the DES Y3 RM (redMaPPer) cluster sample
to the SPT and ACT cluster samples and measure the location of the splashback feature in
this mass-matched RM sample. We find that the location of the splashback feature is at a
smaller radius than simulations, consistent with previous studies with RM clusters (Baxter
et al., 2017, Chang et al., 2018, More et al., 2016). The size of this tension is too large to
be easily explained by bias in the mass-richness relation. This suggests that RM clusters
are likely aﬀected by systematic eﬀects that push the splashback radius to smaller values.
We also investigate the possibility that projection eﬀects coupled with the triaxiality of
the clusters contribute to the selection eﬀect in the RM clusters. From simple simulation
tests, we find that these eﬀects do contribute to the smaller apparent rsp , but may not
fully explain the level of discrepancy in rsp between RM clusters and simulations. Improved
mock catalogs for RM clusters may provide further insights.
We summarize our measurements of rsp as well as those of previous studies in Table 3.3.
The table makes clear that measurements based on galaxy density profiles around RM
clusters consistently find lower splashback radii than found in simulations and in our measurements of SZ-selected clusters. The redMaPPer measurements reported here are in turn
consistent with the measurements in earlier papers cited in the table which had a lower mean
mass. So the comparison of RM vs. SZ clusters with theory does not appear to be related
to cluster mass (or redshift). We caution that the uncertainty on the SZ measurements
precludes a more definitive statement.
Although we have focused on the location of the splashback radius in this paper, we
also learn about the distribution of galaxies within massive clusters as a whole. While
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Reference
Baxter et al. (2017), More et al.
Chang et al. (2018)
Chang et al. (2018)
This work
This work
This work
This work

Measurement
(2016)∗

Mean mass[1014 h−1 M⊙ ]
M200m
M200m
M200m
M200m
M200m
M200m
M200m

= 1.9
= 1.8
= 1.8
= 5.3
= 5.3
= 5.8
= 5.3

Sample

galaxy profile
SDSS RM
galaxy profile
DES RM
weak lensing
DES RM
galaxy profile
DES RM
galaxy profile
SPT SZ
galaxy profile
ACT SZ
particle profile MDPL2 N-body sims
Mean redshift

rsp /r200m

0.24
0.41
0.41
0.46
0.49
0.49
0.49

0.85 ± 0.06
0.82 ± 0.05
0.97 ± 0.15
0.97+0.07
−0.06
1.22+0.26
−0.25
1.11+0.36
−0.28
1.07 ± 0.02

Table 3.3: The splashback radius rsp based on the galaxy profile and lensing profile, from
previous studies as well as this paper. Note that we normalize rsp by r200m for easier comparison.
We note that Umetsu & Diemer (2017) also reported a lower limit of rsp /r200m > 0.89 based on
a weak lensing measurement of the CLASH X-ray cluster sample. We also note that Contigiani
et al. (2018) report the constraints rsp /r200m = 1.34+0.45
−0.26 based on weak lensing measurements
around X-ray selected clusters; however, they do not report a significant detection of splashbacklike steepening in the cluster density profile.*The values quoted in the first row are from Baxter
et al. (2017) as More et al. (2016) only reported results for cluster samples split on their Rmem
parameter.
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the location of the splashback feature is a distinctive feature that is simple to interpret
physically, the overall profiles of the diﬀerent samples analyzed in this paper also contain a
wealth of information. For example, the galaxy profiles around the clusters do not exactly
trace the particles or the subhalos in CDM simulations; the inner profiles of the optically and
SZ selected clusters are much steeper than those in the simulations (Fig. 3.3 and Fig. 3.4).
This may require further understanding of baryonic physics; for instance, the potential of
the central galaxy may be strong enough to contract particle orbits to raise the central
density. Comparison with lensing profiles in future studies will provide further insights.
Furthermore, while the splashback location for the RM clusters is diﬀerent from that of
the SZ clusters by less than 1 σ, the overall profiles from 0.2 − 5h−1 Mpc diﬀer from each
other at higher significance. We also find, in agreement with Baxter et al. (2017), that the
outer profiles beyond splashback for all the samples asymptote to a slope of −1.5, which is
consistent with infalling matter.

We also build on the approach of Baxter et al. (2017) and measure the profiles of galaxies
split by color. Red galaxies exhibit a splashback feature that is slightly deeper in the logarithmic derivative profile, while the bluest galaxies are consistent with a featureless, power
law profile that is expected for galaxies that are on the first infall and have not completed
one pericentric passage. This reiterates the fact that the location of the splashback feature contains dynamical information that is otherwise diﬃcult to obtain without velocities
obtained from a redshift survey. Our results are consistent with earlier work by Oman &
Hudson (2016), Adhikari et al. (2018a), and Zinger et al. (2018) who used SDSS spectroscopic data and found that blue galaxies are dominated by an infalling population. Recently
Lotz et al. (2018) have also used hydrodynamical simulations to show that all galaxies stop
forming stars before the first pericentric passage, consistent with blue galaxies being on the
first infall. It will be interesting to model the color dependence of the splashback radius to
constrain the quenching time for galaxies and compare with models for galaxy evolution like
those in Behroozi et al. (2018), Hearin & Watson (2013), Wetzel et al. (2013). For example,
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Wetzel et al. (2013) suggests that quenching is delayed and then sudden, taking several
Gyrs to complete. Given that we do not see a splashback feature in the bluest galaxies,
our results seem to suggest, firstly, that the bluest galaxies do not remain as star-forming
after the first pericentric passage, implying that quenching processes begin at or before
pericenter; however the fact that we find green galaxies (that are star forming) do show
a splashback feature suggests that complete quenching of star formation takes longer than
one apocentric passage within the cluster. (see von der Linden et al. (2010) for an earlier
work on star formation inside clusters with SDSS and also Brodwin et al. (2013), Ehlert
et al. (2014) and Wagner et al. (2015) for studies with distant galaxy clusters). Further,
it should be noted that the splashback radius measured from red galaxies, excluding the
population of blue galaxies, may be a better indicator of the true boundary of the virialized
region of the halos.
Moreover, the number of SZ-selected clusters is expected to increase significantly with
on-going and future surveys extended to higher redshift and lower mass (Abazajian et al.,
2016, Austermann et al., 2012, Benson et al., 2014, Henderson et al., 2016, Merloni et al.,
2012, The Simons Observatory Collaboration, 2018). Along with weak lensing measurements of density profiles, future cluster samples may sharpen the trends studied here, enable applications of splashback for tests of cluster physics or cosmology (Adhikari et al.,
2018b), allow interesting comparisons of features in gas pressure profiles from SZ measurements with features measured in matter density profiles (Hurier et al., 2017, Shi, 2016a),
and allow for detailed comparisons with optically selected cluster samples that are essential
for cluster cosmology. X-ray follow up of these clusters will provide an additional avenue for
understanding the evolutionary history of these objects and help establish the splashback
feature as a robust probe of galaxy cluster physics.
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3.6
3.6.1

Appendix
Prior distribution of the halo model

We hereby present the distributions of the splashback radius, rsp , and the corresponding
logarithmic slope of the density profile at rsp , drawn from the prior distribution of our halo
model (Table 4.1).
Among the halo density profiles drawn from the prior distribution, we remove the
ones for which the logarithmic derivative is monotonically increasing/decreasing in r (no
splashback-like feature). It amounts to ∼20% of the full prior distribution, which indicates
our model is flexible enough to generate profiles without any splashback-like feature.

The result is shown in Fig. 3.13 in terms of the probability density. The x-axis represents
the location of rsp and the y-axis the corresponding logarithmic slope at rsp . One can see
that the prior distribution covers the entire space fairly evenly.
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Figure 3.13: The 2-dimensional probability distribution of rsp (x-axis) and the logarithmic
derivative of the density profile at rsp (y-axis), drawn from the prior distribution of the halo
model (Table 4.1).
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Galaxy Evolution in Massive
Galaxy Clusters: Splashback as a
Cosmic Clock
∗ The

work described in this chapter is a collaborative eﬀort within the DES and ACT

projects. The author and Susmita Adhikari at Stanford are the lead authors. The author
contributed to all the Sections and led the work in Sections 4.3-4.4
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4.1 Introduction

Abstract
We measure the projected number density profiles of galaxies from Year 3 Dark Energy
Survey data around SZ-selected galaxy clusters from AdvACT. We find that the splashback
radius, i.e. the location of the minimum of the slope of the density profile, depends on
galaxy color, such that red galaxies appear to have a large splashback compared to green
and blue galaxies. We propose that changes in the density profile slope minimum can be
related to diﬀerences in the average time of infall of red, green, and blue galaxies, tracing
the quenching of star-formation in clusters in phase space. The minimum of the slope in
the galaxy profiles directly traces a discontinuity in the phase space of dark matter halos,
showing that red galaxies have been in the cluster for more than 3.2 Gyrs, green galaxies
were accreted more than 2.2 Gyrs, and blue galaxies have been accreted more recently.
We use the entire radial distribution of red, green, and blue galaxies within the cluster to
estimate the quenching time-scales for galaxies in cluster halos, and find that galaxies are
consistent with having quenching that declines exponentially with time-scale of 0.5 Gyrs
after a delay of 0.6 Gyrs. The radial distribution combined with the splashback feature
maps the spatial distribution of observed galaxies to the phase space of dark matter halos
and gives us a dynamical picture of galaxy evolution within massive clusters.

4.1

Introduction

Galaxy clusters are the largest bound objects in the universe. The dynamics of the galaxies
that form the cluster is dictated by the potential of the dark matter halo of the cluster.
The evolution of galaxies within clusters is expected to be eﬀected by the environment of
the cluster. Intra-cluster processes like ram-pressure stripping(Abadi et al., 1999, Gunn &
Gott, 1972), strangulation(Larson et al., 1980), harassment, or tidal disruption are known to
quench star formation in galaxies as they orbit within the cluster. In fact, clusters have the
striking feature that most galaxies within them appear red with little or no star formation
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(Balogh et al., 1997, Dressler, 1980, Dressler & Gunn, 1983, Oemler, 1974, Poggianti et al.,
1999).
The evolution of galaxies in a cluster is expected to be closely related to the structure
and evolution of its parent dark matter halo. The potential and matter distribution of
the halo can be inferred by studying the distribution of galaxies within it. In recent times
the splashback radius has also been proposed as another novel way to gain insight into
dynamic properties of the halo. The splashback radius or, more generally, the splashback
surface is the true physical boundary of a halo (Adhikari et al., 2014, Diemer & Kravtsov,
2014, More et al., 2015). This surface traces the location of the apocenter in the orbits
of the most recently accreted matter on to a dark matter halo. This boundary separates
the multistreaming, or virialized region of a halo, where particles are in orbits and shellcrossing takes place, from the region where dark matter particles are on their first infall.
The splashback denotes a sharp boundary in phase space, the slope of the density profile at
the location of this feature reaches a minimum, the inner virialized region of the halo follows
an NFW-like profile that reaches a slope of −3 in the outer regions, while the density of

particles in the infall region can be estimated has a slope of −1.5, therefore a sharp cut of in

the density profile causes the slope to reach a minimum at this location before it asymptotes
back to the background value.
As this radius is associated with the minimum in the slope of the density profile it
is accessible observationally. In several recent studies (Baxter et al., 2017, Chang et al.,
2018, More et al., 2016, Shin et al., 2019, Zürcher & More, 2019) the splashback radius was
measured in the the projected number density of galaxies around massive clusters selected
both optically and through SZ. Further, in Chang et al. (2018) the splashback feature was
also measured in the weak lensing of galaxies around RedMaPPer clusters in the Dark
Energy Survey (DES) data. The existence of a sharp transition at the boundary of clusters
shows the existence of a length scale that must be present if galaxies orbit in the potential
of a massive dark matter halo around it.
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Associated with the length scale that corresponds to splashback, naturally, is also the
time scale for a particle to reach the apocenter of its orbit. The dark matter particles that
form the splashback region have been inside the halo for approximately one orbital time.
As galaxies are collisionless and are expected to trace the dark matter particles, similarly
the galaxies that form the splashback surface have also completed one orbit. However,
unlike dark matter particles, galaxies are not static objects; their properties evolve as they
orbit through the potential of the the parent dark matter halo, through processes described
above.
If the environment of galaxy clusters is indeed the primary reason for quenching of star
formation in galaxies, then the time that is taken for a star-forming galaxy to transform into
a red galaxy is often called the quenching time scale. Depending on the specific mechanism
of quenching, the quenching time scale can vary, however, it can be expected that the longer
a galaxy orbits within a halo the more likely it is to be eﬀected by the intra-cluster medium.
The splashback scale can act as a clock within the halo, if a population of galaxies shows
sharp transition or a slope minimum at the splashback radius one can infer that it has been
inside the halo at least as long as it takes to complete a full apocentric passage. However,
galaxies that do not reach apocenter, for example, if we assume that all blue galaxies are
quenched before they reach apocenter we should not see a minimum of the slope at the
location of the splashback radius for the halo.
In this paper we investigate the relation between galaxy evolution and the apparent
splashback radius. We study how the slope of the density profile can provide information
about the evolution of particles or galaxies in the phase space of dark matter halos and
how this relation can be used to interpret the observed measurements of galaxy number
density profiles. In section 4.2 we study the relation between infall time and splashback
radius from N-body simulations. In section 4.3 we describe observations of splashback radius
using galaxy clusters selected in SZ data, as a function of galaxy color; in 4.4 we model the
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quenching of star-forming galaxies as a function of infall time to infer relevant time scales
for cluster mass halos.

4.2

Phase space and infall time of subhalos in simulations

The collisionless dark matter particles that collapse gravitationally to form dark matter
halos occupy a very specific region in the 3D phase space of radius and velocity. Particles,
as they fall into the halo, follow a trajectory in this space as a function of time, forming the
“multistreaming” region of the halo. In other words, the multistreaming region is where
particles are orbiting in the potential of the halo, and at any point in space there are multiple
streams of particles, at diﬀerent velocities, that have entered the halo at diﬀerent times.
The 3D density profile is the integral of the phase space in the radial velocity direction,
i.e the number density of particles at every point in space is the sum of the number of
particles in each stream at that point at diﬀerent velocities. The dynamics of galaxies, like
dark matter can also be considered collisionless and similarly their dynamics can be traced
in this space. In this section we study the evolution of particles and subhalos in the dark
matter phase space as a function of time and infer how observed density profiles is composed
of components accreted at diﬀerent times.

4.2.1

Simulations

We use two separate simulations to study the halo evolution. To study dark matter particles
we use cosmological N-body simulations of CDM in a 1 Gpch−1 box with 10243 particles.
We extract particles from all halos above 1 × 1014 M⊙ h−1 and find the orbits of 1000
particles subsampled within 5 Mpch−1 of the host. To study subhalos we require higher

resolution simulation, we use the publicly available Multi-dark Planck(MDPL2) simulations
to study subhalos. This is a CDM simulation of a 1Gpc3 h

−3

volume with 38403 particles.

The simulation assumes Planck Cosmology(Planck Collaboration, 2018), with Ωm = 0.307
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and h = 0.677. We use the Rockstar halo catalogs (Behroozi et al., 2013) to get the
properties of the halos and subhalos to match our data.

4.2.2

Particles

In Fig. 4.1 we show the location of dark matter particles in the r − vrad plane, where r

is the distance from the center of the halo and vrad is the radial velocity w.r.t the centre.
The three panels corresponds to particle populations that have been accreted on to the halo
at diﬀerent times. The particles have been separated based on when they crossed within
4 Mpch−1 of the host halo in their orbital history∗ . The figure shows the stacked phase
space distribution of particles from halos at z = 0 and with M500c > 2.08 × 1014 . This mass

cut is chosen to match the mean mass of the observed galaxy cluster sample as described
in the following sections.
We note that particles which have been accreted most recently with aacc > 0.8, correspond mainly to the infall stream with vrad < 0. These particles have been inside the
boundary for tin < tmax , where tmax is the lookback time corresponding to a = 0.8, i.e.
3.08 Gyrs. The crossing time to the center of the halo from 4 Mpch−1 is also about the
same ∼ 3 Gyrs, therefore these particles have mostly not crossed pericenter. On the other

hand, if we increase the maximum time threshold, tmax , to 5.62 Gyrs, i.e. we study the
population of particles accreted after a = 0.64 (second row), we find that the stream appears to have wrapped around in phase space once. This population of particle occupies
the vrad < 0 infall stream and also the region past pericenter with positive radial velocity,
but has not reached apocenter or splashback (vrad ∼ 0 km/s). If we increase the threshold

further we find that particles wrap around in multiple streams passed splashback. The
bottom panel shows the slope of the density profile as a function of radius. The location of
the minimum of the slope is denoted by vertical lines in all the panels. We note that the
location of the minimum of the slope shifts for particles that have been accreted at diﬀerent
∗

We choose 4 Mpch−1 to be safely outside the virial radius of the halo
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time thresholds. In particular, the minimum appears to trace the boundary between the
multi-stream and single stream region. This is most clearly demonstrated by comparing
the second and third rows. In the second row, the minimum appears where the two-stream
region at smaller r ends and the infall stream begins, this is at a radius smaller than the
apocenter or splashback. On the other hand the particles on the third panel have been
inside long enough to have reached apocenter and the minimum of the slope appears at
the apocenter or the actual splashback radius. Therefore we conclude that the minimum
of the slope traces a phase space discontinuity and shifts for particle populations accreted
at diﬀerent times. If we can separate populations of objects that have accreted onto halos
at diﬀerent times we may expect to see this movement. We also note that this result was
discussed in the context of subhalos in (Shin et al., 2019) as well, here we verify that the
trend holds for particle distributions as well.

4.2.3

Subhalos

The overall dynamics of subhalos within dark matter is also dictated by the halo potential
and is similar to that of the dark matter particles. Dark matter halos form hierarchically,
in the sense that small objects merge to form massive structures. Therefore a cluster that
is a relatively young object in the universe has a lot of existing substructure or subhalos.
Massive subhalos are expected to host their own galaxies at the centre of their potential
wells, therefore we can follow the dynamics of galaxies, which behave like collisionless dark
matter particles to infer the dynamical distribution of dark matter. In simulations, to
understand galaxy evolution, we follow the subhalos that fall into parent dark matter halos
and trace their movement in phase space through time. The subhalos are found using the
subhalo-finding code Rockstar (Behroozi et al., 2013). The history of the subhalos, i.e. their
merger trees, are generated using the consistent trees algorithm (Behroozi et al., 2012). The
final catalog, among other properties of subhalos, provides the scale factor at the time of
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Figure 4.1: Stacked phase space diagram of particles that have been accreted at diﬀerent
times on to halos with M500c > 2.08 × 1014 M⊙ h−1 . The upper three panels correspond to
three diﬀerent time thresholds. The upper left panel correspond to particles that have crossed
within 4 Mpch−1 at scale factor a > 0.75, the lower left and upper right panel correspond to
a > 0.64 and a > 0.4 respectively. We see that particles that have crossed in at later times either
lie in the infall stream (upper left panel) and do not show the splashback like discontinuity, or
show a discontinuity in phase space at a distance smaller than the traditional splashback radius
(lower left panel). The actual splashback radius (upper right panel) is shown only by particles
that have been inside the cluster long enough to reach apocenter. The lower right panel shows
the profile slopes for the three cases.
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accretion, aacc , of the subhalo on to its parent host halo. This time is recorded when the
subhalo crosses the cluster virial radius.
We extract all subhalos from a 5 Mpch−1 region around cluster mass dark matter halos
from a redshift range of 0.15 < z < 0.7 and with the mean mass of our observed sample.
Similar to particles, subhalos that enter their hosts at diﬀerent times also occupy distinct
regions in phase space similar to that of dark matter particles. For subhalos we compute
the slope of the number density profile as a function of radius and track the location of
the minimum for diﬀerent populations that have entered the halo at diﬀerent times. To get
the slope we use the a Savitsky-Golay smoothing filter on the density profile. In Fig. 4.2
we show the slope profile and the location of the minimum, rsmin , for subbhalo populations
with diﬀerent maximum times, tmax , spent inside the halo. In the left panel the diﬀerent
curves correspond to populations with tin < tmax , where tmax is varied and tin (time since
accretion) is provided by the Rockstar catalog. The right panel simply maps the movement
of rsmin with tmax . We see that subhalos that have been accreted earlier than ∼ 4(Gyrs),

show a minimum that corresponds to the halo splashback, while the location of the minimum
falls oﬀ for more recently accreted subhalos. The location of the slope minimum, as in the
case for particles, traces the location of discontinuity in phase space. Therefore population
of subhalos or galaxies with diﬀerent accretion time thresholds will show a slope minimum
at diﬀerent locations. In other words the location of the minimum of the slope traces a
phase space discontinuity, and contains information about the time at which galaxies were
accreted.
Dark matter particles are indistinguishable and probes of the particle distribution, like
weak-lensing, are sensitive to the total enclosed mass as opposed to populations of particles
with diﬀerent infall times. On the other hand observed properties of galaxies can be sensitive
to the infall time as galaxies do not stay static with time, for e.g. their star-formation rates
are expected to evolve due to quenching in the intra-cluster medium. The slope of the number
density profile of galaxies can therefore be used to probe the infall history of diﬀerent galaxy
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Figure 4.2: The movement of the minimum of the slope of the density profile as a function
of minimum infall time of a subhalo population. The slopes have been measured for stacked
number density profiles of subhalos around cluster mass halos in simulations. The left panel
shows the slope of the density profile as a function of radius. The diﬀerent curves correspond
to profiles measured from populations of subhalos that have been inside the halo for less than
tmax Gyrs, i.e with accretion times tacc < tmax (objects that have not entered the host at all
have tinf = 0). The right panel shows the location of the slope minimum as a function of
tmax for two diﬀerent parent halo mass bins. The blue, green, and red bands correspond to the
measurements of the location of the minimum of the slope for observed blue, green, and red
galaxies.

populations in a cluster. In the next section we use the insights from the evolution of
subhalos to understand galaxy evolution in observed clusters.

4.3

Measurements of galaxy profiles and splashback

In measuring galaxy profiles and the corresponding splashback features, we closely follow
the method implemented in Shin et al. (2019). In this section, we summarize the method
adopted in this paper. We refer readers to Shin et al. (2019) for further details.
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Figure 4.3: Distribution of AdvACT clusters in signal to noise (SNR) and redshift. 908
clusters in total, with SNR > 4 and 0.15 < z < 0.7, are shown in the figure and used in the
analysis.
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We measure cluster-galaxy cross-correlation functions to measure the splashback radius
around massive galaxy clusters detected by the SZ eﬀect from the Advanced Atacama
Cosmology Telescope (AdvACT) survey. The cluster catalog used in this work is derived
from applying a multi-frequency matched filter (e.g. Melin et al., 2006, Williamson et al.,
2011) to 90, 150 GHz ACT night-time observations taken from 2007-2018. For this work, the
ACT maps for each observing season and detector array were co-added using an optimal
procedure described in Naess et al. (in prep.). The cluster signal is modeled using the
Universal Pressure Profile (UPP; Arnaud et al., 2010), and masses are inferred from the
SZ signal in a similar fashion to Hilton et al. (2018). Here we make use of masses that
have been rescaled according to a richness-based weak-lensing mass calibration procedure
(see Hilton et al., 2018). The survey selection function is defined using maps filtered at
a single reference filter scale (2.4′ , equivalent to a cluster with M500c = 2 × 1014 M⊙ at
z = 0.4). We apply a cut on signal to noise ratio of, SN R > 4 and clusters between redshift

of 0.15 < z < 0.7, which gives the total number of 908 clusters in the footprint of the DES
with the mean cluster mass of 3.0 × 1014 h−1 M⊙ . The redshift and SNR distribution of the
SZ clusters is shown in Fig. 4.3. Mock catalogs for cluster randoms were generated from
the SZ-signal noise map generated by the cluster finder, by sampling from the Tinker et al.
(2008) mass function, and applying an SZ-signal–mass relation.
To measure the splashback feature around the selected clusters we use galaxies from the
DES Year 3 gold catalog similarly generated as Drlica-Wagner et al. (2018). After cutting
out galaxies with extreme colors, we take all galaxies with i-band magnitude, mi , smaller
than 22.5 and only use footprint for which the depth of the survey in mi is larger than 22.5
to ensure the completeness, which leaves ∼90% (∼4,500 square degrees) of the entire DES

footprint. We also require all galaxies have errors on the magnitude smaller than 0.1. When
calculating the cross-correlation function between the clusters and the galaxies, we apply a
further limit on the absolute magnitude, Mi < −19.87, which corresponds to the apparent
magnitude limit of mi < 22.5 at the maximum redshift of z=0.7. This is to ensure the same
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luminosity cut on the galaxies regardless of the redshift of the clusters. The galaxy sample
used in this paper is identical to the one in Shin et al. (2019) to which we refer readers for
details.

4.3.1

Color selection in data

In Fig. 4.4 we show how we assign galaxies to diﬀerent color bins. We measure the density
of galaxies in the (g − r) − (r − z) color space in redshift bins of ∆z = 0.05. Specifically,
we measure the density in the color space around our cluster sample (<1h−1 Mpc) and also

that in random points on the sky, then we subtract the latter from the former. The plot
shows the resultant map of “overdensity” in the color space around our cluster sample, with
respect to the global density, in the redshift bin of z=[0.45,0.50] as an example. One can see
an excess of red galaxies and a deficit of blue galaxies around the clusters, due to quenching
of galaxy star formation inside the clusters. This tendency is prevalent in every redshift
bin.
We define the color of the galaxies as follows. First we identify the maximum location
of the overdensity (red peak) as the average location of five points with the largest values
weighted by the overdensity values (red point). We also identify the minimum location of the
overdensity (blue peak) similarly as the red peak, with the five points with the lowest values
(blue point). We finally define the green valley as the location where the absolute value of
overdensity is minimized between the red peak and the blue peak (green point). We then
draw two lines that pass through 1) the midpoint between the red peak & the green valley
and 2) that between the green valley & the blue peak. These lines are also perpendicular to
the line adjoining the red peak & the green valley and the line adjoining the green valley &
the blue peak, although the specific choice of the slope of the lines do not aﬀect our color
selection significantly since most of the cluster member galaxies are located around the
narrow path in the color-color space, as shown in the figure. These two lines then separate
the red/green/blue galaxies (three regions divided by the two lines). The black contour in
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the figure includes the 68% of the red-sequence galaxies drawn from the member catalog
of the optically selected (redMaPPer) clusters in the DES, which identifies the clusters by
detecting red-sequence overdensities at each redshift. The agreement between the locations
of the red-sequence galaxies and the calculated red peak is evident.

4.3.2

Modelling galaxy number density profiles

We model the profiles of galaxies using the fitting formula for galaxy number density profiles
described in Diemer & Kravtsov (2014) and used in subsequent work on splashback in
diﬀerent cluster and galaxy samples (Baxter et al., 2017, Chang et al., 2018, More et al.,
2016, Shin et al., 2019, Zürcher & More, 2019). The 3D number density profile is defined
by an inner, virialized Einasto component and an outer, infall, 2-halo like term along with
a transition region.
ρ(r) = ρinner (r)ftrans + ρouter (r)

(4.1)

where,
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ftrans = 1 +

The 3D density is integrated to obtain the expected projected density, Σ(R), as a function
of projected radius, R, with the maximum projection length of 40h−1 Mpc. r0 and ρ0 are
degenerate with each other, therefore we fix r0 = 1.5 Mpch−1 .
We also account for the cluster miscentering. Due to the finite beam size in the CMB
survey and other systematic eﬀects, the calculated center of the clusters could diﬀer from
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Figure 4.4: Color-selection method in data. The plot shows the excess number density of
galaxies in the color–color plane around 1h−1 Mpc galaxy clusters with respect to random positions. The red and blue line are used to assign galaxy colors (red/green/blue from upper right
to lower left, respectively). See Sec. 4.3.1 for details. The black contour marks the 68% range
of the red-sequence galaxies drawn from the optically selected clusters (redMaPPer) in DES Y3
data.
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the true cluster center-of-mass. Even though this eﬀect is small for SZ clusters, we model
it to produce better results. The azimuthally averaged profile of a cluster miscentered by a
distance Rmis , is
Σmis (R|Rmis ) =

%

2π
0

dθ "
Σ0
2π

+
#
2 + 2RR
R2 + Rmis
mis cosθ

(4.5)

where Σ0 is the profile without miscentering. Then we average the profiles over the distribution in Rmis as
Σmis (R) =

%

dRmis P (Rmis )Σmis (R|Rmis ),

(4.6)

where P (Rmis ) is the probability distribution of a cluster to be mis-centered by a distance
Rmis from the true center which we model as a Rayleigh distribution:
0
1
2
Rmis
Rmis
P (Rmis ) = 2 exp − 2 .
σR
2σR

(4.7)

We assume every cluster is miscentered with the distribution above. Saro et al. (2015)
showed that a Rayleigh distribution could be used to describe the miscentering of SZ clusters. Note that by adding the miscentering, we add one more parameter, σR , to the model.
We fit the 2D surface number density profile with the nine-parameter model above (eight
from the halo model and one from the miscentering model) using a Markov Chain Monte
Carlo (MCMC) method implemented in emcee package (Foreman-Mackey et al., 2013),
with a prior described in the Table 4.1. Note that, compared with Shin et al. (2019), we
use 1) the same prior on the Einasto slope parameter α since the mean mass is the same
(3.0 × 1014 h−1 M⊙ ), 2) three times wider prior ranges on the slope parameters of ftrans (β,

γ) to allow more flexibility on the fitting especially for the blue and green galaxies and
3) three times wider prior on the miscentering parameters since the miscentering of our
clusters are not well studied yet.
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Parameter Prior
[−∞, ∞]
N(log(0.22), 0.62 )
[log(0.01), log(5.0)]
[log(0.1), log(5.0)]
N(log(6.0), 0.62 )
N(log(4.0), 0.62 )
[−∞, ∞]
[0.1,10.0]
N(−2.0, 1.22 )

log ρs
log α
log rs
log rt
log β
log γ
log ρ0
se
ln σR

Table 4.1: Prior range of each model parameter. N(m, σ 2 ) represents a Gaussian prior with
mean m and standard deviation σ

.

4.3.3

Measurement and MCMC fitting of galaxy profiles

We adopt the same method to measure the galaxy surface number density profile, Σg , as
implemented in Shin et al. (2019). We briefly summarize the procedure here. We refer
readers to Shin et al. (2019) for details.
Σg around the clusters is related to the cluster-galaxy cross-correlation function, ω(R),
as
Σg = Σ̄g ω(R)

(4.8)

where Σ̄g is the mean galaxy number density. We first divide the clusters into redshift bins
of dz=0.025. In each redshift bin, we measure the cluster-galaxy cross-correlation function,
ω(θ, zi ), using the Landy-Szalay estimator (Landy & Szalay, 1993). ω(θ, zi ) is then converted
to ω(R, zi ) assuming the midpoint redshift value of the bin. We finally average ω(R, zi ) over
the redshift bins weighted by the number of clusters in each bin to obtain ω(R). Then we
multiply it with the mean galaxy density to generate the final estimate of Σg . We use 15
bins between 0.1 < R < 20 h−1 Mpc spaced equally on a logarithmic scale.
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The covariance matrix of the galaxy surface density profile is derived by the jackknife
resampling method (Norberg et al., 2009) with 100 patches of similar size. Each jackknife
patch retains ∼4.4×4.4 square degrees of area. The length of each patch corresponds to
∼100h−1 Mpc at z = 0.5, significantly larger than the maximum distance scale of interest
in this paper.

With the covariance matrix estimated by jackknife method, C, we assume the likelihood
⃗ and the model parameters, θ,
⃗ the likelihood is written
(L) to be Gaussian. Given the data, d,
as:

!
$T
!
$
⃗ m(
⃗ = − 1 d⃗ − m(
⃗
⃗ ,
ln L[d|
⃗ θ)]
⃗ θ)
C−1 d⃗ − m(
⃗ θ)
(4.9)
2
⃗ is the model evaluated at the parameter θ.
⃗ The posterior on the model paramwhere m(
⃗ θ)
eters is then expressed as
4
5
⃗ d)
⃗ = ln L(d|
⃗ m(
⃗
⃗ ,
ln P(θ|
⃗ θ))Pr(
θ)

(4.10)

⃗ are the priors imposed on θ.
⃗
where Pr(θ)

In Fig. 4.5, we show the measured galaxy surface number density (top) and the fitted
3D logarithmic slope (bottom) around our cluster sample in black. The vertical shaded
region denotes the location of the splashback radius of the subhalos around the halos in the
simulation, which are matched to our cluster sample in mass and redshift. The agreement in
the location of the splashback between the observational data (black bar in the top panel)
and simulation (vertical line) is consistent with earlier findings that SZ clusters are less
sensitive to systematics present in optical cluster samples (see Chang et al., 2018, More
et al., 2016).
In the following subsection we estimate the slope of the density profile by splitting
the galaxies in color space. We note that even though, in principle, the density profiles
of galaxies of diﬀerent colours may not be physically well-described by the halo profile
described above, our model is flexible enough to account for deviations from standard
collapsed halo profiles.
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4.3.4

Measurement of splashback as a function of galaxy color

Previous work, Shin et al. (2019) and Baxter et al. (2017), also measured the slope profile as
a function of galaxy color. Baxter et al. (2017) measured the splashback radius in the bluest
and reddest quartiles of galaxy colors for RedMaPPer clusters and found that the splashback
feature was more prominent for red galaxies and slightly larger than the full galaxy sample,
while the blue galaxies show a weak splashback like feature. Shin et al. (2019) measured
splashback for galaxies of diﬀerent colors for SZ selected clusters in SPT and ACT. These
clusters correspond to a higher mass sample with the mean mass M500c = 3 × 1014 M⊙ h−1 .

Shin et al. (2019), not only look at blue and red quartiles of galaxies but also the galaxies
that are called green, or which lie between the red and blue maximum. While the bluest
galaxies do not show a significant minimum in the transition region, the green and red
galaxies both show a distinct splashback like minimum feature. Due to the small number of
clusters, 300 for the SPT sample and about 100 for the ACT sample, small possible shifts of
the minimum between red and green galaxies could not be detected. In the current sample
of AdvACT clusters with triple the number of clusters compared to the SPT sample, we
expect to find a higher signal to noise measurement of the splashback feature.
In Fig. 4.5 we show the measurement of the 2-dimensional galaxy surface density profiles of the all, red, green and blue galaxies around the AdvACT clusters (top) and the
corresponding slope of the 3-dimensional density profile as a function of galaxy color (top),
where colour is defined by the procedure explained above in Sec. 4.3.1 . The red, blue and
green shaded regions in the figure show the measurements and their 1σ curve for the red,
blue and green sub-population of galaxies respectively. We find that the overall shape of the
splashback feature for the three populations is significantly diﬀerent from each other. The
apparent location of the splashback radius, which is conventionally defined by the location of
the minimum of the slope profile, appears to move as a function of galaxy color. The green
galaxies show a smaller minimum compared to the red galaxies, whereas the blue galaxies
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do not show a significant splashback like slope minimum at all. Moreover the red galaxies
show a significantly steeper inner profile compared to green and blue galaxies.
Given that galaxies evolve in clusters once they have entered their potential well, we
expect that the evolution will be a function of the time spent inside the cluster. Starforming blue galaxies are converted into red galaxies that have little or no star formation.
In Sec. 4.2 we have studied the signatures on the density profile of the net time spent
by a population of subhalos inside cluster halos. In particular we found that the location
of the minimum of the slope of the density profile traces a phase space discontinuity and
encodes information about how long a population of subhalos has been inside a halo. In
the next section, we model the process of galaxy quenching within cluster mass halos by
mapping galaxies to subhalos in N-body simulations and modelling the evolution of their
star-formation as a function of time spent within the cluster.

4.4
4.4.1

Galaxy quenching in clusters
Infall time of observed galaxies

Galaxy populations in the field are known to be dominated by blue galaxies, in particular
the blue fraction in the field is closer to 60% (Wechsler & Tinker, 2018). However, in cluster
environments the fraction of blue galaxies is much smaller than red galaxies. If intra-cluster
processes in the deep potential well of clusters are responsible for galaxy quenching, we
can expect that an infalling population with red, blue and green galaxies will eventually
evolve with time. If we assume quenching is a continuous process, in particular we expect
that originally blue galaxies will convert to green galaxies and eventually to red galaxies,
similarly green galaxies will convert to red ones with time. Firstly, this implies that the
number of galaxies as a function of colour is therefore not conserved and secondly, if the
quenching time-scales are short enough, blue galaxies will not exist in the phase space
location which are made of galaxies that have been inside the cluster over multiple orbits.
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Figure 4.5: Top: the measured surface density profiles of galaxies around AdvACT clusters.
The shaded regions in red, green, and blue show the 1-σ ranges of the fitting profiles of galaxies of
the corresponding color from the MCMC runs (see Sec. 4.3.3). Bottom: the slope of the density
profile as a function of galaxy color. The shaded regions in red, green, and blue correspond
to the 1-σ region of the slope profiles of galaxies with that color. The vertical line shows
the location of splashback from the subhalos in the simulation (see Sec. 4.3.4). The colored
segments (around the vertical line) show the estimated splashback radius from the data, and
its 1-σ uncertainty.
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In fact, if blue galaxies all get quenched before pericenter passage or at pericenter passage,
they will only exist in the infall stream. Similarly if green galaxies all convert to red ones
before they reach apocenter of their first orbits (i.e. splashback), their rsmin will appear at
a shorter radius that rsp ≡ rsmin,red .

Firstly, we compare the location of the rsmin observed for diﬀerent galaxy colors with

rsmin for subhalos from N-body simulations. The main results are shown in Fig. 4.2. To
review, we have selected cluster mass halos in the MDPL2 simulations with the same mass
and redshift distribution as our AdvACT galaxy cluster sample and computed the slopes
of the number density profiles for subhalo populations with tin less than diﬀerent tmax
threshold. We know that rsmin moves for populations of subhalos that have been inside the
halo for diﬀerent maximum time thresholds, tmax (Fig. 4.2). The shaded regions in Fig.
4.2 covers the 1σ region of the location of rsmin for diﬀerent galaxy populations observed
in data. The blue, green and red bands correspond to blue, green and red galaxies in data
respectively. We find that the observed red galaxies correspond to objects that have been
accreted within the virial radius early, and have been inside the halo tin > 3.2 Gyrs. The
green corresponds to galaxy populations that have been in the halo for at least tin > 2.2
Gyrs and most likely do not survive beyond 3.5 Gyrs. The blue galaxies are consistent with
a population of objects that have been inside the cluster for less than 1.8 Gyrs.
We conclude that the shift in the minimum of the slope of the density profile, rsmin for
observed galaxies, can be inferred to arise from the phenomenon that diﬀerent populations
of galaxies survive in the halo for diﬀerent net amounts of time. We emphasize that this is
not in fact a movement of the “splashback radius”, or the boundary of the halo, traced by the
apocenter of the first orbit for diﬀerent galaxy colors but instead a movement of the phase
space boundary for populations of diﬀerent colors. In other words while the ”splashback”
radius traces the boundary of the whole multi-streaming region of the halo, diﬀerent color
galaxies, by virtue of the fact that galaxies change color over their orbits, can have their
streams end at diﬀerent locations in the phase space.
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4.4.2

Modelling galaxy quenching

In this section we model intra-cluster galaxy quenching to obtain the relevant timescales
for star-formation quenching within galaxy clusters. We adopt a quenching model based
on Wetzel et al. (2014). The quenching of star-formation of the galaxy is described by
two relevant timescales, a delay-time, td , which is a minimum time that a galaxy remains
unaﬀected by cluster processes, and an exponential decay time-scale, tq , after the period of
delay has passed. The outskirts of clusters have low density of both gas and dark matter, it
can be conjectured that infalling galaxies start quenching strongly once it reaches close to
the central regions of the host, the delay time, td , can therefore be thought of as related to a
fraction of the pericenter crossing time of the galaxy. While td and tq capture star-formation
quenching within the cluster, we note that galaxies also have an intrinsic decay time for
star-formation rate, i.e. isolated galaxies (galaxies in the field) also eventually stop forming
stars with time. We call this intrinsic decay timescale, tq,iso , or quenching time-scale for
isolated (field) galaxies.
The star formation rate of a satellite galaxy that falls into the cluster can therefore be
defined as,

SF Rsat (t) =

6

SF Riso (t),

"

SF Riso (t) exp − tacctq−td

#

if t < td
if t > td

(4.11)

where SF Rsat (t) represents the SFR of galaxies that are satellites of clusters, SF Riso (t)
is the star formation evolution of isolated galaxies, tacc is the the time since infall of the
galaxy into the cluster. Before the exponential quenching begins the SFR of satellites evolve
similar to isolated galaxies.
The intrinsic evolution of star-formation rate of an isolated galaxy is given by,
SF Riso (t) = SF R(ti ) exp (−t/tq,iso )
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where, tq,iso is the intrinsic timescale for the star formation of the galaxy to decay without
the interference of cluster environments, and SF R(ti ) the initial star formation rate when
the galaxies are formed at time ti .
We obtain constraints on our model for quenching in two separate ways. Firstly, we
use only the information about the location of the splashback radius and secondly we use
profile of the ratio of galaxy number densities of diﬀerent colors. In the following sections
we describe our method.

4.4.3
4.4.3.1

Constraints for quenching time scale
Connecting galaxies to halos

To constrain the quenching time scales we make mock galaxy catalogs from the CDM
simulations by assigning galaxies to subhalos. We match the redshift distribution and mean
mass of the simulation cluster sample to the observed sample of SZ clusters. We use subhalos
within 10 Mpc h−1 of the clusters for our study.
Firstly, we abundance match galaxies to subhalos using their observed magnitudes and
comparing it to the abundance of subhalos at diﬀerent vpeak threshold in simulations, where
vpeak is the highest ever maximum circular velocity, vcmax , of the halo in its entire history.∗
We find that our sample of galaxies with Mr < −19.87 matches with a subhalo vpeak

threshold of 150km/s, we extract all subhalos with vpeak > 150km/s in a 10 Mpc h−1
volume around each cluster. Further, we assign star formation rates to subhalos based on
the quenching model described in Eqn. 4.11.
∗

We use peak quantities for subhalos because the galaxy stellar mass or luminosity traces the mass of
the original unstripped subhalo before it falls into the cluster’s tidal field. vpeak is known to correlate best
with galaxy magnitudes.
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4.4.3.2

Initial distribution of colors

To constrain the quenching timescales within the cluster it is essential to correctly model
the initial distribution of galaxy star-formation rate before the galaxies were accrete on to
the host cluster. To model the distribution of star formation rate of field galaxies we use
the Universe Machine simulations (Behroozi et al., 2018). The Universe machine is a semianalytic model that populates CDM N-body simulations with galaxies using an extensive
set of observational constraints.
In general, the star-formation rate distribution is a bi-modal function at each redshift,
with its two peaks corresponding to star-forming and quiescent galaxies. However, the
fraction of quenched or star-forming galaxies is a function of the stellar mass or halo mass
of a galaxy. Central galaxies of massive halos tend to be redder than those of less massive
ones. Further the SFR distribution also evolves with redshift. We use the Universe machine
simulations to model the SFR of galaxies as a bi-modal Gaussian for diﬀerent redshift bins
and in 4 distinct bins of vcmax . For subhalos we use vacc , which is the vcmax at accretion.
vacc , like vpeak traces the original host halo mass of a galaxy before it is tidally disrupted
by merging into another halo. Our SFR distribution is therefore given by,
f (SF Ri , z, vacc) = c1 G(µ1 , σ1 ) + c2 G(µ2 , σ2 )

(4.13)

where, G(µ, σ) is a Gaussian with mean µ and width σ, c1 and c2 are parameters that
control the relative fraction of galaxies in the two Gaussians. µi , σi and ci all depend on
redshift and the vcmax of the halo. We calibrate the redshift dependence of µ, σ and c from
the Universe machine simulations for both central and satellite galaxies separately. Our 4
vacc bins, correspond to vacc < 150, 150 < vacc < 170, 170 < vacc < 200, vacc > 200, in units
of km/s. For each bin we use all snapshots available in the Universe machine simulations
between a = 1 and a = 0.2.
Initial colors are assigned to all halos within 10 Mpc h−1 of the cluster sample based on
their vcmax or vacc . For the subhalos that are within the virial radius of the main cluster
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sample we use the SFR distributions calibrated from centrals or isolated galaxies in Universe
machine. They are assigned an SFR by randomly selecting from the Gaussian distribution
of SFR described by Eqn. 4.13 at aacc for the corresponding vacc bin. For halos outside
the virial radius we assign SFR from the distribution calibrated from centrals if they are
centrals themselves, and from the SFR distribution calibrated from satellites if they are
satellites of other halos.∗
Once the initial distributions of colors are assigned we evolve the star-formation rate of
all halos based on their time since infall according to Eqn. 4.11. For centrals outside the
virial radius, time since infall is 0.
4.4.3.3

Constraints from rsmin

Here we describe the constraints we obtain from the location of the slope minimum for the
three diﬀerent galaxy color bins.
The free parameters of our model are the delay time, td , and the quenching time-scale,
tq . We make 30 bins between 0 < td < 2 Gyr for the delay time and 100 bins between
0 < tq < 5 Gyrs for the quenching time. For the initial period during delay time between
infall and the onset of exponential quenching we evolve the star-formation rate based on
the field evolution model (Eqn. 4.12) calibrated from Universe machine. We find that the
the field evolution timescale varies linearly between 1 − 3 Gyrs for the logarithmic velocity
range of the subhalos in our simulation.

Once the subhalos have been populated with initial SFRs we compute the density of
galaxies as a function of star formation rate for every point in our parameter space. We
divide our mock galaxies into red, green and blue galaxies by splitting the galaxies in three
bins such that the ratio of densities between galaxies with diﬀerent colors at large distances
∗

We find that the region around clusters can have large number of galaxies that are satellites within
larger halos, these satellites tend to have lower star-formation rates than centrals and their distribution
should therefore be drawn from satellite SFR distributions.
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Figure 4.6: (Left) Constraints on the model parameters specifying the quenching timescales.
black : the 1 σ and the 2 σ contours from fitting the location of the minimum slope (see
Sec. 4.4.3.3). blue: the 1 σ and the 2 σ contours from fitting the color fraction profile. The
+0.24
68% confidence interval for the parameters are tq,in = 0.53+0.06
−0.05 and td,in = 0.64−0.15 (see
Fig. 4.7). (Right) The constraints on the parameters of the quenching model using the color
fraction profile of the ‘outer’ region. Note that this outer region consists of group-sized dark
matter halos. The 68% confidence region for the delay timescale, td,out , is [0.62,2.80] Gyr and
the quenching timescale, tq,out is smaller than 0.82 Gyr at 95% confidence level. The darker
and the lighter blue contours correspond to the 68% and 95% confidence region.
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from the cluster matches the ratio in data. We then find the location of the minimum slope,
Rsmin for each galaxy sample over our parameter space and compute the χ2 /dof between
the data and the model.
The grey contours on the left panel of Fig. 4.6 shows the allowed region of the parameter
space constrained from the AdvACT cluster sample. The dark grey region corresponds to
the 68% confidence region. The likelihood is calculated assuming a Gaussian form. As
expected there is a degeneracy between the delay time and the quenching time-scale. Short
delay times with long tq and long delay times with short tq are both allowed by the data.
However, it appears that a galaxy takes at least 1.2 ± 0.3 Gyrs to transition from starforming phase to a quenched phase, in the sense that it appears that the sum of tq and td

is always greater than ∼ 1.2 Gyr. This corresponds approximately to half the time it takes
for an infalling galaxy to reach pericenter.

The location of the minimum can be used to constrain the minimum tq + td . However,
while the location of the minimum gives us an intuitive understanding of the phase space
picture of galaxies, that is easy to interpret, there is more information contained in the
entire density profile. In the next section we use the color ratios, i.e. the ratio of the number
density profiles of diﬀerent population of galaxies to constrain the quenching parameters.
4.4.3.4

Constraints from color ratio

Region around clusters - outer profile : In the previous section, we demonstrated how
we constrain the quenching timescale using the location of rsmin in the density profiles of
diﬀerent galaxy colors around our cluster sample. However, the result shows a significant
degeneracy between a long delay-short quenching time scenario and a short delay-long
quenching scenario. This implies that the location of the apparent splashback radius, or
rsmin is mostly sensitive to the sum of tq and td , i.e the “total” time post-infall. To break
the degeneracy between tq and td , we take another approach to constrain the quenching
parameters.
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Figure 4.7: The measured profiles of the fraction of red/green/blue galaxies (lines with error
bars) as a function of 3-dimensional cluster-centric radius, as defined in Sec. 4.4. The shaded
regions are the 1-σ confidence intervals based on fitting the quenching model to the measured
color fraction (see Sec. 4.4.3.4). The vertical lines denote 1-σ interval of the measured splashback
radius for all galaxies in the SZ cluster sample.
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Figure 4.8: The constraints on the quenching parameters using the color fraction profile of
the inner region, splitting the region into two: 0.5-1.36 h−1 Mpc (green) and 1.36-3.68 h−1 Mpc
(red). Note that the total quenching timescale, tq,in + td,in , is much larger for the larger radii,
which reaches the 1-σ contour of the result from the fitting with rsmin (black contours).
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Fig. 4.7 shows the fraction of galaxies in each bin of color around our cluster sample, as
a function of 3D cluster-centric radius (we call it “3D color fraction profile” hereafter). The
3D color fraction profiles and their covariance matrices are retrieved from the MCMC chains
of the model fitting described in the Sec. 4.3.4, by randomly sampling halo density profiles
from the MCMC chains for the galaxies of diﬀerent colors and calculating the corresponding
fraction of each color as a function of radius. We use 9 bins between radius of 0.5 and 10
h−1 Mpc. We do not use any radial bins smaller than 0.5 Mpc h−1 as subhalo distributions
in simulations are known to deviate significantly from galaxy distribution in this region. In
particular, subhalos can be stripped to masses below the halo-finder resolution limit due to
tidal stripping or artificial disruption, an eﬀect which is not present in galaxies. We find the
best-fit parameters in our quenching model by comparing the measured fraction of galaxy
colors (Fig. 4.7) to that calculated around the dark matter halos in the simulation using
the subhalo density profile around them.
The color fraction profiles shown in Fig. 4.7 spans over a large range that encompass the
virialized region and the region where halos are still falling into our mock clusters or exist
as independent halos. Note that the halos outside the clusters could already have formed
groups consisting of many subhalos.
In the previous section, the halos outside the boundary of the clusters are assumed to
have a zero time since infall and given initial SFRs using the SFR distribution of the current
redshift in the Universe machine with centrals and satellites distinguished. The SFRs of
galaxies outside the cluster boundary are not evolved and the boundaries in the SFR space
that separate it into red, blue and green galaxies is set using the relative fractions of observed
red blue and green galaxies between 3−10 Mpc h−1 . That is a reasonable assumption for the
analysis in the previous section because we were only interested in the location of the slopeminimum which does not depend on the evolution of galaxies outside the cluster boundary
once the red/green/blue splitting in SFR space is set consistently.
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Figure 4.9: The inferred distribution of galaxies of diﬀerent colors in phase space from the bestfit parameters of the quenching time-scales obtained from data. The three panels correspond
to red, green, and blue galaxies from left to right. The red galaxies appear to be mostly
concentrated in the virialized, multi-streaming region while the blue galaxies are still infalling.
The green galaxy population is a combination of infalling galaxies and galaxies that have crossed
over to a second stream in phase space but not reached apocenter.

However, in the present analysis, the color fraction profile can be used to jointly constrain
the physics of halos outside the boundary of our clusters along with the quenching timescales within it. We therefore include a separate quenching timescale in our model for
satellite galaxies outside the halo boundary and evolve their SFRs with time since accretion
as well.
In order to constrain the quenching timescales with the color fraction profile properly,
we perform two separate analyses:
1. on halos outside the cluster boundary
(r " 2.6h−1 Mpc, the ‘outer’ region hereafter)
2. on halos inside the cluster boundary
(r ! 3.7h−1 Mpc, the ‘inner’ region hereafter).
The region between 2.6 and 3.7h−1 Mpc is assumed to have a mixture of halos that belongs
to the cluster and those that do not, therefore it is included in both analyses. We allow the
quenching timescale of satellites outside the cluster to be diﬀerent from that inside it.
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For the analysis on the outer region, we allow additional freedom in the model fitting
to properly determine the location of the red/green/blue splitting in SFR space. In finding
the best-fit parameters in the SF quenching model (tq,out , td,out , where ‘out’ denotes the
outer region), we add two more free parameters describing where to split red, green and
blue subhalos in the SFR space. These two parameters are defined as the relative location
between the red peak, green valley and the blue peak for the SFR distributions in diﬀerent
vcmax bins, since the absolute location of red peak, green valley and blue peak in SFR space
changes as a function of vcmax . We call these two parameters frg and fgb and the locations
of the splitting points in the SFR space are written as:
frg SF RR + (1 − frg )SF RG for red/green split

(4.14)

fgb SF RG + (1 − fgb )SF RB for green/blue split

(4.15)

where SF RR , SF RG and SF RB are the locations of the red peak, the green valley and the
blue peak in the SFR space for each vacc bin.
This is because in the data we use G-R and R-Z colors to define red, green and blue
galaxies, while in the simulation we directly use SFR to define the colors of halos, so that
the additional freedom where to separate red/green and green/blue halos is needed to be
able to retrieve the color fraction in the observation more closely.∗ When estimating the
range of the fitted quenching parameters , we marginalize over these added parameters.
The fitting for the color fraction is also performed by running MCMC chains assuming
a Gaussian likelihood (see Sec. 4.3.3). We vary the four model parameters, tq,out , td,out , frg
and fgb , and calculate the color fraction of the halos in red, green and blue as a function
of the cluster-centric radius. The calculated color fraction is compared to that of the data
(Fig. 4.7) to derive the constraints on the model parameters.
∗

We here assume that SFR would be a monotonically decreasing function as increasing galaxy color,
which is a fair assumption up to the scatter between SFR and the color.
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The right panel of Fig. 4.6 shows the resultant constraints on the quenching parameters
for the outer profiles. The 68% confidence interval of the delay time, td,out , is 0.62-2.80 Gyr
and tq,out < 0.82 at 95% confidence level. We emphasize that these quenching parameters
are those of group-sized halos outside our clusters. This result is consistent with the previous
study with the similar halo mass but diﬀerent analysis method in Wetzel et al. (2014) which
reports the delay time of 2-4 Gyr and the quenching timescale of smaller than 0.8 Gyr. The
agreement of our result provides a check for our methodology.
Comparing this result to that from the inner region (the following subsection), we see
a much longer delay time. This suggests that in group-sized objects onset of quenching
happens later in time presumably due to the lower inner densities at the center of groups.
Constraints from Inner Profile: The analysis on the inner region is performed in a similar
manner as the outer region. We adopt the splitting locations, frg and fgb , constrained by
the outer region. Therefore, in each step in the MCMC chain we vary two parameters, tq,in
and td,in where ‘in’ denotes the inner region, with frg and fgb randomly chosen from the
chain for the outer region.
The final constraint on the quenching parameters of the inner region is shown by the
blue contours in Fig. 4.6 in blue contours on the top of the constraints from rsmin . We
+0.24
find that tq,in = 0.53+0.06
−0.05 and td,in = 0.64−0.15 . While the quenching timescale, tq,in , is

consistent to that in Wetzel et al. (2014), the delay time , td,in is significantly smaller than
that in Wetzel et al. (2014). It appears that the onset of exponential quenching happens at
an earlier time after infall in the massive clusters observed with SZ than in the group-sized
halos with smaller masses.
Comparsion with constraints from rsmin : We note that exponential quenching time, tq
obtained from rsmin appears to prefer a value that is that is larger than that obtained from
the color-ratio profiles. We investigate the origin of this diﬀerence further. In Fig. 4.7, 1-σ
regions of the fitted color fraction from the MCMC results are shown in the colored bands.
While it shows a fair fitting result, it can be noted that the fitting around the splashback
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radius (vertical dashed lines) is particularly sub-optimal. The fit seems to be driven by
the points with small errorbars in the inner radius. In particular we note that around the
region of splashback, there are fewer blue galaxies predicted compared to data and more red
galaxies. This can explain the fact that the delay times predicted are shorter considering the
fact that profiles in the outskirts can be significantly eﬀected by recently infalling galaxies.
To investigate the possibility that the innermost region and the region around splashback
radius may prefer diﬀerent quenching timescales, we split the inner region into two parts:
r = 0.5 − 1.36h−1 Mpc (first three bins in the Fig. 4.7) and r = 1.36 − 3.68h−1 Mpc (next

three bins). We repeat the same analysis on each split. The results are shown in the
Fig. 4.8. For r = 0.5 − 1.36h−1 Mpc (green contour), the constraint is consistent with the

case in which we use all radius from r = 0.5 − 3.68h−1 Mpc (blue dashed contour), with a

larger uncertainty. However, we note that the constraint from the region, r = 1.36 − 3.68
Mpc h−1 (red contour) exhibits much larger values for tq,in +td,in than that of the innermost

region, with the 1-σ contour reaches that from fitting rsmin in Sec. 4.4.3.3 (black contour).
The result indicates that the quenching timescale may be dependent on the orbital shapes
of the infall galaxies: galaxies reaching closer or faster to the cluster center might have
shorter quenching timescale than those not. It also suggests that quenching of galaxy SF is
triggered once galaxies fall into the very central region of the clusters. However, we leave
further quantitative analyses on this topic to future studies.

4.5

Conclusion

We study the distribution of galaxies around massive galaxy clusters identified using the
Sunyaev-Zeldovich eﬀect as a function of galaxy color. The density distributions encode
important information about the dynamical history of galaxies in these massive systems.
We study these distributions, for the first time, in the context of the splashback radius
to understand the evolution of galaxies in cluster mass halos. Just like the splashback
radius traces the boundary between the virialized, multistreaming region and the infall
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region, the minimum of the slope of the density profile of galaxies/subhalos that have
been accreted at diﬀerent times traces the discontinuity in their phase-space distributions.
This coorrespondence is particularly clear if these objects are in their first orbit around
the cluster. We use CDM simulations to create mock galaxy catalogs that reproduce the
observed galaxy distributions of diﬀerent colors and study their density distribution and
slope profiles. We use a simple quenching model to estimate the quenching time scales for
galaxies in cluster-mass halos corresponding to our SZ sample. Our principle results are as
follows.
1. If galaxy quenching is due to cluster astrophysics, diﬀerent population of galaxies
at diﬀerent stages of quenching can be thought to have entered clusters at diﬀerent
times. The location of the minimum slope, rsmin , for population with diﬀerent colors
or star formation rates can therefore trace, in a model-independent way, how long a
population of galaxies has existed in a cluster.

2. We find that the observed distributions of galaxies around SZ clusters show shifts of
rsmin between red and green galaxies; blue galaxies appear to show no clear minimum
feature.
3. By comparing rsmin estimated for galaxies with simulated subhalos accreted at diﬀerent times, we find that blue galaxies largely live in the infall stream and are likely to
have been accreted at t < 1.8 Gyrs. Red galaxies show a sharp slope minimum at
2.2 Mpch−1 and have been in the halo for more than 3.2 Gyrs, while green galaxies
have been in the halo for at least 2.2 Gyrs and have nearly reached their apocenter.
4. We constrain quenching timescales of a simple exponential quenching model with a
delay time adopted from Wetzel et al. (2014). We find that rsmin constrains the lower
limit of the sum of td and tq to ∼ 1.2 Gyrs.
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5. As the complete profiles in principle contain more information than the splashback radius, we use the entire color ratio profile of galaxies between 0.5 h−1 Mpc to 10 h−1 Mpc
to obtain constraints on our quenching parameters. We find that the delay time is
+0.057
td = 0.64+0.24
−0.15 Gyrs and the exponential quenching timescale, tq = 0.525−0.052 .

6. We also find, using color ratio profiles in the region outside the virial radius of the
cluster, that the quenching timescales of satellites there is longer than those inside the
cluster (td = [0.62, 2.80] Gyr, tq < 0.82 Gyr), hinting at the fact the group-sized halos
and cluster mass halos may have diﬀerent quenching time-scales. In particular we find
that the delay time is significantly longer, even though the quenching timescales are
comparable.
7. We find that the contours from the color ratio profile lie in the lower limit of the 1-σ
contour from the rsmin . We observe that some of the diﬀerence arises from the fit
from color ratios being driven by points in the innermost region, showing that inner
and outer regions within the clusters, prefer slightly diﬀerent quenching timescales in
our model. The constraints from the outer region of the color ratio profiles within the
clusters are more consistent with the constraints from rsmin (Fig. 4.8). This indicates
that the quenching event may be dependent on the orbital shapes of the infalling
galaxies.
We show that even in the absence of any velocity information, the density profiles
encode important information about the dynamical evolution of galaxies in cluster. Using
only photometric data and spatial distribution we are able to map galaxies on to diﬀerent
regions of the phase space of dark matter halos. While the galaxy distribution in the inner
regions of massive clusters can be significantly sensitive to baryonic physics, the location of
rsmin is a model-independent way to approach the maximum time spent by diﬀerent galaxy
populations within clusters. The information in the full density profiles, including the slopeminimum, provides more detailed constraints on two or more parameters for quenching.
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In this paper we focus on the most massive objects in the universe. This analysis can
naturally be extended to clusters of lower mass that can be found using X-ray or optical
cluster selection. It will be informative to study the quenching timescales and similar
dynamical quantities as a function of mass, redshift and other properties of galaxy clusters.
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Conclusion
Galaxy clusters provide powerful probes of the history of cosmic structure formation and of
the evolution of galaxies. To perform an accurate cosmological analysis with galaxy clusters,
a careful modeling of their dynamical and morphological structure is needed to retrieve
the true masses of the clusters and minimize the scatter in mass-observable relations. In
addition, galaxy clusters consist of large numbers of member galaxies that typically have
formed over a long time (several Gyrs). Therefore, they also oﬀer valuable information on
galaxy evolution. In this thesis, we carried out a set of analyses to investigate the dynamics
and the shapes of the galaxy clusters detected by optical surveys (SDSS, DES) and CMB
SZ surveys (SPT, ACT) as well as the evolution of the galaxies surrounding them. Here,
we summarize the key results.
First, we measured the projected shape of stacked galaxy clusters optically detected with
SDSS as traced by 1) by the distribution of the satellite galaxies, and 2) by the quadrupole
of the weak-lensing shear field. The results from the two methods agree with each other,
with the projected axis ratio, b/a, being ∼0.6. They are also consistent with the expectation

from simulations of the cold dark matter cosmology. We also checked that the shapes of
BCGs are aligned with those of DM halos with a scatter of ∼ 30◦ . The ellipticity of the
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galaxy clusters and the BCG alignment give insights on filamentary infall as well as the
baryonic physics that could aﬀect cluster shapes. Further investigation with larger data
sets in the future (Ivezić et al., 2019b, Laureijs et al., 2010, LSST Science Collaboration
et al., 2009, Spergel et al., 2013) will enrich our understanding of such physical processes.
Galaxy clusters exhibit a clear dynamical boundary where a sharp density drop is observed. This boundary, which we call ‘splashback radius’, forms at the location of the first
apocenters of the infalling objects and is a strong function of the mass accretion rate of
the halos. Using the galaxy clusters identified with the SZ eﬀect via the SPT and ACT
surveys, cross-correlated with the DES photometric galaxies, we identified their location
of the splahsback radius and checked its consistency with the theoretical expectation. By
comparison, for optical cluster samples the location of the splashback radius is ∼15-20%
smaller than that of the theoretical expectation with the same halo mass. Our results are

consistent with the expectation that SZ clusters are close to a mass-selected sample, thus
could be used in future studies probing formation histories of galaxy clusters.
We split the correlated galaxies into the three color groups (red, green and blue) based on
their photometric colors. While red and green galaxies show clear splashback features, the
density profiles of the blue galaxies is consistent to a power-law, not showing any evidence
of splashback. It tells us that the blue galaxies defined in this thesis are most likely to on
their first infall passage, which provide a qualitative upper limit of the star formation (SF)
quenching timescale (∼crossing timescale).
In Chapter 4, using a three times larger SZ cluster sample from the AdvACT survey (908
clusters), than that of SPT (∼300) in the previous chapter, we performed a quantitative
study of the SF quenching timescale inside clusters. By cross-correlating them with the
DES galaxies split into red, green and blue subsets, we calculated the slope profiles and
the splashback radii for each color subset. We adopt a delayed-then-exponential quenching
model of galaxies, with the quenching parameters: delay time after infall, td , and exponential
quenching timescale, tq ). We match the galaxies to subhalos around the mock clusters in
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the N-body simulation imbued with the initial star formation rates (when accreted to the
parent halos) calibrated from a simulation with a semi-analytic galaxy model. For each
color subset, we match 1) the measured location of the slope minimum and 2) the measured
fraction as a function of the cluster-centric radius. The result suggests that:
• There is a large degeneracy between the delay time and the quenching timescale in

constraining those parameters with the location of the slope minimum, which can be
broken by using the color fraction profile as a function of cluster-centric radius.

• The SF quenching may be initiated earlier (! 1 Gyr after infall) in the massive clusters

(M500c ∼ 3 × 1014 h−1 M⊙ ) than in the group-sized halos in which quenching events
happen after 2 − 4 Gyr after infall (Wetzel et al., 2013).

• However, the result on our cluster sample shows a similar value of the exponential

quenching timescale as that of less massive, group-sized halos (tq ! 0.8 Gyr Wetzel
et al., 2013).

• Galaxies residing closer to the cluster center exhibit a smaller value for the delay
time, than those farther from the cluster center. It hints at that SF quenching of the
galaxies due to the cluster environments might begin only after they have reached the
very center of the clusters, since galaxies closer to the cluster center have in average
more radial orbits than those farther.
• While the constraint on tq (! 0.82 Gyrs at the 95% confidence level) for halos outside

the boundary of the clusters (" 2.5h−1 Mpc) exhibits a similar value as that inside
the clusters, their delay time, td (0.62-2.80 Gyrs at the 1-σ level), is longer than that
inside the clusters, hinting that delay timescale can be a function of the halo mass.

We have investigated the dynamical and morphological characteristics of galaxy clusters
and their implications on the galaxy evolution. Our analyses provide constraints on the
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evolution of cosmic structure formation and the physics behind the quenching of the galaxies
inside clusters. With the next generation cluster surveys, we will have greater statistical
power to explore the dependence of the physics of clusters on mass, redshift and environment
and other properties.
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