The present study elaborates on a 2D level set model of polycrystal microstructures that was recently established by adding the influence of anisotropic grain boundary energy and mobility on microstructure evolution. The new model is used to trace the evolution of grain boundary character distribution during grain growth. The employed level set formulation conveniently allows the grain boundary characteristics to be quantified in terms of coincidence site lattice (CSL) type per unit of grain boundary length, providing a measure of the distribution of such boundaries. In the model, both the mobility and energy of the grain boundaries are allowed to vary with misorientation. In addition, the influence of initial polycrystal texture is studied by comparing results obtained from a polycrystal with random initial texture against results from a polycrystal that initially has a cube texture. It is shown that the proposed level set formulation can readily incorporate anisotropic grain boundary properties and the simulation results further show that anisotropic grain boundary properties only have a minor influence on the evolution of CSL boundary distribution during grain growth. As anisotropic boundary properties are considered, the most prominent changes in the CSL distributions are an increase of general low-angle Σ1 boundaries as well as a more stable presence of Σ3 boundaries. The observations also hold for the case of an initially cube-textured polycrystal. The presence of this kind of texture has little influence over the evolution of the CSL distribution. Although considering the anisotropy of grain boundary properties, grain growth alone does not seem to be sufficient to promote any significantly increased overall presence of CSL boundaries.
Introduction
The macroscopic properties of crystalline solids are largely dictated by the state of the material's microstructure. Important engineering aspects of material behavior such as strength, ductility and resistance against fatigue degradation depend on the composition of the microstructure in terms of, for example, grain size, crystallographic texture and the presence and character of grain boundaries. Through this relation between microstructure and macroscopic material properties, control over the microstructure evolution during materials processing allows production of materials with tailored properties. An important part of this is the availability of suitable simulation models of grain microstructures. Such a model of microstructure evolution is in focus of the present study.
The importance of grain size on macroscopic properties has been long recognized, for example through the well-renowned Hall-Petch relation. The significance of grain boundary character has, however, started to attract interest more recently. Material properties have been found to improve by controlling the types of grain boundaries present in the material, in particular by promoting the presence of "special" boundaries. Correspondingly, grain boundary engineering has been identified as a feasible approach to optimizing the performance of materials for certain applications. An overview of grain boundary engineering is given in [1] and applications are discussed, for example, in [2, 3] related to an increased resistance against stress corrosion cracking, in [4] regarding ferritic-martensitic alloys, in [5] related to decreased intergranular segregation and precipitation in austenitic stainless steel and in [6] regarding enhanced plasticity in steels.
Although a large number of studies -especially in the field of grain boundary engineeringindicate that enhanced material properties can be correlated to an increased presence of special boundaries in the material, this correspondence is far from clear [7, 8] . Although beneficial material properties seem to correlate with the presence of special grain boundaries, the reason for this correlation remains an open question. Further investigations are needed to establish the relations between grain boundary character distribution and material properties as well as on how grain boundary character distributions evolve. This latter aspect is considered in the present work.
During annealing, grain growth evolves the polycrystal grain boundary network by migration of mobile grain boundaries. The local grain boundary kinetics control this development and the mobility and energy of the boundaries influence how the grain structure evolves. The grain boundary energy and mobility are, however, strongly dependent on the local character of the grain boundaries and this results in variations in grain growth kinetics in a polycrystalline aggregate.
It is common to describe the character of grain boundaries through the misorientation between the adjacent crystals. This misorientation is found by the three parameters that define the crystal orientations on opposite sides of the boundary. However, a full characterization of grain boundaries requires a total of five parameters: three parameters to describe the mis-DOI: 10.1088/0965-0393/22/8/085005orientation and two parameters to define the orientation of the boundary plane [9, 10, 11] . Accordingly, grain boundary properties tend to vary with the full set of five parameters.
Due to the complex dependencies of grain boundary energy and grain boundary mobility on the character of the boundary, no general theory for these dependencies exists. Likewise, experimental data on grain boundary energy is usually confined to subsets of orientation ranges and is limited to special boundary configurations, such as symmetrical tilt or twist boundaries on certain crystallographic planes.
A large body of studies on mesoscale modeling of microstructure evolution, using different modeling approaches, has been published. Some of the most common modeling techniques are discussed in [12] . The majority of these studies are conducted under simplifying assumptions regarding the orientation dependence of grain boundary properties, if considered at all.
For low-angle grain boundaries, the classical Read-Shockley relation is usually employed in models to describe the dependence of grain boundary energy on misorientation [13] . For high-angle boundaries, however, no general theory or model exists to describe the relation between grain boundary energy and grain boundary character. Usually some constant level of grain boundary energy is assigned to the high-angle boundaries as a simplifying assumption.
When it comes to grain boundary mobility, experiments and simulations suggest that the mobility increases with increasing misorientation [14, 15, 11] . However, the dependence of grain boundary mobility on the grain boundary character is complex and most modeling approaches are still based on the Turnbull model in [16, 17] and disregard any orientation dependence. One description of the dependence of mobility on boundary misorientation is given in [14] , capturing the increase in mobility with increasing misorientation.
Concerning different modeling strategies, it can be noted that Cellular Automata (CA) simulations of dynamic recrystallization, considering a Read-Shockley type of grain boundary energy variation, are performed in [18, 19] . Monte Carlo Potts (MCP) simulations of grain growth are shown in [20] , considering anisotropic grain boundary energy but isotropic mobility. The boundary energy is varied through a range of fixed values of scalar misorientation. In [21] , MCP simulations are performed where the misorientation of each individual boundary is checked against a table of CSL configurations and energy and mobility properties are assigned to the boundaries correspondingly. Also in the MCP models in [22, 23] , the boundary properties are allowed to vary with certain CSL configurations. In [22] it is noted that the respective fractions of the special boundaries remain relatively constant throughout the simulations.
The evolution of misorientation distribution under the influence of anisotropic grain boundary energy and mobility is considered in [24] , also using a MCP model. Both mobility and grain boundary energy are assumed to follow a Read-Shockley dependence on misorientation. A tendency for promotion of low-angle boundaries during annealing is observed.
Phase field (PF) models of grain growth are formulated in, for example, [25, 26] . A 2D PF model is employed in [27] to model grain growth with anisotropic grain boundary energy as well as mobility. The character of the grain boundaries are defined by two parameters: the misorientation and an angle to describe the inclination of the boundary plane. It is found that the resulting grain growth kinetics are more influenced by anisotropy of the grain boundary energy than by anisotropic mobility. Both mobility and energy are varied as parametrized model quantities. A 2D PF model is also employed in [28] to study grain growth, considering Zener drag and anisotropic grain boundary energy with a Read-Shockley model of the energy dependence on misorientation. Crystal orientations are, however, represented by a single scalar parameter. Two recent 2D PF models of grain growth are given in [29, 30] . In the first case, a Read-Shockley model is used for the grain boundary energy and in the second case a number of fixed grain boundary configurations are compared.
MCP and PF simulations are also performed in [31] , where grain boundary energy and mobility are allowed to vary with a single misorientation parameter. As in [27] , it is found that the microstructure evolution is more influenced by anisotropic grain boundary energy than by anisotropic boundary mobility. This is also observed in [32] through MCP simulations of the development of misorientation texture during grain growth. The model invokes anisotropic boundary properties based on misorientation. In [32] , it is further noticed that the simulation results remain qualitatively similar, regardless of model dimensionality.
The evolution of the distribution of grain boundary plane characteristics due to anisotropic grain boundary properties is studied, using a five-parameter boundary description, in [33] . Both boundary energy and mobility are taken as the mean values of the boundaries of the two opposing grains at each boundary. It is found that there is a tendency for low energy boundaries to prevail during grain growth. This tendency is also shown through MCP simulations in [34, 24, 22] and through experimental observations in [35, 36] .
Experimental evidence for the promotion of low energy grain boundaries during normal grain growth in aluminum and magnesia-doped aluminum is given in [37] and regarding nickel in [38] . In these studies, the low-energy boundaries tend to have (111) boundary planes, which is also observed in the embedded-atom modeling performed in [39, 40] .
The level set (LS) method was introduced in 1988 by Osher and Sethian, cf. [41] , and is gaining increasing interest in the representation of polycrystal microstructures and for tracing the evolution of grain boundaries. For example, the LS method is used to simulate recrystallization in combination with crystal plasticity modeling in [42] . Primary recrystallization is modeled using LS in [43, 44] and LS simulations of dynamic recrystallization is addressed in [45] . LS models of grain growth are employed in [46, 47] in both 2D and 3D. A 2D grain growth model based on LS is used in [48] and compared to other 2D mean field models under assumption of isotropic grain boundary properties. The influence of secondary particles on 2D grain growth is modeled by LS in [49] . The present study employs a level set model for microstructure evolution, recently proposed in [45] . This level set formulation permits simulations of microstructure evolution with a detailed representation of grains and grain boundary networks. In [45] , simulations of dynamic recrystallization were performed under the simplifying assumption of isotropic grain boundary properties. In the present model, the individual grain orientations are included DOI: 10.1088/0965-0393/22/8/085005to provide the basis for introducing anisotropic grain boundary energy and mobility. The present study is facilitated by the "interface reconstruction" procedure introduced in [45] , since it makes quantities such as grain boundary lengths, clearly defined triple junctions, grain sizes and boundary curvature readily available. By employing a level set description of the grain boundary network the ambiguity in determining boundary curvature and boundary plane inclination -which is present in fixed grid-based methods such as MCP and CA -is avoided.
Using the level set model in a finite element setting, simulations of grain growth in polycrystals are performed in the present work. The anisotropy of grain boundary properties is based on the disorientation between adjacent grains and the presence of CSL boundaries with special characteristics. The evolution of grain size and misorientation distributions is studied along with the evolution of grain boundary character distribution in terms of CSL type, weighted by boundary length. The relative influence of anisotropic grain boundary mobility and grain boundary energy is shown and compared. The influence of initial texture on microstructure evolution during grain growth is also studied, taking an initial cube texture as example.
This paper is divided into sections with Section 2 discussing the fundamentals of grain growth kinetics and introducing the anisotropy of grain boundary energy and mobility. The level set formulation of grain growth in polycrystalline aggregates is related in Section 3, taking advantage of the results in [45] . Section 4 describes the simulation set-ups and the simulation results are discussed in Section 5. Finally, some concluding remarks close the paper in Section 6.
Grain growth kinetics and grain boundary properties
If purely curvature driven motion is considered, the local migration velocity v of a grain boundary can be written as
where m is the boundary mobility, γ the grain boundary energy and κ the boundary curvature [15, 11] . The product mγ is sometimes referred to as the "reduced mobility". As the focus of the present study lies on the effects of anisotropy of m and γ, only curvature driven boundary motion according to eq. (1) is considered. Other driving forces, such as stored energy differences across the boundary could also be included in eq. (1). This is done, for example, in [45] . Evolving under purely curvature driven motion, the grain structure will continuously develop towards its theoretical equilibrium which is a single crystal. In real polycrystals, however, a number of mechanisms work to prevent the material from reaching such a state. One example is pinning of migrating boundaries by particles or thermal grooves. In [50] , grain boundary roughening is also suggested as an alternative stagnation mechanism. Such DOI: 10.1088/0965-0393/22/8/085005mechanisms are for simplicity not included in the present formulation as modeling of the anisotropy of grain boundary properties is in focus.
Crystallographic misorientation and CSL correspondence
As the orientations of two adjacent crystals are compared, a number of atomic lattice sites may coincide in the two lattices. The special misorientation configurations where this occurs are usually called Coincidence Site Lattices, CSL, and provide boundaries that generally are of low-energy and high-mobility character. The type of CSL boundary is determined by Σ, where 1/Σ is the fraction of lattice sites that coincide.
Since the crystal orientations depend on three independent parameters, here taken as the Bunge-Euler angles (ϕ 1 , Φ, ϕ 2 ), it is unlikely to find ideal CSL boundary configurations in real polycrystals. A criterion was introduced by Brandon in [51] , increasing the range of misorientation angles Δθ Σ that are accepted to correspond to an individual CSL configuration. Following [51] this acceptance criterion is formulated as
The parameter θ Σ determines the range of misorientation angles that is accepted as belonging to each CSL and usually θ Σ = 15 • is chosen. This value is also adopted in the present work. Letting g (ϕ 1 , Φ, ϕ 2 ) denote the orthogonal rotation matrix for a crystal, bringing the sample reference frame in alignment with the crystal reference frame, the misorientation between two crystals of rotations g i and g j can be written as Δg ij = g j g T i . The misorientation is then taken as the rotation that rotates one crystal reference frame into that of another.
Considering cubic crystals, each orientation g has 24 equivalent orientations. The common approach is to consider the minimum misorientation provided by the crystallographically equivalent configurations and set that value as the misorientation. This reduces the span of misorientation angles and the minimum misorientation is found by performing the minimization
where the indices i and j were dropped for convenience and where O s is one the 24 operators in the cubic symmetry group G c . The absolute value |·| in eq. (3) is taken to reflect that a negative angle simply indicates that the rotation axis points in the opposite direction. In eq. (3), the trace of a tensor is denoted by tr(·). It can be noted that, following the derivation in [52] , a maximum misorientation of 62.8 • can be expected in cubic crystal structures when symmetry reduction according to eq. (3) is employed.
To test a certain boundary configuration against the Brandon criterion, it is necessary to consider all possible symmetries related to a misorientation Δg. The symmetries of both grains, constituting the interface, need to be applied as well as the switching symmetry Δg ij = Δg ji . Also the rotation axis is considered to verify if it resides in the fundamental zone, i.e. in the standard stereographic triangle, or not. If it does, the corresponding scalar misorientation -often referred to as the disorientation, cf. [53] -is used in the present work together with eq. (2) to identify CSL boundaries.
Modeling of anisotropic grain boundary properties
To introduce anisotropic grain boundary properties it is often assumed that the grain boundary energy for low-angle grain boundaries obeys the classical Read-Shockley relation. These boundaries are taken as those with a misorientation θ < θ m , where the angle θ m differentiates between low-and high-angle boundaries. The common choice of θ m = 15 • is used here. A constant grain boundary energy is often assumed for high-angle boundaries, having θ ≥ θ m , and the misorientation dependence of the boundary energy is then formulated as
where γ m is the grain boundary energy for high-angle boundaries. Eq. (4) is more or less the standard formulation of grain boundary energy anisotropy and has been employed in mesoscale models of microstructure evolution using, for example, cellular automata [18] , Monte Carlo Potts models [24] and phase field models [27] . Note that the scalar misorientation θ in eq. (4) is obtained from the misorientation matrix Δg according to eq. (3). The Read-Shockley relation is based on the idea of the misorientation being caused by inserted half-planes of dislocations between the adjacent crystals, maintaining a relatively structured boundary configuration as long as θ < θ m . The misorientation of low-angle boundaries is hence proportional to a multiple of the Burgers vector b. Following [54] , high-angle CSL boundaries can be considered as an increased distortion of the boundary due to a further addition of dislocation planes with a spacing given by b/Σ. The CSL boundary energy can thus be superposed onto eq. (4) by adding the CSL contribution
where Δθ is the deviation of the boundary misorientation from the ideal CSL orientation. For a given misorientation, the grain boundary energy is taken as the sum of eq. (4) and eq. (5), giving γ = γ RS + γ Σ . The introduction of γ Σ is not based on experimental observations but is rather a geometrical construction that allows considering the influence of grain boundary character on grain boundary energy. This approach was previously adopted in [22] and is also discussed in [55] . To maintain a correspondence between CSL and non-CSL boundaries, γ m = γ m is set in the present work, as in [22] . In the present work the range Σ3-Σ29 of CSL boundaries is considered and the resulting variation of grain boundary energy with misorientation is shown in Fig. 1a . It can be noted that the depth of the cusps in the boundary energy is controlled by the parameterγ m in eq. (5) while the width of the cusps is determined by the misorientation range Δθ Σ , appearing in eq. (2) and in eq. (5).
The misorientation dependence of the grain boundary mobility is formulated according to [14] , giving
This form of misorientation dependence of the grain boundary mobility was also used in a phase field model in [56] . Usually the mobility m m is based on the Turnbull estimate [16, 17] , dependent on the activation energy for grain boundary migration. This provides a temperature dependence of m m which, however, is not included here since the anisotropy, rather than the temperature dependence, of the boundary properties is in focus. Also the mobility will vary with the CSL character of the boundaries, as noted for example in [23] . However, the misorientation dependence of the mobility is even less well characterized in existing theory than grain boundary energy, although extensive experimental work has been conducted on the mobility of special boundary configurations, for example in [57, 58, 59] . Further, as noted in [27, 31, 32] , it appears that the anisotropy of grain boundary energy tends to have a greater impact on microstructure evolution -at least in terms of interface texture -than anisotropy in terms of grain boundary mobility. Hence, the grain boundary mobility is in the present model assumed to depend on misorientation according to eq. (6), also cf. Fig. 1b . The relatively lower mobility of low-angle boundaries is by this approach captured while isotropic mobility is assumed for high-angle boundaries.
The adopted model of anisotropic grain boundary properties depends only on the relative misorientation Δg between adjacent crystals and not on the inclination of the boundary plane.
The resulting anisotropy thus involves three parameters, given by the Euler angles (ϕ 1 , Φ, ϕ 2 ), describing the crystal orientations. A complete characterization of a grain boundary requires five parameters: the three rotation angles and two additional parameters defining the inclination of the boundary plane. However, as indicated by the studies in, [21, 24, 60, 27, 61, 22] , an evolution of interface texture is expected also when employing an anisotropy of boundary properties based on misorientation only. In [22] it is noted that the influence of boundary plane inclination should be minor in the present case. As an initial model, the simplifying disorientation-based boundary description is adopted in the present work.
Level set formulation
The level set method was introduced by Osher and Sethian in [41] to trace the evolution of interfaces. The present level set implementation is based on that in [45] and similar formulations can also be found in [62, 47, 49, 48] . The level set framework is briefly summarized here for completeness and in order to identify components, such as boundary curvature and boundary normal, that are of importance in the present study.
The starting point is the definition of a level set function φ(x, t) on a domain Ω, where x are the spatial coordinates and t the time. The spatial discontinuity Γ, i.e., the interface, is identified as the zero-level contour where φ = 0. In addition, the level set is taken as a distance function, for any point x representing the distance d(x, t, Γ) to the interface Γ at a certain time. A sign convention is adopted, defining φ > 0 inside Γ, φ < 0 outside of the interface and φ = 0 at the interface. These preliminaries provide
where the distance d obeys the same sign convention as φ. Since φ(x, t) is taken as a signed distance function, it holds that
It is also noted that the local interface normal n and the interface curvature κ are conveniently obtained from the level set function by evaluating
Stationarity of the level set field requires that
Taking advantage of the interface normal in eq. (9a), the interface velocity normal to the interface can be expressed as
where v n is the magnitude of the velocity. Extending the above formulation to handle domains with multiple interfaces, required to define polycrystals, a total of N φ individual level sets are considered and the evolution of the level set functions can be stated as a Hamilton-Jacobi formulation according to
where φ 0 i (x) are the initial positions of the interfaces at time t = 0. In order to avoid the creation of voids or overlaps between level sets during their evolution, it is required to perform an interaction correction step at some intervals during the solution procedure. In addition, there is frequently a tendency for the level sets to drift from maintaining the property of being signed distance functions during continuous evaluation of eq. (12), usually addressed by reinitialization of the level sets. The procedures for level set interaction correction and reinitialization are performed as described in [45] .
Considering level sets applied to modeling of grain growth, the interface velocity v appearing in eq. (11) is with eq. (1) given by
where v κ corresponds to the reduced boundary mobility and where v n in eq. (11) was identified as v n = v κ κ. Taking advantage of eq. (9), and assuming that ∇φ i = 1 holds due to level set reinitialization, this allows eq. (12) to be reformulated as ⎧ ⎨
The resulting formulation in eq. (14) is in the present implementation solved in a finite element setting.
Simulations of microstructure evolution
The level set model is employed in 2D simulations of microstructure evolution. Focusing on the influence of anisotropic grain boundary properties on microstructure evolution, the lengthand time-scales are arbitrary and a quadratic domain of unit size is employed. To represent finite system size, periodic boundary conditions are prescribed at all domain boundaries. The domain is discretized by triangular elements with linear interpolation and is adaptively remeshed in each time step using constrained Delaunay triangulation. For mesh generation the Triangle software is used [63] . The implementation of adaptive remeshing and element size control follows the procedures detailed in [45] where an "interface reconstruction" procedure was introduced. By this procedure, the grain boundaries are represented by line segments, identified from the zero-contours of the level sets and connected at nodes in the finite element mesh. The lengths of the line segments are used to control the mesh refinement at the grain boundaries. The present mesh adaption method is designed for 2D models. An alternative 3D meshing strategy is discussed in [64] . Anisotropic grain boundaries need to be taken into account during the numerical solution procedure. In the present finite element context, this is achieved by identifying interface elements during the assembling of the element matrices. Elements containing interfaces, i.e. the zero-contour of any level set, are identified by evaluating s i = (max φ i ) (min φ i ) in each element for all i = 1...N φ level sets. If s i ≤ 0, the element contains the interface of the corresponding level set φ i . By this approach the neighboring level sets can be found in each element that contains an interface. Having identified the neighboring level sets -or crystals -allows misorientation and interface properties to be evaluated according to Section 2. This provides the appropriate values of the grain boundary mobility m and energy γ for the interface currently under consideration.
It can be noted that by using the "interface reconstruction" approach devised in [45] , one edge of elements in the mesh that lie along an interface is always aligned with the interface itself.
Verification of the model description of grain boundary kinetics
To verify that grain boundary kinetics are properly captured, a single grain model is initially considered. The expression for the local grain boundary velocity in eq. (1) can be used to express the radial growth velocity of a circular grain with radius R(t) as
where the boundary curvature in 2D is given by κ = 1/R. Letting R 0 denote the initial radius of the grain, eq. (15) can be integrated to obtain an analytic expression for the grain radius as a function of time according to
Employing a quadratic 2D domain of unit size, a grain with R 0 = 0.4 (in arbitrary units) is modeled at its center. The grain and the mesh discretization are shown in Fig. 2a . In Fig. 2b , the change in grain radius with time, obtained from the simulation model, is compared to the result obtained from the analytic expression in eq. (16) . Unit mobility and boundary energy are used. The coincidence of the curves in Fig. 2b is taken as an indication of appropriate adaptive mesh resolution for capturing grain growth kinetics.
Verification of the model description of anisotropic grain boundary energy
According to the Young equation, the stable configuration of a grain boundary triple junction is given by where ϕ i is the angle opposite the boundary with the grain boundary energy γ i , cf. Fig. 3 . A stable triple junction configuration is found for ϕ 1 = ϕ 2 = ϕ 3 = 120 • if isotropic grain boundary energy is assumed. When a grain boundary network evolve during grain growth, it is expected to consist of polygonal grains with the grain boundaries predominantly being connected at triple junctions, satisfying eq. (17) .
To give an indication of the influence of anisotropic grain boundary properties on the evolution of the grain boundary network, as described by the present model, a single grain boundary junction is considered. The initial setup is a quadruple -and thus energetically unfavorable -junction as shown in Fig. 4a . Keeping the grain boundary mobility constant, anisotropic boundary properties are introduced in terms of the grain boundary energy γ ij between two grains i and j. If at first isotropic grain boundary energy is considered, the quadruple junction in Fig. 4a remains stable as no grain boundary movement is more energetically favorable than another. It is noted that such a geometrically and energetically well-defined situation would be rarely encountered in practice. However, if γ 13 < γ 24 , the situation shown in Fig. 4b arises where grains 2 and 4 get separated and two triple junctions form to satisfy eq. (17) . This is due to that the grain boundary energy in the system is lowered through these changes. Likewise as shown in Fig. 4c , if γ 24 < γ 13 , grains 1 and 3 move apart and two alternative triple junctions form, again to satisfy eq. (17) . The red lines in Fig. 4b and c indicate the stable configurations of the triple junctions with 120 • dihedral angles, which are nearly achieved in the figures. The low-energy boundaries will continue to extend their lengths until triple junction equilibrium is satisfied. This process is, for example, discussed in [24] .
Generation of the initial microstructure
To perform simulations of microstructure evolution, a polycrystal structure with 324 grains is generated by Voronï tessellation. The generated grain structure is allowed to evolve for a few time steps under purely curvature driven grain boundary motion in order to equilibrate grain boundary junctions and to achieve a more realistic representation of the grain boundary network, as shown in Fig. 5 . Meshing and remeshing of the domain and the grain boundaries is performed as described previously in Section 4.
To obtain statistically more relevant numbers of grains and grain boundaries, the modeled polycrystal is used repeatedly with different orientations assigned to the individual crystals. A similar method was used in [32] to perform Monte Carlo Potts simulations on large numbers of grains, using a single microstructure model. In the present study, the simulations are each re-run 10 times with different grain orientations. All results that are presented are based on this total number of 10 × 324 = 3, 240 orientations. The crystals are initially assigned orientations by setting the Euler angles for each grain individually, following Bunge's convention. An initial random orientation of each grain is generated according to
where r 1,2,3 are random numbers, taken from a uniform distribution in the interval [0, 1]. The resulting initial random texture is shown in Fig. 6a .
To investigate the influence of initial texture, another set of initial microstructures are generated with a cube texture, shown in Fig. 6b. A 15 • Gaussian spread is added around the ideal orientation. The choice of a cube texture is simply made for illustration purposes.
The present level set representation of polycrystal microstructures involves an "interface reconstruction" step that was introduced in [45] . By this procedure, the grain boundaries are represented by line segments, identified from the zero-contours of the level sets and connected at nodes in the finite element mesh. As each line segment constitutes a part of the interface between two adjacent crystals, a misorientation θ can be evaluated for each segment. This is illustrated in Fig. 7 , showing the misorientation at each boundary segment. This information is later on used in Section 5 to evaluate the distribution of grain boundary characteristics, evolving under different assumptions of isotropic or anisotropic grain boundary properties.
The distribution of grain boundary misorientation is also illustrated in Fig. 8 . Results for the random polycrystal are shown in Fig. 8a together with a Mackenzie plot of the expected distribution [52] . The Mackenzie distribution relates to a polycrystal aggregate with cubic structure and random texture. Fig. 8b shows results from the cube-textured polycrystal. 
Results
Using the simulation model, established in the preceding sections, four different cases were studied. To provide reference data, simulations were performed with fully isotropic grain boundary properties, using m = γ = 1. One set of simulations were run with isotropic boundary energy, using γ = 1, and anisotropic mobility according to eq. (6). Another set of simulations were run with isotropic mobility, using m = 1, and anisotropic boundary energy according to eqs. (4) and (5). Finally, a set of simulations were run with anisotropic mobility and energy by considering both eqs. (4) and (5) as well as eq. (6) .
In all cases, a total of 3,240 grains were considered and the simulations were allowed to proceed until roughly 95 % of the grains were eliminated due to grain growth. This is illustrated in Fig. 9a where the number of grains as function of the number of simulation steps is shown. It can be noted that the rate of grain size reduction levels off at the later stages of the grain growth process.
The evolution of grain size, in terms of mean grain area A , is illustrated in Fig. 9b . Since the step time is equal in all simulations, Fig. 9b indicates that the grain growth kinetics is almost identical for all of the four variations of isotropic or anisotropic boundary properties. This agreement in terms of grain growth kinetics is also observed in [24] , where 2D Monte Carlo Potts simulations were performed using anisotropic boundary energy according to the ReadShockley relation, cf. eq. (4). Similar observations are also made in [34] based on 2D Monte Carlo Potts simulations where the grain boundary energy varies with CSL correspondence according to the Brandon criterion.
Following the arguments in [24] , the agreement in grain growth kinetics is due to the grain growth process being governed by the topology of the grain boundary network. As shown in Fig. 10 , the microstructure topology is mainly dominated by six-sided grains, separated by boundaries which are connected at triple-junctions. This topology implies normal grain growth kinetics, making the microstructure evolution closely resemble that of an isotropic system.
In both Figs. 9a and b an initial plateau is found in both graphs. This corresponds to the time before the first grains begin to be consumed by growing neighboring grains.
In addition to the variation of mean grain size, as shown in Fig. 9b , also the distribution of grain sizes is of interest. This is illustrated in Fig. 11a for the initial microstructure and in Fig. 11b for the microstructures that have evolved under grain growth. A log-normal distribution function has been fitted to the normalized grain size data A/ A in Figs. 11a and b.
From Fig. 11b it can be seen that introduction of anisotropic grain boundary properties will cause minor deviations from the grain size distribution obtained with isotropic boundary properties. With the present model of anisotropic grain boundary properties it appears as if anisotropic energy will cause the largest deviation from the isotropic case, compared to anisotropic boundary mobility, although the changes are small. The current observations are in line with other studies also indicating that anisotropic grain boundary mobility may have less impact on the grain size distribution, compared to the isotropic case, than anisotropic grain boundary energy [24, 27, 31, 32] .
From the level set formulation, the misorientation per unit of grain boundary length, as well as the total length of the grain boundaries in the 2D polycrystal, is available. This is used to evaluate the distribution of CSL-type boundaries by their fractions of the total grain Data from the present work is compared to data from [65] and [66] . boundary length. Fig. 12 shows the distribution of CSL boundaries in the initial, randomly textured, polycrystal. From eq. (2), it can be noted that general low-angle boundaries, having θ ≤ θ Σ , are represented by Σ = 1.
In Fig. 12 the initial distribution found in the present simulations, is compared to CSL distributions found in [66, 65] and the distributions are found to agree qualitatively. Results, identical to those in [65] , are also found in [67] . Similar results are also presented in [68, 69] . Some deviation between the present results and those in [66, 65] are seen in Fig. 12 . These deviations are partly due to higher numbers of random orientations being used in the cited studies, compared to the 3,240 crystals used in the present case. A further likely cause of the deviations is that all spatial relations between the crystals are neglected and no correlation between adjacent orientations are considered in the studies in [68, 65] , which is in contrast to the present model. In [66, 69] simplified models of microstructure topology were used by representing the grains as a grid of cubes or Kelvin polyhedra.
The CSL distributions that are found for the different combinations of anisotropic grain boundary properties are shown in Fig. 13 . Compared to the isotropic system in Fig. 13a , introduction of anisotropic grain boundary properties seems to increase the fraction of Σ1 boundaries. This is in line with observations made in [67, 33] . From Fig. 13 it appears as if the promotion of low-angle Σ1 boundaries is accompanied by a relatively constant presence of CSL boundaries in the range Σ3-Σ29, having relatively low energies when anisotropic grain boundary energy is considered. This follows the trends found in [34, 24, 22, 33] . Some variations can be seen, however. For example, there seems to be a tendency for an increased presence of Σ3 boundaries as anisotropy is considered in Fig. 13b-d . Looking at Fig. 1a , it can be noted that the cusp in the interface energy at θ = 60 • , corresponding to the Σ3 type of boundaries, involves a pronounced decrease in interface energy. In addition, although only approximately 5 % of the grains remain after the simulated grain growth process, another tendency can also be observed in Fig. 13 as anisotropic energy and mobility tend to even out the influence of the other. As such, the variations in Fig. 13d , compared to the isotropic results in Fig. 13a , seem to be less than in Fig. 13b and c .
In Fig. 14 , a more detailed view of the evolution of the relative frequencies of Σ3 and Σ5 boundaries are shown. In agreement with the observations made from Fig. 13 , also Fig. 14a shows that the presence of Σ3 boundaries is kept at a more constant level if anisotropic grain boundary properties are considered, compared to the isotropic case. Turning to the Σ5 boundaries, shown in Fig. 14b , it can be noted that apart from random fluctuations, the content of this boundary type seems to be relatively constant. This is in agreement with the results obtained in [22] for the fraction of Σ5 boundaries, evolving during MCP simulations of grain growth.
Influence of initial texture
The influence of texture on frequencies of CSL boundaries has been studied previously in, for example, [66, 70, 65, 67] . In [70] it is concluded that the CSL frequencies are strongly dependent on the crystallographic texture although the resulting CSL distribution is not easily determined from the initial texture. A strong dependence of CSL distribution on crystallographic texture is found in [66] . The study in [65] also identifies a dependence of CSL distribution on texture but finds this dependence to be relatively weak and argues that the textures considered in [66, 70] were too sharply defined to be realistic. A similar conclusion is arrived at in [67] , where it is found that the material needs to be strongly textured to have any significant influence on the CSL distribution. The most prominent effect of a textured material on CSL distribution is found to be a high fraction of general low-angle Σ1 boundaries.
To investigate the influence of texture on the evolution of grain boundary character distribution in the present work, a cube-textured polycrystal is considered. The texture is generated with a 15 • spread around the ideal cube orientation and the corresponding pole figure is shown in Fig. 6 .
The resulting CSL distribution is shown in Fig. 15 and as in the case with the randomly textured polycrystal, cf. Fig. 13 , the most characteristic feature of the CSL distribution in Fig. 15 is the development of a relatively large fraction of Σ1 boundaries during grain growth, as also found in [67] . This is likely due to the majority of the grains having orientations that are confined within a quite small subdomain of Euler space in the textured polycrystal. This will result in a large fraction of Σ1 boundaries that borders to grains belonging to a much broader orientation distribution.
Concluding remarks
In the present study a 2D level set model of polycrystal microstructures is established that incorporates the influence of anisotropic grain boundary properties in terms of boundary energy and mobility. Taking advantage of features of the 2D level set formulation previously proposed in [45] , the present elaboration of the model allows convenient tracing of the evolution of grain boundary character per unit of boundary length. Special attention is given the changes in the presence of CSL boundaries which are frequently correlated to enhanced properties of the material. It is, however, noted that such correlation is not obvious and that it is primarily coherent Σ3 boundaries that can be considered as truly "special".
Based on simulations with different combinations of isotropic and anisotropic grain boundary properties, it is found that the anisotropy only has a minor influence on the evolution of CSL boundaries. Comparing polycrystals with initial random or cube texture, a common feature in both cases is an increase in general low-angle Σ1 boundaries accompanied by an increased presence of Σ3 boundaries as anisotropic boundary properties are considered.
As was also observed in [22] , based on MCP simulations, the present results indicate further that grain growth alone does not seem to be sufficient to promote a general increase in the presence of CSL boundaries. Other mechanisms, such as twinning are likely to have further influence on the development of CSL content [71, 72] .
As a for future work, it can be noted that more elaborate five-parameter descriptions of grain boundary character may be considered as well as a three-dimensional level set formulation. It can also be noted that the use of Voronoï tessellation to generate the simulation RVE in the present work may bias the initial grain size distribution [73, 74] . An alternative approach to RVE generation is suggested in [48] where it is also pointed out that the initial grain size distribution may influence subsequent grain growth predictions.
