This paper evaluates the ability of the maximum approximate composite marginal likelihood (MACML) estimation approach to recover parameters from finite samples in mixed crosssectional and panel multinomial probit models. Comparisons with the maximum simulated likelihood (MSL) estimation approach are also undertaken. The results indicate that the MACML approach recovers parameters much more accurately than the MSL approach in all model structures and covariance specifications. The MACML inference approach also estimates the parameters efficiently, with the asymptotic standard errors being, in general, only a small proportion of the true values. As importantly, the MACML inference approach takes only a very small fraction of the time needed for MSL estimation. In particular, the results suggest that, for the case of five random coefficients, the MACML approach is about 50 times faster than the MSL for the cross-sectional random coefficients case, about 15 times faster than the MSL for the panel inter-individual random coefficients case, and about 350 times or more faster than the MSL for the panel intra-and inter-individual random coefficients case. As the number of alternatives in the unordered-response model increases, one can expect even higher computational efficiency factors for the MACML over the MSL approach. Further, as should be evident in the panel intra-and inter-individual random coefficients case, the MSL is all but practically infeasible when the mixing structure leads to an explosion in the dimensionality of integration in the likelihood function, but these situations are handled with ease in the MACML approach. It is hoped that the MACML procedure will spawn empirical research into rich model specifications within the context of unordered multinomial choice modeling, including autoregressive random coefficients, dynamics in coefficients, space-time effects, and spatial/social interactions.
INTRODUCTION
Consider the following random-coefficients formulation in which the utility that an individual q associates with alternative i is given by:
where qi x is a (K×1)-column vector of exogenous attributes, and q β is an individual-specific (K×1)-column vector of corresponding coefficients that is a realization from a multivariate normal density function with mean vector b and covariance matrix Ω. qi ε is assumed to be an independently and identically distributed (across alternatives and across individuals) error term, which is also independent of the covariate vector qi x . If qi ε is normally distributed with a mean zero and variance of one-half, then the likelihood contribution of individual q who chooses alternative m is: Finally, in the case of panel data, and when the random coefficients have both an intra-individual and inter-individual random component (see Bhat and Castelar, 2002; Bhat and Sardesai, 2006, Hess and Rose, 2009 ), the utility structure may be written as: The likelihood contribution of individual q in Equations (2), (4), and (6) entails the evaluation of an analytically intractable function with multidimensional integrals. This has led to the development of various simulation techniques in high dimensions as part of a maximum simulated likelihood (MSL) estimation approach. Unfortunately, for many practical situations, the computational cost to ensure good asymptotic MSL estimator properties can be prohibitive and literally infeasible (in the context of the computation resources available and the time available for estimation) as the number of dimensions of integration increases.
In a companion paper, Bhat (2011a) proposed the use of an alternative maximum approximate composite marginal likelihood (MACML) estimator within the class of frequentist estimators for the estimation of multinomial probit (MNP) models. Bhat's MACML estimator is based solely on univariate and bivariate cumulative normal distribution evaluations, regardless of the dimensionality of integration. This should substantially reduce computation time compared to more cumbersome simulation techniques to evaluate multidimensional integrals. At the same time, the MACML estimator retains the properties of being consistent and asymptotically normally distributed.
The specific objectives of this study are motivated by the discussion above. The first objective is to examine the ability of the MACML estimator to recover parameters from finite samples in mixed cross-sectional and panel multinomial probit models. We use simulated data sets with known underlying model parameters to evaluate the MACML approach. The second, related, objective is to compare the performance of the MACML approach with the MSL approach in mixed MNP simulations when the MSL approach is feasible. In doing so, we examine the relative ability of the two approaches to recover parameters and the computation time of the two approaches.
The rest of the paper is structured as follows. Section 2 presents the experimental design for the simulation experiments and Section 3 presents the results. Section 4 concludes the paper by highlighting important findings.
EXPERIMENTAL DESIGN
In the simulation set-up to examine the performance of the MSL and MACML inference approaches, we consider the case of five alternatives with five independent variables. For all the datasets generated in the experimental design, the values of each of the five independent variables for the alternatives are drawn from a standard univariate normal distribution. For the cross-sectional data set, we generate a sample of 5000 realizations of the five independent variables corresponding to 5000 individuals, while, for the panel data set, we generate a sample of 2500 realizations of the five independent variables corresponding to a situation where 500 individuals each have five choice occasions for a total of 2500 choice occasions. We allow random coefficients on all the five independent variables. This leads to a five-dimensional integral in the mixed model. In the subsequent three sections, we discuss the set-up for each of the following three cases in more detail: (1) cross-sectional random coefficients, (2) panel interindividual coefficients and (3) panel intra-individual and inter-individual random coefficients.
Cross-Sectional Random Coefficients Model Structure
In the cross-sectional case, the coefficient vector q β for individual q is assumed to be a realization from a multivariate normal distribution with a mean vector b = (1.5, -1, 2, 1, -2) and covariance matrix Ω . Two specifications for Ω are considered. The first specification, which we label as the diagonal covariance specification, assumes independence among the random coefficients; that is, the matrix Ω is assumed to be diagonal. This specification has been frequently used in the literature. The entries along the diagonal are set to the value of 1 in our experimental design. This first specification entails the estimation of five parameters in the covariance matrix. The second specification, which we label as the non-diagonal covariance specification, allows the random coefficients to be correlated. In this specification, we specify the matrix Ω to be as follows: (1) are generated from a univariate normal distribution with a variance of 0.5, leading to the mixed MNP model structure. The alternative with the highest utility for each observation is then identified as the chosen alternative. The above data generation process is undertaken 20 times with different realizations of the q β vector and the error term qi ε to generate 20 different data sets each for the diagonal specification and the non-diagonal specification of the Ω matrix.
The MSL and MACML estimators are applied to each data set to estimate data specific
where L is the lower Cholesky decomposition of Ω ; note that it is the Cholesky parameters that are estimated to ensure the positive definiteness of the variancecovariance matrix Ω ). In the case of the diagonal covariance specification, L is also a diagonal matrix with entries of '1' along the diagonal. The MSL estimator is applied to each dataset 10 times with different (independent) draws for the random coefficients for each individual. This allows us to estimate the simulation error in the MSL case by computing the standard deviation of estimated parameters among the 10 different estimates on the same data set. Similarly, for the MACML approach, the approximation error is obtained by computing the standard deviation of estimated parameters among the 10 different estimates on the same data set by using different permutations to decompose the multivariate normal cumulative distribution (MVNCD) function into a product sequence of marginal and conditional probabilities (see Section 2.1 of Bhat, 2011a).
For the MSL estimation, we use draws from the Halton sequence for the random coefficients vector q β , because it is the most commonly used QMC sequence in the literature.
While some other QMC systems have been shown to provide better results for a given number of draws, the Halton has the advantage of very easy generation. Thus, as indicated by Sandor and Train (2004) we discuss in more detail later). Finally, note that one has to integrate out the inner onedimensional integral over the scalar λ that is distributed standard normal (see Equation (2)).
While this integration can also be performed using QMC draws, we undertake this inner onedimensional integration using the more efficient hermite quadrature technique with 10 quadrature points.
For the MACML method, a single random permutation is generated for each individual (the random permutation varies across individuals, but is the same across iterations for a given individual), and the multivariate normal cumulative distribution (MVNCD) function is approximated using the resulting conditional probability sequence. We used different numbers of random permutations per individual to approximate the MVNCD function corresponding to the individual likelihood contribution. However, there was hardly any difference between using a single permutation and higher numbers of permutations, and hence we used a single permutation per individual (in one of the 400 estimations undertaken in the cross-sectional case, using two permutations per individual instead of a single permutation provided stability to the iterations).
Panel Inter-Individual Random Coefficients
As in the cross-sectional case, for the panel case too, we consider both a diagonal specification as well as a non-diagonal specification for the q β random coefficient vector, with the mean vector and the covariance matrix of q β identical to the cross-sectional case. The difference is that we generate only 500 vectors of coefficients, one vector for each of the 500 individuals. The same individual-specific coefficient vector is applied to all 5 choice occasions of the individual. The values for the error terms qit ε are generated from a univariate normal distribution with a variance of 0.5, and the alternative with the highest utility is designated as the chosen alternative at each choice occasion for each individual.
The data generation process is undertaken 10 times with different sets of 500 realizations of the q β vector and 2500 realizations of the error term qit ε to obtain 10 different data sets (we used fewer data samples and fewer total observations for the panel case compared to the crosssectional case because of the increased computational costs for panel data relative to crosssectional data). The MSL and MACML estimation procedures are applied to each data set. For the MSL approach, we decided to ignore simulation error and estimated only a single set of parameters for each data set using 250 Halton draws because of the computation time involved.
Also, we observed during the MSL runs that the analytic gradient function was not returning accurate values consistent with the likelihood function for 10 quadrature points when integrating out λ in Equation (4). This is not surprising, since the product across choice occasions of the same individual is now within the integration for λ . The net result was that the convergence process would get stuck because of the inaccuracy. So, we had to increase the accuracy of the gradient procedure by increasing the number of hermite quadrature points to 40 in the panel case.
For the MACML case, we estimated the approximation error by estimating the model 10 times for each data set with different sets of permutations (as in the cross-sectional case). We tested the performance of the MACML method by using both a single permutation per individual as well as two permutations per individual, and found (as in the cross-sectional case) that the performance improvement was rather marginal.
Panel Intra-Individual and Inter-Individual Random Coefficients
This estimation involves the generation of the 500 vector realizations of coefficients for q β as earlier from the multivariate normal distribution with a mean vector b and covariance Ω . In addition, 2,500 vectors of coefficients for qt β (see Equation (5)) are generated from the multivariate normal distribution with a mean vector of 0 and covariance Ω . As in the earlier cases, we considered both a diagonal specification for Ω and Ω , as well as non-diagonal specifications for both covariance matrices. The diagonal specification involved draws for q β and qt β from standard and independently normally distributions, while the non-diagonal covariance specification for q β was the same as in Section 2.2 and the non-diagonal covariance specification for qt β was as below: 
PERFORMANCE COMPARISON BETWEEN THE MSL AND MACML

APPROACHES
In this section, we first identify a number of performance measures and discuss how these are computed for the MSL approach and the MACML approach. The subsequent sections present the simulation and computational results.
Performance Measures
The steps discussed below for computing performance measures are for a specific correlation matrix pattern. We discuss the approach first for the cross-sectional random coefficients case, and then indicate the minor modifications for the two panel random coefficients cases.
MSL Approach
(1) Estimate the MSL parameter estimates for each data set s The scaling was based on extensive experimentation on different computers.
(2) For each data set s and draw combination, estimate the standard errors (s.e.) of parameters (using the sandwich estimator; see McFadden and Train, 2000) . (2) For each data set s, estimate the standard errors (s.e.) (using the Godambe estimator; see Bhat, 2011a). (6) For each parameter, compute an approximation adjusted asymptotic standard error as follows:
The procedure above is applied for the cross-sectional random-coefficients case. For the panel inter-individual random coefficients case, and the panel inter-individual and intra-individual random coefficients case, the same approach as above is used, except that we generate only 10 datasets instead of 20 datasets. Also, only one MSL run is undertaken for each dataset, and so no simulation standard errors are computed for the MSL. This is because of the computational cost involved for each MSL run in the panel cases. However, we do compute the approximation standard errors for the MACML estimations by running 10 independent sets of permutations for each of the 10 datasets. Table 1a presents the results for the CSRC model with a diagonal covariance matrix, and Table   1b presents the corresponding results for the CSRC model with a non-diagonal covariance matrix.
Results
The Cross-Sectional Random Coefficients (CSRC) Model
The Diagonal Case
The results in Table 1a for the diagonal case indicate that both the MSL and the MACML method do reasonably well in recovering the parameters, as can be observed by comparing the mean estimate of the parameters with the true values (see the column titled "parameter estimates). The absolute percentage bias (APB) ranges from 7.3% to 13.3% (overall mean value of 9.8% across parameters -see the row of the table labeled "Overall mean value across parameters" and the column titled "absolute percentage bias") for the MSL approach, and from 0.2% to 5.9% (overall mean value of 2.5% across parameters) for the MACML approach.
Clearly, the MACML is able to recover parameters much more accurately than the MSL The Non-Diagonal Case
The results in Table 1b provide information on the true mean values of the distribution of the β parameter vector (i.e., the b values in the table) and the Cholesky-decomposed parameters characterizing the covariance matrix of the β parameter vector (i.e., the l values in the table).
The table also provides information on the mean estimates and the standard error estimates of the above parameters from the MSL and MACML approaches.
As in the diagonal case, the MSL and MACML methods perform well in terms of recovering the true parameter values. In fact, the MSL does marginally better than in the diagonal case, with the absolute percentage bias (APB) ranging from 0.5% to 22.9%, with an overall mean APB value of 7.6%. However, the MACML model still outperforms the MSL method, with an APB ranging from 0.6% to 17.8% and a mean APB value of 5.5%. As in the diagonal case, there is more stability in the APB values across the mean values of the distribution of the β parameter vector (i.e., the b values in the table) than for the Cholesky parameters characterizing the covariance matrix of the distribution of the β parameter vector (i.e., the l parameters in the table). The asymptotic standard error estimates again indicate good efficiency of both the MSL and MACML estimators, with the asymptotic standard error being only about a 2 The mean asymptotic standard error with 450 draws turned out to be 0.136 compared to the corresponding value of 0.121 with 250 draws, reinforcing the observation earlier that the seemingly smaller asymptotic standard error from the MSL runs with 250 draws (compared to the MACML standard errors) is because of the underestimation in recovering the true values of the parameters, and the consistently lower values of the mean parameter estimates from the MSL approach relative to the MACML method. In the MSL estimation with 450 draws, the mean parameter estimates were closer to the true values (than with 250 draws), though still consistently lower than the mean parameter estimates from the MACML method.
tenth of the mean values of the estimator for the b values. Of course, the asymptotic standard errors for the l parameters are a higher fraction of the mean estimates for these parameters, which is to be expected since many more parameters are being estimated in the covariance matrix.
Between the MSL and the MACML estimators, the asymptotic standard errors are very similar in this non-diagonal case, with the mean standard error being 0.116 in the MSL case and 0.120 in the MACML case. This is because the MSL provides estimates that are closer to the true values, and to the values from the MACML estimation, unlike in the diagonal case. In terms of the simulation standard error in the MSL case and the approximation standard error in the MACML case, these are once again only a fraction of the sampling errors. However, as in the diagonal case, the simulation standard errors for the MSL case are much higher than the approximation standard errors from the MACML case. In particular, the simulation standard error is, on average, 49% of the sampling standard error in the MSL case, while the approximation error is, on average, only 12.5% of the sampling standard error in the MACML case.
The time to convergence for the MSL estimation has a mean value of 174.3 minutes (almost three hours) with a standard deviation of 28 minutes. In contrast, the time to convergence for the MACML estimation has a mean value of 5.20 minutes with a standard deviation of about 0.9 minutes. These results indicate that the MACML method is, once again and coincidentally, about 33 times faster than the MSL estimation with 250 Halton draws. However, for an applesto-apples comparison, one needs to improve the estimation with MSL, which we attempted to do by increasing the number of Halton draws. When using 450 draws per individual to estimate parameters using 10 runs on 10 datasets of the 20 datasets, the mean APB value turned out to be 9.6% with a mean time of convergence of about 380 minutes. This mean APB is higher compared to the 250 draws per individual case, and raises a yet unexplored issue with the Halton and related QMC draws. That is, the effectiveness of the standard and/or scrambled QMC draws may not be stable as the number of draws is increased, because the cycling of the QMC sequences may lead to poor coverage of the multivariate space for any given individual for specific numbers of draws.
Panel Inter-Individual Random Coefficients (PIRC) model
The panel estimations are undertaken with about half the number of total observations as the cross-sectional estimations, so that the computation time can be kept to a reasonable time with the MSL approach. Further, the covariance matrix for the PIRC model is estimated based on individual-level random heterogeneity, based on 500 distinct draws (one for each of the 500 individuals). Also, to keep the computation time reasonable, we use only 10 datasets in the panel case. As a result, one may expect the level of performance of the MACML and the MSL to be, in general, somewhat lower than the cross-sectional case. In the next two sections, we discuss the results for the diagonal and non-diagonal cases.
The Diagonal Case
The results in Table 2a The time to convergence for the MSL estimation has a mean value of 96.3 minutes with a standard deviation of about 11 minutes. On the other hand, the time to convergence for the MACML estimation has a mean value of 12.4 minutes with a standard deviation of about 3 minutes. Compared to the cross-section case, the computational efficiency of the MACML over the MSL is not as substantial in the panel diagonal case. This is because of two reasons. The first is that the number of multivariate integrations per likelihood function or gradient iteration is only 500 in the panel case (corresponding to the 500 individuals), and this benefits the MSL approach.
Second, in the MACML estimation of the panel case, we consider all the ten pairings of the 5 choice occasions per individual, which increases the number of multi-dimensional integrals to be evaluated using the approximation method to 5000 (500 individuals times 10 pairings per individual). However, the MACML approach still retains a significant computation edge, being about 8 times faster than the MSL approach with 250 randomized and scrambled Halton draws.
At the same time, the MACML approach is able to recover parameters much more accurately than the MSL approach. In fact, even when the number of Halton draws was increased to 450 per individual, the MSL had a mean APB of 14.3%, and the corresponding mean time of convergence was 185.6 minutes. This indicates that the actual computation edge of the MACML over the MSL is more than 15-fold. Note also that as soon as slightly more complicated (and more realistic) structures such as autoregressive random coefficients over choice occasions, or both choice occasion-specific and individual-specific random coefficients, or both individualspecific and across-individual random coefficients get introduced in the model, the MSL becomes extremely time consuming and close to being infeasible to estimate (as we will show in Section 3.2.3). One other problem we found even in this simple panel MSL estimation was that one of the ten runs experienced non-convergence problems. On the other hand, no convergence issues were encountered with the MACML estimation.
The Non-Diagonal Case
The results for the panel non-diagonal random coefficients case are provided in Table 2b . As can be observed, the average APB is somewhat higher in this case relative to the diagonal case, mainly due to the APBs associated with the Cholesky parameters that determine the full covariance matrix. However, the high APB is somewhat deceiving, because the estimated values of the Cholesky parameters are not too far away from the true values. But the small values of the true Cholesky parameter values tend to inflate the APB values. Also, as indicated earlier, with a limited sample size and several parameters to estimate, this is not an unexpected result. The main point to note is that the MACML continues to do a much better job in recovering parameters than the MSL, and with at least an 8-fold or so reduction in computational cost. The actual computational efficiency is much higher, but we did not go beyond 250 Halton draws in the MSL case as in the earlier cases because of the very high computation costs involved. As importantly, we did notice an increase in convergence problems with the MSL approach in the non-diagonal case, with 5 of the 10 runs getting bogged down and not going anywhere. There were no convergence issues whatsoever with the MACML approach.
Panel Intra-Individual and Inter-Individual Random Coefficients
The MSL estimation of the situation when there are both intra-individual and inter-individual random coefficients is extremely expensive from a computational standpoint, since there are two levels of random coefficients to be integrated out (see Equations (5) and (6)). This implies that if Q draws of a QMC sequence were to be used for each level of integration, then for each of the Q draws of the outer integral, the inner integral itself will need to be evaluated using Q draws.
Thus, the number of total draws becomes . This is in contrast to about 25 minutes for the MACML estimation of the diagonal case, and 50 minutes for the MACML estimation of the non-diagonal case.
The Diagonal Case
The results for the diagonal case are presented in Table 3a . The mean APB in this case is 12.6%, with the individual parameter APBs varying from 8.1% to 18.5%. The APB is affected here by the number of covariance-related parameters to be estimated, as also reflected in the higher asymptotic standard errors of the parameters compared to the previous cases. But it is indeed remarkable that the MACML method does about as well as for the panel inter-individual diagonal case of Section 3.2.2, both in terms of recovering parameters as well as computation time. Specifically, in terms of computation time, the model takes, on average over the 100 runs (10 different runs on 10 different data samples), only about 23 minutes for convergence, which is about twice the amount of time as for the panel inter-individual case. The standard deviation of the times for convergence over the 100 runs is about 4.5 minutes. At the same time, the approximation error remains very small, at an average of about 18% of the asymptotic standard error. Of course, the ability to recover parameters may be improved by increasing the number of permutations per individual used in the MACML estimation. In our experiments, the APB reduced from 12.6% to 10.8%, when the number of permutations was increased to 2, and further reduced to 7.7% when the number of permutations was increased to 5. However, the mean time to convergence increased from 23 minutes (for one permutation per individual) to 44 minutes (for two permutations per individual) to 117 minutes (for five permutations per individual).
The Non-Diagonal Case
This estimation involves the most number of parameters, including five mean parameters on the five independent variables, 16 covariance elements from the individual-specific covariance matrix, and another 16 covariance elements from the choice occasion-specific covariance matrix (see Table 3b ). The mean APB here is about 15.3%, though the APB values for the mean parameters are recovered very accurately (the APB values for the mean parameters range from 3.7% to 6.8%, which is even better than the corresponding APB values for the diagonal case). 
SUMMARY AND CONCLUSIONS
Random coefficients discrete choice models are increasingly being used for unordered response multinomial choice modeling in the transportation and other fields, as a means to accommodate varying tastes across decision makers due to unobserved (to the analyst) factors. In such random coefficients models, the overall error term vector is effectively decomposed into an independent and identically distributed (IID) component vector and another non-IID (across alternatives)
vector of jointly distributed random coefficients. While various different distributions may be used for the non-IID component, it is common practice to employ a multivariate normal distribution. If the analyst uses a normal distribution for the IID portion, the result is the "mixed" multinomial probit (MMNP) model.
The MMNP model structure may be applied to both cross-sectional and panel contexts. In either case, both the model structures do not have an analytically tractable form for the choice probabilities and for the likelihood function. The approach used to estimate such models is typically based on pseudo-Monte Carlo or quasi-Monte Carlo simulation techniques to evaluate the multidimensional integrals in these models. In such an MSL estimation approach, consistency, efficiency, and asymptotic normality of the estimator is critically predicated on the condition that the number of simulation draws per individual rises faster than the square root of the number of individuals in the estimation sample. This effectively implies that the desirable asymptotic properties of the MSL estimator are obtained at the expense of computational cost.
Also, the simulation noise when dealing with high dimensionalities of integration can cause convergence problems.
Bhat (2011a) recently proposed a maximum approximated composite marginal likelihood (MACML) method for the estimation of MNP-based models. In this current paper, the focus is on evaluating the ability of the MACML method to recover parameters of MMNP models from finite samples, and to compare the performance of the MACML estimator with the MSL estimator in terms of finite sample bias in parameters and the computational time for estimation.
Within the class of MMNP models, we examine three different model structures: the crosssectional random coefficients structure, the panel inter-individual random coefficients structure, and the panel intra-and inter-individual random coefficients structure. Within each of these structures, both the cases of independent random coefficients (i.e., the diagonal covariance specification) and dependent random coefficients (i.e., the non-diagonal covariance specification) are considered.
The results of the analysis indicate that the MACML recovers parameters much more accurately than the MSL approach in all model structures and covariance specifications. The MACML inference approach also estimates the parameters efficiently, with the asymptotic standard errors being, in general, only a small proportion of the true values. It is remarkable that the approximation error involved in the use of even only a single permutation to evaluate the MVNCD function is very small, being only about 26-42% of the simulation error associated with 250 randomized and scrambled Halton draws in the cross-sectional model estimations (the simulation errors were not estimated in the MSL approach for the panel cases because of the computational costs involved in running multiple runs on the same data set). As importantly, the MACML inference approach takes only a small fraction of the time needed for MSL estimation.
In particular, the results suggest that the MACML approach is about 50 times faster than the MSL for the cross-sectional random coefficients case, at least 15 times faster than the MSL for the panel inter-individual random coefficients case, and about 350 times or more faster than the MSL for the panel intra-and inter-individual random coefficients case. As the number of alternatives in the unordered-response model increases, one can expect even higher computational efficiency factors for the MACML over the MSL approach. Further, as evident in the panel intra-and inter-individual random coefficients case, the MSL is all but practically infeasible when the mixing structure leads to an explosion in the dimensionality of integration in the likelihood function, but these situations are handled with ease in the MACML approach.
Of course, the results above are specific to the mixed multinomial probit (MMNP) structure. If one insists on using the mixed multinomial logit structure (MMNL) structure, the MACML method needs to be supplemented with a normal scale mixture technique to approximate the IID extreme value error distribution. Bhat (2011b) provides the procedure.
Comparisons of the MACML and MSL estimations for the MMNL model structure would be of interest for the cross-sectional and inter-individual panel cases, though the MACML procedure should continue to provide substantial computational benefits in the more involved panel intraand inter-individual case. In any case, the movement between the use of the MMNL and the MMNP structures has been dictated primarily by ease of estimation. In the past several years, the scale has been tilted more toward the use of the MMNL structure, primarily because of the ease of conceptualization and coding of the simulation procedure for the MMNL structure (see Bhat et al., 2008 and Train, 2009) . However, in the MACML estimation technique, the MMNP model is easier to estimate because of the conjugate property of addition of the normal distribution.
Thus, we may expect to see the scale tilting back toward the MMNP structure for the specific case when the mixing distribution is continuous and normal. When the mixing distribution is not normal, one can still use the MACML approach by approximating the continuous multivariate distribution using a multivariate normal scale mixture, but this will increase computational cost in proportion to the number of dimensions in the mixing distribution. In such cases, the MSL inference approach may continue to be the choice method for estimation of the simple models, though the MACML supplemented by the scale mixture technique would perhaps still be a promising way to proceed for more complicated models (such as the case with panel intra-and inter-individual random coefficients).
The current paper also generates several research issues for the future. First, it would be useful to undertake a similar analysis as the one here for varying numbers of random coefficients (say, 10 and 20 random coefficients) to examine the effectiveness of the MACML approach with different numbers of random coefficients. 5 Conceptually, this should not have much of an effect on the MACML procedure, but the empirical evidence needs to be generated. Second, the MACML likelihood procedure and the gradient procedure have been coded in the GAUSS matrix programming language. Currently, a scalar version of the MVNCD approximation procedure has been coded, which implies that the MACML code calls the MVNCD code each time a MVNCD function is to be approximated. This MACML approach can be speeded up by vectorizing the MVNCD approximation procedure, so that the procedure returns the approximated values for multiple MVNCD evaluations at once. Third, the MVNCD procedure is written to cycle through until a permutation is used that provides a non-negative value for the MVNCD function evaluation. That is, it is possible that the first permutation leads to a value for the MVNCD function approximation that is non-negative, in which case the code automatically attempts a different permutation for the decomposition of the MVNCD function into marginal and conditional probabilities. This situation is relatively rare, but can happen as the gradient procedure searches for an update direction. In such situations, one may seek a different permutation (as we have done) or just increase the number of permutations to make the approximation. These, and potentially other automated techniques, can be compared in future research. Finally, it is hoped that the MACML procedure will spawn empirical research into behaviorally rich model specifications within the context of unordered multinomial choice modeling, including autoregressive random coefficients, dynamics in coefficients, space-time effects, and spatial/social interactions.
In closing, the MACML inference approach has the potential to dramatically influence the use of the mixed multinomial probit model in practice, and should facilitate the practical application of rich model structures for unordered-response discrete choice modeling.
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