ABSTRACT
INTRODUCTION

The problem of feature extraction-i.e., parsing an image into a set of local descriptors which reflect its structure-is central to both neurophysiological investigations of vision and computer vision. Neuroscientists have traditionally probed the response properties of visual neurons by asking what features of the visual scene they encode. Early studies began with spots of light, and later Hubel and Wiesel discovered orientation selectivity in neurons within the primary visual cortex (area V1) which shifted the emphasis toward shape and other local image properties. In the field of computer vision, the most successful methods for object recognition and tracking depend upon extracting key feature points from an image, which are then matched to an object (represented in terms of the same features).
1 For example, the popular method of SIFT 2 (scale-invariant feature transform) utilizes a bank of multiscale, oriented gradient filters to find keypoints which are candidates for matching to an object. The previous work on sparse coding models utilized a linear generative model of the form:
Despite the initial successes of the feature-based approach in both realms, investigators in neuroscience and computer vision are increasingly faced with the question of how to choose the features to be extracted to begin with. In both realms this process has mostly been guided by good intuitions and guesswork (e.g., Hubel and Wiesel's discovery of orientation selectivity was more accidental than the purposeful test of an hypothesis). Beyond V1, though, there is very little agreement and few concrete ideas about what features are being represented. And although SIFT features appear to be robust to changes in viewpoint and other variations, it begs the question of whether there is a more principled set of features or method for extracting them that would exhibit even greater robustness.
In recent years, a growing community of researchers in both biological and machine vision has been addressing the question of what features to represent by asking, what is the structure of natural images
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where 10 as shown in figure 2. 
the term Γ ijk is a three-way weight that determines how much the k-th control neuron modulates the connection from unit j in the input layer to unit i in the output layer. When these remapping circuits are combined into a hierarchical network composed of multiple stages, it is possible to implement remappings covering a large range of positions and scales with a manageable number of three-way connections,
While it is relatively straightforward to set the three-way weights Γ ijk so as to achieve a certain class of remappings, we aim to learn these parameters by observing the class of transformations that objects actually
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BILINEAR MODELS
Remapping
We first consider the problem of modeling the small transformations that occur from one frame to the next in natural image sequences. Let us assume that each frame of the image sequence may be described as a remapping of the previous frame via
where ν is included to account for residual structure not well described by remapping. The map, T , is modeled using a basis function decomposition: 
we obtain from equations 4 and 5:
where 
Phase-shifting
Looking back at figure 1a, one of the striking properties of the features learned by sparse coding is that they resemble Gabor functions-i.e., Gaussian modulated sines and cosines. An interesting property of Gabor functions, for our purposes, is that they allow for shift in the image domain to be modeled simply via interpolation among the coefficients, as shown in figure 3a. One way of understanding the solution discovered by sparse coding, then, is that the model is attempting to describe edges or other features that occur over a continuum of different positions, and since it is being forced to do so using a linear generative model it has essentially learned a good set of interpolating functions. Our task then is to make explicit the transitions among coefficient values that occur as the result of translation (or other transformations) in the image, rather than treating the coefficients as independent variables.
A natural way to model these transitions among the coefficients is via phase-shifting. Consider a complex basis function with real and imaginary parts as follows:
Multiplying φ i (x) by a complex coefficient z i and taking the real part of the product essentially interpolates between the real and imaginary parts according to the phase of z i :
where { } denotes 'real part,' and σ i and α i are the amplitude and phase of z i : Now we can construct a complete representation of the image using a full set of such complex basis functions as follows:
. . . This model is illustrated graphically in figure 3b . Each complex basis function has two parameters that describe how it used. The amplitude, σ, describes the locally invariant part, while the phase, α, represents the local transformation.
Note that we can also recast the model in the same form as the original sparse coding model (eq. 1) as follows:
where
This allows us to see that the model is essentially bilinear in the amplitudes σ i and the cosine or sine of the phase α i . However, the model here is much more constrained and there are no longer any three-way weights, thus reducing the number of parameters that need to be learned.
The model is adapted to time-varying natural image sequences by imposing both sparseness and slowness on the amplitudes, σ i (t), in order to encourage the model to learn invariant features in the images. This is accomplished by the following optimization procedure:
where the sparseness penalty S is the same as before. Note that there is no penalty on the phases variables, which allows them to spin as needed in order to best match structure in the image. Each basis function shows how a pixel in one frame is mapped into the next frame-i.e., each patch within a basis function corresponds to a pixel within the originating frame (ordered according to its position in the frame), and the values within the patch denote how it is weighted into the next frame. For example, the identity function (third from left) simply maps each pixel into itself.
RESULTS
Remapping
gradients with different orientations. This solution to can be understood as a first-order approximation to the Lie group operator for translation. 21 That is, one can approximate a translated image as 
Thus, the model has essentially learned the basis functions needed to translate an image patch by adding a copy of the image patch to its derivative along a certain direction (∆x).
Phase-shifting
