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ABSTRACT
Aims. We report the results of a novel determination of the solar oxygen abundance using spatially resolved observations and inver-
sions. We seek to derive the photospheric solar oxygen abundance with a method that is robust against uncertainties in the model
atmosphere.
Methods. We use observations with spatial resolution obtained at the Vacuum Tower Telescope (VTT) to derive the oxygen abundance
at 40 different spatial positions in granules and intergranular lanes. We first obtain a model for each location by inverting the Fe 1
lines with the NICOLE inversion code. These models are then integrated into a hierarchical Bayesian model that is used to infer the
most probable value for the oxygen abundance that is compatible with all the observations. The abundance is derived from the [O i]
forbidden line at 6300 Å taking into consideration all possible nuisance parameters that can affect the abundance.
Results. Our results show good agreement in the inferred oxygen abundance for all the pixels analyzed, demonstrating the robustness
of the analysis against possible systematic errors in the model. We find a slightly higher oxygen abundance in granules than in
intergranular lanes when treated separately (log(O) = 8.83 ± 0.02 vs log(O) = 8.76 ± 0.02), which is a difference of approximately
2-σ. This tension suggests that some systematic errors in the model or the radiative transfer still exist but are small. When taking all
pixels together, we obtain an oxygen abundance of log(O)=8.80 ± 0.03, which is compatible with both granules and lanes within 1-σ.
The spread of results is due to both systematic and random errors.
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1. Introduction
In the mid-2000s, Asplund and collaborators published a series
of papers (e.g., Allende Prieto et al. 2001; Asplund et al. 2004;
Scott et al. 2006; Asplund et al. 2009) claiming that the solar
chemical composition should be revised to a lower metallicity
(Z). The new lower abundances present some advantages, such
as a better fit with the interstellar medium; however, this has been
questioned by Ecuvillon et al. (2006), who claim that the compo-
sition of planet-hosting stars should be considered. On the other
hand, these new abundances ruin the existing agreement between
the predictions of solar interior models and helioseismic mea-
surements (see Basu & Antia 2008).
Besides the studies of Asplund and collaborators, there were
other groups that worked on the solar abundances, such as Caf-
fau and collaborators, who published another series of papers us-
ing the CO5BOLD simulations (Freytag et al. 2012). These lat-
ter authors obtained much larger abundances (e.g., Caffau et al.
2008, 2010, 2011, 2013), showing that 3D hydrodynamical sim-
ulations do not necessarily suggest low metallicity. There is still
no clear consensus on what set of abundances is more realistic
and the issue of the solar chemical composition remains largely
unresolved.
In the meantime, modelers have taken a critical look at so-
lar interior theories to explore possible modifications capable
of reconciling the models with low-Z abundances. In doing so,
the opacity data used to construct the models were found to
be largely outdated. More recent calculations yield significantly
higher opacities, which helps to absorb the impact of a lower
metallicity (see Christensen-Dalsgaard et al. 2009; Bailey et al.
2015). The issue with opacities has become even more trouble-
some with new laboratory measurements of iron under a partic-
ular set of stellar interior conditions, resulting in values signif-
icantly higher than those of the most sophisticated tabulations
(Bailey et al. 2015). However, even if one could somehow tune
the opacities to come into agreement with a low-Z solar compo-
sition, there would still be unresolved conflicts with incompat-
ible solar wind measurements and also with results from neu-
trino experiments (e.g., von Steiger & Zurbuchen 2016; Haxton
& Serenelli 2008).
In order to resolve the current uncertainties discussed above,
more robust empirical constraints on the solar chemical com-
position are needed. In this paper we focus on the case of oxy-
gen abundance, which is both extremely difficult to constrain and
crucially important. This difficulty stems from the fact that there
are very few spectral lines in the solar spectrum and they are
all either weak, blended with other lines, or affected by complex
nonlocal thermodynamic equilibrium (NLTE) formation. Oxy-
gen abundance is crucial because: (i) it is the most abundant of
all metals in the Universe; (ii) it is one of the main contributors
of free electrons and interior opacity; and (iii) some of the other
important elements for interior models (especially N, Ne and
Ar) cannot be directly measured (or only with much increased
difficulty) and are typically measured relative to O. Therefore,
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the so-called solar oxygen crisis (Ayres 2012) forms a funda-
mental part of the chemical composition problem. One of the
main difficulties is that the abundances determined from the in-
terpretation of stellar spectra require the prescription of a model
atmosphere. The older high-Z abundances were obtained with
one-dimensional (1D) semi-empirical models (i.e., Grevesse &
Sauval 1998). The Asplund et al. low-Z abundances are obtained
from a three-dimensional (3D) hydrodynamical simulation of
the atmosphere. Ayres (2008) argued that, while 3D is clearly
a better choice than 1D, it is not clear that, when one is fitting
synthetic spectra to observations, a theoretical ab initio model
should be preferred over a semi-empirical model. This is consis-
tent with the observations because the 1D shortcomings would
have been absorbed by the fitting parameters. Socas-Navarro
(2015) proposed to overcome the dilemma between 1D empir-
ical and 3D theoretical models by using 3D empirical models.
In the same paper, he assessed the importance of systematic ef-
fects, concluding that they could be responsible of log(O) fluc-
tuations between 8.70 and 8.90 (i.e., from intermediate to high-Z
values). Seemingly minor details, such as minuscule variations
in the placement of the continuum or slight changes in the ab-
solute wavelength calibration, have a very large impact on the
final result. It is therefore very difficult to make conclusive state-
ments on the oxygen abundance. Independent evidence is needed
to make progress, ideally from alternative strategies that are less
sensitive to the practical details of the data processing or the (pre-
scribed) model atmosphere.
Here we present a new approach to the problem using spa-
tially resolved observations. We carried out slit-spectroscopy ob-
servations in Fe i and [O i] spectral lines simultaneously, thus
collecting spectral profiles at many different spatial locations,
including granules and intergranular lanes, spanning a temper-
ature range of nearly 1000K in the photosphere. The approach
employed here draws the best of both approaches previously dis-
cussed: (i) the model is empirical, obtained by fitting the ob-
served Fe i lines, and (ii) the model is 3D because each spatial
pixel has its own temperature, density, and velocity stratifica-
tion. Another novel ingredient in this approach with respect to
previous works is that we do not compare with the average so-
lar spectrum from the FTS atlas observation to derive the overall
solar oxygen abundance. Instead, we fit each individual profile
observed at each pixel using the same instrument and configura-
tion as that used to derive the atmosphere, therefore obtaining an
oxygen abundance value for each point.
2. Observations
Our observations were acquired with the Vacuum Tower Tele-
scope (VTT Schroeter et al. 1985; von der Lühe 1998) at the
Observatorio de Izaña, Tenerife, Spain. The VTT is a solar tele-
scope with two coelostat mirrors at the top of a building of ap-
proximately 38 m in height. The coelostat mirrors deliver a non-
rotating image of the Sun. The telescope primary mirror has a di-
ameter of 70 cm and a focal length of 46 m. The VTT is equiped
with an adaptive-optics system (KAOS, Soltau et al. 2002; von
der Lühe et al. 2003) with a wavefront sensor, a deformable mir-
ror, and a high-speed camera.
We use the Echelle spectrograph, one of the available op-
tical instruments at the VTT. It consists of a grating spectro-
graph with a resolving power of R ≈ 106. The slit covers about
200”, equivalent to roughly 145 Mm on the Sun. Moreover, the
VTT is equipped with a slit-jaw camera for observations in white
light, Ca K, and Hα. For more information on the telescope, see
von der Lühe" (1998).
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Fig. 1. Continuum context image of active region AR12565 on July 15
2016. Image from the HMI instrument onboard SDO (Scherrer et al.
2012). Our observations are represented by the solid rectangle in the
image. The area under the dashed line corresponds to the data employed
in this work.
The observational data used in this work were acquired on
July 15 2016 starting at 11:34 UTC, with an exposure time per
slit position of 200 ms. The scanning time to cover the entire
map was around 4 min (plus the overhead time for data saving
and slit motion). The observations produce a 3D (x, y, λ) cube
with the spectrum for each pixel in the 2D field of view (FOV) in
a quiet region adjacent to active region AR12565 (see the rect-
angle plotted in Fig. 1), located in the solar equator at around
20º west of the solar disk center. Pores in the nearby active re-
gion were used as targets for the KAOS adaptive optics system
to lock onto. Following standard procedures, we also took dark-
current and flat-field images. The standard data-reduction pro-
cedure was applied, consisting of dark-current subtraction and
flat-field normalization to correct for pixel-to-pixel sensitivity
variations. The flat-field images are produced, as usual in this
facility, by acquiring and summing images while the telescope is
moving on the quiet Sun. This produces an image with no spatial
structure from which a good flat-field is obtained after removing
the spectrum. Wavelength calibration and correction of the pre-
filter curvature were also applied. Absolute wavelengths were
determined by fitting an average disk-center quiet-Sun profile to
the FTS atlas (Neckel 1999). The same fit provides the calibra-
tion between counts and physical units and an estimate of the
amount of stray light in the observations. Continuum rectifica-
tion is done by fitting a third-order polynomial to a few selected
continuum windows. We estimate the noise in the observations
to be around 10−3 in units of the continuum intensity.
A 2D map at a continuum wavelength in the 6300 Å region
and the mean spectrum in the region are plotted in Fig. 2. The
spectral lines of interest are, from left to right: the [O i] forbid-
den line that we use to infer the oxygen abundance, a Sc ii line
used for the calibration of the missing dynamics in the inversions
(see following section), and the three Fe i lines that we used to
construct the model atmospheres, the two widely used Fe i lines
at 6301.5 Å and 6302.5 Å, and a weak Fe i line at 6303.5 Å. The
two narrow spectral lines at 6302.0 Å and 6302.7 Å are telluric
contamination from the Earth’s atmosphere.
3. Model atmospheres
We carry out inversions of the observed spectra using the
NICOLE inversion code (Socas-Navarro et al. 2015). The inver-
sions are done independently for all 40 spatial locations, corre-
sponding to those pixels marked in Fig. 2. Granules are marked
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Fig. 2. Left: Continuum map, marking the position of the pixels considered for this study: granules in green and intergranular lanes in pink (40
pixels in total). As standard practice, these pixels were selected for their continuum brightness, choosing the brightest and darkest points in the
FOV. Right: the average spectrum in the FOV shows the lines of interest in our work.
in green while intergranular lanes are marked in pink. We did
not use all pixels of the image to keep computational time within
reasonable values but this sample provides results with statisti-
cal relevance. The pixels were selected for their brightness in the
continuum, choosing them from among the brightest (for gran-
ules) and darkest (for lanes) in the FOV. This extreme selection
will enhance any possible difference between granules and lanes.
With this strategy, we aim to obtain 40 different determinations
of the oxygen abundance which can then be compared to one an-
other. As the inversion is done pixel by pixel, the resulting model
is assumed to be spatially resolved with a spatial resolution of
0.8”/px. The pair of lines at 6301.5 and 6302.5 Å are relatively
strong lines. As already pointed out by Socas-Navarro (2015),
this induces a reduced sensitivity to the velocity in the lower lay-
ers of the atmosphere, near the surface τcont = 1 for continuum
wavelengths, precisely where the [O i] line is formed. For that
reason, we add the weak Fe i line at 6303.5 Å to constrain the
relevant dynamics that might have been missed by the stronger
lines. This is an advantage conferred by our observations with
respect to those of Hinode used by Socas-Navarro (2015), which
did not reveal the weak Fe i line. The atomic data used for all
transitions in the spectral range are summarized in Table 1.
The inversions were performed using eight nodes for the
temperature and one for the Doppler velocity. We did not invert
the magnetic field because our observations do not include po-
larimetry. As we deal with quiet Sun profiles, we can assume that
magnetic fields do not appreciably affect the intensity profiles.
This turns out to be a good approximation according to Borrero
(2008) and Fabbian & Moreno-Insertis (2015). We use six nodes
for the depth stratification of the microturbulence. This turns out
to be important because the synthetic Sc ii line close to the [Oi]
feature in inverted models appears too deep when compared with
solar atlases. This points to a lack of small-scale dynamics at the
base of the photosphere, where these lines are formed. Conse-
quently, adding a depth stratification of the microturbulence in
the model accounts for the missing broadening in the deepest
layers. The inferred temperature stratifications of all considered
models are displayed in Fig. 3. Granular models are shown in
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Fig. 3. Temperature stratification of each inferred model. The optical
depth scale is measured at 5000 Å.
green, while those of lanes are displayed in pink. All models
share similar temperature stratifications in the range of log τ5000
(with τ5000 the optical depth measured at 5000 Å) between -2.5
and 0.5, which is where the iron lines that are used here are
formed. However, we find that granules display slightly higher
temperatures than lanes through the O and Ni line-formation
region, although a cross-over point is found in the high photo-
sphere (this gives rise to the reverse-granulation effect seen in the
cores of strong lines). We note here that our model extends from
log τ5000=-7 to log τ5000=2, but information that can be used to
constrain regions below τ5000 > 0.5 and τ5000 < −2.5 is scarce
in the spectrum. Examples to illustrate the good fit quality are
given in Fig. 4.
Once we have inferred model atmospheres for all 40 pix-
els, we compute a grid of synthetic spectra by keeping them
fixed while modifying the solar oxygen abundance in the range
[8.50, 9.20] and the nickel abundance in the range [5.80, 6.36].
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Ion λ [Å] χe [eV] log(gf) γrad γS tark γWaals σ α
[O i] 6300.304 0.000 -9.717a 0.0 0.05 1.00 ... ...
58Ni i 6300.335 4.266 -2.253b 2.63 0.054 1.82 ... ...
60Ni i 6300.355 4.266 -2.663b 2.63 0.054 1.82 ... ...
Sc ii 6300.678 1.507 -1.970 2.30 0.05 1.30 ... ...
Fe i 6301.501 3.654 -0.718c ... ... ... 834.4 0.243
Fe i 6302.494 3.686 -1.25 ... ... ... 850.2 0.239
Fe i 6303.462 4.320 -2.66 2.40 0.11 1.95 ... ...
Table 1. Adopted atomic parameters. χ is the excitation potential. γrad, γS tark and γWaals are the radiative, the Stark, and the van der Waals damping
parameters (units 108 rad s−1). The log(g f ) are taken from: a Storey & Zeippen (2000), b Johansson et al. (2003), c VALD database. In the case of
the Fe i lines, the γrad is introduced by NICOLE as calculated in Gray (1976). The log(gf) values for the Sc ii and Fe i 6302.5 Å lines have been
revised in this paper.
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Fig. 4. Inversions of two spatial pixels. Upper panel: Spectral profile
of a granule (black) and fit (green). Lower panel: Spectral profile of
an intergranular lane (black) and fit (pink). Ic is the average quiet Sun
continuum intensity.
Considering the Ni i line is crucial because it is blended with
the [O i] line. We included the two major isotopes 58Ni i and
60Ni i in the calculation as in Johansson et al. (2003). We uni-
formly sample both intervals of abundances with a step of 0.05
for oxygen and 0.04 for nickel. The ranges include high and low
abundance values as reported in the literature (e.g., Anders &
Grevesse 1989; Grevesse & Sauval 1998; Asplund et al. 2009).
We note that this work uses NICOLE (both in inversion and syn-
thesis mode) under LTE conditions. The results of the synthesis
are used as a precomputed database to carry out Bayesian infer-
ence using a simulator (O’Hagan 2006). This simulator uses a
simple bilinear interpolation to synthesize the spectra for arbi-
trary values of the oxygen and nickel abundances.
4. Bayesian analysis
In the following we describe the Bayesian models (e.g., Gregory
2005) that we use to obtain information about the oxygen abun-
dance. To this end, we compute the marginal posterior probabil-
ity distribution of the oxygen abundance in all 40 pixels. The first
ingredient that we need to define is the generative model, from
which the likelihood function will naturally emerge. We model
the observed spectrum by a synthetic spectrum obtained under
the LTE approximation in the atmospheric models obtained from
the inversion. We augment the parameters of the models with
some nuisance parameters:
Iobs,i(λ) = ciIsyn,i
(
λ − λ0wic ;pi
)
+ i, (1)
where i = 1, . . . ,N represents the label for each one of the N
pixels and λ0 is the central wavelength of the spectral line of
interest. The synthesis depends on the set of model parameters
pi = {Ti, vi, log(O)i, log(Ni)i}. Here, T and v are the tempera-
ture and velocity obtained from the inversions, respectively. We
also find the oxygen abundance, that we denote log(O), and the
nickel abundance, represented by log(Ni). Furthermore, we al-
low for an additional wavelength shift of the line due to inaccu-
racies in the wavelength scale, which we encode in a Doppler
velocity w. Finally, we rescale the continuum by a certain cor-
rection factor c, which is used to set all profiles to the same con-
tinuum level. The synthetic spectrum is perturbed with noise ,
which we assume to be Gaussian with diagonal covariance ma-
trix and variance s2. This assumption automatically defines the
likelihood for each pixel, which is given by the product of Nλ
uncorrelated normal distributions, with Nλ being the number of
wavelength points considered in the spectrum:
p(D|pi,ci, si) = 1sNλ (2pi)Nλ/2 (2)
Nλ∏
j=1
exp
{
− 1
2s2
[
Iobs,i(λ j) − ciIsyn,i
(
λ j − λ0wic ;pi
)]}
, (3)
where D represents all the observed data. All parameters except
the oxygen abundance are considered as nuisance parameters
and are marginalized out at the end. For computational reasons,
we consider the temperature and velocity of the model as fixed
quantities and we leave the fully Bayesian approach for a fu-
ture work. Consequently, we take their priors to be Dirac deltas,
which have no effect when marginalized out. The specific priors
selected in this work for the rest of parameters are specified in
Table 2. Since we have no clear preference for any value of the
oxygen abundance, we choose a flat prior. On the contrary, the
nickel abundance is very well determined from previous works
and we choose a Gaussian prior with a mean that is equal to the
consensus value and a small dispersion according to the results
of Scott et al. (2009). The posterior distribution, following the
Bayes theorem, is:
p(p, c, s|D) ∝ p(p, c, s)p(D|p, c, s),
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Parameter Range Type
Ti — δ(Ti - Tmodel)
vi — δ(vi - vmodel)
log(O) [8.50, 9.20] Uniform
log(Ni) [5.80, 6.36] Bounded normal µ=6.17; σ=0.05a
w [km/s] — Normal µ=0; σ=2
c — Normal µ=1; σ=0.2
log(s) [-3,6] Uniform
Table 2. Prior selected for each parameter of our unpooled Bayesian
analysis. ataking into account Scott et al. (2009).
Parameter Range Type
Ti — δ(Ti - Tmodel)
vi — δ(vi - vmodel)
µO [8.40, 9.10] Uniform
σO σ=1 Half Normal
log(O) [8.40, 9.10] Bounded normal µ=µO; σ=σO
log(Ni) [5.80, 6.36] Bounded normal µ=6.17; σ=0.05a
v(ws) [Å] [-0.2, 0.2] Bounded normal µ=0; σ=0.1
c factor — Normal µ=1; σ=0.2
log(s) [-3,6] Uniform
Table 3. Prior selected for each parameter of the Bayesian analysis us-
ing a hierarchical partial pooling model.ataking into account Scott et al.
(2009).
where p = {p1, . . . ,pN}, c = {c1, . . . , cN} and s = {s1, . . . , sN}.
We assume that the prior factorizes for all pixels, meaning that
p(p, c, s) =
N∏
i=1
p(pi)p(ci)p(si). (4)
We explore two different Bayesian models for our data. In
the first one, each pixel is considered independent of the rest
(also known as unpooled model), obtaining the marginal poste-
riors distribution for the oxygen abundance of each pixel. In the
second model, the oxygen abundance is allowed to vary from
pixel to pixel but all of them are extracted from a common prior,
a hierarchical partial pooling model. As defined in Table 3, this
common prior is chosen to be Gaussian, with hyperparameters
µO and σO. These parameters are then interpreted as a global
estimation of the mean oxygen abundance together with its vari-
ability in the pixels that we considered. The advantage of a hier-
archical pooling model lies in the fact that we aggregate all pix-
els while simultaneously allowing for pixel-by-pixel variations,
wherever they exist. In this case, the prior for log(O) depends
on the hyperparameters µO and σO, meaning that
N∏
i=1
p(log(O)i, µO, σO) = p(µO)p(σO)
N∏
i=1
p(log(O)i|µO, σO),
(5)
and µO and σO are added as parameters during the inference. We
note that in this case, the parameter s is also a common prior.
The two probabilistic models are displayed in graphical form
in Fig. 5 (upper panel corresponding to the unpooled model and
bottom panel to the hierarchical partial pooling model), where
all conditional dependences are shown as directed links.
The sampling of the posterior is done with the PyMC3
Python package (Salvatier et al. 2016), which is designed for
Fig. 5. Representation of the parameters for the unpooled model (upper
panel) and the hierarchical partial pooling model (bottom panel). For
each pixel, we have four parameters that contribute to the shape of the
synthetic intensity profile. In addition to those parameters, in the hiear-
archical partial pooling model, we have two hyperparameters, the mean
value and the standard deviation of the Gaussian, which represent the
global oxygen distribution. The parameter s accounts for the uncertain-
ties of our model.
Bayesian statistical modeling and uses advanced Markov Chain
Monte Carlo (MCMC) sampling algorithms to generate sam-
ples from the posterior distribution. Since the sampling of hi-
erarchical Bayesian models is especially difficult and prone to
problems, we relied on the no-U-turn (NUTS, Hoffman & Gel-
man 2014) Hamiltonian Monte Carlo-type (HMC) method. The
NUTS sampler automatically tunes the parameters of the HMC
algorithm in order to allow for an efficient sampling of the pos-
terior. It works well on high-dimensional and complex posterior
distributions1.
Once samples from the posterior are obtained, it is always
good practice to produce posterior predictive checks in which the
posterior is used to produce synthetic [O i] line profiles. These
checks will clearly show whether or not the generative model is a
representative model of the observations. Figure 6 displays pos-
terior predictive checks for all pixels in granules in the unpooled
model. Correspondingly, Fig. 7 shows the same for intergranular
lanes. The noisy observations are displayed in black. The ability
of our model to explain the observed [O i] line is remarkable.
Similar plots are presented in the Appendix for the hierarchical
partial pooling model for granules, intergranules, and both gran-
ules and intergranules together.
1 For a precise definition of the NUTS algorithm, see Neal (2012),
Hoffman & Gelman (2014) and Betancourt (2017).
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Fig. 6. Observed (black) and synthetic (green) profiles using values extracted from the posterior for the granules in the unpooled model. The
continuum taken to normalize the intensity is the mean continuum between granules and lanes pixels.
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Fig. 7. Observed (black) and synthetic (pink) profiles using values extracted from the posterior for the lanes in the unpooled model. The continuum
taken to normalize the intensity is the mean continuum between granules and lanes pixels.
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Fig. 8. Distribution of oxygen abundance for each pixel. Granules are
shown in the upper panel and lanes in the bottom panel. The gray hori-
zontal line represents the mean of the means of each pixel and the gray
area represents the standard deviation. The horizontal line inside each
color box represents the median value of the marginal posterior distri-
bution, and the color box covers the range encompassing 50% of the
probability.
5. Results and Discussion
5.1. Unpooled model
The marginal posterior distributions for the oxygen abundance
are shown as boxplots in Fig. 8, where the granules are plotted
in green (upper panel) and the lanes in pink (bottom panel). As
usual in boxplots, the horizontal line inside the colored boxes
represents the median value of the marginal posterior distribu-
tions, and the colored box covers from the first to the third quar-
tile (amounting to 50% probability). The lines going beyond the
box extend to show the distribution up to two standard devia-
tions. The remaining points are determined to be outliers. The
horizontal gray line corresponds to the global mean (the mean
of the individual means) and the gray area shows one standard
deviation.
The results show that all 20 independently analyzed gran-
ules yield values that are statistically consistent and compatible
inside the error bars of each individual determination. This is
also the case for the lanes. Moreover, granules and lanes show
results that are compatible within approximately 2-σ. This is an
indication of robustness, because there is no reason a priori to ex-
pect that all 40 spatial locations will give the same abundance. In
that sense, this is a consistent determination of the photospheric
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Fig. 9. Distribution of nickel abundances for each pixel. The gray hori-
zontal line represents the mean of the means of each pixel and the gray
area represents the standard deviation. Granules are shown in the upper
panel and lanes in the bottom panel.
abundance. The inferred abundance for oxygen in granules is
log(O) = 8.83 ± 0.02, while it is log(O) = 8.76 ± 0.02 for in-
tergranular lanes. These values are obtained by computing the
means of the individual means in each pixel.
We interpret the small difference between the oxygen abun-
dance obtained in granules and lanes as a consequence of some
systematic errors in our study rather than a real abundance dif-
ference. For instance, errors in the determination of the temper-
ature and velocity considerably affect the line profile. If the in-
versions are repeated, changing the number of nodes or some
other parameters, the models obtained will be slightly different,
resulting in a different oxygen abundance. Furthermore, there are
also errors in the atomic parameters and other systematic effects
beyond our control. All of these effects could explain the 2-σ
tension found between the granules and lanes.
For completeness, Fig. 9 displays the marginal posterior dis-
tributions for the nickel abundance. Here, the marginal pos-
terior distributions are very narrow because the data are ex-
tremely consistent with the priors and consistent between gran-
ules and lanes. The mean of the means of the individual pixels is
log(Ni) = 6.16 ± 0.01 both for the granules and for the lanes.
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Fig. 10. Distribution of oxygen abundance for each pixel. The gray hor-
izontal line represents the hyperparameter of oxygen abundance and
the gray area covers the probable values within the standard deviation,
which is the other hyperparameter. Granules are shown in the upper
panel and lanes in the bottom panel.
5.2. Hierarchical partial pooling model
The results of the marginal posterior distribution for the oxygen
abundance in the partial pooling model are shown in Fig. 10. In
this case, the horizontal line represents the mean of the marginal
posterior for the hyperparameter µO, while the shaded area repre-
sents the range between µO±σO. The hierarchical model displays
a strong shrinkage effect as compared with the previous model,
something that is characteristic of hierarchical Bayesian mod-
els. The estimated values for the oxygen abundance for all pixels
are pulled towards the group mean, with a much smaller disper-
sion. In this case, we find µO=8.83±0.01 and µO=8.77±0.01 for
the granules and the lanes, respectively. On the other hand, the
σO distribution has a mean of 0.01 for both granules and lanes;
where 95% of the distribution has values of up to σO<0.023 for
the granules and σO<0.025 for the lanes (see Fig. 13).
The marginal posterior distributions for the nickel abundance
in this case are shown in Fig. 11. The mean value obtained is
log(Ni) = 6.16 ± 0.03, both for the granules and for the lanes.
In general, we find similar values in both the unpooled and par-
tially pooled model for the oxygen and nickel abundances, which
demonstrates the robustness of our result.
A final experiment consists of using a hierarchical partial
pooling model with granules and lanes together. The aim is to
test whether or not the differences in the results found when
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Fig. 11. Distribution of nickel abundance for each pixel. The gray hor-
izontal line represents the mean value of the mean values for the nickel
abundance in each pixel and the gray area covers the probable values
within the standard deviation. Granules are shown in the upper panel
and lanes in the bottom panel.
granules and lanes are treated separately are model dependent.
For this purpose, we use the same prior distribution both for
granules and lanes. Figure 12 shows the marginal posteriors. The
value inferred for the nickel abundance is still the same as that of
previous models, namely log(Ni) = 6.16 ± 0.02, with a slightly
smaller uncertainty. For the oxygen abundance we obtain a dis-
tribution where the mean value is between the values that we
obtained for granules and lanes, namely µO = 8.80 ± 0.01 and
σO = 0.03 ± 0.01.
Finally, Fig. 13 shows the marginal posterior distributions
for the hyperparameters of the oxygen abundance prior. The up-
per panels correspond to the hierarchical model of granules and
lanes separately while the lower panels refer to the case in which
granules and lanes are considered together. It is clear that the
marginal posterior for µO for the lower panel lies somewhere be-
tween those of the upper panel. Concerning σO, it is clear that
marginal posterior peaks at larger values when both granules and
lanes are considered together. However, the width of the poste-
rior seems to be similar in the two inferences.
In summary, our currently recommended value for the oxy-
gen abundance based on the results of this work is that from the
hierarchical model in which both granules and lanes are consid-
ered together, which gives log(O) = 8.80 ± 0.03. This value
is compatible with the results obtained by Grevesse & Sauval
(1998) and the results that we achieved in a previous work (see
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Fig. 12. Distribution of oxygen abundance (upper panel) and nickel
abundance (bottom panel) for each pixel considering granules and lanes
together. For the oxygen abundance, the gray horizontal line represents
the hyperparameter of oxygen abundance and the gray area covers the
probable values within the standard deviation, which is the other hy-
perparameter. For the nickel abundance, the gray horizontal line is the
mean of the means of nickel abundance in each pixel and the gray area
covers the probable values within the standard deviation.
Cubas Armas et al. 2017). Therefore, we infer an oxygen abun-
dance comparable with the old high-Z abundances (see e.g.,
Grevesse & Sauval 1998).
6. Summary and conclusions
The solar oxygen abundance remains an unresolved and prob-
lematic issue in astrophysics, not only because it is a crucial
element (very important for the construction of solar interior
models and because other elements are measured relative to it)
but also because it is extremely difficult to measure with suffi-
cient accuracy. Socas-Navarro (2015) found that, with very mi-
nor tweaks in the data processing, it is possible to obtain (from
the same observations) a whole range of values as broad as
log(O) ∈ [8.7, 8.9], but this latter author did not explore the
relative likelihood of all the possible outcomes. Random errors
arising from uncertainties in the observations, the atomic param-
eters, radiative transfer, and calibration (especially wavelength
grid and continuum level) are relatively straightforward to esti-
mate. A full Bayesian treatment of these errors was provided in
Cubas Armas et al. (2017).
However, the most important challenge is in finding a way to
estimate the systematic errors, particularly those introduced by
the (prescribed) atmosphere. Thus far, all previous determina-
tions start from a given model atmosphere and then proceed by
adjusting the abundances until an optimal fit to the observations
is attained. The model is considered perfect and it is impossible
to asses to what extent the uncertainties in the model affect the
abundances obtained.
This work presents a novel approach, taking advantage of
the fact that the solar surface is spatially resolved. We perform
40 independent inferences at different solar locations with vary-
ing thermal, dynamic, and magnetic conditions. Ideally, all 40
abundances should converge to the same value. However, im-
perfections in the modeling will produce a spread in the results
from which both random and systematic uncertainties may be
estimated. We observe such a spread at a level of 0.03 dex.
The Bayesian analysis with a hierarchical model assimilates
all the available data to produce a final result of log(O) =
8.80 ± 0.03, which is consistent with the results of granules and
lanes taken separately (8.83±0.02 and 8.76±0.02, respectively).
The fact that the most probable values for granules and lanes are
slightly different (at the level of 2-σ) is an indication that some
systematic errors may still linger in the analysis. Such system-
atic error might arise from the data calibration, NLTE effects in
the FeI lines employed in the inversions, model uncertainties, or
even from errors in the atomic parameters.
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Appendix A: Posterior predictive checks for the
partial pooling models
Here we show the posterior predictive checks, in which the syn-
thetic [O i] line is obtained from different samples from the pos-
terior in the hierarchical partial pooling models; Figure A.1 for
the granules, and Fig. A.2 for the lanes. Finally, Fig. A.3 is for
the hierarchical partial pooling model considering the granules
and the lanes together.
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Fig. A.1. Same as Fig. 6 but for the hierarchical partial pooling model.
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Fig. A.2. Same as Fig. 7 but for the hierarchical partial pooling model.
Article number, page 12 of 13
M. Cubas Armas , et al.: Spatially resolved measurements of the solar photospheric oxygen abundance
0.90
0.95
1.00
1.05
0.90
0.95
1.00
1.05
0.90
0.95
1.00
1.05
0.90
0.95
1.00
1.05
0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5
0.1 0.2 0.3 0.4 0.5
0.90
0.95
1.00
1.05
I/
I c
0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5
0.1 0.2 0.3 0.4 0.5
0.90
0.95
1.00
1.05
0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5
0.1 0.2 0.3 0.4 0.5
0.90
0.95
1.00
1.05
0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5
0.1 0.2 0.3 0.4 0.5
0.90
0.95
1.00
1.05
0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5
Wavelength - 6300 [Å]
0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5
Fig. A.3. Same as Fig. A.1 and Fig. A.2 but considering the granules and the lanes together in the Bayesian inference.
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