indeed his entire programme extends, at least in principle, to any upwardly skip-free Markov chain. However, explicit results can only be obtained in particular cases. Here we examine one such case, in which the transition rates are allowed to depend on the current population size. Our main result gives an explicit expression for the expected extinction times. We illustrate our result with several examples.
The model
Let X(t) be the number in the population at time t, and suppose that (X(t), t > 0) is a continuous-time Markov chain taking values in S = 10, 1 ... 1. Let fi (> 0) be the rate at which the population size changes when there are i individuals present, and suppose that, when a change occurs, it is a birth with probability a (> 0) or a catastrophe of size k (the removal of k individuals) with probability dk, k > 1. (Simple death events are to be interpreted as catastrophes of size 1.) Assume that dk > 0 for at least one k > I and that a + Ek>1 dk = 1. [7] . Another drawback is that the catastrophe size distribution does not depend on the number of individuals present. For example, it rules out two important cases: where the size of a catastrophe has (i) a binomial B(i, p) distribution (each of the i individuals present is removed with probability p) and (ii) a uniform distribution on the set (1,2,..., i); see for example [3] .
Extinction probabilities
The probability of extinction does not depend on the event rates (fi, i > 1), because the jump chain is the same in all cases. It was shown by Pakes [8] 
Explosions
One interesting aspect of the present model is that the process may explode (that is, the population size may reach infinity in a finite time). Of course, this can only occur in the supercritical case, for, as we have already noted, the process hits 0 with probability 1 in the subcritical and critical cases.
It is easy to exhibit explosive behaviour: imagine that there is no catastrophe component in the model; we then obtain the pure-birth process with birth rates qi,i+l = fia, and this is well known to be Hence, formally, hi -g(a) . Once we prove that this limit exists and equals supi>1 hi, we may set K = g(a) to obtain the minimal nonnegative solution to (9) .
To achieve this, we will draw further on branching process theory. Since e(s) has a power series expansion with positive coefficients, so does 
