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A B S T RA C T

SIMULATION AND MODELING
OF THE
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M.S., UNIVERSITY OF NEVADA RENO
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor J. Blair Perot

The influence of turbulence structure, parameterized by two point correlations, on
the return-to-isotropy process is examined under controlled conditions.

In order to

determine the influence of structure, direct numerical simulations (DNS) of return-toisotropy in homogeneous, anisotropic turbulence is performed on meshes of 5123 and
512x512x1024. Isotropic turbulence is generated by mechanical stirring (as in a wind
tunnel). Anisotropy is then generated by one of four fundamentally different mean
strains, axisymmetric expansion and contraction, plane strain, and pure rotation. Each
strain produces very different structure within the turbulence. The influence on the
return-to-isotropy process of the initial structure (parameterized by the two-point

v

correlations) as well as Reynolds number and initial length scale, is characterized and
used to calibrate the Oriented-Eddy Collision (OEC) turbulence model developed by
Martell and Perot [1].

In addition, this data provides critical information for other

turbulence models which incorporate turbulence structure.

vi

TABLE OF CONTENTS
ACKNOWLEDGMENTS………………………………………………………………..iv
ABSTRACT…………………...……………………………………………………….…v
LIST OF TABLES………………………………………………………………………..ix
LIST OF F IGURES……………………………………………………………………….x

CHAPTER
1

PAGE

INTRODUCTION .................................................................................................................................. 1
1.1
Anisotropy .....................................................................................................................................1
1.1.1 Applied Anisotropy ...................................................................................................................3
1.1.2 Modeling Anisotropy.................................................................................................................4
1.1.3 Studying Anisotropy ..................................................................................................................8

2

TURBULENCE .................................................................................................................................... 13
2.1
Turbulence Described .................................................................................................................. 13
2.2
Turbulence Modeling .................................................................................................................. 20
2.2.1 Mixing Length Models (“algebraic” or “zero-equation” models) ........................................... 24
2.2.2 One-Equation Models .............................................................................................................. 29
2.2.3 Two-Equation Models ............................................................................................................. 36
2.2.4 Reynolds Stress Models (Second-Moment Transport, Second Order Closure, Reynolds
Stress Transport) ................................................................................................................................... 40
2.2.5 Probability Density Function (PDF) Methods ......................................................................... 50

3

SIMULATION METHODOLOGY ..................................................................................................... 57
3.1
3.2
3.3
3.4

4

Numerical Method ....................................................................................................................... 57
Turbulence Generation ................................................................................................................ 58
Validation .................................................................................................................................... 61
Moving Mesh for Straining ......................................................................................................... 62

PLAIN STRAIN ................................................................................................................................... 64
4.1
Overview……………………. .................................................................................................... 64
4.2
Introduction ................................................................................................................................. 64
4.3
Results ......................................................................................................................................... 67
4.3.1 Initial Conditions ..................................................................................................................... 67
4.3.2 Time Development .................................................................................................................. 68
4.3.3 Strain Rate ............................................................................................................................... 71
4.3.4 Scaling ..................................................................................................................................... 73
4.3.5 Invariant Map .......................................................................................................................... 74
4.3.6 Higher Total Strain .................................................................................................................. 76
4.3.7 Decay Rate .............................................................................................................................. 77
4.4
Modeling ..................................................................................................................................... 79
4.4.1 Anisotropy Based Models ....................................................................................................... 79
4.4.2 Oriented-Eddy Collision Model .............................................................................................. 82
4.5
Discussion ................................................................................................................................... 84

vii

5

AXI-SYMMETRIC CONTRACTION AND EXPANSION ............................................................... 87
5.1
Overview ..................................................................................................................................... 87
5.2
Introduction ................................................................................................................................. 87
5.3
Results ......................................................................................................................................... 91
5.3.1 Initial Conditions ..................................................................................................................... 91
5.3.2 Time Development .................................................................................................................. 93
5.3.3 Initial Conditions ..................................................................................................................... 97
5.3.4 Scaling ..................................................................................................................................... 98
5.3.5 Invariant Map ........................................................................................................................ 100
5.3.6 Decay Rate ............................................................................................................................ 104
5.4
Modeling ................................................................................................................................... 106
5.4.1 Anisotropy Based Models ..................................................................................................... 106
5.4.2 Oriented-Eddy Collision Model ............................................................................................ 108
5.5
Discussion ................................................................................................................................. 110

6

ROTATION........................................................................................................................................ 114
6.1
Overview ................................................................................................................................... 114
6.2
Introduction ............................................................................................................................... 114
6.3
Results ....................................................................................................................................... 117
6.3.1 Initial Conditions ................................................................................................................... 117
6.4
time development ...................................................................................................................... 119
6.5
Turbulence structure and decay rate .......................................................................................... 122
6.6
modeling .................................................................................................................................... 127

7 DISCUSSION AND CONCLUSIONS .................................................................................................... 131
BIBLIOGRAPHY ....................................................................................................................................... 135

viii

LIST OF TABLES
Table

Page

2.1 Attributes of RANS turbulence models. Adapted from Pope [59]. ................. 24
4.1 Initial conditions for the three test cases at a time = 12 seconds (when
straining begins). ........................................................................................... 68
5.1. Initial conditions for 12 test cases. All values are taken at time t = 12s
(the onset of strain) ....................................................................................... 92
6.1 Initial conditions, time = 17.0 seconds. ........................................................... 118

ix

LIST OF FIGURES
Figure

Page

Figure 1.1 Eddy viscosity in channel flow at Re=590. Red symbols are the
exact eddy viscosity. Blue line is eddy viscosity based on the
minimum turbulence level and green line is the modeled eddy
viscosity based on the kinetic energy.............................................................. 3
Figure 1.2 Reynolds stresses for Le Penven case A and case B experiments.
Symbols: experimental data. Dotted lines: Rotta return-to-isotropy
model. Case A: Rotta constant = 1.7. Case B: Rotta constant = 2.9. ............ 5
Figure 1.3 The six components of the anisotropy tensor calculated from 5123
DNS simulations over a very long time period. In a return-to-isotropy
situation these curves would be trending towards zero. ................................. 6
Figure 1.4 (a) pancake shaped eddies typical of many stratified turbulent flows
(b) long jet like eddies common in shear flow. ............................................... 7
Figure 1.5 On the left, stationary mixing cubes located in the simulation
domain. On the right, 2D slices in the XY-plane help to better show
the mixing cube density. ............................................................................... 11
Figure 2.1 The model spectrum for various Reynolds numbers, scaled by
kinetic energy, , and energy containing scale
. Adapted from
Pope [59]. ...................................................................................................... 34
Figure 2.2 Ratio of the longitudinal integral length scale
to
as a
function of Reynolds number for the model spectrum. Adapted from
Pope [59]. ...................................................................................................... 35
Figure 2.3 (a) Return trajectories predicted by Rotta’s linear return model
[65]. (b) Trajectories predicted by the nonlinear model of Sarkar and
Speziale [18]. Adapted from Pope [59]. ...................................................... 47
Figure 2.4 The effect of initial conditions. Isotropic turbulence subjected to
plane strain and its subsequent decay (return-to-isotropy). .......................... 49
Figure 2.5 (a) Realizations of stochastic sample paths of Ornstein-Uhlenbeck
(OU) process. (b) Line, Langevin model autocorrelation
: solid symbols, experimental data of Sato and Yamamoto (1987)
►
,◄
, ○ DNS data of Yeung and Pope (1989),
adapted from Pope [59]. ................................................................ 54

x

Figure 2.6 Sample paths of five statistically stationary random processes.
The one-time PDF of each is a standardized Gaussian. (a) A measured
turbulent velocity. (b) A measured turbulent velocity of a higher
frequency than that of (a). (c) A Gaussian process with the same
spectrum as that of (a). (d) An Ornstein-Uhlenbeck process with the
same integral timescale as that of (a). (e) A jump process with the
same spectrum as that of (d). Adapted from Pope [59]. .............................. 56
Figure 3.1 Generating isotropic and anisotropic turbulence. Stage 1: ‘Shake’
domain (t = 0 - 5). Stage 2: Allow for settling (t = 5 – 7), remove
stirring cubes (t = 7), and allow for additional settling (t = 7 – 12).
Stage 3: Strain (t = 12+). Stage 4: Allow for decay and return-toisotropy. ........................................................................................................ 60
Figure 3.2 (a) Energy spectra. (b) Dissipation Spectra. Solid lines current
simulations. Symbols Comte-Bellot & Corrsin [36] at tU/M=98
(second station). Dashed lines spectral 5123 simulation by Wray [76]. ...... 62
Figure 4.1 Domain evolution during straining. (a) Domain at time 12.0s
before straining begins. (b) Domain at
, halfway through
the straining process. (c) Final cubic domain after straining is
complete (at
). ................................................................................ 67
Figure 4.2 Large eddy length scale (blue: left y-axis, increasing curves) and
turbulent Reynolds number divided by 100 (green: right y-axis,
decreasing curves) as a function of time for Sk0/ε = 1.76 (IC1), 1.73
(IC2) and 1.69 (IC3). IC1 is solid, IC2 is dashed, and IC3 is dotted
line................................................................................................................. 69
Figure 4.3 Reynolds stresses for IC2 (with Sk0/ε = 1.76 ) as a function of
time. R11 solid red, R22 dashed green, and R33 dotted blue........................... 70
Figure 4.4 Anisotropy tensor, bij resulting from IC2 subjected to Sk0/ε0 =
3.46. Strain runs from t = 12 to t = 12.8. b11 red squares, b22 green
diamonds, b33 blue triangles. b12 (red, dash-dot), b23 (green, dash-dotdot), b13 (blue, dash-dot-dot-dot). RDT predictions are shown (black
solid lines) from t = 12 to t = 12.8. There are 50 timesteps between
each symbol on the figure. ............................................................................ 71
Figure 4.5 (a) Diagonal comp. of anisotropy tensor during strain and decay.
Red, lower curves, b11; green, upper curves, b22; blue, central curves
b33. Sk0/ε0 = 0.346, 0.865, 1.73 and 3.46 for IC2. ........................................ 72
Figure 4.6 Effect of initial conditions IC1, IC2 and IC3 at Sk0/ε0 = 3.46.
This shows the statistical variation due to different realizations.
Statistical anisotropy variation on the order of 0.05 is common. ................. 73
xi

Figure 4.7 Component of anisotropy tensor during strain and recovery of IC3
subjected to different strain rates. (a) b11, b22, and b33 of the anisotropy
tensor with time axis scaled. (b) time axis translated. .................................. 74
Figure 4.8 Invariant plots of Reynolds-stress anisotropy: (a) IC1: Sk0/ε0 =
3.52, IC2: Sk0/ε0 = 3.46, IC3: Sk0/ε0 = 3.37 (b) IC1: Sk0/ε0 =
.352, IC2: Sk0/ε0 = .346, IC3: Sk0/ε0 = .337. The lowest black
curves bound the realm or realizability. Solid red lines show the
trajectory during the straining process and lines with symbols show the
anisotropic decay trajectories. ....................................................................... 76
Figure 4.9 Effect of doubling the strain time on IC3 for: Sk0/ε0 = (a) 0.337,
(b) 0.843, (c) 1.686 ....................................................................................... 77
Figure 4.10 Decay exponent, n, resulting from initial conditions IC1, IC2 and
IC3 subjected to plane strain. Sk0/ε0 ≈ (a) 0.346, (b) 0.865, (c) 1.730,
(d) 3.46. Origin of x-axis represents the end of strain for each case. .......... 79
Figure 4.11 Linear return-to-isotropy constant C1 (solid red curve, left axis)
and the non-linear constant Cn (dashed blue curve, right axis) as a
function of varying ICs (a) IC1 (Sk0/ε0 = 3.52), (b) IC2 (Sk0/ε0 =
3.46), (c) IC3 (Sk0/ε0 = 3.37). ....................................................................... 80
Figure 4.12 Linear return-to-isotropy constant C1 (solid red curve, left axis)
and the non-linear constant Cn (dashed blue curve, right axis) as a
function of varying strain on IC3 (a) Sk0/ε0 = .843, (b) Sk0/ε0 =
1.69, (c) Sk0/ε0 = 3.37. ................................................................................ 81
Figure 4.13 Reynolds stresses for IC1 with DNS data (solid lines) and the
OEC model (CR 0.5, CL 0.67) predictions (dashed lines), for Sk0/ε0=
(a) 0.352, (b) 0.879, (c) 1.759, (d) 3.52 ........................................................ 83
Figure 4.14 DNS and OEC model predictions for the three different initial
conditions at the highest strain rate. (a) IC1, Sk0/ε0 = 3.52, (b) IC2,
Sk0/ε0 = 3.46, (c) IC3, Sk0/ε0 = 3.37. The DNS is squares and the
model is the diamonds. ................................................................................. 84
Figure 5.1 The invariant map for reviewing the trajectories and shape of
anisotropy. Choi and Lumley found that [ (III < 0, i.e. “pancakes”)]
>[
(III > 0, i.e. “cigar”)]. ......................................................................... 90
Figure 5.2. Reynolds stresses for (a) AXC IC1: high strain rate. (b) AXE IC2:
high strain rate. R11 solid red, R22 dashed green, and R33 dotted blue. ......... 95

xii

Figure 5.3. Normalized anisotropy tensor (b11 solid lines, b22 dashed lines, b33
dotted lines) showing the effects of low, med. and high strain rates on
(a) AXC IC1, (b) AXE IC2. The straining process occurs from 12.0
until 12.8, 15.2, and 28.0 respectively. ........................................................ 96
Figure 5.4. Effects of initial conditions on (a) AXC and (b) AXE. (IC1 solid)
(IC2 dashed). ................................................................................................. 98
Figure 5.5. Component of anisotropy tensor during strain and recovery
subjected to different strain rates with x-axis scaled by S(t-12). b11
(solid), b22 (dashed), and b33 (dotted). (a) AXC IC1 (b) AXE IC2.
Lower strain rates diverge from the RDT predictions (thick black
lines) earlier in the straining process. ........................................................... 99
Figure 5.6. b11 with each curve translated on the x-axis such that the point in
time at which straining is stopped coincides with a point on the largest
strain case allowing for a comparison of the return processes. (a) AXC
IC1 (b) AXE IC2. ........................................................................................ 100
Figure 5.7. Invariant plots of Reynolds-stress anisotropy subjected to high
strain rates (a) AXC (b) AXE. The lowest black curves bound the
realm of realizability. Solid red lines show the trajectory during the
straining process and lines with symbols show the anisotropic decay
trajectories. .................................................................................................. 101
Figure 5.8. Comparing relative return rates of AXC and AXE.
, Eq. (5.5),
is a ratio of the time scale of decaying turbulent kinetic energy to that
of return-to-isotropy. ................................................................................... 103
Figure 5.9. Invariant maps showing the straining process (red lines no
symbols) and the return-to-isotropy process (symbols). AXC: (a) IC1
and (c) IC2. AXE: (b) IC1 and (d) IC2. ...................................................... 104
Figure 5.10. Decay exponent, n, for AXC (a), (c) and AXE (b), (d). Resulting
from the exposure of initial conditions IC1, IC2 to low strain rates (a)
and (b) and high strain rates (c) and (d). ..................................................... 106
Figure 5.11. Constants for the non-linear model Eq. (8).
left y-axis,
right y-axis. High strain rate: (a) AXC IC1 (solid), IC2 (dashed), (b)
AXE IC1 (solid), IC2 (dashed). .................................................................. 107
Figure 5.12. Reynolds stresses for AXC IC1 (a) and AXE IC2 (b). DNS data
(solid lines) and the OEC model (CR = 0.5, CL = 0.67) predictions
(dashed lines). ............................................................................................. 109

xiii

Figure 5.13. OEC vs. DNS: (a) AXC IC1, (b) AXE IC2 both subjected to
high strain rate............................................................................................. 110
Figure 6.1 Domain used in rotation simulations with

. ............... 117

Figure 6.2 The effect of rotation rate Reynolds number and large eddy length
scale across three different initial conditions. Rotation rates of low,
MedLow, Med, MedHigh and High are shown in a, b, c, d, and e
respectively. Rotation occurs within the red shaded region. ..................... 121
Figure 6.3 The effect of rotation on Reynolds stress and normalized
anisotropy tensor components of IC1. (a) No rotation, (b) Low
rotation rate, (c) High rotation rate. ............................................................ 122
Figure 6.4 Longitudinal velocity autocorrelation functions,
, from IC1 case with low rotation rate. Top row
compares IC1 values at 17.0 seconds with the rotated and non-rotated
cases at time 47.0 seconds. Bottom row are not normalized by
: (a) top
, bottom
, (b) top
, bottom
, (c) top
, bottom
. Note:
is aligned
with axis of rotation. ................................................................................... 124
Figure 6.5 Contours of w-velocity. w-velocity is the component aligned with
the axis of rotation. (a) IC1 at
, not yet rotated. (b)
non-rotated. (c)
rotated. .............................................................. 125
Figure 6.6 Decay exponents as a function of time. Decay exponent is seen to
be inversely proportional to rotation rate. (a) x-axis scaled to align end
of rotation period. (b) Decay exponent during and subsequent to
rotation. ....................................................................................................... 126
Figure 6.7 Minimum decay rate as a function of non-dimensional rotation rate .... 127
Figure 6.8 Evidence of exponential decaying turbulence through a constant
value of
. (a) a comparison of all rotation rates. (b)(c)(d)(e)(f)
and the erratic behavior of the traditional power law decay
exponent attempting to capture exponential decay. .................................... 130

xiv

1

CHAPTER 1

INTRODUCTION

Turbulence is not easily described but it is easy to give examples. Atmospheric
turbulence such as weather modeling, pollution transport, combustion processes,
chemical engineering problems including mixing and entrainment, air over wind turbine
blades, water over a ship’s hull, within pipes and heat exchangers, etc. are all subjected to
the consequences of turbulence. Understanding the behavior of such turbulent flows and
more importantly the ability to accurately computationally model these flows has broad
engineering and economic consequences. For many years there have existed a number of
models that aim to capture the physics of turbulence and these models have been
employed by the scientific and engineering community the world around. Because of our
collective lack of understanding of the turbulence process, our engineering and scientific
communities are forced to deal with the shortcomings of existing models by building in
tolerances in designs to accommodate modeling inaccuracies. More accurate and cost
effective modeling tools would also allow engineers to explore designs that might
otherwise go untested.

1.1

Anisotropy
Anisotropy in the context of turbulence research typically refers to flow

configurations in which the turbulent velocity fluctuations are not equal when measured
along the different coordinate directions. Anisotropy is caused primarily by the fact that
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energy injected into the turbulence from the mean flow is not isotropic. In a boundary or
shear layer, for example, only the streamwise velocity fluctuations directly receive
energy from the mean flow.

This leads to velocity fluctuations in the streamwise

direction that are roughly twice the level of the fluctuations in the spanwise direction and
depending on the location, the spanwise fluctuations can be orders of magnitude larger
than the wall-normal velocity fluctuations. These secondary turbulence components
receive energy via a process known as return-to-isotropy which continually redistributes
the fluctuating energy among the different component directions.

The smallest

fluctuation levels are the physically important ones, which will be discussed further on in
this section, and they are determined by the rate of redistribution, the rate at which this
energy redistribution occurs is a very important part of a turbulence mode. The other
source of strong anisotropy is walls. Even slip walls cause the velocity fluctuations
normal to the wall to be severely damped. This is because fluctuations normal to the wall
or free-surface will eventually want to travel through the wall or surface and this is
prohibited. Pressure fluctuations arise that specifically damp these normal fluctuations.
Return-to-isotropy, and the energy redistribution associated with that process, tends to
increase the important normal fluctuation levels above the value that simple wall
reflection theory predicts.
Absent any forces to increase or maintain the anisotropy, the velocity fluctuations
are expected to become evenly distributed among the individual coordinate components
over time. (return-to-isotropy). The return-to-isotropy process is not well understood.
Even the overall decay rate of turbulent kinetic energy (TKE) is still a topic of debate,
Davidson [2].

2

1.1.1

Applied Anisotropy
The level of anisotropy in turbulence is important because it can have a direct

influence on how the turbulence affects the mean flow.

As mentioned earlier it is

frequently the minimum turbulence level, not the average turbulence level which dictates
the mean flow evolution. The turbulent kinetic energy measures the average velocity
fluctuation level and it is frequently a component of turbulence models. However, near
walls the normal (minimal) velocity component (not the kinetic energy) actually dictates
turbulent mixing and eddy viscosity levels, Durbin [3]. This is can be seen clearly in
figure 1.1 (data from Kim [4]) where it is shown that the exact eddy viscosity is far better
represented using a model based on the minimum turbulence level than it is on a model
using the kinetic energy.

1000
800
600
R12/U1,2
0.33*k*R22/
0.14*k*k/

400
200
0
0

0.2

0.4

0.6

0.8

1

Figure 1.1 Eddy viscosity in channel flow at Re=590. Red symbols are the exact eddy viscosity. Blue line
is eddy viscosity based on the minimum turbulence level and green line is the modeled eddy viscosity
based on the kinetic energy.

Like the turbulent energy cascade, return-to-isotropy is an inherently non-linear
process which involves turbulence-turbulence interactions.

The return process

significantly influences near wall turbulence. In the corner of a duct the anisotropy is the
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driving mechanism behind large secondary mean recirculation flows, Speziale [5], in
atmospheric and oceanic heat and mass transfer processes like CO2 absorption, in heat
exchanger performance, in wing tip vortices, and a host of important and currently poorly
modeled turbulent flow situations. In order to improve our understanding and impart this
understanding on future engineering projects, better information about the return-toisotropy process is needed. In particular, information about the turbulent structures (i.e.
the shape of the underlying eddies) and their impact on the return-to-isotropy process.
The idea of understanding the return-to-isotropy process by way of structure is the main
premise of the current body of work.

Before this idea is discussed at length it is

important to put these ideas into historical context.

1.1.2

Modeling Anisotropy
At the very lowest level of approximation, anisotropy is neglected in turbulence

models. One-equation models (such as the Spalart-Allmaras model [6], [7]) and the
widely used two-equation models, such as k/ε and k/ω, treat the turbulence as isotropic.
These types of turbulence models are the workhorse of industry and are amazingly useful
given the crudeness of this and some of their other underlying approximations.
Return-to-isotropy is a critical component of more advanced turbulence models.
Figure 1.2 shows the results from two classic experiments of Le Penven [8]. This figure
shows the different turbulence levels for two different anisotropic turbulent flows. Both
figures show the tendency of the turbulence levels to converge to a common value
(isotropic turbulence). Case B even shows the smallest turbulence level increasing in
time due to the return-to-isotropy process.

Like the experiments of Le Penven, which
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were performed in 1985, many of the key experiments Le Penven [8], Lumley [9], Choi
[10] [11], Gence [12], Harris [13] and simulations Rogallo [14], Yamamoto [15] [16]
concerning this phenomena are now quite old. While these were landmark studies in
their time, they focused almost entirely (as did all studies at that time) on the velocity
fluctuations. This was reasonable as it is the velocity fluctuations which ultimately
influence the mean flow and its evolution.

0.04
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Le Penven: Case A
R11
R22
R33

0.0225
0.02

Le Penven: Case B
R11
R22
R33

0.035
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Rij (m2/s2)
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0.0175
0.015
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0.0125

0.015

0.01
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0.0075
0.005
-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25
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0.005
-0.15

0.35

St

-0.1

-0.05

0

0.05

0.1

0.15

0.2

St

(a)
(b)
Figure 1.2 Reynolds stresses for Le Penven case A and case B experiments. Symbols: experimental data.
Dotted lines: Rotta return-to-isotropy model. Case A: Rotta constant = 1.7. Case B: Rotta constant = 2.9.

However, over the years it has proven very difficult to develop return-to-isotropy
models based only on knowledge of the velocity fluctuations alone. The return constants
, such as those of Rotta, used by Le Penven in figure 1.2, invariably differ significantly
for different flows. Reynolds stress transport (RST) models can represent anisotropy and
number of complex return models (Sjögren and Johansson [17], Sarkar and Speziale [18],
Haworth and Pope [19]) have been proposed which attempt to parameterize the decay
rates purely in terms of the anisotropy, but none have been widely adopted. Improving
significantly on predictive accuracy of these types of models requires fundamental
changes in how the turbulence is modeled.
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Recent evidence suggests that it may be the structure of the turbulence not the
anisotropy levels themselves which govern the decay rates. The simulations shown in
figure 1.3 may show little return-to-isotropy because this simulation has very isotropic
structures and slightly anisotropic fluctuations (due to statistical variation).

It is

hypothesize in this work, that a very simple return-to-isotropy model is possible if the
return process is modeled using turbulent structural information.

0.15

0.1

anisotropy

0.05

0

-0.05

-0.1

-0.15

-0.2
0

100

200

300

400

500

600

700

800

900

1000

time

Figure 1.3 The six components of the anisotropy tensor calculated from 512 3 DNS simulations over a very
long time period. In a return-to-isotropy situation these curves would be trending towards zero.

The argument that Reynolds stress anisotropy is not sufficient to predict
anisotropic turbulence decay (developed by these prior groups) is as follows. Two
turbulent flows can have identical Reynolds stress tensors, and therefore identical
anisotropy tensors, and yet be structurally very different.

For example, turbulence

stratified by density or rotation (as in the atmosphere or ocean) has pancake shaped
eddies that are ‘flat’ in one direction (normal to gravity in the density stratified case). In
contrast, the turbulence generated by a shear flow tends to be elongated in one direction
(“cigar” or “hot dog” shaped), see figure 1.4.
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(a)

(b)

Figure 1.4 (a) pancake shaped eddies typical of many stratified turbulent flows (b) long jet like eddies
common in shear flow.

Despite clear differences in their structure, both flows can have identical Reynolds stress
tensors and anisotropy tensors. This suggests that the fluctuations alone (the anisotropy
tensor) does not provide enough information about the turbulence to accurately predict
the tensor’s evolution.
A few advanced modeling approaches (Besnard [20] [21], Kassinos & Reynolds
[22], Van Slooten and Pope [23], Perot & Chartrand [24]) now include turbulent
structural information.

Kassinos & Reynolds define additional single-point tensor

quantities based on the streamfunction derivatives that contain additional information
about the dimension, ‘circulicity’, and ‘stropholysis’ of the turbulence.

In contrast,

Besnard and coworkers [20] use information from the two-point correlations to provide
the additional information required to predict anisotropic decay and return-to-isotropy.
By including structural information (based on two-point correlations), modelers have the
opportunity to radically change the predictive capacity of turbulence models by
increasing the included physics and reducing the number of adjustable constants.
Unfortunately, prior experiments and simulations on return-to-isotropy do not contain
sufficient information to calibrate and develop advanced turbulence models containing
structural information.
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1.1.3

Studying Anisotropy

The study of return-to-isotropy must, by definition, start with the generation of
anisotropy. The decay of turbulence that has been subjected to strain is interesting
because it is a case in which the turbulence can be homogeneous but not isotropic. After
straining, the fluctuations have different magnitudes in the three different principal
directions. The generation of anisotropy via constant strain can be precisely defined and
therefore accurately reproduced in both experiments and in other numerical simulations.
Direct numerical simulation (DNS) allows precise level of control over the parameters
including the strain rate, the initial Reynolds number and turbulent length scale. In
addition DNS provides complete 3D data at both large and small scales for both the
velocity fluctuations and the turbulence structure. Compared to experiments, DNS is
better suited to cover a large range of parameter space. Kurian and Fransson [25] show
that the use of a contraction to isotropize the Reynolds stresses that result from the
anisotropic wind tunnel grid turbulence does not also isotropize the two-point
correlations. Wind tunnels also have trouble with large axisymmetric expansion because
of separation issues. Large rotation rates are difficult to achieve experimentally, as is
rapidly generating and removing walls without creating mean shear.
The return-to-isotropy process is part and parcel of the energy cascade that
transfers energy from large length-scale eddies to smaller length-scale eddies. Studying
return-to-isotropy is therefore equivalent to studying the energy cascade for anisotropic
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turbulence. Since in practice, almost all turbulence is not isotropic, this is an important
endeavor.
The return-to-isotropy process is difficult to accurately model. As discussed
earlier, most turbulence models assume that return-to-isotropy is solely a function of the
degree of anisotropy of the velocity fluctuations. However, one primary tenet of this
research is that the anisotropy velocity fluctuations themselves are not sufficient to
predict the-return-to-isotropy rates. The idea that more information than Reynolds stress
anisotropy is needed to predict anisotropic decay is not new. It has been present by
Kassinos and Reynolds [26] [27] [28] [29] and their coworkers. In addition, perhaps, the
earliest references to the basic idea can be attributed to the turbulence research group at
Los Alamos [20] [21].
This work explores the use of two-point structure information similar to that of
the Los Alamos group, Besnard [20], rather than one-point statistics of the streamfunction
derivatives (used by Kassinos, Reynolds and coworkers) as the additional information
necessary to close the system. For rapid distortion theory (RDT) these two approaches
are equivalent, as they must be. But for the decay case (which is the antithesis of RDT) it
is no longer clear that both approaches to understanding and modeling the anisotropic
decay process are still equivalent.
Kevlahan and Hunt [30] discuss the theory for turbulence when it is being
strained. Under very large strains, rapid distortion theory (RDT), Batchelor [31], applies.
The turbulence evolution can be linearized and solved exactly in this limit. Hällback et
al. [32] describe how this linear theory can even be applied to the non-linear cascade
related terms like the dissipation rate tensor. RDT proves that Reynolds stresses alone
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contain insufficient information to predict their own evolution when the turbulence is
subjected to large strain.
There is relatively little in the way of theory that applies directly to the decay of
anisotropic turbulence, but isotropic decay has been extensively studied. Perot [33]
reviews much of what is available with regard to research into isotropic decay theory.
One of the most critical results for isotropic decay is due to Saffman [34] and it shows
that the behavior of the large scale correlations (or small wave numbers) dictates the
decay rate. This means that both experiments and simulations must be careful to keep the
large eddy length-scale much smaller than the tunnel size or simulation domain. Perot
[33] shows that

should be less than ¼ of the periodic domain size or the decay

of isotropic turbulence becomes length-scale constrained. In order to capture both the
large and the small scales, the simulations reported in this work will be at resolutions of
5123. The additional resolution in the simulations is not used to increase the turbulent
Reynolds numbers over prior calculations. It is used to capture the influential large
scales better and to produce smoother statistics. The simulations in this work are similar
in Reynolds number and resolution to the well resolved simulations of de Bruyn Kops
and Riley [35]. The turbulent Reynolds numbers present in these simulations should be
sufficient to capture the fundamental physics. The turbulent Reynolds number in the
majority of the cases simulated is nearly the same as the turbulent Reynolds numbers in
the classic decay experiments of Comte-Bellot and Corrsin [36].
Another important aspect of the simulations presented in this work relates to the
generation of the initial isotropic turbulence.

It is well understood that the small

wavenumber (or large correlation scales) are set by the initial conditions (IC) and are
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invariant during the decay process. Most simulations therefore inadvertently impose the
decay behavior via the choice of the initial turbulence spectrum or initial turbulence
forcing.

It is desired for these studies that the large scale correlations be formed

physically, and not via the specification of initial conditions. The initial flow for these
simulations is therefore a velocity and pressure of zero. The turbulence is then generated
physically by having small solid and stationary ‘mixing boxes’ in the domain (768 of
them for the 5123 simulations, see Figure 1.5). The fluid is driven past these boxes with a
randomly time varying but spatially uniform pressure gradient. After the turbulence is
established, (developing all the long range correlations naturally), the boxes ‘melt’ and
become zero velocity fluid. More detail on the turbulence generation process is provided
in section 2 and in Perot [33].

Figure 1.5 On the left, stationary mixing cubes located in the simulation domain. On the right, 2D slices in
the XY-plane help to better show the mixing cube density.

Numerical simulation allows this investigation to observe the turbulence over
very long times and at high temporal resolution. Some of the quantities that will be of
interest, such as the decay rate, are extremely sensitive and require both high temporal
resolution and long times to accurately calculate. This work follows the strategy of
Parviz Moin who has long advocated the use of direct numerical simulation to investigate
the fundamental physics of turbulent flows [37]. In particular, it is the logical successor
11

to the pressure-strain investigations of Perot and Moin [38] [39] on the return-to-isotropy
process near walls. The four canonical cases studied in this work neatly define the layout
of this document. Following this introductory chapter which includes a brief review of
turbulence and its modeling, each case will define a chapter followed by chapters on
conclusions and future work.
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2

CHAPTER 2
TURBULENCE

2.1

Turbulence Described
Turbulence is as old as physics and thus by comparison the study of turbulence is

relatively new. It is generally accepted that Osborne Reynolds’ 1883 paper [40] marked
the beginning of the modern study of turbulence. In this paper Reynolds describes flow
visualizations and discusses a critical value for which “the motion of water in parallel
channels shall be direct or sinuous” (i.e. laminar or turbulent). Rott [41] describes how
later (1908) Arnold Sommerfeld [42] would present a paper on hydrodynamic stability at
the 4th International Congress of Mathematicians in Rome and give this critical value the
name still in use today, Reynolds number. Although Reynolds’ papers of 1883 [40] and
1895 [43] are recognized as the start of the modern study of turbulence, it is only right
and just to give credit to earlier known writings on turbulence. Foremost those of
Leonardo de Vinci as pointed out by Richter [44] and cited by Lumley [45]. da Vinci is
apparently describing the fluid motion in much the same way Reynolds is in his 1895
[43] paper where he decomposed velocity into “mean-mean motion” and “relative-mean
motion”, what are often today called the mean and fluctuating parts. Upon observing the
motion of swirling water da Vinci wrote,

“Observe the motion of the surface of the water, which resembles that of
hair, which has two motions, of which one is caused by the weight of the
hair, the other by the direction of the curls; thus the water has eddying
13

motions, one part of which is due to the principal current, the other to
random and reverse motion.”
-Leonardo da Vinci

It is a fool’s errand attempting to recount all the historical endeavors which one
might consider research into the nature of turbulence. The literature is vast and a number
of excellent historical accounts exist. Rott [41] reviews thoroughly Reynolds’ original
1883 [40] work.

Jackson and Launder [46] delve deeper into the contributions of

Reynolds’ papers, giving accounts of the reviews of the papers by the then editor, Lord
Rayleigh, as well as Sir George Stokes and Horace (later Sir Horace) Lamb. Jimenez
describes Kolmogorov’s numerous contributions [47].

Throughout his text P. A.

Davidson [47] cites contributions due to original authors on specific topics in turbulence
research, suggesting further reading at the end of each chapter. Ecke [48] delivers a
condensed summary of historical work in his article “The Turbulence Problem”. Some of
the most in depth accounts of the history of turbulence research and the researchers
themselves is given by J. L. Lumley [45] [49]. In this author’s judgment the most current
and thorough account of the history of turbulence research is given by Peter A. Davidson,
Youkio Kaneda Keith Moffatt and Katepalli R. Sreenivasan [50].
This introduction suggests the starting point of modern turbulence research as
Reynolds’ classic 1883 [40] and 1895 [43] papers, with perhaps some inspiration from
Leonardo da Vinci’s description and illustrations of the flow of water. Reynolds’ works
of course are built on the foundations of Navier-Stokes equations (N-S). It should be
noted here that PDEs such as N-S are the collapse of spatially continuous physical laws
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and quantities, to a single point PDE, an often overlooked point that was originally
intended to allow mathematicians to solve troublesome equations analytically. Although
this document will focus on the theory behind various modeling methods, the methods of
discretizing these PDE’s for solution by numerical techniques is of great importance, not
just for the physics that they represents but for the fact that the physics has been recast as
single point quantities and physics does not happen at any single point in space. Physics,
not surprisingly, resides in physical space and as such any equations describing physics
must contain spatial consideration, Tonti [51]. Numerical solutions of course need not
concern themselves with the PDE but can work directly from the discrete conserved
quantities. The collapse of a spatial accounting of conserved physical quantities to
PDE’s, from control volumes to differential equation, and the translation of the
Langrangian representation to Eularian, Wilcox [52], is meant to facilitate analytical
solutions to N-S. N-S PDEs represent single point physics and as such manipulation of
these PDEs yield only new single point equations. Therefore Reynolds’ 1895 [43] paper
which establishes Reynolds average Navier-Stokes equations (RANS) by way of the
decomposition of unknowns into mean and fluctuating parts yields yet more single point
physics with one more term, the gradient of Reynolds stresses, so no more physics but
one more term. In order to discretize RANS a choice must be made on how to separate
our unknowns in space. The technique has come full circle. Reduce Newton’s second
law to single point physics resulting in N-S, Reynolds decomposition N-S into RANS
(single point physics).

Then a discretization method must be chosen to return to

accurately reconstruct the multi-point physics, Perot [53]. Harlow and Welch [54],
described by Harlow [55] originally suggested the staggered mesh method in order to
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properly resolve continuity. In doing so also conserved secondary physical quantities
such as vorticity see Zhang [56]. Reynolds stresses, as single point physical quantities in
the RANS equations, have been questioned as to their legitimacy for modeling
turbulence, namely rotating flows, (Reynolds and Kassinos [22]). A vast amount of
research exists into the discretization of PDEs for solution by numerical methods. As
important as an understanding of these methods is, to accurate solutions to PDEs, further
discussion of such methods is beyond the scope of this document.
This paper describes a number of the more widely recognized turbulence models
and the theory behind them, starting with the basic turbulent viscosity models all the way
up the complexity ladder to PDF methods.

This introduction has mentioned the

important work of da Vinci and Reynolds. Throughout the remainder of this document
additional important works will be discussed in order to trace the evolution of turbulence
research and modeling with an emphasis on the modeling of the slow pressure strain term
in Reynolds stress transport models. It is, to be sure, not an exhaustive accounting of
turbulence modeling as one can certainly follow citation after citation at infinitum. This
paper does however work to establish a broad overview for the understanding of the
current state of turbulence modeling with an emphasis on and culmination in prior work
on incorporating turbulence structural information.
Turbulence is not easy to describe but it is easy to give examples. Atmospheric
turbulence such as weather modeling, pollution transport, combustion processes,
chemical engineering problems including mixing and entrainment, air flow past wind
turbine blades, internal combustion engines inject a fuel-oxidizer mix into their cylinders,
compresses and ignites it.

All of these seemingly disparate phenomenons share a
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common and complicated attribute known turbulent flow. The equations governing
turbulence, the Navier-Stokes (N-S) equations can be used to exactly represent both
laminar or turbulent fluid flow given the proper initial and boundary conditions.
However owing to their non-linear and coupled nature they are intractable for high
Reynolds number flows when discretized to a sufficient resolution at which numerical
schemes can give an accurate assessment in space and time. As is with chaotic systems,
the N-S equations are deterministic but extremely sensitive to initial conditions, Besnard
[57].

Therefore small variations in initial conditions can lead to vastly different

realizations of the flow. By analogy a raindrop landing atop the continental divide can
migrate east and be carried into the Gulf of Mexico, or west and be carried into the
Pacific Ocean. The determining factor could theoretically be a one molecule difference
within the drop, east or west of the divide, a virtually imperceptible difference in the
initial conditions resulting in vastly different outcomes.
In common engineering flows, the range of scales of turbulence can be enormous.
As an example we here in the Theoretical and Computational Fluid Dynamics Laboratory
have been working to model an experiment performed at NASA Ames’ wind tunnel
facility in California in 2000, [58]. Data was collected and a challenge put forth to the
CFD community to take their best shot at modeling the experimental results with no prior
knowledge of the experimental results. We have built a representative model of these
experiments and are collecting data. As part of the work the ratio of largest to smallest
scales (designated by a y+ = 1, common among numericists) has come to light. This ratio
is on the order of 1 million. It is sometimes helpful to put these types of scales into
human perspective so as to better appreciate the magnitude. To that end, if the smallest
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scales were the size of a basketball and centered here in Amherst, the largest scales would
easily reach Boston. The challenges in modeling the smallest scales in order to predict
their influence on the mean flow encompass significant efforts in meshing, numerical
methods, and post processing, in order to provide a cost effective and reasonably
trustworthy result.
As previously mentioned the N-S equations, fully discretized spatially and
temporally in order to provide reasonable results for engineering flows of interest, is
intractable. Therefore in an attempt to compute turbulent flows at a reasonable cost,
efforts are made to model the effects of the small scale structures of the turbulence on the
mean flow with discretization that is cost effective. This is the impetus for modeling
based on RANS. Reynolds averaging is solely for modeling purposes. Even Reynolds’
peers at the time found his ideas challenging when he first introduced what would later
become known as Reynolds averaging. Upon review of Reynolds’ 1895 paper [43] on
Reynolds averaging Sir Horace Lamb writes to the editor at the time, Lord Reyleigh,
basically stating that the material must be good, as Reynolds basically created the field,
but he couldn’t understand what Reynolds was trying to convey [46]:
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“I think the paper should be published in the Transactions as containing
the views of its author on a subject which he has to a great extent
created, although much of it is obscure and there are some fundamental
points which are not clearly established."

-Sir Horace Lamb

The other reviewer, Sir George Stokes, writes to Lord Rayleigh:

“Dear Lord Rayleigh,
I enclose what Lamb meant for a draft of remarks to be submitted to the
author. I think we are both disposed to say let the paper be printed, but
ﬁrst let some remarks be submitted to the author. There was very good
work in the former paper, and there may be something of importance in
this, but the paper is very obscure. In its present state it would hardly be
understood.”

Yours very truly,
G.G. Stokes
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As incomprehensible as it was when first introduced the idea of a fluctuating
velocity superimposed atop a mean velocity has been the foundation for virtually all
subsequent turbulence modeling techniques.

2.2

Turbulence Modeling
A complete and accurate physical representation of a flow field as a continuum

requires the numerical representation of N-S at a spatial and temporal resolution that is
unreasonable for the vast majority of engineering flows. Therefore the classic shortcut is
to use a spatial and temporal resolution that is economically feasible, along with a
numerical representation of what is known as the Reynolds averaged Navier-Stokes
(RANS) equations which will be outlined at length later in this section. The process of
Reynolds averaging N-S yields an additional term involving what is known as Reynolds
stresses

where

directions respectively. This

and

are the fluctuating velocities in the

and

term is a result of the Reynolds decomposition of the

advective terms within N-S.
It is generally accepted in the field that research into turbulence modeling began
with the seminal papers of Reynolds 1883 [40] and 1895 [43]. Reynolds’ 1883 [40]paper
discussed his experiments in flow visualization in channels while his 1895 [43] paper
gave us Reynolds decomposition leading to the Reynolds average Navier-Stokes
equations (RANS) which are the foundation of almost all of today’s turbulence models.
Reynolds’ 1895 [43] paper, as fundamental as it seems today, was not without
speculation in its day. What is covered in 15 minutes in a present day turbulence class
was, to a certain degree, confusing to even the experts of the day. Then editor of the

20

Philosophical Transactions of The Royal Society, Lord Reyleigh, responded to Reynolds
with Sir Horace Lamb and Sir George Stokes’ reviews, the opening sentence being, “The
referees have found great difficulty in following the argument of this paper;”

The RANS equations described by Reynolds’ 1895 [43] begin from the N-S
equations which are deterministic and exactly describe the time dependent motion of
fluid (i.e. the rate of change of momentum at each point in a viscous fluid). In principal
once the initial and boundary conditions are known the evolution of dependent variables
namely

and

can be tracked exactly. However the effects of nonlinearity and coupling

result in dependent variables that are extremely sensitive to initial conditions such that
after a short time, realizations with seemingly identical (beyond our ability to measure)
initial conditions will look nothing alike. N-S is the implementation of Newton’s second
law

on fluid flow which is an extension of Euler’s equations which do not take

into account viscous forces. Reynolds’ insight was to substitute a mean and fluctuating
part for the instantaneous dependent variables. Starting with N-S (conservation of mass
and momentum), which when considering constant density, become the continuity and
momentum equations (density drops out of mass equation to become the continuity
equations and density is absorbed into ). Additionally kinematic viscosity is substituted
for dynamic viscosity by dividing by density

.

(2.1)

(2.2)
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Reynolds substituted as follows:

(2.3)

To obtain:

(2.5)

(2.6)

Expanding and ensemble averaging each term to obtain a statistical representation of the
equations, Reynolds arrived at the Reynolds averaged N-S equations (RANS).

(2.7)

(2.8)

The last term on the right hand side of Eq. (2.8) is the gradient of the famous
Reynolds stresses, often represented as

. In decomposing

and

into mean

and fluctuating parts, expanding and ensemble averaging, Reynolds produced one more
term with no more physics but equations that are numerically tractable. As a result the
22

RANS equations for turbulence are unclosed with three velocity unknowns,
, one pressure,

, with

and six components of the symmetric Reynolds stress tensor

with

. Unfortunately no new equations have emerged in the

process and thus there exists four equations, one for each component of momentum as
well as continuity. In order to close the system of equations there is a need for some sort
of representations of the last term of Eq. (2.8) (i.e. a model to represent the gradient of
the Reynolds stress tensor).

Determining a representation for the gradient of the

Reynolds stress tensor has been the foundation of virtual all turbulence modeling
research. More importantly, finding representation that is computationally cost effective,
applicable to a broad range of engineering applications and yields reasonable results is
the task of what might be considered “solving” the turbulence problem.
Over the years there has been a diverse set of turbulence models put forth by a
multitude of researchers. A complete review of these methodologies is beyond the scope
of this document. However it is intended that this paper should encompass the generally
accepted categories of turbulence modeling and to emphasize the strengths and
weaknesses of each for the problem of anisotropic decay. While there is much literature
on each type of model listed in table 2.1, and still more on large eddy simulation (LES)
and direct numerical simulations (DNS), this document will give special attention to the
mixing length model as well as Reynolds stress transport models (RSTM). Mixing length
models are important because they are the earliest of models and as such represent the
foundation upon which further developments in turbulence modeling has been built,
laying the groundwork for understanding 1-equations and 2-equation models. RSTM are
a departure from the aforementioned models in that they forgo the use of the intrinsic
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assumption, that the Reynolds stresses are directly proportional to the mean shear and
instead work to model the spatial and temporal evolution of

. In discussing the

shortcomings of RSTM the need to understand the structure of turbulence and the role
that structure plays in return-to-isotropy and turbulent kinetic energy decay will be
unveiled. Finally, more advanced modeling techniques will be discussed. In particular,
probability density function (PDF) methods and their application to modeling both the
mean velocity and Reynolds stresses, the first and second moments of the Eulerian PDF
of velocity.

Model

Fields from
differential Eq. Used
in modeling

Specified fields

Primary quantities
modeled

Mixing length
1-equation

-

1-equation
2-equation
isotropic viscosity
nonlinear viscosity
algebraic stress

-

Reynolds stress

-

Table 2.1 Attributes of RANS turbulence models. Adapted from Pope [59].

2.2.1

Mixing Length Models (“algebraic” or “zero-equation” models)
The earliest turbulence model by Prandtl, the mixing length model, is also known

in modern parlance as an algebraic or zero-equation model. Where algebraic or zeroequation means that no additional equation(s), that is PDE(s), for the transport of any
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quantity have been added to the system of equations in order to close it. This means that
a simple algebraic, non-PDE, representation is being used for the Reynolds stresses.
In order to formulate the mixing length model Prandtl borrowed from Boussinesq’s eddyviscosity approximation the idea that Reynolds stresses (i.e. velocity fluctuations) added
viscosity to the flow in a similar manner that molecular momentum transport is
responsible for a fluid’s dynamic viscosity , Wilcox [60]. Specifically, Boussinesq’s
idea was that if turbulence somehow causes added viscosity then perhaps the velocity
fluctuations of turbulence are analogous the mean free path motion of the fluid’s
molecules in the derivation of viscosity. Boussinesq argued heuristically to replace the
random molecular fluctuations

with the turbulent fluctuations,

, leading to

the turbulent viscosity hypothesis which suggest the turbulent stresses are proportional to
the mean flow.

Analysis of the molecular momentum transport process yields the

definition of the viscous stress tensor

, Wilcox [60], and which can further

be evaluated to derive the shear stress resulting from molecular transport of momentum
in a perfect gas as:
(2.9)

where
(2.10)
resulting in
(2.11)
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Prandtl’s took the liberty of replacing the average thermal molecular velocity

with a

turbulence mixing velocity,

, and the length of the mean free path

with a

turbulence mixing length,

, essentially taking a previously defined microscopic

process which used intrinsic properties of the fluid, and applied macroscopic values using
properties of the flow, resulting in

(2.12)

Prandtl specified

(2.13)

substituting Eq. (2.13) into Eq. (2.12)

(2.14)

is not a physical property of the fluid and thus the

and

can be absorbed

into it.

(2.15)

Defining a turbulent viscosity as:
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(2.16)

combining Eq. (2.16) and Eq. (2.15) yields

(2.17)

As originally shown for the analysis of molecular momentum transport and now extended
to the Boussinesq approximation:
(2.18)

Rearranging we have a representation (model) for Reynolds stresses

(2.19)

Where

(2.20)
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The mixing length model was one of the earliest models developed and one might
say the simplest. It is however incomplete in that it requires a mixing length,
stipulated.

, to be

Unfortunately one size does not fit all and the mixing length is case

dependent. For simple flows where a clear length scale can be defined, such as those of
boundary layers, the model performs well. However, in complex geometries, which are
typically where models are needed most, the length scale is indeterminable and the
modeler is forced to guess a length scale. In such situations results from the mixing
length model can be woefully wrong. Therefore this type of model leaves much to be
desired for flows of practical interest to scientist and engineers. By today’s standards the
mixing length model is not considered worthwhile as a standalone model with the
availability of more cost effective physically accurate alternatives. It is however used for
large eddy simulations (LES) where an inexpensive sub-grid scale model is required.
That being said it is not difficult to understand how simple models based on the
turbulent-viscosity hypothesis, set forth by Boussinesq and known as the Boussinesq
approximation, got their start. Experiments in pipe flow by G. Hagen (1797-1894),
Anderson [61], had shown that decreasing a fluids kinematic viscosity can cause the
onset of turbulence with a corresponding increase in the pressure gradient through the
length of the pipe. Therefore the onset of turbulence must add some sort of viscosity to
the flow.

Turbulent viscosity models developed by way of the turbulent viscosity

hypothesis are simple to implement by incorporating the turbulent viscosity as an
addition to the fluid’s kinematic viscosity. The combination of the two often referred to
as an effective viscosity:
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(2.21)

2.2.2

One-Equation Models
By definition an n-equation model is a model that sets out to track the transport of

n additional flow quantities beyond conservation of mass, momentum and energy. Some
such quantities we will see are kinetic energy, , in the one-equation model, and

and

in one example of a two-equation model. To explain the one-equation model we look
back at the definition of turbulent viscosity described in the previous section.
The mixing length model defines a turbulent viscosity as:

(2.22)

Considering the myriad of possible flow configurations it can be understood that there are
areas of the flow where

and therefore

go to zero. Some examples are the

centerline of a round jet as well as decaying turbulence behind a grid. Clearly in these
situations turbulence exists and therefore some measure of turbulent viscosity should
remain. Rather than estimating

with values of mean shear both Kolmogorov (1942)

and Prandtl (1945) (see Wilcox [60]) suggested using the velocity scale of the turbulent
kinetic energy. This would eliminate the issue of vanishing turbulent viscosity in the
areas of zero mean shear so long as turbulent fluctuations were present. The definition of
turbulent viscosity Eq. (2.22) can be written as:
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(2.23)

Equivalently we can define a velocity scale as:

(2.24)

And thus turbulent viscosity can be defined as:

(2.25)

The velocity scale is then alternatively defined by way of the square root of kinetic
energy.

(2.26)

And thus the turbulent viscosity is defined by way of kinetic energy.

(2.27)

To define
importantly

, values for

and

still need to be estimated for each flow and more

has spatial and temporal dependence and as such a transport equation is
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derived for

. This one-equation model, the transport of

equation, has added

complexity over the simple mixing length model and thus should be able to capture more
physics. It has also eliminated the issue of vanishing turbulent viscosity in regions of
zero mean gradients. In developing the transport equation for , terms for production,
diffusion and dissipation are created, Pope [59].

(2.28)

While the terms on the left side of the equation:

(2.29)

are exact (just accounting), and the production term, , is the result of transfer of kinetic
energy from the mean flow to the fluctuating flow and is considered to be known, Pope
[59].

(2.30)

It should be noted that the equation for the mean flow kinetic energy has an equal and
opposite term as it gives up energy to the fluctuating part. This is analogous to the mean
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flow shear giving up internal energy to the fluid by way of viscosity, but in this case the
Reynolds stresses are thought of as viscosity and the mean flow shear gives up kinetic
energy to the fluctuating flow. The divergence of the energy flux,

, as well as the

dissipation, , are unknown and need to be modeled in terms of what is known. The
energy flux,

, from the exact equation for transport of

is;

(2.31)

Where the fluctuating rate-of-strain tensor:

(2.32)

This is modeled using the gradient-diffusion hypothesis which is mathematically
analogous to Fick’s law of molecular diffusion or Fourier’s law of heat conduction,
which states that the heat flux

is proportional to the temperature gradient,

, with the

proportionality set by the thermal conductivity of the material, . The gradient-diffusion
hypothesis uses the turbulent viscosity divided by the turbulent Prandtl number (usually
) as the constant of proportionality. This hypothesis postulates that there is a flux
of

down the

gradient.

Fourier’s Law
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Gradient diffusion
hypothesis

Finally the dissipation of kinetic energy, , (i.e., the time rate of change

) must be

modeled. As such we must find a combination of ‘known’ quantities that resolve to give
units identical to those of

(2.33)

that is units of:

While it is somewhat intuitive to attempt to model the dissipation term using the smallest
scales, after all dissipation happens at the smallest scales, these scales are Reynolds
number dependent and therefore change from one flow to another which of course does
not lead to a general model. As shown in figure 2.1, as

is increased the smallest

scales become ever smaller, adjusting to accommodate the increased energy and
dissipation needed. The size of the smallest eddies decrease and therefore the gradients
they produce between one another increase allowing for greater dissipation.
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Figure 2.1 The model spectrum for various Reynolds numbers, scaled by kinetic energy, , and energy
containing scale
. Adapted from Pope [59].

Turbulent kinetic energy is inserted into the spectrum at the largest eddies where
the length scales,

, are directly governed by the length scale of the geometry of the

flow. Owing to the concept given to us by Richardson, that energy cascades from the
larger scales to the smaller and there dissipated into heat. It is justified that we model
dissipation by the energy entering the spectrum and consider it equivalent to the energy
being dissipated. Thus dissipation can be modeled using a known length scale,
where

,

is the integral length scale defined as:

(2.34)

In words this states that we can define the length scale of the largest eddies by integrating
the two point correlations over all

and normalizing by the Reynolds stress

We expect the two point correlation to drop to zero as
The dissipation length scale is defined as
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tends toward infinity.

.

(2.35)

And thus dissipation can be defined if a suitable length scale can be prescribed. This can
be done using
and

, Eq. (2.34), provided a consistent relationship between

can be shown. Figure 1.5 shows just such a relationship as a function of Reynolds

number.

Figure 2.2 Ratio of the longitudinal integral length scale

to

as a function of Reynolds

number for the model spectrum. Adapted from Pope [59].

Dissipation can therefore be modeled as

(2.36)

where

is a model constant.

Then for convenience dissipation can be recast as

turbulent viscosity by combining Eq (2.27) and Eq. (2.36), Pope [59].
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(2.37)

To summarize the one-equation model the steps of this section as well as previous
section on zero-equation models are retraced.

Simple algebraic models require the

stipulation of a velocity scale which is defined by the product of a mixing length and
mean flow velocity gradient Eq (2.22). The shortcoming of this is that there are areas in
the flow where the mean flow velocity gradient is zero yet turbulence is clearly present.
Such a case would be at the centerline of a round jet. In order to remedy the problem
Kolmogorov and Prandtl both suggest using kinetic energy as a route to velocity scale,
, as this will always be positive and can provide a measure of turbulence in areas
where the mean flow gradients go to zero which empirical evidence would seem to
dictate. Temporal and spatial dependent values of
a transport equation for

are determined by solving

which, like any scalar transport equation, requires terms

for production, dissipation, and redistribution, also known as energy flux, Pope [59].
However a length scale is still needed in order to determine turbulent viscosity. The next
level of complexity is achieved by attempting to improve upon the model for dissipation
by developing a transport equation for . This leads to the two-equation models such as
the classic and well used k-epsilon model (

2.2.3

).

Two-Equation Models
The idea behind the two-equation models, specifically the

model, is not a

complete departure from one-equation models or algebraic (mixing length models). It is
simply what is thought to be a better way of predicting the turbulent viscosity through an
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improved estimate of a turbulent length scale and thus a more accurate representation of
the evolution of the turbulent viscosity,

, and thus the Reynolds stress term of the

RANS. Therefore two-equation models, as well as one-equation and algebraic models,
all operate under the turbulent-viscosity hypothesis that the Reynolds stresses are
proportional to the mean shear, Eq. (2.19), with the proportionality given by the turbulent
viscosity defined as, Eq. (2.20). Specifically, in the case of

,

is defined by a

transport equation rather than using the integration of longitudinal velocity correlation,
Eq (2.34). Harlow’s scientific memoir [55] describes the impetus and introduction of
.
As previously mentioned an n-equation model is a model that sets out to track the
transport of n additional quantities beyond conservation of mass momentum and energy.
As such two-equation models track the transport of two flow properties. The twoequation

is one of the most widely used models in commercial CFD packages.

The transport equation for

is arrived at by taking the trace of the Reynolds stress

transport equation as described by Wilcox [60]. The accepted method for modeling the
transport of

does not resemble the method used for

transport equation for
thus

. Efforts undertaken to derive the

as was done with the Reynolds stress transport equation, and

, become extremely cumbersome. Wilcox [60] shows the dissipation transport

equation and expresses the generally accepted position with this equation.
referring to the triple correlations found in the

When

transport equation Wilcox states: “These

correlations are essentially impossible to measure with any degree of accuracy so that
there is presently little hope of finding reliable guidance from experimentalists regarding
suitable closure approximations”. Libby [62] explains; “Formal derivation of a partial
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differential equation for the mean viscous dissipation can be carried out by appropriate
operations applied to the momentum equations…but the complexity resulting from this
formal attack and the extensive and uncertain modeling needed to reduce the resulting
equation to a usable one calls for a pragmatic alternative.” Pope [59] explains, “The
exact equations for

can also be derived, but it is not a useful starting point for a model

equation. This is because

is best viewed as the energy flow rate in the cascade and it is

determined by the large-scale motions, independent of the viscosity (at high Reynolds
number). By contrast, the exact equation for

pertains to processes in the dissipative

range. Consequently, rather than being based on the exact equation, the standard model
equation for

is similar to other scalar transport equations and thus contains terms for

diffusion, production and dissipation.

(2.38)

As such the transport equation for dissipation is simply a dimensionally consistent
analogy to the transport of

with a time scale given by

, Durbin [63], and the

length scale defined as

. In order to arrive at this the

makes the assumption

that at high Reynolds numbers the dissipation and production rates are close in magnitude
(i.e. energy entering the spectrum at the larger scales equals energy leaving at the
dissipative scales), and from empirical observations, Pope [59] that
constants associated with the “standard”

model are:
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. The

(for

)

The

model is not without limitations. In particular it has difficulties near

solid walls with the dissipation term as
the wall goes to zero while

don’t go to zero at the same rate.

and

is finite and thus

tends to infinity.

proposed an alternative two-equation model, the k-omega

at

Wilcox [60]

model, that would

specify the evolution of the time scale. Such an equation would combine the evolution
equations for

and as

for non-homogeneous flows or

.

In summary, two-equations models operate under the turbulent-viscosity
hypothesis, that the turbulent fluctuations create additional viscosity, known as “turbulent
viscosity”, in a similar manner as that the molecular motion of fluid particles transport
momentum and create kinematic viscosity. As discussed in section 1.2.2 the turbulent
viscosity is modeled with the equation
density to obtain
and

. First ,

, or if preferred, divide through by

. It is clear then that what is needed is a model for the
is solved for by

where

is modeled with one half the trace

of the RANS equation Eq. (2.8). The length scale
where

is arrived at by

is modeled not with a formal transport equation for , as this equation becomes

unwieldy, but with a dimensionally consistent analogy to the transport of
(2.28) with the time scale defined as

. An alternate two-equation model is the

. As defined by Wilcox [60] the inverse time scale is defined as
The transport equation for

as seen in Eq.

remains unchanged and the

equation:
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.

equation is replaced with the

(2.39)

This is entirely uninteresting for homogeneous flows with (i.e. no diffusion term) as
dependent variables are just being algebraically manipulated between Eq (2.38) and Eq.
(2.39) using the identity

. However with inhomogeneous flows the diffusion

term has a part to play and we are taking into account gradients of the inverse time. The
and
function with

2.2.4

models have been used in concert. Mentor [64] used a blending
near the walls and

in the free stream regions.

Reynolds Stress Models (Second-Moment Transport, Second Order Closure,
Reynolds Stress Transport)
The

model is deficient for a number of reasons. Most notable is the fact

that the Reynolds stresses are represented by way of turbulent viscosity using kinetic
energy as the basis for velocity scale which does not properly represent turbulence
anisotropy. In addition the turbulence is represented as directly proportional to mean rate
of strain which predicts no lag between mean rate of strain and turbulence quantities.
Empirical observations indicate otherwise.
Rather than attempt to solve for an eddy viscosity and model the Reynolds
stresses as proportional to it, Reynolds stress models track the very transport of
. The derivation of the Reynolds stress transport equations will not be examined in
depth here. Wilcox [60] and many other texts do an excellent job covering this which
culminates in:
40

(2.40)

Where the second term on the left side, the flux of Reynolds stresses, contains individual
contributions due to turbulent convection,
, thus

, fluctuating pressure,

, and diffusion,

. This is done because the contribution of each is

considered to be insignificant relative to the remaining terms, production,
pressure rate of strain tensor,
,
tensor,

, as well as

, and diffusion,

, the

. While models are required for

, modeling efforts can be focused on the pressure rate of strain

, by first considering homogeneous turbulence which sends the flux of

Reynolds stresses to zero. The pressure rate of strain tensor and the flux of Reynolds
stresses due to fluctuating pressure or “pressure flux”,
pressure gradient tensor,

, are derived from the velocity

, by writing the pressure gradient tensor in conservative form,

calling it the pressure transport term and decomposing it using Leibniz rule (i.e. product
rule) into the velocity pressure gradient tensor and pressure rate of strain tensor as
follows:

(2.41)
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In homogeneous turbulence the gradient of the pressure transport term (left side of Eq.
(2.41)) is zero and therefore all redistributive terms are equivalent,

. It

should be noted that it is common to split the terms in Reynolds stress modeling into
“rapid” (linear),

, and “slow” (non-linear),

, terms. This is done by

assessing the Poisson equation for fluctuating pressure using Reynolds decomposition
Pope [59]. The rapid pressure rate of strain is so called because it involves mean flow
gradients and thus responds immediately to changes in these gradients Pope [59]. The
slow pressure-rate-of-strain term tends to be slower because it is due to nonlinear
turbulence-turbulence interactions. To further reduce the complexity and isolate the
pressure rate of strain tensor it is convenient to consider decaying homogeneous
anisotropic turbulence. Not only does this eliminate production but as stated it results in
the elimination of mean shear and thus rapid pressure-rate-of-strain,

. This

allows for the evaluation of redistribution with a simplified Reynolds-stress equation.

(2.42)

Eq. (2.42) constitutes the time dependent redistribution kinetic energy among the
individual components of

or what is known as return-to-isotropy as the individual

components become equal,

in the absence of production or

walls.
In order to understand the modeling of return-to-isotropy it is imperative to make
clear the underlying concepts of anisotropy and represent it via a quantifiable tensor.
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Isotropic turbulence is defined as the equal distribution of kinetic energy among the
diagonal components of the Reynolds stress tensor

(2.43)

where:
(2.44)

And

is the Kronecker delta defined as:

(2.45)

However in typical flows of engineering interest anisotropy is the norm. In order to
evaluate such flows the individual components of the Reynolds stress tensor and their
deviation from isotopic turbulence (anisotropy) must be quantified.

To do so the

deviatoric or anisotropy tensor is defined as:

(2.46)

The normalized anisotropy tensor is then defined as:
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(2.47)

Important to effective turbulence modeling is capturing the time evolution of the
normalized anisotropy tensor,

. That is, how does turbulent kinetic energy get

redistributed among the individual components and return to equilibrium (return-toisotropy). To evaluate this, the Reynold-stress equation for homogeneous, decaying,
anisotropic turbulence is considered:

(2.48)

this is recast as

(2.49)

implementing the product rule

(2.50)

given the simplified flow condition, dissipation of k is
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(2.51)

Eq. (2.47) is rearranged as

(2.52)

Substituting Eq. (2.52) and (2.51) into (2.48)

(2.53)

Rearranging yields

(2.54)

If then

is assumed to be proportional to

(2.55)

We can arrive at Rotta’s proposed model for
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(2.56)

With his model for

Rotta (1951) [65] addressed the drawbacks associated with

two-equation models such as

. Namely the fact that the two equation models

instantaneously produce Reynolds stresses in the presence of mean shear. Two-equation
models do not take into account the time evolution of turbulence. For instance the fact
that large scale eddies can quickly carry Reynolds stresses to different points in the flow
domain without the need for them to be produced locally. Rotta’s model amounts to
taking the

model and adjusting the anisotropy with a time scale to take into

account the fact that the Reynolds stress anisotropy does not respond instantaneously to
the mean flow.
Rotta’s model effectively states that the slow pressure rate of strain is
proportional, by a constant

, to the amount of anisotropy,

, or

It

seems logical to propose such a relation. However empirical evidence does not bear
results that support the assertion that

is a constant. Once again, figure 1.2 shows result

of Le Penven [8] and it is a clear indication that starting from two different initial
conditions of turbulence anisotropy, one must use different values for

in the Rotta

model in order to match the empirical data of decaying anisotropic turbulence.
A convenient way of visualizing return-to-isotropy is by way of an anisotropy
map which displays the trajectory of return-to-isotropy. One such map, developed by
Lumley and commonly referred to as the Lumley triangle, plots the 2nd and 3rd invariants
of the normalized anisotropy tensor defined as:
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(2.57)

(2.58)

Figure 2.3 shows plots of Rotta’s linear return model as well as the more general
non-linear return model proposed by Sarkar and Speziale [18].

These models for

decaying anisotropic turbulence suggest the initial distribution of anisotropy to follow the
trajectories to the origin as shown in the plots. That is, two anisotropic conditions that at
any time during the decay occupy the same point in space on the invariant plot should
return to the origin along the same trajectory. Empirical data from Perot [66] indicate
that neither Rotta’s linear return model nor Sarkar and Speziale more general non-linear
model properly capture the return process.

(b)

(a)

Figure 2.3 (a) Return trajectories predicted by Rotta’s linear return model [65]. (b) Trajectories predicted
by the nonlinear model of Sarkar and Speziale [18]. Adapted from Pope [59].
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As discussed by Pope [59], Sarkar and Speziale [18] took a more general
approach than Rotta in order to come up with their nonlinear model. If it is assumed that
the slow pressure rate of strain tensor is proportional to some function dependent on
characteristics of the flow and fluid properties, it can be envisioned that

(2.59)

or in non-dimensional form as

(2.60)

where

. Even further generalization can be achieved by assuming

(2.61)

where

represents every possibility of deviatoric tensor formed by b and

coefficients thereof.

Pope [59] continues with further manipulation by way of the

invariants of the anisotropy tensor and the Cayley-Hamilton theorem to arrive at

(2.62)
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As can be seen, Eq. (2.62) contains nonlinear terms and thus the trajectories within a
return-to-isotropy map such as Lumley’s become more interesting than those of Rotta’s
linear model. However due to the fact that no new information has been incorporated
into the derivation of the nonlinear return model, only

were used, one

cannot hope to achieve trajectories that cross as is shown in figure 2.4.
Results such as those shown in figure 2.4 indicate that more information than the
current state of anisotropy (i.e. the magnitude and relative values of the Reynolds
stresses) is required to describe the isotropic decay of turbulence. There exist a handful
of models that take into account the structure of the turbulence in an attempt to improve
the prediction of return-to-isotropy. Some such models are the Oriented-Eddy Collision
model, as described by Martell and Perot [1]. Models by Besnard [20], Van Slooten and
Pope [23], Kassinos and Reynolds [22], Saffman and Pullin [67] use structure to predict
the fast pressure strain but no to predict the slow pressure strain and therefore the returnto-isotropy.
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Figure 2.4 The effect of initial conditions. Isotropic turbulence subjected to plane strain and its subsequent
decay (return-to-isotropy).
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2.2.5

Probability Density Function (PDF) Methods
PDF methods differ fundamentally from previously described methods in that

they aim to describe the dynamics of the turbulence by way of statistics.

More

specifically PDF methods use statistical distributions as a representation for the
properties of each fluid particle within the domain of interest.

For the sake of a

simplified introduction it is safe to visualize a Gaussian distribution as the shape of a
given PDF. In its simplest form a PDF represents the probability that a fluid particle at a
specific location will have a specific velocity at a specific time

. From an

Eulerian point of view imagine that for every location in space a PDF exists that
describes the properties of that location’s current fluid particle. Similarly, a Lagrangian
view point would track a given particle through space and time and its assigned PDF
would evolve to represent its properties. From the PDF we can back out useful quantities
of interest. Multiplying by velocity and integrating over velocity space we can arrive at
the mean velocity:

(2.63)

Where

is the triple integral in velocity space with

. Additionally we can

arrive at the Reynolds stress tensor:

(2.64)
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Owing to the fact that PDF methods are based on the statistics of many possible particles
it is necessary to discuss an evolution equation for such a continuum. In order to do so
the Boltzmann equation is introduced:

(2.65)

The Boltzmann equation describes how a PDF evolves as a result of the collisions of
every particle in the system. The left hand side of Eq. (2.65) is exact in that it simply
accounts for the evolution of the PDF with the third term representing body forces such
as gravity or Coriolis effects. The single term on the right side of Eq. (2.65) represents
the summed effects of all particle collisions.

There is a physically “correct”

representation of the collision term but it involves tracking every particle. Although
theoretically accurate it is an exercise in futility from an engineering standpoint as it is
simply not tractable for any flow of interest. Rather than track all the particles a model
can be employed to represent the resulting behavior or average of all the collision (i.e. a
model for the collision term). In 1954 Bhatnager, Gross and Krook [68] (BGK) came up
with one of the simplest of models for the collision term:

(2.66)
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Where

is the intrinsic turbulent time scale,

function and

is the equilibrium distribution function (the Boltzmann-

Maxwellian distribution function with a half width of
toward

is the current particle distribution

) Chen, [69]. As

evolves

the effect of the collision model, the right hand side of Eq. (2.66), tends

toward zero which is of course not a good representation of turbulence. This model
produces a constant viscosity related to the inverse time scale,

.

The next level of complexity for modeling the collision term aims to eliminate the
evolution to zero of the collision term seen in BGK. The Fokker-Planck equation:

(2.67)

which includes a “drift” term allowing the mean of the PDF to move toward a new value
but also causing an increase in kurtosis or peakedness in the distribution due to the fact
that random fluctuations are being removed from the distribution. To counteract this
decaying effect of the drift, a second “diffusion” term is included which adds zero-mean
random walk increments of standard deviation. Coefficients lay in front of both the drift
and diffusion terms and getting these coefficients correct in order to properly represent
turbulence is the goal. For the turbulence these coefficient require a more general form
and are themselves tensors.
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The use of Fokker-Planck as effective tool for the evolution of the PDF to
represent turbulence quantities is only as good as the collision term model.

The

Langevin equations can be used as a way to numerically compute PDF equations.

The Langevin equation is defined as:

(2.68)

And its finite difference counterpart as:
(2.69)

The Langevin evolves in what is known as an Ornstein-Uhlenbeck (OU) process. This
process is a statistically stationary, Gaussian, Markov process with continuous sample
paths that are nowhere differentiable with an autocorrelation function described by:

(2.70)

Which when compared to DNS data shows good agreement, Pope [59]. Figure 2.6 shows
five realizations of a stochastic path, OU process of

, generated from the Langevin

equation as well as agreement between the autocorrelation of the OU process and the
structure function (autocorrelation in time) extracted from DNS data.
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(b)

(a)

Figure 2.5 (a) Realizations of stochastic sample paths of Ornstein-Uhlenbeck (OU) process. (b) Line,
Langevin model autocorrelation
: solid symbols, experimental data of Sato and Yamamoto
(1987) ►
,◄
, ○ DNS data of Yeung and Pope (1989),
adapted from Pope [59].

Figure 2.5 (b) makes a powerful statement allowing for the two parameters of the
Langevin Eq. (2.69),

, and

, to be expressed as the properties of turbulence,

and . This is accomplished through the comparison of structure functions define by the
Kolmogorov hypotheses and that of the Langevin equation, Pope [59]. Therefore a
heuristic, stochastic process can be combined with empirical data to yield a PDF
representation for a particle’s velocity.
In summary, the Langevin equation is a statistical representation of how a
particle’s velocity might fluctuate with time. Its validity is supported by empirical data
(DNS) as shown in figure 2.5 (b). A PDF of this Langevin’s OU process can then be
generated, represented as

. Using the Fokker-Planck equation the evolution of

the PDF through space and time can then be evaluated, keeping in mind that at any time
Eq. (2.63) and (2.64) are available to recover the meaningful turbulence values of mean
velocity and Reynolds stresses.
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Since their introduction the most commonly used PDF method is that developed
by Pope [70]. Perot took Popes use of PDF methods a step further. Pope’s PDF methods
only use PDFs dependent on position, velocity, and time,

. Perot added to this

the turbulence’s structure in the form of eddy orientation,

. Others before

Perot had used the idea of including structure, D. Besnard, F. Harlow, R. Rauenzahn, C.
Zemach [20] but not via PDF methods. It should be noted that no matter what one does
with Pope’s PDF method the results are still going to be a function of single point
velocity fluctuation because that is all that was ever include in the PDF representation at
the outset. So structure, if one is to use it, must be included at the outset as one of the
probabilities that the distributions depends on. In this way an evolution equation for
velocity fluctuations can be generated that takes structure into account.

When

considering the importance or effect of structure on turbulence modeling it is instructive
to consider the possible Reynolds stress distributions within a given domain of turbulence
as these Reynolds stress tensors are the basis for most turbulence modeling today.
Isotropic turbulence can be represented by randomly fluctuating velocity fields that are
identical in each coordinate direction. Consider for example figure 2.6(a) which depicts a
measured turbulent velocity. If this same velocity distribution were to be measured in
each coordinate direction the turbulence would be considered isotropic. What is often
overlooked however is the fact that any combination of figure 2.6(a) through (e), aligned
in the individual component directions would also result in isotropic turbulence owed to
the fact that each plot’s RMS value is identical. Take a specific case where the
1.9(a),

= 1.9(c), and

=

= 1.9(e). These are three very different distributions but each

is represented by the same Reynolds stress value. Now it becomes easier to envision that
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structure may need to be incorporated into turbulence modeling in order to properly
capture return-to-isotropy. As can be imagined, if Reynolds stresses of the same value
can be derived from vastly different velocity distributions, anisotropic turbulence
certainly can.

Based solely on heuristic arguments it seems natural that decaying

anisotropic turbulence, with differing velocity distributions would naturally lead to
different patterns of decay. As a difference in decay would be imagined between cases of
the (

= 13(a),

= 13(a),

= 13(a)) and (

= 13(a),

= 13(c), and

= 13(e))

and these two cases would not traverse the Lumley triangle along the same trajectory.

Figure 2.6 Sample paths of five statistically stationary random processes. The one-time PDF of each is a
standardized Gaussian. (a) A measured turbulent velocity. (b) A measured turbulent velocity of a higher
frequency than that of (a). (c) A Gaussian process with the same spectrum as that of (a). (d) An OrnsteinUhlenbeck process with the same integral timescale as that of (a). (e) A jump process with the same
spectrum as that of (d). Adapted from Pope [59].
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3

CHAPTER 3

SIMULATION METHODOLOGY

3.1

Numerical Method
The incompressible Navier-Stokes equations with constant viscosity are solved

with the classic 2nd–order Cartesian staggered mesh spatial discretization of Harlow &
Welch [54]. A 3-step and 2nd-order low-storage Runge-Kutta method is used for time
advancement. The pressure and incompressibility constraint are enforced by using the
classic fractional step method [71] or the exact projection method [72]. The inviscid, no
penetration, boundary condition is directly enforced on mixing box walls with this
discretization because the normal velocity flux on a wall is a primary unknown of the
method.

The viscous no-slip condition on walls is enforced by choosing velocity

gradients on the wall so that the tangential velocity goes to zero on the wall.
This numerical discretization has been widely used for turbulence simulations
when complex wall boundary conditions are present (see Perot & Moin [38], Le & Moin
[73], Martell et al. [74] and the references therein). This method is favored because it not
only conserves mass and momentum like finite volume and spectral methods but because
it also conserves physically important secondary variables such as vorticity and kinetic
energy. The kinetic energy cascade is central to the correct physical prediction by any
DNS simulation, so it is attractive to know that this discrete system respects the energy
and vorticity physics of the Navier-Stokes equation system. The method is validated in
section 2.3. Numerical methods with attractive secondary conservation properties are
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discussed extensively in Perot [53], and a general methodology for generating such
discretizations can be found in Perot and Subramanian [75].
Fourier spectral methods are common in DNS simulations of turbulence, and were
used for all the previously cited simulations of plane-strain turbulence. However, in the
situation where turbulence arises physically from mechanical stirring and it is not
imposed as an ad hoc initial condition or due to a forcing term, Fourier spectral methods
are not appropriate. The required wall boundary conditions cannot be imposed with an
inherently periodic Fourier spectral method.

The reader should also be strongly

cautioned about assuming that Fourier methods are significantly more accurate than a
physics capturing (mimetic) 2nd order method for DNS simulations.

In DNS, the

solutions are not sufficiently resolved to a level where only the leading order error of a
Taylor series expansion matters. All error terms are relevant in DNS, not just the leading
order one in the Taylor series expansion.

The described method resolves small scale

fluctuations (dissipation spectra) as well as FFT based methods with the same resolution
(section 2.3).

3.2

Turbulence Generation
The generation of the turbulence is a important component of this work because

the large scale correlations have a direct affect on the decay process. It is therefore
important that those large scales arise from some physical process (such as mixing by
cubes) and are not being directly imposed by any human choices about the initial
conditions or the large scale forcing. For the simulations shown in this work 768 small
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no-slip cubes are randomly distributed throughout the domain (for the 5123 cases). These
small mixing cubes fill less than 2% of the total fluid volume (see figure 2.1).
The cubes remain fixed in place and the turbulence is generated by imposing an
external, constant in space, acceleration. This is equivalent to performing the calculation
in a time varying linearly accelerating reference frame (shaking). The direction of this
acceleration is changed randomly every 0.3 seconds, but its magnitude is specified by the
user. The shaking time scale is much less than the initial large eddy timescale (which is
on the order of 2.0), but long enough to create a wake behind each cube that is
sufficiently long enough to interact, on average, with a neighboring cube. A typical value
of the acceleration is 100 cm/s2 (or about 1/10 the acceleration of gravity). The shaking
is performed for 5.1 seconds in most simulations (or 17 different accelerations). The
primary acceleration (shaking) is then turned off and a restoring acceleration,

, is

allowed to act for another 1.9 seconds. After 1.9 seconds the restoring acceleration
(which is exponentially decaying in time) causes the mean flow to be extremely close to
zero. A mean flow of zero is not necessary for the code, but it does allow the simulation
to take slightly larger time steps (by minimizing the CFL stability criteria), and it does
seem to lead to better statistical accuracy at very long times when the fluctuations can
become smaller than the mean flow.

During this 1.9 second period the turbulence

changes from being accelerated to being in isotropic decay. At the end of this period (at a
time of 7) the boxes instantaneously turn into zero velocity fluid. It tends to take about
one or two large-eddy turnover times for the surrounding turbulence to fully merge with
(chew up) the small regions of zero velocity fluid where the stirring boxes used to be.
The flow tends to behave like ideal (Saffman, k2) decaying turbulence by a time of 12.
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Figure 3.1 is a pictorial representation of the turbulence generation process (Stages 1 – 2)
followed by the straining (Stage 3) and decay (Stage 4) for the case of axi-symmetric
contraction.
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Physical units are not needed by the computer, but can be helpful for the reader,
and make the discussion simpler. If the simulated fluid is water at standard temperature
and pressure (with ν = 10-2 cm2/s) then the domain size (after straining) is a cube that is
48 cm on a side. The small cubes that stir the turbulence are 1.4 cm on a side. And in the
5123 simulations there are 768 of them randomly placed in the domain.

The total

volume of all the stirring elements is therefore 1.93% of the total simulation volume. The
mesh size itself is 0.9375 mm (which is 1/15th of the stirring cube size).

At early times

in the simulation, the timestep can be as small as 1/1000th of a second. In all the
simulations it is never larger than a 1/10th of a second. All the simulations run out to a
time of roughly 100 seconds. More details can be found in reference [33].
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3.3

Validation
An example of the 3D energy and dissipation spectra generated by the stirring

process is shown in figure 2.2(a) and 2.2(b) at a time of 12 seconds. Data for these plots
is generated from the plane strain case (solid black lines) but similar results appear in
each of the canonical cases performed. This snapshot of the energy spectra is taken 5
seconds after the stirring boxes have been removed and at the point in which the kinetic
energy decay exponent has asymptoted to its theoretical value of 6/5. These spectra are
compared with other simulations and experiments with symbols being data from the
second measurement station of Comte-Bellot and Corrsin [36] (tU/M = 98) and dashed
lines being data from a simulation by Wray [76].

The Comte-Bellot and Corrsin

experiments have a Taylor microscale Reynolds number of 65.3 at this measurement
station while the plane strain example has a Taylor microscale Reynolds number of 50.8.
The peaks of the simulation and the Wray data have been scaled to match the
peak in the experimental data.

The wavenumbers were scaled to have the same



Kolmogorov length scale L   
3



14

.

Both the low wavenumber and high

wavenumber (dissipation spectra) are well captured. de Bruyn Kops and Riley [35] also
computed this Reynolds number with a spectral code and 5123 mesh points, with very
similar results.
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Figure 3.2 (a) Energy spectra. (b) Dissipation Spectra. Solid lines current simulations. Symbols ComteBellot & Corrsin [36] at tU/M=98 (second station). Dashed lines spectral 512 3 simulation by Wray [76].

3.4

Moving Mesh for Straining
When the fluid is being strained, the simulations are performed on a moving mesh

that moves with the mean flow. The incompressible Navier-Stokes equations in an
arbitrary moving reference frame, moving with a velocity , are

(3.1)

The equation for the mean velocity, which for the case of plane strain is constant
in time and varies linearly in space, then becomes.

(3.2)

The second term is zero for plane strain where the turbulence is homogeneous,
and for these simulations the reference frame moves with the mean flow
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, so the

first term is also zero. This means that the mean pressure is spatially constant (and set to
zero for simplicity). As a result of Eq. (3.2), the equation for the fluctuating velocity, u 'i
, in a moving frame is (in Cartesian tensor notation):

(3.3)

This has a form similar to the Navier-Stokes equations but with an extra source
term (third term on the left hand side) that is due to the mean flow. By example, in the
case of of plane strain the mean velocity gradient tensor is a diagonal tensor and the result
of this extra term is to cause exponential decay for the x-direction fluctuations and
exponential growth of the y-direction fluctuations.

Incompressibility, diffusion, and

advection, then modify this forcing term. In the RDT limit, the mean gradient forcing
term is large and only the pressure is large enough to modify its effects.
Eq. (3.3) uses essentially the same transformation used by Rogallo [14], but the
implementation looks very different because Rogollo’s equations are first transformed
into wavespace. Solution for the fluctuations rather than the total velocity is attractive
because it allows one to use periodic boundary conditions for the sides of the simulation
domain.

In plane strain the total flow is not periodic because the mean flow is not

periodic, but the fluctuating velocity and pressure fields can be represented as periodic
fields.
The simulation methodologies described within this chapter are consistent across
all of the simulations examined in the present body of work. The chapters that follow
deliver results arising from the various canonical cases considered.
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CHAPTER 4

PLAIN STRAIN

4.1

Overview
Direct numerical simulation is used to evaluate the effect of plane strain on

isotropic homogeneous turbulence. The subsequent return-to-isotropy, after the removal
of the strain, is also investigated. Large, moderate, and small strain rates are computed at
moderate turbulence Reynolds numbers.

The initial turbulence is generated via

mechanical mixing so that the large scale turbulence develops relatively naturally.
Turbulence length scales, Reynolds numbers, decay rates, and anisotropy are computed
over the range of the simulations, with the goal of quantifying how anisotropic decay
behaves. The simulations indicate that large scale anisotropy may not decay to zero at
very large times. In agreement with experimental data, the presence of a recovery region
is discerned before the return process is observed. Trajectory crossing is observed on the
anisotropy invariant map indicating that anisotropy itself is not sufficient to determine its
time evolution. Model constants for classic return-to-isotropy models are determined
from the data and shown to vary considerably. The Oriented-Eddy Collision (OEC)
model [1], which includes turbulent structure information, is shown to predict the salient
structure of the straining and return process.

4.2

Introduction
Isotropic turbulence subjected to plane strain is a canonical case for investigating

the fundamental properties of turbulence and for developing turbulence models. Under
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the influence of plane strain, the mean velocity stretches the fluid in one direction while
compressing it in another, orthogonal direction, at a rate that makes the mean flow
incompressible. In this work, stretching occurs in the x direction while compression is in
the y direction. The mean velocity during the strain is therefore u  Sx and v  Sy
where S is a constant. This type of mean flow is found in 2D stagnation point flows.
The classic example is the leading edge of a wing or turbine blade.

The flow is

interesting for this practical application but also because it is perhaps the simplest
incompressible turbulent flow that involves a mean flow gradient. This turbulent flow is
the next step up in complexity from decaying isotropic turbulence.
Experiments of plane strain and the return-to-isotropy have a long history dating
from the experiments of Townsend [77] in 1954 that used a 4:1 straining ratio. These
experiments were followed by those of Tucker and Reynolds [78] [79] who used a higher
straining ratio (6:1). Over a decade later, Gence and Mathieu [12] performed further
experiments of plane strain and its subsequent return-to-isotropy. Le Penven et al. [8]
performed two experiments, one of which was close to plane strain in order to show that
the simple Rotta model [65] for return-to-isotropy was inadequate. Choi and Lumley [10]
and Lumley and Newman [9] used these prior experiments as well as their own to
propose models for return-to-isotropy.
Perhaps the first numerical simulations of plane strain were performed by Kwak
[80] in his Ph.D. thesis completed in 1975. Those simulations, at 163 and 323 mesh
resolutions, were soon replaced by larger calculations using 1283 meshes. For example,
Rogallo [14] in 1981 demonstrated the moving mesh numerical approach that will also be
used in this work (though with a very different numerical method). Then in 1985, Lee
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and Reynolds [81] performed 1283 simulations for a variety of different strain
configurations that are still used widely today. Lee and Reynolds suggested that small
scale anisotropy relaxes rapidly initially but then relaxes with the large-scale anisotropy
over longer time scales. Rogers and Moin [82] looked at the instantaneous flow structures
in those configurations. More recently (2001) Barre at al. [83] have performed 963 DNS
simulations of particle laded turbulent plane strain.
In the simulations performed for this work the initial domain in which the stirring
boxes reside and in which the turbulence is initially generated is shorter in the x-direction
and is given by

where T is the total straining time. Similarly, the

initial domain is longer in the y-direction and is given by
(and mesh size

. The domain

) in the z-direction remains fixed. The initial domain and mesh is

shown in figure 4.1(a). As the turbulence is strained the domain grows in the x direction
and shrinks in the y direction, figure 4.1(b). Finally, at the end of the straining period the
domain is perfectly cubic, figure 4.1(c). Different strain rates can be used with the same
initially distorted mesh. What must remain constant is the product of strain rate, S, and
the duration of the strain, T. For the computed plane strain cases in this work,
with all straining starting at time = 12 seconds. A strain S = 0.625 1/s, strains until 12.8
seconds (

), S = 0.3125 1/s strains until 13.6 seconds, S = 0.15625 1/s until 15.2

seconds, S = 0.0625 1/s until 20 seconds and the case with S = 0.025 1/s strains until 32.0
seconds. After the domain becomes cubic in shape the strain is turned off. The resulting
anisotropic turbulence now decays without strain, and with no more motion of the
underlying mesh.
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(a)
(b)
(c)
Figure 4.1 Domain evolution during straining. (a) Domain at time 12.0s before straining begins. (b)
Domain at
, halfway through the straining process. (c) Final cubic domain after straining is
complete (at
).

4.3

4.3.1

Results

Initial Conditions
A set of 3 different initial conditions were used to investigate the effects of non-

dimensional strain rate on the return process. Values for mean strain rate were chosen
but different initial conditions dictate slightly different initial (at start of strain, t = 12) k0
and ε0. As a result Sk0/ε0 vary slightly from between IC1, IC2 and IC3. Approximate
values for the initial Sk0/ε0 (at time = 12) are (Sk0/ε0 ≈ 0.346, 0.865, 1.73 and 3.46). The
largest dimensionless strain rate will be shown to approximate the theory of RDT well.
The different initial conditions are generated by having a different random placement for
the stirring boxes, and by shaking in different random directions (though at the same
amplitude). Table 4.1 describes the properties of the three different initial conditions (at
time = 12).

In total there are 12 simulations involving 4 strain rates and 3 initial

conditions, all at roughly the same initial turbulent Reynolds number.
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IC1

0.848

0.151

477.466

56.419

5.628

5.184

IC2

0.700

0.126

387.370

50.818

5.536

4.631

IC3

0.534

0.099

287.880

43.809

5.396

3.941

Low = 0.352
Med-Low = 0.879
Med-High = 1.759
High = 3.518
Low = 0.346
Med-Low = 0.865
Med-High = 1.730
High = 3.460
Low = 0.337
Med-Low = 0.843
Med-High = 1.686
High = 3.372

0.051

0.541

0.053

0.566

0.056

0.602

Table 4.1 Initial conditions for the three test cases at a time = 12 seconds (when straining begins).

Table 4.1 shows the initial kinetic energy
number

.

, dissipation

and turbulent Reynolds

It also shows the Taylor micro-scale Reynolds number

, large-eddy turnover time

, large-eddy length scale

, and the Kolmogorov length scale,

. A grid spacing

that is twice the Kolmogorov length scale or smaller, is considered by most DNS
practitioners to be more than sufficient for resolving small scales.

4.3.2

Time Development
The behavior of the turbulent Reynolds number and the large-eddy length scale

are shown as a function of time in figure 4.2. This figure shows the behavior for three
different initial conditions at the moderate strain rate (Sk0/ε0 = 1.76, 1.73 and 1.69).
Other strain-rate cases behave similarly. Note that the length-scales (increasing set of
blue lines) grow rapidly during the straining process (time 12 to 13.6) and the Reynolds
number (decreasing set of green lines) also grows slightly during the straining as energy
is added to the turbulence via the mean flow gradients. At a time of roughly 100 the
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turbulence is becoming box constrained. The IC1 case (solid blue line) exhibits the most
abrupt transition to a fixed length-scale limit. In isotropic decaying simulations a lengthscale of 10 to 12 is also found as the upper limit possible for the large-eddy length scale
[33]. In what follows, results at times greater than 80 will be assumed to be influenced by
the domain size of the simulation.
12
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Length
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0.8
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Figure 4.2 Large eddy length scale (blue: left y-axis, increasing curves) and turbulent Reynolds number
divided by 100 (green: right y-axis, decreasing curves) as a function of time for Sk0/ε = 1.76 (IC1), 1.73
(IC2) and 1.69 (IC3). IC1 is solid, IC2 is dashed, and IC3 is dotted line.

The Reynolds stresses for Sk0/ε0 = 1.76 and IC2 are shown in figure 4.3 as they
evolve in time.

Again this case is indicative of the other strain rates and initial

conditions. The Reynolds stresses decay with time, with an increase in R22 during the
straining period and a more rapid decrease in R11. In theory the off-diagonal components
of the Reynolds stress tensor should be zero for this flow so the off-diagonal components
are not shown here.
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Figure 4.3 Reynolds stresses for IC2 (with Sk0/ε = 1.76 ) as a function of time. R11 solid red, R22 dashed
green, and R33 dotted blue.

In this work, the dimensionless Reynolds stress anisotropy tensor is given by the
expression

(4.1)

This quantity removes the effect of the strong decay that dominates figure 4.3, and allows
one to focus on the deviations of the Reynolds stresses from the isotropic case. Figure
4.4 shows the anisotropy tensor corresponding to the same case as figure 4.3. For
statistical reasons the off-diagonal components of the anisotropy tensor are not zero.
They are shown here (as lines without symbols) to give an indication of the statistical
variability present in the results. A dimensionless anisotropy below 0.05 is therefore
essentially statistically equivalent to zero in our results.

Figure 4.4 confirms the

theoretically expected behavior of turbulence subjected to plane strain. For extension in
the x-direction the
negative.

component of the tensor (red squares) decreases and becomes

The turbulence fluctuations in the x-direction are suppressed.

compression in the y-direction causes the

Similarly,

component of the anisotropy tensor (green
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diamonds) to increase. Fluctuations are amplified in the compression direction. The zdirection (blue triangles) is only indirectly affected by the strain.

The turbulent

fluctuations increase slightly in this direction as the energy reorients due to mixing from
the y-direction. Figure 4.4 also shows the RDT prediction (which assumes very large
dimensionless strain) for this case (solid, black lines) for the time 12 to 12.8. The DNS
agreement with the RDT prediction is very good for this highest strain-rate case (the RDT
lines lie right on top of the DNS data).

0.2
0.1
0
-0.1
-0.2
-0.3
7

8

9 10 11 12 13 14 15 16 17 18 19 20

Time
Figure 4.4 Anisotropy tensor, bij resulting from IC2 subjected to Sk0/ε0 = 3.46. Strain runs from t = 12 to t
= 12.8. b11 red squares, b22 green diamonds, b33 blue triangles. b12 (red, dash-dot), b23 (green, dash-dotdot), b13 (blue, dash-dot-dot-dot). RDT predictions are shown (black solid lines) from t = 12 to t = 12.8.
There are 50 timesteps between each symbol on the figure.

4.3.3

Strain Rate
The influence of the strain rate on the anisotropy tensor is shown in figure 4.5.

This shows four different strain rates applied to the same initial condition (IC2).
Remember that the total strain is a constant for these cases (ST =0.5).
To first order the curves are very similar after the straining is completed. This
confirms that the total strain and not the strain rate is the critical factor governing how
much anisotropy is generated in the turbulence. Another important observation that we
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will return to later is the fact that immediately after the strain is removed, the b11 and b33
components begin to return-to-isotropy, but the large b22 component (green) goes away
from isotropy for some time (1-2 seconds) before finally beginning to decrease. This
affect has been noticed in some experiments previously [84] and is also discussed in [26]
[28]. We will refer to this period after the strain is removed, but before all components
begin to reduce their isotropy, as the recovery period. It is hypothesized in this work that

0.24

Sk/ = 3.46
Sk/ = 0.346

0.15

bij

0.06
-0.03
-0.12
-0.21
-0.3
12

20

30

40

50

60

Time
Figure 4.5 (a) Diagonal comp. of anisotropy tensor during strain and decay. Red, lower curves, b11; green,
upper curves, b22; blue, central curves b33. Sk0/ε0 = 0.346, 0.865, 1.73 and 3.46 for IC2.

in this recovery period, the structure of the turbulence (the two-point correlation lengths)
are returning to isotropy faster than the velocity fluctuations are returning. Once the
structure (two-point lengths) rapidly recover their isotropic values the more classic
mixing of eddies and return-to-isotropy of the velocity fluctuations takes over which we
refer to as return.
At very long times, the anisotropy curves do not appear to asymptote to zero. They
seem to asymptote to a fixed (non-zero) value. This could be a statistical effect, caused
by the very largest eddies (the only ones left after very long times) not having enough
statistical sample in the finite simulation domain. Experiments show similar results [8]
[78].
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Figure 4.6 shows the effect of having different initial conditions and roughly the same
strain rate (Sk0/ε0 = 3.52 for IC1, Sk0/ε0 = 3.46 for IC2, Sk0/ε0 = 3.37 for IC3). This
figure confirms that the trends described above (particularly the recovery region) are
general and not a result of one particular initial condition.
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b22 IC1
b33 IC1
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b11 IC3
b22 IC3
b33 IC3

bij

0.1
0
-0.1
-0.2
-0.3
12

20

30

40

50 60 70 80 100

Time

Figure 4.6 Effect of initial conditions IC1, IC2 and IC3 at Sk0/ε0 = 3.46. This shows the statistical
variation due to different realizations. Statistical anisotropy variation on the order of 0.05 is common.

4.3.4

Scaling
Two different scalings of the time axis are shown in figure 4.7. The first scaling

shown in figure 4.7(a) uses a dimensionless timescale based on the strain rate, t* = S(t12). Under this scaling all the curves travel along the same lines during the straining
process. The only difference is that the lower strain rates progress less far along those
lines. Only the very lowest strain rate (Sk0/ε0 = 0.35) shows a noticeable difference. For
this low strain rate, the return-to-isotropy mechanism is strong enough to slow the
straining trajectory as it moves away from isotropy.
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(a)
(b)
Figure 4.7 Component of anisotropy tensor during strain and recovery of IC3 subjected to different strain
rates. (a) b11, b22, and b33 of the anisotropy tensor with time axis scaled. (b) time axis translated.

To obtain a collapse of the curves after the strain, a different scaling must used.
The scaling used in figure 4.7(b) translates each curve to the left (in time) until its peak
value (at the end of the strain) lies on the highest strain curve. After matching the initial
anisotropy level to the highest strain curve, the subsequent evolution of the anisotropy
behaves very similarly (the curves lie on top of each other). The linear behavior on a loglog plot indicates a power law decay.

4.3.5

Invariant Map
The anisotropy invariant plot [85] is a common way to look at the return-to-

isotropy problem. The anisotropy tensor has zero trace, so one can plot the state of the
turbulence as a function of the other two invariants

, and

.
Figure 4.8 shows the variation of this turbulence state as a function of time for all
three initial conditions and two different strain rates. The turbulence starts close to the
origin (isotropy) at time 12. The solid red lines show the evolution as the turbulence is
strained and moves away from isotropy. When the strain is removed on the high strain
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case, figure 4.8(a), the state moves to the right on the invariant map. This is the recovery
period and does not represent a significant return-to-isotropy. After some time the
recovery (motion to the right) stops, and the state moves downward towards the isotropic
state. At very long times, the trajectory wanders about near zero but no longer continues
to approach it. We believe this is a result of the statistical sensitivity and domain
constraint at large times. The three different initial conditions have somewhat different
trajectories on the invariant map, but these general characteristics remain true for all of
them.
The low strain case, figure 4.8(b), has the same general structure of strain (solid)
line moving away from isotropy, and no strain (symbols) moving back towards isotropy.
However, for the low strain case, return is almost back along the upward straining
trajectory. There is far less recovery, or movement of the trajectory to the right. It is
hypothesized that when the strain is weaker the structure of the turbulence (two-point
correlation lengths) can remain more isotropic even as the strain proceeds, so that the
following recovery (to isotropic structure) is much weaker on removal of the strain.
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Figure 4.8 Invariant plots of Reynolds-stress anisotropy: (a) IC1: Sk0/ε0 = 3.52, IC2: Sk0/ε0 = 3.46, IC3:
Sk0/ε0 = 3.37 (b) IC1: Sk0/ε0 = .352, IC2: Sk0/ε0 = .346, IC3: Sk0/ε0 = .337. The lowest black curves
bound the realm or realizability. Solid red lines show the trajectory during the straining process and lines
with symbols show the anisotropic decay trajectories.

On this invariant map the classic linear return-to-isotropy model of Rotta [65]
would be trajectories that only move downwards, never to the right. Those trajectories
never overlap. More complicated nonlinear return-to-isotropy models, such as that of
Sarkar and Speziale [18] do show trajectories that move to the right. However, those
trajectories can still never cross each other. In figure 4.8(a) there are a large number of
trajectory crossings (for the different initial conditions). Trajectory crossing confirms the
hypothesis that the time evolution of the anisotropy depends on more than just the
anisotropy state itself.

4.3.6

Higher Total Strain
Figure 4.9 shows the effects of doubling the total strain for IC3 subjected to an

initial strain-rate of Sk0/ε0 = 0.337, 0.843 and 1.686. Both the original strain of ST = 0.5
and doubled strain of ST = 1.0 are shown on each figure.
It can be seen that increasing the strain time increases the amount of anisotropy
produced. In addition, it appears that the recovery slope depends on the strain-rate, and
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not the total strain. In fact, the low strain case, figure 4.9(a), appears to be recovering
(moving to the right) even as the turbulence is strained. The faster the strain-rate, the
smaller the strain time and the less recovery can happen during the straining process, and
the more it happens after the strain is removed.
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Figure 4.9 Effect of doubling the strain time on IC3 for: Sk0/ε0 = (a) 0.337, (b) 0.843, (c) 1.686

Note that all the doubly strained curves (upper blue curves with squares) tend to
move away from isotropy at very long times. This is probably because the mesh is no
longer uniform at the end of the doubly strained simulation cases. The mesh is, in fact,
the reverse of the initial condition mesh before the straining. Differences in resolution in
the three mesh directions may then cause slightly different decay rates in the three
directions moving the turbulence away from isotropy at very long times. The very long
time behavior of these doubly strained cases is therefore less accurate.

4.3.7

Decay Rate
The decay rate is an extremely sensitive indicator of whether the turbulence is

decaying like isotropic turbulence. The velocity derivative skewness, which is a more
commonly used indicator, will stay at the classic value of -0.5 for all sorts of conditions
where the decay rate shows a strong variation from the theoretical values. Figure 4.10
shows the decay rate n as a function of time for three different initial conditions and two
77

different strain rates. The decay rate is given by
which the kinetic energy decays,

. It represents the power at
. The numerical calculation of this

quantity requires small time increments for an accurate representation of the derivative
[33]. Before the strain is applied at time 12 the turbulence usually approaches the
theoretically expected high Reynolds number value of 6/5 determined by Saffman [86].
Reference [33] shows this initial development behavior before this time but this work
focuses on the strain and subsequent recovery. After the strain, the decay rate appears to
approach the low Reynolds number Saffman theoretical value of 3/2. Then after more
time, the higher Reynolds number cases (IC1 and IC2, see figure 4.10) drop back towards
the high Re decay rate , before finally moving towards the domain constrained decay
exponent value of 2 (see Stalp et al. [87] and Touil et al. [88]) at very long times (after
about 100 seconds).

The highest Re case (IC2, at time 40) drops all the way to the high

Re value. The medium Re case (IC1) only drops slightly, but does not go to 6/5. In any
case, Reference [33] looked at Re effects for decaying turbulence in more detail and
showed that the decay rate transition from 6/5 to 3/2 is not solely related to the Reynolds
number.
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Figure 4.10 Decay exponent, n, resulting from initial conditions IC1, IC2 and IC3 subjected to plane strain.
Sk0/ε0 ≈ (a) 0.346, (b) 0.865, (c) 1.730, (d) 3.46. Origin of x-axis represents the end of strain for each case.

4.4

4.4.1

Modeling

Anisotropy Based Models

Traditional return-to-isotropy models such as the linear Rotta [65], or the more general
non-linear models (such as Sankar and Speziale [18]), attempt to characterize the returnto-isotropy using only the anisotropy tensor itself. A typical model for the slow part of
the pressure-velocity gradient correlation takes the form:

(4.2)
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Note that C1 should be greater than 1 or this model does not cause return-to-isotropy.
In the case of plane strain the anisotropy tensor has two independent quantities
because the off diagonal components are zero and the diagonal components sum to zero.
It is therefore possible to determine the two constants
independent anisotropy components

and

and

from the two

, and their evolution in time (see

Durbin and Reif [63] for more details). The values for these constants are shown in
figure 4.11 for the highest strain rate and three different initial conditions.
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Figure 4.11 Linear return-to-isotropy constant C1 (solid red curve, left axis) and the non-linear constant Cn
(dashed blue curve, right axis) as a function of varying ICs (a) IC1 (Sk0/ε0 = 3.52), (b) IC2 (Sk0/ε0 = 3.46),
(c) IC3 (Sk0/ε0 = 3.37).

The analysis only applies after the strain stops (12.8 seconds). Even for the same
strain rate there is significant variation of these constants as a function of time and
between different initial conditions. For the first initial condition IC1, figure 4.11(a), the
constant C1 is roughly a value of 1, which means the linear return part of the model is
zero and the return is largely non-linear. The non-linear constant takes a value of roughly
0.03 for these cases but changes significantly with time.
value of C1 is roughly a value of 2.
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For IC3, figure 4.11(c), the

Figure 4.12 shows the return constants for the IC3 case after a variety of different
strain rates. The linear constant tends to be a bit larger (1.5) for this IC. The value of the
constants during the straining process (before the jump in the linear constant) are not
relevant. Both figures 4.11 and 4.12 are suggesting that modeling the anisotropic decay
process with this type of model is quite probably not feasible in practice.
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Figure 4.12 Linear return-to-isotropy constant C1 (solid red curve, left axis) and the non-linear constant Cn
(dashed blue curve, right axis) as a function of varying strain on IC3 (a) Sk0/ε0 = .843, (b) Sk0/ε0 = 1.69,
(c) Sk0/ε0 = 3.37.

It is possible, that the constants in the models above are actually a function of the
anisotropy invariants (II and III) or other dimensionless variables such as the Re.
References [9] and [10] contain examples of models where such functions have been
hypothesized. Note, that no matter how complex the functional dependence of the model
constants, a return-to-isotropy model that only depends on information contained in the
anisotropy tensor produces unique trajectories on the invariant map that never cross (one
state can never produce two different evolution paths for these models). The crossings in
figure 4.8 suggest that additional information must be used in the return-to-isotropy
model. The Reynolds numbers in these test cases does not vary significantly between
initial conditions, or the different strain rate tests, so it unlikely (in these simulations) to
be the critical missing information. The next section considers the performance of a
model which can account for eddy structure.
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4.4.2

Oriented-Eddy Collision Model
The oriented eddy collision (OEC) model is discussed extensively in [1]. This

model looks like a collection of Reynolds stress transport equations coupled with a set of
transport equations for the inverse two-point correlation lengths.

The information

contained in the OEC model can be used to approximate the two-point correlation (not
just its peak value which is the Reynolds stresses). In the OEC model the two-point
correlation is approximated by

(4.3)

Where

and

are determined by the model PDEs and the function

is

usually chosen to be a decaying exponential. The OEC model uses a classic linear returnto-isotropy model for the velocity fluctuations, and also the simplest possible linear
return-to-isotropy model for the inverse correlation lengths, . However, the time scale
for the

is faster than that for the velocity-return.
The ability of the OEC model to predict the plane strain return is shown in figure

4.12. This figure shows the Reynolds stresses for IC1 subjected to 4 different strain rates.
The OEC model is exact in the RDT limit, so the ability to capture the effect of straining
which is normally quite difficult for turbulence models is not a problem for this model.
The subsequent anisotropic decay (return-to-isotropy) is not exact for the OEC model.
But the model uses the same information used to exactly predict the strain process, to also
model the recovery process. The agreement over all 4 test cases (with the same model
constants) is encouraging.
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A more sensitive test of the OEC model is to plot the results on the anisotropy
invariant map. This is shown in figure 4.13. The model produces the correct qualitative
features. However, it tends to overshoot the recovery and move too far to the right on the
invariant map. Note that this model can produce trajectory crossing like the DNS data
demonstrates. Also note that this invariant plot uses cubes of the anisotropy for the xaxis as so small differences are exaggerated on this type of plot.
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Figure 4.13 Reynolds stresses for IC1 with DNS data (solid lines) and the OEC model (CR 0.5, CL 0.67)
predictions (dashed lines), for Sk0/ε0= (a) 0.352, (b) 0.879, (c) 1.759, (d) 3.52
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Figure 4.14 DNS and OEC model predictions for the three different initial conditions at the highest strain
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4.5

Discussion
The simulations presented in this work have a 5123 mesh resolution in order to try

to capture the large scales well. Results suggest that the large-eddy length scale should
be less than ¼ of the domain size to prevent the turbulence from becoming domain
constrained. The large scales are known from theory to govern the behavior of isotropic
decay. They also appear to strongly influence the behavior of anisotropic turbulence. In
particular, at long times we do not see a return-to-isotropy, but a return of the small scales
to anisotropy and fixed background level of the large scale anisotropy.

Comte-Bellot

and Corrsin [36] make the same observations in their experiments as do Kang et al. [89].
George [90] provides a possible theoretical argument for this behavior.
The initial conditions for the presented simulations were generated by moderate
size cubes in a way that all large scales were formed by the turbulence process itself. The
very largest scales of the turbulence (which govern the decay behavior) are much larger
than the initial mixing cube size. There is very little human input to the simulation that
influences the large scale turbulence. The very largest scales result from the NavierStokes equations and their interaction with a random arrangement of small cubes.
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Because the large scales are much smaller than the domain size in these
simulations, the turbulent Reynolds numbers are not large. Still, they are comparable to
some experimental Reynolds numbers, and they appear to be high enough (at least for
IC2) to produce the isotropic decay rate (n=6/5) predicted by Saffman for high Re
turbulent decay both before and well after the straining process. It was found that after
straining, the turbulent decay rate tends to be larger than the theoretical value that one
would expect for isotropic decaying turbulence (during the recovery phase). At longer
times after the strain, the decay rate returns to its classic theoretically expected value
even though the turbulence is not yet fully isotropic (during the return phase).
An important observation of this paper is the confirmation that the return-toisotropy occurs in two stages, a recovery stage immediately after the strain is removed in
which some of the anisotropy components can still be increasing (and the decay rate
differs from its isotropic value), and after some time the more classic return stage where
the velocity fluctuation anisotropy tends to zero (and the classic isotropic decay rates are
applicable). We hypothesize that the recovery stage is the turbulence structure (two-point
correlation lengths) returning to isotropy at a faster rate than the velocity fluctuations
return (which is the classic return stage).

The presence of crossing trajectories on the

invariant map is a critical observation because it demonstrates unequivocally that the
evolution of anisotropic turbulence cannot be captured by the information in the
anisotropy tensor alone.
Classic models for return-to-isotropy process have been stymied because they did
not account for the presence of the recovery stage of anisotropic turbulent decay. It was
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shown that even for the same flow conditions, that different initial conditions produced
quite different values for the constants in the classic non-linear return-to-isotropy models.
Like the OEC model, the models of Kassinos, Reynolds and coworkers [27] [28] can
also predict the two stages of anisotropic decay, recovery and return. However, the
underlying models are related but not the same because of the difference in philosophy
about what extra information is being included in the model (one-point correlations of
derivatives, versus direct two-point information).

Both modeling results of Kassinos,

Reynolds and the current DNS work both indicate that the recovery stage of anisotropic
decay requires knowledge of and some representation of the turbulent structure.
This work only examines one type of anisotropic turbulence (plane strain), but it is
encouraging that the OEC model gives fairly reasonably predictions for all the different
initial conditions and strain rates with a single set of constants. Simulation and modeling
of other canonical turbulent flows are ongoing.
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5

CHAPTER 5

AXI-SYMMETRIC CONTRACTION AND
EXPANSION

5.1

Overview
The effect of axisymmetric contraction (AXC) and expansion (AXE) on isotropic

turbulence and its subsequent decay are evaluated by way of direct numerical simulation
(DNS). Small, moderate and large rates of contraction/and expansion are evaluated at
moderate Reynolds number using two different sets of initial isotropic turbulence (initial
conditions). The initial turbulence is generated via mechanical mixing so that the large
scale turbulence develops naturally. Turbulence Reynolds number, length scales, decay
rates, and anisotropy are investigated for the range of the simulations, with the goal of
quantifying how anisotropic decay behaves during return-to-isotropy.

5.2

Introduction
Development of new or improved turbulence models requires a fundamental

understanding of the turbulence itself. In particular the behavior of turbulence under
controlled conditions such as the influence of a prescribed mean flow. Two such mean
flow conditions are axisymmetric contraction (AXC) and expansion (AXE).

In

axisymmetric contraction two of the components of mean flow contract toward the center
of the domain while the third component is allowed to expand to compensate and
maintain the condition of incompressibility. Therefore, in this work, the mean flow AXC
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is given by

. Conversely AXE is given by
, where in both cases

is a constant. This type of flow can be found in

applications involving contracting and expanding ducts as well as many other situations.
Exposing isotropic turbulence to axisymmetric contraction or expansion is one of the
canonical cases used to study the effects of mean flow deformation on isotropic
turbulence. As pointed out by Pope [59], relatively low axisymmetric expansion (low S )
can be investigated experimentally, while the case of rapid (RDT) axisymmetric
expansion cannot be physically determined due to flow separation.

Axisymmetric

contraction is more forgiving in that it can be studied experimentally across a larger range
of . Uberoi [91] investigated experimentally, with a 4:1 contraction duct, the effects of
axisymmetric contraction finding that the larger components of mean-square turbulent
velocities

and

smaller component

lose more energy due to dissipation than by the transfer to the
.

However

is receiving enough energy by transfer to

compensate for its decay and in fact can be seen to increase. Mills and Corrsin [92]
studied the effects of axisymmetric contraction on variable density turbulence as
generated by a warm grid. While Comte-Bellot and Corrsin [93] Conducted experiments
on axisymmetric contraction over a range of Reynolds numbers. Le Penven, Gence and
Comte-Bellot [8] experiments using axisymmetric contraction and expansion indicated
that starting from two different initial conditions, AXC and AXE, required two different
values for Rotta’s [65] linear return model if one wanted the model to match the data.
Lumley and Newman [94] and Choi and Lumley [11] point out the lack of information on
the return-to-isotropy of homogeneous turbulence. Specifically by what mechanism and
at what rate does return-to-isotropy take place.
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They investigate axisymmetric

contraction and expansion using grid generated turbulence and determine that return-toisotropy does not follow Rotta’s linear model. In addition Choi and Lumley parameterize
the return rates of axisymmetric contraction and expansion relative to the overall decay of
the turbulent kinetic energy:

(5.1)

Where k is the turbulent kinetic energy and II is the second invariant of the
normalized anisotropy tensor where the second and third anisotropy tensor are given by

(5.2)

(5.3)

finding that

takes on a range of values depending on the distribution of the anisotropy.

The character of anisotropy can be described using these invariants as they provide a
convenient way to visualize the return-to-isotropy process through the use of an
anisotropy map where the anisotropy map displays the trajectory (the path from and to
isotropy) as fluid is strained and subsequently allowed to return-to-isotropy. One such
map developed by Lumley and commonly referred to as the Lumley triangle, plots -II and
III invariants of the normalized anisotropy tensor. Figure 5.1 shows the invariant map for
reviewing the trajectories and distribution of anisotropy. Turbulent eddies with two large
and one small component (-III) in the anisotropy tensor can be thought of as having a
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“pancake” shape while anisotropy with one large and two small components of
Invariants of Reynolds-stress anisotropy

bb
anisotropy (+III) can be thought of as “cigar”II shaped.
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Figure 5.1 The invariant map for reviewing the trajectories and shape of anisotropy. Choi and Lumley
found that [ (III < 0, i.e. “pancakes”)] > [ (III > 0, i.e. “cigar”)].

Lee and Reynolds [81] found that Reynolds stress anisotropy can be seen to
increase in the initial stages following removal of strain. Sjogren and Johansson [95]
conducted experimental investigation of axisymmetric contraction in wind tunnel finding
that the slow pressure-strain has both a Reynolds number dependence as well as a
dependence on the degree of anisotropy. Banerjee, Ertunc, Koksoy and Durst [96]
evaluate a number of rapid pressure strain rate models and return-to-isotropy models
using AXC/AXE data from Ertunc [97] and Lumley [98]. An important element of this
research is pointed out by Cambon and Scott [99], that although two flows can have
identical

and thus anisotropy tensors [77] the underlying flows can be significantly

different and can only be identified by their two point correlation structure

.

It is this point that the current paper hopes to elaborate on and reinforce the idea that two
point correlations are necessary for the understanding of the turbulence and thus its
modeling.
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The discussion of the structure of the turbulence of the single point statistics
should not be confused with the structure described by two point statistics
where the single point statistics are a special case of the two point
statistics, namely at

. Single point statistics give averages of the Reynolds stress

tensor components but no indication or evidence in how the velocity fluctuations are
related to their neighbors. Consequently many different flow patterns can average to the
same value of

and thus the same anisotropy. As a result the Reynolds stress or

anisotropy tensors don’t give enough of a description of the structure of the turbulence.

5.3

5.3.1

Results

Initial Conditions
Simulations were performed for cases of both axisymmetric contraction (AXC)

and expansion (AXE), each undergoing three different strain rates (low, medium and
high). In addition, in order to investigate the effects of initial conditions, two different
initial conditions were used for each simulation case producing a suite of 12 simulations.
The initial conditions (at the start of strain,

) are listed in table 5.1. As a result

of the slightly different initial values for the turbulence, the dimensionless strain rate,
, varies slightly between the low, medium, and high strain rate cases. Where

is

the characteristic mean strain rate given by the maximum absolute strain rate in each
case. The largest dimensionless strain rate cases will be shown to approximate the theory
of RDT well during the straining period. The different initial conditions are generated by
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having different random placements for the stirring cubes, and by shaking the domain in
different random directions (though at the same amplitude).

IC1 0.706 0.131 380.417 50.360

5.388

4.527

IC2 0.719 0.141 365.016 49.330

5.099

4.324

IC1 0.770 0.138 430.827 53.593

5.595

4.909

IC2 0.838 0.160 440.103 54.167

5.252

4.808

AXC

AXE

Low = 0.168
Med = 0.842
High = 3.367
Low = 0.159
Med = 0.797
High = 3.187
Low = 0.175
Med = 0.874
High = 3.497
Low = 0.164
Med = 0.821
High = 3.282

0.053

0.561

0.052

0.550

0.052

0.554

0.050

0.534

Table 5.1. Initial conditions for 12 test cases. All values are taken at time t = 12s (the onset of strain)

In addition to the dimensionless strain rate, table 5.1 also contains the initial kinetic
energy

, dissipation

, initial turbulent Reynolds number

initial Taylor micro-scale Reynolds number

, and the
. This work is similar

in initial turbulent Reynolds number and resolution to the well resolved simulations of de
Bruyn Kops and Riley [35].

The turbulent Reynolds numbers present in these

simulations should be sufficient to capture the fundamental physics.

The turbulent

Reynolds number is also nearly the same as the turbulent Reynolds numbers in the classic
wind tunnel experiments of Comte-Bellot and Corrsin [36].
The initial large-eddy turnover time

, is roughly 5 seconds. The

duration of the strain is always less than or roughly equal to this time scale. The initial
large-eddy length scale

of roughly 4.8 is 1/10 of the simulation domain.

The domain therefore provides considerable resolution of the large eddy scales. A
domain size of at least 4 times the large eddy size was found by Perot [33] to be a
necessary condition for proper decay in isotropic turbulence. Finally the table also shows
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the initial Kolmogorov length scale,
half the largest mesh spacing

. A Kolmogorov length scale that is

or bigger is considered by most DNS practitioners to be

more than sufficient for resolving small scales.

5.3.2

Time Development
The behavior of the turbulent Reynolds number and the large-eddy length scale

are shown as a function of time in figure 5.2. This figure shows the behavior for two
different initial conditions. High strain rate is shown for both AXC (figure 5.2a) and
AXE (figure 5.2b), other strain-rate cases behave similarly. Note that the length-scales
(increasing set of blue curves) grow more rapidly during the straining process (12.0s to
12.8s). The Reynolds number (decreasing set of greencurves) can also grow slightly
during the straining because means expansion or contraction can add energy to the
turbulence via the mean flow gradients. Solid lines are IC1 and dashed lines are IC2.
The higher strain rate cases often show slightly more variation between the two initial
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Figure 5.2. Large eddy length scale (blue, increasing curves: left y-axis) and turbulent Reynolds
number/100 (green, decreasing curves: right y-axis). (a) AXC and (b) AXE at high strain rate. IC1 is solid
lines, IC2 is dashed lines.
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For all the cases in figure 5.2 the length scales continue to increase with time.
This indicates that the turbulence has not become constrained by the domain size. In
isotropic decaying simulations a length-scale of approximately ¼ the domain size (a
length = 12 in these simulations) is found as the upper limit possible for the length scale
before the domain begins to constrain the turbulence (and affect the decay results). As
such, results in figure 5.2 are reaching a time where the periodic domain begins to
influence results. This indicates that simulation times greater than 100 may become
polluted by the finite domain size.
Reynolds stresses for AXC IC1 and AXE IC2, both subjected to high strain rates,
are shown in figure 5.3 as they evolve in time. Again, these cases are indicative of the
other strain rates and initial conditions. The Reynolds stresses decay with time overall,
but for AXC there is an increase in the R22 and R33 stresses during the straining period
and a more rapid decrease in R11. Similarly, for AXE the opposite affect occurs. The offdiagonal components of the Reynolds stress tensor are small (statistically equal to zero)
and so are not relevant to show in this figure. The blue (dotted) and green (dashed) lines
would be identical to each other if the initial condition was perfectly axisymmetric. For
statistical reasons, the initial conditions in this work are only ever close to axisymmetric.
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Figure 5.2. Reynolds stresses for (a) AXC IC1: high strain rate. (b) AXE IC2: high strain rate. R11 solid
red, R22 dashed green, and R33 dotted blue.

In this work, the dimensionless Reynolds stress anisotropy tensor is given by the
expression:

(5.4)

This quantity removes the effect of the strong decay that dominates figure 5.3, and
focuses on the deviations of the Reynolds stresses from the isotropic case. Figure 5.4(a)
shows the anisotropy tensor corresponding to AXC for initial conditions IC1 while figure
5.4(b) shows the anisotropy tensor corresponding to AXE for initial conditions IC2. Both
figure 5.4(a) and 5.4(b) show

values as a result of low medium and high strain rates.

Other than statistical noise the off-diagonal components of the tensor are zero and not
shown. Figure 5.4 confirms the theoretically expected behavior of turbulence subjected
to AXC and AXE. During the AXC straining process the b22 and b33 components of the
tensor increase while the b11 component decreases. After the straining process, all the
anisotropy components tend to decay back towards zero. Again, for perfect axisymmetry
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of the initial conditions then the dotted and dashed lines would lie on top of each other. It
is clear that the behavior of the two sets of curves is very similar, with the major
difference being a shift due to the slightly different initial conditions. As would be
expected for AXE the b22 and b33 components now decrease and become negative, while
the b11 component increases during the expansion process. In general, regardless of AXC
or AXE the tensor components aligned in the direction of contraction increase while
those aligned with expansion are suppressed. Figure 5.4(b) shows that at short times after
the strain is removed from AXE the b11 component continues to increase, whereas for
AXC the turbulence anisotropy abruptly decreases as soon as contraction ceases. This
behavior of expansion is also seen in the case of plane strain Zusi & Perot [100].
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Figure 5.3. Normalized anisotropy tensor (b11 solid lines, b22 dashed lines, b33 dotted lines) showing the
effects of low, med. and high strain rates on (a) AXC IC1, (b) AXE IC2. The straining process occurs
from 12.0 until 12.8, 15.2, and 28.0 respectively.

We will refer to this period after the strain is removed, but before all components
begin to reduce their isotropy, as the recovery period. It is hypothesized in this work that
in this recovery period the structure of the turbulence (the two-point correlation lengths)
are returning to isotropy faster than the velocity fluctuations are returning. The structures
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quickly recover their isotropic values, while the more classic mixing of velocity
fluctuations and return-to-isotropy operates on a slower time scale. Note in figure 5.4(b),
that recovery is more pronounced the higher the strain rate. This idea is used in the
modeling section, 5.4.
For these simulations a bij with a magnitude <

is essentially statistical noise.

At long times the various tensor components can be seen to wander within

. At

very long times, the anisotropy curves do not appear to asymptote to zero. They seem to
asymptote to a fixed (non-zero) value. This could be a statistical effect caused by the
very largest eddies (the only ones left after very long times) not having enough statistical
sample in the finite simulation domain. Experiments show similar results, Le Penven
[101], Gence [12] at long times.

5.3.3

Initial Conditions
Figure 5.5 shows the effect of having different initial conditions at the same strain

rate. Figure 5.5(a) shows AXC and figure 5.5(b) shows AXE both subjected to the
highest strain rate. In both figures solid lines are IC1 and dashed lines are IC2. The
highest strain case shows the most variation between initial conditions. Figure 5.5(b)
also clearly shows the recovery region immediately following the removal of strain at
time 12.8s. This figure suggests that at high strain the recovery process described above
is robust and is not a statistical artifact of IC1.
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Figure 5.4. Effects of initial conditions on (a) AXC and (b) AXE. (IC1 solid) (IC2 dashed).

5.3.4

Scaling
Figure 5.6 uses a scaling of the time axis to normalize the results for bij under the

action of strain. This scaling uses a dimensionless timescale based on the strain rate, t* =
S(t-12). Where 12 is the time in seconds at which straining begins. Under this scaling all
the curves should begin and end the straining process at the same dimensionless time.
The black lines on figure 5.6 are the theoretical results from the RDT theory for an
infinite strain rate. The highest simulated strain rates (with dimensionless strain rate
values of around 3) closely approximate the RDT theory. For AXC, the lower strain rates
show a marked deviation from the RDT theory.
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Figure 5.5. Component of anisotropy tensor during strain and recovery subjected to different strain rates
with x-axis scaled by S(t-12). b11 (solid), b22 (dashed), and b33 (dotted). (a) AXC IC1 (b) AXE IC2.
Lower strain rates diverge from the RDT predictions (thick black lines) earlier in the straining process.

However, the AXE tends to agree with the RDT solution even at relatively low
strain rates. The implication, here is that return-to-isotropy is weaker for turbulence
generated by expansion. Experiments, (Gence et al) have also noted this phenomena.
We hypothesize in this work that it is not differences in the Reynolds stress anisotropy
that cause this effect, but differences in the turbulence structures (specifically two-point
correlations) that the two different types of straining create.
A similar scaling of the time axis, for the situation after the strain is removed is
more difficult. There is no obvious timescale in this situation. The large eddy timescale

T  k /  varies linearly with time. Normalizing by it means dividing time by something
proportional to time. Normalizing by the initial value at a particular time (say after strain
stops) is arbitrary. A similar time normalization dilemma occurs for isotropic decaying
turbulence. In figure 5.7 each curve is shifted in time until the peak value of the
anisotropy (the value at the end of the strain) lies on the highest strain rate curve. After
matching this ‘start time’ to the highest strain curve, the subsequent evolution of the
anisotropy behaves very similarly (the curves lie on top of each other) for the highest
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AXC strain rates.

The lowest strain rate behaves slightly differently following the

removal of strain. Note that time has not actually been scaled in this plot, just shifted.
Also note that this observation of the flow after strain is removed, also confirms the
interpretation that return-to-isotropy is a stronger process for turbulence generated by
contraction than it is for turbulence generated by expansion.
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Figure 5.6. b11 with each curve translated on the x-axis such that the point in time at which straining is
stopped coincides with a point on the largest strain case allowing for a comparison of the return processes.
(a) AXC IC1 (b) AXE IC2.

5.3.5

Invariant Map
The anisotropy invariant map [85] is a common way to look at the return-to-

isotropy problem. The anisotropy tensor has zero trace, so the state of the turbulence
anisotropy can be described by the other two invariants,

and

. Figure 5.8 shows the variation of the turbulence anisotropy invariants
(for the highest strain rate cases) as it progresses through the straining process and then
through the decay process for both (a) AXC and (b) AXE. Both sets of initial conditions
are shown. In all four cases, the turbulence starts close to the origin (isotropy). The solid
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red lines, no symbols, show the evolution as the turbulence is strained and moves away
from isotropy. When the strain is removed (colored
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Figure 5.7. Invariant plots of Reynolds-stress anisotropy subjected to high strain rates (a) AXC (b) AXE.
The lowest black curves bound the realm of realizability. Solid red lines show the trajectory during the
straining process and lines with symbols show the anisotropic decay trajectories.

symbols) the state generally moves back toward -II = 0, III = 0 (return-to-isotropy). An
equal amount time exists between the symbols during each of the decay processes shown.
The return-to-isotropy process slows as the turbulence becomes more isotropic. At very
long times the trajectories tend to wander without a clear direction towards the origin. It
is believed that this is the result of the fact that at long times the simulations are corrupted
by the influence of the finite domain size. The two initial conditions produce somewhat
different trajectories due to differences in their initial states, but the overall affect of the
strain and subsequent decay are still clear in each case.
The rate of return-to-isotropy can be quantified by the expression

(5.5)
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which compares the rate of decay of the kinetic energy to the rate of decay of the second
invariant. Choi and Lumely [11] found experimentally values of

for AXC cases are

approximately 2.5 times larger than for AXE cases. Figure 5.9 shows a similar effect for
this data. With AXC (figure 5.9a) returning 2.5 times faster for short times, and up to 4
times faster at longer times than AXE (figure 5.9b).
Figure 5.10 shows the effect of the variation in strain rate on both AXC and AXE.
Figure 5.10(a) and (c) show AXC IC1 and AXC IC2 respectively while figure 5.10(b)
and (d) show AXE IC1 and AXE IC2 respectively. Each of the four plots shows the
effects of the three different strain rates. For the AXC cases the tendency during the
return process (lines with symbols) is for the turbulence to seek a trajectory that lies
closer to the -III boundary of realizability (solid, black curve beneath and to the left of the
strain/decay curves) than their preceding strain trajectories. This boundary is the limit of
perfectly axisymmetric turbulence (with two large and one small Reynolds stress). It also
appears that during the straining process the lower the strain rate the more the tendency to
move toward the -III boundary. This motion towards axisymmetry is thought to be a
result of the nonlinear return-to-isotropy process. Nothing in linear RDT theory would
suggest this behavior.
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Figure 5.8. Comparing relative return rates of AXC and AXE.
decaying turbulent kinetic energy to that of return-to-isotropy.

, Eq. (5.5), is a ratio of the time scale of

The AXE cases exhibit significant differences from IC1 to IC2. For IC1 (figure 5.10a)
the different strain rates produce very similar results moving up and back immediately
adjacent to the +III boundary of realizability both during the strain and return processes.
The +III boundary represents perfectly axisymmetric turbulence with one large and two
small Reynolds stresses. IC2 (figure 5.10b) shows different behavior from one strain rate
to the next. At the onset of strain the strain-rate trajectories immediately diverge only to
align again prior to the termination of strain. It is thought that the strain is acting on
some transient particular to that initial condition at early times in the straining process.
The lowest strain rate shows significant divergence from higher strain rates both during
the straining process as well as during return-to-isotropy. Upon removal of strain the
lowest strain rate trajectory reverses direction and for a time decays back along its strain
trajectory. The two highest strain rates return closer to the +III boundary than their
respective strain trajectories. Upon removal of the highest strain rate the turbulence
continues to become slightly more anisotropic (for a short time) before evolving toward
the +III boundary and back towards isotropy. This is the ‘recovery’ stage noted earlier,
which is also found to occur in turbulence subjected to plane strain Zusi & Perot [100].
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5.3.6

Decay Rate
Figure 5.11 shows the decay rate, n, as a function of time with two sets of initial

conditions subjected to the high and low strain rates of both AXC and AXE. The decay
rate is a sensitive measure of the energy cascade. It represents the power at which the
kinetic energy decays,

and is calculated via the expression,

. The numerical calculation of this quantity requires small time increments
for an accurate representation of the derivative [33]. Before the strain is applied at time
12 the turbulence usually approaches the theoretically expected Saffman [86] high
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Reynolds number value of 6/5 (shown with a dashed black line on the figures). The low
Reynolds number Saffman value of 3/2 is also shown on the figures.
The low strain rate cases of both AXC and AXE, figure 5.11(a) and (c)
respectively, do not significantly change the decay rate. However, the high strain cases
Figure 5.11(c), (d) show a significant reduction in the decay rate just after the strain is
removed. This is due to the disruption to the energy cascade that strain (or any external
forcing) produces. Disruption of the energy cascade leads to less energy dissipation, less
loss of turbulent kinetic energy with time, and a smaller n. After the strain is removed
the decay rate can be seen to increase significantly with time, in the cases of high strain
rates, in order to recover to the theoretical values (in the theoretical limits between 1.2 to
1.5). The decay exponents of the low strain rate cases also increase but much less
adjustment to the decay rate is needed for them to enter the region of 1.2 to 1.5 limits. In
most cases of both AXC and AXE, after a long enough time, the decay rate appears to
approach the low Reynolds number Saffman theoretical value of 1.5. In at least one case
(AXC IC2) the decay exponent eventually moves towards the domain constrained value
of 2 [87] at very long times (after about 100 seconds). Perot [33] looks at the effects of
Reynolds number on decaying turbulence in more detail and shows that the decay rate
transition from 1.2 to 1.5 is not solely related to the Reynolds number.
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Figure 5.10. Decay exponent, n, for AXC (a), (c) and AXE (b), (d). Resulting from the exposure of initial
conditions IC1, IC2 to low strain rates (a) and (b) and high strain rates (c) and (d).

5.4

5.4.1

MOdeling

Anisotropy Based Models
The linear model of Rotta [65], or the more general non-linear models (such as

Sankar and Speziale [18]), attempt to represent the return-to-isotropy using only the
anisotropy tensor itself. A typical model for return-to-isotropy takes the form,
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(5.6)

It can be seen that in order for this model to allow for return-to-isotropy the value of
must be be greater than 1 (see Durbin and Reif [63] for more details). The values for the
constants

and

can be reverse calculated from the DNS data and are shown in

figure 5.12 for both initial conditions of AXC and AXE.
Since these are constants for a return-to-isotropy model we are only interested in
their values after the strain is removed, which in all cases in figure 5.12 is after 12.8
seconds. Even for the same strain rate there is significant variation of these constants as a
function of time and between different initial conditions. These results indicate that such
a model, with any fixed set of constants would have difficulty producing accurate result
for this variety of turbulence conditions.
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Figure 5.11. Constants for the non-linear model Eq. (8).
left y-axis,
AXC IC1 (solid), IC2 (dashed), (b) AXE IC1 (solid), IC2 (dashed).

right y-axis. High strain rate: (a)

References [9] and [10] contain examples of models where such constants are
functions of the anisotropy invariants (II and III) or other dimensionless variables such as
the Re. However as discussed in Pope [59], no matter how complex the functional
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dependence of the model constants, a return-to-isotropy model that only depends on
information contained in the anisotropy tensor produces unique trajectories on the
invariant map that never cross one another back to the origin (isotropy). For these types
of models, any particular starting point on the invariant map cannot produce different
evolutionary paths (trajectories) back to isotropy. Figure 13 shows return trajectories that
have crossing paths during their return-to-isotropy and thus this DNS data suggests that
additional information must be used in return-to-isotropy models. Section 4.2 discusses
the performance of a model which accounts for additional information in the form of
eddy structure by way of two-point correlations.

5.4.2

Oriented-Eddy Collision Model
The oriented eddy collision (OEC) model is discussed in Martell and Perot [1].

This model looks like a collection of Reynolds stress transport equations coupled with a
set of transport equations for the inverse two-point correlation lengths. The information
contained in the OEC model can be used to approximate the two-point velocity
correlations (not just their peak values, which are the Reynolds stresses). In the OEC
model the two-point correlation is approximated by

(5.7)

Where

and

are determined by the model and the function

is usually

chosen to be a decaying exponential. The OEC model uses a classic linear return-toisotropy model for the velocity fluctuation and also the simplest possible linear return-to108

isotropy model for the inverse correlations lengths, . However, the time scale for the
is faster than that of the velocity-return.
The ability of the OEC model to predict both AXC and AXE is shown in figure
16. This figure shows the Reynolds stresses for both cases subjected to high strain rates.
The OEC model is exact in the large strain RDT limit, so the ability to capture the effect
of straining which is normally quite difficult for turbulence models is not a problem for
this model. The subsequent anisotropic decay (return-to-isotropy) is not exact for the
OEC model. But the model uses the same information necessary to exactly capture RDT
to also model the recovery process. The agreement over both test cases (with the same
model constants) is reasonable.
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Figure 5.12. Reynolds stresses for AXC IC1 (a) and AXE IC2 (b). DNS data (solid lines) and the OEC
model (CR = 0.5, CL = 0.67) predictions (dashed lines).

A more sensitive test of the OEC model is to plot the results on the anisotropy
invariant map as shown in figure 5.14. Here the OEC model can be seen to produce the
correct qualitative features for cases of both AXC and AXE. The straining process is
exponentially sensitive to initial conditions, and therefore the OEC results do not
progress along exactly the same trajectories as the DNS simulations. These results were
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produced by initializing the model with the Rij initial conditions only. It is thought that
incorporating not only the correct Rij initial conditions but also the correct two point
correlations length scale initial conditions will aid in the model’s performance. The
capability of incorporating information from the two-point correlation initial conditions is
currently being incorporated into the model.
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Figure 5.13. OEC vs. DNS: (a) AXC IC1, (b) AXE IC2 both subjected to high strain rate.

5.5

Discussion

The simulations presented in this work add to a growing set of canonical test
cases of the affect of strain on isotropic turbulence and its post-strain return-to-isotropy.
These simulations have a 5123 mesh resolution in order to resolve and capture the large
scales accurately. The large scales are known from theory to govern the behavior of
isotropic decay. They also appear to strongly influence the behavior of anisotropic
turbulence.
The initial conditions for the presented simulations were generated by
mechanically stirring the fluid. This is done in the numerical simulation by moderate size
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no-slip cubes. This is done so that all large scale turbulence is formed by the turbulence
process itself and not set by the researchers. The very largest scales of the turbulence
(which govern the decay behavior) are much larger than the initial mixing cube size.
There is very little human input to the simulation that influences the large scale
turbulence. The very largest scales result from the Navier-Stokes equations and their
interaction with a random arrangement of small cubes.
In these simulation at long times we do not see a return-to-isotropy, but a return to
the background level of statistical anisotropy that the simulations began with. ComteBellot and Corrsin [36] make a similar observations in their experiments, as do Kang
[89]. George [90] provides a possible theoretical argument for this behavior.
Because the large scales are much smaller than the domain size in these
simulations, the turbulent Reynolds numbers are not large. Still, they are comparable to
some experimental Reynolds numbers, and they appear to be high enough (at least for
IC2) to produce the isotropic decay rate (n=6/5) predicted by Saffman [86] for high Re
turbulent decay both before and well after the straining process. It was found that the
straining process, in both AXC and AXE, reduces the decay exponent (i.e. decay rate) in
the highest strain rate cases and at least limits the increase of the decay rate in low strain
rate cases. It was found that after straining, the decay rate increases to levels in the range
of 6/5 to 3/2 Saffman’s [86] predictions of high and low Reynolds number values. For
cases of low strain rate both AXC and AXE can be seen to be increasing above the 3/2
level perhaps indicating a domain constrained condition (n=2.0) (see Stalp et al. [87] and
Touil et al. [88]).
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An important observation of this paper is the confirmation that return-to-isotropy
occurs in two stages, a recovery stage immediately after the strain is removed, in which
some of the anisotropy components can still be increasing (and the decay rate differs
from its isotropic value), and the return stage where the velocity fluctuation anisotropy
tends to zero (and the classic isotropic decay rates are applicable). We hypothesize that
the recovery stage is the turbulence structure (two-point correlation lengths) returning to
isotropy at a faster rate than the velocity fluctuations return (which is the classic return
stage). The observation in the DNS data of trajectory crossing support the idea that the
evolution of anisotropic turbulence cannot be captured by the information in the
anisotropy tensor alone.
Traditional return-to-isotropy models are handicapped because they do not
account for the presence of the recovery stage of anisotropic turbulent decay. It has been
shown that even for the same mean flow conditions (i.e. AXC or AXE), different initial
conditions produced quite different values of constants in the classic non-linear return-toisotropy models. Like the OEC model, the models of Kassinos and coworkers [28], [29]
can also predict the two stages of anisotropic decay, recovery and return. The underlying
models are related but not the same because of the difference in philosophy about what
extra information is being included in the model (one-point correlations of derivatives,
versus two-point length scales). Both the modeling results of Kassinos and the current
DNS work indicate that the recovery stage of anisotropic decay requires knowledge and
representation of the turbulent structure.
This work only examines two types of anisotropic turbulence (AXC and AXE),
but it is encouraging that the OEC model gives fairly reasonably predictions for all the
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different initial conditions and strain rates with a single set of constants. Simulation and
modeling of other canonical turbulent flows are ongoing.
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6

CHAPTER 6
ROTATION

6.1

Overview
The remainder of the research covered by this work will examine the effects of

rotation on return-to-isotropy and the turbulence decay rate. The affect of rotation on
Reynolds stresses, as well as anisotropy components, is presented along with the
traditionally measured Reynolds number and turbulence length scales. The effect of
rotation on the structure of the turbulence in the form of longitudinal two point
correlations, as well as qualitative velocity contours, is presented. The degree to which
rotation inhibits the decay of turbulent kinetic energy will be evaluated both during
rotation as well as after rotation has ended.

6.2

Introduction
The effect of rotation on isotropic turbulence and the affected turbulence’s behavior

subsequent to the removal of rotation is an important baseline flow condition to
understand in order to advance turbulence models. In this study rotation is imposed by
spinning the flow around the z-axis

. The characterization of rotating turbulence is

often done by way of the non-dimensional number

known as the

turbulent Rossby number. The magnitude of this number defines the relation of the mean
flow rotation rate

(with units of 1/time) to that of to the turbulent time scale

(with units of time). Note the turbulent Rossby number is inversely proportional to the
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mean flow rotation rate

. Exposing isotropic turbulence to rotation is one of the

canonical cases used to study the effects of mean flow variation on isotropic turbulence.
The effects of rotation on the decay of isotropic turbulence have been studied
extensively as rotation is present in many turbulent flows, such as the Earth’s atmosphere
and oceans as well as in industrial applications such as rotorcraft, wind turbines, turbo
machinery, rotating channels etc. [102]. Other authors have pursued investigations into
the effects of rotation on isotropic turbulence both experimentally and through
simulation. However no prior simulations have used numerical simulation with initial
conditions generated by mechanical mixing as has been done herein. In addition, this
work focuses on turbulence behavior after the rotation is stopped.
As is pointed out in early works by Wigeland & Nagib [103], Bardina, Ferzinger &
Rogallo [104] and Speziale, Mansour & Rogallo [105], the effects of rotation on
turbulence reveals some interesting results. Rotation has little effect on the isotropic state
of the turbulence while the energy decay is suppressed. The cause of this suppression is
related to the disruption of the energy cascade, but it is not particularly well understood.
Understanding this decay suppression is of great importance to the proper modeling of
rotating turbulence.
Speziale, Raj & Gatski [106] evaluate models by Pope [107], Hanjalic & Launder
[108], Bardina [104] and Raj [109] and their ability to predict the dissipation rate under
the influence of rotation. They point out that eddy viscosity based models depend only
on mean velocity gradients and are blind to the presence of rotation.

They find

deficiencies in the models they review ranging from a limited effectiveness (low rates of
rotation only) to unrealizable results leading to negative values of dissipation rate.
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Isotropic turbulence subjected to rotation is unique among the cases studied in this
work in that the geometry of the overall domain is not cubic at any time during the
mixing or decay process. Neither the overall domain nor the mesh geometry change
shape during the entire simulation but the domain is designed such that it is twice the size
along the axis of rotation. This means the domain is given by

. The

mesh is also scaled appropriately so that the cell aspect ratio remains unity, thus the mesh
sizes are 512x x 512y x 1024z. Figure 6.1 shows the overall shape of the domain which
is maintained throughout the simulation with the z-axis being the axis of rotation.
It is commonly hypothesized that under the influence of rotation turbulent
velocity correlations oriented parallel to the axis of rotation are stronger (at a certain
radius) than those oriented normal to rotation axis, Thiele [110]. This is why extra room
is provided in the domain along the direction of rotation. Perot [33] showed that as largeeddy length scales grow to 1/4 the size of the periodic domain they can begin to affect the
turbulent statistics. In order to minimize the effects of the domain’s periodicity on the
turbulence statistics the domains was designed such that the domain’s length aligned with
the axis of rotation is twice the length of the other dimensions.
The non-dimensional rate of rotation is defined by
rate,

. With the rotation

, varied in order to compare the affect of various rotation rates during

both during and after rotation. Although the rotation rate is varied, the total number of
rotations of the fluid remains the same across all simulations such that
is to total rotation time. The Rossby number,

where

(or the inverse of the non-

dimensional rotation rate), is often used to characterize the mean flow rotation. The
Rossby number is unintuitive because it goes to infinity when there is no rotation. We
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will use

to also remain consistent with the previous straining cases where the

non-dimensional strain rate is characterized using

Figure 6.1 Domain used in rotation simulations with

6.3

6.3.1

.

.

Results

Initial Conditions
A number of cases have been run to investigate the decay of anisotropic

turbulence generated by rotation. Table 6.1 shows the five different rotation rates (RR)
used to examine the effects on a set of three initial conditions.
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Lη

IC1

IC2

IC3

0.885

0.597

0.942

0.137

0.100

0.165

573.445

354.857

536.773

61.830

48.639

59.820

6.477

5.948

5.700

6.094

Low = 2.035

0.491

MedLow = 4.070

0.246

Med = 10.174

0.098

MedHigh = 20.348

0.049

High = 40.695

0.025

Low = 1.869

0.535

MedLow = 3.738

0.268

Med = 9.344

0.107

MedHigh = 18.688

0.054

High = 37.375

0.027

Low = 1.791

0.558

MedLow = 3.581

0.279

Med = 8.954

0.112

MedHigh = 17.907

0.056

High = 35.815

0.028

4.594

5.531

0.052

0.555

0.056

0.599

0.050

0.529

Table 6.1 Initial conditions, time = 17.0 seconds.

Table 6.1 data is defined as follows with turbulent kinetic energy
turbulent Reynolds number
Reynolds number
eddy length scale
Kolmogorov length scale,

.

and

It also shows the Taylor micro-scale

, large-eddy turnover time
, the Rossby number
.

, dissipation

A grid spacing

, large, and the
that is twice the

Kolmogorov length scale or smaller, is considered by most DNS practitioners to be more
than sufficient for resolving small scales. The subscript zero defines the data as taken
from the time of the start of rotation which is considered the time of initial conditions.
As with the other cases in this work initial conditions were generated using the
shaking technique as described in section 3.2. A set of three initial conditions were
generated in order to compare the effects of initial conditions.

Each of the initial

conditions was rotated at five different rotation rates for a total of 15 separate
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simulations.

Rotation simulations were carried out using the original Stag3D code

(FORTRAN) ported to GPU architecture (C++/CUDA). A rotational computational
domain twice the size of the other canonical cases in this study would mean twice the
computational resources required to complete the simulations. However, the GPU based
code; running at approximately 25x the speed of the FORTRAN code meant an overall
speedup of approximately 12x. Given the increase in computation speed it was decided
to extend the turbulence generation time (the most computational demanding portions of
the simulation) in order to ensure thorough stirring of the fluid and generation of isotropic
turbulence. As such the evolution of the simulation as described in figure 3.1 evolves as
follows for rotation simulations. Stage 1 (shake):
, (remove cubes):

, (settle)

, Stage 2 (settle):
, Stage 3 (rotate):

, Stage 4 (decay):

. Given the slight variation in

across the initial conditions there is some slight variation in the non-dimensional
rate of rotation

6.4

for each initial condition.

time development

Figures 6.2a,b,c,d,e show the affects of rotation rate on Reynolds number and the
large-eddy length scale across the set of three ICs (with rotation occurring within the red
shaded region).

As seen with the other canonical cases, namely plane strain, axi-

symmetric contraction (AXC) and axi-symmetric expansion (AXE), the affect during
rotation is to cause both
rotation the growth rate of

and

to increase. Figure 6.2 shows that during the period of
and

are proportional to rotation rate. Figure 6.2 also
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shows that in the lower rotation rate cases both
rotation while in the higher rotation rate cases both
the simulation,

. All cases reveal a

and
and

decrease following the end of
continue to grow throughout
period where rotation has

stopped but length scale continues to grow for a period of time. This is clearly evident in
the low rotation rate case from time
where

(the end of rotation) to roughly

begins to decrease. Recalling from the cases of AXC/AXE, it is hypothesized in

this work that during this recovery period the structure of the turbulence (the two-point
correlation lengths) are returning to isotropy faster than the velocity fluctuations are
returning. The effects on turbulence statistics of the intermediate rotation rates across all
three ICs show similar results.
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Figure 6.2 The effect of rotation rate Reynolds number and large eddy length scale across three different
initial conditions. Rotation rates of low, MedLow, Med, MedHigh and High are shown in a, b, c, d, and e
respectively. Rotation occurs within the red shaded region.

Figure 6.3 shows the effects of rotation rate on Reynolds stress and anisotropy
tensor components. It can be seen that while rotation reorients the tensor components it
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does little in the way of altering the magnitude of these values. It is hypothesized in this
work that rotation has very little effect on the Reynolds stress anisotropy. The values in
the second row of figure are within statistical noise at all times. The effect of rotation is
thought to manifest itself almost entirely in the two-point correlations (or what we call
the turbulent structure).

1

1
R11
R22
R33

1
R11
R22
R33

0.7

0.5
0.4

0.3

0.3

Rij

0.5
0.4

0.3
0.2

0.2

0.2

0.1

0.1

0.1

0.07

0.07

0.07

0.05
17

20

30
Time

40

0.05
17

47

20

30
Time

40

0.05
17

47

0.04

0.02

0.02

0.02

-0.02

(a)

0
-0.02

b11
b22
b33
b12
b23
b13

-0.04
-0.06
17

bij

0.06

0.04

bij

0.06

0.04

bij

0.06

0

22

27

32
Time

37

42

47

20

30
Time

40

47

0
-0.02

b11
b22
b33
b12
b23
b13

-0.04
-0.06
17

R11
R22
R33

0.7

0.5
0.4

Rij

Rij

0.7

22

27

32
Time

(b)

37

42

47

b11
b22
b33
b12
b23
b13

-0.04
-0.06
17

22

27

32
Time

37

42

47

(c)

Figure 6.3 The effect of rotation on Reynolds stress and normalized anisotropy tensor components of IC1.
(a) No rotation, (b) Low rotation rate, (c) High rotation rate.

6.5

Turbulence structure and decay rate

Previous authors such as Speziale [106], Teitelbaum [102], Yang [111] and
references within, discuss the effects of rotation on the dissipation rate of turbulence.
Rotation disrupts the energy cascade limiting the turbulence’s ability to dissipate energy.
The mechanism by which this takes place is not well understood. Tsuei & Perot [112]
describe rotation altering the orientation of the turbulent eddies which influences the
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conventional turbulent structure. Cambon [113], Theiele [110], Teitelbaum [102] discuss
structural changes within the turbulence resulting from rotation with observations by
Theile [110] that strong velocity correlations,

, along the axis of rotation

result in the quasi two-dimenionalization of the flow. Further stating that energy fluxes
weaken in the presence of rotation, in particular along the axis of rotation, and that the
classical picture of energy transfer by way of eddy breakup is stronger in eddies
perpendicular to the axis of rotation where coherent structures remains relatively intact.
Figure 6.4 shows the longitudinal autocorrelations from IC1, both normalized
and non-normalized. Shown in columns from left to right are

with

being aligned with the axis of rotation. Rotation can be seen to increase the lateral extent of

these correlations in each component direction. As suggested by Theile [110], under the
effects of rotation correlations along the axis of rotation increase more than those align
perpendicular to the axis of rotation. Figure 6.4c clearly shows a larger increase in the
longitudinal autocorrelation function along the axis of rotation than the autocorrelations
along the other orientations aligned perpendicular to rotation, Figures 6.4a and 6.5b.

123

IC1_17.0
IC1_47.0
IC1_47.0_rotated

IC1_17.0
IC1_47.0
IC1_47.0_rotated

0.9

0.7

0.5

0.5

f(r3)

0.7

0.5

0.3

0.3
0.1
-0.1
0

10

20

30

40

0.3

0.1

0.1

-0.1

-0.1
0

48

10

20

0.16

40

48

0

0.08
0.06
0.04
0.02

0.12
0.1
0.08
0.06
0.04
0.02

0

10

20

r1

30

40

48

70

80

90 96

(b)

IC1_47.0
IC1_47.0 rotated

0

r2

(a)

90 96

0.02
0

48

80

0.04

-0.02

40

70

0.06

-0.02
30

60

0.1

-0.02
20

50

0.08

0
10

40

0.12

0
0

30

0.14

<u'3(x)u' 3(x+r 3)>

0.1

20

0.16
IC1_47.0
IC1_47.0 rotated

0.14

0.12

10

r3

0.16
IC1_47.0
IC1_47.0 rotated

<u'2(x)u' 2(x+r 2)>

<u'1(x)u' 1(x+r 1)>

30

r2

r1

0.14

IC1_17.0
IC1_47.0
IC1_47.0_rotated

0.9

0.7

f(r2)

f(r1)

0.9

10

20

30

40

50

60

r3

(c)

Figure 6.4 Longitudinal velocity autocorrelation functions,
, from
IC1 case with low rotation rate. Top row compares IC1 values at 17.0 seconds with the rotated and nonrotated cases at time 47.0 seconds. Bottom row are not normalized by
: (a) top
, bottom
, (b) top
, bottom
, (c) top
, bottom
. Note:
is aligned with axis of rotation.

Figure 6.5 shows contour plots of the w-velocity component (the component
aligned with the axis of rotation). Figure 6.5a shows contours at the time just before
rotation,

.

Figure 6.5b shows the same contours without rotation at time

. Figure 6.5c shows these contours at the end of rotation for the low rotation rate
case at time

. This rotated case shows turbulent structures elongated with an

orientation along the axis of rotation. This is consistent with the increasing correlations
shown in Figure 6.4. Thiele [110] has shown similar results with contour structures
traversing virtually the entire domain in the direction of rotation. While such contours
indicate an orientation of the turbulent structure in the rotation direction they also show
that the domain is too small in those simulations for accurate statistics. Perot [33] shows
that for isotropic turbulence any length scale that extends beyond one quarter of the
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domain length is an indication that the flow is becoming domain constrained and
periodicity is affecting the turbulent statistics.

(a)

(b)

(c)

Figure 6.5 Contours of w-velocity. w-velocity is the component aligned with the axis of rotation. (a) IC1
at
, not yet rotated. (b)
non-rotated. (c)
rotated.

Figure 6.6a shows the power law decay exponent as a function of all the rotation
rates on IC1, where each rotational case has been scaled so that the effects of rotation are
shown from

. All exponent values can be seen to be approaching an

asymptotic limit after 3 rotations.

It can be seen in figure 6.6a that the decay exponent

drops more quickly and to a greater degree with higher rotation rates (i.e. decay rate is
inversely proportional to rotation rate). Attempts at very high rotation rates can only be
calculated with very small time steps and these simulations are beyond the resources of
this work. Figure 6.6b shows the same decay exponents as those in figure 6.6a but
without a scaling of the x-axis.

After rotation is stopped the turbulence decays

exponentially, and not as a power law. The power-law exponent, n, therefore makes no
sense (and goes to infinity) after rotations stops.
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Figure 6.6 Decay exponents as a function of time. Decay exponent is seen to be inversely proportional to
rotation rate. (a) x-axis scaled to align end of rotation period. (b) Decay exponent during and subsequent to
rotation.

Figure 6.6b shows that the higher rotation rates, and shorter duration cases, recover a
power-law decay exponent more quickly than those cases with slower rotation rate and a
longer duration.
As has been stated it is well known that the turbulent kinetic energy decay rate
decreases due to rotation. However questions remain as to the relationship between
rotation rate and decay rate. Squires, Chasnov, Mansour & Cambon [114] performed
LES in an attempt to characterize the relationship between rotation rate and the decay
exponent. Their findings indicate a reduction of the decay exponent by approximately
from the non-rotating case at very strong rotation rates. Our results differ, and
suggest that the lower limit for the decay rate is zero for very high rotation rates. This
suggests that rotation can completely disrupt the energy cascade if it is rapid enough.
Figure 6.7 shows the present study’s decay exponent during rotation as a function
of non-dimensional rotation rate for all three ICs. Results shown in Figure 6.7 suggest a
power law relationship between rotation rate and the decay-rate exponent with a slope
(exponent) of approximately -1/4.
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Figure 6.7 Minimum decay rate as a function of non-dimensional rotation rate

6.6

Modeling

Historically and up to this point in this work the behavior of decaying kinetic
energy has been assumed to follow a power-law with respect to time,
. This power law assumption has been a focal point in the research of
decaying turbulence for many years and by many authors.

Saffman established

theoretical power law exponent values (n) of 1.2 and 1.5 for high and low Reynolds
numbers respectively (for a k2 low wave number spectrum). Many authors over the years
have produced experimental and numerical results that aim to validate or invalidate these
theoretical values. Rotation reduces the decay rate and therefore the power law decay
exponent is seen to drop during rotation. The drop and dependence of the power law
decay exponent on rotation rates has been address herein and by previous researchers.
Previous research by Squires [114] suggests that rotation reduces the power law
decay exponent by ½ in the limit of large rotation rates. The current research indicates
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that the power law decay exponent exhibits a power law dependence on rotation rate, see
Figure 6.7, of approximately -1/4 which leads to a decay exponent of zero at large
rotation rates. In all simulated cases we obtain decay exponents for rotation that are less
than 3/5 (half the un-rotating decay exponent of 6/5).
While much research exists surrounding the power-law decay exponent and its
value in the presence of rotation, little if any work as been published with regarding to
the power law exponent following the removal of rotation. It has been well established
that rotation restricts dissipation and disrupts the energy cascade. Evaluating the decay of
TKE following the remove of rotation would seem to be the next logical step yet to this
author’s knowledge, no work has been published that addresses the behavior of the decay
rate subsequent to the removal of rotation.
Figure 6.7b indicates that modeling the decay of TKE as a power law function is
not be valid for some period of time subsequent to the removal of rotation. The erratic
behavior of the power law exponent subsequent to the removal of rotation indicates a
decay rate of TKE that is exponential,

and not a power law

TKE decaying exponentially with time would be evidenced by the ratio of
its derivative

remaining constant in time (i.e.
. Figure 6.8a shows plots of the behavior of

to
where

for all 5 rotation

rates on IC1. It can be clearly seen in the lower rotation rate cases that following the end
of rotation, plots of

maintain a constant value. This leveling off of the curves

is less evident in the higher rotation rate (lower rotation duration) cases. This would
indicate that the duration of the rotation is more important than the rotation rate in setting
up an exponential decay following the end of rotation. Figures 6.8b,c,d,e,f show the
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plotted along with the power law decay exponent. Comparing the two on each
one of the individual plots allows one to see the distinct period of erratic behavior of a
power law decay exponent, n, when it is attempting to capture exponential decay.
Figures 6.8b,c,d show the period of exponential decay following the end of rotation and
the recovery of power law decay after a period of time. Here the power law decay
exponent n returns to levels commensurate with Saffman’s predictions of n = 1.2-1.5
while the plot of

moves off a constant value. Figures 6.8e,f show only slight

indications that TKE is decaying exponentially. In these cases it is hypothesized that the
lack of time under the influence of rotation has not allow for the build up and quasi twodimensionalization of the turbulence, as described by Theile [110], which is thought to
lead to the eventual exponential decay as the turbulence returns to its natural threedimensional state. Similar results are seen in IC2 and IC3 and have been omitted for
brevity.
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Figure 6.8 Evidence of exponential decaying turbulence through a constant value of
. (a) a
comparison of all rotation rates. (b)(c)(d)(e)(f)
and the erratic behavior of the traditional power
law decay exponent attempting to capture exponential decay.
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CHAPTER 7
DISCUSSION AND CONCLUSIONS

Direct numerical simulations were carried out on a periodic domain using a
staggered Cartesian mesh and 3-step and 2nd-order Runge-Kutta for time advancement.
Mesh sizes for plain strain as well as axi-symmetric contraction and axi-symmetric
expansion were 512 x 512 x 512 while rotation cases utilized a 512 x 512 x 1024 mesh
with 1024 being aligned with the axis of rotation to accommodate increasing longitudinal
correlations. A unique stirring method mixes the fluid mechanically allowing for the
generation of turbulence and the development of turbulence scales and the energy spectra
in a more natural way.
Plain strain, AXC, AXE and rotation all exhibit a

phase where

turbulent structure in the form of two point turbulent velocity correlations are returning to
isotropy faster than the classically defined measure of anisotropy, Reynolds stresses.
Traditional and well used return-to-isotropy models such as the linear model of Rotta
[65] and more general non-linear models such as that of Sankar & Speziale [18], model
return-to-isotropy using only single point statistic in the form of conventional Reynolds
stress anisotropy,

. Results in Chapter 5 reveal, through the DNS data

generated herein, that an attempt to back into constants for the Rotta or Sankar &
Speziale models fails to produce usable constants, a sign that something more than single
point statistics are required for an effective return-to-isotropy model. To this end it is
proposed that inclusion of structural information in the form of two point correlations
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will allow turbulence to be modeled inclusive of a

period where two point

statistics are returning to isotropy faster than the traditional Reynolds stresses.
Chapter 5 shows results obtained using the OEC model of Martell & Perot [1] in
comparison to plain strain DNS results. These OEC results compare favorably to DNS
data in the form of Reynolds stresses plots and invariant maps, Figure 5.13 and 5.14
respectively. DNS data when viewed by way of invariant maps, sometimes referred to as
Lumley triangles, show invariant trajectories during return-to-isotropy that have the
ability to cross one another given different initial starting points. This is counter to the
results provided by traditional linear and non-linear return models where all paths back to
isotropy are parallel. Further proof that more information than Reynolds stresses is
required for proper modeling.
The effect of rotation on isotropic decaying turbulence has been a popular topic of
research both experimentally and numerically. This is most likely owed to the fact that
so many applications of scientific and engineering interest are affected by rotating
turbulence. As is always the case, and often remarked upon by the engineering and
scientific community, a better understanding of the behavior of turbulence statistics can
lead to a multitude of engineering design improvements.

The effect of rotation is

certainly no exception and may very well be of primary importance. There is a great deal
of research that has been conducted on turbulence under the direct influence of (during)
rotation. Results by previous authors such as those by Squires et. al. contradicts the result
of the present study. Squires et. al. suggest the power law decay exponent is reduced
during rotation, they also suggest a level which is independent of rotation rate. They go
on to propose that the decay exponent under the influence of rotation is dependent only
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on the form of the prescribed energy spectra at the onset of rotation. The current study
utilizes a relatively new and unique stirring method to generate the turbulence so that the
scales of turbulence develop more naturally and thus the energy spectra takes a form that
is not directly prescribed by the researcher. From these, arguably more natural energy
spectra, it is found that the power law decay exponent behaves as a power law itself, a
power law as a function of rotation rate. This power law dependence, with

, is

shown to exist across the set of three initial conditions.
Finally, results within this study which reveal an exponential decay rate for
turbulent kinetic energy, subsequent to the removal of rotation, are unknown to have been
previously published or otherwise documented. It is hypothesized that during the period
of rotation, the turbulence becomes quasi two-dimensional as discussed by Squires et. al.
Upon the removal of rotation and during the

period, while the three-

dimensionality is being recovered, the turbulence dissipates energy rapidly, at an
exponential rate, until which time the turbulence is once again three-dimensional and
undergoing the well research and documented power law decay.
Several simulation and modeling goals have been met and are summarized as
follows:



The whole of return-to-isotropy is a two part process including a
return process. The

and a

process, in which two point correlation anisotropy

is returning to isotropy, occurs faster than the traditionally discussed and modeled
return-to-isotropy of Reynolds stresses. Two point statistics models, such as
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OEC, show promise in better capturing the entirety of the return-to-isotropy
process by including this two point correlation information.


Under the influence of rotation the decay of turbulent kinetic energy exhibits a
power law dependency as a function of rotation rate. During rotation the power
law decay exponent reaches an asymptotic limit (minimum). This limit is a
function of rotation rate. It is important to be clear that this behavior occurs while
rotation is taking place and not subsequent to its removal.



Under the influence of rotation longitudinal two point correlations aligned with
the axis of rotation grow stronger while Reynolds stresses change only slightly.



The method of mechanically stirred turbulence is an effective methodology in the
study of isotropic and anisotropic decaying turbulence.



Further evidence is provided, by the crossing of return-to-isotropy trajectories on
invariant maps, that simple linear and non linear return-to-isotropy models are in
sufficient to capture the behavior of return-to-isotropy.



Upon removal of rotation, the behavior of the decay of turbulent kinetic energy is
shown to decay exponentially for a period of time before resuming the well
documented and theorized power law behavior.
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