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Axiomatic foundation of quantum measurements and survival effect
Vladimir I. Kruglov
Centre for Engineering Quantum Systems, School of Mathematics and Physics,
The University of Queensland, Brisbane, QLD 4072, Australia
The axiomatic theory of quantum first-kind measurements is developed in a rigorous form based
on five Postulates. The measurement theory for observable with continuous spectrum is given
in a rigged Hilbert space. This approach also describes the measurements with non-ideal initial
conditions. It yields the survival effect in the position measurement of the particles. It is also found
that no such survival effect in the momentum measurement of the particles. The Postulates of
axiomatic theory yield the survival effect which violates the Heisenberg uncertainty relation. This
theoretical result is demonstrated by the wave function with minimum of position and momentum
uncertainty of the particle.
I. INTRODUCTION
It is well known that the measuring process plays an
important role in quantum mechanics [1]. The first for-
mal model of such process was developed by von Neu-
mann [2], however his point of view has been criti-
cised (see for an example [3–7]). Many other authors
have made attempts to obtain a more satisfactory solu-
tion of the quantum measurement problem based on the
principles of quantum mechanics and statistical physics.
In more recent papers, authors propose the particular
schemes and models of quantum measurement with uni-
tary and nonunitary evolution [8–22]. In the last case
the evolution is often modelling by stochastic equations
[23–28].
In this paper, we present the axiomatic theory of quan-
tum first-kind measurements in rigorous form. This ap-
proach also allows us to declare the theory of non-ideal
measurements. In Section II, the main set of postulates
and the basic definitions of the axiomatic theory is for-
mulated. In Sections III and IV, we consider the mea-
surements of an observable with discrete spectrum, and
in Section V, it is presented the description of momentum
and position of the particle measurement using a rigged
Hilbert space. In Section VI, a non-ideal measurement
theory is developed. This approach leads to survival
effect for a discrete and continuous spectrum measure-
ments. It is shown that no such effect in the momentum
measurement of the particles. In Section VII, we study
the survival effect for the position measurement of the
particles. It is shown that the survival effect violates the
Heisenberg uncertainty relation. This effect is demon-
strated by the wave function with minimum of position
and momentum uncertainty of the particle.
II. AXIOMATICS OF QUANTUM
MEASUREMENT THEORY
In this section, we formulate the set of postulates of the
axiomatic theory of quantum first-kind measurements.
These postulates are formulated for the case when the
measured observable has a discrete degenerate or nonde-
generate spectrum. The postulates and definitions for-
mulated in this section are universal because an observ-
able with continuous spectrum has in the rigged Hilbert
space (RHS) a discrete representation (see Sec. V).
Let A is an observable which has a discrete degenerate
spectrum with eigenvalues λα and eigenstates |usα〉,
A|usα〉 = λα|usα〉,
∑
α
gα∑
s=1
|usα〉〈usα| = 1Q, (1)
where gα is the degeneracy of the state |usα〉 and the
eigenstates are normalized 〈unα|usβ〉 = δαβδns. Here 1Q
is the unit operator in the space of measured quantum
system. Note that the case when an observable has a
discrete degenerate spectrum is a particular case of an
observable with nondegenerate spectrum. In general case
the observable A can be written in the form,
A =
∑
α
λαPα, Pα =
gα∑
s=1
|usα〉〈usα|, (2)
where Pα is the projector into the subspace Gα of A. The
eigenstates in Eq. (1) and the projector Pα can also be
written in a new orthonormal basis,
Pα =
gα∑
s=1
|u˜sα〉〈u˜sα|, 〈u˜nα|u˜sβ〉 = δαβδns. (3)
The states |usα〉 and |u˜sα〉 are connected by unitarian ma-
trix Λα,
|u˜sα〉 =
gα∑
n=1
Λsnα |unα〉, Λ†αΛα = ΛαΛ†α = 1α, (4)
where 1α is a unit matrix in the subspace Gα. Eq. (1) in
a new orthonormal basis has the form,
A|u˜sα〉 = λα|u˜sα〉,
∑
α
gα∑
s=1
|u˜sα〉〈u˜sα| = 1Q, (5)
Let GQ is the space of measurable quantum system
(QS) and GD = GM⊗GE is the space of measuring device
(MD) interacting with an environment system (ES). Here
2GM is the space of measuring device and GE is the space
of an environment system. Thus GQ⊗GD = GQ⊗GM⊗GE
is the space of combined quantum system QS+MD+ES.
The measurable QS is described by the density matrix,
ρ(t) =
∑
k
πk|ψk(t)〉〈ψk(t)|, (6)
where
∑
k πk = 1 (πk > 0) and |ψk(t)〉 is normalized ket〈ψk(t)|ψk(t)〉 = 1. In general case the initial metastable
state of the system MD+ES is given by density matrix
ρDin(t) in a space GD = GM ⊗ GE as
ρDin(t) =
∫
|Φin(Z, t)〉Q(Z,Z ′)〈Φin(Z ′, t)|dµ(Z)dµ(Z ′),
(7)
where 〈Φin(Z, t)|Φin(Z, t)〉 = 1 and TrρDin(t) = 1. Here
|Φin(Z, t)〉 is the ket describing some state of combined
quantum system MD+ES and µ(Z) is the measure in the
space GD. We emphasize the density matrix ρDin(t) de-
scribes the metastable initial state of the system MD+ES
which is fundamentally for quantum measurements.
Postulate 1: The states of combined system
QS+MD+ES are defined in a space GQ ⊗GM ⊗GE. The
initial metastable state of measuring device interacting
with ES is given by density matrix ρDin(t) in Eq. (7). The
density matrix ρDin(t) is defined in a space GD = GM⊗GE .
The possible results in the measurement of an observable
A with a discrete degenerate spectrum or nondegenerate
spectrum are the eigenvalues λα of this observable. The
measuring device after the measurement of the observable
A indicates some particular eigenvalue λα.
Note that one can consider this Postulate as a defini-
tion of measuring device. The full Hamiltonian of the
combined quantum system QS+MD+ES can be written
in the form,
H = H0 +HI, H0 = HQ ⊗ 1D + 1Q ⊗HD. (8)
The Hamiltonian H0 describes a free evolution of two
systems: QS by the Hamiltonian HQ in the space GQ and
MD+ES by the Hamiltonian HD in the space GM ⊗ GE .
Note that the Hamiltonian HD includes the interaction
between MD and ES. The Hamiltonian HI describing the
interaction of QS and the system MD+ES is defined in
the space GQ ⊗ GM ⊗ GE .
The solution of the Schro¨dinger equation with the
Hamiltonian H and the boundary conditions for incom-
ing waves at t < 0 is given by |Ψ(t)〉 = U inν (t)|Φ〉 where
U inν (t) = U(t)Ω(+)ν is the scattering wave propagator.
This propagator is defined in Eq. (A3) and the wave
operator Ω
(+)
ν is given in Eq. (A4) of Appendix A. We
can also define the scattering wave propagator Uoutν (t)
which yields the formal solution |Ψ(t)〉 = Uoutν (t)|Φ〉 of
the Schro¨dinger equation with the Hamiltonian H0 and
the boundary conditions for outcoming waves at t > 0.
The scattering wave propagator Uoutν (t) defined with such
boundary conditions is given by
Uoutν (t) = ν
∫ +∞
0
dt′e−νt
′
U0(t− t′)U(t′)
= U0(t)ν
∫ +∞
0
dt′e−νt
′
U†0(t
′)U(t′) = U0(t)Ω
(−)†
ν , (9)
where U(t) = exp(−itH/~), U0(t) = exp(−itH0/~) and
Ω
(−)
ν is the wave operator given in Eq. (A5). It is as-
sumed in this definition that ν → 0+. Note that this
limit can be applied only in the final step for evaluation
of the functionals such as probabilities and cross sections.
More precise limiting process is presented in the end of
Appendix A.
It is assumed in the paper that the hierarchy of times
has the form: t ≥ tb ≥ ta where ta is the initial point of
measuring process, tb is the final point of measuring pro-
cess and t is an arbitrary time after the measurement of
the observable A. We define the conditional wave propa-
gator (CWP) as Uν(t′, t0) = Uoutν (t−tb)U inν (tb−ta) where
t′ = t− tb and t0 = tb− ta. This propagator describes the
evolution of states in the system QS+MD+ES as long as
the initial point ta and the final point tb of measuring
process are fixed. Note that the final point tb in mea-
suring process is random and hence the CWP describes
the conditional outgoing states. The conditional wave
propagator Uν(t′, t0) has the form,
Uν(t′, t0) = U0(t′)Ω(−)†ν U(t0)Ω(+)ν = U0(t− tb)Kν(t0),
(10)
where Kν(t0) = Ω(−)†ν U(t0)Ω(+)ν . The operator
Kν(t0) yields the relations limt0→0Kν(t0) = S and
limt0→0Uν(t′, t0) = U0(t′)S where S = Ω(−)†ν Ω(+)ν is the
scattering operator defined in Eq. (A7). In the case
when no interaction in the system (HI = 0) the next
relation is valid Ω
(±)
ν = 1. Thus in this case we have
Kν(t0) = U0(t0) and Uν(t′, t0) = U0(t− ta).
The operator describing free evolution (HI = 0)
is given by U0(t) = UQ(t) ⊗ UD(t) where UQ(t) =
exp(−itHQ/~) and UD(t) = exp(−itHD/~). Note that
we consider the first-kind measurements. We also sup-
pose that in this case the measurable QS and measuring
device do not have the bound states for the interaction
Hamiltonian HI and hence the wave operators Ω
(±)
ν and
propagator Uν(t′, t0) are unitarian (see Appendix A). The
next notations are used below: F (t′, t0, ta) ≡ F (T ) and
F (0, t0, ta) ≡ F (T0) where F is an arbitrary function of
variables t′, t0, ta. We also define the eigenstates of
nondegenerate observable A by relation A|uα〉 = λα|uα〉
where it is assumed the normalization 〈uα|uβ〉 = δαβ .
Postulate 2: The conditional evolution of the initial
state |uα〉 ⊗ |Φin(Z)〉 of combined system QS+MD+ES
with fixed initial point ta and final point tb is given by
Uν(t′, t0)|uα〉⊗|Φin(Z, ta)〉 = |uα(t′)〉⊗|Φα(Z, T )〉, (11)
where |uα(t′)〉 = UQ(t′)|uα〉 is a free evolution of the
eigenstate of nondegenerate observable and |Φα(Z, T )〉 =
3UD(t
′)|Φα(Z, T0)〉. The ket |Φα(Z, T )〉 describes the sys-
tem MD+ES in the space GD = GM ⊗ GE and the
conditional wave propagator Uν(t′, t0) is given in Eq.
(10). The conditional evolution of the initial state |usα〉⊗
|Φin(Z)〉 of combined system QS+MD+ES with fixed ini-
tial point ta and final point tb is given by
Uν(t′, t0)|usα〉⊗|Φin(Z, ta)〉 = |u˜sα(t′)〉⊗|Φα(Z, T )〉, (12)
where |u˜sα(t′)〉 = UQ(t′)|u˜sα〉 is a free evolution of the
eigenstate of degenerate observable and |Φα(Z, T )〉 =
UD(t
′)|Φα(Z, T0)〉. The ket |u˜sα〉 is given in Eq. (4) where
Λα is some unitarian matrix.
It follows from Eqs. (11) and (12) that the ket
|Φα(Z, T )〉 in Eqs. (11) and (12) are normalized
〈Φα(Z, T )|Φα(Z, T )〉 = 1. In the case when the density
matrix of QS at t = ta is ρα = |uα〉〈uα| then Eq. (11)
yields
Uν(t′, t0)[ρα⊗ρDin(ta)]U†ν (t′, t0) = |uα(t′)〉〈uα(t′)|⊗ρDα (T ).
(13)
If A is the degenerate observable and the density matrix
of QS at t = ta is ρ
s
α = |usα〉〈usα| then Eq. (12) yields the
relation,
Uν(t′, t0)[ρsα⊗ρDin(ta)]U†ν (t′, t0) = |u˜sα(t′)〉〈u˜sα(t′)|⊗ρDα (T ).
(14)
The density matrix ρDα (T ) in Eqs. (13) and (14) is defined
in a space GD as
ρDα (T ) =
∫
|Φα(Z, T )〉Q(Z,Z ′)〈Φα(Z ′, T )|dµ(Z,Z ′),
(15)
with dµ(Z,Z ′) = dµ(Z)dµ(Z ′), ρDα (T ) ≡ ρDα (t′, t0, ta)
and TrρDα (T ) = 1. Equations (13) and (14) show that the
density matrix ρDα (T ) describes a system MD+ES where
MD indicates the eigenvalue λα at t
′ ≥ 0. However, to
be rigorous, this assertion should be postulated.
Postulate 3: The system MD+ES after measuring de-
generate or nondegenerate observable A is described by
density matrix ρDα (T ) given in Eq. (15). This den-
sity matrix is defined in a space GD = GM ⊗ GE . The
conditional density matrix of MD is given by wα(T ) =
TrE [ρ
D
α (T )] in a space GM as long as the initial point
ta and the final point tb of measuring process are fixed.
The trace TrE is computed in a space GE of an environ-
ment system. The MD in the state wα(T ) indicates the
eigenvalue λα at t
′ = t− tb ≥ 0.
The set of measurements of quantum system where
MD indicates different eigenvalues λα is called the full
ensemble E of measurements of an observable A. The
subset of measurements where MD indicates only given
eigenvalue λα is called the subensemble Eα of measure-
ments of an observable A.
Note that the conditional density matrix (CDM) de-
scribing the measuring process in the space GQ ⊗ GM
with fixed points ta and tb is given by next equation
W(T ) = TrE{Uν(t′, t0)[ρ(ta) ⊗ ρDin(ta)]U†ν (t′, t0)}, where
ρ(ta) is the density matrix of measurable quantum sys-
tem, ρDin(ta) is given in Eq. (7) and W(T ) ≡W(t′, t0, ta).
Postulate 4: The measurement of an observable A with
a discrete nondegenerate or degenerate spectrum leads
to irreversible evolution of combined subsystem QS+MD.
The conditional density matrix W(T ) has the form,
W(T ) =
∑
α
Pα(ta)ρα(t
′, ta)⊗ wα(T ), (16)
where wα(T ) = TrE [ρ
D
α (T )]. Here ρα(t
′, ta) is the density
matrix in a space GQ describing the subensemble Eα of
QS and Pα(ta) ≡ P (λα, ta) is the probability that MD
indicates the eigenvalue λα for the full ensemble E of
measurements of an observable A. The probability Pα(ta)
and the density matrix ρα(t
′, ta) satisfy to normalization
conditions
∑
α Pα(ta) = 1 and Trρα(t
′, ta) = 1. The full
ensemble E of QS at t′ > 0 is described by density matrix
ρ˜(t′, ta) =
∑
α Pα(ta)ρα(t
′, ta).
Note that the density matrices ρ˜(t′, ta) and ρα(t
′, ta)
depend on t′ = t− tb, and they do not depend explicitly
on tb. The evolution of the combined system QS+MD
postulated in Eq. (16) is irreversible due to the trace
operator TrE in definition of the density matrices W(T )
and wα(T ). We emphasise that one can consider the
formulated Postulates as a rigorous definition of the MD
and measuring process.
If the observable A is nondegenerate then Eq. (11) in
Postulate 2 leads to equation,
TrE{Uν(t′, t0)[ρ(ta)⊗ ρDin(ta)]U†ν (t′, t0)}
=
∑
α
∑
β
〈uα|ρ(ta)|uβ〉|uα(t′)〉〈uβ(t′)| ⊗ wαβ(T ), (17)
where wαβ(T ) = TrE [ρ
D
αβ(T )] and the operator ρ
D
αβ(T )
is given by
ρDαβ(T ) =
∫
|Φα(Z, T )〉Q(Z,Z ′)〈Φβ(Z ′, T )|dµ(Z,Z ′).
(18)
In the case when the observable A is degenerate Eq. (12)
in Postulate 2 leads to equation,
TrE{Uν(t′, t0)[ρ(ta)⊗ ρDin(ta)]U†ν (t′, t0)}
=
∑
αs
∑
βn
〈usα|ρ(ta)|unβ〉|u˜sα(t′)〉〈u˜nβ(t′)| ⊗ wαβ(T ), (19)
Eqs. (17), (18), (19) and Eq. (16) in Postulate 4 lead to
the next assertion:
The operator ρDαβ(T ) given in Eq. (18) and the density
matrix ρDα (T ) defined in Eq. (15) satisfy the relation
wαβ(T ) = δαβwα(T ). In an explicit form this relation is
given by
TrE [ρ
D
αβ(T )] = δαβTrE [ρ
D
α (T )], (20)
where δαβ is the Kronecker symbol.
Eq. (20) means that wαβ(T ) = 0 when α 6= β. Two
observables are called compatible if the measurement one
of them does not affect on the prediction of the measure-
ment of the other observable. The Postulates formulated
4in this section lead also to well-known assertion for non-
degenerate observables:
The observables A and B are compatible if and only if
the operators A and B commute.
III. DISCRETE SPECTRUM MEASUREMENT
In this section, we consider the main consequences of
the formulated postulates when an observable A has a
discrete degenerate or nondegenerate spectrum. Equa-
tion (16) in Postulate 4 can be written at t′ ≥ 0 as
W(T ) =
∑
α
σα(t
′, ta)⊗ wα(T ), (21)
where σα(t
′, ta) = Pα(ta)ρα(t
′, ta) and W(T ) is the con-
ditional density matrix of the combined system QS+MD,
W(T ) = TrE{Uν(t′, t0)[ρ(ta)⊗ ρDin(ta)]U†ν (t′, t0)}. (22)
Equation (21) and relation Trρα(t
′, ta) = 1 (see Postu-
late 4) yield the equations for the probability Pα(ta) and
density matrix ρα(t
′, ta) as
Pα(ta) = Trσα(t
′, ta), ρα(t
′, ta) =
σα(t
′, ta)
Trσα(t′, ta)
, (23)
where the quantity Pα(ta) is positive and independent on
the time t′. The density matrix ρ˜(t′, ta) describing the
full ensemble of quantum system after measurements is
given by ρ˜(t′, ta) =
∑
α σα(t
′, ta).
Degenerate spectrum.
Eqs. (19) and (20) yield the conditional density matrix
W(T ) of the combined system QS+MD as
W(T ) =
∑
α
∑
sn
〈usα|ρ(ta)|unα〉|u˜sα(t′)〉〈u˜nα(t′)| ⊗ wα(T ).
(24)
This equation can also be written in the form,
W(T ) =
∑
α
Mα(t′)ρ(ta)M†α(t′)⊗ wα(T ), (25)
where Mα(t′) = UQ(t′)Mα and the operatorMα is
Mα =
gα∑
s=1
|u˜sα〉〈usα| =
gα∑
s=1
gα∑
n=1
Λsnα |unα〉〈usα|. (26)
Equations (21) and (25) yield the next relation
σα(t
′, ta) = Mα(t′)ρ(ta)M†α(t′). Hence the probability
Pα(ta) given by Eq. (23) is
Pα(ta) = Tr(ρ(ta)M†αMα) =
gα∑
s=1
〈usα|ρ(ta)|usα〉. (27)
Thus the probability Pα(ta) is independent on the time
t′ because U†Q(t
′)UQ(t
′) = 1Q. The density matrices
ρα(t
′, ta) and ρ˜(t
′, ta) describing the subensemble Eα and
full ensemble E of quantum system after measurements
are given by
ρα(t
′, ta) =
1
Pα(ta)
∑
sn
〈usα|ρ(ta)|unα〉|u˜sα(t′)〉〈u˜nα(t′)|,
(28)
ρ˜(t′, ta) =
∑
α
∑
sn
〈usα|ρ(ta)|unα〉|u˜sα(t′)〉〈u˜nα(t′)|. (29)
Equation (26) and the orthonormal conditions 〈u˜sα|u˜nα〉 =
δsn (see Eq. (3)) lead to relation,
∑
α
M†αMα =
∑
α
gα∑
s=1
gα∑
n=1
|usα〉〈u˜sα|u˜nα〉〈unα| = 1Q. (30)
Thus Eqs. (27) and (30) yield the normalization condi-
tion for the probability as
∑
α Pα(ta) = 1. We have the
relation M†αMα =
∑gα
s=1 |usα〉〈usα| = Pα where the pro-
jection operator Pα is also defined in Eq. (2). Hence Eq.
(30) can be written as
∑
α Pα = 1Q and the probability
given in Eq. (27) has well known projective form,
Pα(ta) = Tr(ρ(ta)Pα) =
∑
k
gα∑
s=1
πk|〈usα|ψk(ta)〉|2, (31)
where ρ(t) is defined in Eq. (6).
Nondegenerate spectrum.
In the case when the spectrum of an observable A
is nondegenerate, A|uα〉 = λα|uα〉, Eqs. (17) and (20)
yield the density matrix W(T ) of the combined system
QS+MD as
W(T ) =
∑
α
〈uα|ρ(ta)|uα〉|uα(t′)〉〈uα(t′)| ⊗ wα(T ). (32)
It follows from Eqs. (21) and (32) that σα(t
′, ta) =
〈uα|ρ(ta)|uα〉|uα(t′)〉〈uα(t′)|. Thus Eq. (23) yields the
probability Pα(ta) as
Pα(ta) = Tr(ρ(ta)Pα) =
∑
k
πk|〈uα|ψk(ta)〉|2, (33)
where Pα = |uα〉〈uα| is the projection operator. The
normalization condition
∑
α Pα(ta) = 1 follows from the
relation
∑
α Pα = 1Q. For an example, if the initial state
of measuring quantum system is a pure state ρ(ta) =
|ψ(ta)〉〈ψ(ta)| then the probability that the MD indicates
the eigenvalue λα is Pα(ta) = |〈uα|ψ(ta)〉|2. Equations
(23) and (32) lead to the density matrix ρα(t
′, ta) which
does not depend on the initial time ta [ρα(t
′, ta) ≡ ρα(t′)].
Thus in this case the density matrices ρα(t
′) and ρ˜(t′, ta)
describing the subensemble Eα and full ensemble E of
quantum system after measurements are given by
ρα(t
′) = |uα(t′)〉〈uα(t′)| = UQ(t′)|uα〉〈uα|U†Q(t′), (34)
ρ˜(t′, ta) =
∑
α
〈uα|ρ(ta)|uα〉|uα(t′)〉〈uα(t′)|. (35)
5IV. NONDEMOLITION MEASUREMENT
In this section, we consider an observable A with a
discrete degenerate spectrum. By this we introduce an
orthonormal basis of ket vectors |vα〉 as
|vα〉 =
gα∑
s=1
csα|usα〉, (36)
where csα are the complex amplitudes and |usα〉 are the
eigenvectors of A. The orthonormal relations 〈vα|vβ〉 =
δαβ and 〈unα|usβ〉 = δαβδns lead to equation
∑gα
s=1 |csα|2 =
1 for complex amplitudes csα. The orthonormal basis
given by Eq. (36) yields a linear space Hv of ket vec-
tors. We also introduce an orthonormal basis of vectors
|v˜α〉 which are connected to the states |u˜sα〉 (see Eq. (4))
as
|v˜α〉 =
gα∑
s=1
csα|u˜sα〉 =
gα∑
s=1
gα∑
n=1
csαΛ
sn
α |unα〉, (37)
where 〈v˜α|v˜β〉 = δαβ . It follows from Eq. (1) that the
vectors |vα〉 and |v˜α〉 are the eigenstates of the degenerate
observable A,
A|vα〉 = λα|vα〉, A|v˜α〉 = λα|v˜α〉. (38)
We assume that QS can be prepared at t = ta as a
linear superposition of kets |vα〉. Thus the pure states of
QS belong to the space Hv at t = ta. In this case, the
density matrix ρv(t) of QS at t = ta has the form,
ρv(ta) =
∑
k
πk|χk(ta)〉〈χk(ta)|, |χk(ta)〉 =
∑
α
Bkα|vα〉,
(39)
where
∑
k πk = 1 (πk > 0) and 〈χk(ta)|χk(ta)〉 = 1. The
density matrix ρv(ta) can be written as
ρv(ta) =
∑
αβ
|vα〉wαβ(ta)〈vβ |, (40)
where the matrix wαβ(ta) = 〈vα|ρv(ta)|vβ〉 is
wαβ(ta) =
∑
k
πkBkαB
∗
kβ ,
∑
α
|Bkα|2 = 1. (41)
If an observable has a discrete degenerate spectrum
then the density matrix W(T ) of the combined system
QS+MD is given by Eq. (25) where ρ(ta) = ρv(ta). Thus
we have the equation,
Wv(T ) =
∑
α
Mα(t′)ρv(ta)M†α(t′)⊗ wα(T ), (42)
where the conditional density matrix Wv(T ) is
Wv(T ) = TrE{Uν(t′, t0)[ρv(ta)⊗ ρDin(ta)]U†ν (t′, t0)}.
(43)
Equations (40) and (42) lead to conditional density ma-
trix Wv(T ) in the form
Wv(T ) =
∑
α
〈vα|ρv(ta)|vα〉|v˜α(t′)〉〈v˜α(t′)| ⊗ wα(T ),
(44)
where |v˜α(t′)〉 = UQ(t′)|v˜α〉. Note that the operator
σα(t
′, ta) defined in Eq. (21) is given by
σα(t
′, ta) = wαα(ta)|v˜α(t′)〉〈v˜α(t′)|. (45)
Thus the probability is Pα(ta) = Trσα(t
′, ta). It leads to
probability Pα(ta) which does not depend on the time t
′:
Pα(ta) = 〈vα|ρv(ta)|vα〉 =
∑
k
πk|Bkα|2. (46)
Equations (41) and (46) yield the normalization condi-
tion for probability as
∑
α Pα(ta) = 1. In this case the
density matrix ρα(t
′, ta) does not depend on initial time
ta [ ρα(t
′, ta) ≡ ρα(t′)]. The density matrices ρα(t′) and
ρ˜(t′, ta) describing the subensemble Eα and full ensemble
E of quantum system after measurements are given by
ρα(t
′) = |v˜α(t′)〉〈v˜α(t′)| = UQ(t′)|v˜α〉〈v˜α|U†Q(t′), (47)
ρ˜(t′, ta) =
∑
α
〈vα|ρv(ta)|vα〉|v˜α(t′)〉〈v˜α(t′)|. (48)
The probability given in Eq. (46) can also be written as
Pα(ta) =
∑
k
πk|〈vα|χk(ta)〉|2, (49)
which is similar to the nondegenerate case. Note that
the states |vα〉 are also the eigenstates of an observable
A˜ given by
A˜ =
∑
α
λαP˜α, A˜|vα〉 = λα|vα〉, (50)
where P˜α = |vα〉〈vα| is a projector operator. Hence Eqs.
(47)–(49) describe the measurement of an observable A˜
when Λsnα = δsn. It follows from Postulate 4 and Eqs.
(44) and (47) the next assertion:
If the density matrix of QS at t = ta is given by
Eq. (39) and MD indicates the eigenvalue λα then the
measurable QS at t′ ≥ 0 has a pure state |v˜α(t′)〉 =
UQ(t
′)|v˜α〉. In the case when Λsnα = δsn this pure state
is |vα(t′)〉 = UQ(t′)|vα〉.
Hence if MD indicates the eigenvalue λα then the mea-
surable QS at t = tb (straight after measurement) has a
pure state |v˜α〉 and in the case when Λsnα = δsn this pure
state is |vα〉. Thus, the measurement does not destroy
the superposition of degenerate states given in Eq. (36).
6V. CONTINUOUS SPECTRUM
MEASUREMENT
In this section, we consider the measurement of the
observables with continuous spectrum. It is well-known
that the quantum theory based on Hilbert Space H leads
to mathematical problems for unbounded operators be-
cause such operators are not defined on the whole of H,
but only on dense subdomains ofH that are not invariant
under the action of the observables. The non-invariance
makes expectation values, uncertainties and commuta-
tion relations not well defined on the whole of H. This
problem can be solved by an extension of a Hilbert space
to a rigged Hilbert space (see Appendix B).
The position and momentum operators defined on sin-
gular states |x〉 and |p〉 are given by
X =
∫
x|x〉〈x|dx, P =
∫
p|p〉〈p|dp. (51)
The closure relations for these singular states are∫
|x〉〈x|dx = 1,
∫
|p〉〈p|dp = 1, (52)
where it is assumed the singular normalization 〈x′|x〉 =
δ(x−x′) and 〈p′|p〉 = δ(p−p′), and the scalar product of
the states |x〉 and |p〉 is 〈x|p〉 = (2π~)−3/2 exp[(i/~)p·x].
These relations yield the next equations for the position
and momentum operators,
X|x〉 = x|x〉, P|p〉 = p|p〉. (53)
The singular states |x〉 and |p〉 do not belong to a Hilbert
Space H. We show below that it is possible to define the
states |x, ε〉 and |p, ε〉 which belong to a RHS. Moreover,
these states are the eigenvectors of the position and mo-
mentum observables with a discrete spectrum.
Let a discrete set of the momentum vectors p is given
by the next relation,
p = εn = ε(n1, n2, n3), nk = 0,±1,±2, ... , (54)
where n is a vector with the discrete components and ε
is an arbitrary positive parameter. We define a cubic cell
vp with a discrete momentum p as{
p′ ∈ vp : ε
(
nk − 1
2
)
< p′k < ε
(
nk +
1
2
)}
, (55)
where k = 1, 2, 3, and p′ is an arbitrary momentum vec-
tor belonging to a cubic cell vp. The volume of the cubic
cell vp is ε
3. The test function φ˜ε(p,p
′) of the state |p, ε〉
in the RHS can be chosen as
φ˜ε(p,p
′) =
{
ε−3/2 if p′ ∈ vp
0 otherwise
(56)
where p is the discrete vector given in Eq. (54). The
generalized eigenstate |p, ε〉 in a rigged Hilbert space with
a test function φ˜ε(p,p
′) is
|p, ε〉 =
∫
φ˜ε(p,p
′)|p′〉dp′ = ε−3/2
∫
vp
|p′〉dp′. (57)
It is shown in Appendix C that these states are orthonor-
mal 〈p′, ε|p, ε〉 = δp′p where δp′p is the Kronecker sym-
bol. The set of states |p, ε〉 is also complete asymptoti-
cally in the RHS at ε→ 0 (see Appendix C):
∑
p
|p, ε〉〈p, ε| =
∫
|p〉〈p|dp = 1. (58)
Hence, the decomposition of the density matrix ρ(t) in a
rigged Hilbert space at ε→ 0 is given by
ρ(t) =
∑
p′
∑
p′′
〈p′, ε|ρ(t)|p′′, ε〉|p′, ε〉〈p′′, ε|. (59)
Eq. (11) of Postulate 2 for the momentum state |p, ε〉
in the RHS has the form,
Uν(t′, t0)|p, ε〉 ⊗ |Φin(Z, ta)〉 = |p, ε; t′〉 ⊗ |Φεp(Z, T )〉.
(60)
The states |p, ε; t′〉 and |Φε
p
(Z, T )〉 are
|p, ε; t′〉 = UQ(t′)|p, ε〉, |Φεp(Z, T )〉 = UD(t′)|Φεp(Z, T0)〉,
(61)
where |Φε
p
(Z, T0)〉 = |Φεp(Z, 0, t0, ta)〉. The density ma-
trix ρD
p
(ε;T ) of the system MD+ES in the subspace GD
(see Eq. (15)) is given by
ρD
p
(ε;T ) =
∫
|Φε
p
(Z, T )〉Q(Z,Z ′)〈Φε
p
(Z ′, T )|dµ(Z,Z ′),
(62)
where TrρD
p
(ε;T ) = 1. In this case Eq. (20) has the
form,
TrE [ρ
D
pq
(ε;T )] = δpqTrE [ρ
D
p
(ε;T )], (63)
where the operator ρD
pq
(ε;T ) is given by
ρD
pq
(ε;T ) =
∫
|Φε
p
(Z, T )〉Q(Z,Z ′)〈Φε
q
(Z ′, T )|dµ(Z,Z ′).
(64)
Eqs. (59)-(64) lead to relation,
Wε(T ) =
∑
p
〈p, ε|ρ(ta)|p, ε〉|p, ε; t′〉〈p, ε; t′| ⊗ wp(ε;T ),
(65)
which is analogous to Eq. (32). Here Wε(t) is the con-
ditional density matrix of the combined system QS+MD
in the space GQ ⊗ GM (see Eq. (22)) and wp(ε;T ) =
TrE [ρ
D
p
(ε;T )]. In this case Eq. (16) of Postulate 4 has
the form,
Wε(T ) =
∑
p
Pp(ε; ta)ρp(ε; t
′, ta)⊗ wp(ε;T ), (66)
where Pp(ε; ta) is the probability to measure the momen-
tum p at t = ta. We define the operator σp(ε; t
′, ta) (see
Eq. (21)) as
σp(ε; t
′, ta) = Pp(ε; ta)ρp(ε; t
′, ta), (67)
7where Pp(ε; ta) = Trσp(ε; t
′, ta). Equations (60)-(67)
lead to relation,
σp(ε; t
′, ta) = 〈p, ε|ρ(ta)|p, ε〉|p, ε; t′〉〈p, ε; t′|. (68)
It follows from this equation that the probability
Pp(ε; ta) is given by
Pp(ε; ta) = Trσp(ε; t
′, ta) = 〈p, ε|ρ(ta)|p, ε〉. (69)
Equations (57) and (69) yield the asymptotic relation
(at ε → 0) as Pp(ε; ta) ∼ ε3〈p|ρ(ta)|p〉 where ε3 is the
volume of the infinitesimal cubic cell vp. Thus, the prob-
ability distribution to measure the momentum p of the
particle at t = ta is
P (p, ta) = 〈p|ρ(ta)|p〉 =
∑
k
πk|〈p|ψk(ta)〉|2. (70)
The normalization condition
∑
p
Pp(ε; ta) = 1 yields∫
P (p, ta)dp = 1 in the limit ε → 0. Hence, if the
quantum system before measurement has a pure state
ρ(t) = |ψ(t)〉〈ψ(t)|, then the probability distribution is
P (p, ta) = |〈p|ψ(ta)〉|2. It follows from Eqs. (67)-(69)
that the subensemble Ep of quantum system (after mea-
suring of the momentum p) is described by density ma-
trix ρp(ε; t
′) = |p, ε; t′〉〈p, ε; t′| which does not depend on
the time ta. The full ensemble E of quantum system after
momentum measurements is given by density matrix,
ρ˜(ε; t′, ta) =
∑
p
〈p, ε|ρ(ta)|p, ε〉|p, ε; t′〉〈p, ε; t′|. (71)
The conditional density matrix describing the position
measurement of quantum system in the space GQ ⊗ GM
is completely analogous to Eq. (65). It has the form,
Wε(T ) =
∑
x
〈x, ε|ρ(ta)|x, ε〉|x, ε; t′〉〈x, ε; t′| ⊗ wx(ε;T ),
(72)
where wx(ε;T ) = TrE [ρ
D
x
(ε;T )]. The derivation of this
equation is based on Postulate 2 and definition of the
state |x, ε〉 given in Appendix C. Equation (72) and Pos-
tulate 4 yield the position probability of the particle in a
RHS as Px(ε; ta) = 〈x, ε|ρ(ta)|x, ε〉. Hence, the probabil-
ity distribution to measure the position x of the particle
at t = ta is
P (x, ta) = 〈x|ρ(ta)|x〉 =
∑
k
πk|〈x|ψk(ta)〉|2. (73)
The derivation of this equation is analogous to Eq. (70).
The normalization condition
∑
x
Px(ε; ta) = 1 yields∫
P (x, ta)dx = 1 in the limit ε → 0. The subensemble
of quantum system (after measuring of the position x)
is described by density matrix ρx(ε; t
′) = |x, ε; t′〉〈x, ε; t′|
which does not depend on the time ta. The full ensem-
ble E of quantum system after position measurements is
given by density matrix,
ρ˜(ε; t′, ta) =
∑
x
〈x, ε|ρ(ta)|x, ε〉|x, ε; t′〉〈x, ε; t′|, (74)
where |x, ε; t′〉 = UQ(t′)|x, ε〉 and the state |x, ε〉 is de-
fined in a RHS (see Appendix C).
VI. NON-IDEAL MEASUREMENTS
We consider in this section the quantum-measurement
theory with non-ideal initial conditions. The density
matrix W(T ) ≡ W(t′, t0, ta) of the combined system
QS+MD is defined in Eq. (22) where ρ(ta) is a den-
sity matrix of measurable QS at t = ta. Here ta is the
initial time-point of measuring procedure. However, the
starting points when the MD is involved to measuring
process can be differ from ta. Moreover, these points can
not be defined a priori because the initial state of measur-
ing device given by density matrix ρDin(ta) is metastable
(see Postulate 1). Note that difficulties in definition of
the starting point of measuring process are discussed in
Ref. [29]. The uncertainty in definition of such time-
points we refer to non-ideal initial conditions for measur-
ing process. In general case, the starting time-points of
measuring process for the full ensemble of measurements
can be described by probability distribution. We define
the survival probability distribution P(t, ta) = P˜(t − ta)
which is a probability distribution that t (t ≥ ta) is the
starting point of measuring process. Thus we distinguish
the initial time-point ta and starting points of measur-
ing process. It is assumed that the function P˜(t) is zero
at t > τ0 where τ0 is a characteristic time of measur-
ing process. Hence the normalization condition has the
form
∫∞
0 P˜(t)dt =
∫ τ0
0 P˜(t)dt = 1. We define the reduced
density matrix ρr(ta) by relation,
ρr(ta) =
∫ ta+τ0
ta
ρ(t)P(t, ta)dt =
∫ τ0
0
ρ(ta + t
′)P˜(t′)dt′,
(75)
where ρ(t) = UQ(t − ta)ρ(ta)U†Q(t − ta). This definition
yields the normalization condition Trρr(ta) = 1. Equa-
tion (75) can be written in the form,
ρr(ta) = limN→∞
N∑
i=1
w(i)ρ(i), (76)
where w(i) = P˜(ti)∆N , ρ
(i) = ρ(ta+ti), ∆N = τ0/N , and
ti = (i− 1/2)∆N . It follows by definition that Trρ(i) = 1
and limN→∞
∑N
i=1 w
(i) = 1. Thus, the quantity w(i) is
the probability and ρ(i) is an appropriate partial density
matrix. Let the measurable observable is degenerate then
the density matrix describing the subensemble (see Eq.
(29)) connected to partial density matrix ρ(i) is
ρ˜(i)(t′, ta) =
∑
α
∑
sn
〈usα|ρ(i)|unα〉|u˜sα(t′)〉〈u˜nα(t′)|. (77)
Hence, the density matrix describing the full ensem-
ble of QS for non-ideal initial conditions is ρ˜(t′, ta) =
limN→∞
∑N
i=1 w
(i)ρ˜(i)(t′). This relation and Eqs. (76)
and (77) lead to the density matrix describing the full
ensemble of QS for non-ideal initial conditions as
ρ˜(t′, ta) =
∑
α
∑
sn
〈usα|ρr(ta)|unα〉|u˜sα(t′)〉〈u˜nα(t′)|. (78)
8Hence, in this case, the probability Pα(ta) is given by
Pα(ta) = Tr(ρr(ta)Pα) =
gα∑
s=1
〈usα|ρr(ta)|usα〉. (79)
Eqs. (78) and (79) demonstrate that the survival effect
can be taken into account by the change of the density
matrix ρ(ta) of measurable QS to a reduced density ma-
trix ρr(ta). This statement we formulate by Postulate 5
which one may consider as a definition of the non-ideal
measurements.
Postulate 5: The measurements with non-ideal ini-
tial conditions are described by Postulates 1–4 with the
change of the density matrix ρ(ta) of measurable quan-
tum system to a reduced density matrix ρr(ta). The re-
duced density matrix is given in Eq. (75) where P˜(t) is a
survival probability distribution. The conditional density
matrix W(T ) of the combined system QS+MD has the
form W(T ) = TrE{Uν(t′, t0)[ρr(ta)⊗ ρDin(ta)]U†ν (t′, t0)}.
Thus, the probability to measure the eigenvalue λα for
degenerate and nondegenerate observable A are given by
equations Pα(ta) =
∑gα
s=1〈usα|ρr(ta)|usα〉 and Pα(ta) =
〈uα|ρr(ta)|uα〉 respectively. Note that the time evolu-
tion of density matrix ρ(t) in Eq. (75) is defined by the
Hamiltonian HQ. The eigenvalues and eigenvectors of QS
follow from equation
HQ|φn〉 = ǫn|φn〉, (80)
where we assume that the eigenstates are orthonormal,
〈φn|φm〉 = δnm. Hence, the density matrix ρ(t) can be
written as
ρ(t) =
∑
nm
ρnm(ta)|φn〉〈φm| exp [−i(ωn − ωm)(t− ta)],
(81)
where ωn = ǫn/~ and ρnm(ta) = 〈φn|ρ(ta)|φm〉.
Eqs. (75) and (81) lead to reduced density matrix,
ρr(ta) =
∑
nm
ρnm(ta)qnm|φn〉〈φm|. (82)
The matrices ρnm(ta) and qnm are given by
ρnm(ta) =
∑
k
πk〈φn|ψk(ta)〉〈ψk(ta)|φm〉, (83)
qnm =
∫ τ0
0
exp (−iωnmt)P˜(t)dt, (84)
with ωnm = ωn − ωm. Note that one can put τ0 = ∞
in Eq. (84) because it is assumed that the function P˜(t)
is zero at t > τ0. The simplest form of the survival
probability distribution is given by
P˜(t) = γ exp (−γt), (85)
where τ = 1/γ and τ ≪ τ0. This survival distribution
is similar to photoelectron waiting-time distribution for
coherent light [27, 28]. In this case, we have the relation
qnm = (1+ iωnmτ)
−1. More general survival distribution
is given by the Gamma distribution,
P˜(t) =
γs
Γ(s)
ts−1 exp (−γt), (86)
where γ = 1/τ (τ ≪ τ0), Γ(s) is the Gamma function
and s ≥ 1. In this case, the matrix qnm is given by
qnm =
(
1
1 + iωnmτ
)s
. (87)
Note that the survival distribution in Eq. (85) is a par-
ticular case of the Gamma distribution with s = 1.
The probability Pα(ta) for non-ideal measurements of
degenerate observable follows from Eq. (27) and Postu-
late 5. In this case, we have the next relation Pα(ta) =
Tr(ρr(ta)Pα) which yields
Pα(ta) =
gα∑
s=1
∑
nm
ρnm(ta)qnm〈usα|φn〉〈φm|usα〉. (88)
We consider below the case when the Hamiltonian of
the measurable QS is HQ = P
2/2m. In this case, Eq.
(80) has the form,
HQ|p, ε〉 = E(p)|p, ε〉, E(p) = p
2
2m
, (89)
where the state |p, ε〉 is given by Eq. (57). The reduced
density matrix ρr(ta) defined in the RHS at ε→ 0 is
ρr(ta) =
∑
p′
∑
p′′
〈p′, ε|ρ(ta)|p′′, ε〉q(p′,p′′)|p′, ε〉〈p′′, ε|,
(90)
The function q(p′,p′′) is given by Eq. (84) as
q(p′,p′′) =
∫ τ0
0
exp[−iω(p′,p′′)t]P˜(t)dt, (91)
with ω(p′,p′′) = ω(p′) − ω(p′′) and ω(p) = E(p)/~. In
this case, Eq. (65) with the change ρ(ta)→ ρr(ta) yields
Wε(T ) =
∑
p
〈p, ε|ρr(ta)|p, ε〉|p, ε; t′〉〈p, ε; t′| ⊗ wp(ε;T ),
(92)
where the reduced density matrix ρr(ta) is given by
Eq. (90). It follows from Eq. (90) the next relations
〈p, ε|ρr(ta)|p, ε〉 = 〈p, ε|ρ(ta)|p, ε〉 and 〈p|ρr(ta)|p〉 =
〈p|ρ(ta)|p〉. The probability distribution P (p, ta) follows
from Eq. (70) and Postulate 5. This procedure and re-
lation 〈p|ρr(ta)|p〉 = 〈p|ρ(ta)|p〉 lead to equation for the
momentum probability distribution as
P (p, ta) = 〈p|ρr(ta)|p〉 = 〈p|ρ(ta)|p〉. (93)
The subensemble of quantum system (after measurement
of the momentum p) is described by the density matrix
9ρp(ε; t
′) = |p, ε; t′〉〈p, ε; t′| and the full ensemble is given
by the density matrix,
ρ˜(ε; t′, ta) =
∑
p
〈p, ε|ρ(ta)|p, ε〉|p, ε; t′〉〈p, ε; t′|. (94)
Hence, if the Hamiltonian of QS is given by HQ = P
2/2m
then the ideal and non-ideal initial conditions (Postu-
late 5) yield the same momentum probability distribu-
tion P (p, ta) given in Eq. (93). This is also correct in a
more general case when the eigenvectors |p, α, ε〉 of free
Hamiltonian have an additional set α of quantum num-
bers. Moreover, this assertion is valid for relativistic par-
ticles. Hence, the ideal and non-ideal initial conditions
lead to the same differential cross sections of particles.
VII. SURVIVAL EFFECT
In this section, we consider the position measurement
of quantum system with non-ideal initial conditions. Let
the Hamiltonian of QS is given by HQ = P
2/2m. In this
case, the position measurements of quantum system with
non-ideal initial conditions are described by Eq. (72) and
Postulate 5 as
Wε(T ) =
∑
x
〈x, ε|ρr(ta)|x, ε〉|x, ε; t′〉〈x, ε; t′| ⊗ wx(ε;T ).
(95)
Equation (73) and Postulate 5 yield the probability dis-
tribution as P (x, ta) = 〈x|ρr(ta)|x〉. This relation and
Eq. (90) lead to equation,
P (x, ta) =
∑
p′p′′
〈p′, ε|ρ(ta)|p′′, ε〉
×q(p′,p′′)〈x|p′, ε〉〈p′′, ε|x〉, (96)
where it is assumed that ε→ 0. It follows from Eq. (95)
that the subensemble and the full ensemble of quantum
system (after measurement of the position of particle) are
described by density matrix ρx(ε; t
′) = |x, ε; t′〉〈x, ε; t′|
and ρ˜(ε; t′, ta) as
ρ˜(ε, t′, ta) =
∑
x
〈x, ε|ρr(ta)|x, ε〉|x, ε; t′〉〈x, ε; t′|. (97)
Note that Eq. (96) at ε→ 0 has the form,
P (x, ta) =
∫ ∫
〈p′|ρ(ta)|p′′〉
×q(p′,p′′)〈x|p′〉〈p′′|x〉dp′dp′′. (98)
We assume below that a realistic survival distribution
can be approximated by the function in Eq. (86) with
appropriate parameters γ and s. In this case, the func-
tion q(p′,p′′) is given by Eq. (87) as
q(p′,p′′) =
(
1
1 + iω(p′,p′′)τ
)s
, (99)
with ω(p′,p′′) = ω(p′) − ω(p′′) and ω(p) = E(p)/~.
Equation (98) can also be written as
P (x, ta) = 〈x|ρr(ta)|x〉 = 1
(2π~)3
∫ ∫
〈p′|ρ(ta)|p′′〉
×q(p′,p′′) exp
[
i
~
(p′ − p′′) · x
]
dp′dp′′. (100)
The probability distribution given in Eq. (100) differs
from the probability distribution defined for the ideal
initial conditions because q(p′,p′′) 6= 1. We call such
difference as a survival effect.
We consider below the survival effect in the first order
to small parameter ǫ ≡ τ/τ0 ≪ 1. The parameter ǫ is
small because it is assumed that the function P˜(t) is zero
at t > τ0 where τ0 is a characteristic time of measuring
process. In this case, Eq. (100) can be essentially sim-
plified. Note that Eqs. (90) and (99) lead to equation,
〈p′|ρr(ta)|p′′〉 = 〈p
′|ρ(ta)|p′′〉
[1 + iǫω(p′,p′′)τ0]s
. (101)
where ǫ ≡ τ/τ0. The first order to small parameter ǫ in
Eq. (101) yields relation,
〈p′|ρr(ta)|p′′〉 = 〈p′|ρ(ta)|p′′〉
−isτ [ω(p′)− ω(p′′)]〈p′|ρ(ta)|p′′〉. (102)
This equation can also be written in the form,
ρr(ta) = ρ(ta)− isτ
~
[HQ, ρ(ta)]. (103)
Equation (103) and relation P (x, ta) = 〈x|ρr(ta)|x〉 lead
to probability distribution as
P (x, ta) = 〈x|ρ|x〉+ isτ
~
(〈x|ρHQ|x〉−〈x|HQρ|x〉), (104)
where ρ = ρ(ta). This equation can also be written as
P (x, ta) = 〈x|ρ(ta)|x〉 − 2sτ
~
Imf(x, ta), (105)
where f(x, ta) = 〈x|ρ(ta)HQ|x〉. The function f(x, t) can
be transformed to the form,
f(x, t) = (2π~)−3/2
∫
〈x|ρ(t)|p〉 p
2
2m
exp
(
− i
~
p · x
)
dp.
(106)
In the case when the density matrix of QS is given by
ρ(t) = |ψ(t)〉〈ψ(t)| the function f(x, t) has the form,
f(x, t) = − ~
2
2m
〈x|ψ(t)〉∇2
∫
〈ψ(t)|p〉e
−(i/~)p·x
(2π~)3/2
dp.
(107)
Hence, the function f(x, t) can be written as
f(x, t) = − ~
2
2m
ψ(x, t)∇2ψ∗(x, t), (108)
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where ψ(x, t) = 〈x|ψ(t)〉. Thus Eq. (105) can be written
P (x, ta) = |ψ(x, ta)|2 + ~sτ
m
Im[ψ(x, ta)∇2ψ∗(x, ta)].
(109)
It follows from Eq. (109) that the probability distribu-
tion has the form P (x, ta) = |ψ(x, ta)|2 when the wave
function is given by ψ(x, ta) = e
iαψ˜(x, ta). Here α is
a real parameter and ψ˜(x, ta) is an arbitrary real func-
tion. In the general case Eqs. (6) and (105) yield the
probability distribution as
P (x, ta) =
∑
k
πk|ψk(x, ta)|2
+
~sτ
m
∑
k
πkIm[ψk(x, ta)∇2ψ∗k(x, ta)], (110)
which is a generalization of Eq. (109). Note that Eq.
(103) leads to normalization condition: Trρr(ta) = 1.
Hence, the probability distribution in Eqs. (109) and
(110) is nomalized to unity:
∫
P (x, ta)dx = 1. We em-
phasise that Eqs. (109) and (110) also follow from Eq.
(100) in the first order to small parameter ǫ.
Note that in this approximation the function P (x, ta)
in Eqs. (109) and (110) can be negative in the region
where it is close to zero because these equations are de-
rived in the first order to small parameter ǫ. However the
absolute value of the function P (x, ta) is small in such re-
gion and one can avoid this non-physical behaviour using
a new positive distribution P˜ (x, ta). Let G is the region
where the function P (x, ta) defined in Eq. (109) or (110)
is positive and Q =
∫
G
P (x, ta)dx is some normaliza-
tion constant. We define new probability distribution as
P˜ (x, ta) = Q
−1P (x, ta) if x ∈ G and P˜ (x, ta) = 0 oth-
erwise. It follows from this definition that P˜ (x, ta) ≥ 0
and the normalization condition
∫
P˜ (x, ta)dx = 1 is also
satisfied. If the condition Q − 1 ≪ 1 is satisfied, then
Eqs. (109) and (110) are correct in the region G. In
this case, one can use positive probability distribution
P˜ (x, ta) instead the function P (x, ta).
As an example, we consider the minimum uncertainty
wave packet defined at t = ta by
ψ(x, ta) = π
−1/4a−1/2 exp
(
i
~
p0x− x
2
2a2
)
. (111)
The quantum-measurement theory with ideal ini-
tial conditions (Postulates 1-4) yields for this wave
function the probability distribution P (x, ta) =
π−1/2a−1 exp(−x2/a2). Hence, the average values of the
position and the momentum of particle are 〈x〉 = 0
and 〈p〉 = p0. In this case, the uncertainty relation is
given by ∆x∆p = ~/2 where ∆x =
√
〈x2〉 − 〈x〉2 and
∆p =
√
〈p2〉 − 〈p〉2. Note that Eq. (111) gives the mo-
mentum probability distribution as
P (p, ta) = π
−1/2b−1 exp
(
− (p− p0)
2
b2
)
, (112)
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FIG. 1. Dimensionless distribution W (ξ) for ǫ0 = 0 (solid
line); ǫ0 = 0.1 (dashed line); and ǫ0 = 0.2 (dashed-dot line).
with b = ~/a. We consider below the non-ideal initial
conditions (see Postulates 5) which lead to survival mea-
surement effect for the wave packet given in Eq. (111). It
follows from Eq. (93) that, in this case, the momentum
probability distribution P (p, ta) is given by Eq. (112).
Equation (109) yields the position probability distribu-
tion as
P (x, ta) = π
−1/2a−1
(
1 +
2l
a2
x
)
exp
(
−x
2
a2
)
, (113)
where l = sτp0/m. This equation leads to the average
position of the particle as 〈x〉 = l. The function P (x, ta)
is negative in the interval x < −a2/2l. However, in this
interval, the dimensionless function W (ξ) = aP (x, ta) =
π−1/2(1+
√
2ǫ0ξ) exp(−ξ2) with ξ = x/a and ǫ0 ≡ 2l2/a2
is very close to zero when ǫ0 ≪ 1 (see Fig. 1). It means
that one can put P (x, ta) = 0 in the interval x < −a2/2l
when ǫ0 ≪ 1.
More accurate procedure is based on the change of the
function P (x, ta) to the positive probability distribution
P˜ (x, ta) when ǫ0 is a small parameter. First, we define
the normalization constant Q =
∫ +∞
x0
P (x, ta)dx where
x0 = −a2/2l. The condition Q− 1≪ 1 is satisfied when
ǫ0 ≪ 1 (see Appendix D). In this case, one can define
the positive probability distribution P˜ (x, ta) instead the
function P (x, ta) as
P˜ (x, ta) =
{
Q−1P (x, ta) if x ≥ x0
0 otherwise.
(114)
Equations (113) and (114) lead to the same position
uncertainty: ∆x =
√
a2/2− l2 when ǫ0 ≪ 1 (more de-
tails are given in Appendix D). The momentum uncer-
tainty follows from Eq. (112) as ∆p = ~/
√
2a. Hence,
the survival measurement effect leads to uncertainty re-
lation of the position and momentum of the particle as
∆x∆p =
~
2
(
1− 2l
2
a2
)1/2
, l =
sτp0
m
, (115)
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where 2l2/a2 ≪ 1. Thus, we have the next relation
∆x∆p < ~/2 for the minimum uncertainty wave packet.
This relation does not consist with the Heisenberg uncer-
tainty relation ∆x∆p ≥ ~/2 because it is derived for the
non-ideal initial conditions (see Postulate 5). Hence the
survival effect violates the Heisenberg uncertainty rela-
tion. This result is found for the case when survival dis-
tribution is given by the Gamma distribution. However,
it follows from Eq. (100) that this result does not depend
on the form of survival distribution.
Note that the ideal initial conditions yield relations
〈p〉 = p0 and 〈x〉 = 0 for the minimum uncertainty wave
packet. However, the non-ideal initial conditions and the
survival distribution in Eq. (86) lead to relations 〈p〉 = p0
and 〈x〉 = l, and hence 〈x〉 > 0. These relations can
be taken for the experimental test of the survival mea-
surement effect. More complete test of the survival mea-
surement effect is connected with the position probability
distribution in Eq. (114) and its comparison with the ex-
perimental position probability distribution. Note that
the experimental position probability distribution for the
minimum uncertainty wave packet can be constructed, in
principle, by recording the relative measurements.
VIII. CONCLUSIONS
In this paper, we presented the axiomatic theory of
quantum first-kind measurements. The measuring pro-
cess is described with the ideal initial conditions (Pos-
tulates 1–4) and non-ideal initial conditions (Postulate
5) which allow us to declare the theory of non-ideal mea-
surements. It is shown in Sec. VI that the measurements
of the momentum of particles are the most fundamen-
tal measurements because appropriate probabilities and
differential cross sections are the same for ideal and non-
ideal initial conditions. Hence, in this case no the survival
effect and the theoretical computation of the differential
cross sections do not need any corrections connected to
measuring procedure. The opposite situation arises for
the measurements in the position x-space which lead to
the survival effect described in Sec. VII. It is shown (see
Eq. (115)) that the survival effect violates the Heisen-
berg uncertainty relation. Note that in this theory the
bras and kets are distributions in the rigged Hilbert space
which is an extension of the Hilbert space.
We describe the measuring device as a quantum sys-
tem interacting with an environment system. In this
case, the non-ideal initial conditions are the consequence
of the fact that the initial state of measuring device is
metastable. We emphasise that in the axiomatic the-
ory of quantum measurements the probabilities arise in
quantum mechanics as a result of measuring procedure
and preparation of a mixed state of measurable QS. In
the case of non-ideal initial conditions the probability dis-
tribution P (x, ta) of particle in the x-space depends on
the survival probability distribution P˜(t). Thus, in the
general case, the wave function of particle does not al-
low to find the position probability distribution without
the knowledge of the function P˜(t) which is a character-
istic of the MD. Nevertheless if the parameter ǫ ≡ τ/τ0
is small the survival effect leads to small perturbation of
the position probability distribution.
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Appendix A: SCATTERING WAVE
PROPAGATOR
In this Appendix, we introduce the the scattering wave
propagator U inν (t) which is an important element of the
scattering theory. This approach yields a limiting process
for computation of the functionals in a rigged Hilbert
space. The Hamiltonian in the scattering theory has the
form H = H0 + HI where HI describes the interaction of
the particles. The retarded solution of the Schro¨dinger
equation with the Hamiltonian H can be written in the
next explicit form,
|Ψ(t)〉 = ν
∫ 0
−∞
eνt
′
exp
(
− i
~
H(t− t′)
)
|Φ(t′)〉dt′, (A1)
where |Φ(t′)〉 = exp(−it′H0/~)|Φ〉. We show below that
this equation leads to the Lippmann-Schwinger equation
and hence it is a formal solution of the Schro¨dinger equa-
tion with an appropriate boundary condition for scatter-
ing problem. It is assumed that this formal solution of
the Schro¨dinger equation can be used for calculation of
the probabilities and differential cross sections with after
transition to limit ν → 0+ ( ν > 0) in the final step for
evaluation of the appropriate functionals. More precise
limiting process is presented in the end of this Appendix.
Equation (A1) has the form,
|Ψ(t)〉 = U inν (t)|Φ〉, (A2)
where U inν (t) is the scattering wave propagator given by
U inν (t) = ν
∫ 0
−∞
dt′eνt
′
U(t− t′)U0(t′) = U(t)Ω(+)ν , (A3)
with U(t) = exp(−itH/~) and U0(t) = exp(−itH0/~).
The wave operator Ω
(+)
ν describing ingoing waves at t < 0
is given by
Ω(+)ν = ν
∫ 0
−∞
dτeντU†(τ)U0(τ). (A4)
Another wave operator Ω
(−)
ν describing outgoing waves
at t > 0 is
Ω(−)ν = ν
∫ +∞
0
dτe−ντU†(τ)U0(τ). (A5)
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The scattering wave propagator Uoutν (t) = U0(t)Ω(−)†ν
describing the outgoing waves is presented in Eq. (9).
Note that the Møller wave operators in a scattering
theory of particles are Ω+ = limt→−∞U(−t)U0(t) and
Ω− = limt→+∞U(−t)U0(t) where the limits of the op-
erator sequences are defined in a sense of strong conver-
gence. However, such definition have sense only for spe-
cial class of the Hamiltonians. Such systems are known
as the scattering systems. For the scattering systems, the
operators Ω
(±)
ν are equivalent (with appropriate limiting
transition) to the Møller wave operators Ω±. The wave
operators Ω
(±)
ν are isometric:
Ω(+)†ν Ω
(+)
ν = 1, Ω
(−)†
ν Ω
(−)
ν = 1. (A6)
In the general case, the operators Ω
(±)
ν are not unitarian
because the next relation is valid Ω
(±)
ν Ω
(±)†
ν = 1 − R
where R is the projection operator to subspace of bound
states with interaction operator HI. If no bound states
then the operators Ω
(±)
ν are unitarian. The scattering
operator S is defined as
S = Ω(−)†ν Ω
(+)
ν . (A7)
The operator S is unitarian: SS† = S†S = 1. The
unitary property of S follows from Eq. (A6) and the
relation Ω
(±)†
ν R = 0.
We define the eigenstates |Φλ〉 and eigenvalues Eλ of
free Hamiltonian H0:
H0|Φλ〉 = Eλ|Φλ〉. (A8)
Eq. (A2) at t = 0 yields equation |Ψλ(0)〉 = U inν (0)|Φλ〉
where the state |Ψλ(0)〉 is given by
|Ψλ(0)〉 =
∫ 0
−∞
dt′ν exp(νt′) exp
(
i
~
(H− Eλ)t′
)
|Φλ〉.
(A9)
This equation was introduced in the formal theory of
scattering [30]. Integration in Eq. (A9) leads to equation,
|Ψλ(0)〉 = i~ν
Eλ −H+ i~ν |Φλ〉, (A10)
where |Ψλ(0)〉 = Ω(+)ν |Φλ〉 ≡ |Ψ(+)λ 〉. Equation (A10)
also can be written in the form,
|Ψ(+)λ 〉 = |Φλ〉+
1
Eλ −H+ i~νHI|Φλ〉. (A11)
This equation with some algebraic transformations leads
to the Lippmann-Schwinger equation [31],
|Ψ(+)λ 〉 = |Φλ〉+
1
Eλ −H0 + i~νHI|Ψ
(+)
λ 〉. (A12)
We define the function fµλ(t) as
fµλ(t) = 〈Φµ(t)|Ψλ(t)〉 = 〈Φµ| exp
(
i
~
(Eµ −H)t
)
|Ψλ〉,
(A13)
where |Ψλ〉 = |Ψλ(0)〉. Equations (A12) and (A13) yield
the relation,
fµλ(0) = δµλ +
1
Eλ − Eµ + i~νTµλ, (A14)
where Tµλ = 〈Φµ|HI|Ψ(+)λ 〉. It follows from Eqs. (A12)
and (A13) the normalization condition for the amplitude
fµλ(t) as
∑
µ
|fµλ(t)|2 = Nλ, (A15)
where Nλ ≡ 〈Ψλ(t)|Ψλ(t)〉 = 〈Ψ(+)λ |Ψ(+)λ 〉. Hence, the
normalization parameter Nλ is a constant. The proba-
bility that the system is in state |Φµ〉 at time t is given
by wµλ(t) = |fµλ(t)|2/Nλ. Equations (A13), (A14) and
(A15) lead (after appropriate computations) to normal-
ization parameter Nλ in the form,
Nλ = 1 + (~ν)
−1ImTλλ. (A16)
We have the relations |Φλ〉 ∝ ε3/2 and |Ψ(+)λ 〉 ∝ ε3/2
in the rigged Hilbert space (see Appendixes B and C).
Hence Tλλ ∝ ε3 and the second term in Eq. (A16) has
the uncertainty of the type ε3/ν when ε, ν → 0. To re-
move this uncertainty in the theory we have to assume
that the parameters ε and ν tend to zero as ε3/ν → 0+
when ε, ν → 0+. Hence, the double limit in the func-
tionals F (ε, ν, ...) such as probabilities and cross sections
should have the form,
lim
ν→0+
lim
ε→0+
F (ε, ν, ...), (A17)
where the first limit is given at ε → 0+ and the second
limit is given at ν → 0+. Thus, this double limit yields
Nλ = 1 and wµλ(t) = |〈Φµ(t)|Ψλ(t)〉|2.
We note that usually it is used the Hilbert space in the
scattering theory and the states |Φλ〉 are normalized to
unity in the cubic volume L3. In this case, the second
term in Eq. (A16) is proportional to ν−1L−3, and hence,
it is uncertainty in the limit when L → ∞ and ν → 0.
To remove such uncertainty in the functionals, one should
compute first the limit at L → ∞ and second the limit
at ν → 0+.
Appendix B: RIGGED HILBERT SPACE
The rigged Hilbert space (Gelfand triplet or equipped
Hilbert space) is a triad of spacesΦ ⊂ H ⊂ Φ× such that
H is a Hilbert space,Φ is a dense subspace ofH andΦ× is
the space of antilinear functionals over Φ. The most sig-
nificant examples of rigged Hilbert space (RHS) are those
for which Φ is a nuclear space that is the abstract expres-
sion of the idea that Φ consists of test functions and Φ×
consists of corresponding distributions. The space Φ× is
called the antidual space of Φ. There is another RHS,
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Φ ⊂ H ⊂ Φ′, where Φ′ is called the dual space of Φ and
contains the linear functionals over Φ. The basic reason
why we need the space Φ is that unbounded operators
are not defined on the whole of H but only on dense sub-
domains of H that are not invariant under the action of
the observables. Such non-invariance makes expectation
values, uncertainties and commutation relations not well
defined on the whole of H. The space Φ is the largest
subspace of the Hilbert space on which such expectation
values, uncertainties and commutation relations are well
defined. The bras and kets associated with the elements
in the continuous spectrum of an observable belong, re-
spectively, to Φ′ and Φ× rather than to H. Thus, the
bras and kets are distributions in the rigged Hilbert space
which is an extension of the Hilbert space with distribu-
tion theory. Any selfadjoint operator possesses a com-
plete system of generalized eigenfunctions in the RHS.
The same assertion is also correct for unitary operators
acting on a rigged Hilbert space.
For an example, the generalized eigenvector |φ˜ε;p〉 in
a rigged Hilbert space with momentum p has the form,
|φ˜ε;p〉 =
∫
φ˜ε(p,p
′)|p′〉dp′, (B1)
where φ˜ε(p,p
′) is a test function. The generalized eigen-
vector |φ˜ε;p〉 is normalized which yields∫
|〈p′|φ˜ε;p〉|2dp′ =
∫
|φ˜ε(p,p′)|2dp′ = 1. (B2)
In the particular case, the test function can be chosen as
φ˜ε(p,p
′) =
1
π3/4ε3/2
exp
(
− 1
2ε2
(p− p′)2
)
, (B3)
where |φ˜ε(p,p′)|2 = δε(p− p′) is a delta-sequence (with
ε → 0 for functionals). Equation (B1) at ε → 0 yields
the asymptotic behaviour as
|φ˜ε;p〉 ∼ 23/2π3/4ε3/2|p〉. (B4)
Thus we have the asymptotic relation |φ˜ε;p〉 ∝ ε3/2|p〉
at ε→ 0.
Appendix C: DISCRETE EIGENSTATES IN RHS
It is introduced in Eq. (57) the generalized states in
momentum space which belong to the RHS. These gen-
eralized states are orthonormal,
〈p′, ε|p, ε〉 = ε−3
∫
v
p′
dp1
∫
vp
dp2〈p1|p2〉
= ε−3δp′p
∫
vp
dp1
∫
vp
dp2δ(p1 − p2) = δp′p. (C1)
Thus 〈p′, ε|p, ε〉 = δp′p where δp′p is the Kronecker sym-
bol. We note that for ε→ 0 the next change is valid,
ε3
∑
p
→
∫
dp. (C2)
It follows from Eqs. (57) and (C2) the asymptotic rela-
tion at ε→ 0 as
∑
p
|p, ε〉〈p, ε| = ε−6
∫
dp
∫
vp
dp′
∫
vp
dp′′|p′〉〈p′′|
=
∫
|p〉〈p|dp = 1. (C3)
Thus, the set of states |p, ε〉 is complete asymptotically in
the RHS at ε→ 0. We define the generalized momentum
operator P in RHS as
P =
∑
p
p|p, ε〉〈p, ε|. (C4)
Hence, the states |p, ε〉 are the generalized eigenstates of
the momentum operator: P|p, ε〉 = p|p, ε〉.
We can also introduce the generalized states in position
space (x-space) which belong to RHS. Thus, we introduce
a discrete set of the coordinate vectors given by
x = εn = ε(n1, n2, n3), nk = 0,±1,±2, ... , (C5)
where n is a vector with discrete components and ε is
an arbitrary positive parameter. We emphasise that the
parameters ε in Eqs. (54) and (C5) are different and
independent. Moreover, they have different dimensions.
We use, for simplicity, such notation when this does not
lead to contradiction. We can also define the cubic cell
vx with a discrete vector x as{
x′ ∈ vx : ε
(
nk − 1
2
)
< x′k < ε
(
nk +
1
2
)}
, (C6)
where k = 1, 2, 3. The volume of the cubic cell vx is ε
3.
The test function φε(x,x
′) can be chosen as
φε(x,x
′) =
{
ε−3/2 if x′ ∈ vx
0 otherwise
(C7)
where x is the discrete vector given in Eq. (C5). The
generalized eigenstate in the rigged Hilbert space for the
test function given in Eq. (C7) is
|x, ε〉 =
∫
φε(x,x
′)|x′〉dx′ = ε−3/2
∫
vx
|x′〉dx′. (C8)
The states |x, ε〉 are orthonormal,
〈x′, ε|x, ε〉 = δx′x. (C9)
Here δx′x is the Kronecker symbol. The set of states |x, ε〉
is also complete asymptotically in the RHS at ε→ 0,
∑
x
|x, ε〉〈x, ε| =
∫
|x〉〈x|dx = 1. (C10)
The proof that the set |x, ε〉 is orthonormal and com-
plete asymptotically is the same as it is given in Eqs. (C1)
and (C3) for the generalised eigenstates in a momentum
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space. We define the generalized position operator X in
the RHS as
X =
∑
x
x|x, ε〉〈x, ε|. (C11)
Hence, the states |x, ε〉 are the generalized eigenstates of
the position operator: X|x, ε〉 = x|x, ε〉. The decompo-
sition of the density matrix ρ(t) of quantum system in a
rigged Hilbert space at ε→ 0 has the form,
ρ(t) =
∑
x′
∑
x′′
〈x′, ε|ρ(t)|x′′, ε〉|x′, ε〉〈x′′, ε|. (C12)
Appendix D: POSITION UNCERTAINTY
In this Appendix, we use the next notations: P (x) ≡
P (x, ta) and P˜ (x) ≡ P˜ (x, ta) where the distributions
P (x, ta) and P˜ (x, ta) are given by Eqs. (113) and (114)
respectively. The moments 〈xn〉 and 〈xn〉0 are given by
〈xn〉 =
∫ +∞
−∞
P (x)xndx, 〈xn〉0 =
∫ x0
−∞
P (x)xndx,
(D1)
where x0 = −a2/2l and n = 0, 1, 2, ... . In this case, we
have the next relation,
〈xn〉0 = (−a)
n
2
√
π
[
Γ
(
n+ 1
2
, σ
)
− σ−1/2Γ
(
n+ 2
2
, σ
)]
,
(D2)
where σ = a2/4l2, and the generalized Gamma function
Γ(λ, σ) is given by
Γ(λ, σ) =
∫ +∞
σ
tλ−1e−tdt. (D3)
The function Γ(λ, σ) has the asymptotics at σ → +∞ as
Γ(λ, σ) ∼ σλ−1e−σ
[
1 +
(λ− 1)
σ
+
(λ− 1)(λ− 2)
σ2
+ ...
]
.
(D4)
Equations (D2) and (D4) lead to the next asymptotic
relation,
〈xn〉0 ∼ (−1)
n+1an
4
√
π
( a
2l
)n−3
exp
(
− a
2
4l2
)
+ ... . (D5)
The moments with renormalized (positive) probability
distribution P˜ (x) have the form,
〈xn〉r =
∫ +∞
−∞
P˜ (x)xndx =
〈xn〉
Q
− 〈x
n〉0
Q
, (D6)
where the normalization constant is Q =
∫ +∞
x0
P (x)dx.
Thus, we have the next asymptotic relations at ǫ0 → 0
(ǫ0 ≡ 2l2/a2):
〈x〉r ∼ l
Q
[
1− l√
πa
exp
(
− a
2
4l2
)
+ ...
]
, (D7)
〈x2〉r ∼ a
2
2Q
[
1 +
l√
πa
exp
(
− a
2
4l2
)
+ ...
]
. (D8)
The asymptotic relation for the normalization constant
is given by
Q ∼ 1 + 2√
π
(
l
a
)3
exp
(
− a
2
4l2
)
+ ... , (D9)
where the parameter l is defined in Eq. (115). It follows
from Eq. (D9) that Q− 1≪ 1 when ǫ0 ≪ 1. Equations
(D7), (D8) and (D9) yield relations 〈x〉r = l and 〈x2〉r =
a2/2 for ǫ0 ≪ 1. Moreover, we have equations 〈x〉r = 〈x〉
and 〈x2〉r = 〈x2〉 for ǫ0 ≪ 1. Hence, the distribution
P (x) and the probability distribution P˜ (x) both lead to
the same position uncertainty of the particle as ∆x =√
a2/2− l2 when the condition ǫ0 ≪ 1 is satisfied.
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