Abstract-In this note, we consider the issue of parameter sensitivity in models based on alternative discrete time operators (ADTOs). A generic first order ADTO is proposed which encompasses all the known first order ADTOs introduced so far in the literature. New bounds on the operator parameters are derived, and a new algorithm is given for optimally selecting the parameters to give minimum parameter senstivity.
I. INTRODUCTION
An important aspect in the development of linear models, are practical properties such as parameter convergence, model robustness, parameter sensitivity, and parsimony in representations.
In this note we consider the problem of parameter sensitivity which occurs when using a finite wordlength representation. Suppose we have a hardware implementation using two's complement arithmetic. Then any real valued number can be represented in ? When fixed point arithmetic is used, the issue of quantization of the signals and of the model parameters needs to be considered.
A variety of methods have been proposed to deal with the problem of quantization in linear systems. It is well known that for any linear filter transfer function there exist many possible structural realizations, all of them related through a similarity transformation. The problem of determining an optimal filter realization which minimizes the round-off noise has been solved by Mullis and Roberts [2] . Theile solved the problem of determining an optimal similarity transformation to reduce parameter sensitivity [3, 4] . It has been shown by Jackson [5] that a low noise structure can also have low parameter sensitivity properties provided certain constraints are met. Various filter realizations with low round-off noise and low parameter sensitivity have been proposed in [6] [7] [8] .
Another widely used approach to produce models with low parameter sensitivity is the method of shift operator replacement. Such operators have become known as alternative discrete time operators. Alternative discrete time operators (ADTOs) have been proposed in various forms for improving the numerical performance of control and system identification models, and for digital filters [9] [10] [11] [12] [13] 
where 0 is the sampling rate. This operator was introduced for digital filters in [9] to replace the shift operator. It has since been shown to have better performance than the shift operator in direct form digital filters [14] and in other applications [10, 15] .
2. are adjustable parameters. This operator was introduced in the context of robust adaptive control [12] . It is stably invertible, thus allowing the derivation of robust estimation algorithms.
4. Other structures: Bilinear transform operators were proposed independently in [11, 17] , a second order 1 operator was introduced in [18] and a number of other possibilities are mentioned in [10] . The Laguerre filter [13] also gives low sensitivity behaviour. The Kautz filter [19] is an extension of the Laguerre filter, but allows for complex poles.
While these operators have been of particular interest in the area of high speed sampling [10, 11, 15] and provide low parameter sensitivity models, there appears to have been little effort given to determine the optimal selection of the operator parameters. One reason for this is that the most commonly used structure is the & operator which has no adjustable parameters. Adaptive algorithms have been proposed for the 1 operator in the context of minimizing mean square output error, but not for producing low sensitivity models. Other work performed in this area has been directed towards finding appropriate model parameters which are based on ADTOs [11, 15] .
In this paper we consider a generic first order ADTO which is described in Section II. We give bounds on the operator parameters and an algorithm for the optimal selection of parameters to obtain minimum parameter sensitivity in a linear filter. A simple numerical example is given to illustrate the effectiveness of the algorithm. Conclusions are given in Section III.
II. ANALYSIS AND SELECTION OF OPERATOR PARAMETERS

A. A Generic First Order ADTO: the
B operator
For the purposes of this paper we will consider a generic first order operator given by 
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and the optimal selection of these parameters to obtain minimum parameter sensitivity models. The derivation of these results is not difficult, though they give properties of the B operator which have not appeared previously in the literature 1 .
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The lower bound of ST is a generalization of the results derived for the shift operator which appeared in [11] . The results on optimal parameter sensitivity are new, as far as we are aware. g i should be as large as possible. Note that from these constraints, the operator will always be a low pass filter.
B. Bounds on the Selection of Operator Parameters
C. Optimal Operator Sensitivity
The next question we seek to answer, is how to select g s and g i
to optimize this improvement in sensitivity for a given FWL implementation 2 . From (2) we know the sensitivity of the roots of
, is a function of the coefficients of the corresponding polynomial in g s g i
. Note that the sensitivity
consists of a matrix of functions, one corresponding to each root and coefficient. The approach we adopt, is to seek to find the overall operator parameters g s g i
which will simultaneously minimize the largest of all of the sensitivities given by y £ e y D x ey Vg s g i Y
To minimize (5) with respect to g s , it is sufficient to simultaneously minimize the maximum of the partial sensitivity func- (6) To minimize the maximum of (6) . The roots of this quadratic function may be real, real and repeated, or complex and give the intersection point. If the roots of (8) are real and unique, then e and y will intersect at two points. One of those points will be the required minimum, corresponding to g s (see Fig. 1(a) ). If the roots of (8) are repeated, then the curves intersect at only one point, giving g s directly. If the roots are complex, the curves e and y do not intersect(see Fig. 1(b) 
Note that (9) is an increasing function with º½ , while (10) 
º» ½
can be found at the intersection of (9) and (10) which minimizes
can be found by solving for the equality of (9) and (10) 
The algorithm is summarized in Table I . To illustrate the ideas contained in the paper we give a numerical example below.
Example: Selection of parameters for a linear FIR model
Consider an FIR model given by:
The maximum parameter sensitivity of each of this filter is
. The model is implemented using ADTOs and applying the proposed algorithm, we obtain parameter values
. The maximum parameter sensitivity now obtained is
, an improvement of more than 87 times over the usual shift operator case.
To see the effect this has on the actual performance of the filter, we simulate the models with 8 bit wordlength. It can be easily observed in Fig. 2 that the Ü ¹É¾ model is subject to significant changes in the zero positions due to the FWL implementation. The difference between the true zeros (shown as 'o') and the zeros due to coefficient rounding (shown as '*') can be clearly seen. In Fig. 2(b) 
Þ
We have conducted a number of experiments using different models and they show similar performance improvements. þ m ÿß ¡ , due to coefficient rounding using an 8 bit wordlength. In each case the true zeros are shown as circles and the perturbed zeros due to coefficient rounding are shown using the * symbol. The lower parameter sensitivity of the ß operator model gives significantly reduced change in the zeros when the coefficients are rounded.
III. CONCLUSIONS
In this paper we briefly reviewed a number of discrete time operators which may be used in place of the usual shift operator in digital filters. These operators provide a means of giving significantly improved performance under conditions of parameter perturbation. As a means of dealing with the various ADTOs, we considered a generic first order operator, termed the ¢ operator. We derived an algorithm for choosing optimal parameters in terms of reducing the maximum parameter sensivity. The effective performance of the algorithm has been shown in experiments, and we show a typical result in this paper.
It is apparent that alternative discrete-time operators offer a useful approach for deriving low sensitivity linear models which can give significantly improved numerical accuracy when compared with conventional shift operator structures.
