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Abstract Text clustering is arguably one of the most important topics in mod-
ern data mining. Nevertheless, text data require tokenization which usually yields
a very large and highly sparse term-document matrix, which is usually difficult
to process using conventional machine learning algorithms. Methods such as La-
tent Semantic Analysis have helped mitigate this issue, but are nevertheless not
completely stable in practice. As a result, we propose a new feature agglomeration
method based on Nonnegative Matrix Factorization, which is employed to separate
the terms into groups, and then each groups term vectors are agglomerated into
a new feature vector. Together, these feature vectors create a new feature space
much more suitable for clustering. In addition, we propose a new deterministic
initialization for spherical K-Means, which proves very useful for this specific type
of data. In order to evaluate the proposed method, we compare it to some of the
latest research done in this field, as well as some of the most practiced methods.
In our experiments, we conclude that the proposed method either significantly
improves clustering performance, or maintains the performance of other methods,
while improving stability in results.
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1 Introduction
Due to the technical advances in computer science, text mining is a widely stud-
ied area with practically many applications. Text mining can be best described
as the process of extracting information from a pool of text strings called docu-
ments. Nowadays, with the ever-growing online data generation by IoT (Internet
of Things), the need for suitable processing is also growing. Gartner has estimated
around 4.9 billion online devices around the world, with a projection of an increase
up to 25 billion by 2020 [50]. A considerable percentage of the data available on-
line consists of websites, blogs, journals, social networks and the like, all of which
include a great amount of text. This massive amount of data cannot in its current
form be processed by human beings or conventional data processing, leading the
world towards improvement and research in data science. Therefore, just like any
other form of data, text data also require preprocessing in order to become truly
visible to their demographics. This has been one of the main reasons that search
engines have become a necessity. Text mining has been widely used in many differ-
ent areas such as biomedicine [25, 55], recommendation systems [10], and intrusion
detection in web applications [1]. As a form of data mining, this process requires
preprocessing, model learning, and evaluation. The information that is extracted
depends on the type of preprocessing and model learning used.
Text minings most known challenges are related to algorithms or languages. The
former includes processing and computational challenges such as problems with
large-scale and noisy data. It is worth noting that an increase in the number of
documents can lead to a much more significant increase in the number of features
and therefore call upon the curse of dimensionality. The latter however depends on
the method, which transforms the texts into a vectorized version, in other words,
deciding to select which words or topics to represent in the matrix. Many different
learning methods have been employed in text mining that help to extract useful
information. One of the most frequently used methods is text clustering, which
separates different texts into a number of groups, named clusters. Text clustering
has been applied to SMS topic detection [30], scientific text grouping using citation
contexts [3] and web search engines [32]. K-Means, as one of the most frequently
applied clustering methods has also been used for text clustering. Nevertheless,
dependence on suitable initialization and being limited to partitions have been
its greatest weaknesses. Therefore, other clustering methods such as density-based
and hierarchical clustering methods have been employed. Nonetheless, Steinbach
et al. [43] compared the results of hierarchical clustering measures and bisect-
ing K-Means based measures in terms of F-Measure and entropy, and concluded
that bisecting K-Means performs better. Text clustering has also faced many new
challenges over the years, as new methods for effective text clustering continue to
emerge [14, 22, 28, 35, 54]. Janani et al. [22] proposed a spectral clustering method
which relies on Particle Swarm Optimization instead of the regular K-Means clus-
tering. Forsati et al. [14] on the other hand proposed stochastic algorithms for
document clustering.
However, many of the previously proposed methods do not take the dimensionality
of the vectorized text data into account, and many others use evolutionary algo-
rithms, which can lead to instabilities as they are stochastic in nature. In order to
address these issues, we propose a new dimensionality reduction method, which
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can further increase learning performance by creating a new feature space. This
approach is as follows:
1. Using initialized Nonnegative Matrix Factorization to separate terms into groups;
2. Agglomerating each group of terms into a new feature vector;
3. Creating a nearest-neighbors graph of the new feature space in order to find
initial centroids;
4. Clustering the documents using K-Means.
The remainder of this paper is organized as follows. Section 2 covers related re-
search done in this area. Section 3 provides a detailed background of the necessary
concepts. Section 4 describes our proposed clustering algorithm and its attempt to
solve the aforementioned problems. Sections 5 and 6 present the detailed discus-
sion on results and observations. Section 7 indicates the conclusion of the proposed
strategy and future directions.
2 Related Work
Research in text clustering has gained considerable attention in the past few years.
Thakran et al. [44] proposed a novel hierarchical agglomerative clustering algo-
rithm, which uses a Cluster spread as the linkage metric for agglomeration and
clustering threshold. Their method however processes datasets without any spe-
cial representation or dimensionality reduction, which can be troublesome in text
clustering, as the dimensionality of the vectorized documents in text mining is
considerably high. Combining the high dimensionality with agglomerative clus-
tering which requires continuous distance computation regardless of the linkage,
can be of great computational burden. Karaa et al. [23] also proposed a Genetic
Algorithm optimization, which is initialized using an agglomerative clustering tree
of the medical MEDLINE dataset. The fitness function of this method is the ob-
jective function for clustering. Putting aside the lack of dimensionality reduction,
the method requires the computation of the entire agglomeration tree, which can
be time-consuming. Garg et al. [15] on the other hand proposed a Genetic-based
K-Means centroid initialization, the fitness of which is based on cluster inter-
and outer-cluster similarity. Nevertheless, this method is also prone to one of the
biggest problems in text mining, which is high dimensionality and sparsity. Lack of
feature space reduction or lack of change in representation with center-based clus-
tering can be pointed out as the greatest weaknesses of this method. Kushwaha et
al. [26] proposed a link-based binary PSO optimization for feature selection on the
vectorized texts and from there applied K-Means for text clustering. In order to
address the high dimensionality of tokenized text data, the authors of this paper
added a feature selection step to this algorithm. However effective, feature selec-
tion methods can sometimes be more time consuming than conventional matrix
methods, such as Principle Component Analysis (PCA), Spectral Embedding, and
Nonnegative Matrix Factorization (NMF). Nevertheless, while center-based clus-
tering may be suitable for big data when considering the lower computational
costs, their main weakness is the inability to cluster data with varying densities.
Janani et al. [22] on the other hand proposed a Particle Swarm Optimization for
a center-based clustering on top of a spectral embedding using nearest-neighbors
graph. This approach is possibly the closest measure to our method, as it changes
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the dimensionality to a much smaller and better-represented space prior to clus-
tering. However, the main weakness of this method is the use of evolutionary
optimization, which is stochastic in nature and may lead to instability in results
in certain cases. Moreover, the fitness function is set to the objective function,
which has a complexity of O(nK) (K being the number of clusters, n being the
number of records) and is run per each particle per each iteration, which can be
very time-consuming and even impractical in some cases. Ahmadi et al. [2] used
a Sparse Topical Coding-based method, which takes advantage of bag of words
models and topic space projections in order to import text clustering. This pro-
jection is essentially a change in the feature space, which can further improve
clustering results. Revanasiddappa et al. [36] proposed a kernel possibilistic model
of fuzzy C-Means in order to make the original C-Means algorithm less sensitive
to noise, and improves the classical possibilistic model by using a kernel distance
metric. In this method, the kernel representation can further improve the cluster-
ing, along with the possibilistic C-Means. Nevertheless, like many others, the high
dimensionality can be pointed out as this methods most obvious weakness. Gul-
nashin et al. [19] proposed an improvement to another novel spherical K-Means
initialization, which computes an initial location for spherical K-Means clustering.
The improvement includes making the former method less deterministic in order
to avoid overlapping centroids and therefore empty clusters. While both perform
rapidly in centroid precomputation, their weakness is again the same as all center-
based methods. The problem of high dimensionality in text mining can also be
pointed out as another weakness of these methods. An overview on the related
methods is presented in Table 1.
Table 1: An overview of the previous studies in text clustering
Year Reference Field Datasets Clustering Representation
Change
2014 Thakran and
Toshniwal [44]
Medical Liver
Disorder,
Heart
Agglomerative None
2016 Karaa et al. [23] Medical MEDLINE Agglomerative+GA None
2017 Kushwaha and
Pant [26]
Big
data
TDT2,
Reuters
Center-
based+BPSO
Feature Selection
2018 Garg and Gupta
[15]
General Classic,
20News
Center-based+GA None
2018 Janani and Vija-
yarani [22]
General Reuters,
TDT2
Center-
based+PSO
Spectral Embed-
ding
2018 Ahmadi et al. [2] General 20News,
WebKB
Center-based Sparse Topical
Coding
2018 Revanasiddappa
et al. [36]
General 20News Fuzzy Center-
based
Kernel representa-
tion
2019 Gulnashin et al.
[19]
General Reuters,
20News
Center-based None
As it can be observed, over half of the methods presented either have no dimen-
sionality reduction or increase the dimensionality of the already high-dimensional
text data, which can be troublesome in practical cases, while it may produce
slightly better results with better representation. Moreover, half of the methods
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use evolutionary algorithms, which may lead to instabilities in results, and high
computational costs per iteration. Another notable fact is that some have used ag-
glomerative clustering methods, which include a rather considerable computational
burden. In the proposed approach, we sought out to decrease dimensionality and
change the feature representation at the same time by using Nonnegative Matrix
Factorization (NMF), on top of introducing a deterministic K-Means initialization
in order to maintain stability.
3 Background Information
In this section, we briefly review the basic information about text tokenization,
term weighting, eigen-decomposition, singular value decomposition, nonnegative
matrix factorization, latent semantic analysis, and nearest-neighbors graph.
3.1 Text Tokenization
In text mining, were often given a set of texts of various lengths such as article
titles, text messages and the like. In order to process this information, a represen-
tation of these texts is required. Tokenization in text mining is the process which
creates a vectorized representation for text data. This process segments large texts
into sentences and the sentences are then tokenized into words.
Fig. 1: An example of the tokenization of three text strings
Figure 1 depicts a sample of the tokenization of three text strings from the
Medium.com text dataset obtained from Kaggle [38]. As it can be seen, the word
for is excluded. In text tokenization such words, called stop words are excluded.
Another process that can be included in this section is called stemming, which
reduces words to their stems (e.g., Computing to compute).
3.2 Term weighting
In this paper, we use one of the most frequently used term weighting methods,
TF-IDF [42] (the product of Term Frequency and Inverse Document Frequency).
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Given the matrix R = [rij ] ∈ Zt×n which represents the count of the occur-
rences of each term in each document, Term and Inverse Document Frequencies
are expressed in Eq. (1).
TF (Termi, Documentj) = log(1 + rij)
IDF (Termi) = log(
n
nTermi
)
where nTermi is the number of documents containing Termi.
(1)
This method applies weights to the terms based on their frequency in the doc-
uments, therefore yielding a more accurate representation of the text documents.
TF-IDF has been widely used in text mining as it is one of the most popular and
effective term weighting methods. [22, 23].
3.3 Eigen-decomposition and Singular Value Decomposition
Eigen-decomposition is a matrix factorization method in which diagonalizable ma-
trices can be represented as:
A = QDQ−1
where D is diagonal.
(2)
A is diagonalizable if it is a square matrix for which there exists a matrix such
as Q where Q−1AQ is a diagonal matrix. The columns of the matrix Q in eigen-
decomposition represent the eigenvectors of the matrix. Eigen-decomposition has
been widely applied in machine learning such as Spectral Clustering. This cluster-
ing approach operates by creating a record-to-record similarity matrix, computing
the Laplacian of that matrix and then computing the eigenvectors of the Lapla-
cian. Afterwards, the vectors are sorted in ascending order by their corresponding
eigenvalues, and starting from the second vector, the algorithm chooses a specific
number of those vectors to create the new feature space. This clustering approach
has become very popular since Shi et al. applied it to image segmentation [39].
Singular Value Decomposition (SVD) on the other hand is a factorization of any
complex or real matrix, which is not contingent on the matrix being in square
form. It decomposes the matrix into the product of three matrices:
Xn×m = Un×n Σn×m V Tm×m (3)
in which U and V contain the left and right singular vectors of X, respectively,
and Σ contains the singular values and is a rectangular diagonal matrix. The left
singular vectors and the right singular vectors are orthonormal matrices as well.
SVD is used in many dimension reduction methods such as Latent Semantic Anal-
ysis (LSA) [12] which is probably the most widely applied method for text data
[47, 49, 51, 52]. LSA increases clustering performance with very little computa-
tional burden. Moreover, SVD can also be used for Principal Component Analysis
(PCA), which is yet another dimension reduction method widely applied across
many fields of machine learning, such as clustering [9, 11, 24].
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3.4 Nonnegative Matrix Factorization
Nonnegative Matrix Factorization (NMF) is a matrix analysis method, which at-
tempts to represent each matrix in the following format:
Xn×m = Wn×k Hk×m (4)
This representation requires an optimization, which is aimed at minimizing the
following expression:
‖X −WH‖F (5)
The initialization of the two matrices W and H can be done randomly, but may
yield different results each time which can be a problem when applying this
method to machine learning. Nevertheless, many proposed seeding methods for
NMF. Boutsidis et al. [7] proposed a method in which SVD can be used as an ini-
tializer for NMF. In their method, a singular value decomposition will yield three
matrices which can be processed into two nonnegative matrices which are used
as the initial values of W and H. Casalino et al. [8] on the other hand proposed
subtractive clustering for NMF initialization. NMF itself has been widely applied
in many fields in machine learning, especially in clustering [34, 53]. Moreover, re-
search into NMF being used in deep learning has also gained interest [13]. NMF
has also been previously applied to biomedical document clustering [21] as well as
semi-supervised document clustering [31].
3.5 Latent Semantic Analysis
Latent Semantic Analysis (LSA) [12] is basically a process based on singular value
decomposition, which has been widely applied to text mining [40]. LSA decom-
poses a tokenized text data matrix, which usually has a great level of sparsity
and uses a rank k approximation by selecting k of the left-singular vectors cor-
responding to the k largest singular values. This method generates a new space
which emboldens the significance in difference between documents and therefore
will increase learning performance. The output from LSA is also usually normal-
ized, which essentially maps the documents onto the k-dimensional hyper-sphere.
The new space generated by LSA is computed from the product of the matrices
Uk and Σk where:
Uk = [Uij ], i ∈ {1, 2, , n}, j ∈ {1, 2, , k}
Σk = [Σij ], i ∈ {1, 2, , k}, j ∈ {1, 2, , k}
where k is the number of vectors selected.
XLSA = Uk Σk
(6)
Then, we can use learning algorithms to fit the model on the new space, XLSA.
3.6 Nearest-neighbors graph
The nearest-neighbors algorithm has been widely used in both supervised and
unsupervised learning [6, 45]. The Nearest-Neighbors graph can be constructed on
a given set of data Xn×d and a given K.
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Algorithm 1: Nearest-Neighbors Graph
Input : Dataset Xn×d and integer K
Output: Connectivity matrix M
1 Initialize Mn×n with zeros;
2 for i← 1 to n do
3 Initialize distn×1;
4 for j ← 1 to n do
5 if i 6= j then
6 distj = distance(Xi, Xj)
7 else
8 distj =∞
9 end
10 end
11 neighbors← the indicies of the smallest K elements of dist;
12 for neighbor ∈ neighbors do
13 M [neighbor, i] =M [i, neighbor] = 1
14 end
15 end
16 return M
Basically, this method generates a graph from the records based on their prox-
imity. The strategy for obtaining this graph is presented in Algorithm 1. One
of the applications of this graph is in subspace spectral clustering, as it can be
used as a similarity matrix. An instance of a nearest-neighbors graph of synthetic
data is presented in Fig. 2. It is noticeable how the graph can be broken into two
subgraphs which can serve as clusters. This can easily be achieved using spectral
clustering.
Fig. 2: A nearest-neighbors graph of synthetic data.
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4 Proposed feature agglomeration and text clustering approach
In this section, we present the proposed approach, which consists of three main
parts: feature extraction using NMF, dimension reduction using LSA and finally,
deterministic K-Means clustering. We should note that in this section, the text
dataset is already assumed to be tokenized into the matrix Xn×t where n is the
number of documents and t is the number of terms. The proposed approach also
takes four parameters which are:
– The number of components for NMF, which will serve as the output number
of features, p.
– The number of components for LSA, which can be set to 1 if LSA is not
required, q.
– The number of neighborhoods for the nearest-neighbors graph, usually set to
5, r.
– The number of clusters into which the documents are grouped, K.
4.1 Feature Extraction using NMF
Nonnegative matrix factorization has been applied in many machine learning prob-
lems such as feature extraction and clustering [21, 31]. In this paper, we propose
a different approach in which NMF helps combine features together in order to
create a new and much smaller feature space. NMF nevertheless requires initializa-
tion in order to reach more stability in our case. Because of that, we use singular
value decomposition as the initialization method for NMF. Firstly, we start by
computing SVD:
Xn×t = Un×p Σp×p V Tp×t (7)
Then, we initialize W and H using Nonnegative Double Singular Value Decom-
position method proposed by Boutsidis et al. [7]. Afterwards, we enter the NMF
optimization phase, which is done using coordinate descent in our experiments.
After the optimization phase, we are left with matrices W and H. In our method,
we use H in order to group terms together into categories and then represent each
category with one feature vector. In other words, we divide terms or the original
features into groups and then combine each groups features into one. The number
of these groups is the same as the number of components (p) selected for NMF,
which is our initial parameter. Given the components matrix, Hp×t, we define
term membership using the following equation:
Termi ∈ Groupg, i ∈ {1, 2, , t},
where g = argmax
1<j<p
(Hij),
T ermi = Xi, where Xi is the i-th column of X.
(8)
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In this section, we will represent each group, which is a set of terms, with a
matrix:
Gg ∈Mn×ηg , g ∈ {1, 2, ..., p},
where ηg is the number of terms in group g.
(9)
Followed by that, after the terms are grouped, the new feature space is defined,
where the matrix X ′ represents the newly generated space:
X ′ = (F1F2...Fp)
where
Fg ∈Mn×1, (Fg)i = ‖(Gg)i‖2
g ∈ {1, 2, ..., p}, i ∈ {1, 2, ..., n}
and (Gg)i is the i-th row of Gg.
(10)
The new feature space consists of p feature vectors (Fgs) and each feature is
essentially a combination of several terms.
Fig. 3: NMF of BBC Sport dataset into 9 components.
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In other words, each group of terms (Groupg), which is a group of n-sized vectors,
is combined into one n-sized vector (Fg), which represents a new feature. An ex-
ample of the BBC Sport [16] dataset being factorized into 9 components (p = 9)
is presented in Fig. 3. Furthermore, Fig. 4 presents the groups presented in Fig. 3
matched to the 5 classes of this dataset.
(a) Football (b) Rugby (c) Tennis
(d) Athletic (e) Cricket
Fig. 4: The groups in Fig. 3 matched to their closest matching classes.
4.2 Latent Semantic Analysis Reduction
This phase is optional in the proposed approach, as it may be useful in specific
cases in which it can boost clustering performance by projecting the data into
a different space. As explained in the previous section, LSA uses singular value
decomposition in order to reduce dimensionality. If the parameter q is set to 1,
no LSA reduction is performed and this section is bypassed. If not, a new feature
subspace is defined:
X ′′ = X ′, q = 1,
X ′′ = LSA(X ′, q), otherwise.
(11)
12 Ali Hassani et al.
This step is made optional, due to the fact that LSA can sometimes result in
more convenient results when applied to the newly generated feature space.
4.3 Clustering using KNN initialization
After the dimensionality reduction using NMF and LSA, the proposed method
tries to separate the documents into clusters. The proposed method clusters data
using spherical K-Means, which normalizes the data through dividing each record
by its norm. This essentially maps the records onto the p-dimensional hyper-sphere
(q-dimensional if LSA is also applied). This results in spherical clustering which is
widely employed in text mining. Afterwards, we employ a new centroid initializa-
tion strategy for K-Means which is deterministic in nature. It is a widely-known
fact that K-Means is highly affected by its initialization, which is why K-Means++
initialization is used. This initialization is far more effective, but is nevertheless
also stochastic in nature. Therefore, we propose a nearest-neighbors-based centroid
initialization for K-Means.
Fig. 5: Final centroids after a K-Means on the dataset BBC Sport initialized by
the proposed method.
The new strategy works simply by creating an r-nearest-neighbors graph of the
records, and taking the top K nodes (records) with the most connections. Since
the nearest-neighbors algorithm connects each record to its r nearest neighbors,
any record in a highly dense area could have many connections and therefore be
suitable for being chosen as the centroid. After these records are chosen, they are
passed along to K-Means as the initial centroids and K-Means clusters the data
in a very deterministic way. If we consider the results from NMF and LSA to
be stable and almost deterministic (which is usually the case), this results in a
standard deviation of 0 in our results. An example of the final centroids initialized
by this strategy is presented in Fig. 5. In this figure, the dataset has been reduced
to 2-dimensional space using Principal Component Analysis, in order to help with
its visualization. An overview of the proposed approach is also presented in Fig.
6.
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Fig. 6: Flowchart of the proposed method.
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5 Experiment details
We conducted experiments on several datasets in order to compare the proposed
approach to some of the recently proposed approaches, as well as some of the
most practically used methods. The metrics used for comparison are the clustering
accuracy (purity), Normalized Mutual Information (NMI), Adjusted Rand Index
(ARI), and Homogeneity and Completeness Scores [37]. The datasets used in our
experiments are provided in Table 2.
Table 2: An overview of the datasets used in our experiments
Dataset Abbreviation Documents Terms Classes Reference
20 Newsgroups Computer 20COMP 4582 64139 5 [27]
20 Newsgroups Politics 20POL 2287 41254 3 [27]
20 Newsgroups Miscellaneous 20MISC 3648 39836 4 [27]
20 Newsgroups Religion 20REL 2195 40149 3 [27]
20 Newsgroups Science 20SCI 3617 54373 4 [27]
AG News AG 1180 7054 4 [18]
BBC Sport BBCSP 727 13050 5 [16]
BBC News BBC 2127 29392 5 [16]
DMOZ DMOZ 3870 8758 13 [41]
SMS SMS 1509 4626 2 [5][4]
WebKB WEB 1773 27537 7 [17]
WebAce WEBACE 1151 6807 21 [20]
We should note that these datasets were under-sampled in order to balance
the dataset and reduce computational complexity. 20 Newsgroups dataset [27] is a
text document set containing over 18,000 documents in 20 groups. The groups can
be divided into 5 categories, where each category has different classes. In order to
separate results and reduce computation, we divided the dataset into the 5 cate-
gories, considering each separately. AG News [18] on the other hand is a corpus
of news articles collected from over 2,000 webpages. BBC dataset [16] consists of
two sets, one which categorizes BBC News transcripts into 5 categories: Business,
Entertainment, Politics, Sport, Technology, and the other categorizes BBC Sports
transcripts into 5 groups: Football, Rugby, Tennis, Athletic, and Cricket. DMOZ
[41] is a dataset containing text information from the DMOZ (Open Dictionary
Project) which contains 13 classes. SMS [4] dataset on the other hand contains
4,827 non-spam and 747 spam text messages. Due to the high imbalance between
the two classes, we resampled the data into almost 1,500 documents containing al-
most an equal percentage of each class. WebKB [17] contains text information col-
lected from webpages and is categorized into 7 classes: Staff, Department, Project,
Course, Faculty, Student and Other. WebAce [20] dataset consists of over 1,500
web documents in 21 categories, which has also been samples. We conducted our
experiments on a Windows personal computer with 16 GB of RAM (swap space
has been used by the OS) and a quad core Intel Core i7 processor clocked be-
tween 2.6 to 3.4 GHz. Our implementations were done in Python and we used the
following libraries: Numpy [46], Scikit-Learn [33] and Imbalanced Learn [29].
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6 Experiment results and discussion
In this section, we present the results of our experiments. We divide our results
into three subsections. In the first, we compare the proposed method (NMF-FR)
to K-Means (KM), Spherical K-Means (SKM), Genetic Algorithm and K-Means
Clustering (GAKM) [15], and Spectral Clustering with Particle Swarm Optimiza-
tion (SCPSO) [22]. In the second section, we compare the proposed approach to
one of the most widely used dimension reduction and sentiment analysis methods,
LSA, clustered using K-Means (LSAKM). We should note that in LSAKM, data
normalization is conducted as well before K-Means clustering. Moreover, in all of
our experiments, K-Means was initialized using K-Means++. Finally, we evaluate
the stability of the proposed approach using the standard deviation from the clus-
tering results. We should also note that the parameters of the algorithms as well
as the proposed method were adjusted using stress tests.
6.1 Comparison to clustering methods
We present the results of the experiments in Tables 3 - 7.
Table 3: Accuracy of the proposed method compared to clustering methods
Dataset GAKM KM SCPSO SKM NMF-FR
20COMP 0.411261 0.396333 0.216761 0.469708 0.544304
20POL 0.49777 0.53415 0.553126 0.602973 0.613467
20MISC 0.370504 0.522807 0.26409 0.532072 0.772204
20REL 0.471891 0.450843 0.550524 0.477267 0.550797
20SCI 0.557368 0.552391 0.600553 0.700581 0.764999
AG 0.374237 0.438305 0.490847 0.451186 0.674576
BBCSP 0.744154 0.832187 0.928748 0.826685 0.965612
BBC 0.80771 0.807804 0.640903 0.877762 0.921016
DMOZ 0.352817 0.373747 0.468941 0.518346 0.543411
SMS 0.67104 0.675944 0.57283 0.746587 0.809145
WEB 0.41771 0.418951 0.323181 0.439368 0.491258
WEBACE 0.388532 0.380712 0.372893 0.385578 0.448306
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Table 4: NMI Comparison between the proposed method and clustering methods
Dataset GAKM KM SCPSO SKM NMF-FR
20COMP 0.1757 0.151818 0.001881 0.211848 0.239178
20POL 0.124027 0.224761 0.198366 0.287887 0.336881
20MISC 0.153722 0.280174 0.001704 0.316807 0.482384
20REL 0.045574 0.052925 0.11356 0.052902 0.096347
20SCI 0.298135 0.309364 0.385496 0.436442 0.476141
AG 0.136012 0.181492 0.259041 0.174582 0.314543
BBCSP 0.654929 0.732905 0.857578 0.781206 0.891782
BBC 0.709906 0.707077 0.537028 0.785033 0.784895
DMOZ 0.329851 0.326525 0.432909 0.436235 0.419595
SMS 0.165144 0.1769 0.021677 0.219879 0.304682
WEB 0.248054 0.254047 0.124423 0.264204 0.286988
WEBACE 0.374864 0.374677 0.367674 0.381486 0.403161
Table 5: ARI Comparison between the proposed method and clustering methods
Dataset GAKM KM SCPSO SKM NMF-FR
20COMP 0.090171 0.075304 0.000097 0.150885 0.20118
20POL 0.085958 0.100406 0.151 0.208516 0.241515
20MISC 0.070536 0.18378 5.29E-05 0.238066 0.497897
20REL 0.028029 0.022696 0.131546 0.042575 0.086511
20SCI 0.16944 0.180342 0.286651 0.35856 0.47049
AG 0.034796 0.082022 0.168704 0.114249 0.331825
BBCSP 0.485238 0.673881 0.83687 0.682754 0.909467
BBC 0.646132 0.636038 0.41667 0.769899 0.820115
DMOZ 0.070285 0.086746 0.19843 0.270969 0.326107
SMS 0.112427 0.145561 0.005877 0.248991 0.381879
WEB 0.152072 0.145514 0.077537 0.178062 0.221728
WEBACE 0.169217 0.165472 0.149198 0.17589 0.198501
Table 6: Homogeneity Score comparison between the proposed method and clus-
tering methods
Dataset GAKM KM SCPSO SKM NMF-FR
20COMP 0.156915 0.136943 0.00181 0.2018 0.234935
20POL 0.112947 0.186323 0.167293 0.266891 0.284585
20MISC 0.135351 0.256472 0.001552 0.310255 0.480675
20REL 0.043022 0.047382 0.107856 0.051129 0.092985
20SCI 0.273763 0.281254 0.362661 0.419792 0.467833
AG 0.102879 0.149345 0.231046 0.161165 0.314265
BBCSP 0.643568 0.714706 0.85291 0.768861 0.894542
BBC 0.68964 0.687621 0.502825 0.779581 0.784597
DMOZ 0.278356 0.28632 0.391775 0.418054 0.412224
SMS 0.12044 0.142791 0.007584 0.20434 0.306679
WEB 0.234525 0.232923 0.110145 0.253389 0.288001
WEBACE 0.378765 0.376459 0.364391 0.385784 0.412384
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Table 7: Completeness Score comparison between the proposed method and clus-
tering methods
Dataset GAKM KM SCPSO SKM NMF-FR
20COMP 0.196906 0.168371 0.001956 0.222414 0.243497
20POL 0.136285 0.273517 0.23551 0.310944 0.398788
20MISC 0.225469 0.306486 0.001877 0.323572 0.484099
20REL 0.048513 0.059339 0.119973 0.05486 0.09983
20SCI 0.324852 0.340627 0.410668 0.453814 0.484598
AG 0.183725 0.221469 0.292183 0.189221 0.314821
BBCSP 0.666788 0.752508 0.862443 0.794156 0.889031
BBC 0.731024 0.727267 0.5737 0.790606 0.785194
DMOZ 0.390983 0.372589 0.479442 0.455236 0.427097
SMS 0.230278 0.228911 0.064898 0.239153 0.302698
WEB 0.262578 0.277188 0.141227 0.275563 0.285978
WEBACE 0.371006 0.373035 0.37102 0.377258 0.394143
As it can be observed, the proposed method exceeds the other clustering ap-
proaches in all the metrics in almost every dataset with notable increase in results.
Nevertheless, the true advantage of the proposed approach is its stability, which
will be further discussed later. Another notable advantage of the proposed method
is the dimension reduction which can decrease computational complexity.
6.2 Comparison to LSA
We present the results of the experiments comparing LSA + Spherical K-Means++
(LSAKM) and the proposed approach (NMF-FR) in Tables 8 - 12.
Comparison between the LSA-KMeans and the proposed method
Table 8: Accuracy
Dataset LSAKM NMF-FR
20COMP 0.471497 0.544304
20POL 0.540096 0.613467
20MISC 0.705647 0.772204
20REL 0.557084 0.550797
20SCI 0.751728 0.764999
AG 0.580339 0.674576
BBCSP 0.941403 0.965612
BBC 0.926093 0.921016
DMOZ 0.507545 0.543411
SMS 0.794964 0.809145
WEB 0.461365 0.491258
WEBACE 0.463076 0.448306
Table 9: NMI
Dataset LSAKM NMF-FR
20COMP 0.187843 0.239178
20POL 0.168456 0.336881
20MISC 0.448408 0.482384
20REL 0.102754 0.096347
20SCI 0.456323 0.476141
AG 0.267823 0.314543
BBCSP 0.864227 0.891782
BBC 0.807666 0.784895
DMOZ 0.395593 0.419595
SMS 0.315545 0.304682
WEB 0.273446 0.286988
WEBACE 0.44652 0.403161
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Comparison between the LSA-KMeans and the proposed method
Table 10: ARI
Dataset LSAKM NMF-FR
20COMP 0.146904 0.20118
20POL 0.129691 0.241515
20MISC 0.446994 0.497897
20REL 0.106373 0.086511
20SCI 0.463747 0.47049
AG 0.228503 0.331825
BBCSP 0.873331 0.909467
BBC 0.836696 0.820115
DMOZ 0.289523 0.326107
SMS 0.347382 0.381879
WEB 0.192322 0.221728
WEBACE 0.228777 0.198501
Table 11: Homogeneity
Dataset LSAKM NMF-FR
20COMP 0.183189 0.234935
20POL 0.158865 0.284585
20MISC 0.440357 0.480675
20REL 0.100795 0.092985
20SCI 0.451833 0.467833
AG 0.26004 0.314265
BBCSP 0.860831 0.894542
BBC 0.807226 0.784597
DMOZ 0.38866 0.412224
SMS 0.315528 0.306679
WEB 0.269446 0.288001
WEBACE 0.451119 0.412384
Table 12: Completeness
Dataset LSAKM NMF-FR
20COMP 0.192615 0.243497
20POL 0.178671 0.398788
20MISC 0.456712 0.484099
20REL 0.104755 0.09983
20SCI 0.460861 0.484598
AG 0.275941 0.314821
BBCSP 0.867755 0.889031
BBC 0.808106 0.785194
DMOZ 0.402661 0.427097
SMS 0.315561 0.302698
WEB 0.277558 0.285978
WEBACE 0.441983 0.394143
As it can be observed, the proposed method shows considerable, if not signif-
icant improvement over simple LSA + K-Means. Furthermore, a chart plotting
the accuracies of LSAKM and the proposed method is presented in Fig. 7. LSA
in practice relies on a singular value decomposition of the term-document matrix,
which can lead to different results each time. Followed by that, K-Means++ itself
is a stochastic measure. These two issues question the stability of this methods
results. The proposed method on the other hand does not rely on the exact output
from NMF, as it discretizes its results. Meanwhile, the clustering initialization is
done using a deterministic method in the proposed approach, which makes it far
more stable than LSAKM.
The proposed methods advantage over LSA is not only its stability or small
improvement in clustering performance, but rather in the space that it generates.
LSA basically creates a new space logically similar to the original, while the pro-
posed method creates a more different space which is more suitable for clustering.
An instance of the spaces generated by the original term-document matrix ob-
tained from the BBC News dataset [16], the LSA reduction and the proposed
methods new feature space is provided in Fig. 8. We should note that the datasets
presented in this figure were projected to 2-dimensional space using PCA.
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Fig. 7: Accuracy chart of LSAKM compared to the proposed method.
(a) Original Space (b) LSA Space
(c) NMF-FR Space
Fig. 8: The original data space (a), the space generated after LSA (b), and the
space generated after the proposed method was applied (c) to BBC News.
Moreover, an instance of the SMS Spam Collection dataset [5] being clustered
using the original data vs the proposed method is presented in Fig. 9.
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(a) Ground Truth (b) Prediction
(c) Ground Truth (d) Prediction
Fig. 9: Comparison between the clustering of the original data (a) and (b), and
the data generated using the proposed method (c) and (d).
6.3 Statistical Analysis of the results
In this subsection, we present the results of the Wilcoxon Signed Ranks test [48]
on the results from the previous subsections. The results are provided below in
Table 13.
Table 13: Asymptotic p-values obtained from the Wilcoxon test comparing the
proposed method to other methods.
Method Accuracy NMI ARI Homogeneity Completeness
GAKM 0.001944 0.001944 0.001944 0.001944 0.001944
KM 0.001944 0.001944 0.001944 0.001944 0.001944
SKM 0.001944 0.004193 0.001944 0.003264 0.00859
SCPSO 0.001944 0.004193 0.002526 0.002526 0.00859
LSAKM 0.013471 0.077556 0.020658 0.065257 0.107802
The values under the 0.05 threshold are emboldened in the table. As it can be
observed, the proposed method shows significant improvement over the clustering
methods with great certainty in all metrics. When it comes to LSA combined with
K-Means however, the proposed method holds the same standard only in terms
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of accuracy and ARI, while significant improvement in the other three metrics
cannot be inferred with great certainty.
6.4 Robustness analysis
In this subsection, we present the robustness analysis of the proposed method.
Due to the NMF initialization using Singular Value Decomposition, the likeliness
of NMF optimization reaching very similar results is very high. Following that,
the proposed approach uses NMF to group features and therefore discretizes the
components matrix instead of using direct output. As a result, the new feature
space is likely to be very stable. Moreover, we present the standard deviation of
the results of all of the compared methods in Tables 14 - 18.
Table 14: Comparison of the standard deviation over accuracy
Dataset GAKM KM LSAKM SCPSO SKM NMF-FR
20COMP 0.034798 0.025838 0.000671 0.00143 0.032201 0
20POL 0.052603 0.034765 0.05105 0.029353 0.015905 0
20MISC 0.093977 0.022207 0.085553 0.001327 0.033934 0
20REL 0.039602 0.011993 0.004374 0.008986 0.017193 0
20SCI 0.071488 0.042292 0.059205 0.005267 0.059754 0
AG 0.02649 0.040021 0.064437 0.048045 0.026684 0
BBCSP 0.056641 0.069367 0.042925 0.042471 0.101892 1.11E-16
BBC 0.07544 0.07324 0.000461 0.026571 0.072749 1.11E-16
DMOZ 0.014411 0.028526 0.014379 0.051547 0.01883 0
SMS 0.036645 0.091285 0.000325 0.007021 0.048861 0
WEB 0.029667 0.030231 0.031363 0.042913 0.027141 0
WEBACE 0.003493 0.015729 0.008388 0.013249 0.030847 0
Table 15: Comparison of the standard deviation over NMI
Dataset GAKM KM LSAKM SCPSO SKM NMF-FR
20COMP 0.023827 0.01672 0.00062 0.000509 0.03523 0
20POL 0.058034 0.065036 0.075231 0.057869 0.029179 0
20MISC 0.117595 0.030456 0.055941 0.000951 0.041503 0
20REL 0.014619 0.011882 0.000861 0.004575 0.011412 0
20SCI 0.055601 0.036521 0.05377 0.025587 0.067244 0
AG 0.028049 0.020567 0.058411 0.03752 0.042798 0
BBCSP 0.065146 0.089037 0.046097 0.048137 0.079677 0
BBC 0.050704 0.061052 0.001015 0.046605 0.059978 0
DMOZ 0.011902 0.025437 0.004994 0.032689 0.018252 0
SMS 0.040704 0.130669 0.000512 0.02541 0.050606 0
WEB 0.034775 0.03863 0.015435 0.028148 0.018852 0
WEBACE 0.007109 0.011948 0.004956 0.009305 0.023649 0
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Table 16: Comparison of the standard deviation over ARI
Dataset GAKM KM LSAKM SCPSO SKM NMF-FR
20COMP 0.026859 0.018394 0.000854 5.83E-05 0.02786 2.78E-17
20POL 0.065709 0.037183 0.057482 0.049329 0.04802 0
20MISC 0.058746 0.031436 0.062107 0.000224 0.035744 0
20REL 0.025577 0.00656 0.001664 0.017934 0.007629 0
20SCI 0.054933 0.033139 0.063391 0.031548 0.061382 0
AG 0.019696 0.039829 0.068032 0.075245 0.024156 0
BBCSP 0.055734 0.11875 0.048808 0.084792 0.163983 0
BBC 0.085176 0.10793 0.00105 0.04449 0.101081 0
DMOZ 0.007424 0.017467 0.009887 0.048212 0.021862 0
SMS 0.052473 0.147469 0.000769 0.003445 0.086976 0
WEB 0.041166 0.032724 0.025355 0.031392 0.026607 0
WEBACE 0.005566 0.025055 0.008275 0.016236 0.0226 0
Table 17: Comparison of the standard deviation over Homogeneity score
Dataset GAKM KM LSAKM SCPSO SKM NMF-FR
20COMP 0.024595 0.015281 0.000626 0.000467 0.032596 2.78E-17
20POL 0.051316 0.060656 0.072135 0.043845 0.020803 0
20MISC 0.111168 0.02651 0.06141 0.000771 0.038085 0
20REL 0.015134 0.008724 0.001437 0.007757 0.009602 0
20SCI 0.053226 0.030355 0.054107 0.027762 0.063147 0
AG 0.028255 0.025971 0.060814 0.048066 0.03715 0
BBCSP 0.060037 0.097247 0.05548 0.058453 0.086018 1.11E-16
BBC 0.060297 0.069062 0.001025 0.046391 0.064523 0
DMOZ 0.009371 0.021979 0.005375 0.044295 0.016454 0
SMS 0.043075 0.126994 0.000532 0.008175 0.061846 0
WEB 0.034923 0.03682 0.017416 0.030837 0.018363 0
WEBACE 0.007307 0.018258 0.00723 0.00889 0.023524 5.55E-17
Table 18: Comparison of the standard deviation over Completeness Score
Dataset GAKM KM LSAKM SCPSO SKM NMF-FR
20COMP 0.02306 0.018841 0.000614 0.000552 0.038137 0
20POL 0.065797 0.077644 0.078489 0.076414 0.040366 0
20MISC 0.062923 0.037765 0.050203 0.00116 0.045481 0
20REL 0.014542 0.016164 0.000268 0.00803 0.013802 0
20SCI 0.058646 0.04562 0.053427 0.035873 0.071966 0
AG 0.044072 0.014481 0.055767 0.02572 0.049463 0
BBCSP 0.073081 0.086202 0.03646 0.038053 0.075986 0
BBC 0.041338 0.053124 0.00101 0.048056 0.056105 0
DMOZ 0.017669 0.032233 0.005474 0.023692 0.020775 5.55E-17
SMS 0.033375 0.131206 0.000491 0.07811 0.03352 0
WEB 0.035495 0.040977 0.014124 0.023475 0.020437 0
WEBACE 0.007062 0.00705 0.003324 0.01088 0.024132 0
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As it can be observed, the proposed method has a standard deviation of zero
(or in some cases an infinitesimally small deviation) over multiple runs, when
compared to the rest. Moreover, we present the accuracy standard deviation in
Fig. 10.
Fig. 10: Accuracy standard deviation of the proposed method and other methods.
7 Conclusion
As we mentioned, text mining plays a very crucial part in many computerized
systems nowadays, such as web searches, recommendation systems and the like.
Advances in this area of research, specifically in text clustering includes but is
not limited to matrix analysis and specific clustering methods. In this paper, we
propose a new dimension reduction method based on Nonnegative Matrix Factor-
ization, which can be used to group the terms obtained from the term-document
matrix. Afterwards, the method agglomerates each groups features into one new
feature vector, by taking their norm values. Therefore, a number of n-dimensional
feature vectors (n being the number of documents) are combined into a single n-
dimensional feature vector. The new feature vectors, which together create a new
data matrix can then be further reduced using LSA. This newly generated space
is more suitable for clustering than the original. Afterwards, spherical K-Means is
used to cluster the new feature space, which is initialized using a new approach
which chooses the densest areas of the space as the initial centroids through creat-
ing a nearest-neighbors graph. In the proposed method, we initialize NMF using
Singular Value Decomposition, which will increase the robustness of the method.
Because of the coordinate-based optimization of NMF, even slight differences in
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SVD will lead to similar results from NMF. The output components matrix from
NMF is then used to separate terms into groups. Even slight changes in this ma-
trix will not lead to different feature outputs produced by the proposed feature
agglomeration since the components matrix is discretized in order to group the
terms. Therefore, the robustness of the results produced from the agglomeration is
very high and therefore the method is positively stable. This stability is followed
by a non-stochastic initialization of K-Means, which makes the proposed method
very deterministic. The deterministic initialization operates by creating a nearest-
neighbors graph of the newly generated space, and selecting the most-connected
records as the initial centroids. This supports faster convergence in K-Means, and
has proved to be approximately as good as K-Means++, while being deterministic
in nature, as opposed to K-Means++. We conducted experiments on 12 text clas-
sification datasets and inspected external clustering evaluation measures, namely
Purity, Normalized Mutual Information, Adjusted Rand Index, and Homogeneity
and Completeness Scores. We also compared the proposed method to two of the
recently proposed methods, as well as two classical clustering approaches. The
results showed significant improvement to most, while showing not necessarily sig-
nificant improvement to spherical K-Means in terms of clustering scores. We also
compared the proposed method to LSA-based Spherical K-Means and also showed
improvement in clustering scores. Nevertheless, the most important advantage of
the proposed method is its stability in results which is also presented. The pro-
posed method reaches a standard deviation of zero in most cases, while reaching
near-zero values in others. The proposed method can also be further improved in
the future by possibly exploring other clustering measures, using measures other
than the L2 norm to agglomerate features as well as other matrix factorization
methods instead of NMF. Another area which can be explored in the future is
using other NMF initializers instead of SVD.
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