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ABSTRACT 
I Studied demographic processes that operate on individual 
animals as a means to understand the relationship of 
landscape structure to population size and survival. I 
applied the idea of risk-sensitivity to habitat selection by 
examining the demographic effects on an animal population in 
which individuals select from two habitats that have similar 
mean values for reproductive output but differ in the 
variance of reproductive output. I conducted simulations 
using a source-sink population model to show that population 
size increased with increased variation in habitat quality. 
I then looked at how landscape heterogeneity was related to 
ring-necked pheasant {Phasianus colchicus) demography. 
Although wildlife ecologists suggest that the period of 
settling movements during spring is a time of high 
mortality, there are few data to quantify the impact on 
demographics. Most often, the proximate cause of mortality 
is predation. However, ecologists presume that landscape 
pattern is strongly correlated with survival. I used radio-
tracking data from April-May 1992 and 1993 on hen pheasants 
vi 
in an agricultural landscape in northern Iowa to determine 
factors related to survival. I measured covariates to 
quantify habitat selection, individual movement rates, and 
landscape patterns, and evaluated these using Cox's 
proportional hazards model. I used a geographical 
information system to map hen use of habitat, calculated 
movement rates, and quantified landscape patterns within 
areas selected by hens. Edge density (m/ha) was predictive 
of mortality whereas movement rates were not. I linked this 
landscape factor to pheasant population dynamics by 
developing a spatially-explicit, individually-based model. I 
examined both parametric and nonparametric means of 
specifying the underlying instantaneous hazard, and 
simulated time- and location-specific survival as a function 
of landscape features, including edge density. Modeling the 
distribution of settling movements including habitat 
selection, and the predicted effects on mortality, enabled 
me to combine activities and fates of individual animals and 
to simulate population-wide demographic responses to 
landscape attributes. I conducted a simulation experiment 
that tested the effect of changes in the configuration (edge 
density) and composition (% grassland) of the landscapes 
vii 
used as input for the simulations. Simulated population 
survival was lowest in landscapes with low proportions of 
grassland and high measures of edge density. 
viii 
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CHAPTER 1. GENERAL INTRODUCTION 
Introduction 
In order to conserve and manage animal populations we 
must first understand the processes that regulate animal 
numbers. Fluctuations in population size are best understood 
as a sum total of demographic processes that operate on 
individual animals through birth and death (Lomnicki 1992). 
Many ecologists recognize that when animals are grouped and 
averaged across larger categories, dynamics that are unique to 
individual animals can be lost (Huston et al. 1988). Animal 
populations are usually defined at the scale of a landscape, 
whereas individuals complete their life cycles on a smaller 
spatial scale. When animals are presented with a variety of 
habitats within a landscape, the response of any individual 
animal is focused on its immediate surroundings (Judson 1994). 
Individuals show the ability to locally select among habitats 
when quality varies across a landscape (Stevens and Krebs 
1986). In the work presented here, I investigated the 
relationship of habitat selection and movement of individuals 
to the distribution of important habitat types in a landscape 
and determined the demographic consequences of this 
relationship at the population scale. 
To study the association of population demography and 
landscape structure, I used a source-sink population model and 
a spatially-explicit individual-based model for the ring-
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necked pheasant {Phasianus colchicus) . Unlike species that 
have very specific habitat requirements, the pheasant is a 
niche generalist (Hutchinson 1978) and is well suited for 
selection studies among a wide variety of habitat types. 
Prior work provides evidence that landscape structure 
influences pheasant habitat use, movement (Gatti et al. 1989) 
and abundance (Taylor et al. 1978) . According to research 
conducted on pheasants in Colorado (Snyder 1985) , Iowa (Riley 
et al. 1994, Perkins et al. in press) , Texas (Whiteside and 
Guthrey 1983), and Wisconsin (Gates and Hale 1974) habitat 
use, movement and survival are interrelated. My general goal 
was to explore both the theoretical framework and a specific 
applied example of the relationship between landscape 
structure and population survival. My specific objectives 
were to: 1) explore the effect of variation in habitat quality 
on population size using the general source-sink population 
model, 2) analyze the relationship of landscape structure to 
survival of ring-necked pheasant hens during spring settling 
and 3) simulate the influence of landscape attributes on 
spring survival in ring-necked pheasant hens using the 
individual-based computer model. 
Dissertation Organization 
The chapters of this dissertation were written according 
to the guidelines of the Iowa State University Thesis Manual 
(Iowa State University 1996). The first, third, and fifth 
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chapters were written in the format of the Journal of Wildlife 
Management. The second chapter was written in the note format 
of the American Naturalist, and the fourth chapter in the 
format of Ecological Modelling. The second, third and fourth 
chapters were prepared for manuscript submission. All 
sections were written by R. A. Schmitz and edited by W. R. 
Clark and B. J. Danielson. 
Literature Review 
Ecology of landscapesknow that animals are not 
continuously distributed in space (Wiens 1976). We surmise 
that population dynamics are influenced by the separation of 
segments of the population (Pulliam 1988, Opdam 1991, Dunning 
et al. 1992). Segments of a population result from the 
subdivision and isolation of important habitats (Holt 1985, 
Fahrig and Merriam 1985) . These isolated animals are linked 
together by movement to form larger regional populations 
(Levins 1970). Animal populations in habitat patches where 
reproduction does not exceed mortality (sink) can be 
maintained by dispersal of individuals from patches where 
reproduction exceeds mortality (source, Pulliam 1988). Often, 
sink habitats that are embedded in a mosaic of habitat types 
may not be very accessible, and breeding locations are of poor 
quality. As habitats become reduced in size or more 
fragmented, the individuals that inhabit isolated patches may 
be lost due to stochastic events, such as severe weather or 
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predation (Leigh 1981, Andren et al. 1985, Johnson and Temple 
1990, Clark et al. 1991). When habitat quality varies across 
a landscape, associated differences in reproduction, survival, 
and movement rates result in differences in the persistence of 
animals in these habitats (Kareiva 1990). Reoccupancy of 
vacant habitat patches may or may not arise through movement 
of animals from other occupied locations (Doak 1989). 
Ecology of pheasants in landscapes.--Nowhere are the 
effects of habitat fragmentation on animal populations more 
obvious than in the midwestern United States, where modern 
agricultural practices have radically altered the landscape 
(Burger 1988). Intensive land use has decreased wildlife 
habitat and reduced landscape diversity. Even habitat 
generalists such as the ring-necked pheasant have shown a 
persistent decrease throughout the Midwest during the last 50 
years (Kozicky and Hendrickson 1956, Farris et al. 1977, 
Vandel and Linder 1981, Warner et al. 1984). Landscape 
changes have reduced the value of uplands to ring-necked 
pheasants and coincide with the long-term population declines 
(Farris et al. 1997, Warner 1988). Pheasant populations were 
historically high during the 1940's when the Federal Land 
Retirement Program resulted in extensive tracts of herbaceous 
vegetation for cover (Farris et al. 1977). Spring pheasant 
numbers appear to be positively related to the amount of land 
enrolled in government land retirement programs (Jarvis 1978). 
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In Iowa, George et al. (1980) attributed reductions in 
spring and summer pheasant indices for the period between 1964 
to 1977 to the effects of intensive farming practices and 
changes in land use. During this period of pheasant 
population decline, much of the acreage of hay and small grain 
production was replaced by row crops such as com and soybeans 
(Warner 1981, Trautman 1982). Presumably, food and cover 
requirements were formerly met by an abundant interspersion of 
ungrazed shelterbelts, mixed grass and forb field margins, 
fencerows, odd shaped areas, and poorly drained acreages with 
areas of crop production (Trautman 1982). Agricultural 
practices have resulted in increased isolation of important 
habitat areas such as undisturbed grassland in a matrix of 
less suitable areas of rowcrops (Warner et al. 1984). A 
reduction in total area of important seasonal habitats likely 
resulted in increasing spatial separation and isolation of 
segments of the pheasant population. 
Habitat manipulation to increase pheasant numbers has 
been at best marginally successful (Burger 1988). Habitat 
improvements may increase localized population levels by 
concentrating birds (Warner 1988), but have little effect on 
population birth and death rates. For example, Lyon (1959) 
observed that the configuration of habitat types can have a 
significant impact on pheasant use in winter. However, 
perceived increases in local pheasant numbers may only be the 
result of altered patterns of movement and distribution. The 
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observed population response to small scale changes in habitat 
conditions confound the importance of immigration and 
emigration of pheasants with unknown impact on reproduction 
and survival at the landscape level (Warner 1988) . For 
example, Chesness et al. (1968) suggested that population 
responses to their small study plots were not conclusive due 
to the movement of birds both into and out of the study plots. 
Furtheirmore, movements of pheasants differ seasonally, 
depending on whether the focus is winter grouping, breeding, 
or nesting, as well as on farm practices such as tillage and 
harvest (Gatti et al. 1984, Warner and Etter 1985). 
Previous studies have provided evidence that both 
density-dependent mechanisms and seasonal variation in 
mortality and reproductive success seirve as regulatory 
mechanisms of pheasant populations (Dahlgren 1963, Ellis and 
Anderson 1963, Martinson and Grondahl 1966). Spring, 
including the prenesting, dispersal and nesting periods, is a 
particularly important time with respect to hen mortality 
(Dumke and Pils 1973, Riley et al. 1994). Despite the 
recognized differences in the scale of population processes, 
few biologists have studied the relationship of habitat use at 
the local and landscape level with population responses at the 
landscape scale (Warner 1988). 
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CHAPTER 2. EFFECTS OF VARIATION IN HABITAT QUALITY ON 
POPULATION SIZE 
A paper to be submitted to the American Naturalist 
Richard A. Schmitz and Brent J. Danielson 
Plant and animal population size is a function of net 
interactions in the rates of birth, death, immigration and 
emigration (Begon et al. 1996). One of the most basic goals 
of the population ecologist is to describe these interactions 
and to make predictions about the demographic consequences for 
any given set of conditions. Ideally, the parameter estimates 
of these rates and their variances should be deterroined using 
design-based statistical sampling of populations (Manly 1990). 
However, most empirical and theoretical studies have focused 
on comparisons of conditions with different means for a 
particular demographic parameter and not on the effects of 
differences in variation. Often the assumption is made that 
the variances associated with multiple means are equal. 
For example, we might wish to examine the demographic 
consequences of differences in mean reproductive ability 
between animals using two habitat types within a larger 
14 
landscape. Often variance is ignored or populations are 
assumed to have equal variances sampled from an underlying 
normal distribution. However, in the case of food selection, 
there is good evidence that organisms optimize behavioral 
strategies based partly on the magnitude of the variances 
associated with the mean reward (Caraco 1980, Caraco and 
Gillespie 1986). 
The term risk-sensitivity has been applied when the 
behavioral choice depends on both the mean of a reward as well 
as its variability (Gillespie and Caraco 1987) . When choice 
between rewards with the same mean occurs, choice may be 
determined by variance in the reward. If animals select most 
often from an environment where the reward rate is highly 
variable, a risk-prone strategy is said to be preferred. If 
resource selection is from an environment where the reward 
rate shows little variation, animals are said to be risk 
averse. This concept of risk has been applied to diverse 
questions of behavioral optimization (Krebs and McCleery 
1984). Caraco et al. (1980) provided a compelling 
demonstration of risk-sensitive foraging preferences in 
yellow-eyed juncos {Junco phaeonotus) . They tested selection 
between two food sources with the same reward rate but 
15 
different variance in the rate of reward. The results 
suggested an energy budget rule that animals should be risk 
averse when daily energy needs can be met and should be risk-
prone when needs cannot be met by a constant food supply 
(Stephens 1981). 
Risk-sensitivity also has been applied to questions of 
social foraging. Increased group size may reduce the variance 
in daily food intake when food distribution is ephemeral and 
in discrete clumps (Clark and Mangel 1984). Sensitivity to 
risk may influence foraging movements and strategies in orb-
weaving spiders (Olive 1982, Caraco and Gillespie 1986) and 
the dynamics of plant-pollinator interactions (Real 1981, 
Waddington et al. 1981). 
Approaches to behavioral optimization have been extended 
to strategies for the exploitation of discrete patches of 
habitat. According to the marginal value theorem, variation 
in rewards of individual patches may have an effect on patch 
residency by foraging individuals that can assess the average 
value for multiple patches (Charnov 1976). Fretwell (1972) 
suggested that when multiple organisms occupy patches, 
variation in quantity of resources determines the number of 
individuals that any patch can support. If individuals always 
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select the patch of best quality, the population then 
distributes itself among patches of roughly equal value to 
each individual. 
In proposing the source-sink model of habitat selection, 
Pulliam (1988) assumed that when the number of patches (sites) 
is limited individuals always choose the site of highest 
value. Site quality differs by the direct effect on the 
reproductive output of the female using any given site. When 
the population is at equilibrium (DeAngelis and Waterhouse 
1987), variation in site quality results in two types of 
habitat, those with reproductive output that is greater than 
(source) and less than (sink) the population-wide average. In 
simulations of source-sink population dynamics, Pulliam and 
Danielson (1991) examined the effects of changing the 
proportions of source and sink habitats. In their 
simulations, the mean reproductive value (Pi) of the habitats 
(i) ranged from 1.0 to 5.0. The variance was assumed to be 
constant (var(Pi) = 1.0) for each habitat with reproductive 
value of each site assigned randomly from a distribution 
(fig. 1). As a result, the coefficient of variation (CV) for 
habitat reproductive value ranged from 0.2 to 1.0 with the 
habitats of highest quality exhibiting the lowest CV. 
Fig. 1. Normal distributions of female reproductive output for sites 
within two habitat types that have different means and the same 
variances. = 3 and var(^fj =1, Pg = 5 and var(PB) = 1. 
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According to several field studies, variance in demographic 
values can be quite large in biological systems. For example, 
lifetime reproductive success will have a wide range of 
variances with coefficients of variation that exceed 0.5 
reported for butterflies (Elgar and Pierce 1988) , anurans 
(Howard 1978) , jays (Woolfenden and Fitzpatrick 1984), and 
sparrows (Smith 1981). In this paper, we apply the idea of 
risk-sensitivity to habitat selection by examining the 
demographic effects on an animal population that selects from 
two habitats that have similar mean values for reproductive 
output but differ in the values for variance. 
POPULATION MODEL 
We used the demographic model of Pullium and Danielson 
(1991) to examine the prediction that population size was 
affected by variation in patch quality. The source-sink model 
they present proposes that the female population size divided 
between two differing habitats (i = A, B) at the time of 
census is 
N' = PAdultn.A + PflPjuvenilellA + PftdultllB + PsPjuvenile^lB 
with N = nA + ns = population size summed over habitats A and 
B, N' = population size at the next census, PAduit = adult 
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survival, Pjuveniie = juvenile survival. Pi = the number of 
juvenile females produced within a habitat type, and ni = the 
number of females breeding in habitat i. Therefore, N' = N 
when the population is at equilibrium. See Pullium (1988) and 
Pullium and Danielson (1991) for a detailed development of the 
model, description of the life cycle of the simulated species, 
and the site-selection process. 
SIMULATION METHODS AND RESXJLTS 
We simulate the effect of habitat differences on 
reproduction of the population using a mechanism that enables 
adult females to sequentially sample from 100 randomly 
assigned habitat sites. The average quality of the site that 
each female occupies for breeding is determined by either Pa 
or Pb. The number of sites that the female could select from 
represents site selection ability. The female selects the 
site with the greatest P for breeding. Habitat occupancy is 
preemptive (Pullium and Danielson 1991). As each female 
settles, the total pool of available habitat A or B sites is 
reduced by 1. Once a female settles in a site, she produces 
offspring at the rate assigned to that habitat type. 
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Although the mean habitat quality was identical for the 
two habitat types, habitat type A had a low var(pA), whereas 
the habitat type B had a higher varCPs) (fig. 2) . We 
conducted a series of simulations where only the proportions 
of the total 100-site landscape comprised of low variance 
habitat A and high variance habitat B changed with each 
successive simulation. We held adult and juvenile survival 
constant at Pfiduit = Pjuvemie = 0.1 for all of the 
simulations. We conducted each simulation for 500 years to 
ensure that mean population size changed less than 1% 
annually. The model was initially seeded with 50 females and 
summary statistics were tabulated for 50 replicates. 
We conducted 3 series of simulations to examine the 
response of population size to changes in the variance of 
habitat B (coefficient of variation (CV) 25 to 43), changes in 
the variance of habitat A (CV 0 to 25) , and maintaining the 
population above habitat saturation. The values of and 
level of selection ability for the simulations were selected 
to maintain the equilibrium population size at a level above 0 
for some portion of the series. 
Fig. 2. Normal distributions of female reproductive output for sites 
within two habitat types that have different variances and the same 
means. = 4 and var(Pft) =0.5, Pq = 4 and varCPg) = 3. 
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Influence of change in the variability of P 
With a site-selection ability of 3 and an average of 
habitats sites A and B set at 4, two series of simulations 
were conducted with varCPs) changing (range = 1.0 to 3.0) with 
each series. At increasing proportions of habitat B sites, 
the population size increased with increasing variance in the 
high variance habitat B (fig. 3). At low proportions of 
habitat B sites, the population levels were unchanging and 
consistent with the lower variance in the most abundant 
habitat. The population sizes for the two simulations were 
significantly different (2 = 2.68, P < 0.005) when there were 
100 sites of habitat type B. 
With conditions identical to the previous simulations, 
two series of simulations were conducted with the var(pA) 
changing (range = 0.0 to 1.0) with each series while the 
var(PB) remained unchanged. At high proportions of habitat A 
there was a disparity in population sizes between the series 
of simulations. With a variance of 0.0 and all of the habitat 
sites of type A, the equilibrium population maintained itself 
at the population size at which the model was initially seeded 
(fig. 4). Dramatic increases in equilibrium population 
sizes were evident with the addition of only a small 
Fig. 3. Simulated response of population size to changes in the 
variance of habitat B. Pa = Pb = ^ females were able to select 
among 3 sites. 
^var(pj=0.5 var(P3)=3.0 
var(p^)=0.5 var(Pg)=1.0 
0 20 40 60 80 100 
# of sites of habitat B (100 - B = # of sites of habitat A) 
Fig. 4. Simulated response of population size to changes in the 
variance of habitat A. = 4 and females were able to select 
among 3 sites. 
^var(pj=1.0 var(pj 
var(p^)=0.0 var(p^) 
80 
sites of habitat A) 
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proportion of sites of the highly variable habitat (B) to the 
landscape. 
Influence of variability of in populations at saturation 
Variance for habitat A was then set at 0.5 and the 
variance of habitat B was set at 3.0. When mean habitat value 
was increased to 5 for both habitat types, the equilibrium 
population was maintained at a level that exceeded saturation 
of the 100 sites regardless of the proportions of the two 
habitat types (fig. 5). 
When populations exceeded saturation, there would be a 
small number of non-breeding floaters that, if they survived, 
would be included in the breeding population the subsequent 
year. As the proportion of habitat B sites increased, there 
was no indication that equilibrium population sizes also 
increased. This is in contrast to the increase in equilibrium 
population sizes that were observed when habitat sites 
remained available. 
DISCUSSION 
According to the simulation results, as variance in 
habitat quality increases, population size will increase. 
Fig. 5. Simulated response of population size to high reproductive 
output. Pa = Pb = ^ females were able to select among 3 sites. 
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However, this is not the case if the equilibrium population is 
below saturation for all of the sites. It is important to 
note that for each habitat type the distribution of P for 
individual sites range from extremely low quality to sites of 
extremely high quality. Since we assume that the quality of 
individual sites of each habitat type are normally distributed 
for quality, then relatively few sites are in the tails of the 
distribution of Consequently, very few habitat sites of 
very high or very low quality are available in habitat A. In 
contrast, the tails of the distribution of habitat B contain a 
much greater proportion of very high or very low quality 
habitat sites. 
The model results do not specify the number of breeding 
females in each habitat type, nor does it specify where the 
occupied sites are in the distributions of habitat quality. 
Yet some inferences may be gleaned from the results. When 
site-selection is random, there should be an equal number of 
sites that are occupied in both the upper and lower tails of 
the distribution of habitat quality. However, there should 
also be an extreme disparity in reproductive contribution to 
the population as a whole between sites in the two tails of 
the distribution. Due to low reproduction, the lower tail 
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would be expected to contribute in the form of a "sink" to the 
population regardless of the shape of the distribution. 
However, since reproduction is very high in the upper tail, 
population size may be very sensitive to the number of 
occupied habitat sites that the tail contains. 
When the site-selection was set at 3, each female was 
randomly assigned three of the available sites in order to 
choose the best site. The best site was always towards the 
upper tail of the p distribution. Therefore, in equilibrium 
populations that are below the point of saturation, increased 
site-selection resulted in a concentration of breeding 
individuals in the upper tail. Stephens (1986) suggests that 
habitat sampling is most profitable when the variation in 
quality is great. Although all of the habitat sites were not 
occupied, increased site-selection assured increasing 
saturation of the upper tail of the combined p distribution. 
In the model of habitat selection proposed by Pulliam 
(1988), source-sink habitats are defined by finite population 
growth rates that exceed 1 for sources and are less than 1 for 
sinks when a population at equilibrium has a finite rate of 
growth of 1. In a distribution of habitat quality, we can 
infer that the some portion of the population is in habitat of 
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high quality that allows it to exceed a finite rate of growth 
of 1 and produce a surplus of individuals. According to our 
simulation results, the source population would be represented 
by those individuals in the upper tail of the distribution of 
p. Therefore, although there is no difference in the means of 
habitat quality for the two habitat types, variance in habitat 
quality for the combined (Pa and Pb ) distribution still 
results in a portion of the population occupying habitat sites 
that allows them to produce a surplus. 
Opportunity to increase individual reproductive output 
was built into the model through the appraisal of multiple 
sites and siibsequent selection of the site with the highest 
Pi- The strategy of site-selection was to move towards the 
upper tail of the distribution of habitat quality. Yet as 
surplus individuals are produced in the upper tail of the 
distribution, they are forced to move towards the lower 
portion of the p distribution due to the saturation of high-
quality sites. In Pulliam's (1988) source-sink model, surplus 
individuals that are not able to reproduce in the source 
habitat emigrate to sink habitat. It should be noted that 
individuals that emigrate from source habitat to sink habitat 
may eventually have a slight opportunity for either themselves 
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or their offspring to then immigrate back into source habitat 
to increase individual fitness (Morris 1991). 
In biological systems, variances are often in proportion 
to the means, so the assumption of equal variances for 
different means may not be reasonable. For example, suppose 
that mean quality values for habitat A and habitat B are 
different. This would suggest that the underlying 
distribution of patches of differing habitat quality would be 
determined by both the mean and the variance of the two 
habitat types. In this example, the distribution would 
probably not be normal, but rather would be skewed to the left 
or approximated as log normal. 
Traditionally, sensitivity to risk has been assessed by 
presenting two discrete variances of rewards to organisms in 
order to assess behavioral strategies for a given set of 
conditions. However, discrete choices may not often present 
themselves to optimizing organisms. Indeed, the individuals 
in our simulations do not perceive two discrete and narrow 
habitat types so much as a single broad distribution of 
habitat quality. 
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CHAPTER 3. RELATIONSHIP OF SURVIVAL OF RING-NECKED PHEASANT 
HENS DURING PRENESTING TO CHARACTERISTICS OF AGRICULTURAL 
LANDSCAPES 
A paper to be submitted to 
The Journal of Wildlife Management 
Richard A. Schmitz and William R. Clark 
Abstract: Little is known about the relationship of landscape 
composition and configuration of agricultural habitat to 
pheasant (Phasianus colchicus) survival and habitat use during 
the period of spring settling. We tested the prediction that 
habitat use and survival differed between an area of high 
habitat diversity with 25.0% grass in Palo Alto County and an 
area of low habitat diversity with 9.3% grass in Kossuth 
County, Iowa. We determined causes of mortality for 215 
radiomarked hens in and estimated survival from April 1 to 
June 3 during 1992-1994 using the Kaplan-Meier nonparametric 
method. Survival ranged from 0.74 to 0.86 with an average of 
0.79 in Palo Alto County and ranged from 0.65 to 0.95 with an 
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average of 0.83 in Kossuth County. Survival did not differ 
between the study landscapes (P = 0.756) . Predation was 
identified in 87.5% of all deaths with 66.7%- of all deaths 
attributed to mammals, especially red fox (Vulpes vulpes). 
Area of use for 57 hens averaged 36.6 ha in Palo Alto and 47.7-
ha in Kossuth during 1992-1993 and did not vary between areas 
(P = 0.603) . Mean edge density (m/ha) of the areas of use was 
85.4 m/ha in Palo Alto and 98.8 m/ha in Kossuth and was 
predictive of mortality. As the amount of edge in the area of 
use of hens increases, the instantaneous hazard also 
increases. Habitat configuration at the scale of individual 
birds is a strong determinant of predation hazard during 
prenesting movements of pheasants. 
Key words: agricultural landscapes, edge, habitat use, Iowa, 
Phasianus colchicus, radiotelemetry, ring-necked pheasant, 
survival analysis 
The spring prenesting period has been identified as a 
period of significant predation on ring-necked pheasant 
{Phasianus colchicus) hens (Dumke and Pils 1973, Riley et al. 
1994). However, little is known about the effect of 
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landscape-scale mechanisms on pheasant demography during the 
period of breeding and nest site selection. Agricultural 
practices have increased isolation of important habitat areas 
such as undisturbed grassland within less suitable areas of 
row crops (Warner et al. 1984). As a result of 
fragmentation, the configuration of habitat types may have an 
increased importance and a measurable impact on pheasant use 
of cultivated areas (Lyon 1959). During prenesting in April 
and May, hens are becoming less dependent on cover for 
protection from inclement weather and refocusing their 
selection on permanent cover for breeding and nest sites 
(Farris et al. 1977). In spring, habitats used for cover by 
hens are especially patchy because annual row crop fields 
provide essentially no cover (Dumke and Pils 1979). Prior 
studies provide evidence that survival may be associated with 
the arrangement of habitat patches and the energetic costs of 
movement (Gates and Hale 1974, Gatti et al. 1989) . Whereas, 
movement distance has been shown to increase brood mortality 
(Warner et al. 1984), little is known about the influence of 
movement on survival prior to nesting. 
In Iowa, George et al. (1980) attribute reductions in 
spring and summer pheasant indices for the period between 1964 
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to 1977 to the effects of intensive farming practices and 
changes in land use. Ring-necked pheasant numbers have shown 
a persistent decrease throughout the Midwest during the last 
50 years (Kozicky and Hendrickson 1956, Farris et al. 1977, 
Gates and Hale 1974, Vandel and Linder 1981, Wamer et al. 
1984). During this period of pheasant population decline, 
much of the acreage of hay and small grain production was 
replaced by row crops such as com and soybeans (Warner 1981, 
Trautman 1982). Recent recoveries in regional pheasant 
populations have been attributed to perennial habitats 
enrolled in the Conservation Reserve Program (CRP, The 
Wildlife Society 1995). However, little is known about the 
large scale processes that caused the original declines or the 
recent recoveries (Saunders et al. 1991). 
In 1989, researchers at Iowa State University in 
cooperation with the Iowa Department of Natural Resources 
initiated a study of pheasant ecology to determine how 
landscape-scale habitat factors influence vital demographic 
rates and resulting population size. The purpose of this part 
of the study is to measure habitat use and movements, estimate 
daily survival and relate survival to habitat measures during 
the prenesting period. 
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STUDY AREA 
The study was conducted in two areas in northern Iowa 
that were distinctly different in topography and agricultural 
use. A 123-km^ area in Palo Alto County has rolling 
topography, shelterbelts, managed p\iblic lands, row crops. 
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lakes, wetlands, and CRP fields (Perkins et al. in press). 
Com and soybean cultivation governs land use, but 
uncultivated habitats are interspersed throughout the area. 
The other 92-km^ area in Kossuth County was typified by flat 
topography, few shelterbelts, narrow ditches, extensive row 
crops, and several isolated CRP fields. Land in Kossuth 
County is primarily privately owned, and the landscape 
consists of corn and soybean cultivation with little 
interspersion of other habitats. Palo Alto County has more 
habitat diversity, and habitats are more aggregated while 
Kossuth County is a highly simplified landscape with low 
heterogeneity and large distances between perennial habitats. 
METHODS 
Hen pheasants were captured by fall nightlighting 
(Labisky 1968) or winter bait trapping (Wilbur 1967) from 
1992-1994. All hens were equipped with a 12 g radio-
transmitter with mortality switches (Holohill Systems, Ltd. , 
Woodlawn, Ontario, Canada) attached to the bird by a necklace 
(Riley and Fistler 1992). Age was determined by measuring the 
proximal primary feather (Greenburg et al. 1972) or the bursa 
of Fabricius (Wishart 1969). 
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Hens were located from vehicle-mounted telemetry systems 
and Universal Transverse Mercator (UTM) coordinates were 
estimated with laptop computers in the field using standard 
triangulation procedures (White and Garrott 1990). The status 
of the bird (dead or alive) was determined at least weekly by 
relocating each bird. We searched for all mortalities and 
used evidence at the recovery site to determine the cause of 
death (Dumke and Pils 1973). The beginning of nest incubation 
was determined using radio telemetry by the absence of hen 
movement (Riley et al. unpublished manuscript) . 
We used the MIPS (Map and Image Processing Systems, 
Microimages Inc., Lincoln, NE) GIS to map habitat types on the 
study areas using data from Agricultural Stabilization and 
Conservation Service 1989 compliance slides. The raster-based 
GIS data map was updated annually using ground surveys of each 
area. We classified habitats into types that were 
functionally similar to the hens and made the perennial 
habitats distinct from agricultural lands. Five habitat types 
were defined as row crops (com, soybeans, and sorghum) , 
grasses/hay (oats, grasses, legume forage), woody vegetation 
(woodlots, shrub, and shelterbelts), wetland/water, and other 
(farmstead, cemetery, golf course, school, unclassified) 
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following Perkins et al. (in press) . The Palo Alto County-
study area was located approximately 70 km west of the Kossuth 
County study area. 
ANALYSIS 
Movements and habitat use.--We monitored hens one day 
each week and calculated 24-hour movement distances between 
morning locations on successive days. A minimum convex 
polygon (Mohr 1947) was circumscribed aroiind all locations to 
determine an area of use. We define the area of use as a 
subset of an annual home range of a hen pheasant. We used 
MIPS to overlay the areas of use on study area maps and 
sxibsequently created separate habitat type maps of each area 
of use. We used the program FRAGSTATS (McGarigal and Marks 
1995) to describe the composition (total area (ha), total area 
of grass (ha)) and configuration (edge density (m/ha), patch 
density (n/100 ha), core area density (n/lOO ha), contagion 
(%) and interspersion/juxtaposition (%)) of each area of use. 
Habitat selection was compared between study areas and 
described for all individual hens using the proportion of use 
of each habitat type. We used multivariate analysis of 
variance (MANOVA) to test for differences in habitat selection 
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between study areas and among years. We used a log-ratio 
transformation of the proportions of habitat used by 
individual hens which is analogous to that used in 
compositional analysis (Aebischer et al. 1993) . We described 
habitat selection across all individuals with a Chesson (1978) 
probability of use (a^) of each habitat type as follows: 
= (Oi/%)/S(Oi/7ri) 
using a ratio of the proportion of the habitat type used by 
each animal (o^^) and the proportion of habitat available to 
each animal {n^) . The Chesson index provides an estimate of 
the probability that the next habitat used will be of a 
particular type (Chesson 1978, Manly et al. 1993) 
Survival.--We estimated survival rates from 1 April to 3 
June using the nonparametric product limit method (Kaplan and 
Meier 1958), with calculated variances and standard errors 
following Cox and Oakes (1984) using SAS code (SAS Institute 
Inc. 1989) written by White and Garrott (1990:236-239). To 
include the date of initiation of nesting for most birds, we 
chose 3 June as the date of right-censoring because it was the 
third quartile of the distribution of dates for the completion 
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of egg laying and beginning of incubation (Clark, unpublished 
data) . We tested for homogeneity of survival rates between 
the study areas in northern Iowa and for age (1992-94) using 
generalized Chi-square methods (Sauer and Williams 1989). 
Factors associated with survival.--Plots of 
log{-log[S(t)]} against log(t) of the results of Kaplan-Meier 
survival analysis were linear, indicating that the survivor 
function would fit a Weibull distribution (Kalbfleisch and 
Prentice 1980, Allison 1995). We screened potential 
covariates by testing for significant correlation between the 
failure time (In T) and each covariate. We estimated a 
parametric regression model of covariates with censored 
survival data using the method of maximum likelihood 
(procedure LIFEREG, SAS Institute Inc. 1989). 
RESULTS 
Movements and habitat use.--Between-day movement 
distances did not differ between study areas (F = 0.82, df = 
1, P = 0.337) or years (F = 1.81, df = 1, P = 0.195). Pooled 
across years, between-day movements averaged 170.8 + 38.9 m 
for Palo Alto and 250.4 + 39.1 m for Kossuth County. 
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We detemined 57 areas of use during 1992-1993. We 
monitored hens primarily for survival in 1994 and could not 
estimate areas of use because of the small number of 
locations. On both the Palo Alto and Kossuth areas the 
proportion of grass and woody habitat types did not vary 
between years (<1%) with Palo Alto containing 25.0% grass and 
3.7% woody habitat and Kossuth containing 9.3% grass and 1.9% 
woody habitat. Hens showed a preference for grass during both 
years in Palo Alto and during 1992 in Kossuth (Table 1) . 
Woody habitat was selected in greater proportion than 
available on the Palo Alto area during 1992 and no difference 
was detected in the use of woody habitat in Kossuth either 
year. There was a significant multivariate difference in the 
proportions of grass or woody habitats used between study 
areas (F = 5.31, df = 1, P = 0.008) but not between years 
(F=l.33, df = l, P = 0.273) . Areas of use did not vairy in 
size between study areas (F = 0.27, df = 1, P = 0.603) or 
between years (F = 0.03, df = 1, P= 0.858, Table 2) . Pooled 
across both study areas, Chesson probabilities of selecting 
habitat types are consistent with a strong preference for 
grassland habitats (Table 3). 
Table 1. Mean proportions of grass and woody habitats within areas of use 
of hen pheasants from 1 April to 3 June compared with available habitat in 
landscapes in northern Iowa, 1992-93. Proportions available on Palo Alto 
were grass 0.250 and woody = 0.037, whereas on Kossuth grass = 0.093 and 
woody = 0.019. 
Palo Alto Kossuth 
Year and 
Habitat x SE n x SE n P 
1992 15 13 
Grass 0.541 0.059 0.001 0.480 0.114 0.006 
Woody 0.089 0.020 0.024 0.012 0.005 0.160 
1993 20 9 
Grass 0.709 0.040 0.001 0.272 0.114 0.155 
Woody 0.043 0.013 0.623 0.012 0.005 0.221 
^ probability of a greater multivariate F-statistic 
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Table 2. Area of use (ha) determined using a Minimum 
Convex Polygon estimator of pheasant hens on two study 
areas in northern Iowa from 1 April to 3 June, 1992-93. 
Palo Alto Kossuth 
Year x SE n x SE n 
1992 60.3 26.9 15 22.3 14.2 13 
1993 18.7 2.0 20 84.3 39.7 9 
Means 36.6 11.9 35 47.7 18.9 22 
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Table 3. Chesson's probability (a^) of selection of 
each habitat type. Values calculated from the area 
of use of pheasant hens (n = 57) in northern Iowa 
during 1 April to 3 June, 1992-1993. 
Habitat type SE 
Grassland 0.525 0.038 
Woody 0.181 0.026 
Crop 0.153 0.026 
Wetland 0 .076 0.021 
Other 0.066 0.021 
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Survival. - -Survival was estimated from data on 148 hens 
in Palo Alto County and 67 hens in Kossuth County during 1992-
1994. Survival did not differ between the study areas in any 
of the three years (Table 4) . With years pooled, survival of 
hen pheasants in Palo Alto County averaged S = 0.79 and was 
not significantly different = 0.096, df = 1 P = 0.756) 
from survival in Kossuth County (S = 0.83). Mortality was 
primarily caused by mammalian predation (66.7%), followed by 
avian predation (20.8%). Evidence at radio transmitter 
recovery sites suggested that the red fox {Vulpes vulpes) was 
the primary predator. 
Factors associated with survival.--Measures of landscape 
configuration from the estimates of areas of use for 1992-93 
indicated that edge density, patch density, and core area 
density were all correlated to ln(T) (r^ > 0.50, P < 0.01, 
Table 5) . The same landscape covariates also were correlated 
with each other (r^ > 0.50, P < 0.001) . Due to 
multicolinearity of covariates (Neter et al. 1985) in the 
parametric regression model of suirvival, we fit the model 
using only one landscape measure. Edge density, patch density 
and core area are all measures of landscape configuration 
(McGarigal and Marks 1995). Since historically there has been 
Table 4. Kaplan-Meier survival estimates (S) of pheasant hens between 1 April 
and 3 June in 2 study areas in northern Iowa, 1992-1994. 
Palo Alto Kossuth 
Year S SE n S SE n T pa 
1992 0.86 0. 05 58 0.88 0 . 08 16 0.03 0.859 
1993 0.74 0.08 53 0.65 0 .13 21 0.31 0.575 
1994 0 .77 0.08 37 0.96 0. 04 30 0.28 0.598 
Means 0 . 79 0. 07 148 0 . 84 0.08 67 
^ probability of rejecting the null hypothesis that landscapes were similar within 
a year. 
Table 5. Correlation matrix of Pearson correlation coefficients among time until 
mortality (ln(T)), and landscape measures for edge density (ED, m/ha), total area 
(TA, ha), total area of grass (TAG, ha), patch density (PD, #/lOO ha), core area 
density (CAD, #/lOO ha), contagion (CONT, %) and interspersion/juxtaposition (IJI, %) 
calculated from the area of use of pheasant hens (n = 57) in northern Iowa during 1 
April to 3 June, 1992-1993. 
ln(T) ED TA TAG PD CAD CONT IJI 
ln(T) -0.68^ 0.31 0.30 -0.69^ -0.59^ 0.26 0
 
to
 
ED I o
 
o
 
-0.01 0.74c 0.61C -0.45c -0. 01 
TA 0.94c -0.19 -0.19 0.06 0.04 
TAG -0.19 -0.17 0.05 0.04 
PD 0.90C -0.20 
G
O
 0
 
CAD -0.28^ 0.27 
CON 1 0
 
to
 
IJI 
a P < 0.05, ^ P < 0.01, c p < 0.001. 
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great interest in the demographic effects of edge habitats 
(Reese and Ratti 1988), we selected edge density as a measure 
representative of landscape configuration. The mean edge 
density of the areas of use was significantly higher than that 
measured for the entire Palo Alto and Kossuth areas for both 
years (Table 6). Age of hen, study area, movement distances, 
total area used, total area of grass used, contagion, the 
measure of interspersion/juxtaposition of the areas of use 
were not correlated with ln(T) (r^ < 0.50, P > 0.05). 
According to a plot of edge density and the proportion of 
grass habitat in each area of use (Fig. 1), selection of 
habitat types was different between the study areas. The high 
composition of grassland in the Palo Alto landscape 
corresponded to a high proportion of grassland in the hen 
areas of use. In Palo Alto County pheasants were selecting 
habitat that had a high percent of grassland (> 3 0%) in each 
area of use. In contrast, areas of use in Kossuth County 
generally corresponded to a low (< 30%, n = 14) or high (> 
70%, n = 7) percentage of grass habitat. The distribution of 
grassland within the areas used by hens in Kossuth County 
corresponded to those hens that used large blocks of grassland 
habitat and those that did not. 
Table 6. Mean edge density (ED ra/ha) within home ranges of hen pheasants 
from 1 April to 3 June compared with available habitat in landscapes in northern 
Iowa, 1992-93. Edge density on Palo Alto was 55.38 m/ha, and on Kossuth it was 
34.4 0 m/ha. 
Palo Alto Kossuth 
Year and 
Habitat ED SE n pa ED SE n P 
1992 92.1 7.3 15 <0.001 109. 7 31 .8 13 0.036 
1993 78.7 10.6 20 0.040 88 . 1 13 .3 9 0.004 
Means 85.4 8.9 35 98 . 8 22 . 5 22 
® probability that the mean difference between the edge density of the area 
of use and the edge density of the landscape is not equal to 0; 
Fig. 1. Edge density (m/ha) and percent grass in 57 areas of use of hen 
pheasants from 1 April to 3 June in Palo Alto county and Kossuth county, Iowa. 
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The parametric model with the Weibull distribution of 
failures had a log likelihood of -23.043 with the coefficient 
for edge density significantly different from 0 = 17.963, 
df = 1, P < 0.001, Table 7) . As edge density (m/ha) of the 
area of use for the ith individual hen increases, the 
instantaneous hazard increases, and the daily suirvival 
probability for that hen decreases. Therefore, hens are most 
vulnerable to mortality in areas with high measures of edge 
density. A scale value of 0.200 indicated that the underlying 
hazard decreased with increasing time during the prenesting 
period. 
DISCUSSION 
During the prenesting period in northern Iowa, hen 
pheasant su2rvival was associated with measures of habitat 
configuration of the area of use. As the measure of edge 
density within the area of use of a hen pheasant increased, 
the instantaneous hazard also increased. As expected, a hen 
that used a large block of grassland would encounter little 
edge and have a high probability of surviving. Ironically, a 
hen that used mostly cropland and little grassland would also 
encounter little edge and likely survive. The hens that used 
Table 7. Parameters of a Weibull parametric model^ relating covariates to 
survival of pheasant hens in northern Iowa during 1 April to 3 June, 1992-1993, 
Parameter Estimate SE P 
Intercept (po) 4.483 0.105 1813.266 < 0.001 
Edge density (p^) -0.002 0.001 17.963 < 0.001 
Scale (a) 0.200 0.045 
^ Estimated as In(Hi) = [ (1/a)-l] *log (T) - [Pg/a] - [ (P^/CT) *EDi] . Where 
= the hazard of the ith individual, T = time, and ED^^ = the edge density of 
the area of use for the ith individual hen. 
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areas with approximately equal mixtures of grassland and crop 
would have the lowest survival associated with the high 
measures of edge density. Perkins et al. (in press) found 
that although hens selected grassland habitats, the proportion 
of grass in the hen's areas of use did not contribute 
significantly to a parametric survival model. Our data do not 
support the idea that the proportion of grassland habitats 
were related to hen survival during prenesting on either the 
individual bird or landscape scale. 
Other researchers who have estimated hen survival for 
this period generally used ad hoc procedures from prebreeding 
(spring) to prehunting season (fall) and range from 0.81 in 
Pennsylvania (Randall 1940) to 0.36 in Illinois (Robertson 
1958) . Perhaps most comparable with our data, Riley et al. 
(1994) estimated a survival rate of 0.55 (0.9934 daily 
survival) for a longer 91-day time period (1 April to 30 June) 
in southern Iowa. This compares with a daily rate calculated 
from the mean survival of 0.9934 for Palo Alto County and 
0.9972 for Kossuth County for 1992-1994. 
Vegetation structure may influence hen vulnerability to 
predation on the scale of individual pheasants (Dumke and Pils 
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1973, Lachlan and Bray 1976), and our data suggest an 
association between survival and edge density at this same 
scale. Because virtually all mortality is caused by 
predators, this implies that predation pressure is greatest 
along edges. The study areas were predominantly row crop 
agriculture and > 90% of the measured edge occurred between 
crop and perennial grass. In intensive agricultural 
landscapes, edge density of hen pheasant areas of use is 
lowest when they are composed of predominantly row crop or 
perennial grass cover and highest when the two habitat types 
are evenly interspersed. 
As expected, hen pheasants used grass habitat 
proportionally more than that available on each study area, 
thus showing a preference for perennial cover types. 
Selection for grass perhaps resulted in a higher measure of 
edge density in areas of use than that of either study area, 
despite the lower survival associated with high measures of 
edge density. Increased predator activity along edges may be 
a functional response to high density of prey (Johnston and 
Odum 1956) , increased success rates there, values of edge 
habitats as travel corridors (Bider 1968, Reese and Ratti 
1988), or combinations of such factors. 
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Paradoxically, Wagner et al. (1965) assert that as the 
ratio of cultivated land to permanent habitats increases, the 
abundance of predators decreases. Examples of low predation 
on nests in narrow linear strips of roadside habitat may mean 
that low predator densities occur in agricultural areas of 
sparse habitat (Warner et al. 1987). But as permanent 
grassland habitats decrease or become more fragmented, nesting 
habitat is decreased (Dumke and Pils 1973, Trautman 1982). 
Pheasants must have competing pressures of reducing predation 
versus breeding and securing nest locations in areas of high 
interspersion of crop and grass. Habitat composition and 
configuration that result in high measures of edge density may 
be indicative of a localized convergence of predators. These 
data and ideas support the concept of hierarchical habitat 
selection (Johnson 1980) and emphasize that biological 
activity of pheasants occurs on more than one spatial scale 
(Warner and Etter 1985) . 
MANAGEMENT IMPLICATIONS 
According to our data, hens did not move over large areas 
during prenesting, but rather used compact core areas that had 
been previously occupied. High mortality during prenesting 
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did not occur during our study. Mortality was less than 
published estimates during the subsequent nesting period. 
Hens used and survived equally well in large blocks of 
grassland habitat and in areas dominated by row crops and 
linear strips of grassland. We observed large individual 
variation in hen survival with greatest loss from predation 
occurring in areas with an equal mixture of grass and row crop 
habitats. We suggest that there is a link between landscape 
structure at the scale of the individual hen and 
susceptibility of pheasants to predation, especially by 
mammals. Management efforts to reduce vulnerability to 
predation could be targeted to areas with high measures of 
edge. Predator control has been shown to be effective in some 
cases (Chesness et al. 1968, Trautman et al. 1974) but 
economically difficult to implement (Chesness et al. 1968). 
Perhaps effective design of management areas aimed at 
influencing predator movements and habitat use would be an 
alternative to direct reduction of predator populations. 
Although Trautman (1982) suggested that anticipating pheasant 
and predator response to habitat configuration and structure 
is difficult, incorporating designed habitat management that 
accounts for pheasant-predator dynamics should be considered. 
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Efforts should be made to identify specific ecological 
factors that influence reproduction and suirvival at landscape 
scales. Research on pheasant and predator interactions to 
determine whether landscape structure is linked to local 
predator abundance or search strategies would be useful. If 
we expect to understand the impact of farm practices such as 
tillage, harvest (Gatti et al. 1984, Warner and Etter 1985), 
and CRP (The Wildlife Society 1995), we must view pheasant 
populations on the scale of at least several square miles, if 
not larger landscapes. 
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CHAPTER 4. MODELING THE INFLUENCE OF LANDSCAPE ATTRIBUTES ON 
SPRING SURVIVAL IN RING-NECKED PHEASANT HENS 
A paper to be submitted to 
Ecological Modelling 
Richard A. Schmitz and William R. Clark 
ABSTRACT 
Field data on ring-necked pheasants {Phasxanus colchicus) 
provides evidence for the idea that the process of pheasant-
predator dynamics functions at the scale of individuals. 
These dynamics are expressed through landscape pattern which 
is strongly correlated with sur-vival. We linked landscape 
pattern to pheasant population dynamics during prenesting in 
spring by developing a spatially-explicit, individually-based 
model. We examined parametric means of specifying the 
underlying instantaneous hazard, and simulated time- and 
location-specific survival as a function of landscape 
features, including edge density. Modeling the distribution 
of settling movements, including habitat selection and the 
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predicted effects on mortality, allows activities and fates of 
individual animals to be combined into population-wide 
demographic responses to landscape attributes. Survival is 
lowest at low proportions of grass and high measures of edge 
density of the landscape maps used in the simulations. The 
simulation model allows us to see that when we consider a 
population-wide response, the effects of the composition and 
configuration of landscapes may interact and are most dramatic 
when the proportion of grass in the landscape is at its lowest 
level. 
INTRODUCTION 
There is much current interest in the influence of 
habitat fragmentation on the demographics of vertebrate 
populations (Saunders et al., 1991). Population demography in 
spatially complex landscapes is closely linked to the 
abundance and distribution of suitable habitat through the 
process of habitat selection and differential survival (Fahrig 
and Paloheimo, 1988; Pulliam et al. 1992) . Often animals are 
found in isolated patches of habitat that are surrounded by 
less suitable areas where individuals are rarely found or are 
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absent (Stamps et al., 1987). Because animals are not 
continuously distributed in space, population dynamics are 
influenced by both the separation of habitat as well as the 
varying quality of individual patches (Pulliam, 1988; Opdam, 
1991; Dunning et al., 1992). The important population 
consequences on survival and reproduction operate through 
differential effects on individuals in that population (Clark, 
1995). For example, in small fragmented habitats, individuals 
that inhabit a patch may be lost due to unpredictable events, 
such as severe weather or predation (Leigh, 1981; Andren et 
al., 1985; Johnson and Temple, 1990; Clark et al., 1991). 
However, there are very few instances where wildlife 
ecologists are able to estimate habitat-specific survival for 
a particular species in habitats that differ in quality 
(Pulliam and Danielson, 1991; Conroy et al., 1995) . 
In this paper, we assess the importance of variation in 
habitat composition and configuration by simulating ring-
necked pheasant populations in agricultural landscapes in 
northern Iowa. Simulation modeling is a useful tool for the 
study of the spatial dynamics of animal populations when 
analytical methods are difficult to use (Swartzman and 
Kaluzny, 1987; Fahrig, 1991) . Expanding on population models 
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such as those of Johnson et al. (1987) and Koford et al. 
(1992), others have applied computer simulation techniques to 
represent and study wildlife populations in complex landscapes 
(Frederick et al., 1987; Frederick et al., 1992; Pulliam et 
al., 1992; Gary et al., 1992). 
Specifically, we used field data on pheasant survival and 
habitat selection to consider the structural features of a 
landscape (composition and configuration) and the habitat-
specific demographic response of animals to changes in 
landscape structure (Dunning et al., 1992). We focused on the 
important period of spring movements and settling during the 
prenesting period. We explored the population level 
consequences of factors identified as operating on individuals 
using a series of realistic landscapes with different spatial 
structures. We were particularly interested in the 
consequences of potentially large scale changes in the 
proportion of land enrolled in the Conservation Reseirve 
Program (CRP, The Wildlife Society, 1995). 
METHODS 
We used individual-based simulation methods (Huston et 
al., 1988; Lomnicki, 1992) that were grid-cell based (Hyman et 
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al., 1991) to model the spatial dynamics of individual hen 
pheasants in an agricultural landscape. We based our model on 
field work on pheasant populations in northern Iowa which 
showed that there is much variation in the relationship 
between habitat use and survival at the level of the 
individual bird (Schmitz and Clark, unpublished manuscript) . 
The individual-based model linked the field data to 
calculation of individual survival probabilities that were 
based on habitats that each simulated animal selected. This 
enabled us to investigate population-wide sui-vival that is 
responsive to landscape features such as habitat composition 
and configuration (Dunning et al., 1992). The use of grid-
cells allowed us to simulate habitat selection and animal 
movements superimposed on maps of realistic landscapes that 
contain both rectangular and linear shaped habitats typical of 
agricultural areas in the midwestem United States. 
Spatial scales 
We used 2 scales of interest (Turner and Gardner, 1991) 
for simulating the relationship between pheasant population 
demography and landscape structure. The first was the 
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simulation study area scale (extent) and the second was the 
smallest resolution possible with field data on hen pheasants 
(grain). The extent of the study area was large enough to 
simulate a population that is of interest to land managers as 
well as identify landscape scale effects on the population. 
Field data on survival, movement, and habitat selection were 
gathered on 2 study areas in northern Iowa. We used 
geographical information system (GIS) to map habitat 
conditions in Palo Alto County and Kossuth County, Iowa. We 
simulated hen pheasant populations over a lOO-km^ area using 
habitat maps that we constructed from composites of habitat 
maps of the study areas in northern Iowa. Territorial species 
have been modeled using a grid cell size that corresponds to 
the size of the territory (Pullium et al., 1992). However, 
hen pheasants are not territorial and areas that individuals 
use often partially overlap (Farris et al., 1977). Most 
importantly, patches of grassland habitats frequented by hen 
pheasants in northern Iowa were generally smaller than the 42 
ha area typically used during prenesting (Schmitz and Clark, 
unpublished manuscript) . Because the model had to accommodate 
the observed movements between habitats within areas of use. 
81 
we selected a grid-cell size of 1/16 ha. This size 
corresponds to the resolution of the error polygon allowed in 
the locational field data (Perkins et al. in press). Using 
this grid-cell size in the model allowed us to incorporate 
important linear landscape features, such as roads, fencerows, 
and patches of grassland habitat, that would otherwise not be 
represented on the maps used for the simulations. 
Survival 
We used a hazard function, that we estimated from field 
data, to calculate the daily survival probabilities of 
individual pheasants (Allison, 1995; Schmitz and Clark, 
unpublished manuscript) . We calculated the log hazard for the 
ith animal in each time step as follows: 
In (Hi) = [(l/a)-l]*log(T)-[po/a]-[(pi/a)*EDi] (i) 
Where = the hazard of the ith individual, T = the time step 
of the simulation, and ED^ = the edge density of the area of 
use for the ith individual hen. The survival parameters we 
estimated by fitting the Weibull parametric hazard model to 
field data are c = the Weibull scale value, Pq = intercept 
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and Pi = the coefficient for edge density (Schmitz and Clark, 
unpublished manuscript) . 
Search and movement 
We simulated habitat selection and movements based on 
extensive radio-telemetry data collected in spring (Perkins et 
al. , in press; Schmitz and Clark, unpublished manuscript; 
Clark, unpublished data). Each simulated hen was allowed to 
assess the quality of habitat in nearby grid cells, selected 
the cell of best quality and subsequently moved to that cell. 
The search algorithm entails randomly selecting 10 potential 
movement directions from all possible azimuth bearings. For 
each potential movement direction, a random distance was 
selected from the statistical distribution of daily movement 
distances measured in the field (Schmitz and Clark, 
unpublished manuscript) . Using the azimuth bearing and 
movement distance, a grid cell was then selected for each 
potential move and the cover type of that grid cell is 
recorded. Selection among the 10 grid cells was based on 
estimated Chesson probabilities (a, Chesson, 1978) of habitat 
use (Schmitz and Clark, unpublished manuscript) . We assumed 
that the hen moved to the grid cell which had a cover type 
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with the highest probability of selection. When more than one 
grid cell of the same preferred type was selected, the animal 
moves to the first preferred cell selected. 
Areas of use 
We defined the area of use as a sxibset of an annual home 
range of a hen pheasant. In a simulation, it is a rectangular 
area determined by the minimum and maximum row and column 
values of all of the grid coordinates of each animal up to a 
particular point in the simulation. The coordinates, area, 
proportions of each habitat type and edge density within each 
area of use is recorded and updated with each time step for 
each animal. Areas of use are presumed to be independent for 
each animal and therefore may overlap. Survival probabilities 
are linked to habitat using the edge density value of the 
simulated area of use for individuals in the populations. 
The model landscape 
Although there are many habitats important to pheasants 
and many potential measures of landscape characteristics such 
as habitat richness, eveness and diversity (McGarigal and 
Marks, 1994), we focused on the proportion of grassland 
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habitat when simulating changes in landscape composition. We 
defined grassland habitat as including cool and warm season 
grasses as well as alfalfa {Medicago sativa) hay and small 
grains. Grasslands in our study areas are over 90% planted 
cool season grasses (primarily smooth brome, Bromus inermis) • 
or brome mixed with alfalfa, with small areas of warm season 
grasses and oats {Avena fatua) . Late in the prenesting 
period, annual oats function much like perennial grasses as 
cover (Farris et al., 1977). Grassland is strongly selected 
by pheasants in northern Iowa during the prenesting period 
(Schmitz and Clark, unpublished manuscript). 
Edge has been linked to important ecological processes 
with the maximization of the amount of edge habitat an 
important goal in the management of many wildlife species 
(Reese and Ratti, 1988). We used edge density (m/ha) as a* 
measure of landscape configuration although it is not 
spatially explicit (McGarigal and Marks, 1994). We calculated 
the edge density as the length of edge between grassland and 
other habitat types divided by the total area of use of each 
hen. 
The landscape maps we used in the simulations are 
represented as 400 x 400 1/16 ha grid cells (100 km^) assigned 
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to one of the 5 habitat type categories (grassland, crop, 
woody, wetland, and other). We constructed maps based on the 
real landscapes that we used as input for the computer 
simulations. This approach enabled us to control the 
landscape structure of the maps retaining the essential 
features of spatial structure of the agricultural landscapes 
in northern Iowa. We could then randomly duplicate maps of a 
given spatial structure that differed only in the random 
rearrangement of patches of habitat. We did this by creating 
an assortment of 1 km x 1 km maps randomly selected in cookie-
cutter fashion from the GIS maps of northern Iowa. We then 
calculated landscape measures for the l-km^ maps and 
categorized each by the proportion of grassland and edge 
density. Then we selected 100 maps from this pool to be 
reassembled into a larger 100-km^ map that we could then use 
for the simulations. By controlling the proportion of small 
maps of low or high measures of grassland or edge density, we 
were able to construct the larger maps with a specified 
landscape structure (Fig. 1). Once the artificial landscapes 
were created, we could then randomly rearrange the l-km^ 
portions of the map in order to produce unique landscapes that 
vary by < 5% of the proportion of grassland or edge density. 
Fig, 1. Five different landscape maps with 26% grassland and an edge 
density of 25 (m/ha). Each of these 100 km^ maps were constructed 
using 1 km^ reference maps with known landscape structure from 
agricultural landscapes in northern Iowa. 
' ^ 
.u 
grassland 
crop, wetland, other 
woody 
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In this fashion, we were able to create and duplicate maps 
representative of a variety of landscapes under controlled 
conditions that could not be accomplished using maps of real 
landscapes in northern Iowa. 
Simulation experiment 
Our goal was to test the importance of variation in 
habitat composition and configuration on simulated ring-necked 
pheasant populations in agricultural landscapes in northern 
Iowa. The simulations presented are for the 64-day period 
(1 April - J\ine 3) prior to nesting. Reported spring pheasant 
densities in northern Iowa are variable and ranged from 2 to 
48 hens/km2 in Winnebago County, Iowa (Fischer, 1974). 
Initially, we distributed simulated hens randomly across the 
entire landscape at a density of approximately 2 hens/km^ and 
started all simulations with a fixed number of hens (n = 192) . 
Then movement and habitat selection were simulated for 100 
time steps so that hens were distributed consistent with field 
data on habitat selection (Schmitz and Clark, unpublished 
manuscript) at the beginning of each experimental simulation. 
We conducted simulations using groups of maps that 
corresponded to a factorial design with composition and 
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configuration as main effects. We chose 4 levels of the 
composition of grassland in the landscape. Two levels 
corresponded with a moderately low proportion (12%) and high 
proportion (26%) of grassland that are nearly identical to our 
study areas in northern Iowa. Another factor level was very 
low proportion of grassland (2%) that included only narrow 
linear habitats such as roadsides and fencerows, which would 
be characteristic of a landscape that had no areas enrolled in 
GRP. The final level for composition had a relatively high 
proportion of grassland (50%). For configuration we simulated 
a low (25 m/ha) and a high (65 m/ha) level of edge density. 
However, the design was an incomplete factorial with 7 
treatment cells because we could not construct landscape maps 
with a high measure of edge and low proportion of grassland 
without making the grassland habitats unreasonably narrow and 
filamentous. There was no treatment cell in the experimental 
design for maps with 2% grassland and an edge density of 65 
m/ha. 
For each factor level, simulations were conducted 10 
times on each of 5 maps providing for the examination of map 
effects in a manner analogous to a randomized block design 
(Neter et al., 1985). Fifty simulations were conducted for 
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each treatment cell of the factorial design and summarized 
using an analysis of variance (procedure GLM, SAS Institute 
Inc. 1989). 
Sensitivity analysis 
We assessed the sensitivity of the model to variation i 
parameters for survival, movement, and probability of 
selection of particular habitat types. We only examined the 
habitat types with a Chesson probability of use that was > 0 
(grassland, crop, and woody) because the habitat maps 
contained < 5% of the remaining habitat types (wetland and 
other). We individually perturbed parameter values (P) + 10 
and + 20% of their control values. Using survival as the 
output indicator, we then calculated the sensitivity index 
(Sis) as: 
Sip = (AS/S)/(AP/P), (2) 
where S is survival and P is the parameter that is perturbed 
(Steiiihorst et al., 1978; Jorgensen, 1986). 
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Selection ability and memory 
The mechanisms of habitat selection at the level of 
individual animals are poorly known but important to modeling 
(Fredrick et al., 1987), We built two assumptions into the 
habitat selection procedures of the model and considered 
sensitivity to these parameters separately. We assumed that a 
hen is able to survey the surrounding area and make a 
selection (MacArthur and Pianka, 1966; Pyke, 1984; Stevens and 
Krebs, 1986) among some number of alternative grid cells 
(Pulliam et al., 1992) . At one extreme, a hen that has only 
one choice moves randomly and effectively does not select 
habitat. At the other extreme, we considered it unreasonable 
that a hen had a nearly infinite knowledge of its 
surroundings. We initially set habitat selection ability to 
allow each hen to assess 10 nearby grid cells in all 
simulations (Fredrick et al., 1987; Pulliam and Danielson, 
1991; Gary et al., 1992; Pulliam et al., 1992). We separately 
performed simulations giving the animal l, 5, 10 and 15 
choices to test sensitivity to this assumption. 
Telemetry data showed that hens used compact core areas 
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of use (Perkins et al., in press; Schmitz and Clark, 
unpublished manuscript) , and also frequently returned to 
previously occupied areas (Clark, unpublished data). We 
assumed that the animals we simulated had a knowledge of areas 
that had previously been occupied and had a higher probability 
of using those areas. When selecting among 10 potential grid 
cells, we added 0.1 to the selection probability (a) for those 
grid cells within the area of use that had been previously 
visited. We separately performed simulations using a plus 
0.0, 0.05, 0.1, and 0.15 to test sensitivity to this 
assumption. The results of simulations varying selection 
ability and memory were summarized using analysis of variance 
procedures. 
SIMULATION RESULTS 
Parameter estimates 
The initial conditions for all simulations used parameter 
estimates determined from field data (Schmitz and Clark, 
unpublished manuscript) on survival (Po, Pi, and a) , movement 
(Mean movement distance (MMD) , and SDmmd) and habitat selection 
(^grassland/ ^crop/ ®woody/ ^wetland/ and Table 1) • 
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Table 1. Parameter values used in the simulations. We present 
the intercept ((Jq) > coefficient for edge density (Pi) , and 
scale (cr) for the Weibull hazard model, mean movement 
distance (MMD), standard deviation of mean movement distance 
(SDmmd) arid Chesson's index (ai) for each habitat type. 
Value 
0.19989 
4.48284 
-0.00233 
236.61 
160.00 
0.525 
0.153 
0 .181 
0 . 076 
0.066 
Parameter 
Po 
Pi 
c 
MMD 
SDmmd 
^grassland 
^crop 
^woody 
®wetland 
®other 
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Simulation experiment 
The simulations of hen pheasant populations during spring 
settling period suggested that both the proportion of 
grassland (F = 20.03, df = 3, P = 0.001) and the measure of 
edge density (F = 189.55, df = 1, P = 0.001) in the landscapes 
were significantly related to survival (Fig. 2). However, 
t h e r e  w a s  a  s i g n i f i c a n t  i n t e r a c t i o n  ( F = 5 . 1 5 ,  d f = 2 ,  P =  
0.01) between the proportion of grass and edge density of the 
simulated landscapes (Table 2). This interaction corresponded 
to the greater difference in survival between treatments with 
12% grassland and 26% grassland at the 65 m/ha level of edge 
density than the difference between the same proportions of 
grassland at the 25 m/ha level of edge density (Fig. 2). 
There was no significant effect of blocking on survival (F = 
0.69, df = 28, P = 0.881) by using 5 maps for each factorial 
treatment. Scatter plots of edge density and proportion of 
grass in individual bird areas of use show distinct patterns 
of habitat use for each landscape. The 4 treatments with a 
low edge density (25 m/ha) showed that the population was 
partitioned among those hens that had low proportion of grass 
and those with a high proportion of grassland in their areas 
of use (Fig. 3). As the composition of grassland increased in 
Fig, 2. Mean (+SE) survival for the main effect levels of the 
proportion of grass and the edge density of landscape used in 
simulations. 
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Table 2. Analysis of variance table for the simulation experiment. The 
factorial design considers the proportion of grass and the edge density of 
the landscape as main effects along with their interaction term. Five maps 
for each treatment level provide a blocking effect. 
Source df Sum of Squares 
Proportion of grassland 3 
Edge Density 1 
Interaction 2 
Block (Maps) 28 
1627.38 
5133.60 
278.93 
523.56 
20.03 0.0001 
189.55 0.0001 
5.15 0.006 
0.69 0.881 
Fig. 3. Scatter plots of the edge density (m/ha) and proportion of 
grassland (% Grass) in the areas of use of individual hens after a 64 
day simulation during the spring prenesting period. Each experimental 
treatment has a separate plot, and all simulations used landscape maps 
with an edge density of 25 m/ha. 
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the landscape, the population completely shifted from birds 
that used a low proportion of grassland to those that used a 
high proportion of grassland. The 3 treatments with a high 
edge density (65 m/ha) showed a similar pattern with more 
variation in grassland composition of the areas of use at the 
highest proportion of grassland in the landscape (Fig. 4) . 
Sensitivity analysis 
Survival was most sensitive to variation of hazard 
parameters used to calculate individual bird survival at both 
the 10% and 20% levels of perturbation (Table 3). At both 
levels of perturbation the parameter for the intercept (Pq) 
had the highest Sip followed by the scale (a) parameter. The 
Sip value for the coefficient in the hazard fiinction for edge 
density was only slightly higher than the remaining model 
parameters at both levels of perturbation. 
Selection ability and memory 
There was no significant effect on suirvival of increases 
in the number of grid cells which animals were able to examine 
when simulating habitat selection (F = 1.46, df = 3, P = 0.2; 
Fig. 5). The level of memory had even less effect (F = 0.03, 
Fig. 4. Scatter plots of the edge density (m/ha) and proportion of 
grassland (% Grass) in the areas of use of individual hens after a 64 
day simulation during the spring prenesting period. Each experimental 
treatment has a separate plot, and all simulations used landscape maps 
with an edge density of 65 m/ha. 
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Table 3. Sensitivity analysis with parameter values perturbed 10% and 20%. 
We simulated populations over 64 days using survival as the reference variable. 
The sensitivity analysis was conducted using a map with 26% grassland habitat, 
n = 10 for each parameter. The sensitivity indices (Sip) are presented for the 
intercept (Po)' coefficient for edge density (Pi), and scale (o) for the 
Weibull hazard model, mean movement distance (MMD), standard deviation of mean 
movement distance (SDmmq) and Chesson's index (ai) for each habitat type. 
AP/P 
- 1 0 %  + 10% - 2 0 %  +20% 
Parameter Sip SE Sip SE Sip SE Sip SE 
Po 1.48 0.14 0.74 0.06 2.32 0.16 0.52 0.02 
-0.10 0.08 0.07 0.07 -0.02 0.04 0.01 0.04 
a -0.82 0.06 -0.80 0.13 -0.58 0.01 -1.52 0.09 
MMD 
SDmmd 
'^grassland 
C-crop 
®woody 
0 . 0 8  
0.03 
0.07 
0.07 
0.07 
0 . 1 0  
0 . 0 8  
0 . 0 8  
0 . 0 8  
0 . 0 8  
-0.01 
0.03 
0.07 
0.07 
0.07 
0.09 0.00 
0.09 -0.02 
0.08 -0.04 
0.08 -0.04 
0.08 -0.06 
0.05 -0.01 0.02 
0.05 -0.01 0.04 
0.04 0.04 0.04 
0.04 0.06 0.04 
0.04 0.04 0.04 
Fig. 5. Mean {+SE) survival for the 4 levels of selection ability, 
which is the number of grid cells examined when simulating movements. 
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df = 3, P = 0.9) on survival than habitat selection ability 
(Fig. 6) . 
DISCUSSION 
Simulated survival of hen pheasants was higher during 
the spring settling period when the landscape contained a 
higher proportion of grassland. Also, when the landscape was 
configured with a lower ratio of linear edge to landscape 
area, suorvival was also higher. The interaction of 
composition and configuration shows that the spatial structure 
of grassland habitat is related to survival in ecologically 
important ways which has implications for applied resource 
management. 
In basic ecological terms, the two treatment factors in 
the simulation experiment describe the two general categories 
of quantifying the spatial structure of landscapes, 
composition and configuration (Dunning et al., 1992). The 
simulations in which the proportion of grassland habitat 
varied while edge density remained constant best illustrate 
the importance of the spatial distribution of preferred 
habitats. These results are consistent with the conclusions 
Fig. 6. Mean (+SE) survival as a function of memory, which is the 
Chesson habitat selection probability (a) plus 4 levels of a 
constant. 
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of Schmitz and Danielson {unpublished manuscript) regarding 
source-sink habitats who found that when animals were 
presented with two habitats of equal mean value, the 
statistical distribution of the habitats then became an 
important determinate of population size. In our simulations, 
habitat selection and survival were dominated by large amounts 
of grassland (> 26%) in much the same way that Schmitz and 
Danielson {unpublished manuscript) found that animals selected 
from the upper tail of the quality distribution of habitats. 
Survival during spring was linked to edge density such 
that survival was greatest whenever there was a low measure of 
edge in the area used by each animal. In counter-intuitive 
fashion, the highest survival for pheasants is where animals 
selected either areas that were nearly exclusively grassland 
or crop (Schmitz and Clark, unpublished manuscript). The 
abrupt boundaries, regular shapes, and spaced distributions of 
grasslands and crops in agricultural ecosystems determines the 
amount of edge. 
When there is a very low proportion of grassland in the 
landscape, virtually all of it exists as long, narrow, linear 
strips along roadways, fencerows, railroads, and waterways. 
Typically, when agricultural areas contain a higher proportion 
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of grassland, it exists as relatively large rectangular blocks 
typical of areas currently enrolled in the GRP. If the edge 
density of a landscape does not change while the proportion of 
grassland is increased in the landscape, the increase in 
survival is greatest between 2 and 12% grassland. 
Alternatively, little change in survival is observed once the 
proportion of grassland is increased above 12% of the 
landscape. 
The interaction between the proportion of grassland and 
edge density results in the possibility that survival may be 
equivalent in landscapes which look very different. For 
example, we found that when the proportion of grass in the 
landscape was increased from 2% to 26% while the edge density 
of the study area was also increased from 25 (m/ha) to 65 
(m/ha), there was no difference in the survival. The increase 
in survival resulting from an increase in grassland 
composition was offset by a decrease in survival that followed 
an increase in edge density. 
Although the population-wide survival rate does not 
differ between such landscapes, habitat use by individual 
animals can be very different. When the proportion of 
grassland is low (2%) and edge density is also low (25 m/ha), 
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hen pheasants are confined to areas with much less than 40% 
grassland on average and highly variable amounts of edge. 
However, when the proportion of grassland is moderate (26%) 
and the edge density is great (65 m/ha) , animals select areas 
in the vicinity of larger blocks with greater than 50% 
grassland in the areas that they use. However, at the scale 
of individual animals, there is very little difference between 
landscapes in the variation in edge density within the area of 
use. Consequently, because survival is directly related to 
edge density, there is no difference in survival between such 
landscapes. But when viewed at the landscape scale, the 
population is split into groups of animals near large blocks 
of grassland and those along linear blocks of grassland 
fragments. The latter group may be at risk of failure in 
terms of successfully finding mates and especially during 
subsequent nesting (Clark, unpublished data). 
Fragmentation effects on hen pheasant demographics 
operate at the level of the individual. According to the 
simulation results, differences among individuals increase the 
variance within the population. The model allows us to see 
that when we consider a population-wide response, the effects 
of landscape structure (both composition and configuration) 
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are most dramatic when the proportion of grass is at its 
lowest level. 
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CHAPTER 5. GENERAL CONCLUSIONS 
General Discussion 
The source-sink model and the pheasant model indicated 
that populations respond to changes in the distribution of 
heterogeneous habitats through the process of habitat 
selection on the scale of the individual. Through the 
application of an individual-based modeling approach, I showed 
that the dynamics of animal use of habitat and the demographic 
consequences of habitat selection cannot easily be predicted 
using broad categorical descriptions of habitat (Lomnicki 
1992, Judson 1994). For example, when I used the source-sink 
model to compare the demographic consequences of two habitat 
types with identical mean reproductive value and different 
variances, population size responded to habitat variance. 
This result affects how we conceptualize and model source and 
sink habitats. Source and sink habitats may be thought of as 
idealized upper and lower tails of a statistical distribution 
along a gradient of habitat quality. 
The application of individual-based modeling to pheasant 
populations let me look at animal and habitat interactions in 
a more applied context. When survival data were collected in 
the field, I found that there was no difference in survival 
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between two study areas that had very different landscape 
structures. Yet, an analysis of the relationship between 
individual habitat use and individual instantaneous hazard 
showed that there was a relationship between landscape 
structure and survival. As the edge density of the area of 
use of a hen increased, the instantaneous hazard also 
increased. The data also provided evidence that pheasant and 
predator interactions were related to habitat configuration at 
the scale of the individual. However, on the basis of field 
data alone, it was difficult to understand the implications of 
the different patterns of habitat use in the two landscapes 
and the lack of difference in survival. By conducting 
simulations and controlling for both the proportion of 
grassland and edge density, I resolved this difficulty and 
showed that variation in composition and configuration had 
separate and at times interacting effects on survival. Using 
the model to project and explore the demographic relationship 
between edge density of the areas of use and the instantaneous 
hazard, I could then return to the results of the field study 
with insight into the results (Innis 1979). The simulation 
results are consistent with the idea that although the 
quantity of grassland is widely recognized as important to 
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pheasant abundance, pheasant numbers may be influenced by-
manipulating the configuration of grassland. Greatest hen 
pheasant survival occurred when there was the highest 
proportion of grassland in the landscape and the least amoiint 
of edge. The influence of landscape structure on hen pheasant 
survival is most pronounced at low proportions of grassland. 
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