This paper introduces a packet-based dual-rate control strategy to face time-varying network-induced delays, packet dropouts and packet disorder in a Networked Control System. Slow-rate sensing enables to achieve energy saving by reducing network load. In addition, choosing a slower sensing period than the longest round-trip time delay can avoid packet disorder. On the other hand, a slow-rate sensing usually degrades control performance in a conventional control framework. Therefore, including dual-rate control techniques can be useful to maintain the desired performance, since the controller is able to generate a fast-rate control signal from a slow-rate sensing signal. A dual-rate PID controller is used, which can be split into two parts: a slow-rate PI controller is located at the remote side (with no permanent communication to the plant) and a fast-rate PD controller, at the local side (close to the plant, sensor, and inside the actuator, which can offer a low computation power). In addition, at the remote side, where a powerful computation device is located, a prediction stage is included in order to generate the packet of future, estimated slow-rate control actions to be sent to the local side. At this side, these actions are converted to fast-rate ones and used when a packet does not arrive due to the network-induced delay or due to occurring dropouts. The control proposal is
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depending on the network protocol used in a specific application. Regarding the delays, these are due to waiting-transmission-picking up times and are time-varying during the course of the application. As it is well-known, not compensating for the delays can imply a worsening of the control performance. This problem can be overcome by using, for example, gain-scheduling control strategies such as the one used in [17] . This proposal enables to obtain of a simple delay-dependent control law to retune the parameters of the fast-rate PD controller from the round-trip time delay. As the actuator is assumed to include low computation capabilities, it is able to measure the round-trip time delay and compute the fast-rate control signal. In this way, the nominal (no-delay) control performance can be closely maintained despite actuating in a non-uniform way due to the delays (that is, the last control action computed in the previous sensor period is held until new, current control actions are applied after the delay). Nevertheless, in the present work a packet-based control strategy is proposed, which enables to reach the nominal control performance not requiring any compensation for the delay. The packet received at the actuator includes future, estimated control information to compute the new control signal, which can be applied following a uniform actuation pattern (that is, actuating from the beginning of the current sensor period, in spite of the delay).
Concerning the packet disorder, once again, the fact of choosing a slow sensing period NT (concretely a slower sensing period than the longest round-trip time delay) is beneficial, since it can avoid this phenomenon. Obviously, the decision needs to perform some off-line experiences with usual operation conditions to detect some delay features. Sometimes, a statistical distribution of the network-induced delay is even found [18, 19] .
Finally, with regard to packet dropouts, if a network protocol like UDP is assumed, this phenomenon can occur [18, 19] . In this work, a packet dropout can be derived either from an effective loss or from the expiration of a maximum waiting time. In addition, an upperbound for consecutive packet dropouts M can be established from the off-line experiences. 5 In order to deal with up to M possible packet losses, a prediction stage is included at the remote side, which contains a state resetting procedure [20, 21] in order to face even unstable processes (such as the position output for DC motors governing the axis of a Cartesian robot, used in this work). If a packet dropout occurs, a different solution is implemented for each network link. For the local-to-remote link, the process estimator provides the estimated output value in order to generate the current (estimated) PI control action. For the remote-to-local link, a packet-based strategy is adopted. The packet includes the current PI control action and M future ones to be used just in case the dropout occurs.
As previously commented, whereas the fast-rate PD controller proposed in [17] holds the last PD action until new ones are calculated (which can be actual or estimated actions, depending on packet dropout occurring, or not), the control solution introduced in this work applies the new estimated control signal from the beginning of the sensor period NT. If a new PI action arrives with some delay, it produces a new PD action that is injected immediately, discarding the estimated one. If the new PI action is lost, the estimated control signal continues being applied.
The paper is structured in the following sections. In section 2, the problem scenario is formally introduced. In section 3, control techniques used in the remote and local sides are presented. Simulation results in section 4 illustrate the benefits of the proposed control strategy by comparison with the approach presented in [17] . Section 5 validates the results using a real physical process (a Cartesian robot). Finally, conclusions close this contribution.
-Problem description
The proposed NCS is depicted in Figure 1 , where the network is placed between the remote and local sides, and can introduce time-varying delays, packet dropouts and packet disorder. The round-trip time delay for the packet sampled at the instant kNT (where T is 6 the actuation period, k  is the iteration at period NT -which is the sensor period-, and N   is a parameter known as multiplicity in a dual-rate control framework [14] ) is defined as . Since in this work, an IP network which uses UDP as the transport layer protocol is taken into account, the distribution of the round-trip time delay is a constant plus a Gamma distributed random variable, whose shape and scale parameters change with load and network segment [19] . Usually, this distribution is approximated as a generalized exponential distribution [22] , whose probability density function can take this As well-known, when using the UDP transmission model, packet dropouts appear. This phenomenon is essentially random [18] , and hence, it can be modeled as a Bernoulli distribution [1] . Next, the different devices included in Figure 1 for the NCS are presented:
 a process to be controlled: as it will be introduced in section 4 and 5, a Cartesian robot will be used. Figure 2 , where a prediction cascade structure is considered.
For more information about how the prediction stage works, see subsection 3.4.
 a packet generator, which enables to consider a packet-based control strategy by creating the packet to be sent to the local side, containing
 an actuator which includes a rate converter and a fast-rate PD controller: the rate converter converts the slow-rate PI control signal to a fast-rate one in order to be used as an input to the fast-rate PD controller (more details in subsection 3.2).
Then, the controller generates the PD control signal to be applied to the process by the actuator, which uses different actuation patterns according to rl 
which means the injection of an estimated PD control action The two main goals of the fast-rate PD controller are: 1) to achieve the required performance from a slow-rate sensing but acting at a fast rate (that is, a dual-rate control strategy [14] ), 2) to compensate for the round-trip time delay, which can be measured at the local side.
Regarding the second goal, it is interesting to note that the proposed controller applies control actions from the time instant 0 of the current sensor period NT in spite of the delay (even when 
 must be retuned according to the delay and adopting a gain-scheduling strategy. Figure 3 illustrates the difference between both approaches when no packet dropout occurs from remote to local sides (
). In this figure, and henceforth, as the fast-rate PD controller proposed in this work does not depend on the round-trip time delay k  , it is mentioned as delayindependent PD controller, in contrast to the ones presented in [15] [16] [17] , which are referred to as delay-dependent PD controllers. Figure 4 compares the other case, that is, when packet dropout occurs from remote to local sides (
Originally, this case is not contemplated in [15] [16] [17] , but including the predictor stage, the packet dropout phenomenon can also be treated.
Then, the delay-dependent PD controller needs, firstly, to detect the dropout after expiring a supposed maximum waiting time max  ; secondly, to retune the controller according to max  ; and finally, to apply the control signal ,,
,,ˆ,
then the first d control actions would not be applied, and hence, the control performance could worsen. This is a possible problem solved by the new delayindependent PD controller, since, as previously commented in a) (if
able to inject N estimated control actions following a uniform pattern (and getting rid of the maximum delay).
More information about the fast-rate PD controller can be found in subsection 3.3, where the delay-independent approach is defined and compared to the delaydependent one.
3. -Packet-based control strategy. Prediction stage.
In this section, the packet-based control strategy proposed in this work is formulated in subsections 3.1 (slow-rate PI controller), 3.2 (rate converter), and 3.3 (fast-rate PD controller). When defining the fast-rate PD controller (the so-called delay-independent PD controller), it will be concretely compared to that one presented in [17] (the so-called delaydependent PD controller). Since packet dropouts could occur in both network links, each control stage must consider two cases: a) no packet dropout, b) packet dropout. At the end of the section (in subsection 3.4), the prediction stage is enunciated, considering the case of using both the delay-independent PD controller and the delay-dependent one. 
In addition, the consequent state-space representations for each case can be enunciated
Secondly, let us consider a continuous PID which is designed according to classical methods in order to achieve certain specifications for the process to be controlled. This is the configuration considered for the continuous PID controller:
Slow-rate PI controller
Since packet dropouts could occur through the local-to-remote link, the following two cases must be considered:
The PI controller working at period NT is enunciated as 
and, from (3.3), the difference equation for the PI controller (with
In this case, instead of using the actual PI control signal in (3.4), the estimated one ˆ( ) NT PI N Uz must be used. This signal is previously generated at the prediction stage according to subsection 3.4.
Rate converter
As it is well-known [14] , a rate converter
between slow (remote) and fast (local) controllers is required. Its goal is to convert the slow-rate PI control signal to a fastrate one in order to be used as an input to the fast-rate PD controller. For practical purposes, when the reference to be followed by the plant is a step, the rate converter acts as a zero order hold. This operation can be carried out either at the remote side (sending the converted signal to the local side) or directly at the local side (this is the option used in this work). Two cases are considered depending on packet dropout occurring, or not, in the remote-to-local network link:
The rate converter considers the actual slow-rate PI control
Uz to obtain the held fast-rate one
Uz is required to be used in an expanded way
More information in [14] .
Now, the rate converter considers the estimated PI control signal
As used in section 2, for the sake of simplicity and brevity, both cases ((3.6a) and (3.7)) will be contained under the notation ()
T PI
Uz from now on.
Fast-rate PD controller
Once again, two cases are treated (no dropout versus dropout in the remote-to-local network link) but now, for each case, the two different control approaches will be presented 
As commented in section 2, due to the delay, these actions will be applied following a non-uniform pattern. Then, a basic period t is required to adapt the non-uniformity to the delay in such a way that the actuation pattern inside the sensor period NT will take this form (where l=0..LN-1):
. ) do not depend on the delay k  . Then, the controller is defined as 11) and its difference equation
From (3.12), the N PD control actions are generated and applied after k  (when
Uz is available). As depicted in Figure 3 , unlike (3.10), where the last action of the previous sensor period is held before applying the N actions, now the action injected at the beginning of the sensor period NT is obtained according to (3.16) , that is, from the estimated PD control signal ˆ( )
T PD
Uz . Therefore, the nonuniform actuation pattern inside the sensor period NT will be (where t is the basic period, and l=0..LN-1):
, 0..
. 
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Prediction stage
The prediction algorithm is executed M times (M was defined in section 2 as the upper bound of consecutive packet dropouts) following a cascade structure (remember Figure 2) in order to generate the packet which includes the future, estimated M PI control actions : ; 
, (3.19) where now, the equation for the first iteration of the prediction algorithm (i=1) is calculated supposing a successful remote-to-local communication (the packet which includes the estimated PI control actions will arrive to the local side) but unknowing the consequent remote-to-local delay (this information is not available at this moment) and hence, the round-trip time delay. This is the reason 
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Simulation results

Simulation data
In this section, a particular case for the proposed NCS is presented. The different control solutions are compared by simulation, which is based on a model of a plant available in the laboratory in order to then validate the results experimentally (in section 5). 20 The process selected to be controlled is a Cartesian robot manufactured by Inteco, specifically, the 3D CRANE module (see in Figure 5 ). The rail measures of this plant for each axis are: X=0.050m, Y=0.040m, Z=0.050m.
Focusing on the X axis, it is identified, obtaining the next model The system also presents two non-linear behaviors to be taken into account in real-time implementation: saturation limits of control actions in ±1, and dead zone values of ±0.06.
Both of them are identified experimentally and measured in normalized c.a.u.
In [17] , a conventional PID controller such as in (3.2b) is used with , which reaches certain specifications (null steady-state error, settling time around 4s, and overshot around 5%). Digitally implementing this controller at a period higher than 0.1s, the aforementioned specifications cannot be assured. It is assumed that the sensor's nature or the network load do not allow a sampling period below 0.2s. Therefore, a sample time of NT=0.2s is used, and a dual-rate controller with N=2 is implemented using (Figure 7) . Then, including the prediction stage, the control performance can be restored, but not accurately reached. This fact is a result of using a linear retune law to compensate for the delays, which works better with short delays than with longer ones (more information in [15, 17] ). Nevertheless, the delay-independent control solution (including the prediction stage) is able to achieve the desired control properties ( Figure 8 ). Later, in section 4.2, all of these conclusions will be quantified. of uncertainty is considered, the worse the behavior becomes (with regard to the nominal one). However, the control solution seems to be robust since, despite considering significant uncertainties (up to 30% in K and up to 12% in  ), the worsening seems not to 22 be excessive (for example, the overshoot is increased around 6%, and the settling time around 60%). In the next subsection, in order to quantify this study in more detail, some cost indexes will be used. The second computer performs the remote part of the controller, receiving the outputs of the plant, calculating the slow-rate PI controller, and sending back these actions to the local system. When required, this part is also in charge of the calculation of future, slow, predicted control actions, which will be sent together with the slow-rate control signal.
These computers are connected by a UDP network through an Ethernet cable that performs the local-to-remote and remote-to-local links. In order to obtain similar conditions to those considered in simulation, packet delays and packet dropouts are modified by software. Figures 10 and 11 show the outputs obtained in the experiment, which clearly reveals the same trend observed in Figures 7 and 8 respectively. To better validate the results, Table 4 details the cost indexes 1 J and 2 J computed for the experiment, where lower improvements than in simulation are achieved due to practical issues (possible divergences between model and plant, dead zone, and so on).
The Cartesian robot is able to track 2D and 3D trajectories. For the sake of clarity let us show a 2D trajectory based on the well-known Lissajous curves (see, for example, in [23] ). 
-Conclusions
In this work, an NCS is presented where time-varying delays, packet dropouts and packet disorder can occur. A packet-based dual-rate control solution is proposed and defined by comparison to a previous authors' proposal based on a gain-scheduling approach [17] . Selecting the sensing period greater than the longest round-trip time delay, the packet disorder is avoided. In addition, energy saving can be achieved by reducing network load, which is a crucial issue, especially in battery-powered wireless sensors. However, in order to reach certain specifications, an N times faster actuation period must be used, leading to the dual-rate control structure. Whereas the control solution in [17] (the delay-dependent controller) retunes the controller's parameters according to the round-trip time delay, the new proposal (the delay-independent controller) does not need this retuning. Both of them must include a prediction stage in order to face packet dropouts.
Simulation results reveal the superiority of the delay-independent approach, since it is able to achieve the desired (nominal) control performance. By means of a laboratory testbased platform, which uses a Cartesian robot as the process to be controlled, results are validated. 
