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Sign lemma for dimension shifting
Nitin Nitsure
Abstract
There is a surprising occurrence of some minus signs in the isomorphisms
produced in the well-known technique of dimension shifting in calculating de-
rived functors in homological algebra. We explicitly determine these signs.
Getting these signs right is important in order to avoid basic contradictions.
We illustrate the lemma by some de Rham cohomology and Chern class con-
siderations for compact Riemann surfaces.
Statement of the main result
Let A be an abelian category with enough injectives, and let F : A → B be an
additive, left-exact functor from A to another abelian category B. For each object
M of A, we choose an injective resolution 0→ M → I•, and define the value of the
derived functor RiF on M to be H i(FI•). (To make such a choice for each object,
we need to assume some foundational framework, which is fairly standard so we will
omit all reference to it.) If 0 → M → J• is any other resolution of M , we have a
homomorphism of complexes f • : J• → I• which is unique up to homotopy, and is
identity on M . If J• is F -acyclic, that is, if RiF is zero on Jk for each i ≥ 1 and
k ≥ 0, then for each n ≥ 1, f • induces an isomorphism
cn = Hn(Ff •) : Hn(FJ•)→ Hn(FI•) = RnFM.
We will call cn : Hn(FJ•)→ RnFM as the canonical isomorphism for the acyclic
resolution J of M .
There is another very useful isomorphism dn : Hn(FJ•)→ RnFM for n ≥ 1, known
as the dimension shifting isomorphism. To define it, we begin by breaking-up
the resolution J into a sequence E1, . . . , En of short exact sequences
E1 = (0→ Z
0 → J0 → Z1 → 0), where Z0 = M.
E2 = (0→ Z
1 → J1 → Z2 → 0),
. . .
En = (0→ Z
n−1 → Jn → Zn → 0).
As the J i as F -acyclic, the corresponding connecting homomorphisms are isomor-
phisms for p ≥ 1 and q ≥ 1, which we denote by
∂p
Eq
: RpFZq → Rp+1FZq−1.
For p = 0 and q ≥ 1, the connecting homomorphism ∂0
Eq
: FZq → R1FZq−1 is epic,
and induces an isomorphism
∂
0
Eq
:
FZq
imFJq−1
→ R1FZq−1.
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For q = n, we thus have a sequence of isomorphisms
Hn(FJ•) =
FZn
imFJn
∂
→ R1FZn−1
∂
→ . . .
∂
→ RnFM
The composite of these is an isomorphism
dn : Hn(FJ•)→ RnFM
which is by definition the dimension shifting isomorphism for n ≥ 1.
In this note, we compare the two isomorphisms cn : Hn(FJ•) → RnFM and dn :
Hn(FJ•) → RnFM for all n ≥ 1, and we find the following, which is our main
result.
Sign lemma for dimension shifting With notation as above, the canonical iso-
morphism cn and the dimension shifting isomorphism dn are related by
dn = (−1)(n
2+n)/2 cn.
To prove the above lemma, we need some preliminaries.
Preliminary lemmas
Any object X in a category C defines a contravariant functor hX = HomC(−, X),
which we call its functor of elements, and for any other object T , an element
x ∈ hX(T ) will be called a T -valued element of X . When we do not want to
explicitly mention T , then such an x will be just called a valued element of X ,
and by abuse of notation we write it as x ∈ X . By the Yoneda lemma, any morphism
f : X → Y in C is determined by its effect on all valued elements ofX . If g : X ′ → X
is epic, then (even though not all T -valued points of X lift to X ′) the morphism
f : X → Y is determined by the effect of g ◦ f on all valued elements of X ′.
In what follows, A will be an abelian category with enough injectives, and F : A → B
will be an additive, left-exact functor from A to another abelian category B.
Let there be given objects A and B in A, together with F -acyclic resolutions 0 →
A→ J• and 0→ B → K•. Let ciB : H
i(FJ•)→ RiFA and ciB : H
i(FK•)→ RiFB
be the corresponding canonical isomorphisms. Let there be given a short-exact
sequence
E = (0→ A→ C → B → 0)
and let ∂i
E
: RiFB → Ri+1FA be the connecting homomorphism. Let there be
chosen an F -acyclic resolution 0 → C → L•, together with a short-exact sequence
of complexes
E = (0→ J• → L• → K• → 0)
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such that the following diagram commutes:
0→ A → C → B → 0
↓ ↓ ↓
0→ J• → L• → K• → 0
Note that by the so called ‘horse-shoe lemma’, such a resolution L• always exists.
As J• is F -acyclic, applying F gives a short-exact sequence of complexes
FE = (0→ FJ• → FL• → FK• → 0)
Let δiFE : H
i(FK•)→ H i+1(FJ•) be the corresponding connecting homomorphism.
Lemma A. With notation as above, the following diagram commutes.
H i(FK•)
δiFE→ H i+1(FJ•)
ci ↓ ↓ ci+1
RiFA
∂i
E→ Ri+1FB
Proof. We leave the proof of Lemma A as an exercise to the reader.
Remark. In particular, the homomorphism δiFE : H
i(FK•) → H i+1(FJ•) does
not depend on the choice of the resolution 0 → C → L•, or on the short exact
sequence of complexes E, but only depends on the given short exact sequence E =
(0 → A → C → B → 0). Hence in what follows we will denote it simply by
δi
E
: H i(FK•)→ H i+1(FJ•).
We now return to the situation of our main result, the Sign Lemma. Recall that
we began with an F -acyclic resolution 0 → M → J• of an object M of A. Let
δiJ : J
i → J i+1 denote the differentials. We brake up the resolution into short-exact
sequences
Eq = (0→ Z
q−1 uq−1→ Jq−1
vq−1
→ Zq → 0)
for 1 ≤ q ≤ n, with δi = ui+1vi. For each i ≥ 0, we get an F -acyclic resolution
0→ Z i → K•i
of Z i defined by Kpi = J
i+p, δiK = δ
i+p
J , and Z
i → K0i the ‘inclusion’ homomorphism
ui : Z
i → J i.
Lemma B. For all n ≥ 1 and p ≥ 1, the following diagrams are commutative.
Hn(FJ•)
−1
→ Hn(FJ•)
‖ ‖
H0(FK•n)
imFJn−1
δEn→ H1(FK•n−1)
‖ ↓ c1
FZn
imFJn−1
∂En→ R1FZn−1
and
Hn(FJ•)
(−1)p+1
→ Hn(FJ•)
‖ ‖
Hp(FK•n−p)
δEn−p
→ Hp+1(FK•n−p−1)
cp ↓ ↓ cp+1
RpFZn−p
∂En−p
→ Rp+1FZn−p−1
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Proof By Lemma A, the homomorphism δEq can be computed in terms of any
resolution L•i of J
q which fits in a short-exact sequence E of commuting resolutions
of 0→ Zq → Jq → Zq+1 → 0, and the lower squares in the above diagrams commute
by Lemma A. To see that the upper squares commute, we construct a particular
such resolution
0→ J i → L•i
as follows. For any p we put
Lpi = K
p
i ⊕K
p
i+1 = J
i+p ⊕ J i+p+1.
We write valued elements of Lpi as (2× 1)-column vectors. With this notation, the
inclusion of J i into L0i is defined in matrix terms by(
1Ji
δiJ
)
: J i → J i ⊕ J i+1 = L0i .
The differential
δpLi : L
p
i → L
p+1
i
is defined in matrix terms (acting on column vectors) by
δpLi =
(
δi+pJ (−1)
p+11Ji+p+1
0 δi+p+1J
)
: J i+p ⊕ J i+p+1 → J i+p+1 ⊕ J i+p+2.
With these definitions, 0 → J i → L•i is indeed exact. Moreover, the following is a
commutative diagram with exact rows, where the second row is given by inclusions
and projections for the level-wise direct sum Lpi = K
p
i ⊕K
p
i+1 = J
i+p ⊕ J i+p+1.
0→ Z i → J i → Z i+1 → 0
↓ ↓ ↓
0→ K•i → L
•
i → K
•
i+1 → 0
Now take i = n − p − 1 in the above. Given any valued element x ∈ FZn which
represents a valued element
x ∈ FZn/ imFJn−1 = Hp(FK•n−p),
the valued element
y =
(
0
x
)
∈ FJn−1 ⊕ FJn = FKpn−p−1 ⊕ FK
p
n−p = FL
p
n−p−1
has the property that under the projection FLpn−p−1 → FK
p
n−p, we have y 7→ x.
Now note that as δnFJx = 0, we have(
δn−1FJ (−1)
p+11FJn
0 δnFJ
)(
0
x
)
=
(
(−1)p+1x
δnFJx
)
=
(
(−1)p+1x
0
)
∈ FLp+1n−p−1
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This is the image of (−1)p+1x ∈ FKp+1n−p−1 = FJ
n under the inclusion FKp+1n−p−1 →
FLp+1n−p−1. This shows that under the connecting morphism δ
p
FE, the image of x is
(−1)p+1x. As FZn → FZn/ imFJn−1 = Hp(FK•n−p) is epic, this calculation is
enough to show that δpFE acts as (−1)
p+1 on all valued elements of Hp(FK•n−p) =
FZn/ imFJn−1. This completes the proof of Lemma B.
Proof of the sign lemma
By Lemma B, the following squares commute for all n ≥ 1 and p ≥ 1.
Hn(FJ•)
−1
→ Hn(FJ•)
‖ ↓ c1
FZn
imFJn−1
∂
→ R1FZn−1
and
Hn(FJ•)
(−1)p+1
→ Hn(FJ•)
cp ↓ ↓ cp+1
RpFZn−p
∂
→ Rp+1FZn−p+1
As
∑n−1
p=0(p + 1) = (n
2 + n)/2, the horizontal composition of the above diagrams
gives a commutative square
Hn(FJ•)
(−1)(n
2+n)/2
→ Hn(FJ•)
‖ ↓ cn
FZn
imFJn−1
dn
→ RnFZ0
where dn is the composite Hn(FJ•)
∂
→ R1FZn−1
∂
→ . . .
∂
→ RnFM , which is by
definition the dimension-shifting isomorphism. Thus
dn = (−1)(n
2+n)/2 cn
which completes the proof of the sign lemma.
Illustration: Chern class and de Rham’s theorem.
LetX be a differential manifold (paracompact), andA the category of sheaves of real
vector spaces (or complex vector spaces) on X . Let B be the category of real (resp.
complex) vector spaces, and let F : A → B be the global section functor Γ(X,−),
with derived functors the sheaf cohomologies H i(X,−). Let Ci be the sheaf of real
(resp. complex) differential i-forms, and let δi : Ci → Ci+1 be the exterior derivative.
As this defines an F -acyclic resolution 0→ RX → C
• (resp. 0→ CX → C
•), we get
a canonical isomorphism
ci : H idR(X) = H
i(FC•)→ RiF (RX) = H
i(X,RX)
(a canonical isomorphism
ci : H idR(X) = H
i(FC•)→ RiF (CX) = H
i(X,CX)
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in the complex case), where H idR(X) denotes the real (resp. complex) de Rham
cohomology of X .
Some authors (for example [G-H]) prove de Rham’s theorem by identifying de
Rham cohomology and sheaf cohomology by the dimension shifting isomorphism
di : H idR(X)→ H
i(X,CX). By the sign lemma, this is (−1)
(i2+i)/2-times the canoni-
cal isomorphism. Omission of this sign can lead to sign mistakes and confusion later
on.
One such confusion, which we describe next to end this note, occurs in the basic
calculation of Chern classes of line bundles on Riemann surfaces. Let C∗ be the
multiplicative sheaf non-vanishing complex valued smooth functions on X . Let
exp : C → C∗ the map defined at the level of local sections by f 7→ e2piif . This map
is surjective at the level of germs, and defines a short exact sequence of sheaves
0→ ZX → C
exp
→ C∗ → 0
called as exponential sequence. Any complex line bundle on X defines an element
(L) ∈ H1(X, C∗), whose image
c1(L) = ∂(L) ∈ H
2(X,ZX)
under the connecting homomorphism ∂ : H1(X, C∗)→ H2(X,ZX) is the first Chern
class of L.
For a compact Riemann surface X , let ηX ∈ H
2(X,ZX) denote the positive gener-
ator. For a complex line bundle L on a compact Riemann surface it can be directly
calculated that
∂(L) = deg(L) ηX ∈ H
2(X,ZX)
where deg(L) is the degree of L, which is positive for ample line bundles. Hence we
get the relation c1(L) = deg(L) ηX relating first Chern class and degree.
We have a commutative diagram with exact rows
0→ ZX → C → C
∗ → 0
↓ ‖ ↓
0→ CX → C → Z
1 → 0
where Z1 is the sheaf of closed 1-forms, and C∗X → Z
1 is defined by f 7→ df/2piif .
This gives a commutative diagram
H1(X, C∗)
∂
→ H2(X,ZX)
↓ ↓
H1(X,Z1)
∂
→ H2(X,CX)
in which the bottom row is an isomorphism. Thus, any complex line bundle L defined
by transition functions (ga,b) ∈ H
1(X, C∗) defines a class c(L) = (dga,b/2piiga,b) ∈
6
H1(X,Z1) whose image ∂(c(L)) ∈ H2(X,CX) is c1(L). We have connecting isomor-
phisms
H2dR(X) =
H0(X,Z2)
imH0(X, C1)
∂
→ H1(X,Z1)
∂
→ H2(X,CX)
whose composite is the dimension shifting isomorphism d2 : H2dR(X)→ H
2(X,CX).
A simple calculation (see for example [Na]) shows that if X is a compact Riemann
surface and if αX ∈ H
2
dR(X) is the positive integral generator (means
∫
X
αX = 1),
then
c(L) = − deg(L) ∂(αX).
This is consistent with the sign lemma, by which d2 : H2dR(X) → H
2(X,CX) is
(−1)-times the canonical isomorphism, so that ∂ ◦ ∂(αX) = −ηX , and so ∂(c(L)) =
deg(L) ηX .
Not taking the sign (−1) into account will lead to a paradox at this point. Any
attempt to resolve it by trying to define the first Chern class as −∂(L) ∈ H2(X,ZX)
will in turn be contradicted by a direct calculation of ∂ : H1(X, C∗) → H2(X,ZX).
The author of this note actually got into this contradiction, which led to this work
which in particular resolves it.
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