Abstract In the spirit of Lindeberg's approach for image analysis on regular lattice, we adapt from a statistical viewpoint, the blob detection procedure for graphs nonembedded in a metric space. We treat data observed on such a graph in the goal of detecting salient modules. This task consists in seeking subgraphs whose activity is strong or weak compared to those of their neighbors. This is performed by analyzing nodes activity at multi-scale levels. To do that, data are seen as the occurrence of a univariate random field, for which we propose a multi-scale graphical modeling. In the framework of diffusion processes, the covariance matrix of the random field is decomposed into a weighted sum of graph Laplacians at different scales. Under the assumption of Gaussian law, the maximum likelihood estimation of the weights is performed that provides a set of relevant scales. As a result, we obtain a multi-scale decomposition of the random field on which the module detection is based. This method is experimentally analyzed on simulated data and biological networks.
Introduction
This paper is related to the following general issue : given an undirected graph G ¼ ðV; EÞ with only one component non-embedded in a metric space, and an observation x of a univariate real random field X indexed by the nodes V of this graph, one seeks subgraphs fM k g in V for which the respective observations fx M k g appear as salient profiles, in comparison to their surrounding. Such a subgraph with its profile ðM k ; x M k Þ is called module. In summary, we have the following schema:
where x i 2 R. This concept depends on the context and what we seek. We use the term module in a broad sense. However, we focus in the following on a particular module called blob or spot, depending on the context. Concretely, the problem is as follows. Consider Fig. 1 that shows an image fx i ; i 2 Vg where V denotes the nodes of a sampling grid L included in R 2 . This image shows a multitude of dark spots of various sizes that a scale-space algorithm has detected. This detection uses the graph L ¼ ðV; EÞ where E are the nearest neighbor connections. Here, our visual perception clearly distinguishes the spots. While keeping the values fx i g, suppose now that we replace L by a graph G whose nodes are not in a metric space. Displaying x requires to represent the graph in the plane, which implies to choose a particular layout. This is illustrated in Figs. 2, 3c that display an ''image'' on such a graph with three different layouts. This image contains five distinct spots that it is difficult to recognize, although these figures display the same image x . Similarly, in the case of Fig. 1 , our perception of spots would be greatly disturbed, and the detection algorithm would not work because it requires a metric space. Dealing with this problem is the subject of our article. To our knowledge, it has not been still treated.
Although different, this problem suggests another problem that needs to be presented to avoid some confusions. Let a set of points fñ i ; i 2 Vg in space R p with p [ 1, allowing to define a similarity matrix W between these points, e.g. from their correlations or distances. This matrix is then used to infer a connectivity structure E, typically by connecting highly correlated or spatially close nodes. The detection of modules is then performed on the graph G ¼ ðV; EÞ, for example, using the concept of betweenness [19] . Here, the objective is the determination of fM k g. In summary, we have the following two-step schema:
(i) fn ĩ g i2V ,W,E ; (ii) G ¼ ðV; EÞ,fM k g: ð2Þ
This second schema is further discussed in Sect. 1.1. In a nutshell, we can say that (2) seeks sub-networks in G, whereas (1) seeks active sub-networks with respect to x. The tackled issue is resulting from molecular biology for which a vast literature exists. With respect to our concerns, a few references are [9, 11, 17, 22, 27, 35] . This issue arises also in other fields, such as social networks where modules refer to communities [1, 26] . One crucial step when studying the structure and dynamics of these networks is to identify modules/communities. However, these studies are mainly devoted to the schema (2) for biological networks and (2-ii) for social networks, whereas we are interested by the schema (1) due to the nature of our data, which come from a univariate random field.
The connectivity of G is summarized in the graph Laplacian matrix L, which plays a central role in our context:
where i $ j denotes the edge ði; jÞ 2 E, and d i ¼ P j 1 j $ i is the degree of node i, i.e., the number of edges connected to i. L is a symmetric positive semi-definite matrix, which can be written as where D ¼ diag fd i g and A is the binary adjacency matrix a i;j ¼ 1 if i $ j. Note that the graph Laplacian appears when one considers the local variation energy, called bending energy:
where the sum is over the edges ði; jÞ 2 E. In (3), each edge i $ j carries the value a i;j ¼ 1. This definition can be extended to the weighted case, where the nonnegative weights are not necessarily all equal to 1. In both cases, we have d i ¼ P j a i;j . We continue this introduction by positioning our contribution with respect to previous works. Then, the model and the methodology are presented in Sect. 2. The multiscale decomposition and the module detection are tested on simulated random fields and on real data in Sect. 3, where diagnostic tools are introduced. We invite the reader to have a look at Fig. 3 that illustrates and summarizes the method.
Graph partitioning
Although module detection is not a partitioning task, some aspects of the related problem of spectral partitioning could lead to confusions. There is a large literature on spectral clustering for graph partitioning [3, 10, 28, 30, 36] among many others. In spectral clustering [30, 36] , given a graph as in (2-ii), we compute eigenvectors u 1 ; . . .; u m associated to the m smallest eigenvalues l 1 ; . . .; l m of L, and assign to every node i the vector fu k ðiÞg m k¼1 in R m . Then, graph partitioning is the outcome of a vector space clustering algorithm such as k-means applied to the resulting vectors. In background of this procedure, there is an important property. If the graph is composed with c connected components, then the first c eigenvalues of L are zero, and the corresponding eigenvectors are the indicator vectors of the connected components. Figure 4 illustrates such a graph with four components. This approach also works when one replaces the adjacent/ nonadjacent coefficients a i;j by a similarity or closeness measure: a i;j ¼ wði; jÞ. The multiplicity of the eigenvalue 0 is the number of connected components of the underlying graph where nodes i; j are adjacent when wði; jÞ [ 0.
Two examples illustrate the closeness measure for the schema (2) . When the graph Laplacian represents a 3D discrete surface (mesh), every node i 2 V is associated with a 3D coordinate point n ĩ in R 3 , also denoted ṽ i [31] . The weight of an edge i $ j is defined by the Gaussian function wði; jÞ ¼ exp Àðkṽ i À ṽ j k 2 =r 2 v Þ. Hence, the geometric structure of the mesh is encoded in the weights. The second example concerns graph-based image segmentation [28] . The image is fx i ; i 2 Vg where V are the nodes of a 2D regular grid embedded in R 2 . Every node i 2 V is associated with a 3D vector ñ
Þ where ṽ i is a 2D coordinate point. The Gaussian weight function is rewritten wði; jÞ ¼ exp
Other weighting functions were proposed in the literature.
Two pixels are connected if they are within distance d: wði; jÞ 6 ¼ 0 if kṽ i À ṽ j k\d. But how to chose the graph connection radius d? In [10] , from heuristic considerations, the graph weights are segmented into different scales:
where W s corresponds to a specific spatial separation range: w s ði; jÞ 6 ¼ 0 if d sÀ1 \kṽ i À ṽ j k\d s . In our case, the graph G is not embedded in an Euclidean space as the mesh in the examples above. Although non-uniform weights a i;j can be chosen, these weights are not necessarily associated to a distance. To perform blob extraction, we use the diffusion property based on the graph Laplacian that does not require to have an explicit closeness measure. Since diffusion is a multiscale process, we take advantage of this property to define a decomposition of the affinity matrix. This decomposition is related to generalized additive models that bring a theoretical base [14, 37] .
Blob detection

On a regular mesh
In the image analysis domain, when G is simply a regular grid embedded in R 2 , the problem of salient area detection has received much attention and in particular for blob detection [24] , as illustrated in Fig. 1 . In this figure, the detected blobs are localized by squares whose size (scale) is adapted to the width of the blobs. A blob is regarded as a spot and a simple model is given by the Gaussian profile [29] . In this case, we have the following result on which the scale-space blob detection is based. Consider the simple image x ¼ fx i ; i 2 Vg representing a Gaussian spot characterized by a width parameter k 0 and centered at a point ṽ 0 on the grid:
Consider a smooth version f x ðkÞ of the image obtained by convolution with Gaussian kernel G k :
[24] gives the following property that the spot center satisfies:
where D denotes the discretized Laplacian operator on the grid. In the image processing literature, DG k called Laplacian of Gaussian is used for multi-resolution representations [33] . Laplacians of Gaussian have mathematical properties, which have been widely studied in the scalespace community. (7) tells us that the derivative of kDG k is able to select the width k 0 of the Gaussian spot. Essentially, kD quantifies in some sense a curvature of the smoothed spot, and this curvature is optimal when k ¼ k 0 . This property is used to detect blobs in the images : the detected blob centers are the local extrema of the discretized scalespace volume
where K is a finite set of scales corresponding to an increasingly coarse sub-sampling of the regular grid. For every detected blob, the optimization of (8) returns a scale, which characterizes the width of the blob.
From mesh to graph non-embedded in a metric space
In this paper, module refers to the extension of the blob concept to graphs. In a first step, this extension is straightforward since (6) is the solution of the heat equation on Z 2 whose extension to graphs is well known [20] . However, extending the blob detection to non-geometric graphs requires some modifications with respect to scale and space. While for a mesh, it is natural to choose K from a sub-sampling of the grid ( [12] , Chap. 10), for non-geometric graph this choice is much less trivial since the relevant scales are irregularly spread in R þ , and the scale has no explicit dimension. In this goal, the multi-scale representation fe x ðkÞ ; k 2 Kg must be revisited to get a sparse representation denoted fx ðkÞ ; k 2 Kg yielding a nonredundant decomposition of x in terms of reconstruction: P k x ðkÞ ¼ x, a property that e x ðkÞ does not satisfy. This property of non-redundancy is necessary for the identification of the right scales.
Module, semantic module and related works
In image analysis, the module detection is used first for extracting areas of interest without using any strong prior information. These areas are then interpreted with greater precision or extended using high-level information to obtain semantic modules, as for object recognition [8] . This remark holds also in systemic biology where semantic modules correspond to biological modules (see [9, 17] among many others). The definition of biological modules does not rely solely on areas and profiles, but also uses complex biological knowledge. In several papers, the detection of biological modules operates in two stages: first, detection of module seeds and their associated modules, and second refinement of the detected modules to finally obtain meaningful biological modules [35] .
We comment some main approaches for module detection as introduced in the bioinformatic literature. Given a scoring function that allows to compute the importance of every sub-network, finding the maximalscoring connected subgraph is an NP-problem. In the seminal work [17] , the main limitation is that node scores are treated independently since the sub-network score is calculated as a sum of the node scores. To overcome this limitation, [9] proposes an inverse problem approach in which the node scores are modeled by a hidden Markov random field model under a constraint of regularity that is expressed by a bending energy as (4). Two major wellknown drawbacks are inherent to this approach [5] : the data-driven determination of the regularity scale (the tradeoff parameter), and the energy minimization that requires stochastic optimization, a difficult computation task, already encountered in [17] . But conceptually, the main limitation of the Markovian model is that it is mono-scale, which is not suitable when the size of the modules is varying.
Instead of using the bending energy at a single scale, we propose to use it with a multi-scale formulation to adapt the scale to the module sizes. Technically, the advantage of this approach is twofold. First, the set of relevant scales can be estimated efficiently from the data. Second, we avoid the huge computation burden of the stochastic optimization. The computation is limited to scan a multi-scale representation of type (6) by searching the differential local extrema as it is done for blob detection on a grid L.
Models and method
Random field and diffusion process
This section summarizes a set of fundamental results on graph Laplacian and diffusion kernels. Consider a random field X ¼ ðX 1 ; . . .; X n Þ 0 observed on an undirected graph G ¼ ðV; EÞ. V denotes the node set and E the edges connecting them. The dependency structure between the random variables fX i g depends on the topological structure given by E. This dependency structure is here limited to a covariance structure modeled by a diffusion kernel [25] , a choice explored in many domains and especially in pattern recognition, biological networks analysis and image processing [2, 32, 39] . We seek to represent X by a random field model on G, denoted YðkÞ, whose covariance structure depends on a scale parameter k [ 0. Essentially, this model is obtained by equalizing the variations due to a change of scale, with the spatial variations as follows:
and in vector form:
where the graph Laplacian L is defined in (3). The Eq. (10) is the discretized version on G of the classical heat differential equation:
Yð0Þ ¼X:
whose solution is
For every node, one has:
which is the generalization of (6). The exponential of a symmetric matrix providing a semi-definite positive matrix, the matrix K k , which is called diffusion kernel, can be used as a covariance matrix for modeling the covariance between the random variables fX i g. The more k is large, the more the off-diagonal effects in K k increase. k is interpreted as a scale parameter and Y i ðkÞ as a scale-space random field on V Â R þ . By nature, the diffusion kernel has a multi-scale property that is well identified, and especially for dimensionality reduction applications [23] . However, the choice of its scale parameter k remains a difficulty [11] . For small k, K k ði; iÞ reflects local properties of G around the node i, while for large k it captures some global structures. For instance, in the geometry processing field, the diagonal term K k ði; iÞ has been used as a shape descriptor [31] by considering that for every k, the local spatial extrema of this function provide a feature-based scale-space representation of shapes, useful for shape matching.
Graphical modeling
The outstanding issue at the end of the previous modeling step is the choice of k. In other words what is the scale k the most representative of the observed profile x . In fact, several scales may explain this profile. Therefore, a natural approach consists of decomposing X into r independent random fields according to a discrete set of relevant scales
where X ðjÞ denotes the random field at scale k j and X ð0Þ a residual [16, 34] . Following the idea of Fourier decomposition, for every profile x, the fx ðjÞ g r j¼1 can be seen as frequency components of x, from high to low frequencies. The decomposition (15) is related to the additive spline models whose theoretical foundation can be traced back to [37] Chap. 10, (see also [14] ) and later reintroduced under the name of multiple kernel in the machine learning community [21] . Note that X ðjÞ does not match Yðk j Þ in (12) , since the sum P j Yðk j Þ over a given set of scales does not reconstruct X.
In our approach, the covariance matrix Cov ðX ðjÞ Þ of every component is modeled from the diffusion kernel (13) . So we use r kernels fK
j j j where j j is given by (13) at scale k j . Due to the independence of the components, the covariance matrix Cov ðXÞ is the following multi-scale diffusion kernel:
In the classic case of diffusion in R 2 , k is a time parameter.
Each kernel j j is weighted by a positive parameter r 2 j that is all the more great that the scale k j significantly contributes to the random field X. The covariance matrix K 0 is that of a white noise. As we said above, the more k j is large, the more the off-diagonal effects in K j increase. In other words, when k j increases, the components fX ðjÞ g are increasingly smooth. The passage from X ðjÞ to X ðjþ1Þ implies that some details in X ðjÞ are attenuated. If we assume that the dependency structure of the random variables fX i g is uniquely described by its kernel, then it is legitimate to consider that X is distributed according to the Gaussian law
The scales fk j g r j¼0 and their associated weights r _ ¼fr
are unknown parameters that are estimated using the maximum likelihood principle 2 . Although the theoretical mean of X is zero, the empirical mean of each observed sub-profile x M k is not necessarily zero, as for instance in Fig. 5 . This is due to high scales that create long-range correlations, or in other words low frequencies. Understanding the diffusion kernel is not a trivial task, this requires to call the graph spectral theory [25] . Note also that the choice of the diffusion kernel as covariance matrix arises as a necessity because we have only one observation of X. If we could have many observations, then the covariance matrix could be estimated.
In comparison with the heuristic decomposition (5), which uses a hard multi-scale separation of the weights, the multi-scale representation (16) appears as a soft decomposition based on the overall structure of the graph via L, and moreover allows statistical estimation of each component contribution.
Weight estimation
For a given K, let 'ðrjKÞ ¼ logðp r;K ð x ÞÞ be the loglikelihood of r, where p r;K denotes the probability density of x . Given an observation x and the Gaussian N ð0; K r;K Þ, the log-likelihood is
where Cte denotes a constant term. The maximum likelihood estimate is computed under the constraint of positivity of the parameters r:
For moderate sizes of n, the non-linear programming algorithms using gradient descent techniques are operational. For larger dimensions, the computation of the determinant j K r;K j and the inverse K À1 r;K becomes more difficult [18] . To reduce the amount of computation, one might also wonder whether it would be possible to remove the term log j K r;K j in the likelihood, to work only with the generalized least-squares x 0 K À1 r;K x . Theoretically, we know that this estimate is not statistically consistent [13] . Our experiments have confirmed this defect, by showing severe aberrations in the multi-scale decompositions (cf. Sect. 3.1).
Scale estimation
A procedure for selecting the set K is now required. Given a uniform discretization K 0 of the scale domain in R, the scale selection procedure estimates a subset K of scales irregularly distributed in K 0 , which explains the profile of x according to a given criteria:
where d is the discretization stepsize. First, the estimation rðK 0 Þ is computed according to (19) . To determine r, we perform a diagonalization of the covariance matrix of which we retain only the r largest eigenvalues
where is a positive parameter chosen close to 0, typically ¼ 0:01 or 0:025. This criterion is related to that used in principal component analysis [15] . It means the dispersion of X can be approximatively represented by r linearly independent components with an information loss determined by . Finally, from the estimated r, we can then achieve the selection of relevant scales K. These scales are associated with the r largestr 2 j ðK 0 Þ, i.e., the scales whose components are the most involved in the dispersion of X. These scales are denoted fk 0 j 1 ; :::; k 0 j r g or more simply fk 1 ; :::; k r g. As a consequence of (21), the estimatesr 2 j associated to the scales in K 0 nK are much lower than those in K, and even close to 0. This selection achieves a pruning of non-significant scales.
Statistical multi-scale decomposition
This task concerns the estimation of the r components X ðjÞ of the multi-scale decomposition of X. Component estimation is closely linked to the scale selection problem. Denote e K U ¼ UD m the spectral equation of the previous diagonalization, where D m is the diagonal matrix of the r largest eigenvalues K of e K . Because of (21), assume that the eigenvalues k 0 nk are approximately equal to zero. This is especially true when is very small. Beyond r 0 , the eigenvalues m r 0 þ1 ! Á Á Á ! m n are smaller and we can consider they are all close to 0. In this case, one can write e X ¼ UB where B are the coordinates of e X on the eigenvectors U. To estimate the scale components, we take into account the importance of each eigenvalue, and this, using a Bayesian estimation with a prior distribution related on these eigenvalues.
Proposition 1 Given an observation x and the prior distribution B $ Nð0; D m Þ, the Bayesian estimation provides the scale components:
The proof is given in Appendix 5.1. In this proof, if we replace the spectral equation relative to K by the equation
This is useful when we do not assume that all eigenvalues K 0 nK are negligible. In this case, the Bayesian estimation is more justified because of the high difference between the values of K and K 0 nK.
Module detection
Given an undirected graph G and an observation x of the random field, we first compute the estimated scales fk j ; j ¼ 1; . . .; rg and the associated decomposition (22) f x ðjÞ ; j ¼ 1; . . .; rg as presented in the previous section. Rather than considering directly the components, we consider their spatial variations with respect to the graph Laplacian L:
This specifies the regularity of each component. Lx ðjÞ is all the more great positively (resp. negatively) that the expression x ðjÞ v of the node v is strongly increasing (resp. decreasing) with respect to its neighbors. Therefore, we look for nodes that are most differentially expressed with respect to L, and this by examining the expression of the components at different scales. Since the amplitude of variations of L f x ðjÞ decreases when the scale increases, a specific normalization is required. As in the case of blob detection (8) 
When a module center is detected at v, its area M v is defined by the subgraph fv; N kðvÞ v g. In the next section, we denote V the nodes corresponding to the detected module centers, and therefore the set of detected areas is written as:
Experiments
Recall that a module is an active subgraph denoted x M where M is a subgraph of G. A regular lattices L do not show particular structure such as stars or clusters, unlike the case of irregular graphs G. Let us give an example of graph showing a particular structure. The graph structure is organized around known subgraphs fR k ¼ ðV k ; E k Þg called regulons (or hubs). A regulon is a set of nodes V k & V connected to one or several common nodes, called regulators. A regulon can be connected to several regulators and a regulator can be connected to several regulons. Figure 4 shows a graph with four regulons and four regulators.
In practice, such regulons can be used a posteriori for interpreting the detected modules or inferring semantic modules. Depending on the profile of x , the area M of a module can be simply a regulon, a subregulon or the union of several regulons. Figure 6 shows a short time-series fxð1Þ; xð2Þ; xð3Þg of a random field X observed on the graph of Fig. 4 . The colors depict the output of the scalespace module detection performed on every x ðtÞ. Successively, 3, 3 and 2 modules were detected, while the graph is composed of 4 regulons.
Evaluation on simulated data
Simulation procedure
For phenomena of high complexity, simulated data are an important preliminary support for modeling when we do not have data with sufficient knowledge of the ''ground truth''. The simulation of the random field X requires to give the ground truth, consisting of a graph G ¼ ðV; EÞ and the parameters ðK; rÞ. In our procedure, G is organized in regulons: G ¼ ] m k¼1 R k . Here, we assume for simplicity that each regulon R k is associated to only one regulator r k . The symbol þ in ] indicates that the regulons are mutually connected. This high level of connection is equivalent to a graph G B between the regulators: G B ¼ ðfr k g; E r Þ. The simulation is done in two steps. First, the simulation of a graph G consisting of m regulons is done as described in Appendix 5.2. Second, a sample x of X $ N ð0; K K;r Þ is drawn. To do that, we simply simulate a $ N ð0; I n Þ since the diagonalization Figure 3a shows the inter-regulon graph G B and Fig. 3b the graph G. Each regulon has its own color. Fig. 3c displays an observation x of the random field X on G, and Fig. 5 shows its 1-D profile. In this experiment, each regulon is a potential module since the simulation procedure is based on a regulon structure. x was simulated using the multiscale kernel (16) with 3 scales:
Simulated data
Although the theoretical mean of X is zero, the mean of each observed regulon in Fig. 5 is not zero. However, due to the correlation between regulators, two regulons may have similar mean levels. This situation is favorable to the concept of module. This is consistent with Fig. 6 wherein there are 3 detected modules for 4 regulons. Note that in the absence of observation x , the spectral partitioning as recalled in Introduction detects 4 modules corresponding to the 4 regulons.
Data analysis
The estimation and detection tasks are illustrated in the Figs. 3, 5, 7 and 8. The maximum likelihood estimation (19) was performed using the scale domain K 0 ¼ f2k; k ¼ 0; 1; . . .; 15g. Figure 7 displays the statistical multi-scale decomposition. The continuous black line connecting the data points is the sum P 15 k¼1x ð2kÞ of all the components except the noise componentx ð0Þ . Since this line interpolates the data points, this means that the estimated noise component is very low. The selected K is computed from this decomposition using (21) Fig. 5 . It is interesting to compare this statistical decomposition with the ordinary scale-space decomposition (12) shown in Fig. 8 . The statistical decomposition has the ability to focus more clearly on the spectral content of x. k 3 ¼ 30 reflects low frequencies, whereas k 2 ¼ 10 contributes to high frequencies. But above all, it remedies the redundancy of ordinary scale-space representation, and therefore favors the identification of the right scales. The detected modules shown in Fig. 3d correspond to the rule (25). In Fig. 5 , the locations of the detected extrema are indicated by red circles. There is exactly one detected module per regulon.
This procedure is statistically assessed by Monte Carlo simulation. The random field x is simulated 200 times under the same conditions as above. From the obtained samples fxð'Þ; ' ¼ 1; . . .; 200g, the probability of the number of selected scales fPðjKj ¼ kÞg Fig. 12 . The number of detected modules is random, with a main mode at jVj ¼ 5. In fact, as noted above, the mean levels of two regulons may be substantially close and therefore be recognized as belonging to the same module if they are connected.
Above, we have mentioned the prominent role of the term log j K r;K j in the likelihood. This is confirmed experimentally. Without this term, the estimation-detection procedure was repeated on the same data as previously. The results are shown in Fig. 9 . The multi-scale decomposition is then quite inaccurate. All weights are very high and the scale components are close to zero. Fig. 9 Adverse effect of an estimation made without log j K r;K j. All scales are nearly equal contributions and without informative value 3.2 Bacillus subtilis data Figure 10 illustrates the multi-scale decomposition of a field x that represents gene expressions of Bacillus Subtilis. The underlying graph G ¼ ðV; EÞ comes from the regulatory network of the bacterium. V denotes genes, E connections between genes and x gene expressions on V (Fig. 10a) . 4 The entire graph contains 1,607 genes, 2,345 edges and 132 regulons. [7] ). a Original data. b Multi-scale decomposition profiles (1-D display). c-d Scale components for k ¼ 2 and k ¼ 16, respectively. The decomposition has a structuring effect in terms of gene grouping. Despite the use of false colors, it is difficult to distinguish modules, unlike the case of an ordinary image as in Fig. 1 regulons extracted from this network. In steady-state, gene expressions are assumed to be governed by the model (17) . In Fig. 10 , we see the structuring effects of the method in terms of gene grouping as this had already been shown for other regulatory networks [11] .
In many applications, one is interested in studying the change of modules across different conditions [22] . In our example, the expression of the regulons depends on the nutritional environment of the bacteria over time, some of them are over-expressed and other ones are underexpressed. With the module detection, we search to identify regions of the graph that are particularly expressed through time. Figure 6 illustrates this detection on a short time series of the random field observed at 3 time points. The detection has been done at every time t, independently of the others. Every detected module is composed of one or several regulons. For instance, at time t ¼ 1, there are three detected modules, which are, respectively, depicted in green, yellow and pink. The green module is composed of two regulons, which can favor the semantic interpretation of the module from properties of the regulons.
The validation is primarily based on biological aspects. In the considered experience, one examines nutrient change effects : an experimental population of cells grows first in Glucose and then Malate is injected at time t 0 such that 1 t 0 11. The detected modules should reflect this change. A further biological analysis is beyond the scope of our article, [4, 7] . However, a diagnostic tool is now proposed to help with this analysis. The idea is to generate configurations of X using a confidence band around the obtained decomposition to quantify the stability of the detected modules. We start with the bootstrap confidence interval described in [38] that we recall. As a result of the decomposition, the estimated residuals are: b x ð0Þ ¼ x À b l, whose empirical variance iŝ The experiments show that module detection puts into light the activated modules and therefore provides a mean to study dynamic random fields. However, module detection on time series has been performed without taking into account time dependence. At every time t, the observation of the random field has been treated independently of the others. Nevertheless, it is well known that Markovian dependence can improve the sensitivity of the detection of isolated low signal. In the related paper [6] , we present a Markovian spatio-temporal modeling that generalizes the present model. Doing so, in Fig. 12 , the probabilitŷ PðjV j ¼ 5Þg should be higher.
Conclusion
This paper proposes and implements a multi-scale graphical modeling for univariate random vectors observed on an undirected graph. The result is a multi-scale decomposition of the random field which provides an analysis tool to deal with specific treatments because it allows to select relevant scales. This tool is especially used for module detection. With hindsight, this detector seems relatively simple. However, emphasis has been put on a coherent modeling without heuristics and with very few tunable parameters.
2. At a larger scale, the m regulons are considered as m nodes of a graph, and thus an inter-regulon graph G B is simulated. 3. The global graph G is obtained on the basis of these m þ 1 graphs, as follows. For each regulon R k , a regulator r k is drawn uniformly at random in this regulon. This regulator regulates the regulon(s) R k 0 such that k $ k 0 in G B5 . The weight of the connections between r k and nodes v in R k 0 are given by the probabilities of the Binomial law BðjR k 0 j; pÞ where 0\p\1. When a weight is below a threshold s, for example 0.05, the weight is set to zero, then the probability distribution is renormalized. By ruling p and s, one can modulate the number of edges between the regulator and the regulated unit. In this case, r k regulates a subset of nodes in R k 0 .
