ABSTRACT. Let D be a set of positive integers. A Skolem-type sequence is a sequence of i ∈ D such that every i ∈ D appears exactly twice in the sequence at positions a i and b i , and |b i − a i | = i. These sequences might contain empty positions, which are filled with null elements. Thoralf A. Skolem defined and studied Skolem sequences in order to generate solutions to Heffter's difference problems. Later, Skolem sequences were generalized in many ways to suit constructions of different combinatorial designs. Alexander Rosa made the use of these generalizations into a fine art. Here we give a survey of Skolem-type sequences and their applications.
Introduction
Searching for a solution to Heffter's difference problems, S k o l e m [97] studied the existence of a partition of the set {1, 2, . . . , 2n} into n ordered pairs (a i , b i ) : i = 1, . . . , n, b i − a i = i . Two years later, L a n g f o r d [45] posed a question of ordering integers i ∈ {1, 2, . . . , n} in a sequence such that each i appears twice in the sequence and there are exactly i other elements in between two copies of i. This started the study of S k o l e m and L a n g f o r d sequences and their many generalizations. These sequences are applied in several areas such as triple systems ( [25] ), starters ([71] , [72] , [73] ), balanced ternary
Definitions and existence
There are many generalizations of Skolem sequences. Here we give their definitions and the existence conditions for each kind of sequence. Later, we shall consider the most frequently used techniques applied in proofs of the existence theorems. This sequence is also called a generalized Skolem sequence in [49] . The integers i ∈ D are often called differences, and positions s j and s j+i from the definition are sometimes called elements. Positions in the sequence not occupied by integers i ∈ D contain null elements, denoted by 0, * , or ( R o s a informally used X for these at the blackboard). The null elements in a sequence are also called holes. Historically, if the second last position in the sequence contains a null element, it is called a hook. However, some authors call all positions with null elements hooks.
Ò Ø ÓÒ 2.1º ([8
]
A SURVEY OF SKOLEM-TYPE SEQUENCES AND ROSA'S USE OF THEM
Ò Ø ÓÒ 2.2º A Skolem-type sequence is k-extended if it contains exactly one hole which is in position k. If a sequence has a hole in the penultimate position, it is called a hooked sequence. Now, we consider some special cases of Skolem-type sequences.
Ò Ø ÓÒ 2.3º ( [97] ) A Skolem sequence of order n is a partition of the set {1, 2, 3, . . . , 2n} into a collection of disjoint ordered pairs (a i , b i ) : i = 1, . . . , n such that a i < b i and b i − a i = i.
Equivalently, a Skolem sequence of order n is a Skolem-type sequence with m = 2n and D = {1, 2, . . . , n}.
In the literature, Skolem sequences are also called pure Skolem sequences. Before the name Skolem sequences was widely established, these partitions were called 1, +1 systems by S k o l e m , (A, k)-systems by R o s a , and Nickerson sequences by N o w a k o w s k i . The first definition of Skolem sequences was originally given by Skolem, and it is very convenient for applications in the method of differences. Note that the most of sequences related to Skolem sequences can be considered as partitions of appropriate sets. The second definition was studied by N i c k e r s o n [64] , and N o w a k o w s k i [66] proved that these two definitions are equivalent. For example, if n = 4, the partition {(2, 3), (6, 8) , (4, 7) , (1, 5) }, or equivalently, the sequence (4, 1, 1, 3, 4, 2, 3, 2), is a (pure) Skolem sequence of order 4. On the other hand, the partition { (5, 6) , (1, 3) , (8, 11) , (9, 13) , (2, 7) , (4, 10)}, or in equivalent notation the sequence (2, 5, 2, 6, 1, 1, 5, 3, 4, 6, 3, 0, 4), is a hooked Skolem sequence of order 6. In order to prove the existence of cyclic Steiner triple systems, R o s a [79] introduced a split Skolem sequence of order n which is an (n + 1)-extended Skolem sequence of order n. Also, a hooked split Skolem sequence of order n is a hooked (n + 1)-extended Skolem sequence of order n. In more recent literature, these sequences are also called Rosa and hooked Rosa sequences of order n.
Ò Ø ÓÒ 2.4º ([6]) A k-extended Skolem sequence of order n is a k-extended
Before giving more definitions, we present the existence theorems of the above defined sequences. The necessary and sufficient condition for the existence of a pure Skolem sequence was given by S k o l e m [97] . The existence problem for a hooked Skolem sequence was solved by O 'K e e f e [68] .
The necessary conditions for the existence of these sequences are derived in [91] and their sufficiency is proved in [6] . In particular, if k and n are such that the conditions of the existence of an excess Skolem sequence hold, then there exists a k-extended Skolem sequence of order n, and we can add a surplus copy of k's as the first element of the sequence and in the place of the hook in the extended Skolem sequence.
S h a l a b y studied the existence of [hooked] near Skolem sequences. These sequences first appeared in some constructions related to 1-coverings of pairs by triples ( [13] ). Later they were widely used to prove existence of other Skolem related sequences as well as in other combinatorial designs.
Ò Ø ÓÒ 2.11º A k-near Skolem-type sequence of order n is a Skolem-type sequence (s 1 , . . . , s m ) with D = {1, 2, . . . , n}\{k}.
Ò Ø ÓÒ 2.12º ( [91] ) If k ≤ n, a near Skolem sequence of order n and defect k is a k-near Skolem-type sequence of order n with m = 2n − 2. This sequence is also called the k-near Skolem sequence of order n. Ò Ø ÓÒ 2.13º ( [93] ) When k ≤ n, a k-near Rosa sequence of order n is a k-near Skolem-type sequence of order n with m = 2n − 1 and s n = 0. Sequences (1, 1, 6, 3, 7, 5, 3, 2, 6, 2, 5, 7) and (5, 7, 1, 1, 6, 5, 3, 0, 7, 3, 6, 2, 0, 2) are examples of a 4-near Skolem sequence of order 7 and a hooked 4-near Rosa sequence of order 7, respectively.
S h a l a b y proved the existence theorems for these sequences. Notice that again for a fixed order of a near Skolem sequence, adding a hook to it changes the parity of the defect. However, this is not the case with near Rosa sequences.
Ì ÓÖ Ñ 2.14º ([91]) A k-near Skolem sequence of order n exists if and only
if n ≡ 0, 1 (mod 4) when k is odd, and n ≡ 2, 3 (mod 4) when k is even.
A hooked k-near Skolem sequence of order n exists if and only if n ≡ 0, 1 (mod 4) when k is even, and n ≡ 2, 3 (mod 4) when k is odd.
Ì ÓÖ Ñ 2.15º ( [93] ) There exists a k-near Rosa sequence of order n if and only if either n ≡ 0, 3 (mod 4) and k is even, or n ≡ 1, 2 (mod 4) and k is odd, with the exceptions when (n, k) = (3, 2), (4, 2) .
A hooked k-near Rosa sequence of order n exists if and only if either n ≡ 0, 3 (mod 4) and k is even, or n ≡ 1, 2 (mod 4) and k is odd, with the exceptions when (n, k) = (2, 1), (3, 2) .
Very little is known about the existence of extended near-Skolem sequences. Only the existence of the (2n−3)-extended and hooked (2n−2)-extended k-near Skolem sequences of order n has been established (cf. [78] ).
In 1958 L a n g f o r d posed the question about arranging two copies of integers i ∈ {1, . . . , n} in a sequence such that there are exactly i integers between two copies of i (cf. [45] ). For example, such a sequence of order 3 is (3, 1, 2, 1, 3, 2). Later this problem was generalized to define Langford sequences. The largest difference in a Langford sequence, d+l−1, is sometimes called the order of the Langford sequence (cf. [6] ). The k-extended and hooked k-extended Langford sequences were studied by L i n e k and J i a n g [49] , [50] . Similar to the definitions above, a k-extended Langford sequence of defect d and length l is a k-extended Skolem-type sequence with m = 2l+1 and
The problem which L a n g f o r d originally stated was solved by P r i d a y [74] . He showed that for every length l either a Langford or a hooked Langford sequence of defect d = 2 exists and he conjectured the necessary conditions for their existence. The generalization of the problem for any defect d was partially solved by D a v i e s [26] and B e r m o n d et al. [12] , and it was completed by S i m p s o n [96] . Proving the sufficiency of the existence conditions of k-extended Langford sequences of defect d and length l is a more difficult problem. L i n e k and J i a n g gave necessary conditions for the existence of these sequences in [49] .
Ì ÓÖ Ñ 2.18º ( [49] ) Given a k-extended Langford sequence of defect d and length l, the following conditions hold:
and
There is no 5-extended Langford sequence with defect 3 and length 4.
By considering an exhaustive list of cases and constructing required sequences for each of them, L i n e k and J i a n g [49] proved that these conditions are also sufficient when the defect d is 2 or 3, except for d = 3 and (l, k) = (3, 2), (3, 6) , (4, 1) , (4, 5) , (4, 9) when no such sequence exists. In the same paper, they also settled the existence problem of hooked k-extended Langford sequences of defect 2.
For fixed length l, L i n e k and M o r [53] 
2 . Moreover, they constructed the k-extended Langford sequences of defect 4 and length l ∈ [10, 27] which satisfy the necessary conditions. They also determined the existence of hooked k-extended Langford sequences of defect d and length l when
2 (cf. [53] ). More generalizations of Skolem sequences were needed for the construction of some combinatorial designs. B i l l i n g t o n used sequences, which were later called near λ-fold and extended near λ-fold Skolem sequences to generate balanced ternary designs (cf. [63] ). Moreover, the 2-fold Skolem sequences are used in the construction of 2-fold triple systems ( [75] A k-extended λ-fold Skolem sequence of order n is a λ-fold Skolem-type sequence with m = 2λn + 1, D = {1, . . . , n}, and s k = 0.
For example, (3, 1, 1, 3, 3, 1, 1, 3 , 2, 2, 2, 2) is a 2-fold Skolem sequence of order 3, and (3, 1, 1, 3, 3, 1, 1, 3 , 0, 2, 2, 2, 2) is a 9-extended 2-fold Skolem sequence of order 3. Some care is needed for definition of near λ-fold Skolem sequences, since the defect appears only in λ − 1 pairs in the sequence. A λ-fold Rosa sequence of order n is a λ-fold Skolem-type sequence with m = 2λn + 2, D = {1, 2, . . . , n}, and exactly two null elements (cf. [9] ). More specifically, a 2-fold Rosa sequence of order n has null elements in the positions n + 1 and 3n + 2 (cf. [75] ).
For instance, (3, 1, 1, 3, 3, 1, 1, 3, 3, 0, 2, 3, 2, 2, 2, 2, 2) is a 10-extended 1-near-3-fold Skolem sequence of order 3.
Note that a 1-fold Skolem-type sequence is a Skolem-type sequences. Hence, in the following, we assume that λ ≥ 2. The existence of all of the variations to the λ-fold Skolem sequences is completely settled. We want to emphasize that the existence conditions for m-near and k-extended λ-fold Skolem sequences of order n are identical for the pairs (n, m) and (n, k). Here are the precise theorems. The idea of looped Langford sequences goes back to P r i d a y [74] , and it found its application in construction of extended near-Skolem sequences. For example, (2, 4, 2, 7, 5, 4, 8, 6, 3, 5, 7, 3, 0, 6, 8) , (2, 4, 2, 7, 5, 4, 6, 8, 3, 5, 7, 3, 6, 0, 0, 8) is a looped Langford set of defect 2 and order 8.
G i l l e s p i e and U t z [32] defined generalized Langford sequences and proposed a question about their existence. Later, the problem was extended to A SURVEY OF SKOLEM-TYPE SEQUENCES AND ROSA'S USE OF THEM Skolem ([27] ), extended Skolem and near Skolem sequences ( [92] ). There are many necessary conditions for the existence of these sequences (cf. [47] , [83] , [27] , [84] , [92] ), but the methods used to construct Skolem- For more information on generalized Skolem-type sequences, see [27] , [92] , [83] , [84] , [85] , [86] , [87] , [88] , [89] , [90] .
Further generalization of Langford sequences to infinite integer series and their relation to Beatty sequences can be found in [30] .
Techniques used in the proofs of the existence theorems
In general, the existence problem of Skolem-type sequences is very difficult. In particular, N o r d h [65] determined that the question if there exists a Skolemtype sequence of difference set D and length m = 2|D| is NP-complete.
The necessary conditions in the existence theorems of Skolem related sequences mostly follow from testing the parity and the density conditions, or a variation of these conditions. Let S be a Skolem-type sequence with a set of differences D = {d 1 , d 2 , . . . , d n }, and a set of occupied positions P = {p 1 
. Summing over i, we get the parity condition:
p i . Hence, we get the density condition:
As stated above, the parity and the density conditions were first used in the proof of the existence of k-extended Langford sequences (cf. [1] , [49] ). There is a variation of the parity and the density condition used when sets D and P are known. For example, in the proof of Theorem 2.17, assume we are given a Langford sequence L of length n and defect d. Let a i and b i be the first and the second position of the integer i in the sequence L, respectively. Then we have
If we solve this system for a i has to be a non-negative integer, hence
Since D is an integer, it follows that 4 divides either n or n − 2d + 1. If d is even, this implies that n ≡ 0, 3 (mod 4), and if d is odd, we have to have n ≡ 0, 1 (mod 4). The sufficiency of the existence conditions is generally proved by directly constructing the required sequences. New sequences can also be formed by concatenating the existing sequences. For example, if we concatenate a Skolem sequence of order n and a [hooked] Langford sequence of defect n + 2 and length l, we get a [hooked] (n + 1)-near Skolem sequence of order n + l + 1 (cf. [91] ).
On the other hand, the reverse of a hooked Skolem sequence is a 2-extended Skolem sequence. We can concatenate the reverse of a sequence with another sequence. Also, we can hook a hooked sequence, HS, and the reverse of another hooked sequence, RHS. Position the first element of RHS at the place of a hook in the HS, and put the last element of the HS at the place of the hook in the RHS. For example, L = (12, 10, 8, 6, 4, 11, 9, 7, 4, 6, 8, 10, 12, 5, 7, 9, 11, 0, 5) is a hooked Langford sequence of defect 4 and length 9. Hooking (1, 1, 2, 0, 2) with L, we get (1, 1, 2, 5, 2, 11, 9, 7, 5, 12, 10, 8, 6, 4, 7, 9, 11, 4, 6, 8, 10, 12) , which is a 3-near Skolem sequence of order 12 (cf. [91] ).
Moreover, L i n e k and J i a n g [50] present several direct constructions of hooked extended Skolem sequences by taking a sum (union) of two Skolemtype sequences. Let null elements in the sequence be represented by 0. If S 1 and S 2 are two Skolem-type sequences of equal length, such that at a given position i not both S 1 and S 2 contain an integer, then the sum is easily seen as an element-wise sum of these sequences. Obviously, if S 1 and S 2 are not of the same length, then we can extend the shorter sequence by adding null elements to its end. On the other hand, given a Skolem-type sequence with i ∈ D, we can double it by replacing each null element with two null elements and each integer i with the integer 2i and a null element. Usually, a double of an existing sequence is summed with a partial sequence built explicitly for that purpose (cf. [6] ). For example, Skolem-type sequences of odd consecutive integers were useful as auxiliary sequences in several constructions. In particular, the existence of a Skolem-type sequence (s 1 , . . . , s 4n+3 ) of integers i ∈ {2j + 1 : j = 0, . . . , 2n} such that either s 3 = 0 or s 5 = 0 was proved by recursive constructions. These sequences are denoted by 3-ext O 4n+1 and 5-ext O 4n+1 , respectively (cf. [6] ). For example, (7, 9, 0, 5, 1, 1, 3, 7, 5, 3, 9) is a 3-ext O 9 . Later, these sequences were named extended odd Langford sequences ( [51] ). Now we look into a technique called pivoting of an element, which is very useful in constructions of extended sequences. We will illustrate it on an example from a construction in [53] . The sequence (6, 7, 3, 4, 5, 3, 6, 4, 7, 5 ) is a Langford sequence of defect 3 and length 5. We can pivot the second copy of integer 3 to the beginning of the sequence to get (3, 6, 7, 3, 4, 5, 0, 6, 4, 7, 5), a 7-extended Langford sequence of defect 3 and length 5. Similarly, we can pivot integers 4 and 5 in the original sequence. L i n e k [52] was interested in constructing Langford sequences which start with a prescribed difference. Hence, he developed a technique called twinning sequence S at distance k. Let S be a Langford sequence of defect d and length l which starts with difference j. Then, consider the sequence S = S0 k S and let i be a difference in S. Then substitute the first and the fourth occurrence of i in S with the appropriate difference. Also, substitute the second and the third occurrence of i in S with the appropriate difference. Hence, the resulting sequence is a Skolem-type sequence with differences 2l The hooked k-extended Skolem sequences and their existence were studied by L i n e k and J i a n g [50] . They obtained the required sequences of small orders by a computer program based on the hill-climbing algorithm ( [95] ). This is an efficient probabilistic algorithm for obtaining a Skolem sequence of large order. To construct a Skolem sequence S of order n, the following steps are repeated in the hill-climbing algorithm according to two parameters: N the number of times to repeat the algorithm before declaring it a failure, and M the number of consecutive times the inner loop does not decrease the number of unused integers before it reports a failure.
Triple systems
For the first application of Skolem sequences, we give some constructions of triple systems.
A triple system ( [23] ) is a balanced incomplete block design with block size three. In other words, a triple system is a pair (V, B), where V is set of elements, |V | = v, and B is a multiset of 3-subsets (called also triples or blocks) of a V . Moreover, each unordered pair of elements of V appears in exactly λ triples in B.
We denote such a triple system by T S(v, λ). If λ = 1, the triple system is called a Steiner triple system, and it is denoted by ST S(v).
A multigraph λK v is a graph on v vertices with every two vertices joined by λ edges. The necessary conditions for the existence of triple systems T S(v, λ) are obtained if we consider the triple system T S(v, λ) as an edge-partition of λK v into triangles.
Summarized as in [25] , a triple system T S(v, λ) exists only if
Let (V, B) and (W, D) be two triple systems and ϕ : V → W a mapping. Then ϕ is an isomorphism of triple systems (V, B) and
If ϕ is an isomorphism of (V, B) onto itself, then ϕ is called an automorphism.
Heffter's difference problems
H e f f t e r [38] gives a direct construction of ST S(6n + 1) and ST S(6n + 3) under the assumption that there exists a partition of a specific set into specific triples. Hence he poses two problems: 
This method of partitioning a specific set into difference triples has later been applied in many combinatorial designs. We will mention some of them as applications of Skolem-type sequences in this survey.
Heffter's difference problems were first solved by P e l t e s o h n [69] in 1939, which predates S k o l e m . Now, we see how to generate a solution to these problems given a [hooked] Skolem or [hooked] Rosa sequence, and hence construct a cyclic Steiner triple system. We present these results as in [25] .
Consider a Skolem sequence of order n as a partition of the set {1, 2, . . . , 2n} into ordered pairs ( [97] proved that the set of triples (i, n + a i , n + b i ) : i = 1, . . . , n is a solution to HDP 1 (n), when n ≡ 0, 1 (mod 4), that is when a Skolem sequence of order n exists. Similarly, given a hooked Skolem sequence of order n,
is a solution to HDP 1 (n), when n ≡ 2, 3 (mod 4). Later, R o s a introduced split and hooked split Skolem sequences in [79] , which in the same way yield a solution to HDP 2 (n), for n ≥ 1 (cf. [98] ).
To explain how to construct a cyclic Steiner triple system given a solution to one of Heffter's difference problems, we introduce the concept of base blocks or starter blocks. Let (V, B) be a triple system which admits an automorphism ϕ. Then the free group generated by ϕ acts on B and partitions it into equivalence classes called orbits. A representative of an orbit is a base block, and the set of base blocks completely determines B under ϕ.
Similarly, a solution (a i , b i , c i ) : i = 1, . . . , n to HDP 2 (n) implies the existence of a cyclic ST S(6n + 3) on V = Z 6n+3 under the automorphism (0 1 . . . 6n + 2) generated from base blocks {0, a i , a i + b i } : i = 1, . . . , n ∪ {0, 2n + 1, 4n + 2}. The difference triple {0, 2n + 1, 4n + 2} is called the short block (in [23] ) or the short orbit (in [25] ). 
S k e t c h a n d/o r h i g h l i g h t s o f t h e

Ä ÑÑ 3.3º Let H be a P HS which contains only one difference triple
(1, n, n + 1), n ≥ 2. Then H can be completed to a HS(N ) for all N ≥ 7n − 6.
S k e t c h a n d/o r h i g h l i g h t s o f t h e p r o o f. The required difference triples are generated from two [hooked] Langford sequence, one of defect 2 and length n − 2 and another of defect n + 2 and length l ≥ 2n + 3.
A recursive construction of T S(2n + 7, λ)
Given a ST S(n), R o s a presented a recursive construction of ST S(2n + 7)
in [48] , [80] , [82] . Let (V, B) be a ST S(n), and let U = {u 1 , . . . , u n } and W = {w 1 , . . . , w 7 } be mutually disjoint and disjoint from V . Then, our goal is to edge-partition
An automorphism-free Steiner triple system ( [48] ) is a Steiner triple system which admits only the trivial automorphism. L i n d n e r and R o s a [48] have constructed an automorphism-free STS of order 15, 19, 25, 27, and 33. They have also proved that if we apply the previous construction to an automorphismfree ST S(n), the resulting ST S(2n + 7) is also automorphism-free.
Moreover, the above construction is easily generalized to a recursive construction of a T S(2n + 7, λ) given a T S(n, λ) (cf. [25, p. 43] ). The main difference is that when λ is even, the generalized construction uses the Petersen's theorem on the existence of a 2-factorization of a regular multigraph of even degree instead of a [hooked] Skolem sequence.
k-rotational triple systems
A triple system T S(v, λ) is k-rotational ( [25] ) if it admits an automorphism which has k cycles of equal length and one fixed point. An (f, k)-rotational ST S(v) ( [40] ) is a Steiner triple system which admits an automorphism which has f fixed points and k cycles of length
Study of rotational triple systems started with R o s a 's work [70] on 1-rotational Steiner triple systems, which he constructed using Skolem sequences. C h o [16] The problem of the existence of a 2-rotational Steiner triple system was solved by P h e l p s and R o s a [70] . Later C h o [17] gave the necessary conditions for the existence of 3-and 4-rotational Steiner triple systems and proved their sufficiency. J i a n g [41] solved the existence problem of a k-rotational ST S(v) for k = 5, 7, 11, and R o s a [81] , D o y e n [28] , and T e i r l i n c k [99] did it for k = (v − 1)/2. Finally, C o l b o u r n and J i a n g [22] completely settled the existence problem of k-rotational ST S(v). We illustrate an application of Skolem-type sequences by the P h e l p s and R o s a 's construction of a 2-rotational ST S(v), when v ≡ 1 (mod 24). More details can be found in [25] , too.
generalized this idea to triple systems T S(v, λ). C h o noticed that k-multiple of a 1-rotational T S(v, λ) is a 1-rotational T S(v, kλ
Ì ÓÖ Ñ 3.6º ([70]) There exists a 2-rotational ST S(v) if and only if
2 ) be the required automorphism. Consider the following base blocks of B, such that (V, B) is a 2-rotational ST S(v) under ϕ: Note that, J i a n g [40] completely solved the existence problem of an (f, 2)-rotational Steiner triple system of order v with f > 1.
Finally, we present a related concept of bicyclic Steiner triple systems. A ST S(v) is bicyclic if it admits an automorphism which consists of two disjoint cycles of length v 1 and v 2 such that v = v 1 +v 2 . Obviously, a 1-rotational ST S(v) is bicyclic since it admits an automorphism which has one point fixed and a (v − 1)-cycle. The necessary conditions for the existence of a bicyclic ST S(v) are given by C o l b o u r n and R o s a [25] . The sufficiency of these conditions is proved by exhibiting direct constructions of these systems using Skolem-type sequences (cf. [50] ), similarly as in the above proofs. In particular, L i n e k and J i a n g applied most of the already defined Skolem related sequences. They also used a Skolem-type sequence (s 1 , . . . , s 24n+15 ) of integers i ∈ {1, . . . , 12n + 9} \ {8n + 5, 12n + 8} with s 6n+4 = 0, and a Skolem-type sequence (s 1 , . . . , s 24n+21 ) of integers i ∈ {1, . . . , 12n + 12} \ {8n + 7, 12n + 11} with s 6n+5 = 0, for n ≥ 0. For a proof of the following theorem see [50] . 
Disjoint cyclic
Simple and indecomposable triple systems
A triple system T S(v, λ) is called simple ([76]) if each triple in its set of triples appears exactly once. On the other hand, if (V, B) is a T S(v, λ), it is
. 6n). Moreover, if S 1 is such that there is a pair (x
i , y i ) ∈ (a i , b i ), (c i , d i ) : i = 1, . . . , n, b i − a i = d i − c i = i and x i + y i = 4n + 1, then the resulting T S(6n + 1, 2) is indecomposable. Construction 2. ([75], [76]) Let S 2 = (a i , b i ), (c i , d i ) : i = 1, . . . , n, b i − a i = d i − c i = i
Partial triple systems
The following definitions about partial triple systems are from [25] . A partial triple system P T S(v, λ) consists of a set V of v elements and a set B of 3-subsets of V such that every unordered pair of elements of V appears in at most λ triples in B. A leave of a P T S(v, λ) (V, B) is a multigraph on the vertex set V such that an edge {x, y} appears λ − i times, where i is the number of triples in B which contain the pair {x, y}.
An incomplete triple system IT S(v, w; λ) of order v, index λ, with hole of size w is a P T S(v, λ) (V, B) such that there exists W ⊆ V , |W | = w, and for every
x, y ∈ W , no triple in B contains the pair {x, y}, but for every x ∈ V \W and y ∈ V , there are exactly λ triples in B containing the pair {x, y}.
If there exists a triple system T S(w, λ) (W, D), then it is called a subsystem of a triple system (V, B ∪ D).
A
maximal partial triple system M P T (v, λ) is a P T S(v, λ) (V, B) such that there is no P T S(v, λ) (V, B ) and B ⊂ B . If the leave of a P T S(v, λ) contains no triangles, then the P T S(v, λ) is maximal.
B a k e r [6] gives a construction of a cyclic partial triple system P T S(6n+3, 1) generated from a k-extended Skolem sequence S = (a i , b i ) : i = 1, . . . , n of order n. Let V = Z 6n+3 , and consider the following sets of base triples:
Developing either B 1 or B 2 modulo 6n + 3, we generate a P T S(6n + 3, 1). Moreover, the resulting partial triple systems are disjoint, that is, they have no triples in common. Also, they are maximal partial triple systems, unless k = n + 1 and n ≡ 0, 3 (mod 4). 
If there exists an IT S(v, w; λ) (V, B) with a hole W , then let X = V \W , and consider a multigraph G on the vertex set X with the edge set w∈W E w , where . . . , 6n + t − 1 such that w ≡ t − 1 (mod 6/ gcd(6, λ)), when v = 6n + t, t ≥ 1, n ≡ 0, 1 (mod 4) and tλ is even. A graph is said to be quadratic if every vertex has degree zero or two. C o l b o u r n and R o s a [19] applied method of differences with Langford sequences to establish that every quadratic graph which satisfies necessary conditions is a 1-leave. 
S k e t c h a n d/o r h i g h l i g h t s o f t h e p r o o f. Let (a
i , b i ) : i = 1, . . . . . . , n be a Skolem sequence. Now, take O i = {j, a i + j + n, b i + j + n} : j = 0, . . . , v − 1 and define O k = O i when k ≡ i (mod n). Then, B = l i=1 O i where l = λn − (λ(w − (t − 1)))/6. Ä ÑÑ 3.15º ([25]) A (v, w; λ)-decomposition exists for all w = t − 1, . . . . . . , 6n + t − 1 such that w ≡ t − 1 (mod 6/ gcd(6, λ)), when v = 6n + t, t ≥ 3, n ≡ 2,
The neighborhood graph N (z) of a T S(v, λ) (V, B) is a graph on vertex set
V \ {z} and edge set {x, y} : {x, y, z} ∈ B . C o l b o u r n and R o s a [20] used the same approach with method of differences and Langford sequences to prove the following theorem.
Ì ÓÖ Ñ 3.20º Every 2-regular multigraph G on v ≡ 0, 1 (mod 3) vertices is a neighborhood graph of an element in a T S(v, 2), except when
G = C 2 ∪ C 3 or G = C 3 ∪ C 3 .
λ-coverings and balanced ternary designs
The fact that a Skolem sequence of order n generates a partition of the set {1, 2, . . . , 3n} into difference triples is very useful for constructions of a 1-covering of pairs by triples, when repeated elements are allowed in the triples (cf. [13] , [5] ). A similar property of many Skolem-type sequences, especially 1-near Skolem sequences, is also very useful. B i l l i n g t o n defines near Skolem sequences in terms of "pairings" (cf. [63] , [13] ), but uses 1-near Skolem sequences in her constructions, which are equivalent to Langford sequences of defect 2.
A t-(v, k, λ) covering ( [23] ) is a pair (V, B) , where V is a set of v elements and B is a set of k-subsets of V , called blocks, such that every t-subset of elements in V occurs in at least λ blocks in B, when v ≥ k ≥ t. Repeated elements are allowed in blocks of B as well as in t-subsets of V . The covering number C λ (v, k, t) is the least number of blocks in a t-(v, k, λ) covering.
.
S k e t c h a n d/o r h i g h l i g h t s o f t h e p r o o f. The inequality
follows from observation that there must exist a block in B of the form {a, a, b} for all a ∈ V . Then calculate the minimum number of 3-subsets of V .
The opposite inequality is proved by providing a construction of a 2-(v, 3, 1) covering with exactly B i l l i n g t o n [13] , [14] completely determined all CBT D(ρ 2 , 3, 2; V ) i.e. cyclic BT D(V, B; ρ 1 , ρ 2 , R; 3, 2). The main idea for the construction of a CBT D(ρ 2 , K, Λ; V ) resembles the method of the construction of a cyclic Steiner triple systems. These constructions apply a variety of Skolem-type sequences, as well as sequences which satisfy all properties of 2-fold Skolem sequences with two hooks and in addition, one position is shared by two elements in a sequence.
As an illustration, we present a construction of a CBT D(1, 3, 2; 6n) (cf. [13] ). An n-near 2-fold Skolem sequence, S(n), with two null elements at the positions n + 1 and 3n + 1 exists if and only if n is even. The S(2) = (1, 2), (4, 5) , (6, 8) .
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To generate a CBT D(1, 3, 2; 12) from S(2), take base blocks {0, 0, 4}, {0, 1, 3}, {0, 1, 6}, {0, 2, 5} and develop them modulo 12.
Otherwise, for n ≥ 4, n even, 2) , (3n/2 + 2, 5n/2 + 1), (5n/2 + 2, 7n/2 + 1) . Then, sequence S(n) gives difference triples, which give the following base blocks {0, 0, 2n}, {0, 1, n + 1}, 3, 2; 6n) . Notice that the construction of CBT D(1, 3, 2; 6n) depends on the construction of S(n).
Graph decompositions
Here we shall look into the relationship between Skolem-type sequences, starters, and factorizations of complete graphs. Also, we present the concept of cyclic m-cycle systems, and how Skolem-type sequences relate to them.
An r-factor ( [23] ) of a multigraph G is an r-regular spanning submultigraph of G, i.e. a submultigraph whose vertex set coincides with vertex set of G and whose vertices all have degree r. An r-factorization of a multigraph G is a set {F 1 , F 2 , . . . , F k }, where F i 's are edge-disjoint r-factors of G and the edge set of G is partitioned by the edge sets of F i 's.
Given an additive group G of odd order |G| = 2n + 1, a starter ( [23] ) is a set of unordered pairs
On the other hand, given an additive group G of even order |G| = 2n, an even starter ( [72] ) is a set of unordered
A Skolem and an extended Skolem sequence of order n can be seen as a starter in Z 2n+1 and an even starter in Z 2n+2 , respectively. For example, (4, 5, 1, 1, 4, 3, 5, 2, 3, 2) is a Skolem sequence of order 5, or equivalently {3, 4}, {8, 10}, {6, 9}, {1, 5}, {2, 7} is a starter in Z 11 . Also, (2, 0, 2, 1, 1) is a 2-extended Skolem sequence of order 2, or equivalently {4, 5}, {1, 3} is an even starter in Z 6 .
However, not all starters are Skolem sequences. For example, the patterned starter {g, −g} : g ∈ G \ {0} is not a Skolem sequence.
There is a 1-factorization of a complete graph on 2n vertices, K 2n , known since the mid 19th century called GK(K 2n ), generated from starters (when asked what the GK stood for, R o s a replied "God Knows" -EM ). Given a starter S in Z 2n+1 , let F = S ∪ {∞, 0}. Denote by . [10] ). Similarly, given an even starter ES in Z 2n , where m is the omitted element in the definition of an even starter above, let
The relationship between starters, Skolem sequences and 1-factorizations of K 2n was studied in [71] , [72] , [73] . Particular interest was given to perfect 1-factorizations. A 1-factorization {F 1 , . . . , F k } of a graph G is perfect ( [23] ) if the union of the edge sets of F i and F j is a Hamiltonian cycle for ever i, j ∈ {1, . . . , k}, i = j. Also, it was of interest to count the number of orthogonal perfect 1-factorizations, because of their connection to perfect room squares. The 1-factorizations F 1 and F 2 of a multigraph are orthogonal ( [23] ) if every 1-factor in F 1 has at most one edge in common with each 1-factor in F 2 . P i k e and S h a l a b y [72] calculated that there is a greater probability to generate a perfect 1-factorization from Skolem sequences constructed by the hill-climbing algorithm, than from starters not induced by Skolem sequences. In [73] , they improved known results on the number of non-isomorphic perfect 1-factorizations of K 2n for 9 ≤ n ≤ 20, n = 19, by considering starters generated from Skolem sequences. Also, they improved the known values of the largest number of mutually orthogonal perfect 1-factorizations of K n for n ∈ {18, 22, 26, 28, 32, 34, 36}.
C o l b o u r n and R o s a [21] were interested in constructing a 2-factorization of K 2n with a given number of repeated edges, where a repeated edge is a cycle of length 2. In some constructions of the desired 2-factorizations, they applied Skolem and Langford sequences.
Finally, Skolem-type sequences are applied in the decomposition of graphs into cycles. Given a graph G on vertex set V , let C be a collection of cycles of length m which partition the set of edges of G. Then (V, C ) is called an m-cycle system of G (cf. [31] ). The m-cycle system (V, C ) is resolvable if C can be partitioned into 2-factors of G.
A bijective mapping ϕ of vertex set V onto itself is an automorphism of (V, C ) if the image of every cycle C ∈ C under ϕ is again in C . Similar to triple systems, a (V, C ) is 1-rotational if it admits an automorphism which is a (|V | − 1)-cycle. We illustrate how Skolem-type sequences are used in the proof of the following theorem. We denote the fixed vertex by ∞, and assume that V = {∞} ∪ Z |V |−1 .
We shall construct C so that ϕ = (∞) (0 1 Notice that a ST S(v) is actually a 3-cycle system on K v . B r y a n t , G a v l a s and L i n g [15] extended the idea of building cyclic ST S(v) from difference triples to construct cyclic m-cycle systems of K 2mt+1 , when m ≥ 3 and t ≥ 1, and of K 2mt+2 − F when mt ≡ 0, 3 (mod 4), m ≥ 3, t ≥ 1, and F is a 1-factor of K 2mt+2 . They defined Skolem-type difference m-tuples, and [hooked] Skolemtype m-cycle difference sets which correspond to base blocks of a cyclic m-cycle system of a graph. They used the fact that a Skolem sequence of order n partitions the set {1, . . . , 2n} and the edges corresponding to the ordered pairs of the Skolem sequence have lengths 1 to n, to construct the desired sets of difference m-tuples.
Graph labeling
The relationship between Skolem sequences and graph labelings was studied by several authors. It is interesting that Skolem sequences were applied in many different ways to graph labeling. We present two, the graceful labeling of trees and cycles, and the Skolem labeling.
Graceful labeling of graphs
Let G = (V, E) be a graph on a vertex set V with an edge set E. {1, 2, . . . , 2n}, we get n copies of a path of length one, denoted by nP 2 . Obviously, the graph nP 2 is Skolem graceful if and only if n ≡ 0, 1 (mod 4). Also, nP 2 can be considered as a 1-factor of a graph on the same vertex set, which is the starting step of the constructions of graceful trees in [61] and [62] .
A b r h a m [4] showed the correspondence between graceful simple 2-regular graphs containing at most one cycle of odd length and a particular kind of Skolem sequences. Let S = (s 0 , s 1 , . . . , s 2n+1 ) be a Skolem sequence of order n + 1, such that if s j = s j+i = i, then either j + i ≤ n or j > n for i = n + 1, and if n is odd, also for i = A variation of graceful labeling is ordered graceful labeling. A graceful labeling of a tree T is ordered graceful if when the edges of the tree T are directed from the vertex with greater label to the vertex with smaller label, every vertex has either indegree or outdegree equal to 0. N o w a k o w s k i and W h i t e h e a d [67] applied Skolem sequences of order n to construct 2 n distinct ordered graceful labelings of a 2-star of order 6n + 1 with central vertex labeled 1. They modified this idea to cover all remaining cases, and proved that there are 2 n distinct ordered graceful labelings of a 2-star of order 6n + 1 or 6n + 3 with central vertex labeled 1. Here we present the idea of the construction which uses Skolem sequences.
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Let G be a 2-star of order 6n+1, and S = (a i , b i ) : i = 1, . . . , n be a Skolem sequence of order n (hence, n ≡ 0, 1 (mod 4)). Then, we can label any three 2-paths from the center by (1, 6n + 2 − i, a i + n + 1), (1, 5n + 2 − a i , 5n + 2 − b i ) and (1, b i + n + 1, i + 1), or by (1, 6n + 2 − i, 5n + 2 − b i ), (1, 5n + 2 − a i , i + 1) and (1, b i + n + 1, a i + n + 1) for an i ∈ {1, . . . , n}. It follows that there are 2 n distinct ordered graceful labelings of G.
Skolem labeled graphs
The problem of developing an efficient schedule for testing a communication network reliability such that every node, link and distance are tested led to the definition of Skolem labeled graphs, given by M e n d e l s o h n and S h al a b y [56] . In the following, let G = (V, E) be an undirected graph and d G (u, v) be equal to the smallest length of a path connecting vertices u and v. A two-dimensional Skolem array of order n is a generalization of Skolemtype sequences, which yields a Skolem labeling of a ladder graph K 2 P n , the Cartesian product of K 2 and a path of length n − 1, P n (cf. [7] ). We present several definitions related to Skolem arrays. Ì ÓÖ Ñ 6.5º ( [7] ) There exist a Skolem labeled ladder graph K 2 P n if and only if n ≡ 0, 1 (mod 4).
Further study of Skolem labeled graphs, in particular of trees and grids, P m P n , is pursued in [33] .
The configuration of communication networks with one central hub which directs information to its destination has the structure of a generalized k-windmill. A k-windmill ( [8] ) is a tree consisting of k paths of equal length, called vanes, rooted at the pivot, central vertex whose degree is at least three. A generalized k-windmill is a k-windmill whose vanes might have different lengths. M e n d e l s o h n and S h a l a b y [57] completely classified k-windmills with respect to Skolem labeling. They proved that if a tree T = (V, E) has an even number of vertices, then the sum All types of generalized Skolem sequences are used, as well as all methods applied in proofs of the existence of these sequences. The main idea is to label most of the vertices of two vanes using one Skolem-type sequence, and label the remaining vertices using another Skolem-type sequence. Also, B a k e r and M a n z e r defined and used a special kind of Langford sequence, called the symmetric Langford sequence SL 
Enumeration
Since pure and hooked Skolem sequences directly generate a solution to Heffter's first difference problem, a lower bound on the number of distinct pure and hooked Skolem sequences implies a lower bound on the number of solutions to Heffter's first difference problem. Similarly, a lower bound on the number of distinct Rosa sequences provides a lower bound on the number of solutions to Heffter's second difference problem. On the other hand, the enumeration of Langford sequences of defect 2 and length n is used as a benchmark for testing new parallel processing algorithms (cf. [35] , [39] ).
A b r h a m [2] gave a construction using additive permutations, called Skolem permutations, to determine a lower bound on the number of Skolem sequences. An ordered set X = (x 1 , x 2 , . . . , x n ), x 1 < x 2 < · · · < x n , is called a base set of an additive permutation if there exists a permutation Y = (y 1 , y 2 , . . . , y n ) of the elements in X such that X + Y = (x 1 + y 1 , x 2 + y 2 , . . . , x n + y n ) is again a permutation of X.
A relation between Skolem permutations and extended Skolem sequences was established in [1] . If S = (s 1 , s 2 B a k e r , K e r g i n , and B o n a t o calculated a lower bound on number of distinct Skolem arrays of order n, which directly follows from the recursive construction of vertically split Skolem arrays (cf. [7] ). The exact numbers of distinct Skolem, hooked Skolem and extended Skolem sequences of small orders are given in [23] . Also, there are given the exact numbers of distinct Langford, hooked Langford and extended Langford sequences of defect 2 and small lengths. The web-site [60] provides some information about computation of the number of distinct Langford sequences of defect 2.
Open problems and conjectures
R e i d and S h a l a b y examine in [77] some more variations of Skolem-type sequences and propose three conjectures. They conjecture that the necessary conditions for the existence of k-extended m-near Skolem sequence, (m 1 , m 2 )-near Skolem sequences and (p, q)-extended m-near Skolem sequences are sufficient.
As we have mentioned, it is conjectured that necessary conditions for the existence of generalized Skolem-type sequences are also sufficient (cf. [47] , [92] ). Computer search for these sequences of small order supports this conjecture.
M e n d e l s o h n and R o s a [58] conjectured that there exists a constant c(n) such that every partial Heffter system P HS(n) can be completed to a Heffter system HS(N ) for all N ≥ c(n).
In [72] , P i k e and S h a l a b y stated two open problems relating Skolem sequences and perfect 1-factorizations of complete graphs. They asked if there is a direct or recursive construction of Skolem sequences which would give perfect 1-factorizations of complete graphs. Also, they note that it is not known if there exists a Rosa sequence of any order which would yield a perfect 1-factorization of the corresponding complete graph.
M e n d e l s o h n and S h a l a b y conjectured in [56] that the only biconnected Skolem labeled graphs are cycles of length n, when n ≡ 0, 2 (mod 8).
B a k e r and M a n z e r [8] conjectured that a generalized k-windmill satisfying the Skolem parity condition 6.6 and nondegeneracy condition 6.10 admits a (strong) Skolem labeling. They also conjectured that a generalized 3-windmill can be strongly Skolem labeled if it satisfies the Skolem parity condition 6.6.
