6. Calculation of Microdosimetric Spectra and Their Averages 6.1 Introduction Experiments and calculations of microd08imetric spectra play complementary roles. The degree of agreement between experiment and theory serves as a test of the validity of both. Each can extend the other-theory by calculation of spectra for wide ranges of parameters impossible or difficult to measure, experiment by measurement of spectra where input data for calculation is not available.
With currently available methods, microdosimetric distributions of ionization can be measured only for simulated volumes of unit density material having linear dimensions larger than about 0.3 ~m. In addition, the standard deviation of the distribution of ion yield can be determined experimentally for volume sizes down to 10 nm. These experimental techniques can be applied without major correction to gamma-rays of 50 keV to 5 MeV, thermal neutrons, and fast neutrons below 10 Me V. However, outside of this energy range, and for other types of radiations, corrections may be necessary, in particular, for insufficient tissue equivalence. If the primary cross sections are known for these energies, calculations are probably more accurate than measurements. Once adequate mathematical formulations and algorithms have been developed, it is less time consuming to calculate lineal energy spectra for a large variety of physical conditions, for example, different energies for the incident radiation, different cavity sizes and different composition for the wall and the gas, than to measure them. However, it must always be kept in mind that calculations may involve simplifying assumptions, which may not yield adequately accurate results.
In addition to the description of the methods for calculating lineal energy spectra, this chapter will also deal with the methods of calculating f(z) as a function of absorbed dose. Finally, the convolution of f(z) for inhomogeneously distributed radiation sources will be considered. Monte-Carlo computer programs which permit detailed simulation of structured charged-particle tracks are dealt with in Section 4.3.
Methods of Calculation
The calculation of microdosimetric spectra and their averages have been carried out by two different methods, the so-called analytical method and the Monte-Carlo method. Both methods were applied mainly to fast neutrons; however, some calculations were also performed for electrons, ions and pi mesons.
In general, the Monte-Carlo method has the advantage that it is easier to include physical effects such as energy loss straggling, delta-ray production and forked 38 tracks. Also, it is not necessary to assume radiation equilibrium, which is required by the analytical method. However, the Monte-Carlo method has the disadvantage that the calculations are more time consuming and a balance must be chosen between precision and expense. The two methods give different insights into the physics of the radiation interactions, and a judicious use of both improves the understanding of the basic physical processes involved.
The methods use the same input data. For example, in the case of neutrons the basic nuclear cross sections are used to calculate the initial energy of the charged particles produced. Then the atomic interaction cross sections or the stopping powers specifying the energy loss of the charged particles produced are used to calculate energy-deposition events.
Analytical Calculations
The analytical method has been applied almost exclusively to neutrons and so it will be explained with regard to these particles (see Appendix E). The development of the analytical method was carried out by two groups, Caswell and Coyne (Caswell, 1966; Caswell and Coyne, 1972 , 1976 , and 1978 and Dennis and Edwards (Edwards, 1975; Edwards and Dennis, 1975) . Calculations of single event spectra for monoenergetic neutrons of energy between 0.1 and 15 MeV were performed. The objective of the method is to calculate the function fI(€), the single event density of energy imparted in a volume usually chosen to be a sphere of a specified size. One of the basic assumptions of the method is that chargedparticle equilibrium has been established in the medium; charged-particle equilibrium means that secondary charged particles, having any particular energy and direction, are produced with equal probability throughout the volume from which they can reach the volume of interest. This assumption is usually sufficiently valid for neutrons when the point of interest is not too near an interface and when the primary neutron fluence is constant over dimensions at least equal to the range of the charged secondaries.
For neutrons, basic nuclear data are used to calculate the spectra of initial energy of the different primary charged particles produced by the initial neutrons both in the volume of interest and in the material surrounding it. These spectra of initial energy of charged particles are referred to as "initial spectra" in this re-portS and are designated hy n(E). In the case of neutrons, one deals with the initial spectra of H ions, He ions and heavier recoils. These spectra can vary from relatively simple cases such as 1 MeV neutrons ( Fig. 6 .1) to much more complex cases as exemplified by 14 MeV neutrons ( Fig. 6 .2).
Differential fluence spectra are also needed and will be called "slowing-down spectra" in this report 9 • In the case of neutrons, the slowing-down spectra are those of the actual energies of secondary charged particles at any point in the irradiated material. In order to calculate these slowing down spectra, the continuous-slowingdown approximation (csda) is commonly used. This approximation assumes that the kinetic energy changes in a nonstochastic manner along the path, so that there is a unique relationship between the distance travelled and the remaining energy. The rate of energy loss along the track is taken as the mean energy loss per unit track length, i.e., the linear collision stopping power. With this approximation, and with the assumption of charged particle equilibrium, the slowing-down spectrum </I(E) of a particular type of charged particle can be obtained from the corresponding initial spectrum by the equation 9 The slowing-down spectra have also been called "differentialfluence spectra" (Edwards and Dennis, 1975).
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J:Emax
where Emax is the maximum energy of charged particles of a given type, SeE) their linear collision stopping power at the energy, E, and neE') their initial spectrum produced in the medium (number of particles set in motion per unit of energy and volume). Typical examples of slowing down spectra are shown for 1 Me V neutrons ( Fig. 6 .3) and for 14 MeV neutrons ( Fig. 6.4 ).
For the calculation of energy imparted, it is useful to distinguish four classes of tracks ( Fig. 6 .5) for each type of particle: (1 ) Particles originating in the volume may lose their entire energy in the volume ("insiders"), (2) particles originating in the volume may leave the volume before losing all their energy ("starters"), (3) particles originating outside the volume may enter the volume and stop within the volume ("stoppers") or (4) particles originating outside the volume may cross the volume, depositing only part of their energy in the volume ("crossers"). Details of the methods and formulae of such calculations are given in Appendix E.
Monte Carlo Calculations
In a Monte Carlo calculation, a primary particle and all of its secondaries are followed in their passage ... through matter by considering all interactions until all of the original particle's energy is dissipated or further interactions can be neglected. It is a characteristic of the Monte Carlo method that the selection of each individual interaction process is obtained from a series of Monte' Carlo calculations were performed by Booz and coworkers on f(y) of fast neutrons between 50 ke V and 6 MeV (Oldenburg and Booz, 1970, 1972; Booz and Coppola, 1974a,1974b) and by Berger on ~ and fo of homogeneously distributed electron sources of 1 to 30 keY (Berger, 1974) . The process of calculation for fast neutrons is suitable for showing the characteristics of the Monte Carlo method. It can be subdivided into four different steps: (a) selection of a primary particle, (b) selection of an interaction, (c) calculation of the angles and energies of the primary particle and its secondaries after the interaction, (d) evaluation of energy imparted to the volume of interest.
\,L~
(a) First, random numbers are chosen which determine consecutively the point of origin, the type, direction and energy of the primary particle. Certain constraints are imposed upon the range of selected variables to avoid wasted trajectories. Compensation is made by assigning appropriate weighting factors. (b) The next steps are the selections of the point of interaction, the type of atom, and the type of interaction. The point of interaction is, in general, forced to lie within a predetermined region of interest. This is compensated by assigning the resulting particles a corresponding weighting factor smaller than one. The atom and the type of interaction are chosen with regard to their attenuation coefficient. (c) After the selection of the type of interaction, one of the interaction parameters of the primary or the secondary particles is selected according to the double differential cross section. Then the other interaction parameters are determined analytically. If more than one secondary particle is created, or if the double differential cross sections are not known, isotropic angular distribution in the center of mass is, in general, assumed. (d) The final step is the follow-up of the resulting charged particles and the evaluation of their eventual energy deposition in the volume of interest. This can either be done analytically, by considering the range-energy relationship and the radial dose distribution of the charged particle, or with Monte Carlo methods, by considering the individual interactions as described before. The next interaction of the primary particle is constrained within the region of interest (step b) and a new weighting factor is determined, etc., until this weighting factor falls below a threshold value.
Some details of such Monte Carlo methods for calculating microdosimetric distributions and quantities are given in Appendix E.
In order to obtain statistically significant results, it 6.3 Results • • • 41 may be necessary to simulate ten thousand to a hundred thousand particle histories, requiring the selection of about a million random numbers. Therefore, the random number generator is a critical part of the Monte Carlo method (see Appendix E).
Results
Considering the different calculations that have been performed, one can distinguish three groups.
The first group contains publications dealing with simulations of experimental arrangements, such as the geometry and atomic composition of Rossi counters. Such simulations should reproduce the energy spectra of the primary particles and other experimental details of the radiation source as precisely as possible. An example of such a comparison of experimental and calculated lineal energy spectra is shown in Figure 6 .6. In this instance, the difference between measured and calculated spectra is in large part due to the neglect of energy straggling in the calculations. For neutron energies up to 6 Me V, good agreement was achieved between experiment and calculation, when recoil proton straggling was included in the calculation (Booz and Coppola, 1974b) .
The the objective of determining the errors of experimental distributions, as well as the validity of the principles and approximations used in calculations of lineal energy. In the Monte Carlo method, such types of studies can be performed by altering the random numbers only for the process under investigation, and to use the same sequence of random numbers for the other processes (Booz et al., 1972) . In the following, six examples are given in which calculations are employed to assess the role of experimental limitations.
(1) The measured distributions are distributions of electrical charges, not of deposited energy. The exact conversion of a number distribution of ion pair formation into a distribution of energy imparted is, in principle, impossible even if the W values of the different charged particles are known (Section 5.3.). However, an approximate conversion for monoenergetic fast neutrons has been performed (Booz et al., 1981) .
(2) The "tissue-equivalent" materials used in the construction of the experimental counters do not have precisely the same atomic composition as the JeRU standard tissue (Appendix C). The error thus incurred is illustrated in Figure 6 .7 which shows calculated y spectra for both materials.
(3) The measured spectrum is distorted due to "wall effects" which affect the generation of ion pairs of statistically associated particles due to the large density difference between the wall and the gas of counters (Section 5.2.2) . The Monte Carlo method is appropriate for investigating this problem and some information is available for fast neutrons below 6 MeV (Oldenburg and Booz. 1970) and for electrons of 5 keY (Berger, 1974) . The wall effect should be particularly serious for high energy particles. However, so far. no detailed calculation has been performed on this problem.
(4) The wall of the counter scatters and distorts the spectrum of the primaries, e.g., fast neutrons. Thus, the eventual energy spectrum at the counter cavity may be different from the energy spectrum of the incident primaries. For instance, for fast neutrons of energy less than one Me V and a counter of 6 mm wall thickness, YF and YD change significantly (Coppola and Booz, 1975) . (5) The energy and range straggling of charged particles may have an important effect on lineal energy distributions (Section 4.2) . The magnitude of this effect, with regard to YF and YD, is shown in Table 6 .1 for fast neutrons of 0.6 to 6 Me V and for sensitive volumes of 0.1 to 6.5-#Lm diameter (Booz and Coppola, 1974a) (6) For a "greater insight into the interpretation of lineal energy spectra, it is often useful to distinguish between insiders, starters, stoppers and crossers (Section 6.2.2). Calculated results are shown in Figure   ~ 6.8. Also, knowledge of the contribution of different types of charged particles to the total lineal energy spectrum is often useful. An example is shown in Figure  6 .9. The third group of calculations comprises collection and evaluation of data for particular conditions which cannot easily be investigated by experimental methods. Typical examples are the evaluation of energy-deposition spectra of fast neutrons for standard ICRU tissue and for low-energy electrons (Appendix F). In this group also, belong the calculations for very small sensitive volumes, i.e., volumes of 1 to 100 nm. This is a typical track-structure problem which is dealt with in Section 4.4.
6.4 Specific Energy as a Function of Absorbed Dose 6.4.1 Calculation of ((z,D) This section will deal with the probability of the occurrence of an energy deposition event and with distribution of specific energy resulting from the accumulation of multiple events, with increasing absorbed dose.
According to Definition 3 of Section 2, the mean number of energy deposition events, n is
where Z is the mean specific energy and ZF the mean specific energy per event. If it is assumed that the number of energy deposition events, n, is distributed Specific Energy as a Function of Absorbed Dose • • • 43 at random and that its distribution function, pen), is represented by a Poisson distribution, then pen) = n: . e-n. n.
(6.25)
In the simplest approach, f(z) can be calculated by summing up over all event numbers n and the corresponding distributions, f n (z), for precisely n energy deposition events: .
n n n! (6.26) The probability density of z for precisely n energy deposition events, fn(z), can be derived by an iterative convolution of h(z).
(6.27) Although this method for the calculation of f(z) is, in principle, usable for any value of absorbed dose, and has, in fact, been employed by Biavati and Biavati (1963) , its practical significance is limited to small values of absorbed dose, such that only a limited number of events, n, need to be considered (Kellerer, 1970a) .
For larger values of absorbed dose, e.g., D > ZIt it is more convenient to evaluate f(z) by successive convolutions of f(z) for small values of absorbed dose. If f (Z,Dl) is the distributionf(z) for the absorbed doseD 1 and f(z ,D2) is f(z) for the absorbed dose D2, then f(z,D 1 +D 2 ) = Joz f(S,DI)f (z -s,D2)ds (6.28) By a practical choice of one or more basic distributions f (z,D) for small values of absorbed dose, one can thus evaluate f(z) for a series of increasing values of absorbed dose by successive convolutions (Kellerer, 1968b) . For very small values of absorbed dose, such that D « ZF, the differential distribution of z can be approximated by a particularly simple expression (Hug and Kellerer, 1966) :
Another convenient method of calculating f(z) for any value of absorbed dose is based on Fourier transforms of f(z) (Kellerer, 1970a; Roesch, 1977) . Let Y<f(z» and Y<fI (z» be the Fourier transforms of f(z) and fI (z), respectively. Then,
The distribution f(z) is obtained from Y<f(z» by inverting the Fourier transform.
With all three methods presented in this section, care has to be taken that the precision of the basic distribu- tionh(z), and of the applied convolutions or transformations, are appropriate for the required precision of t(z). Therefore, it is recommended that the relative variance, the skewness, and the kurtosis, of the numerically derived t(z) be compared with the moments of h(z) (Kellerer, 1970a) .
Some distributions t(z,D), calculated for different radiation modalities, are given in Section 7.
Variance of Specific Energy
For the evaluation of the variance, 0' ;, of specific energy z, it is not necessary to know its differential distribution f(z,D). The variance, O' i, can be derived directly from ZF and ZD and n, the mean and the dosemean specific energy per event and the mean number of energy-deposition events (Eq. 2.17). This equation (2.17) may also be expressed by the equivalent formula:
1 Vrel = _ (V rel,l + 1) n (6.31) where Vrel = ~/D2 is the relative variance of f(z) and
Vrel,l the relative variance of h(z). Therefore, (6.32)
For some purposes, it is convenient to consider zt, the specific energy in affected volumes, i.e., volumes which have experienced at least one energy deposition event. This approach makes the variation in the magnitude of energy imparted more obvious (Booz, 1978) . Figure 6 .10 illustrates the mean zt, and standard variation, ~t of specific energy for a critical volume of 1 p.m simulated diameter irradiated by two typical radiations: zt = 1 _ ~DIZF (6.33) ~t = zf(ZD/D -(zolD + l)e-DIZF }1/2 (6.34)
Incorporated Radioactive Nuclei
Radioactive nuclei incorporated in biological material pose no special problem if they are distributed uniformly in a homogeneous material; however, uniformity is seldom encountered. Some examples of non-uniform distributions are discussed in Section 8.4.2. In the absence of uniformity, the probability density, t(z), depends not only on II (z ,r), the single event density of z for a site at a distance, r, from the source, but also on n the mean number of events and on w (r), the probability that at least one of the particles, emitted by a disintegration at distance r, passes through the volume. Since the number of energy deposition events in a site follows a Poisson distribution and we assume that all events follow the same distribution h(z,r), this problem is basically the same as determining f(z) as a function of dose and can also be solved with the aid of Fourier transforms. By analogy with Eq. 6.30, the transform of t(z,r) for a source of radiation at a known location, r, can be written as W(z,r» = exp!nw(r)( Wl(Z,r) -I)}. (6.35) Furthermore, if the position of the source (or sources) relative to the site can be described so that qd V is the mean number of sources in a volume element dV, then, W(z» = exp!Jq(W(z,r) -l»dV}, (6.36) where the integration is over all volumes from which the sources can irradiate the site and f (z,r) is the density due to one source in d V. For a complex distribution of sources, the calculation of f(z) thus may inv01ve a great deal of calculation. The problem may become still more complicated if the sources are moved and redistributed by biological processes during the period of observation. (For further details, see Roesch, 1977 Roesch, ,1978a The density h (z,r) is required as the input to this convolution process. It can be determined either by measurements similar to those of Kappos (1968) or by Monte Carlo methods (Wilson, 1977) . Often, estimates 6.5 Incorporated Radloacllve Nuclei • • • 45 of h (z,r) which are based on the track-length distribution and the continuous-slowing-down approximation, modified by straggling and an estimated delta-ray component, are adequate (Roesch, 1977) .
