ABSTRACT Gene regulatory network can help to analyze and understand the underlying regulatory mechanism and the interaction among genes, and it plays a central role in morphogenesis of complex diseases such as cancer. DNA sequencing technology has efficiently produced a large amount of data for constructing gene regulatory networks. However, measured gene expression data usually contain uncertain noise, and inference of gene regulatory network model under non-Gaussian noise is a challenging issue which needs to be addressed. In this study, a joint algorithm integrating genetic programming and particle filter is presented to infer the ordinary differential equations model of gene regulatory network. The strategy uses genetic programming to identify the terms of ordinary differential equations, and applies particle filtering to estimate the parameters corresponding to each term. We systematically discuss the convergence and complexity of the proposed algorithm, and verify the efficiency and effectiveness of the proposed method compared to the existing approaches. Furthermore, we show the utility of our inference algorithm using a real HeLa dataset. In summary, a novel algorithm is proposed to infer the gene regulatory networks under non-Gaussian noise and the results show that this method can achieve more accurate models compared to the existing inference algorithms based on biological datasets.
I. INTRODUCTION
The rapid development on high-throughput sequencing technology has produced and accumulated thousands of omics data over the past few decades [1] - [3] . Gene regulatory networks (GRNs) constructed with genomic data not only provide the biological foundation for exploring the interaction among genes, but also reveal the underlying mechanism of complex diseases such as cancer [4] , [5] . In 2010, Kreeger et al. applied computer algorithms to identify the critical pathways involved in tumor development and formation, which facilitated the treatment of tumor patients [6] . In 2017, Hill et al. obtained a dataset from an RNA-seq time series in zebrafish, and constructed a large gene regulatory network (GRN) model to explain the temporal expression patterns in heart morphogenesis. It provided an essential
The associate editor coordinating the review of this article and approving it for publication was Yang Li. resource for future studies on the genetic pathways implicated in congenital heart defects and the mechanisms of cardiac transcriptional regulation [7] .
Presently several computational approaches have been developed to infer the GRNs [8] - [12] . Julius et al. proposed a method to identify GRNs by using convex programming, which identified a sub-network of Escherichia coli [13] . Fujita et al. presented a concept of contagion and verified it by the bootstrap method in the study of edge inference for gene regulatory network of lung cancer [14] . Cheng et al. constructed a cyclic neural network that can better solve the problem of non-smooth convex optimization and be used to infer GRNs [15] . To cope with the high-dimension problem for GRN models, Wang et al. presented the principal component plane algorithm to construct a pruned polytope in order to use the least number of vertices to maintain the essential information from original polytope [16] . Akutekwe et al. proposed a method that inferred nonlinear GRNs through optimized ensemble of support vector regression and dynamic Bayesian networks, which addressed the problem of the modeling in efficiencies posed by the assumption of linearity in previous methods [17] . Ando et al. proposed a joint algorithm combining genetic programming (GP) and least mean square (LMS) algorithm, which can infer the GRN model and has been evaluated by E-cell simulation [18] . Wang et al. utilized the ordinary differential equation model to represent GRNs and proposed a joint algorithm combining genetic programming and Kalman filter (KF) [19] to identify this model based on the time-series data of gene expression measured from microarray chips. This joint algorithm provided a better solution under Gaussian noise [20] , [21] .
Some of GRN models are inferred under Gaussian noise [21] , [22] , but further studies have shown that transcription of highly expressed genes occurs in an unexpected, unpredictable manner [23] , [24] . The non-Gaussian noise should be more appropriate to model the burst-like events than the Gaussian noise [25] . Inference of ordinary differential equations (ODEs) models for GRN under non-Gaussian noise needs to be addressed urgently. Therefore, we propose a method integrating genetic programming and particle filter (PF) to infer the GRN model by means of the advantage that PF performs well under the non-Gaussian noise [26] .
There are more than 20,000 genes in gene expression dataset. Under the constraint of algorithm complexity, this type of methods cannot infer the GRNs including all the genes, but in a limited set of genes, the proposed algorithm can deduce more accurate models under non-Gaussian noise, and we further verified the effectiveness of proposed method based on the synthetic and microarray datasets.
II. ALGORITHM DESCRIPTIONS
In this paper, we emphatically discuss the GRN modeled by ODEs and propose a joint algorithm using GP and PF to identify this network.
A. ORDINARY DIFFERENTIAL EQUATION MODEL
The conventional mathematical models of GRN include Boolean network model [27] , Bayesian network model [28] and differential equation model [29] . In this study, we represent the GRNs model using ODE. Compared with the other models, the ODE model can exhibit complicated behavior over extended time intervals, and the effect of one gene on other genes can be expressed in a specific numerical value, which can be more accurate to reflect the changes at continuous time, and be conducive to the study of the complex regulation between different genes [30] .
Assuming that there are N genes of interest, and x i represents the state of the ith gene, the equation for the ith gene in the GRN model is
where ij (x 1 , x 2 , . . . , x N ) is the jth non-linear term, ω ij is the weight of each term, µ ij and v i are internal noise and external noise respectively [21] . Figure 1 shows the framework of identification for the GRN model. GP is applied to determine the nonlinear terms and PF is used to estimate the parameters corresponding to each term in iterations. The GRN model is repeatedly optimized by evaluating the fitness function until satisfying the terminal condition. The detailed steps for inference algorithm is shown in figure 3 .
B. GENETIC PROGRAMMING
Genetic programming is a branch of evolutionary algorithms, developed by John Koza in 1992 [31] . GP works with a set of individuals which form a generation. In each iteration, GP evaluates the individuals, selects individuals for reproduction, generates new individuals by crossover, VOLUME 7, 2019 FIGURE 2. Tree structure of genetic programming. mutation and direct reproduction, and finally creates a new generation [32] .
A population member in GP is a hierarchical structured tree consisting of functions and terminals. Every tree node has an operator function and every terminal node has an operand, the tree structure makes mathematical expressions easy to evolve and evaluate. As the structure shown in figure 2 , the individual is represented by operators and terminators. In the case of this example, the model is:
In our method, GP is used to derive the terms in right-hand side of ODE model. Although GP is effective in finding an appropriate structure, sometimes it is difficult to optimize the parameters corresponding to each term [18] . To address this issue, we utilize PF to identify the parameters in the ODE model for GRN.
C. PARTICLE FILTER
Particle filter is a kind of filtering technique based on Monte Carlo method, and is mainly utilized to solve the nonlinear and non-Gaussian problems [33] . We use PF to estimate the parameters of GRNs as follows: 1) Suppose that the ODE model of GRN is identified as:
where the time-series data of gene expression is represented by
w ij is the parameter that needs to be estimated in the model. The function f j (x j ) contains all terms which have an effect on the expression of ith gene. 2) Initialization: For time k = 1, select {w i 0 , x i 0 , ω i 0 } from the prior distribution. Assign particle weights ω i 0 = 1/N , i = 1, 2, . . . , N . 3) Calculate particle weights (i = 1, 2, 3, . . . , N ):
Here z k is the observed value. 
4) Normalization:w
According to the normalized weight, a new set of particles
. . , N . 6) Output the predicted parameter values:
The parameter w of ODE model is iteratively optimized through step 1 to 7.
D. THE JOINT ALGORITHM
The proposed algorithm is a nesting algorithm, where GP and PF generate the terms and the corresponding parameters respectively in the model. Figure 3 shows the flow block of the proposed algorithm for inferring the ODE model. Since GP may result in overly complex models, there is a need for a fitness function that ensures a tradeoff between complexity and model accuracy. Hence, the literature [34] suggests the incorporation of a penalty term into the fitness function:
where f i is the fitness value, r i is the correlation coefficient, L i is the size of the tree (number of nodes), a 1 and a 2 are the parameters of penalty function. The detailed process of the proposed joint algorithm is as following:
1) Input time-series data of gene expression, and set the initial parameters.
2) Generate initial population based on the symbol set. Each individual is represented by the polynomial at the right side of the ODE model, and PF is used to estimate the parameter of each individual term. A complete ODE model is obtained in this generation population.
3) Calculate the value of fitness function for each individual. According to the fitness value, the optimal individual is selected in this generation population. 4) Operate this population by reproduction, crossover and mutation to obtain the next generation population.
5) Go to step 2 if the number of iterations is less than a set number; otherwise, stop.
III. PERFORMANCE ANALYSES
In this part, the proposed algorithm is used to infer the GRNs from synthetic data. We compare the resulting models inferred by the proposed algorithm with other algorithms including GP and RLS [35] , GP and KF [20] , GP and robust Kalman filter (RKF) [21] .
The parameters of the GP in the simulation experiment are listed in Table 1 . If an optimization criterion is introduced to choose these parameters, the complexity of the algorithm will increase substantially, so we set an empirical value for these parameters, and the proposed algorithm also can get good results when the parameters are fixed. The simulation experiments are performed by MATLAB2012 in a PC with a 3.1GHz CPU (Core i5), 4GB memory.
A. SYNTHETIC DATASET
We use the data from a metabolic network that consists of three substances (defined as x 1 , x 2 and x 3 ) to verify the effectiveness of the proposed method. This simulated target network is a part of the biological phospholipid pathway. The data including three sets of time series with 53 points were generated by E-cell [36] .
Assuming that the E-cell network contains internal noise and external noise, the equations are:
where µ ij represents the intrinsic stochastic effects of transcription and translation in biochemical processes, v i represents other outside influences, such as the quantity of the protein, the mRNA degradation machinery, the amount of RNA polymerase, the cell environment, and other genes which are not considered [37] .
B. MODEL INFERENCE UNDER NON-GAUSSIAN NOISE
In this section, four joint algorithms (including GP and Recursive Least Squares estimation(RLS), GP and KF, GP and RKF, GP and PF) are used respectively to infer the GRNs under non-Gaussian noise including Laplace noise and mixed Gaussian noise. The simulation results under other types of non-Gaussian noise are given in supplement materials.
1) LAPLACE NOISE
We infer the GRN model under Laplace noise by four joint algorithms based on the E-CELL synthetic data. Supposing the covariance matrix of internal noise is Q = 0.01 × I , the external noise is Laplace noise with µ = 0, σ 2 = 1, where I is the identity matrix.
The GRN model inferred by GP and PF under Laplace noise is:ẋ 1 = −10.3443x 1 x 3 x 2 = 9.6595x 1 x 3 − 17.2922x 2
The identified parameters of GRN model using four joint algorithms under Laplace noise are summarized in Table 2 . The table shows that the proposed method can infer more accurate model parameters.
The Runge-Kutta method is a family of implicit and explicit iterative methods, used in temporal discretization for the approximate solutions of ODEs [38] . We apply the joint algorithms to infer GRN model, and then use a fourth-order Runge-Kutta method to solve the models inferred by the four joint algorithms, finally obtaining the time-series curves shown in figure 4 .
The red solid line in the figure represents raw time series generated by E-cell, the blue dotted line represents the timeseries data from the model inferred by GP and PF, the black line represents the time-series data from the model inferred by GP and RKF, the green line represents the time-series data from the model inferred by GP and KF, and the pink line represents the time-series data from the model inferred by GP and RLS. The time series generated from the model inferred by GP and PF are closer to the raw values, and this algorithm obtains a more accurate GRN model.
2) MIXED GAUSSIAN NOISE
We infer the GRN model under mixed Gaussian noise by four joint algorithms based on E-CELL synthetic data. Supposing the covariance matrix of internal noise is Q = 0.01 × I , the external noise is mixed Gaussian noise, where the weight coefficients of two Gaussian noises w 1 = w 2 = 0.5, mean µ 1 = 0, µ 2 = 1, variances σ 2 1 = 1, σ 2 2 = 1, I is the identity matrix.
The GRN model inferred by GP and PF under mixed Gaussian noise is: The predicted results of GRN model using four joint algorithms under mixed Gaussian noise are summarized in Table 3 . The models inferred by the four joint algorithms are solved by a fourth-order Runge-Kutta method, and the obtained time-series curves are shown in figure 5 .
In figure 5 , the red solid line represents raw time series generated by E-cell, the blue dotted line represents the timeseries data from the model inferred by GP and PF, the black dashed line represents the time-series data from the model inferred by GP and RKF, the green line represents the timeseries data from the model inferred by GP and KF, and the pink line represents the time-series data from the model inferred by GP and RLS. The time series generated from the model inferred by GP and PF are closest to the raw value, and this algorithm still can achieve a more accurate GRN model.
C. CONVERGENCE
The convergence is an important performance to assess algorithm. The proposed algorithm is a nesting algorithm, where GP determines the terms and PF estimates the corresponding parameters. We will present the convergence curves of parameters inferred by four joint algorithms under Laplace noise. The four joint algorithms are used to identify the coefficients of the second equation in the E-cell model (equations 7) under non-Gaussian noise respectively. k 21 and k 22 are the true values of the parameters,k 21 andk 22 are the estimation values, and M is the iteration number. Figure 6 shows the identified parameter valuesk 21 andk 22 by four joint algorithms in each iteration. The true parameters k 21 and k 22 are 9.72 and −17.5, which are indicated by the black dots. The abscissa is the iteration number and the ordinate is the parameter value of GRN model. The figure shows that GP and PF obtain more accurate prediction parameters in the model, moreover, the estimated parameters tend to be stable when the number of iterations is about 13, and the proposed algorithm has faster convergence than the other three methods.
The RMSE is used to estimate the error for the identified coefficients and is defined as:
(10) Figure 7 shows the convergence curves of the coefficient estimation error. The abscissa is the number of iterations and the ordinate is the RMSE value. The results show the RMSE of each algorithm decreases gradually with the increase of the iteration number and the GP and PF converge faster. When the iteration number is about 13 the RMSE of GP and PF tends to be stable which shows the proposed method has the smallest RMSE.
D. COMPLEXITY
The complexity of an algorithm is usually evaluated with the running time and memory space. This part mainly discusses the time complexity of the proposed method.
Generally, the basic operations associated with time complexity are addition, subtraction, multiplication, division, sorting and so on. The time complexity T of an algorithm can be measured in terms of the number of real floating point operations [39] :
where c a , c s , c m , c d , c c and c e are the number of real floating point operations for addition, subtraction, multiplication, division, comparison and exchange operations respectively, the parameters A, S, M , D, C and E represent the numbers of above six operations, respectively. The complexity of genetic programming depends on the generations, the population size, the tree-depth and the fitness value. We assume that the number of generations is H , population size is P, maximum tree-depth of individual is K , and the worst case complexity of applying the fitness function to one individual is X , in this case, the complexity of genetic programming is O(X × P × H × K ).
For particle filter, from equation (2) to (5) in Section II, the computational complexity for the uniform distribution of random numbers, the Gaussian likelihood function and particle resampling are represented by c 1 , c 2 and c 3 respectively at time t. Suppose m is the number of weight coefficients, so the algorithm required that the computational complexity for generating uniformly distributed N particles is T 1 = mc 1 N , the computational complexity for calculating particle weights is T 2 = (c 2 + 1)N , the computational complexity for normalizing importance weights is T 3 = N , the computational complexity for resample particle is T 4 = mc 3 N . Based on the above analyses, the computational complexity of PF algorithm is:
Ignoring the calculation of addition in the above operation processes, it can be deduced from formula(12) that the computational complexity of the particle filter algorithm is O(N ) at time n [40] .
Particle filter algorithm needs to repeatedly execute L times to identify the parameters in the model after GP deduces the GRN model structure on each population. 
So the time complexity of the proposed joint algorithm is O(X
The complexity of the four joint algorithms and the running time in the E-cell simulation experiment are shown in Table 4 .
The same parameters (X , P, H , K , and L) related to complexity in four joint algorithms are not listed here, and the remained parameters are listed in Table 5 . We can approximately estimate the number of real floating point operations according to Tables 4 and 5 . Here b is the number of the estimation values, i is the number of iterations, c is the size of individual, h is the population size. In spite that counting number of real floating point operations cannot provide computational complexity exactly, but it can reflect the order of the complexity of the four joint algorithms [11] . Table 4 shows that the complexity of GP and RKF is far larger than the complexity of GP and PF. In the E-cell simulation experiments, the actual running time of GP and RKF is 10034.2 seconds, and the actual running time of GP and PF is 43.5 seconds. The comprehensive complexity analyses of the four joint algorithms are given in the supplement materials.
IV. THE APPLICATION OF GENE REGULATORY NETWORK IN BIOMEDICINE A. EXPERIMENTAL RESULTS AND ANALYSIS OF YEAST DATA
In this part, we use the time-series gene-expression data in yeast [41] to test the performance of our algorithm, this Five genes of interest (HAP1, CYB2, CYC7, CYT1, and COX5A) are selected in this experiment because the relationships among them have been revealed by biological experiments [42] . Define the five genes as x 1 , x 2 , . . . , x 5 respectively, and the ODE model inferred by GP and PF is: 
From the obtained model, the relationships among the five genes can be deduced in figure 8 . Wherein the arrow lines represent activation, the other lines represent repression, and 
FIGURE 10.
Pathway map for cell cycle. This picture shows the biological interactions between these genes. The four genes indicated by red color could be connected in a same pathway. GADD45 directly activates the expression of gene PCNA. Mdm2 represses the expression of p53 (a very important tumor suppressor gene), and p53 activates the expression of GADD45, so we speculate that Mdm2 can repress the expression of gene GADD45, it is consistent with the interaction between the two genes in Fig9. in the regulatory network, self-loop means self-regulation [43] , [44] , negative self-regulation accelerates the response time of the loop [45] , while positive self-regulation reduces the response time of the loop [46] . It can be seen from the figure that HAP1 represses the expression of gene CYC7 and CYB2, and CYB2 actives the expression of gene CYC7, which are consistent with the results validated by the biological experiments [23] , [42] .
B. EXPERIMENTAL RESULTS AND ANALYSIS OF THE HELA CELL-CYCLE GENE EXPRESSION DATA
HeLa is a cell line in human cervical cancer cells [47] . Since the temporal expression data of HeLa can reveal many causal relationships between genes, HeLa cell line is often used in the study of herpes, leukemia, influenza, hemophilia, Parkinson's disease, the invention of poliomyelitis vaccine and so on [48] - [50] .
The HeLa cell-cycle gene expression data are measured from the experiment Thy-Thy3 [51] , the dataset is comprised of 1134 genes and each gene contains 48 time-series data. The four genes (MDM2, E2F1, PCNA and GADD45) in the HeLa dataset have been found to be closely associated with cervical cancer [52] - [55] . MDM2 encodes a nuclear-localized E3 ubiquitin ligase which can promote tumor formation by targeting tumor suppressor proteins. The protein encoded by E2F1 is a member of the E2F family of transcription factors, the E2F family plays a crucial role in the control of cell cycle and action of tumor suppressor proteins and is also a target of the transforming proteins of small DNA tumor viruses. PCNA is over-expressed in cervical cancer. GADD45 can enhance the radiosensitivity of cervical cancer cells. VOLUME 7, 2019 The interactions among the four genes have not yet been fully revealed so far, so we use the proposed algorithm to identify the GRN model composed of these four genes, and then infer the relationships among them, which would be helpful for investigating the underlying mechanism of complex disease caused by the interactions between genes in GRN. Define the four genes (MDM2, E2F1, PCNA and GADD45) as x 1 , x 2 , x 3 , x 4 respectively, and the inferred model is as follows: 
According to the equations (14), the detailed interactions among the four genes can be summarized in figure 9 . The relationships among the four genes can be inferred from the equations and figure 9, for instance, the first equation (MDM2) shows that E2F1 activates the expression of gene MDM2.
The Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis can show the relationships of some genes in the pathway map, it is applicable for understanding the potential interactions of genes in a certain pathway. The four genes were analyzed by the KEGG pathway enrichment, and table 6 shows the results containing more than two genes in the same pathway map. The obtained pathway map indicates there are some interactions among these genes. For instance, figure 10 (ID: hsa04110) shows that GADD45 activates the expression of gene PCNA, which is consistent with the interaction that we inferred.
The above results are speculated by the inferred model for GRN based on the HeLa cell-cycle gene expression data, and they need further verification through corresponding biological experiments.
V. CONCLUSION
The paper proposes a joint algorithm to infer the gene regulatory network model from the time-series data. The method uses genetic programming to generate the model structure, and applies particle filter to estimate the model parameters. The computational results show that the proposed algorithm substantially reduces the influence of non-Gaussian noise, achieves more accurate GRN model under non-Gaussian noise.
We use E-CELL data and yeast data to verify the effectiveness of this algorithm. Moreover, the regulatory relationships among four pathogenic genes in human cervical cancer cells are inferred by GP and PF based on the HeLa dataset, which could be helpful for exploring the mechanism of complex disease such as cancer.
Compared with other existing algorithms, the proposed algorithm can deduce more accurate models efficiently in a limited set of genes, but when more genes are used to infer the gene regulatory network, the running time of the algorithm will increase greatly. Therefore it is still a challenging study to infer the accurate GRN models in a large-scale set of genes.
To access the MATLAB source codes that accompany this paper, please visit the website (https://github.com/ lab319/dlmu_bioinformatics_group/tree/master/GRN). 
