Exploding amounts of multimedia data increasingly require automatic indexing and classification, e.g. training classifiers to produce high-level features, or semantic concepts, chosen to represent image content, like car, person, etc. When changing the applied domain (i.e. from news domain to consumer home videos), the classifiers trained in one domain often perform poorly in the other domain due to changes in feature distributions. Additionally, classifiers trained on the new domain alone may suffer from too few positive training samples. Appropriately adapting data/models from an old domain to help classify data in a new domain is an important issue. In this work, we develop a new cross-domain SVM (CDSVM) algorithm for adapting previously learned support vectors from one domain to help classification in another domain. Better precision is obtained with almost no additional computational cost. Also, we give a comprehensive summary and comparative study of the stateof-the-art SVM-based cross-domain learning methods. Evaluation over the latest large-scale TRECVID benchmark data set shows that our CDSVM method can improve mean average precision over 36 concepts by 7.5%. For further performance gain, we also propose an intuitive selection criterion to determine which cross-domain learning method to use for each concept.
INTRODUCTION
There is a common issue for machine learning problems: the amount of available test data is large and growing, but the amount of labeled data is often fixed and quite small. Video data, labeled for semantic concept classification is no exception. For example, in high-level concept classification tasks ( TRECVID [9] ), new corpora may be added annually from unseen sources like foreign news channels or audio-visual archives. Ideally, one desires the same low error rates when reapplying models derived from previous source domain D s to a new, unseen target domain D t , often referred to as domain adaptation or cross-domain learning. In this paper we tackle this challenging issue and make contributions in two folds. First, a new CrossDomain SVM (CDSVM) algorithm is developed for adapting previously learned support vectors from source D s to help detect concepts in target D t . Better precision can be obtained with almost no additional computational cost. Second, a comprehensive summary and comparative study of the state-of-the-art SVM-based cross-domain learning algorithms is given, and these algorithms are evaluated over the latest large-scale TRECVID benchmark data. Finally, a simple but effective criterion is proposed to determine if and which crossdomain method should be used.
The rest of this paper is organized as follows. Sec.2 gives an overview of many state-of-the-art SVM-based cross-domain learning methods, ordered in decreasing computational cost. Sec.3 introduces our CDSVM algorithm. Sec.4 and Sec.5 give the experimental results and the conclusion.
OVERVIEW
The cross-domain learning problem can be summarized as follows. should yield better performance. This is fundamental the motivation of cross-domain learning. In this section, we briefly summarize and discuss many state-of-the-art SVM-based cross-domain learning algorithms.
Standard SVM Applied in New Domain
Without cross-domain learning, the standard Support Vector Machine (SVM) [5] classifier can be learned based on the labeled subset D t l to classify the unlabeled set D t u . Given a data vector x, SVMs determine the corresponding label by the sign of a linear decision function f (x) = w T x + b. For learning non-linear classification boundaries, a kernel mapping φ is introduced to project data vector x into a high-dimensional feature space φ(x), and the corresponding class label is now given by the sign of f (x) = w T φ(x)+b. The primary goal of an SVM is to find an optimal separating hyperplane that gives a low generalization error while separating the positive and negative training samples. This hyperplane is determined by giving the largest margin of separation between different classes, i.e. by solving the following problem:
where i is the penalizing variable added to each data vector xi; C determines how much error an SVM can tolerate.
One very simple way to perform cross-domain learning is to learn new models over all possible samples, called Combined SVM in this paper. The primary motivation for this method is that when the size of data in target domain is small, the target model will benefit from a high count of training samples present in D s and should therefore be much more stable than a model trained on D t alone. However, there is a large time cost for learning with this method due to the increased number of training samples from |D t | to |D s |+|D t |.
Transductive Approach
To decrease generalization error in classifying unseen data D t u in the target domain, transductive SVM methods [4, 7] incorporate knowledge about the new test data into the SVM optimization process so that the learned SVM can accurately classify test data.
Transductive SVM (TSVM)
To find the optimal label estimationŷj over a test data vectorxj, (xj,ŷj) ∈ D t u , Transductive SVM (TSVM) [7] gives the optimal hyperplane by solving the following problem:
Eqn. (2) is not convex which it is generally hard to optimize. Many approximation methods have been used [3] .
Localized SVM (LSVM)
Contrary to TSVMs that try to learn one general classifier by leveraging all the test data, the Localized SVM (LSVM) tries to learn one classifier for each test sample based on its local neighborhood. Given a test data vectorxj, we find its neighborhood in the labeled train-
. β controls the size of the neighborhood, i.e. the larger the β, the less influence each distant data point has. An optimal local hyperplane is learned from test data neighborhoods by optimizing the following function:
As the result, the classification of a test sample only depends on the support vectors in its local neighborhood. Transductive SVM approaches can be directly used for crossdomain learning by using D ts . In [3] the iterative training process for TSVM needs P O ts complexity where P is the number of iterations. Approximation methods can be used to speed up the learning process by sacrificing accuracy [3, 4] , but how to balance speed and accuracy is also an open issue.
Cross-domain Adaptation Approaches
In the cross-domain learning problem, the source data set D s and the target data set D t are highly related. The following cross-domain adaptation approaches investigate how to use source data to help classify target data.
Feature Replication
Feature replication combines all samples from both D s and D t , and tries to learn generalities between the two data sets by replicating parts of the original feature vector, xi for different domains. This method has been shown effective for text document classification over multiple domains [6] . Specifically, we first zero-pad the dimensionality of xi from d to d (N − 1) where N is the total number of adaptation domains, and in our experiments N = 2 (one source and one target). Next we transform all samples from all domains as:
During learning, a model will be constructed that takes advantage of all possible training samples. Alike the combined method in section 2.1, this is most helpful when D s can provide missing data for D t . However, unlike the combined method, learned SVs from the same domain as a test unlabeled sample (source-source or targettarget) are given more preference by the the kernelized function of
because of the zeropadding operation. Unfortunately, due to the increase in dimensionality, there is also a large increase in model complexity and computation time during learning and evaluation of replication models.
Adaptive SVM
In [10] , the Adaptive SVM (A-SVM) approach tries to adapt the a classifier f s (x), learned from D s to classify the unseen target data set D t u . In this approach, the final discriminant function is the average of f s (x) and the new "delta function"
where f (x) aims at complementing f s (x) based on target D t l . The basic idea of A-SVM is to learn a new decision boundary that is close to the original decision boundary (given by f s (x)) as well as separating the target data. This new decision boundary can be obtained by solving problem:
The first term tries to minimize the deviation between the new decision boundary and the old one, and the second term controls the penalty of the classification error over the training data in the target domain. One problem with this approach is the regularization constraint that the new decision boundary should not be deviated far from the source classifier, since equation (5) does not pursue large margin in learning with target data (note that ||w|| 2 2 reflects the "delta function" but not margin in Eqn. (5) For each keyframe, 3 types of standard low-level visual features are extracted: grid-color moment (225 dim), Gabor texture (48 dim) and edge direction histogram (73 dim). These features are concatenated to form a 346-dim long feature vector to represent each keyframe. Such features, though relatively simple, have been shown effective in detecting scenes and large objects, and considered as part of standard features in high-level concept detection [1] .
To guarantee model uniformity, we computed a single SVM RBF model for each concept and method with C = 1 and γ = 1 d or 0.0029 for our experiments (d is the feature dimension). We used LIBSVM [2] for all computations with a modification to include sample independent weights, described in Eqn.(8). Table 1 shows the mean average precision (MAP) of the classification task. Average precision is the precision evaluated at every relevant point in a ranked list averaged over all points; it is used here as a standard means of comparison for the TRECVID data set. Comparing MAP alone, the CDSVM method proposed in this work outperforms all other methods. This is significant not only because of the higher performance, but also because of lower computation complexity compared to the standard combined, replication, or LSVM methods. Improvements over the target model and the combined model are particularly encouraging and confirm our assumption that a judicious usage of data from the source domain is critical for robust target domain models. Not all the old samples are needed and inclusion of only source data support vectors is sufficient because each vector's influence is adequately customized.
Comparison of methods

Predicting method usage
While CDSVM has better average performance, further analysis demonstrates that it is not always the best choice for individual classes. Fig.1 , the source data may provide important missing data for the target domain. In such case, CDSVM will not perform well because target data is unreliable. In this second situation, the feature replication method, discussed in Sec.2.3.1 generally works well.
Based on the above analysis and empirical experimental results in Fig.1 , a method predicting criterion is developed in Fig.2 . With this criterion, we can increase our cross-domain learning MAP from 0.263 to 0.271, but one must cautiously interpret these MAP numbers. Though the overall MAP improvement is relatively small (about 3%), the improvements over the rare concepts is actually very significant. If we compute the MAP over only concepts with lower frequencies, the improvement is as large as 22%.
CONCLUSIONS
In this work we tackle the important cross-domain learning issue of adapting models trained and applied in different domains. We develop a novel and effective method for learning image classification models that work across domains even when the distributions are different and has training data is small. We also perform a systematic comparison of various cross-domain learning methods over a diverse and large video data set. To the best of our knowledge, this is the first work of such comprehensive evaluation. By analyzing the advantage and disadvantage of different cross-domain learning algorithms, a simple but effective criterion is proposed to determine when and which cross-domain learning methods should be used. Consistent performance improvement can be achieved in both overall MAP and individual AP over most concepts.
