We show that the one-sided Dyck shift has a unique tail invariant topologically σ-finite measure (up to scaling). This invariant measure of the one sided Dyck turns out to be a shift-invariant probability. Furthermore, it is one of the two ergodic probabilities obtaining maximal entropy. For the two sided Dyck shift we show that there are exactly three ergodic double-tail invariant probabilities. We show that the two sided Dyck has a double-tail invariant probability, which is also shift invariant, with entropy strictly less than the topological entropy.
 1 
Introduction
The study of tail invariant probabilities for subshifts has so far focused mostly on sofic systems. There are known results for the case of the one sided tail of (mixing) SFT's [3] . Also, for the case of the β-shift it is known that there exists a unique tail-invariant measure [1] . In all of these examples the tail-invariant measure is also equivalent to a unique shift invariant measure of maximal entropy. Invariant measures for the double-tail (and some sub-relations of the double-tail) of SFT's have also been characterized [9] . Let Σ be a finite alphabet. For a subshift X ⊂ Σ Z , we define the double-tail relation, or homoclinic [9] relation of X to be:
A T 2 (X)-holonomy is an injective Borel function g : A → g(A), with A a Borel set and (x, g(x)) ∈ T 2 (X) for every x ∈ A. We say that µ ∈ M(X) is a doubletail invariant if µ(A) = µ(g(A)) for every T 2 (X)-holonomy g. In this paper we identify the tail invariant probability measures for the Dyck Shift. This subshift was used in [10] as a counter-example for a conjecture of B. Weiss, showing there are exactly two measures of maximal entropy for this subshift, both of which are Bernoulli. We show that for the one-sided Dyck shift one of these measures is the unique tail-invariant probability (section 3). We also characterize the double-tail invariant probabilities for the Dyck shifts (section 4). In addition to its two equilibrium measures, the two sided Dyck shift has another double-tail invariant probability -shift invariant, non-equilibrium. These are the only three double-tail invariant, ergodic probabilities on the two sided Dyck shift.
Definition of The Dyck System
Let us explicitly describe the Dyck language and it's cover (Fischer automaton). Let m ≥ 1 and Σ = {α j : 1 ≤ j ≤ m} ∪ {β j : 1 ≤ j ≤ m}, Γ = {α j : 1 ≤ j ≤ m} * , and with Λ the empty word, ϕ(a, α j ) = aα j ,a ∈ Γ,
if a ∈ {a j : 1 ≤ j ≤ m} k , k > 1,a k = α j
Another way to describe the Dyck-Shift is in terms of it's syntactic monoid:
Let M be the monoid generated by Σ, with the following relations:
The m-Dyck language is L = {l ∈ Σ * : l = 0(modM )} and the corresponding (two sided) m-Dyck subshift is X = {x ∈ Σ Z : (x i ) l i=r ∈ L for all − ∞ < r ≤ l < +∞} and we will also refer to the one sided m-Dyck subshift:
i=r ∈ L for all 0 ≤ r ≤ l < +∞} These are indeed subshifts, since we only pose restrictions on finite blocks. Conversely, we will later note by L(X) = L(Y ) = L the language consisting of words which are admissible in X. Also, let:
Note that when m = 1, X is simply the full 2-Shift, and so we will only be interested in the case where m ≥ 2.
For w = (w 0 , . . . , w n−1 ) ∈ L(X, n) define
and H(Λ) = 0.
For x ∈ X, let
We shall use the same notation for the one-sided subshift. For y ∈ Y , let
where it is clear from the context whether we are refereing to the one sided or two sided subshift. If w ≡ 1 (mod M ) we say that w is a balanced word.
A word w is a Dyck word if it is a minimal balanced word. This means w = α iw β i for some balanced wordw and
For w ∈ L n define m(w) = min{H(u) : u is a prefix of w}
where in the definition of m(w) it is understood that the empty word is a prefix of any word, so that m(w) ≤ 0.α is the number of unmatched α's in w, and β is the number of unmatched β's in w. We say that w has an unmatched α at location t if w t = α i , andα(w t−1 0 ) <α(w t 0 ). We define "unmatched β" respectively usingβ. We say that x ∈ X, has an unmatched α (β) at location t if x t = α i (x t = β i ) which is unmatched in any finite word x [a,b] with t ∈ [a, b].
Classification of the Dyck System
Before stating and proving the result regarding invariant measures for the Dyck system, we characterize this subshift in terms of the classes of subshifts introduced in [2] , [8] , and [5] . The purpose of this subsection is to put in broader context the Dyck shift and the results in the following sections. Detailed discussions of these classes of subshifts can be found in the references above. By defining the Dyck language as the language recognized by a Fischer automaton, we showed that the Dyck system is a coded system (as in [2] ). We claim that the Dyck system is half-synchronized, yet not synchronized (as in [8] ):
Proposition 2.1 Every word w in the Dyck langauge is half synchronizing
Proof: Suppose w = w 0 , . . . , w n−1 Let (u k ) k∈N be an enumeration of the Dyck words. We define a left infinite sequence x ∈ X as the word w (ending in coordinate 0), preceded by a concatenation of the words (u k ) k∈N , and followed by an infinite sequence of α j 's. x is a left-transitive point. ω + (x(−∞, 0]) = ω+w, since every unmatched α j in x(−∞, 0)] must be in w.
2 Proposition 2.2 The m-Dyck system is not a synchronized system, for m > 1.
Proof: Let w ∈ L(X). There exist l, r such that lwr ≡ 1 (mod M ). Thus, for 
Maximal Measures for the Dyck Shift
In [10] Krieger introduced the following decomposition of X into shift invariant subsets:
Since the complement of these sets, X\(A + ∪ A − ∪ A 0 ) is a countable union of wandering sets, every ergodic shift-invariant probability measure assigns probability one to exactly one of these sets. Let further
and observe that
g + is a one-to-one Borel mapping from B + onto B + , commuting with the shift. This shows that every shift invariant probability measure µ on X such that µ(B + ) = 1 can be transported to a shift invariant probability on Ω with equal entropy. By the intrinsic ergodicity of the full-shift, there is a unique measure µ 1 of maximal entropy on X such that µ 1 (B + ) = 1. This measure is supported by A+ ⊂ B + . By similar arguments, there is a unique measure µ 2 of maximal entropy on X such that µ 2 (B − ) = 1, and in fact µ 2 (A − ) = 1.
Proof: Since A 0 ⊂ B + , any shift invariant probability µ 0 on X supported by A 0 can also be transported to a probability µ 0 on Ω via g + . By the ergodicity, This theorem is a direct conclusion of lemmas 3.3, 3.4 and lemma 3.5 below.
Lemma 3.1 The tail relation of the one sided m-Dyck is topologically transitive.
Proof:
A corollary of our main result is that any such µ is a finite measure.
Define the following tail-invariant decomposition of the one-sided Dyck shift:
} where M is the syntactic monoid of the m-Dyck shift. W n is the set of balanced words of length n. Denote: . All that remains is to prove
This is sometimes called the ballot problem. An elementary proof of this can be found in pages 69-73 of [7] . 
We write the following decomposition of [v] ∩ R n , according to the first Dyck word following v:
We further decompose each of these sets:
We note that
Since for any u ∈ L n and any 1 ≤ j ≤ m, uα j ∈ L n+1 and ∃1 ≤ j ≤ m uβ j ∈ L n+1 , we get the inequality an+1 an ≥ m + 1. This proves
This gives us a contradiction to our assumption of the existence of such a measure µ. Proof: Assume there exist a tail invariant measure µ such that 0
and:
F n is the sets of points which have the first α which is unmatched at coordinate n. By definition,
where the union is over all w ∈ L n−1 withα(w) = 0 . For any K ∈ N we have that:
where this time the union is over all b ∈ L K such thatβ(b) = 0. The reason there should be no unmatched β's in b is so they will not match the α i at coordinate n. We denote the set of such b's by U K . Suppose such b hasα(b) = j with j > 0. Denote by ξ(b, t), 0 < t < j − 1 (which also depends on w), the word obtained from b by replacing the leftmost unmatched α s by β i (so as to match the unmatched α i ) and replacing the next t leftmost unmatched α s with β s . It follows from the construction that for any
This shows there is a tail holonomy π :
, this implies that b 1 and b 2 can differ only where the first unmatched α is located -so the maps ξ(., t) are m to 1. Let
is an increasing sequence of sets, there exist K 0 such that
, because they have different number of unmatched β's. We have:
For the above K 0 , the following inequalities hold:
Because ξ(., t) are m to 1:
We average this in equality over t:
we obtain:
We assume µ(
We conclude that every tail invariant measure of the Dyck shift is supported by
To prove unique ergodicity, we need the following:
There exists a unique tail-invariant probability measure µ on Y such that µ(G − ) = 1. Furthermore, for any topologically σ-finite tail-invariant measure µ ′ on G − , µ ′ = cµ for some positive number c.
We will use a one-to-one Borel mapping of G − on to Θ − , introduced in [10] . The map is defined is follows:
g − is a bijection, and for any
by the law of large numbers p(Θ − ) = 1, and therefor p • g − (G − ) = 1. So p• g − is a tail invariant probability measure on Y supported by G − . Suppose µ is a tail invariant probability measure on Y s.t. µ(G − ) = 1. µ can be transported by g − to a tail invariant probability measure q on Θ (supported by Θ − ). Since Θ is a full-shift, the uniqueness of T (Θ)-invariant topologically σ-finite measure follows immediately from the fact that all cylinders of the same length have equal measure. This proves the uniqueness of a tail-invariant topologically σ-finite measure on G − . 2
4 Two Sided Dyck Shift
Maximal Entropy Implies Double-Tail Invariance
In [10] it was demonstrated that the Dyck shift has two ergodic shift invariant probabilities with entropy equal to the topological entropy. Such probabilities are called equilibrium states. In this section we show that both of these probabilities are also double-tail invariant. We introduce the following sets, which are mutually disjoint and are double-tail invariant. For s, t ∈ {{+∞}, {−∞}, R} we define:
Where H and H are defined on {α 1 . . . α m , β} Z and {β 1 . . . β m , α} Z respectively, as in formula (1).
Define: 
are isomorphisms of the two sided tail relations:
Proof: We prove the result for g + : B +∞ −∞ → Ω +∞ −∞ , the other results are proved in the same manner.
is trivial, so we show the other inclusion.
there exists c such that for some large N , H i (x) > c for every i > N . Since lim inf n→−∞ H n (x) = lim inf n→−∞ H n (y) = −∞ , it follows that there exist some i 0 < N such that H i0 (x) = c, so for every i > N , r(i, x) > i 0 . The same argument applies for y. Since (r(i, x)) i>N and ((r(i, y)) i>N are both injective sequences of integers, bounded from below, it follows that lim n→+∞ r(n, x) = lim n→+∞ r(n, y) = +∞ Note that for n 1 , n 2 > n 0 ,
so for all large n enough so that r(n, x) > n 0 ,r(n, y) > n 0 , there are exactly two cases:
1. g + (x) n = g + (y) n = β,in which case r(n, x) = r(n, y) and x r(n,x) = y r(n,y) , so x n = y n 2. g + (x) = g + (y) = α i for 1 < i < m, and then x n = y n = α i
Obviously, for n < −n 0 , x n = y n . This proves (x, y) ∈ T 2 (B can be transported to a tail invariant probability on Ω by g + . This is an injective correspondence, so by the uniqueness of double-tail invariant probability on Ω, we conclude the uniqueness of double-tail invariant probability on B 
A Third Double-tail Invariant Probability
For z ∈ {0, 1} Z , we define:
where, Proof: Suppose x = F (z, a) ∈ X, then there exist n, n ′ ∈ Z, n < n ′ , such that x n = α i , x n ′ = β j with i = j and n = max{l < n ′ : H l (x) = H n ′ +1 (x)}. But in that case, n = ε n ′ (z), so i = j = a γn(z) .
2
Let µ 1 be the symmetric product measure on {0, 1} Z , and µ 2 the symmetric product measure on {1, . . . , m} Z .
Proof: This follows from recurrence and ergodicity of the simple random walk on Z. 2
We define:
Let us also define a Borel mapping z :
The following lemma gives an explicit formula for theμ probability of a cylinder:
. If the number of matched α's in w is n 1 and the number of unmatched α's and β's is n 2 (2n 1 
Proof: Denote by f 1 , . . . , f n1 the locations of matched α's in w. Denote by g 1 , . . . , g n ′ 2 the locations of unmatched α's in w. Denote by h 1 , . . . , h n ′′ 2 the locations of unmatched β's in w. We have n
Informally, A r , B s , C t determine the locations in the sequence a ∈ {1, . . . , m} Z involved in selecting the types of α's and β's within the coordinates k, . . . , k+|w|. Now we define:
With the above definitions we can write:
Where the union of r, s, t ranges over all vectors such that the set of numbers appearing in their coordinates are pairwise disjoint. This is a union of disjoint sets. Thus:
Now notice that for every r, s, t in the sum,
Also note that Z = s, t, r (Z∩A r ∩B s ∩C t ), so µ 1 (Z) = s, t, r µ 1 (Z∩A r ∩B s ∩C t ). Thus, equation 3 can be simplified as follows:
Theorem 4.1μ is a T 2 -invariant probability.
Our method of proving this is as follows: We define a countable set of T 2 -holonomies
By proposition 4.3 below, we see thatμ is invariant under H. Then we prove that H generates T 2 , up to aμ-null set (proposition 4.4 bellow). This will complete the proof.
x ∈ X ⇔ y ∈ X Proof: Suppose x ∈ X. We have to show that for every j > n y
. This shows y ∈ X. By replacing the roles of y and x we get:
to be the Borel function that changes the n coordinates starting at k from w to w ′ .
Proof:
First note that if w ≡ w ′ (mod M ) then for every s, t ∈ L(X) swt ≡ sw ′ t(mod M ). This fact, along with proposition 4.2 shows thatμ(A) = µ(g w,w ′ ,k (A)) for every cylinder set A. Since the cylinder sets generate the Borel sets, this showsμ is g w,w ′ ,k -invariant.
For x ∈ B −∞ −∞ , and j > 0 define:
Note that for any x ∈ B −∞ −∞ , (a j (x)) j∈N is strictly increasing, and (b j (x)) j∈N is strictly decreasing. Also note that x aj (x) ∈ {β 1 , . . . , β m } and x bj (x) ∈ {α 1 , . . . , α m }, and if 
This follows from the definition ofμ as the image of a product measure, and from the fact that (b j (x)) j∈N is strictly monotonic, so the l j,1 's are all distinct, and l j,1 = l j,2 for j ∈ J. Thus,μ(A We show that H generates T 2 (X 0 ). Suppose (x, y) ∈ T 2 (X 0 ). We must show that y = g(x) for some g ∈ H. ∃n ∈ N so that
, but we assumed x ∈ X 0 , so this is a contradiction, so c = 0. Therefore, for every k 1 < −n and k 2 > n, we have:
Proposition 4.5μ is a shift invariant probability.
Proof: Let [w] k be a cylinder set.By lemma 4.5, we have:
|w| and also:
One could question whether proposition 4.5 follows immediately from the fact that the shift mapping is a normalizer of the double-tail relation. We note that in general double-tail invariant measures are not necessarily shift invariant. To see this, consider a (finite) subshift consisting of an orbit of a periodic point. For more elaborate examples of a similar phenomenon see [4] , where it is shown that the "generalized hard core model" has Gibbs measures which are not shiftinvariant.
Proposition 4.6
hμ(X, T ) = log(2) + 1 2 log(m)
By applying lemma 4.5, we get:
hμ(x 0 |x −1 = a 1 , . . . , x −n = a n ) = log(2m) if ̟(a 1 , . . . , a n ) ≥ 0 log(2) + 1 2 log(m) if ̟(a 1 , . . . , a n ) < 0
We have hμ(x 0 |x −1 , x −2 , . . . , x −n ) =μ(̟(a 1 , . . . , a n ) < 0)(log(2) + 1 2 log(m)) + µ (̟(a 1 , . . . , a n ) ≥ 0) log(2m). Since lim n→∞μ (̟(a 1 , . . . , a n ) ≥ 0) = 0, we have hμ(X, T ) = log(2) + 1 2 log(m). 2
For m ≥ 2, hμ(X, T ) < h top (X, T ). Thus,μ provides an example of a shift invariant probability, which is also T 2 invariant, yet has entropy which is strictly less than the topological entropy, for m ≥ 2 .
No other Double-Tail Invariant Probabilities
In this subsection we conclude that apart from the two probabilities described in section 4.1 and the probability defined in section 4.2, there are no other ergodic double-tail invariant probabilities for the Dyck shift. By lemma 4.2 we know that there are no more double-tail invariant probabilities on the sets B 
Since all balanced cylinders of the same length have equal ν-probability, we can calculate 
For a ∈ L(X), we say that w ∈ L(X) is a minimal balanced extension of a, if the following conditions hold:
1. There exist l, r ∈ L(X) such that w = lar.
2. w ≡ 1 (mod M ) 3. For every l ′ suffix of l and r ′ prefix of r, l ′ ar ′ ≡ 1 implies l ′ ar ′ = w.
Since for every a ∈ L(X),
[a] t = ν {[w] s : w is a minimal balanced extension of a, with (w i ) Finally, we show that no other double-tail invariant probabilities exist for the Dyck Shift. Define:p : Σ Z → Σ N byp((x n ) n∈Z ) = (x n ) n∈N . This is a Borel mapping that maps the two-sided Dyck shift X onto the one sided Dyck shift Y ⊂ Σ N . Let K 0 = {x ∈ X : H i (x) ≥ 0, ∀i < 0}, and K i = T −i (K 0 )). Notice that B g(x) n = x n n < 0 g(p(x)) n n ≥ 0
We prove thatg takesp −1 (A) ∩ K 0 intop −1 (B) ∩ K 0 . Let x ∈p −1 (A) ∩ K 0 . Since x n =g(x) n for all n < 0, we have H n (x) = H n (g(x)) for n < 0. Because x ∈ K 0 we have H n (g(x)) ≥ 0 for i < 0. Let y =g(x). Now we prove that y ∈ X. Otherwise, there exist n 1 , n 2 ∈ Z, such that n 1 = min{l < n 2 : H l (y) = H n2+1 (y)}, and y n1 = α i y n2 = β j with i = j. If n 1 , n2 < 0 then y n1 = x n1 , y n2 = x n2 , so this contradicts the fact that x ∈ X. If n 1 , n2 ≥ 0, then y n1 = g(p(x)) n1 , y n2 = g(p(x)) n2 , so this contradicts the fact that g(p(x)) ∈ Y . We remain with the case n 1 < 0 ≤ n 2 . We have H n1 (y) ≥ 0 = H 0 (y), and H n2+1 (y) = H n2 (y) − 1 (since y n2 = β j ).Also, H n2+1 (y) = H n1 (y) ≥ 0. Since H i (y) − H i+1 (y) = ±1, there must be some l > 0 such that H l (y) = H n+1 (y). This contradicts the condition on n 1 , n2. By the definition ofg,p(g(x)) = g(p(x)), sog(x) ∈p −1 (B). The fact that g is one to one and onto (p −1 (B) ∩ K 0 ) follows from the fact that g −1 (x) n = x n n < 0 g −1 (p(x)) n n ≥ 0
