Exceptional Occurrence of Singular Manifolds,
This note is concerned with the following theorem. 
We assume that M m is of rank m at some point of R.
Consider the manifold defined by the equations Society, vol. 23 (1922), pp. 97-98) , and
For all but a finite number of values of c\ the manifold defined by the first equation (A ) contains no points in R at
By a singular point of a manifold, we mean a point at which a unique tangent linear manifold of the same order does not exist. A sufficient condition that a point of the manifold defined by the equations (^4) be not singular is that the rank of the matrix M m is m at that point. That the condition is not necessary may be seen by the example zx 2 z 2 2 -s 3 3 = 0, SiW +s 3 3 = 0.
The manifold defined by these equations consists of the two intersecting straight lines Zi = Zs = 0 and £2 = £3 = 0. Its only singular point is at the origin, yet the rank of M 2 is less than 2 at every point of the manifold. It is not stated in the theorem that the values of the Cj characterizing singular manifolds are finite in number. In general, the value of c k +i to be avoided, if the resulting manifold is to be non-singular, is a function of the c 3 -previously chosen. Thus in the case
the value of c 2 to be avoided is c\. What is the case, is that among the <*> 2m members of the family defined by (A), there are at most 00 2m~2 singular manifolds, a precise interpretation of this statement being given in the theorem.
2. Needed Results in the Theory of Analytic Functions. We attach our considerations to the study of simultaneous equations in the second volume of Osgood's Lehrbuch der Funktionentheorie * where we find a theorem, of which the part we need may be stated as follows :
Given a system of simultaneous equations
where
, is analytic at the point (a) = (#i, #2, • • • , a n ) and vanishes there, but does not
Morse gives a proof for the case w = l in a paper in the April number of the American Journal of Mathematics, vol. 51 (1929) . The theorem is apparently useful; in addition to its role in the two papers just cited it has served me at several points in a forthcoming book on Potential Theory. The essential property of the manifolds g for our purposes is that any two points of any one of them can be connected by a curve 7, lying in the manifold, and analytic except at a finite number of points.
We begin, in establishing this property, with a pseudoalgebraic manifold @ defined by the irreducible equation If the latter equation is reducible, we select the irreducible factor of the left hand member which vanishes for w~w' when / = 1, and equate it to 0. The discriminant of the resulting equation vanishes at most a finite number of times on the real interval (0, 1), and hence from the branches of the function w oi t there can be selected a (complex) singlevalued function w=f(t), which is continuous on the closed interval (0, 1), analytic except at a finite number of points, and which reduces to 0 for 2 = 0, and to w' for / = 1. Then the curve
lies in ©, connects P' with 0, and is analytic except at a finite number of points. By means of a curve consisting of two such parts, any two points P' and P" of ® can be connected.
We now consider a set of functions Wi, w 2 , • • • , w a of Ui, u 2 , -• • , u p , belonging to the pseudo-algebraic manifold ©, that is, having the following properties: they are onevalued and continuous on ®, and analytic at every point of @ at which the discriminant of the equation (1) ', u{, u{, • • • , u^) is any point of g, there corresponds to it a unique point P' of @, which is connected with 0 by a curve 7'. Just as the function w=f(t) was determined, we may determine from among the branches of W\, a singlevalued function Wi=fi(t), continuous on the interval (0, 1), analytic, except at a finite number of points, and reducing to Wio for / = 0 and to w\ for / = 1. When this and similar functions have been determined for W\, • • • , w a , we shall have a curve
from two of which can be constructed a curve of the required character, connecting any two given points of g.
3.
Proof of the Theorem. Let (a) be any point of R. Then in the neighborhood of (a), the solutions of the equations
(not all of which are identically satisfied, since M m is of rank m at some point of R), if there are any, consist, by Osgood's theorem, either of the point (a) alone, or of a finite number of manifolds g. Along an analytic arc of a curve 7 joining any two points of such a manifold, dFi = 0. It follows that Fi is constant on each such manifold, so that the number of values of Fi corresponding to solutions of the equations (2) in the neighborhood of (a), is finite. By the Heine-Borel theorem, the same is true for the whole region R. Hence for all but a finite number of values of C\ the manifold defined by the first equation (^4) contains no points in R at which M\ is of rank less than 1. The first part of the theorem is thus established. Suppose now that ci, c 2 , • • • , Ck have been chosen so that at every point in R of the manifold defined by the first k equations (A), the matrix M k is of rank k. We consider the simultaneous system of equations consisting of the two sets If this system has any solutions in the neighborhood of a point (a) of R, they consist, by Osgood's theorem, of the point (a) alone, or of a finite number of manifolds g. Let g denote such a manifold. On it Mk and Mk+i are everywhere of rank&. Hence from the equations dFi = dF 2 = : • • • =dF k = 0, which follow from (3), we infer that dF k+ i = 0 at all points of the curve y connecting any two given points of g. By reasoning previously employed, it follows that for all but a finite number of values of c k +u the matrix Mk+i is of rank k-\-1 at all points of R on the manifold defined by the first k + 1 equations (A). This proves the second part of the theorem.
