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Analýza výkonu zariadení sieťovej infraštruktúry
POKYNY PRO VYPRACOVÁNÍ:
Naštudujte metodiku merania a vyhodnocovania výkonu zariadení sieťovej infraštruktúry. Oboznámte sa
s existujúcimi HW a SW systémami pre meranie výkonu sieťových zariadení, diskutujte ich výhody a
limitácie a popíšte ich. Zaoberajte sa aj možnosťami analýzy výkonu siete bežnými systémovými
nástrojmi. S využitím zariadenia Ixia Optixia a programov IxExplorer a Test Conductor zostavte sadu
výkonnostných testov pre smerovače a prepínače. Sadu testov pripravte tak, aby umožňovala
jednoduchú parametrizáciu testov a porovnávanie výsledkov meraných zariadení. Navrhnutú sadu
testov odskúšajte realizáciou meraní aspoň troch rôznych smerovačov a troch rôznych prepínačov. Na
základe výstupov Vášho testovacieho nástroja zariadenia porovnajte. Navrhnite rozšírenia Vami
pripraveného systému pre meranie systému viacerých zariadení ako celku.
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ABSTRAKT
Práca sa zaoberá analýzou sieťovej infraštruktúry. Zameriava sa na zariadenia ako prepí-
nač a smerovač. Prostriedky na analýzu siete sú v práci rozdelené na základné a pokročilé.
Medzi základné prostriedky patria najbežnejšie pomôcky ako ping, trace route, netstat,
route alebo arp. Pokročilé prostriedky sú označované ako analyzátory siete. Medzi tieto
analyzátory sa radí analyzátor Optixia XM2. Nasledovne sú popísané jednotlivé merané
parametre, ktoré sú kľúčové v závislosti na funkčnosti a spoľahlivosti počítačovej siete.
Popisuje meracie metódy ako RFC 2544, RFC 3393 a EtherSAM. Záver práce je venovaný
jednotlivým meraniam a ich vyhodnoteniu.
KĽÚČOVÉ SLOVÁ
Smerovač, Prepínač, Optixia, Oneskorenie, Kolísanie oneskorenia, EtherSAM
ABSTRACT
This thesis deals with analysis of network infrasctructure. It focuses on devices like
a switch and router. To analyse a network we usually use resources which are divided
into basic and advanced. Basic resources are the most commom like a ping, trace route,
netstat, route or arp. The term advanced means network analyzers. Network analyzer
is Optixia XM2. Next are described individual key parameters which are dependent on
function and reliability of computer network. Thesis describe measurement methods like
RFC 2544, RFC 3393 and EtherSAM. The conclusion is devoted to individual measure-
ments and their evaluation.
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ÚVOD
Za posledné roky sa využitie počítačových sietí rapídne zvýšilo. Počítačové siete boli
prvotne navrhnuté pre armádne účely, no časom si našli miesto v telekomunikáciách,
bankovníctve, v rôznom priemysle a v neposlednom rade v každodennom živote bež-
ných ľudí. Nároky na výkon infraštruktúry siete vzhľadom na to, ako bola pôvodne
plánovaná v priebehu posledných rokov stúpli. Aby tieto požiadavky boli splnené je
potrebné spravovať počítačovú sieť čím ďalej, tým viac sofistikovanejšie.
Cieľom práce bolo naštudovanie analýzy výkonu sieťovej infraštruktúry. Kon-
krétne so zameraním na zariadenia druhej a tretej vrstvy sieťového modelu ISO/OSI.
Sem patria smerovače a prepínače. Praktická časť práce sa zameriava na vytvorenie
testov pre tieto zariadenia a ich porovnanie v závislosti na nameraných výsledkoch.
V prvej kapitole sú stručne popísané charakteristické vlastnosti prepínača a sme-
rovača. Kapitola popisuje niektoré parametre, ktoré ovplyvňujú spracovanie paketov
a tým pádom ovplyvňujú výkon infraštruktúry.
Druhá kapitola predstavuje monitorovanie systému, spôsoby analýzy sieťových
prvkov, popis analyzátorov, spôsoby merania prepínačov a smerovačov a nakoniec
zostavenie meranej topológie.
V tretej kapitole sú popísané prostriedky na analýzu výkonu sieťovej infraštruk-
túry. Sú tu spomenuté bežné, ale aj pokročilé prostriedky, ktoré slúžia práve na
analýzu jednotlivých zariadení alebo aj celej siete. Zameriava sa hlavne na prístroj
Ixia Optixia XM2 a k nemu príslušný software ako je napríklad IxExplorer.
Štvrtá kapitola obsahuje informácie o doporučeniach RFC2544, RFC3393 a Et-
herSAM. V časti RFC2544 je popis jednotlivých parametrov siete ako priepust-
nosť, oneskorenie, stratovosť paketov a iné. RFC3393 popisuje parameter kolísania
oneskorenia. Doporučenie EtherSAM sa zameriava na modernejší postup merania
zariadení. Koniec tejto kapitoly je venovaný porovnaniu metódy RFC2544 a Ether-
SAM.
Piata kapitola popisuje navrhnuté riešenie zadania práce. Obsahuje metodiku
merania oneskorenia a spôsob vykreslovania grafov.




Sieťovú infraštruktúru tvorí mnoho typov zariadení, ktoré majú svoju špecifickú
úlohu. Vo všeobecnosti sú známe zariadenia ako rozbočovače, mosty, prepínače, sme-
rovače, firewally, modemy a iné. Jadrom tejto bakalárskej práce je analýza prepína-
čov a smerovačov. V tejto kapitole sú stručne popísané základné vlastnosti a princípy
týchto prvkov. Ďalej kapitola pojednáva o faktoroch, ktoré ovplyvňujú výkon sme-
rovačov a prepínačov.
1.1 Prepínač
Pracuje na druhej vrstve modelu ISO/OSI (International Organization for Standar-
dization – Open Systems Interconnection), ktorá je označovaná ako linková vrstva.
Stretneme sa aj s pomenovaním spojová vrstva. Tento model je znázornený na ob-
rázku 1.2. Prepínač pracuje s rámcami a na prepínanie jednotlivých tokov dát mu
slúži tabuľka CAM (Content Addressable Memory), v ktorej sa nachádzajú MAC
(Media Access Control) adresy. Tieto adresy získava zväčša analýzou sieťovej pre-
vádzky, ale môžeme ich nakonfigurovať aj manuálne [19].
Na každom porte prepínača sa nachádza jedna kolízna doména. Dokáže pracovať
v plno duplexnom režime. To umožňuje súčasne vysielať aj prijímať signál na jednom
porte. Dnešné prepínače disponujú rýchlosťou linky s 10/100/1000Mbs. Samozrejme
existujú aj prepínače, ktoré dokážu pracovať s rýchlosťou až 10Gbs a viac. Ich
využitie je preto v distribučnej a v tzv. vnútornej vrstve, tiež známej ako jadro.
Schéma hierarchického modelu siete je znázornená na obrázku 1.1 [19].
Z predchádzajúcich tvrdení je zrejmé, že od zariadení sa vyžaduje rôzny výkon
podľa toho, na akej vrstve modelu sa nachádza. Na prístupovej vrstve postačujú
rýchlosti liniek 100Mbs, pričom na týchto prepínačoch sa nastavuje rôzna poli-
tika prístupu koncových staníc tzv. zabezpečenie na základe portu (port security).
V praxi sa na týchto prepínačoch vytvárajú VLAN (Virtual LAN) siete, ktoré majú
za úlohu rozdeliť všesmerové domény. Toto rozdelenie pomáha udržať systémové
prostriedky efektívne vyťažené. Na vnútornej vrstve infraštruktúry sa používajú vy-
soko rýchlostné sieťové prvky, ktoré sa nestarajú o tak precíznu bezpečnosť. Bezpeč-
nosť by mali zabezpečiť zariadenia na prístupovej a distribučnej vrstve. Zariadenia
na vnútornej vrstve by sa mali sústrediť na rýchlosť prenosu dát [19].
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Vnútorná vrstva
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Spracovanie ïalších funkcií ako šifrovanie.
Oddelenie dát rôznych aplikácií.
Spo¾ahlivé / nespo¾ahlivé doruèenie správ.
Oprava chýb, opakovanie vysielania.
Logické adresovanie, IP adresy.
Urèenie smeru cesty v sieti.
Rozde¾uje pakety do rámcov a rámce do bajtov.
Fyzické adresovanie, MAC adresy.
Prenos dátových bitov medzi zariadeniami.
Špecifikácia úrovòe napätia, prenosová rýchlos.
Obr. 1.2: Sieťový model ISO/OSI [19].
1.2 Smerovač
Smerovač pracuje na tretej vrstve modelu ISO/OSI. Úlohu smerovača by sme mohli
zhrnúť do troch hlavných funkcií:
1. Udržať najaktuálnejšiu smerovaciu tabuľku.
2. Vymieňať smerovacie informácie so susednými smerovačmi.
3. Vybrať najvhodnejšiu cestu k cieľovému bodu.
Smerovač pracuje s paketmi a na smerovanie medzi jednotlivými sieťami mu slúži
smerovacia tabuľka, kde sa nachádza zoznam takpovediac ciest k jednotlivým sieťam.
Pokiaľ smerovač príjme paket, ktorý obsahuje adresu priamo pripojenej stanice,
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odošle paket cez konkrétny port na daný cieľ, na základe cieľovej MAC adresy.
Ak sa daný cieľ nachádza v inej sieti, odošle ho cez port, ktorý prezentuje cestu
k tejto sieti. Smerovače okrem rozdeľovania kolíznych domén dokážu rozdeliť sieť
na všesmerové domény. Všetky smerovače by mali byť schopné pracovať v plnom
duplexnom režime. Jednotlivé porty môžu pracovať s rýchlosťou 10/100/1000Mbs.
Výkonnejšie smerovače majú rýchlosť linky 10Gbs a viac [19].
Smerovacia tabuľka sa môže zostaviť staticky alebo dynamicky. Statické smero-
vanie má najmenší dopad na hardwarové vyťaženie. Dynamické smerovanie využíva
hardwarové prostriedky a to podľa konkrétneho smerovacieho protokolu. Na základe
tohto smerovacieho protokolu si smerovače zostavujú smerovaciu tabuľku [19].
Smerovače majú spravidla podstatne menej portov ako prepínače. Pokiaľ by sme
do smerovača pridali veľa zásuvných modulov, znížili by sme výkon zariadenia. Sme-
rovače sú prispôsobené na to aby sme ich osadili prídavnými modulmi, ale výber
modulov treba zvážiť na základe výkonu smerovača. Čím viac sietí musí smerovač
spravovať, o to viac vzrastá jeho vyťaženie. [19].
Smerovače tak isto ako prepínače zastupujú rôzne funkcie na danej vrstve hierar-
chického modelu. Na každej vrstve sa požaduje iný výkon smerovača. Na distribučnej
vrstve sa využívajú tzv. ACL (Access List), ktorých funkcia je politika siete. Treba si
však uvedomiť fakt, že rôzna politika zaťažuje zariadenia a znižuje ich výkon. Sme-
rovače na prístupovej vrstve nemusia disponovať vysokým výkonom, keďže spravujú
informácie o malom počte sietí. Na druhej strane smerovače, ktoré sa nachádzajú
na vyšších vrstvách, spravujú veľké množstvo sietí. Na týchto vyšších vrstvách po-
žadujeme vysoký výkon smerovačov a tým pádom kladieme veľké nároky na tieto
zariadenia. Pokiaľ by sa tento fakt ignoroval, dala by sa badať značná degradácia
výkonu siete, ba dokonca väčšie problémy ako zahltenie a následný výpadok [19].
1.3 Výkon infraštruktúry
Jeden zo smerodajných faktorov určenia výkonu zariadení je hodnota oneskorenia,
ktorú dané zariadenie pridáva do infraštruktúry. Ďalším vodítkom určenia výkonu
je charakteristická priepustnosť. Jednotlivé zariadenia v sieťovej infraštruktúre sa
podieľajú na celkovom výkone počítačovej siete. Zdroj [6] udáva, že pri využití har-
dwarovej podpory sa u prepínača čiastkové oneskorenia môžu pohybovať v rozsahu
4–20µs. V praxi je ale bežné, že sa reálne hodnoty pohybujú približne pri 25 µs.
Oneskorenia smerovača na softwarovej báze budú dosahovať vyššie hodnoty. Na
zníženie oneskorenia sa u prepínačov môžeme stretnúť s tzv. cut-through prepí-
naním. Popis princípu je nasledovný. Prepínač je schopný začať vysielať paket na
výstupnom porte už v čase, keď ešte na strane prijímacieho portu nie je prijatý celý
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paket. Nevýhodou tohto riešenia je to, že pri takomto spracovávaní paketu nie je
možné využiť služby ako QoS (Quality of Service), alebo NAT (Network Address
Translation). Je to z toho dôvodu, že paket by bol preposlaný ešte pred tým, ako by
sa tieto služby mohli aplikovať [6].
Čo sa týka konkrétne problematiky oneskorenia, treba si uvedomiť jeden zásadný
fakt. Pakety s malou veľkosťou budú vykazovať nižšie oneskorenie v porovnaní s pa-
ketmi, ktoré majú väčšiu veľkosť. No na druhej strane pri malých paketoch klesá
pomer veľkosti hlavičky paketu a užitočnej časti, ktorá nesie samotné dáta. Pokiaľ
zariadenie spracováva veľký počet paketov malej veľkosti, musí využiť veľkú časť pro-
cesora na spracovanie každého jedného paketu. Pakety s väčšou veľkosťou dokážeme
prenášať v sieti vyššou rýchlosťou, ale budú vykazovať väčšie oneskorenie. Z tohto
vyplýva, že je veľmi dôležité nájsť kompromis medzi veľkosťami paketov, ktoré sa


































Obr. 1.4: Ukážkový graf priepustnosti v závislosti na veľkosti paketu.
18
Oneskorenie, ktoré je spôsobené radením paketov do front je ďalší zásadný faktor,
ktorý zvyšuje oneskorenie prevádzky a tým degraduje výkon infraštruktúry. Vo vše-
obecnosti je radenie paketov do front otázkou mechanizmu zaistenia kvality služby.
Jednotlivé zvýhodnenie resp. naopak znevýhodnenie paketových tokov spôsobuje
oneskorenie prevádzky. Nehovoriac o tom, že tento proces je jedna s príčin vzniku
kolísania oneskorenia [6], [9].
Faktory ovplyvňujúce vznik oneskorenia v prepínači:
• Veľkosť rámca.
• Vyhľadávanie adresy cieľovej stanice v CAM tabuľke.
• Kontrola rámca FCS (Frame Check Sequence).
• Hardwarové parametre (procesor, pamäť).
• Politika (QoS, VLAN).
Faktory ovplyvňujúce vznik oneskorenia v smerovači:
• Veľkost paketu (MTU (Maximum Transmission Unit)).
• Vyhľadávanie adresy siete alebo cieľovej stanice.
• Kontrolný súčet CRC (Cyclic Redundancy Check).
• Hardwarové parametre (procesor, pamäť).
• Politika (VPN (Virtual Private Network), ACL, QoS).
• Spôsob smerovania (Fast switching, CEF (Cisco Express Forwarding)).
• Počet zásuvných modulov (Počet spravovaných sietí).




V tejto kapitole je stručný popis toho, čo si treba pod pojmom monitorovanie siete
predstaviť. Tu treba spomenúť, že správne fungovanie siete zabezpečujú programá-
tori, manažéri a analytici. Každý z týchto pracovníkov má konkrétnu náplň práce, no
ako celok majú jednu úlohu a to je starať sa o bezpečný a efektívny chod siete. Ďalej
kapitola poskytuje prehľad rôznych systémov či už softwarové alebo hardwarové,
ktoré slúžia na monitorovanie a analýzu siete. Popisuje spôsob zapojenia meraného
prvku, ale aj viacerých zariadení ako celok siete. V kapitole je aj popis základných
parametrov, ktoré nastavujeme na analyzátore pri meraní siete a jej prvkov. Tieto
parametre sú kľúčové v závislosti na tom, čo presne chceme na danom prvku alebo
sieti merať a analyzovať.
2.1 Monitorovanie systému
Jedna s častí monitorovania je samotná optimalizácia systému, vďaka ktorej sme
schopní sieť udržiavať stabilnú a funkčnú. Slúži na získanie informácií o systéme. Vo
všeobecnosti sa monitorovanie využíva na zistenie výkonu, zhromažďovanie štatistík
o výkone, analyzovanie dát a zobrazovanie výsledkov. Niektoré monitorovacie sys-
témy dokážu identifikovať problém a dokonca navrhnúť možnosť vhodného riešenia
[18].
Monitorovanie používajú ako analytici, programátori tak aj systémoví mana-
žéri. Niekoľko dôvodov pre využívanie monitorovania je charakterizovaných v týchto
bodoch:
• Systémoví programátori môžu využívať monitorovanie na vyhľadávanie často
používaných úsekov siete a optimalizovanie ich výkonu.
• Systémoví manažéri môžu využiť monitorovanie na meranie využitia zdrojov
a nájsť najslabší článok.
• Systémoví manažéri môžu taktiež využiť monitorovanie na vylepšenie systému.
Systémové parametre môžu pozmeniť pre zlepšenie výkonu.
• Systémoví analytici môžu toto monitorovanie využiť na charakteristiku systé-
mového vyťaženia. Výsledky môžu využiť na plánovanie nárastu siete a vytvá-
ranie testov, ktoré simulujú, ako by sieť zvládla zaťaženie.
Logicky je monitorovanie základný proces, ktorý je využívaný na optimalizáciu siete
a priebežného zveľaďovaniu a rastu [18].
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2.2 Spôsoby analýzy infraštruktúry
Sieťovú infraštruktúru môžeme analyzovať rôznymi spôsobmi. S použitím základných
prostriedkov ako bežne dostupné príkazy z príkazového riadku systému Windows
alebo UNIX. V systéme Windows môžeme využiť konkrétne netstat, route, arp,
ping alebo tracert. K týmto službám prakticky nepotrebujeme zakupovať žiadny
hardware a sú voľne dostupné (ako je hore uvedené) z príkazového riadku.
Ďalšou možnosťou sú takzvané zachytávače paketov. Jedná sa o softwarové rie-
šenie. Analyzátory tohoto typu sú napríklad OmniPeek alebo Ethereal. Najzná-
mejší zachytávač je asi software Wireshark. Pomocou neho sme schopní detailne
analyzovať sieťovú prevádzku, hlavne medzi 2–7 vrstvou sieťového modelu. Dovoľuje
skúmať jednotlivé pakety a podporuje širokú skupinu protokolov. Je voľne širiteľný
a dostupný z internetových stránok. Užitočným softwarom je aj Orion, ktorý do-
káže sledovať prevádzku siete. Graficky zobrazuje zaťaženie a týmto sme schopní
identifikovať, kedy je sieť najviac používaná. Ponúka zobrazenie štatistík časového
rozmedzia, napríklad jedného týždňa, mesiaca alebo aj celého roku [27]. Správco-
via siete takto vedia naplánovať rôzne zmeny v sieti tak, aby prípadný výpadok
siete nespôsobil veľké problémy. Toto sú zväčša konkrétne dni alebo neskoré večerné
hodiny, keď je sieť najmenej využívaná.
Ekonomicky náročnejšou formou, ale o to efektívnejšou je zakúpenie rôznych
hardwarových sieťových analyzátorov. Dnešné modely sú schopné otestovať sieťové
prvky a sieťovú infraštruktúru veľmi precízne a tak môžeme zistiť ich rôzne para-
metre. V nasledujúcom texte je popis niektorých hardwarových analyzátorov siete.
Ixia
Spoločnosť Ixia ponúka širokú škálu analyzátorov sieťovej prevádzky. Sem patria
napríklad XM2, XM12, XG12, IxN2X, Ixia Anue 3500 a iné. Všetky tieto zariadenia
sa môžu osadiť zásuvnými modulmi, ktoré táto spoločnosť taktiež ponúka. Moduly
sa od seba odlišujú hlavne tým, pre aký účel sú navrhnuté. Moduly môžu byť špecia-
lizované pre analýzu sietí POS (Packet over SONET), ATM (Asynchronous Transfer
Mode), T1/E1, gigabit ethernet alebo optické kanály. Jedinou limitáciu samotných
zariadení je počet rozhraní, ktoré môžeme osadiť zásuvnými modulmi. Napríklad
XM2 má len dve rozhrania, pričom XM12 a XG12 majú 12 rozhraní. Ďalej spoloč-
nosť Ixia ponúka rôzny software, ktorý je kompatibilný s Ixia zariadeniami. Niektoré
z nich sú napríklad IxExplorer, IxLoad, Test Conductor. Vďaka týmto programom
môžeme vytvárať rôzne scenáre testovania siete. Tieto zariadenia sa využívajú hlavne
na regresné testy. Sú stavané do stojanov takže neumožňujú mobilnú prevádzku. Ne-
disponujú grafickým rozhraním a je nutná pracovná stanica na riadenie funkcií [14].
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Spirent
Ponúka zariadenia TestCenter. Tieto zariadenia môžu byť prenosné alebo aj robustné
s veľkým počtom zásuvných modulov. Podporuje osadenie zásuvnými modulmi a ši-
rokú škálu protokol. Niektoré z nich sú BGP, IS-IS, RIP, OSPF (smerovacie pro-
tokoly), SIP (Session Initiation Protocol), MLPS (Multiprotocol Label Switching
Protocol), VLAN. Podporuje rozhrania typu 10/100/1000 Ethernet, ATM a iné.
Môže disponovať až s 96 10/100 ethernetovými portami, 24 GbE (Gigabit ether-
net) portami a 6 10GbE portami. Poskytuje generovanie a analyzovanie stavovej
prevádzky 2–7 vrstvy. Potrebujeme k nemu pracovnú stanicu odkiaľ sú zadávané
príkazy na ovládanie tohto systému [28].
VeEX
Táto firma ponúka tiež širokú škálu analyzátorov. Niektoré z nich sú VePAL MX300,
VePAL MX120+, MPX100 alebo MLX300. Analyzátory MX300 a MX120+ sú svo-
jimi rozmermi a funkciami plne mobilné a disponujú grafickou obrazovkou. Takže
nepotrebujú dodatočný hardware. MLX300 a MPX300 sú skôr určené do stojanu
a je nutné tieto zariadenia pripojiť na pracovnú stanicu s konzolou, odkiaľ sme
schopní nastavovať merania a celkovo funkcie analyzátora. Umožňujú testovanie
podľa noriem RFC2544 (Request for Comments) alebo EtherSAM. Rôzne rady za-
riadení podporujú analýzu rôznych protokolov a parametrov, ako napríklad MPLS,
IPTV (IP Television) a iné. Bežne tieto zariadenia využívajú linky s rýchlosťou
10/100/1000Mbs. Vybrané typy zariadení disponujú rozhraniami pre testovanie
optického kanálu s rýchlosťou 1–2Gbs [32].
Xena
Od spoločnosti Xena máme na výber z dvoch zariadení a to XenaBay a XenaCom-
pact. XenaBay je robustnejší analyzátor, ktorý nie je určený pre mobilnú prevádzku,
ale jeho výhodou je až 12 voľných rozhraní, ktoré môžeme osadiť modulmi, ktoré spo-
ločnosť Xena taktiež poskytuje. Podľa typu zásuvných modulov sme potom schopní
merať a analyzovať rôzne parametre sieťovej infraštruktúry. Disponuje podporou
až do 72 portov. Najvýkonnejšie moduly majú malý počet portov. Napríklad jeden
alebo maximálne štyri. Pri malom počte portov sa ale jedná o veľkú priepustnosť
a to až do 40Gbs. Na druhej strane XenaCompact je zariadenie, ktoré disponuje len
jedným zásuvným modulom. Výhodou je však mobilita. Na rozdiel od XenaBay pod-
poruje len 6 portov. XenaManager je základný software na manažment testovania
infraštruktúry. Ďalšie aplikácie sú schopné vytvárať a editovať merania a testovanie
siete podľa noriem RFC2544 alebo EtherSAM. Zariadenia od spoločnosti Xena po-
trebujú konzolu na ovládanie analyzátoru [5].
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Navtel
Táto firma ponúka zariadenie s názvom InterWatch. Toto zariadenie môže byť
v dvoch prevedeniach. Buď ako prenosné zariadenie alebo zariadenie do stojanu.
Tieto analyzátory sa môžu tak isto osadiť zásuvnými modulmi a to podľa typu ana-
lyzátoru. Napríklad InterWatch 95000 podporuje 8 zásuvných modulov a InterWatch
96000 až 15 zásuvných modulov. S týmto zariadením sme schopní analyzovať siete
typu LAN (Local Area Network), WAN (Wide Area Network), ATM, POS a iné.
Dokáže sledovať časové radenie paketov s presnosťou 40 ns. Umožňuje analyzovať
real-time prevádzku siedmej vrstvy sieťového modelu. Toto zariadenie je spravované
operačným systémom Solaris, ktorý je známy svojou vysokou spoľahlivosťou. [22].
Vo všeobecnosti by sme mohli predchádzajúce analyzátory porovnať na základe mo-
bility zariadenia. Spoločnosť VePAL ponúka plne mobilné analyzátory s grafickou
obrazovkou a analyzátory, ktoré sa na pevno uložia do stojanu. Zariadenia Inter-
Watch od firmy Navtel sú svojimi rozmeri vhodné skôr na pevné uloženie. Spoloč-
nosť Ixia disponuje zariadeniami, ktoré označuje ako ľahko prenosné, ale na druhej
strane ich využitie nie je plne mobilné a je vhodné do stojanu. Konkrétne u IXIA
XM2 nemožno hovoriť o mobilnej prevádzke, ale napríklad u zariadenia XenaCom-
pact áno. Na nemôžeme tvrdiť, že by rozmery a váha zariadenia boli ich nevýhodou.
Zariadenia väčších rozmerov dosahujú vysoký výkon a spoľahlivosť. Môžu byť osa-
dené rôznymi modulmi podľa kritérií zákazníka. Ďalším kritériom hodnotenia sú
samotné zásuvné moduly. Tie totiž určujú aké typy sietí dokážu testovať a analyzo-
vať. Ďalším dôležitým parametrom je podpora protokolov. V predošlom texte boli
spomenuté len niektoré protokoly, ktoré zariadenia podporujú. Môžeme ale pove-
dať, že všetky podstatné typy sietí a bežné protokoly sú podporované na všetkých
zariadeniach. Vyššie uvedené zariadenia sú určené hlavne pre regresné testovanie
infraštruktúry.
2.3 Spôsoby merania zariadení
Jeden spôsob je zmerať jednotlivé zariadenia. Touto metódou môžeme zistiť špe-
cifické vlastnosti daného sieťového prvku. Blokové zapojenie takéhoto merania je
znázornené na obrázku 2.2. Druhá metóda je zmerať vlastnosti a parametre určitej
časti sieťovej infraštruktúry. Sledujeme výsledky, ktoré reprezentujú sieť ako určitý
celok. Principiálne zapojenie merania siete je znázornené na obrázku 2.1 [2].
V ideálnom prípade by analyzátor mal byť vybavený portami na vysielanie a pri-
jímanie dát. Konektivitu môžeme zrealizovať dvoma spôsobmi.
V prvom prípade máme analyzátor vybavený portami na vysielanie a prijímanie
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Obr. 2.1: Spôsob merania celej siete [2].
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  Merané 
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Obr. 2.2: Schéma analyzátoru so vstupmi a výstupmi [2].
testovacích paketov. Jeden z portov analyzátoru pripojíme na jeden port meraného
zariadenia a druhý port analyzátoru pripojíme na ďalší port meraného zariadenia.
Týmto spôsobom môžeme jednoducho merať parametre daného prvku. Toto je blo-
kovo znázornené na obrázku 2.2 [2].
V druhom prípade máme k dispozícii zvlášť na jednej strane vysielač a na dru-
hej strane prijímač. Medzi nimi sa nachádza merané zariadenie. Tomuto popisu
zodpovedá schéma na obrázku 2.3. V tomto prípade vieme tiež zrealizovať rovnaké
merania parametrov, avšak potrebujeme zariadenie, pomocou ktorého zosynchroni-
zujeme a ovládame vysielač a prijímač. V problematike synchronizovanie ide o to,
že prijímacie zariadenie musí vedieť, kedy vysielacie zariadenie odoslalo konkrétne
dáta. V inom prípade by boli merania nepresné [2].




   Analyzátor
     prijímaè
Obr. 2.3: Bloková schéma vysielača a prijímača [2].
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2.4 Modifikácia meracieho zariadenia
Je samozrejmosťou, že zariadenie bude dosahovať iné štatistiky výkonu, pokiaľ me-
rania uskutočníme v rôznych variantách nastavení. Moderné analyzátory dovoľujú
nastaviť rôzne parametre sieťovej prevádzky [2].
Na obrázku 2.4 je znázornený IP (Internet Protocol) paket a rámec. V nasledujú-
cich bodoch je súpis niektorých základných parametrov, ktoré môžeme modifikovať
pomocou softwaru, ktorý spolupracuje s analyzátorom. [2]:
• Veľkosť paketov.
• Veľkosť preambuly.
• Možnosť vloženia CRC chýb.
• Generovanie rôznych typov prevádzky (video, audio, dáta).
• Charakteristika hlavičiek TOS (Type of Service)/QoS.
• Zdrojové a cieľové MAC/IP adresy.
• Generovanie dát na báze rôznych protokolov (hlavne 4–7 vrstva).
• Rýchlosť prenosu v percentách, bitov za sekundu alebo paketov za sekundu.
• Medzi–paketové medzery tzv. inter–packet gap.
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Obr. 2.4: Znázornenie a) IP paketu b) Rámca [19].
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3 PROSTRIEDKY NA ANALÝZU SIETE
Prostriedky na analýzu sieťovej infraštruktúry sa môžu rozdeliť do dvoch skupín.
Základné, ku ktorým nepotrebujeme doplnkový hardware a pokročilé, ktoré sa ne-
zaobídu bez dodatočných prostriedkov ako je samotný analyzátor, ktorý generuje
tok dát a zároveň analyzuje parametre meraného zariadenia. Základné prostriedky
sú k dispozícii na každom systéme UNIX a Windows s prípadnými odlišnosťami.
K analyzátoru patrí aj software, v ktorom administrátor môže robiť úpravy sieťovej
prevádzky a tým otestovať sieť v závislosti na rôznych parametroch.
3.1 Základné prostriedky na analýzu siete
3.1.1 Netstat
Jeden z užitočných príkazov je príkaz netstat. Tento príkaz nám poskytuje vo vý-
pise údaje, ako prichádzajúce a odchádzajúce spojenia, informácie o smerovacích
tabuľkách, porty na ktorých stanica naslúcha, stav k danému spojeniu, použitý pro-
tokol ako IPv4 alebo IPv6 (Internet Protocol verzia 4 a 6). Používa sa na zistenie
problémov v sieti a pre stanovenie množstva prevádzky v sieti [25] [31].
3.1.2 Route
Príkaz route je používaný na kontrolu smerovacích tabuliek, ale tak isto aj na zmenu
alebo zmazanie určitých smerovacích informácií v tabuľke. Pokiaľ smerovač prijíme
paket pomocou smerovacej tabuľky, zistí kam ho ďalej preposlať (na akú sieťovú
adresu a cez ktorý port rozhrania). Štandardne môžeme pomocou smerovacej ta-
buľky zistiť, ako sa dostaneme na určitú podsieť alebo sieť. V prípade dynamického
smerovania si môžeme príkazom route delete premazať smerovaciu tabuľku a tým
zabezpečiť zostavenie novej. Toto využívame v prípade, ak sme nezaznamenali aktu-
alizáciu v smerovacej tabuľke. Na zobrazenie smerovacej tabuľky použijeme príkaz
route print. Pokiaľ máme podozrenie, že v sieti je problém so smerovaním paketov,
pomôžeme si práve príkazom route [25].
3.1.3 ARP
Smerovače a prepínače majú v ARP (Address Resolution Protocol) tabuľke namapo-
vané fyzické adresy zariadení, ktoré majú v dosahu. V určitých situáciach je vhodné
premazať tabuľku ARP a týmto vyvolať nové zisťovanie MAC adries. Príkazom
arp si môžeme zobraziť a upraviť tabuľku pre preklad IP adries na fyzické adresy.
Môžeme zobraziť tabuľku arp pre konkrétne sieťové rozhranie [25].
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3.1.4 Ping
Jednou z najznámejších metód testovania siete je príkaz ping (Packet InterNet Gro-
per). Príkazom ping môžeme overiť dostupnosť daného cieľového bodu. Ping pracuje
na základe ICMP (Internet Control Message Protocol) protokolu. Grafické znázor-
nenie ICMP paketu je na obrázku 3.1. Zo zdroja sa vyšle ICMP echo požiadavka, na
ktorú potom cieľová stanica odpovedá ICMP echo odpoveďou späť k zdroju. Z príka-
zového riadku MS Windows sa štandardne spracujú štyri echo požiadavky, z ktorých
je následne vyhotovená správa [25]:
• Odoslané, prijaté a stratené pakety.
• Stratovosť uvedená v percentách.
• Približná doba do prijatia odozvy v milisekundách.
• Štatistika analýzy siete.
V počítačových sieťach sa často filtrujú ICMP správy a to z bezpečnostných dôvodov.
Toto bohužiaľ znemožňuje využitie tohto príkazu. Pokiaľ je problém s konektivitou,
môžeme obdržať napríklad takéto typy správ [25]:
• Vypršanie časového limitu odpovede z cieľovej strany.
• Nedosiahnuteľný cieľ z dôvodu neexistujúcej trasy k nemu.
Každopádne príkaz ping je užitočná pomôcka spravidla na zistenie konektivity medzi
prvou až treťou vrstvou [25].
    Hlavièka 
ICMP paketu
    Hlavièka 
IP paketu (20B)






  Kontrolný súèet
  2B
  Premenná èas 
     hlavièky 4B   Dáta
 IP datagram
 ICMP paket
Obr. 3.1: ICMP paket [13].
3.1.5 Trace route
Pomocou utility trace route vieme sledovať stav siete v závislosti na jednotlivých
uzloch a to príkazom tracert. Tracert využíva protokol ICMP a je kvázi vylepšený
príkaz ping. Pri smerovaní je dôležitá cesta, ktorou dáta prechádzajú od zdroja
k cieľu. Trace route dokáže sledovať jednotlivé sieťové body, cez ktoré prechádzajú
pakety.
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Obr. 3.2: Princíp služby trace route [20].
Trace route vyšle paket s TTL (Time to Live) hodnotou 1. Pri prvom pokuse sa
pošle späť ICMP chybové hlásenie, že paket nemohol byť odoslaný kvôli vypršaniu
TTL poľa. Paket sa vyšle znova s TTL hodnotou rovnou 2. Pri druhom pokuse
sa znova pošle naspäť ICMP chybové hlásenie o nedoručení paketu. Tento proces je
opakovaný až kým nedôjde k preneseniu paketu do cieľa. Toto je graficky znázornené
na obrázku 3.2. Tým, že sme schopní sledovať tieto jednotlivé skoky, môžeme využiť
tento príkaz pri riešení problému so smerovaním. Vďaka tomuto príkazu si môžeme
predstaviť detailnejšie sieťovú infraštruktúru [25] [21].
3.2 Pokročilé prostriedky na analýzu siete
3.2.1 Sieťový analyzátor Ixia Optixia XM2
Optixia XM2 sa so svojimi rozmermi radí medzi ľahko prenosné zariadenia, ktoré
nám poskytuje profesionálne riešenie analýzy siete. Uplatnenie si nájde hlavne vo
väčších firmách a je určená na optimalizáciu sieťovej infraštruktúry [17].
Obsahuje dve rozhrania, ktoré môžeme osadiť zásuvnými modulmi, na ktorých
sa nachádzajú rozhrania, ktoré slúžia na pripojenie meraných prvkov. Moduly je
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možné vymieňať za behu zariadenia, pričom sa neovplyvní meranie prebiehajúce na
druhom slote [17].
XM2 podporuje 32 GbE portov a 4 POS alebo ATM porty. Tieto porty slúžia na
zabezpečenie veľkého toku paketov. Vďaka vysokému výkonu zariadenia dokážeme
sledovať správanie siete v hraničných podmienkach. Pričom prevádzka môže byť
rôzneho typu. Napríklad zvuk, obraz alebo dáta. Podporuje testovanie na 2–7 vrstve
sieťového modelu [17].
Na manažment a kontrolu portov a štatistík je v XM2 integrovaná riadiaca jed-
notka, na ktorej je spustený systém Windows XP Professional. Podpora viacerých
užívateľov zaručuje, že analyzátorom môže merať viacero administrátorov rôzne sie-
ťové zariadenia bez toho, aby sa tieto merania navzájom ovplyvňovali. Na toto nad-
väzuje oprávnenie portov na analyzátore XM2. Každý užívateľ môže mať pridelený
vlastný port alebo naopak, porty z jednej karty môžu byť pridelené viacerým uží-
vateľom. Administrátori majú možnosť pripojiť sa jednoduchým prihlásením či už
zabezpečeným alebo nezabezpečeným lokálnym alebo vzdialeným prístupom pomo-
cou klienta [17].
S funkciou reťazenia sme schopní prepojiť až 256 zariadení a využiť ich ako
celok na jedno meranie, pomocou synchronizačného kábla alebo GPS (Global Positi-
oning System) časovou synchronizáciou s presnosťou synchronizácie 10 nanosekúnd.
Tieto zariadenia je následne možné ovládať z prostredia IxNetwork, Test Conductor,
IxLoad, IxExplorer a iné. [17] [3].
IxNetwork
Aplikácia navrhnutá na testovanie sieťovej infraštruktúry, kapacity a konvergencie
s použitím emulačného protokolu. Ponúka analyzovanie 2–3 sieťovej vrstvy. Posky-
tuje rapídnu izoláciu sieťových problémov. IxNetwork zahŕňa testovanie smerovačov
a prepínačov protokolmi IS-IS, BGP, OSPF, IP multicast a iné. Využíva sa napríklad
pri implementovaní nových zariadení do siete [15] [17].
Test Conductor
Test conductor je viac užívateľská aplikácia, ktorá slúži na testovanie IP sietí. Ponúka
možnosť zostavenia automatických testov pre sieťové tímy, ktoré majú na starosť
analýzu siete. Prostredie programu je zostavené tak, aby ponúkalo možnosti pre au-
tomatizované merania, zostavenie testu, manažment zdrojov, vykonávanie, plánova-
nie testov a štatistiky jednotlivých meraní. Obsahuje sadu nástrojov, ktoré umožňujú
integráciu laboratórnych prvkov od rôznych výrobcov v laboratórnom prostredí. Po-
mocou všeobecného a rozšíriteľného integračného prístupu, je možné testy realizovať
na Ixia zariadeniach, ale aj na iných prvkov v laboratóriu [30].
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IxLoad
Aplikácia, pomocou ktorej sme schopní testovať konvergované služby, bezpečnostné
zariadenia a systémy. Hlavné využitie je testovanie sietí na 4–7 vsrtve. IxLoad emu-
luje dátových, video a audio odberateľov, dátové zdroje a k nim asociované proto-
koly. IxLoad taktiež podporuje služby malware a DDoS (Distributed Denial of Ser-
vice) na simulovanie útokov, ktoré slúžia na testovanie bezpečnosti siete. Podporuje
dátové služby ako DHCP (Dynamic Host Configuration Protocol), DNS (Domain
Name System), FTP (File Transfer Protocol), POP3 (Post Office Protocol verzia 3),
SMTP (Simple Mail Transfer Protocol), telnet a iné. Ďalej video služby ako RTSP
(Real Time Streaming Protocol) alebo flashplayer. Medzi hlasové služby patrí SIP,
VoIPSip a VoIPSkinny (VoIP –Voice over IP). Xcellon–Ultra moduly sú špecificky
navrhnuté pre použitie s IxLoad. Tieto moduly dokážu emulovať stovky až tisíce
odberateľov [16] [17].
IxExplorer
Každé zariadenie ma natívne predinštalovaný software IxExplorer. Tento software
je primárne určený pre stavovú analýzu 1–4 vrstvy sieťového modelu ISO/OSI. Pre-
vádzku medzi 4—7 vrstvou je možné analyzovať len ako nestavovú. Dovoľuje detailné
nastavenie paketovej a rámcovej hlavičky. Nájdeme tu nastavenia pre TOS/QoS. Veľ-
kosť paketu vrátane CRC záhlavia môže byť v rozmedzí 64–1 518 bajtov. Každý port
je prednastavený na jeden paketový tok, ale v prípade potreby IxExplorer dokáže
generovať do 255 unikátnych paketových tokov, pričom každý z nich môže mať inú
rýchlosť prenosu dát. [3].
Po analýze máme k dispozícií možnosť prehliadnuť si výsledky štatistiky meraní.
Štatistiky umožňujú prezrieť výsledky na porte alebo si vieme zobraziť výsledky
merania skupiny paketových tokov samostatne. Pre každý individuálny port si mô-
žeme zobraziť graf z nameraných štatistík. Štatistiky vieme veľmi užitočne využiť
na vytvorenie takzvaného logu, v ktorom definujeme určité prípustné stavy siete
a stavy, ktoré sú už nad rámec normy. Toto nám pomáha sledovať zmeny siete
podľa našich kritérií. Štatistiky môžu zahŕňať filtre pre TOS/QoS, veľkosť paketu,
IP/MAC zdrojové a cieľové adresy [3].
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4 MERANIA PARAMETROV SIETE
4.1 Doporučenia RFC2544
Pri analýze siete základných parametrov sa zameriavame na priepustnosť, onesko-
renie, stratovosť paketov, back-to-back pakety, systémové obnovenie, obnovenie re-
štarte. Popis týchto parametrov bol vybraný z doporučení normy RFC2544.
4.1.1 Priepustnosť
Tento parameter nám udáva aký počet paketov je zariadenie schopné spracovať za
jednotku času. Obecne je platné, že čím bude veľkosť prenášaného paketu väčšia, tým
sa zvyšuje aj priepustnosť. Je to spôsobené spracovaním paketov. Pokiaľ vysielame
veľké množstvo malých paketov musíme brať ohľad na spracovanie každého jedného
paketu a toto spôsobuje zníženie priepustnosti.
Priepustnosť meriame nasledovne. Na pripojené zariadenie posielame pakety pri-
čom analyzátor zaznamenáva počet odoslaných paketov a na prijímacom porte po-
číta množstvo prijatých. Pokiaľ prijme menej paketov ako odoslal, zníži sa rýchlosť
toku dát a meranie prebehne odznova. Treba si uvedomiť, že pri meraní pozorujeme
najvyššiu prenosovú rýchlosť, pri ktorej nedôjde k strate paketov [2].
4.1.2 Oneskorenie
Údaj, ktorý reprezentuje aký čas uplynie medzi vyslaním a prijatím paketu. Pokiaľ
sa zameriavame na jedno zariadenie, omeškanie bude spôsobené typom zariadenia
v závislosti na tom či sa jedná o smerovač alebo prepínač. V druhom prípade, ak
sa jedná o celú sieťovú infraštruktúru, oneskorenie bude dané celkovým oneskore-
ním siete. Sem patrí oneskorenie spôsobené samotnou sieťovou kartou, použitým
médiom a spracovaním paketov na jednotlivých zariadeniach. Doporučenie ITU-T
G.114 uvádza hodnotu jednosmerného oneskorenia do 150ms ako akceptovateľnú
pre väčšinu služieb a hodnoty nad 400ms uvádza ako neprijateľné. Hodnoty medzi
150–400ms sú prijateľné podľa požiadaviek služby [12].
Pri meraní by sme mali najskôr zistiť priepustnosť zariadenia pre jednotlivé veľ-
kosti paketov. Odosielame tok paketov s určitou veľkosťou cez merané zariadenie do
konkrétneho cieľového bodu. Tok dát musí obsahovať pakety, v ktorých sa nachádza
identifikačný znak tzv. time–stamp. Čas, za ktorý je tento paket odoslaný a pri-
jatý je zaznamenaný analyzátorom. Oneskorenie je potom časový rozdiel odoslania
a prijatia označeného paketu [2].
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4.1.3 Stratovosť paketov
Tento parameter nám slúži na zhodnotenie zariadenia, vzhľadom na stratené pakety
pri určitej rýchlosti prenosu. Počet stratených paketov je závislý na rýchlosti pre-
nosu a samotnej veľkosti paketu. Názorný príklad ako môže vyzerať graf stratovosti
paketov je na obrázku 4.1.
Vysielame určitý počet paketov danou rýchlosťou cez merané zariadenie a za-
znamenávame prijaté pakety. Prvý proces merania je nastavený na 100% rýchlosti
prenosu, ktorú daná linka podporuje. Zopakujeme proces s tým, že degradujeme
rýchlosť o 10% a takto spôsobom pokračujeme ďalej, až kým nezaznamenáme dva
procesy prenosu bez straty paketov. Zameriavame sa na percentuálnu stratu paketov
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Obr. 4.1: Ukážkový graf stratovosti paketov.
4.1.4 Back-to-back pakety
Hodnota back-to-back je počet paketov v najdlhšom burste, ktorý zariadenie je
schopné plnohodnotne spracovať. Za posledné roky narástli požiadavky na apliká-
cie, ktoré využívajú burst. Sieťová infraštruktúra musí spĺňať určité kritéria, aby
spoľahlivosť siete nebola ovplyvnená touto prevádzkou [23]. Grafické znázornenie
burst prevádzky je na obrázku 4.2. Táto prevádzka je spravidla udávaná v sekun-
dách alebo milisekundách, keďže sa jedná len o krátke časové intervaly tzv. zhluky.
Na merané zariadenie vysielame nárazový tok paketov s minimálnymi paketo-
vými medzerami a meriame množstvo paketov preposlaných zariadením. Pokiaľ sa
množstvo preposlaných paketov rovná počtu prijatých, dĺžka burstu sa zvýši a test
prebehne znova. Počet prijatých paketov týmto spôsobom klesne, dĺžka burstu sa















Obr. 4.2: Prevádzka burst.
4.1.5 Obnovenie systému po preťažení
Táto hodnota udáva rýchlosť, za akú je zariadenie schopné vrátiť sa do stavu plnej
spoľahlivosti po preťažení. Tento stav môže nastať pri nadmernom vyťažení siete
nad dané limity zariadenia.
Ako prvé zistíme priepustnosť meraného zariadenia pre každú veľkosť paketu. Za-
čneme generovať tok paketov s rýchlosťou 110% zaznamenanej priepustnosti alebo
maximálnou rýchlosťou použitého média aspoň po dobu 60 sekúnd. Pri označkova-
nom pakete A znížime rýchlosť na 50% z pôvodnej rýchlosti a zaznamenávame čas
od poslednej straty paketu, ktorý je označený ako B. Trvanie obnovenia systému je
čas, ktorý získame odčítaním označeného paketu A od B. Test by mal byť opakovaný
niekoľkokrát a z nameraných výsledkov stanovený priemerný čas [2].
4.1.6 Obnovenie po reštarte
V sieťovej infraštruktúre sa snažíme vyhnúť situácií keď musíme reštartovať zaria-
denie alebo ho na istú dobu odstaviť z prevádzky. Od smerovačov a prepínačov oča-
kávame čo najkratšiu dobu, ktorá spôsobuje nefunkčnosť zariadenia. Keď už dôjde
k stavu, keď sme nútení zariadenie reštartovať, požadujeme aby čas, za ktorý sa
zariadenie vráti do stavu plnej prevádzky, bol čo najkratší.
Ako prvé zistíme priepustnosť meraného zariadenia pre každú veľkosť paketu.
Analyzátorom generujeme tok s najmenšou veľkosťou paketu. Reštartujeme zaria-
denie a monitorujeme výstupné pakety a čas, ktorý uplynie medzi prvým strateným




Doporučenia RFC3393 sa zaoberajú problematikou, ktorú RFC2544 nerieši. Jedná
sa konkrétne o kolísanie oneskorenia (z anglického názvu delay variation alebo tiež
jitter). Problematika kolísania oneskorenia paketov sa najviac vzťahuje na protokol
RTP (Real Time Protocol), ktorý sa zaoberá s hlasovými a video službami ako VoIP,
video na požiadanie, konferenčné hovory, internetové hry a iné. Pre tieto služby je
totiž kľúčové, aby kolísanie oneskorenia bolo čo najmenšie. Napríklad konkrétne
u služieb VoIP sa kolísanie môže prejavovať ako strata paketov, čo samozrejme
účastník služby vníma ako výpadky hovoru. Podrobnejšie informácie ohľadne RTP
nájdeme v doporučení [26] a podrobnosti o kolísaní oneskorenia v dokumente [9].
4.2.1 Definícia kolísania paketov
V dokumente [9] sa kolísanie paketov definuje ako IPDV (IP Packet Delay Variation)
(IP paketové oneskorenie kolísania) alebo v skratke ako kolísanie oneskorenia.
Aby sme mohli hovoriť o kolísaní oneskorenia musí sa jednať o paketový tok,
ktorý obsahuje minimálne dva pakety. Samozrejme v bežnej prevádzke sa automa-
ticky jedná o stovky až tisícky paketov v jednom toku. Potom môžeme kolísanie
oneskorenia definovať, ako rozdiel oneskorení jednotlivých paketov v da-
nom paketovom toku.
V paketovo orientovaných sieťach je samozrejmosťou, že jednotlivé pakety dorazia
do cieľa s rôznym oneskorením. Je to spôsobené rôznymi faktormi. Keďže v pake-
tovo orientovaných sieťach sa môžu pakety prenášať rôznymi paralelnými cestami
k cieľu, automaticky sa zvyšuje šanca vzniku kolísavého oneskorenia. Príčiny vzniku
kolísavého oneskorenia:
• Prenosové parametre cesty (Výkon jednotlivých prvkov siete).
• Služba QoS (Radenie paketov do front).
4.2.2 Meranie kolísania paketov
Pri porovnávaní výsledkov merania tohto parametru si musíme byť vedomí faktu,
že každú veľkosť paketu je možné danou sieťou prenášať rôznou rýchlosťou. Po-
čas merania môže dôjsť k zahodeniu paketu alebo paketov a analyzátor nebude
vedieť vyhodnotiť oneskorenie. Iný prípad pojednáva o duplikovanom doručení pa-
ketu. Pokiaľ analyzátor prijme dva rovnaké pakety, vyhodnotí merania na základe
toho paketu, ktorý prijal ako prvý [9].
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Rozdiel medzi maximálnym a minimálnym oneskorením
Maximálne kolísanie oneskorenia sa chápe, ako rozdiel maximálneho a minimálneho
oneskorenia v danom paketovom toku. Maximálne kolísanie oneskorenia sa potom
vypočíta podľa vzťahu 4.1 ako
𝐽𝑖𝑡𝑡𝑒𝑟𝑀𝑎𝑥 = 𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒𝑀𝑎𝑥 −𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒𝑀𝑖𝑛 [µ𝑠][4], (4.1)
kde 𝐽𝑖𝑡𝑡𝑒𝑟𝑀𝑎𝑥 je hodnota maximálneho kolísania oneskorenia.
Časový rozdiel prijatia po sebe nasledujúcich paketov
Kolísanie je vyjadrené ako zmena rozdielu času prijatia paketov. Vzťahy 4.2 a 4.3
vyjadrujú výpočet tohoto spôsobu merania.
Δ𝑝𝑟𝑖𝑗𝑎𝑡𝑖𝑒𝑛 =| 𝑃𝑟𝑖𝑗𝑎𝑡𝑖𝑒𝑛 − 𝑃𝑟𝑖𝑗𝑎𝑡𝑖𝑒𝑛−1 | [µ𝑠][4], (4.2)
kde Δ𝑝𝑟𝑖𝑗𝑎𝑡𝑖𝑒𝑛 je rozdiel časov prijatia paketov a 𝑛 je poradie paketu.
𝐽𝑖𝑡𝑡𝑒𝑟𝑛 =| Δ𝑝𝑟𝑖𝑗𝑎𝑡𝑖𝑒𝑛 −Δ𝑝𝑟𝑖𝑗𝑎𝑡𝑖𝑒𝑛−1 | [µ𝑠][4], (4.3)
kde 𝐽𝑖𝑡𝑡𝑒𝑟𝑛 je hodnota kolísania paketu 𝑛.
Rozdiel v oneskoreniach po sebe nasledujúcich paketov
Ako vyplýva zo vzťahu 4.4, kolísanie je vyjadrené ako rozdiel oneskorenia dvoch po
sebe nasledujúcich paketov.
𝐽𝑖𝑡𝑡𝑒𝑟𝑛 =| 𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒𝑛 −𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒𝑛−1 | [µ𝑠][4], (4.4)
kde 𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒𝑛 je oneskorenie paketu 𝑛.
Rozdiel medzi súčasným a priemerným oneskorením
Vzťah 4.5 vyjadruje kolísanie ako rozdiel súčasného oneskorenia paketu a priemer-
ného oneskorenia, ktoré zatiaľ počas merania nastalo.
𝐽𝑖𝑡𝑡𝑒𝑟𝑛 =| 𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒𝑛 − 𝑃𝑟𝑖𝑒𝑚𝑒𝑟𝑛é𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒 | [µ𝑠][4]. (4.5)
4.2.3 Zamedzenie kolísania paketov
Na zamedzenie kolísania slúži zásobník (de-jitter buffer) [12]. Jeho úlohou je podržať
prichádzajúce pakety, takže aj napriek tomu, že zariadenie prijíme pakety s rôznym
oneskorením, ďalšie spracovanie paketu prebieha už s pevným oneskorením. Zásobník
nemá neobmedzenú veľkosť a problém nastáva vtedy, ak sa zaplní. Nedokáže ďalej
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zabezpečiť ustálenie kolísania a jednotlivé pakety sú jednoducho zahadzované. Treba
mať však na pamäti, že tento zásobník pridáva k celkovému oneskoreniu približne
polovicu zo špičkového, ktoré vznikne v zásobníku. Zásobník prispôsobený pre 50ms
kolísania oneskorenia pridáva ďalších 25ms k celkovému oneskoreniu [12].
4.2.4 Konštantné kolísanie
V pravom slova zmysle neide ani o kolísanie, ale jedná sa o idealizovaný prípad,
ktorý je vo funkčnej sieti ťažko dosiahnuteľný. Konštantné kolísanie by sa dalo popí-
sať nasledovne. Zo zdroja sa vyšle päť paketov. V ideálnom prípade dorazia k zdroju
s rovnakým časovým oneskorením. Ako je znázornené v tab. 4.1. Grafické znázorne-
nie je na obrázku 4.3 a obrázku 4.4.
Tab. 4.1: Konštantné kolísanie oneskorenia paketov.
Časový okamih [ms]
Odoslanie paketu 0 5 10 15 20
Prijatie paketu 3 8 13 18 23
Číslo paketu 1 2 3 4 5
3ms 3ms 3ms 3ms 3ms

















2 3 4 51
Obr. 4.4: Konštantné kolísanie oneskorenia [4].
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4.2.5 Pílovité kolísanie
Pílovité kolísanie, tiež známe ako striedavé kolísanie, nastáva pokiaľ sa jednotlivé
hodnoty oneskorenia striedajú a tým vzniká tzv. pílovité kolísanie. Takéto chovanie
je typické pre sieť, kde sa pakety prenášajú práve dvomi cestami [4]. Grafické zná-
zornenie pílovitého kolísania je na obrázku 4.5 a obrázku 4.6. Namerané hodnoty
môžu mať charakter ako je v tab. 4.2.
Tab. 4.2: Pílovité kolísanie oneskorenia paketov.
Časový okamih [ms]
Odoslanie paketu 0 5 10 15 20
Prijatie paketu 3 10 13 20 23
Číslo paketu 1 2 3 4 5
3ms 6ms 3ms 6ms 3ms

















2 3 4 51
Obr. 4.6: Pílovité kolísanie oneskorenia [4].
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4.2.6 Skokové kolísanie
O skokovom kolísaní by sa dalo povedať, že je typické nízkymi hodnotami oneskorenia,
ale v určitých časových intervaloch dôjde ku skokovému nárastu hodnoty oneskorenia.
Môže nastať napríklad v takom prípade, pokiaľ sa v sieti spracúva určitá prevádzka
a iný proces vyťaží sieť a tým spôsobí skok oneskorenia [4]. Skokové kolísanie je
znázorenené na obrázku 4.7 a obrázku 4.8. Jednotlivé hodnoty môžu mať charakter
ako je v tab. 4.3.
Tab. 4.3: Skokové kolísanie oneskorenia paketov.
Časový okamih [ms]
Odoslanie paketu 0 5 10 15 20
Prijatie paketu 3 6 12 17 30
Číslo paketu 1 2 3 4 5
3ms 1ms 2ms 2ms 10ms

















2 3 4 51
Obr. 4.8: Skokové kolísanie oneskorenia [4].
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4.2.7 Kolísanie typu krok
Ďalším typom kolísanie je tzv. kolísanie typu krok. Toto je typické napríklad pre
stav, keď jedna služba je spracovávaná inými kritériami ako druhá služba. Naprí-
klad radenie paketov do front [4]. Tento typ kolísania je znázornený na obrázku 4.7
a obrázku 4.8. Jednotlivé hodnoty môžu mať charakter ako je v tab. 4.4.
Tab. 4.4: Kolísanie oneskorenia typu krok.
Časový okamih [ms]
Odoslanie paketu 0 5 10 15 20
Prijatie paketu 3 8 13 21 26
Číslo paketu 1 2 3 4 5
3ms 3ms 3ms 6ms 6ms

















2 3 4 51
Obr. 4.10: Kolísanie oneskorenia typu krok [4].
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4.2.8 Krokové kolísanie
Krokové kolísanie je charakteristické tým, že obsahuje stúpajúce hodnoty, ktoré ná-
sledne klesajú. Takéto krokové kolísanie je typické pre sieť, ktorá nie je stabilná [4].
Grafické znázornenie je na obrázku 4.7 a obrázku 4.8. Jednotlivé hodnoty môžu mať
charakter ako je v tab. 4.4.
Tab. 4.5: Krokové kolísanie oneskorenia.
Časový okamih [ms]
Odoslanie paketu 0 5 10 15 20
Prijatie paketu 2 9 16 19 22
Číslo paketu 1 2 3 4 5
2ms 4ms 6ms 4ms 2ms

















2 3 4 51
Obr. 4.12: Krokové kolísanie oneskorenia [4].
4.2.9 Zhrnutie kolísania oneskorenia
Kolísanie oneskorenia je každopádne nežiadúci stav, ktorému sa snažíme vyhnúť.
U služby VoIP vysoké kolísanie spôsobuje výpadky hovoru. Konkrétne normy, ktoré
hovoria o dovolených hodnotách kolísania sa líšia v vzhľadom k typu služby a siete.
Napríklad v telekomunikačnej sieti by kolísanie nemalo byť väčšie ako 100ms [29].
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4.3 Doporučenia EtherSAM
V minulosti sa kládol dôraz na obyčajný prenos dát v sieťovej infraštruktúre. Ako
doba pokročila nastali radikálne zmeny a to hlavne v kvalite služieb. Dnes sa sieťou
prenášajú rôzne typy dát, ako napríklad hlasové, video alebo napríklad transakčné
dáta. Charakteristika jednotlivých služieb je v tab. 4.6. Na zaistenie potrebnej kvality
prenosu je nutné rozoznávať prioritu týchto dát. Na tento fakt doporučenie RFC2544
jednoducho nestačí, pretože neobsahuje parametre pre dnešné SLA (Service Level
Agreement) služby zatiaľ čo EtherSAM áno [10] [23].
Tab. 4.6: Typy prevádzky a služieb [10].
Typ prevádzky Hlavné aplikácie Príklady služieb






Všesmerová prevádzka, ktorá Video na požiadanie
po strate nie je obnovená Internetové hry
Video konferencie




















Obr. 4.13: Kategória prenosových pásiem [10].
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CIR (Committed Information Rate) – do tejto triedy spadá šírka pásma, ktorá je
garantovane dostupná pre dané služby. Ciele kladené na sieť sú splnené.
EIR (Excess Information Rate) – šírka pásma je dostupná v závislosti na vyťažení
a využívaní siete. Ciele kladené na sieť nemusia byť splnené.
Zahadzované pásmo – Pásmo nad hranicou CIR alebo CIR/EIR. Ciele nemôžu
byť splnené bez prerušenia iných služieb [10].
4.3.1 Test konfigurácie služieb
Fáza 1 – Minimálny dátový prenos až po CIR
Šírka pásma sa postupne zvyšuje až po hornú hranicu pásma CIR (obr. 4.14). Tento
test má za úlohu overiť či sieť dokáže podporovať jednotlivé služby na rôznych úrov-
niach prenosovej rýchlosti. Pri postupne zvyšujúcej sa úrovne merania, prebieha
analýza všetkých parametrov1 siete a kontroluje sa či hodnoty nameraných para-












Obr. 4.14: Meranie od minimálnej priepustnosti až po CIR [10].
Fáza 2 – Testovanie služieb medzi CIR a EIR
V tejto časti merania sa analyzuje oblasť medzi CIR a EIR (obr. 4.15). Toto zaisťuje,
že služby v pásme EIR sú správne nakonfigurované a prenos v tomto pásme môže
byť uskutočnený. Každopádne v tomto pásme už nie je garantovaná výkonnosť siete
a z tohto dôvodu sa nevykonáva posúdenie parametrov siete. V tomto štádiu sa me-
ria len prijímaná priepustnosť. Keďže EIR nie je garantované pásmo, šírka pásma
nemusí byť dostupná pre každú prevádzku nad CIR [10] [23].














Obr. 4.15: Meranie od CIR až po EIR [10].
Fáza 3 – Testovanie prekročenia pásma EIR
Jeden z atribútov paketového transportu je schopnosť vysporiadať sa z burst pre-
vádzkou. V takomto prípade ako je horný limit EIR pásma je veľká pravdepodob-
nosť, že prevádzka bude nespoľahlivá a dáta sa budú zahadzovať (obr. 4.16). V tomto
kroku sa posielajú dáta nad pásmo EIR a je monitorovaná prijímacia rýchlosť. EIR
prevádzka by mala fungovať v závislosti na dostupnosti zdrojov. Akákoľvek pre-
vádzka nad dané maximum by mala byť zahadzovaná aby nepreťažovala sieť. Ak














Obr. 4.16: Meranie prekročenia pásma EIR [10].
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4.3.2 Test služieb
Kým test konfigurácie služieb sa zameriava na správnu konfiguráciu jednotlivých
služieb na sieťových prvkov, test služieb sa zameriava na presadzovanie parametrov
QoS na základe dohodnutých podmienok [10].
V tomto teste, sú všetky nakonfigurované služby generované súčasne v rovnakom
CIR pásme, pričom test môže trvať od niekoľkých minút až po niekoľko dní. Počas
tohto obdobia sa výkon každej služby individuálne sleduje. Ak ktorákoľvek služba

















Obr. 4.17: Test služieb EtherSAM [10].
Všetky nakonfigurované služby sú simulované súčasne pri ich maximálnych pre-
nosových kapacitách na úrovni CIR (obr. 4.17). Sieťové parametre sú monitorované
a pokiaľ akýkoľvek parameter služby klesne pod minimálne stanovené hodnoty, je
tento stav deklarovaný ako neúspešný. Príklad zmluvy o poskytovaní služieb SLA
resp. jednotlivé parametre siete sú v tab. 4.7 [10] [23].
Tab. 4.7: Kritéria služieb EtherSAM [23].
Výkonnostné kritériá Hlas Video Dáta
CIR [Mbit/s] (zelená) 5 10 2,5
EIR [Mbit/s] (žltá) 0 5 5
Oneskorenie [ms] <5 5-15 <30
Kolísanie oneskorenia [ms] <1 - -
Stratovosť paketov <0,001 <0,05 <0,05
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4.4 Rozdiel metódy RFC2544 a EtherSAM
V tab. 4.8 je súpis základných rozdielov medzi týmito dvomi metódami analýzy
siete. Metodika RFC2544 je založená na sekvenčnom prístupe, kde sa každý podtest
spracováva jeden po druhom, čo je samozrejme časovo náročné. Pokiaľ sa zaznamená
veľké množstvo udalostí, ktoré zapríčinia stratu paketov, čas testovania prvkov sa
dramaticky zvýši. Okrem toho RFC2544 ďalej vykonáva podtesty opakovane so
zmenou veľkosti paketov, čo zase len zvyšuje dobu testovania infraštruktúry [10].
Na druhej strane EtherSAM používa tzv. ramp-up prístup, kde každý krok trvá
presný časový interval. V dôsledku vyhovel/nevyhovel podmienkam, ktoré sú zalo-
žené na kľúčových parametroch výkonu počas testov, sa otázka kvality linky vyhod-
notí bez zbytočného zvyšovania testovacieho času. Každý krok môže byť nakonfi-
gurovaný od 1–60 sekúnd. Tento spôsob je veľmi efektívny, pretože výsledky testov
dosiahneme za podstatne nižší časový úsek ako u RFC2544 [10].
Tab. 4.8: Rozdiel medzi RFC2544 a EtherSAM [10]
RFC2544 EtherSAM
Priepustnosť
Meria úrovne CIR, EIR
Nerozlišuje garantovaný a zahadzovaného pásma,
prenos a prebytočnú prevádzku. pričom kontroluje dodržanie
podmienok výkonu siete.
Je založená na rýchlosti Stratovosť sa neustále
Stratovosť
distribúcie, to jest. pakety sú vyhodnocuje počas meranej
generované v špecifických fázy a tým sa zabezpečuje
intervaloch prenosovej rýchla identifikácia akejkoľvek
rýchlosti. straty.
Oneskorenie
Meranie oneskorenie je založené Meria oneskorenie všetkých
na meraní jedného paketu paketov a poskytuje ako
počas testovania siete. maximálne tak aj priemerné
hodnoty.
Neobsahuje.
Zabezpečuje to, že real-time
Kolísanie služby majú svoju prioritu a
oneskorenia tento fakt je zahrnutý do
daného merania.
Najväčšia nevýhoda metódy RFC2544 je spôsobená tým, že v danom čase je
schopná merať len jedinú službu. V kombinácií s tým, že tieto testy služieb je nutné
zopakovať v iných variantoch nastavení, dochádza k rapídnemu nárastu času, ktorý
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je potrebný na testovanie infraštruktúry. Toto navyše ani zďaleka nevystihuje reálne
situácie v sieťovej infraštruktúre, kde sa bežne spracovávajú rôzne služby [10].
Naproti tomu, EtherSAM pracuje na princípe, kde sa jednotlivé služby testujú
v cykloch a jednotlivé služby vyhodnocuje podstatne rýchlejšie. Pri porovnaní me-
tód RFC2544 a EtherSAM s rovnakými nastaveniami testov pre jednotlivé služby,
potrvá metóde RFC2544 približne 20 minút testovanie priepustnosti, zatiaľ čo u Et-
herSAM to potrvá 25 sekúnd. Toto umožňuje získať podrobnejšiu štatistiku a pokles
trvania testu o 98%. Samozrejme tým, že EtherSAM dokáže spracovávať rôzne služby
naraz, dokáže tak simulovať reálnu situáciu v sieti a výsledky meraní sú tým pá-
dom relevantnejšie [10]. Na obrázku 4.18 je znázornený rozdiel merania priepustnosti
metódou RFC2544 a EtherSAM. V tab. 4.9 je popis jednotlivých krokov.






















Obr. 4.18: Meranie priepustnosti RFC2544 (v ľavo) a EtherSAM (v pravo) [10].
Tab. 4.9: Meranie priepustnosti RFC2544 (v ľavo) a EtherSAM (v pravo) [10].
Krok Priepustnosť [%]
Vyhovel Krok Priepustnosť [%] Stav
Nevyhovel 1 30
Zelená
1 100 nevyhovel 2 50
2 80 nevyhovel 3 70
3 30 vyhovel 4 CIR
4 60 vyhovel 5 EIR Žltá








Pre testovanie výkonu smerovačov a prepínačov som využil zariadenie Ixia XM2
s modulom LSM (LAN Services Module) XMVR4. Mal som k dispozícií aplikácie
IxExplorer a Test Conductor. V programe Test Conductor, konkrétne v prostredí
Test Composer som vytvoril test oneskorenia zvlásť pre prepínač a smerovač. Sú-
stava zariadení ako celok sa meria podľa typu zariadení. Ak máme systém zariadení,
ktorý pozostáva čisto z prepínačov, využijeme test prepínača. Pokiaľ sa nachádza
v sústave aspoň jeden smerovač, meria sa tento systém rovnako ako samotný sme-
rovač.
5.1 Metodika merania oneskorenia
Vytvoril som testy pre dva typy meraní. Tieto merania som navrhol tak aby som
mohol jednoducho testy aplikovať aj na sústavu zariadení. Schéma zapojení je na
obrázkoch 5.1, 5.2, 5.3 a 5.4. Paketové toky, ktoré sa nachádzajú v súboroch testov
majú vo svojich IP hlavičkách rôzne nastavenia zdrojovej a cieľovej adresy. Tieto
adresy sú nakonfigurované podľa daného merania. Zdrojový port je vždy port 01
na zariadení IXIA. Cieľový port je buď port 03 alebo port 02. Port 02 slúži pre
































Obr. 5.4: Schéma zapojenia sústavy zariadení prepínačov.
Testy som navrhol tak, že nie je nutné poznať priepustnosť zariadenia. Oneskorenie
sa meria pri najvyššej rýchlosti prenosu, ktorú dané zariadenia podporujú. Maxi-
málna rýchlosť prenosu sa zistí zo stratovosti paketov. Stratovosť paketov sa sleduje
vždy len v prvom paketovom toku. Tento paketový tok obsahuje najmenšiu veľkosť
paketov. Experimentálnymi pokusmi som zistil, že stačí kontrolovať práve tento pa-
ketový tok.
Rýchlosť merania je potom rovnaká pre všetky toky paketov. To znamená, že pokiaľ
je zariadenie schopné prenášať 64B pakety s maximálnou rýchlosťou 10Mbs a pa-
kety s veľkosťou 1518B s rýchlosťou 40Mbs tak sa meranie spracuje na rýchlosti
10Mbs. Týmto je zabezpečené, že merania sú jednotné a ľahko porovnateľné. Prie-
pustnosť zariadenia sa nemôže zanedbať. Pokiaľ by došlo k zahadzovaniu paketov,
výsledné hodnoty by boli skreslené.
V jednom meraní je zahrnutých desať paketových tokov s rôznou veľkosťou paketu.
Tieto veľkosti sú krokovo odstupňované od 64–1518B. Najskôr sa prepošlú pake-
tové toky pri maximálnej rýchlosti danej linky. Rýchlosť je nastavená v percentu-
álnej stupnici. Jednotlivé merania sú opakované s postupne klesajúcou prenosovou
rýchlosťou, až kým sa nezaznamená meranie pri ktorom nedošlo k strate paketov.
Znižovanie prenosovej rýchlosti je krokované po 5 %.
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Stručný princíp programu v Test Conductore:
• Prihlásenie sa k zariadeniu XM2 s užívateľským účtom user.
• Aplikovanie konfigurácie na dané porty meracieho zariadenia.
• Spustenie zachytávania paketových tokov na porte číslo 03 (resp. port 02).
• Spustenie vysielania paketových tokov na porte číslo 01.
• Pozastavenie programu na určitý časový limit.
• Zastavenie vysielania paketových tokov na porte číslo 01.
• Zastavenie zachytávania paketových tokov na porte číslo 03 (resp. port 02).
• Splnenie / nesplnenie podmienky prijatia všetkých paketov v prvom toku.
• Vyhodnotenie výsledkov merania. Vytvorenie tabuľky a grafu.
Ukážka zdrojového kódu je v prílohách A.1. Celý zdrojový kód je v elektronickej
prílohe.
Proces prenosu paketov trvá rôzne dlhú dobu v závislosti na rýchlosti prenosu. Lo-
gicky je zrejmé, že meranie s maximálnou rýchlosťou potrvá kratší čas ako meranie
s rýchlosťou len 10%. Medzi príkazom spustenia prenosu paketových tokov a prí-
kazom na zastavenie tohto prenosu sa nachádza príkaz na pozastavenie. Bez
neho by program ihneď po spustení zastavil prenos paketov. Program by následne
chcel vyhodnotiť meranie aj napriek tomu, že ešte nemá prijaté všetky výsledky
oneskorení. Pre tento účel som program ošetril príkazom sleep. Pre každú rýchlosť
merania iný časový interval. Tieto intervay som nastavil vhodne podľa potreby. Čím
bola rýchlosť prenosu nižšia, tým bolo trvanie pozastavenia dlhšie.
5.2 Vykresľovanie grafov
Na vykreslenie grafov som použil program Gnuplot verzia 4.6, ktorý je voľne do-
stupný na internetových stránkach. Je to aplikácia, ktorá dokáže generovať grafy na
základe nami vytvoreného skriptu. Gnuplot je schopný vygenerovať graf zo súboru
alebo súborov, ktoré môžu byť typu txt, dat alebo csv. Následne dokáže uložiť graf
vo formáte png, jpg, eps alebo aj pdf.
Navrhol som skript, ktorý vygeneruje stĺpcový graf na základe vyexportovaného
csv súboru priamo z programu Test Conductor. Skript je zostavený tak, že očakáva
zdrojový csv súbor z názvom latencia, na lokálny disk D:\. Grafy sú ukladané vo
formáte png a to konkrétne na disk D:\latencia.png. Využil som funkcie Test Con-
ductoru na to aby po meraní vytvoril graf z nameraných hodnôt automaticky. Celá
štruktúra skriptu sa nachádza v prílohy B.1.
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6 VÝSLEDKY MERANIA
Kapitola obsahuje grafy, ktoré som zhotovil podľa nameraných štatistík. V jednot-
livých kapitolách sa odkazujem na konkrétne tabuľky, ktoré sa nachádzajú v prí-
lohe. Parameter rýchlosti prenosu paketových tokov udávam z jednoduchého dô-
vodu. Každé zariadenie malo inú priepustnosť, s čoho vyplýva, že dokázalo prenášať
pakety rôznou prenosovou rýchlosťou. Pokiaľ sa pakety zahadzovali, namerané vý-
sledky a aj grafy boli patrične poznačené a irelevantné. Takto boli namerané veľké
skokové hodnoty. Na zariadeniach bola základná konfigurácia a pred meraním boli
reštartované.
6.1 Merania priamo pripojeného prepínača
6.1.1 Prepínač Allied Telesis AT-8524
Meranie bolo spracované so 100% rýchloťou gigabitovej linky. Hodnoty oneskorenia
boli rovnaké pri akejkoľvek rýchlosti prenosu. Graf, na obrázku 6.1 charakterizuje
oneskorenie prepínača. Z grafu vyplýva, že dochádzalo len k minimálnemu kolísaniu
oneskorenia. Na stránke [1] je uvádzaná rýchlosť prenosu až 6,6miliónov paketov za
sekundu. Kapacita prepínania je udávaná 8,8Gbs. Tabuľka k danému meraniu je
prílohe C.1.
Obr. 6.1: Oneskorenie prepínača Allied Telesis AT-8524, 100% rýchlosť.
50
6.1.2 Prepínač Allied Telesis AT-950/8
Ďalší prepínač, ktorý som zmeral bol Allied AT-950/8. Typ prenosovej linky bol
gigabitový ethernet. Na obrázku 6.2 je vidieť graf k tomuto meraniu. Pokiaľ si po-
rovnáme výsledky tohto merania s predošlým prepínačom Allied AT-8524, všimneme
si, že boli namerané prakticky rovnaké hodnoty. Usudzujem, že toto bolo spôsobené
kvôli podobne výkonnej rade prepínačov od tohto výrobcu. Pri nižších rýchlostiach
sa hodnoty oneskorenia nemenili. Tabuľka je k dispozícií v prílohe C.2
Obr. 6.2: Oneskorenie prepínača Allied Telesis AT-950/8, 100% rýchlosť.
6.1.3 Prepínač CISCO 2960
U prepínača CISCO2960 som nameral zaujímavé priebehy. K zahadzovaniu pake-
tov nedochádzalo ani pri jednej z typov prenosovej rýchlosti, ktorú som nastavil.
Typ použitej linky bol gigabit ethernet. Z grafov na obrázku 6.3 a obrázku 6.4 je
patrné, že priebehy nárastu oneskorenia sú rozdielne či už graficky (typ priebehu)
alebo číselne. Treba si všimnúť, že pri 100% prenosovej rýchlosti linky sa hodnoty
oneskorenia pohybovali až pri hodnotách 80µs. Pri 99% rýchlosti prenosu bola naj-
vyššia hodnota oneskorenia približne len 20µs. Pri nižších rýchlostiach sa už hodnoty
oneskorenia nemenili. Pri oboch nastaveniach prenosovej rýchlosti sa prejavilo mini-
málne kolísanie oneskorenia. V dokumente [8] je popisovaná priepustnosť prepínača
ako 32Gbs. Dokáže prepínať 6,5miliónov paketov za sekundu. Tabuľky sú uvedené
v prílohe C.3 a C.4.
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Obr. 6.3: Oneskorenie prepínača CISCO 2960, 100% rýchlosť.
Obr. 6.4: Oneskorenie prepínača CISCO 2960, 99% rýchlosť.
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6.1.4 Prepínač HP2626
Toto meranie prepínača bolo taktiež aplikované na jeho gigabitové porty. Podľa
grafu, ktorý je na obrázku 6.5 je možné badať stabilné oneskorenie a minimálne
kolísanie oneskorenia. Podobne ako u prepínačov Allied AT-8524 a Allied AT-950/8
tak aj u prepínača HP2626 sa hodnoty oneskorenia nemenili ani pokiaľ sa menila
rýchlosť prenosu paketov. U prepínačov AT-8524 a Allied AT-950/8 sa maximálne
hodnoty oneskorenia pohybovali približne pri 14 µs a u prepínača HP2626 sa pohy-
bovali pri hodnotách 12 µs. Výrobca na stránke [11] garantuje hodnoty oneskorenia
menšie ako 13,3µs. Výrobca ďalej udáva priepustnosť až do 10,1 miliónov paketov
za sekundu. Smerovaciu a prepínaciu kapacitu udáva 13,6Gbs. Namerané hodnoty
oneskorenia sa nachádzajú v prílohe C.5.
Obr. 6.5: Oneskorenie prepínača HP2626, 100% rýchlosť.
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6.2 Merania priamo pripojeného smerovača
6.2.1 Smerovač CISCO 2911
Pri meraní smerovača CISCO 2911 je najviac patrné ako ovplyvňuje prenosová rých-
losť oneskorenie prevádzky. Z predchádzajúcich meraní a to u prepínačov HP2626,
AT-8524 a AT-950/8 som si všimol, že rýchlosť prenosu paketových tokov prakticky
nemala vplyv na hodnoty oneskorenia paketov. U smerovača 2911 som si všimol,
že rôzna rýchlosť prenosu mala rapídny vplyv na namerané hodnoty a zároveň na
hodnotu kolísania oneskorenia.
Obr. 6.6: Oneskorenie smerovača CISCO 2911, 100% rýchlosť.
Na obrázku 6.6 je graf k meraniu kde bola využitá 100% rýchlosť gigabitovej linky.
Tabuľka k tomuto meraniu je v prílohe C.6. Pre porovnanie som vygeneroval ďalšie
dva grafy, ktoré sú zobrazené na obrázku 6.7 a obrázku 6.8. Z tabuľky v prílohe C.7
je vidieť, že pri 50% prenosovej rýchlosti smerovač nedokáže plnohodnotne preniesť
pakety veľkosti 64B. Údaje sú skreslené. Graf na obrázku 6.8 predstavuje stav,
kedy sú prenesené všetky typy paketov bez zahadzovania, ale tu už hovoríme len
o 20% prenosovej rýchlosti. Typ použitého smerovania bol CEF. V dokumente [7]
výrobca pri tejto konfigurácií udáva priepustnosť smerovača 180,73Mbs. Toto číslo
sa približuje práve k hodnote 20% využitia gigabitovej linky. Ďalší fakt, ktorý som
si všimol bol ten, že pri 100% prenosovej rýchlosti bolo veľké kolísanie, zatiaľ čo
u meraní s nižšou rýchlosťou sa zaznamenalo nižšie kolísanie.
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Obr. 6.7: Oneskorenie smerovača CISCO 2911, 50% rýchlosť.
Obr. 6.8: Oneskorenie smerovača CISCO 2911, 20% rýchlosť.
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6.2.2 Smerovač MikroTik RB1200
Smerovač od firmy MikroTik dosahoval pomerne slabé výsledky a to hlavne čo sa
týkalo kolísania oneskorenia a samotnej rýchlosti prenosu. Toto je vidieť aj z grafu,
ktorý je na obrázku 6.9. Tabuľka nameraných hodnôt je v prílohe C.9. V tomto
prípade z grafu nie sú úplne očividné stúpajúce hodnoty oneskorenia vzhľadom na
veľkosti paketov, ako pri iných predošlých meraniach. Je to kvôli tomu, že maxi-
málne hodnoty oneskorenia vykazovali skokové hodnoty. Priemerné oneskorenie síce
dosahovalo hodnoty v rozmedzí 13–53µs, ale treba poznamenať, že samotná rých-
losť prenosu bola len 5% z celkovej gigabitovej rýchlosti, ktorú porty podporovali.
Pokiaľ som použil vyššiu rýchlosť prenosu, automaticky dochádzalo k zahadzovaniu
paketov, čo samozrejme viedlo ku skresleným výsledkom.
Obr. 6.9: Oneskorenie smerovača MikroTik RB1200, 5% rýchlosť.
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6.2.3 Smerovač MikroTik 750GL
Smerovač MikroTik 750GL je typickým zástupcom SOHO (Small Office Home Of-
fice) smerovačov. Tento smerovač dosahoval najslabšie výsledky zo všetkých mera-
ných zariadení. Typ použitej linky bol gigabitov ethernet. Hodnoty priemerného
oneskorenia sa síce pohybovali približne v rozsahu 33–70 µs, ale treba poznamenať,
že prenosová rýchlosť bola len 2% z gigabitovej linky. Z grafu na obrázku 6.10 je vi-
dieť charakteristiku oneskorenia. Tabuľka k tomuto meraniu je v prílohách C.10. Na
internetových stránkach [24] som našiel tabuľku výkonu udávanú výrobcom. Táto
tabuľka sa nachádza aj v prílohách D.1. Tabuľka D.2 zobrazuje mnou namerané
výsledky. Výsledky, ku ktorým som dospel sa vo veľkej miere odlišovali od výsledkov
udávaných vyrobcom. Jediným rozdielom bol firmware smerovačov a analyzátorom,
ktorým boli smerovače testované. Výrobcom použitý analyzátor bol XenaBay a vy-
užilo sa doporučenie merania RFC2544. Verzia operačného systému mnou meraného
smerovača bola v5.0.2.
Obr. 6.10: Oneskorenie smerovača MikroTik RB750GL, 2% rýchlosť.
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6.3 Merania sústavy zariadení
6.3.1 CISCO2911 – Allied 8524 – CISCO2960
Na obrázku 6.11 je znázornená konkrétna schéma zapojenia merania sústavy prvkov.
Grafické zobrazenie výsledkov oneskorenia je na obrázku 6.12. Logicky je sieť tak
výkonná ako jej najslabší článok. V tomto prípade to bol smerovač CISCO 2911.
Prenosová rýchlosť sa tým pádom musela prispôsobiť na 20% gigabitovej linky.
Toto meranie dokazuje, že celkové oneskorenie bolo súčtom čiastkových oneskorení.





CISCO 2911 Allied 8524 CISCO 2960
Obr. 6.11: Schéma zapojenia oneskorenie sústavy zariadení, 20% rýchlosť.
Obr. 6.12: Oneskorenie sústavy zariadení, 20% rýchlosť.
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6.3.2 MikroTikRB1200 – Allied 8524 – CISCO2960
Na obrázku 6.13 je znázornená konkrétna schéma zapojenia merania sústavy prv-
kov. Grafické zobrazenie výsledkov oneskorenia je na obrázku 6.14. Aj v tomto
prípade bolo nutné prispôsobiť rýchlosť prenosu podľa najslabšieho zariadenia v sieti.
V tomto prípade to bol smerovač MikroTik RB1200. Prenosová rýchlosť sa tým
pádom musela prispôsobiť na 5% gigabitovej linky. Aj v tomto prípade bolo celkové
oneskorenie súčtom čiastkových oneskorení. Kompletná tabuľka nameraných hodnôt





MikroTik RB1200 Allied 8524 CISCO 2960
Obr. 6.13: Schéma zapojenia oneskorenie sústavy zariadení, 5% rýchlosť.
Obr. 6.14: Oneskorenie sústavy zariadení, 5% rýchlosť.
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6.3.3 MikroTik 750GL – Allied 8524 – CISCO2960
Na obrázku 6.15 je znázornená konkrétna schéma zapojenia merania sústavy prvkov.
Grafické zobrazenie výsledkov oneskorenia je na obrázku 6.16. Tak isto bolo nutné
prispôsobiť rýchlosť prenosu, podľa najslabšieho zariadenia v sieti. V tomto prípade
to bol smerovač MikroTik 750GL. Prenosová rýchlosť sa tým pádom musela pris-
pôsobiť na 2% gigabitovej linky. Aj v tomto prípade platilo, že súčet čiastkových






MikroTik 750GL Allied 8524 CISCO 2960
Obr. 6.15: Schéma zapojenia oneskorenie sústavy zariadení, 2% rýchlosť.
Obr. 6.16: Oneskorenie sústavy zariadení, 2% rýchlosť.
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6.3.4 Allied 8524 – Allied 950/8 – CISCO2960
Na obrázku 6.17 je znázornená schéma zapojenia k tomuto meraniu sústavy za-
riadení. Na obrázku 6.18 je graf k tomuto meraniu. V tomto prípade všetky tri
zariadenia podporovali maximálnu prenosovú rýchlosť gigabitovej linky. Najväčšie
oneskorenie pridal do tejto sústavy prepínač CISCO2960. Kompletná tabuľka na-





Allied 8524 Allied 9508 CISCO 2960
Obr. 6.17: Schéma zapojenia oneskorenie sústavy zariadení, 100% rýchlosť.
Obr. 6.18: Oneskorenie sústavy zariadení, 100% rýchlosť.
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7 ZÁVER
Úlohou mojej bakalárskej práce bolo naštudovať problematiku analýzy výkonu sieťo-
vej infraštruktúry. Mal som popísať a porovnať hardwarové a softwarové prostriedky
na analýzu sieťovej infraštruktúry. Na začiatku práce som stručne popísal charakte-
ristiku smerovača a prepínača. Ďalej som popísal faktory, ktoré ovplyvňujú výkon
týchto zariadení. V teoretickej časti práce som rozoberal tematiku merania rôznych
parametrov siete. Tieto parametre sa dajú merať podľa rôznych doporučení. Tu som
popisoval doporučenia RFC2544, RFC3393 a EtherSAM.
Mal som vytvoriť sadu testov, ktoré budú slúžiť na merania smerovačov a prepínačov.
Využil som zariadenie IXIA s príslušným softwarom IxExplorer a Test Conductor.
Podarilo sa mi vytvoriť merania oneskorenia pre smerovač a prepínač. Zároveň sa
tieto merania dajú využiť aj prípade, že sa jedná o sústavu zariadení. Na základe
nameraných výsledkov som zariadenia porovnal.
Z neznámych dôvodov sa tieto merania nedali aplikovať na smerovač MikroTik 750GL,
MikroTik RB1200 a prepínač CISCO2960. Zistil som, že zariadenia zaznamenali
príjem paketov na prijímacom porte, ale na vysielacom porte signalizačná dióda ne-
indikovala žiadnu prevádzku. Princípom meraní, ktoré som vytvoril bolo to, že Test
Conductor vykonal automaticky tie isté kroky v IxExplorery, ktoré by som vykonal
ja manuálne. Po spustení programu IxExplorer som vykonal rovnaké kroky merania,
ktoré som naprogramoval v Test Conductore. V tomto prípade prebehlo všetko bez
problémov a nameral som výsledky, ktoré som v práci uviedol a popísal. Ostatné
zariadenia, ktoré sú v práci popísané boli premerané testami, ktoré som vytvoril a
nevykazovali nič čo by naznačovalo chybu v programe.
Všetky zariadenia som premeriaval niekoľko krát. Namerané výsledky som sa sna-
žil porovnať s výsledkami, ktoré som hľadal na internetových stránkach. Bohužiaľ
konkrétne hodnoty oneskorení som nenašiel ku všetkým zariadeniam. K niektorým
zariadeniam sa mi podarilo nájsť parametre priepustnosti. Tieto parametre som
vedel približne porovnať na základe rýchlostí, ktorou boli zariadenia merané. Pri
zariadeniach Allied 8524, Allied 950/8, CISCO2911,CISCO,2960 a HP2626 môžem
povedať, že výsledky boli relevantné a dokonca spĺňali výrobcom udávané para-
metre. Pre smerovač MikroTikRB1200 som nenašiel žiadne výkonnostné parametre
podľa ktorých by som vedel vyhodnotiť správnosť výsledkov. Pre smerovač Mikro-
Tik 750GL som našiel na stránke výrobcu výkonnostnú tabuľku. Bohužiaľ namerané
výsledky sa nestotožňovali s výrobcom udávanými.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
ACL Access Lists – Prístupové zoznamy
ARP Address Resolution Protocol – Protokol rozlišovania adries
ATM Asynchronous Transfer Mode – Asynchrónny prenosový režim
BGP Border Gateway Protocol – Medzidoménový smerovací protokol
CAM Content Addressable Memory – Obsahovo adresovateľná pamäť
CEF Cisco Express Forwarding – Metóda smerovania paketov
CIR Committed Information Rate – Garantovaný informačný prenos
CRC Cyclic Redundancy Check – Cyklická kontrola nadbytočnosti
DDoS Distributed Denial of Service – Distribuované odmietnutie služby
DHCP Dynamic Host Configuration Protocol – Protokol dynamickej
konfigurácie koncového uzla
DNS Domain Name System – Systém názvov domén
EIR Excess Information Rate – Krajný informačný prenos
FCS Frame Check Sequence – Kontrola rámcovej sekvencie
FTP File Transfer Protocol – Protokol pre prenos súborov
Gbs Gigabits Per Second – Gigabity za sekundu
GPS Global Positioning System – Družicový navigačný systém
ICMP Internet Control Message Protocol – Protokol tretej vrstvy ISO/OSI
IP Internet Protocol – Internetový protokol
IPTV IP Television – Televízny prenos cez IP
IPDV IP Packet Delay Variation – IP paketové oneskorenie kolísania
IPv4 Internet Protocol version 4 – Internetový protokol verzia 4
IPv6 Internet Protocol version 6 – Internetový protokol verzia 6
ISO International Organization for Standardization – Medzinárodná
organizácia pre štandardizáciu
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IS–IS Intermediate System To Intermediate System – Smerovací protokol
LAN Local Area Network – Lokálna sieť
LSM LAN Services Module – Modul pre LAN služby
MAC Media Access Control – Unikátny identifikátor sieťového zariadenia
Mbs Megabits Per Second – Megabity za sekundu
MPLS Multiprotocol Label Switching Protocol – Smerovací protokol
MTU Maximum Transmission Unit – Maximálna prenosová jednotka
NAT Network Address Translation – Preklad sieťových adries
OSI Open Systems Interconnection – Otvorené systémy vzájomnej
komunikácie
OSPF Open Shortest Path First – Smerovací protokol
POP3 Post Office Protocol – Protokol pre prenos elektronickej pošty
POS Packet over SONET – Štandard využívajúci optický prenos
QoS Quality of Service – Kvalita služieb
RFC Request for Comments – Žiadosť o komentáre
RIP Routing Information Protocol – Smerovací protokol
RTP Real Time Protocol – Protokol pre real time služby
RTSP Real Time Streaming Protocol – Protokol na streamovanie
SIP Session Initiation Protocol – Rozšírený signalizačný protokol
SLA Service Level Agreement – Zmluvy o poskytovaní služieb
SMTP Simple Mail Transfer Protocol – Protokol pre prenos elektronickej pošty
SOHO Small Office Home Office – Malá kancelária domáca kancelária
SyncE Synchronous Ethernet – Prenos hodinového signálu v ethernete
TCP Transmission Control Protocol – Vysielací kontrolný protokol
TOS Type of Service – Typ služby
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TTL Time to Live – Doba životnosti paketu
UDP User Datagram Protocol – Používateľský datagramový protokol
VLAN Virtual LAN – Virtuálna LAN
VoIP Voice over IP – Hlasová prevádzka prostredníctvom prenosu paketov
VPN Virtual Private Network – Virtuálna privátna sieť
WAN Wide Area Network – Rozsiahla sieť
Δ Delta – Rozdiel
Δ𝐽𝑖𝑡𝑡𝑒𝑟𝑛 – Rozdiel časov prijatia paketov
Δ𝑝𝑟𝑖𝑗𝑎𝑡𝑖𝑒𝑛 – Časový rozdiel prijatia dvoch paketov nasledujúcich po sebe
ms – Millisecond – Milisekunda
µs – Microsecond – Mikrosekunda
𝑛 – Číslo poradia paketu
𝐽𝑖𝑡𝑡𝑒𝑟𝑀𝑎𝑥 – Maximálne kolísanie oneskorenia
𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒𝑀𝑎𝑥 – Maximálne oneskorenia
𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒𝑀𝑖𝑛 – Minimálne oneskorenia
𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒𝑛 – Oneskorenie súčasného paketu
𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒𝑛−1 – Oneskorenie predošlého paketu
𝑃𝑟𝑖𝑒𝑚𝑒𝑟𝑛é𝑂𝑛𝑒𝑠𝑘𝑜𝑟𝑒𝑛𝑖𝑒 – Priemerné oneskorenie nameraných hodnôt
𝑃𝑟𝑖𝑗𝑎𝑡𝑖𝑒𝑛 – Čas prijatia súčasného paketu
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A PRÍLOHA
A.1 Časť zdrojového kódu merania smerovača
Obr. A.1: Časť zdrojového kódu merania smerovača.
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B PRÍLOHA
B.1 Skript k programu GnuPlot
set title "Závislosť oneskorenia na veľkosti paketov" # Názov grafu.
set style data histogram # Typ grafu – stĺpcový.
set xrange [0:11] # Merítko osi X – od 1–12.
set key horizontal # Časti legendy vedľa seba.
set key top center # Umiestnenie legendy.
set style histogram cluster gap 1 # Medzery medzi stĺpcami.
set style fill solid border -1 # Hrúbka okraja stĺpcov.
set boxwidth 1.0 # Šírka stĺpcov.
set xlabel "Veľkosť paketu (B)" # Menovka osi X.
set ylabel "Oneskorenie (µs)" # Menovka osi Y.
set xtics ("64"1,"215"2,"365"3,"515"4,"685"5,"815"6,"965"7,"1115"8,"1265"9,"1518"10)
# Popis jednotlivých stĺpcov grafu.
set xtic rotate by -0 scale 0 # Nastavenie písma osi X.
set ytic # Nastavenia písma osi Y.
set datafile separator "," # Oddelovač údajov v csv súbore.
set bmargin 5 # Roztiahne graf v zvislom smere.
plot ’D:\latencia.csv’ using ($5/1000) title "Min", ” using ($4/1000) title "Max", ”
using ($3/1000) title "Avg"
# Umiestnenie súboru cvs a údajov, ktoré sa majú použiť na tvorbu grafu.
set terminal pngcairo size 800,600 enhanced font ",15"
# Typ,veľkosť písma, rozlíšenie grafu, knižnica cairo nesie v sebe písmo s diakritikou.
set output ’D:\latencia.png’ # Nastaví umiestnenie grafu.
replot # Vykreslenie grafu.
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C PRÍLOHA
C.1 Meranie priamo pripojeného prepínača
Tab. C.1: Oneskorenie prepínača Allied Telesis AT-8524, 100% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 3,060 3,180 3,129 100
215 100 000 3,660 3,780 3,728 100
365 100 000 4,880 5,000 4,944 100
515 100 000 6,100 6,200 6,153 100
665 100 000 7,208 7,400 7,343 100
815 100 000 8,460 8,580 8,527 100
965 100 000 9,680 9,780 9,743 100
1 115 100 000 10,860 10,960 10,928 100
1 265 100 000 12,080 12,200 12,143 100
1 518 100 000 14,100 14,200 14,157 100
Tab. C.2: Oneskorenie prepínača Allied Telesis AT-950/8, 100% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 2,560 2,600 2,580 100
215 100 000 3,740 3,800 3,763 100
365 100 000 4,940 5,020 4,957 100
515 100 000 6,140 6,220 6,169 100
665 100 000 7,380 7,380 7,356 100
815 100 000 8,600 6,600 8,556 100
965 100 000 9,720 9,800 9,756 100
1 115 100 000 10,920 11,000 10,956 100
1 265 100 000 12,120 12,220 12,156 100
1 518 100 000 14,140 14,240 14,178 100
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Tab. C.3: Oneskorenie prepínača CISCO 2960, 100% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 5,560 6,340 5,960 100
215 100 000 7,220 10,140 8,622 100
365 100 000 10,140 13,460 11,793 100
515 100 000 13,460 18,100 15,776 100
665 100 000 18,100 24,020 21,055 100
815 100 000 24,000 34,880 28,091 100
965 100 000 34,880 44,120 39,833 100
1 115 100 000 44,100 53,900 49,013 100
1 265 100 000 53,900 65,740 59,956 100
1 518 100 000 65,700 79,060 72,379 100
Tab. C.4: Oneskorenie prepínača CISCO 2960, 99% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 5,460 6,300 5,944 99
215 100 000 7,180 7,520 7,369 99
365 100 000 8,540 8,880 8,711 99
515 100 000 9,980 10,780 10,125 99
665 100 000 11,360 11,640 11,506 99
815 100 000 12,840 13,140 12,999 99
965 100 000 14,200 14,860 14,371 99
1 115 100 000 15,580 15,860 15,716 99
1 265 100 000 17,100 17,800 17,249 99
1 518 100 000 19,520 19,820 19,662 99
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Tab. C.5: Oneskorenie prepínača HP2626, 100% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 1,740 1,920 1,840 100
215 100 000 2,110 2,136 2,125 100
365 100 000 3,310 3,328 3,321 100
515 100 000 4,518 4,536 4,528 100
665 100 000 5,718 5,736 5,727 100
815 100 000 6,910 7,072 6,921 100
965 100 000 8,118 8,136 8,129 100
1 115 100 000 9,310 9,328 9,321 100
1 265 100 000 10,510 10,527 10,521 100
1 518 100 000 12,534 12,552 12,545 100
C.2 Meranie priamo pripojeného smerovača
Tab. C.6: Oneskorenie smerovača CISCO 2911, 100% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 26 193 123,240 772,660 665,596 100
215 72 730 657,440 882,460 668,379 100
365 99 747 669,960 992,260 847,242 100
515 99 994 865,560 1 654,000 1 265,850 100
665 99 935 1 641,420 2 116,200 1 944,733 100
815 99 931 2 086,720 2 566,160 2 381,412 100
965 99 970 2 427,680 3 018,100 2 776,782 100
1 115 99 962 2 993,940 3 489,380 3 296,762 100
1 265 99 955 3 451,900 3 936,500 3 750,546 100
1 518 100 000 3 792,660 3 797,160 3 794,908 100
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Tab. C.7: Oneskorenie smerovača CISCO 2911, 50% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 52 173 122,900 786,000 665,989 50
215 100 000 7,780 660,460 53,286 50
365 100 000 13,260 133,800 67,625 50
515 100 000 35,580 114,000 74,852 50
665 100 000 44,380 116,140 78,334 50
815 100 000 47,760 119,040 81,486 50
965 100 000 50,840 116,340 82,693 50
1 115 100 000 53,240 118,760 85,150 50
1 265 100 000 56,860 123,240 86,144 50
1 518 100 000 61,140 123,320 89,288 50
Tab. C.8: Oneskorenie smerovača CISCO 2911, 20% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 6,400 192,700 51,797 20
215 100 000 7,780 113,840 58,735 20
365 100 000 15,080 117,160 61,939 20
515 100 000 17,220 214,480 67,161 20
665 100 000 20,600 115,700 74,154 20
815 100 000 24,980 119,340 69,758 20
965 100 000 42,920 120,420 77,927 20
1 115 100 000 34,260 122,260 74,244 20
1 265 100 000 31,560 130,180 88,380 20
1 518 100 000 60,760 124,980 89,087 20
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Tab. C.9: Oneskorenie smerovača MikroTik RB1200, 5% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 9,720 504,260 13,707 5
215 100 000 14,040 263,920 18,749 5
365 100 000 19,200 219,780 22,771 5
515 100 000 25,480 78,920 27,128 5
665 100 000 30,140 85,000 31,394 5
815 100 000 33,940 271,320 33,392 5
965 100 000 38,040 390,920 38,917 5
1 115 100 000 41,860 352,920 42,696 5
1 265 100 000 45,580 793,960 48,169 5
1 518 100 000 52,380 805,840 53,268 5
Tab. C.10: Oneskorenie smerovača MikroTik 750GL, 2% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 25,220 305,300 33,178 2
215 100 000 33,820 99,680 36,660 2
365 100 000 36,580 87,140 40,540 2
515 100 000 42,980 167,760 44,722 2
665 100 000 46,860 131,600 48,903 2
815 100 000 50,420 115,180 52,930 2
965 100 000 54,380 160,100 56,583 2
1 115 100 000 57,980 136,080 60,248 2
1 265 100 000 61,820 181,040 64,260 2
1 518 100 000 67,760 247,040 70,505 2
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C.3 Meranie sústavy zariadení
Tab. C.11: Systém zariadení CISCO2911, Allied 8524, CISCO2960, 20% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 14,020 117,380 58,482 20
215 100 000 17,760 122,400 67,660 20
365 100 000 27,720 156,700 74,352 20
515 100 000 32,620 147,480 82,313 20
665 100 000 38,340 135,100 92,024 20
815 100 000 45,980 139,680 90,337 20
965 100 000 66,120 144,600 101,206 20
1 115 100 000 60,220 148,140 100,151 20
1 265 100 000 58,480 151,760 117,384 20
1 518 100 000 93,860 160,780 122,069 20
Tab. C.12: Systém zariadení MikroTik 1200, Allied 8524, CISCO2960, 5% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 20,320 514,200 25,780 5
215 100 000 35,240 275,903 31,329 5
365 100 000 42,560 235,704 34,390 5
515 100 000 49,800 101,300 42,251 5
665 100 000 50,040 105,040 50,243 5
815 100 000 59,160 295,145 53,235 5
965 100 000 65,160 415,630 62,512 5
1 115 100 000 74,480 380,432 70,696 5
1 265 100 000 80,520 823,963 79,640 5
1 518 100 000 87,214 840,325 89,087 5
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Tab. C.13: Systém zariadení MikroTik 750, Allied 8524, CISCO2960, 2% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 35,610 139,560 42,300 2
215 100 000 44,666 140,500 48,200 2
365 100 000 49,165 123,000 61,620 2
515 100 000 58,740 215,780 69,245 2
665 100 000 65,350 170,100 71,400 2
815 100 000 71,275 145,580 81,982 2
965 100 000 78,615 199,880 87,982 2
1 115 100 000 84,080 170,060 87,982 2
1 265 100 000 91,170 212,180 94,120 2
1 518 100 000 101,001 250,160 106,230 2
Tab. C.14: Systém zariadení Allied 950/8, Allied 8524, CISCO2960, 100% rýchlosť.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [%]
64 100 000 11,200 12,076 12,350 100
215 100 000 15,230 18,620 18,091 100
365 100 000 18,960 23,504 23,764 100
515 100 000 27,100 29,102 27,600 100
665 100 000 31,420 39,940 35,720 100
815 100 000 40,203 51,190 46,203 100
965 100 000 56,680 64,800 60,432 100
1 115 100 000 63,462 74,702 71,284 100
1 265 100 000 79,613 88,620 84,230 100
1 518 100 000 95,450 105,461 102,700 100
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D PRÍLOHA
D.1 Porovnanie hodnôt smerovača MikroTik 750GL
Tab. D.1: Údaje výkonu garantované výrobcom [24].
Gigabit Ethernet test (400 MHz) RouterOS v6.0rc6
RB750GL 64 byte 512 byte 1518 byte
Mode Configuration kpps Mbps kpps Mbps kpps Mbps
Routing none (fast path) 183,7 120,5 167 708,1 81,2 997,8
Tab. D.2: Namerané výsledky pri konkrétnej prenosovej rýchlosti kpps.
Veľkosť Prijaté Min. Max. Avg. Rýchlosť
paketu [B] pakety latencia [µs] latencia [µs] latencia [µs] [kpps]
64 17 030 110,140 6 802,140 5 735,966 183,70
512 22 340 5 169,760 6 815,400 5 954,738 167,00
1 518 45 001 5 512,840 7 644,660 6 749,335 81,20
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