Abstract-Levenberg-Marquardt (LM) algorithm, a powerful off-line batch training method for neural networks, is adapted here for online estimation of power system dynamic behavior. A special form of neural network compatible with the feedback linearization framework is used to enable non-linear self-tuning control. Use of LM is shown to yield better closed-loop performance compared to conventional recursive least square (RLS) approach. For successive disturbance use of LM in conjunction with non-linear neural network structure yields faster convergence compared to RLS. A case study on a test system demonstrates the effectiveness of the online LM method for both linear and nonlinear estimation over RLS estimation (linear).
I. INTRODUCTION
N EURAL network is used for function approximation, curve fitting and data mining. Neural networks, trained off-line, is applied for pattern recognition, data structuring and even estimation of non-linear dynamical systems. Power system behavior is inherently non-linear and under severe operating conditions nonlinearities are clearly manifested in the measured signals. Hence, linearized models might not represent the system behavior accurately over a wide range of operating conditions. Thus linear controllers designed based on such system models can not ensure satisfactory performance under scenarios other than those considered during design and tuning.
Robust control techniques have been proposed to extend the stability and performance radius around a nominal operating condition [1], [2] , [3] . However, lack of availability of accurate and updated information about each and every dynamic component of a large inter-connected system and its ever changing nature often puts a fundamental limitation on such theoretical model based approaches. As a result, selftuning control, relying solely on measured signals, has been proposed for power system stabilizers (PSS) [4] and flexible ac transmission systems (FACTS) devices [5] , [6] which can adapt to the parameter changes. Damping control relies on accurate identification of system oscillatory behavior which can be represented in auto regressive moving average (ARMA) 978-1-4244-3553-1/09/$25.00 ©2009 IEEE form. The coefficients of the ARMA model is estimated using recursive least square (RLS) based upon which pole-shifting control can be derived [7] .
In the nonlinear framework, use of multi-layer perceptron (MLP), radial basis function (RBF), recurrent and simultaneous recurrent neural network (RNN and SRN) has also been reported for online estimation of input-output mapping of systems. But, these methods typically use back-propagation (BP) or back-propagation through time (BPTT) for online updation of the neural network parameters. However, each of these have their own limitations related to convergence time and accuracy. Although estimation through neural network is usually in non-linear form, pole-shifting is essentially in a linear control framework. Neural network based control in non-linear form has also been proposed, however, without any guarantee of closed-loop stability [8] , [9] .
In this paper an online Levenberg-Marquardt (LM) [10] algorithm is adopted that can be used with both linear and non-linear neural networks in conjunction with pole shifting control (linear) or feedback linearization (FL) based approach [11] , respectively. A special form of non-linear neural network -feedback linearizable neural network (FLNN) -compatible with the FL based control, is also used for estimation. LM algorithm is applied, instead of conventional RLS, for online estimation of the neural network parameters to ensure better accuracy and convergence. For the current online application, the classical LM is adapted to work in sliding window batch mode. Feedback linearization based control can be used on the estimated non-linear neural network model (FLNN) which is part of the ongoing research.
A case study on a two-area test system [12] with an installed FACTS device demonstrates that use of LM yields better closed loop response compared to RLS approach both using linear and non-linear neural network structure. The simulation results also illustrate the effectiveness of feedback linearizable non-linear estimation in terms of faster convergence.
II. ONLINE LM ALGORITHM
To estimate the parameters of the neural network, LM algorithm is used as it leads to faster convergence within a few cycles following a large disturbance. It is a mix of steepest descent and Gauss-Newton method and is generally applied for off-line batch learning. For non-linear estimation, LM outperforms the steepest-descent and other conjugate gradient methods. It performs similar to steepest-descent method when the gradient of the error surface is small while it performs as Gauss-Newton method when the gradient is large. As the LM algorithm uses second order derivative or hessian of the squared error over a window it avoids any shallow region of the error surface once it is close to the minima [10] .
For online estimation, the conventional LM algorithm is adapted here to work in sliding window batch mode. A suitable window size is first selected such that it covers half to one cycle of the lowest frequency oscillatory mode. The LM update equations (4)-(5) trains the nonlinear neural network multiple times for a single window as illustrated in the flowchart in Fig. 1 . As a special case, the neural network output with single hidden layer and single output with no bias can be written as in (1).
where, y(k + 1) is the estimated output 
The derivatives are calculated for each sample within a window with respect to each adjustable parameter and stacked to form a matrix as in (4). The weight parameters are then updated according to (5) [10] .
'!J: hidden layer function (typically a log-sigmoid) m: no of previous control inputs n: no of previous measurements N: no of neurons (equal to no of output weights for one estimated output) tion can be written as (4).
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The corresponding error derivative for weight update equaThe error vector e over a window containing ui; samples is given by:
where y (.) is the actual output, y(.) is the estimated output and ui; is the number of samples in a window.
To calculate the error derivatives over an entire window the weights to be updated (unknown parameters) are arranged in a form of a vector p as follows: (3):
The total number of unknown parameters is N p = N(m+n+ 1) which is the size of the parameter vector p.
where A is the learning rate and e is the error vector over a window. In this application as the number of outputs of the neural network is one, the error over a window is a vector which is special case of the general matrix form for multiple outputs. The update is done online for each moving window as shown in Fig. 1 . The weights of the neural network are stacked in a vector and initialized at the start of the first window. A window size (ws) is fixed and for each sample within the window, the output of the neural network is calculated. These estimates are then compared with actual measured samples over the entire window to form an error vector (e). At each epoch within a window, the squared error over the window is compared with the squared error of the previous epoch. If the squared error for the former is less the value of A is decreased and the weight update is accepted otherwise, the value of A is increased without updating the weights. The iteration is continued for the window until the convergence criteria is satisfied.
The convergence is slower during first few windows while it becomes faster once the weight parameters stabilizes. Closer to the optimum solution, LM algorithm performs similar to (2) 
Gauss-Newton providing faster convergence. Compared to RLS based linear approach, LM is better in terms of flexibility in the choice of initial guess and convergence. In addition, LM can be used for nonlinear optimization unlike RLS. where
can be written as:
Output node Input node The simplest form of neural network that can be used to develop a linear model of a nonlinear system is a multi-layer perceptron (MLP) with linear neurons in both hidden and output layer, see Fig. 2 . The linear structure is presented in this paper to show the effectiveness of the proposed algorithm in terms of identification and control. Neural network provides more flexibility in terms of choice of parameters compared to the ARMA model. Upon appropriate learning, it can provide one to one mapping of the ARMA model coefficients which can then be utilized to design pole shifting control.
The output of a linear network is given as in (6) where x and u are measurement and and control input vectors, respectively. (6) ay ay ay
The characteristic equation of (8) is:
The damping ratio ( and the frequency of oscillation w can be computed by converting (9) in the continuous domain form and finding the roots.
B. Pole-shifting (PS) Control
In the feedback control loop shown in Fig. 3 , the system to be controlled is represented by the estimated coefficients of
A(z) and B(z). The control law is given by:
where (10) The closed loop transfer function from Fig. 3 is given by:
A (z) F (z) + B (z) G (z)
Shifting the closed loop poles towards the origin of the unit circle by a factor a , where 0 :::; a :::; I, results in: (12) It can be shown that the optimal orders of the control polynomials are related to the order of the identified system as follows [4]:
A. Damping and Frequency Estimation
The gradient of estimated output with respect to past measurements and control inputs are calculated to find the coefficients of the autoregressive (ARMA) model given by (7) .
n g = n -1; nf = m -1
The Taylor series expansion of (6) for a small perturbation 
The control input is derived using:
where~(k) is the data vector given by:
IV. NON-LINEAR NEURAL NETWORK
Due to inherent non-linearities in power systems, use of non-linear estimation and control could be more effective. There are different types of neural networks like MLP, RBF, RNN, SRN and GN reported in the literature [13] , [14] , [15] . Most of these focus on the error back-propagation and control using direct or indirect adaptive framework or adaptive critic [16] based design. Although they produce desirable performance in various applications, these approaches are not compatible with the classical nonlinear control framework. This paper uses a modified MLP structure, termed feedback linearizable neural network (FLNN), to establish a nonlinear model such that feedback linearization based control design can be applied. The non-linear neural network is shown to exhibit better convergence.
A. Multi-layer Perceptron (MLP)
As a first step towards nonlinear control, a simple non-linear MLP structure similar to the linear neural network (see Fig. 2 ) but with log-sigmoid function based hidden layer neurons is trained with the proposed LM algorithm. The details on MLP neural networks and its variants can be found in the literature [13] . The online LM algorithm is applied to the classical MLP structure to provide faster convergence (weight stabilization within the first few cycles of the oscillating mode). The
B. Feedback Linearizable Neural Network (FLNN)
The problem with feed-forward MLP network is that it is not compatible with classical nonlinear control framework. Indirect adaptive control and adaptive critic based approaches could be applied on MLP structure. However, these methods are computationally intensive and provide little theoretical basis for control design. In this paper, in addition to linear estimation and control framework, a non-linear feedback linearizable neural network structure, shown in Fig. 4 , has been adopted. The FLNN update equation is given by (19) . This FLNN structure with online LM algorithm can provide faster detection of oscillatory behavior of a system after faults or disturbances under varying operating conditions. The estimated output in (19) can be expressed as (20) .
With this nonlinear form, the appropriate control law can be derived using feedback linearization technique to provide a desired linear system behavior by canceling the nonlinearities of the system. The generic control law can be given as in The estimation of system oscillation is presented in Fig. 7  for a disturbance (line 7-8 outage) . Fig. 8 shows the frequency of oscillation detected by RLS and online LM. Online LM shows faster tracking during the transient phase although some oscillations in estimated frequency can be seen in the linear approximation. 
Disturbances are created through a 3-phase fault at bus 8 followed by outage of one of the lines between buses 7-8 or 8-9. The control command for the TCSC is generated using the self-tuning approach described in the previous section.
B. Estimation with Linear NN
To verify the proposed algorithm in terms of convergence and accuracy, the online LM algorithm is tested with a linear neural network structure and has been compared with the classical RLS structure.
Area # 2 
In the proposed design , the FLNN is trained using modified moving window based LM to model the nonlinearities of the system in the specified form. The implementation of the control design is a part of the future work and not been investigated in this paper.
The control architecture shown in Fig. 5 is used to compare the two types of identification and control methods . The first one, RLS is a linear method to find the coefficient of an ARMA model while second one, LM is a batch-nonlinear optimization algorithm. For online identification and control , the batch-LM method was modified to operate with a sliding window. The identification using LM-based neural network and RLS-based linear ARMA model was carried out on a test system described in next section .
V. RESULTS AND DISCUSSIONS

A. Study System
The effectiveness of the proposed methodology is illustrated through a case study on a 4-machine, 2-area test system [12] shown in Fig. 6 . A thyristor controlled series capacitor (TCSC) is installed in one of the lines connecting buses 8 and 9. Power
C. Pole-shifting Control
The pole shifting controller is designed from the linear model derived using RLS and LM. Subsequent response of the The parameters used to obtain the results shown in Sections V-B and V-C are given in Table I in the Appendix.
D. Nonlinear Estimation with FLNN
In this section, the estimation of linear RLS based method is compared with nonlinear FLNN trained with online LM algorithm. Variation of denominator parameters using RLS for repeated disturbance cycles -1 Figs 10, 11, 12 shows the settling of network parameters for both RLS and FLNN with online LM for repeated disturbance cycles. From 80-90 s, the system operates under nominal condition. At 90 s, a line between 7-8 is taken out following a fault at bus 8, and the line is reconnected back at 120 s. At 150 s, the same disturbance cycle repeats. The online LM algorithm with nonlinear neural network shows faster convergence.
Figs 13, 14 represents the tracking response of the linear estimator using RLS and FLNN trained with online LM algorithm. The parameters used for the simulation results presented in Section V is shown the following tables.
The parameters used to obtain the results shown in this section are given in Table II in the Appendix. VI. CONCLUSION Levenberg-Marquardt (LM) algorithm in sliding window mode has been employed for online estimation of power system dynamic behavior. A special form of non-linear neural network compatible with the feedback linearization framework is used to enable non-linear self-tuning control. Use of LM results in better closed-loop performance compared to conventional recursive least square (RLS) approach. Moreover, faster convergence is obtained using LM with FLNN for repeated disturbances. A case study on a test system demonstrates the effectiveness of the online LM method for both linear and nonlinear estimation over RLS estimation (linear). Ongoing research is aimed at developing a nonlinear feedback linearization control law based on the FLNN model. 0.005 '6 0.004
