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Abstract: On the basis of Space-Wise Least Square method , three numerical methods including Cholesky de-
composition, pre-conditioned conjugate gradient and Open Multi-Processing parallel algorithm are applied into 
the determination of gravity field with satellite gravity gradiometry data. The results show that, Cholesky de-
composition method has been unable to meet the requirements of computation efficiency when the computer 
hardware is limited. Pre-conditioned conjugate gradient method can improve the computation efficiency of huge 
matrix inversion , but it also brings a certain loss of precision. The application of Open Multi-Processing paral-
lel algorithm could achieve a good compromise between accuracy and computation efficiency. 
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1 Introduction 
The model of earth gravity field is normally described 
by spherical harmonic coefficients. When determining 
gravity field model with satellite gravity gradiometry da-
ta on the basis of Space-Wise Least Square method 
( SWLS ) or Time-Wise in the Time Domain method 
(TWTD) [t->l, the number of unknown parameters in-
creases in square growth along with the increasing of 
model degree. Therefore , to find out a high efficient 
numerical method for the processing of mass observa-
tions seems to be the key point in this field. Generally, 
there are three methods exist as follows : 
One is the direct method of equations such as Chol-
esky decomposition ( ChD) , QR matrix decomposition, 
etc. With direct method, exact solution of equations 
could be derived after limited times of data processing. 
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However, the total calculation amount and operation 
time are not reduced effectively, so the practicability of 
this method is relatively poor in the application of large 
scale equations. 
The second one is the iteration method of equations , 
namely by constructing an infinite sequence of vector, 
the limit of which corresponding to the exact solution of 
the equations , beginning with an initial solution , 
through successive iterations, and it finally converges 
to the true solution. It is impossible for this method to 
generate the exact solution and error information in lim-
ited numbers of iteration. However, the operating time 
decreases greatly. In category of this method, it in-
cludes conjugate gradient method , steepest descent 
method and pre-conditioned conjugate gradient method 
(PCCG). 
The third method is based on the parallel computing 
idea, taking full advantage of the computer hardware 
structure , and optimizing the calculating structure of 
direct method so as to improve efficiency in the imple-
mentation process. For example, Open Multi-Process-
ing (OpenMP) ,Message Passing Interface, and so on. 
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2 Numerical methods 
2. 1 ChD method 
On the determination of earth gravity field with satellite 
gravity gradiometry observations using SWL'l or TWID, 
it derives[3 - 6J: 
Ni=W (1) 
In which, normal equation N = AT PA satisfies the 
characteristics of positive definite and symmetric , W = 
AT Pl, A is design matrix , P is the weight matrix, l is 
the observation vector. Thus, the solution could be de-
rived direcdy using ChD method. 
2. 2 PCCG method 
The basic idea of PCCG method is to correct the initial 
vectors of previous iteration by the incremental correc-
tion obtained from the latest iteration as the new initial 
vectors. The steepest direction of its approximation so-
lution will be chosen as the incremental direction, and 
the increment is to be updated in the gradient direction 
according to the previous initial vector and increment. 
Moreover, the approximation N bd of normal matrix 
may be used as the pre-conditioner to further improve 
the iteration speed. The matrix N ~.~ is easy to be in-
versed , and the condition number of its multiplication 
with normal matrix should be smaller than that of nor-
mal matrix itself, which is : 
cond(N;,1N) <cond(N) (2) 
The PCCG method is carried out according to the fol-
lowing scheme[?]: 
1 ) Choose initial parameters x0 = x0 = 0 , computer 
the initial values of residual vector and direction vee-
- AT~ - 1 1 - N- 1 h N- 1 • tor,r0 =r0 = "'-' ,p0 =p= bdr0, ere, bd Is 
the inverse matrix of pre-condition matrix , k = 0 ; 
2) Compute the step length of iteration a, = r'J.p,l 
a~pk ,ak = NPpk; 
3 ) Compute the new parameter vector X 1: + 1 = X 1c + 
a,pk; 
4 ) Compute the new residual vector r k + 1 = r k -
akaa; 
5) Compute the vectors e, = Nb.1 ( r, - r,. 1 ) , y, = 
-r~+lek/(i\ -rk+I)Tek; 
6 ) Judge condition of iteration convergence X k + 1 = 
xk+I +yk(Xk -xk+l) ,i'k+l =rk+l +y(i'k -rk+l); 
7) If 11 r,. 1 < 8 11 , and difference (r, ,.r,. 1 ) < 8, 
set x = X~<+ 1 , and stop; 
8) Compute new direction vector p,.1 =p,.1 +{3,.,p,, 
{3 T - I T- - N-1 k+l =rk+tl'k+l TkJik ,pk+l = bd rk+l; 
9) k =k + 1 ,go to step 2). 
The difference between the model vectors at two sub-
sequent iterations is defined as : 
where clllll' slllll correspond to the spherical harmonic 
coefficients of vector xk+l, c~, s~ correspond to the 
spherical harmonic coefficients of vector Xk, u"' is the 
error degree variance. In normal case, the thresholds 
e 1 ,e2 are set equal to 10-
6
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2. 3 OpenMP method 
OpenMP makes use of Fork-Join parallel execution 
model[']. When the program starts, only the main 
thread exists, which keeps the status of serial execu-
tion. When it comes to parallel domain , in which par-
allel computing is required , the main thread will create 
a team of parallel thread, and now it turns to be paral-
lel execution. When the derived thread in parallel do-
main completes its execution, it exits or hangs and now 
only the main thread running again ( Fig. 1 ) . OpenMP 
application programming interface can change the num-
ber of threads dynamically based on the requirement of 
different parallel domain , and the parallel structure 
could be embedded into other parallel structure. Es-
sentially, the parallelization of OpenMP is achieved 
through using the compilation guidance statement that 
has been embedded into the source code , which is ac-
tually an external programming model, rather than au-
tomatically one. 
The speedup ratio and efficiency are two important 
indices of parallel algorithms , which show the benefits 
of parallel algorithms for solving practical problems[']. 
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Figure 1 OpenMP parallel execution mode 
The absolute speedup ratio of parallel algorithm is de-
fined as: 
t1 (n) 
s,(n) =-(-) 
t, n 
(4) 
where t1 ( n) is the time of the optimal serial algorithms 
nmning on single processor to solve a problem with 
scale n, t, ( n ) is the time of the parallel algorithms 
running on processors to solve the same problem. It is 
pretty difficult to find out the optimal serial algorithms, 
which even does not exists at all , in normal case it is 
replaced by the serial algorithms actually in use. 
The efficiency of parallel algorithm is defined as : 
E (n) = S,(n) 
p p (5) 
p is the number of processor used in parallel algo-
rithms. 
If the speedup ratio of parallel algorithm is directly 
proportional to the number of processors , then this 
parallel algorithm is regarded to be with linear speed-
up ratio. If E, ( n) > 1, then it is called ultra speedup 
ratio. 
3 Numerical analysis 
3. 1 Comparison in computation efficiency 
As mentioned earlier, the computation of earth gravity 
field model using satellite gravity gradiometry observa-
tions could be regarded as a large least squares prob-
lem, which requires high-performance computer bard-
ware support. Table 1 lists the computer hardware re-
source dependence corresponding to 5 second satellite 
gravity gradiometry observations in a different gravity 
field model degree. 
Table 1 indicates that , the storage of design matrix 
in computer memory is difficult for the ordinary small 
server ( calculations in this paper are based on a small 
server P575-2, see the specific parameters in Tab. 2). 
Therefore , the form of normal equation is through bloc-
king strategy. In contrast, the pre-conditioner that is a 
sparse matrix expressed in CSR format can greatly save 
memory space. In the following, the comparison in sol-
ving time of normal equation among ChD , PCCG and 
OpenMP methods are shown in table 3 ( not including 
the form time of the normal equation) . The number of 
CPU used in OpenMP method is eight, and the degree 
is ouly calculated up to 120 for ChD method due to the 
long computation time. 
Table 3 shows that, PCCG method consumes a-
bout half an hour after 24 iterations when recovering 
the earth gravity field of 200 degree, which is shorter 
than that of the others. Meanwhile, OpenMP method 
also greatly improves the computation efficiency suits to 
the solving of large linear estimation problem while 
ChD does not. The relations between OpenMP speedup 
and CPUs as well as the model degree are given in 
figure 2. The degree of gravity field model is 120 in 
the left picture of figure 2 , and the CPU number in 
right picture is fiXed at 8. 
Table 1 Computer hardware resource dependence 
of different degree 
Unknowo Nonoal Design Pre-conditioner 
Degree parameter equation matrix size size 
number size (GB) (MB) 
20 437 0. 73MB 3.70 0.71 
60 3 717 52. 72MB 14.63 I. 74 
100 10197 396.69MB 56.53 7.89 
120 14 637 817.32MB 156.03 13.56 
160 25 917 2.50GB 243.32 31.92 
200 40397 6.08GB 349.92 62.09 
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Table 2 Main parameters of mM PS75-2 server 
Operation system 
CPU 
Memory 
Compile environment 
Specific parameters 
AIX5.3.0.0 
8 dual-core, IBM PowerS processor, 
frequency 1. 9GHz 
64GB 
ffiM XLF 10.1 Compiler 
Table3 Comparison among the computation time for 
oormal equation solution with different numerical methods 
Consuming Time ( second) 
Degree Iteration ChD PCCG Number OpeoMP 
20 0.15 0.94 4 0.014 
60 423.00 2.92 6 10.640 
100 19 404.00 45.97 10 349.800 
120 67 932.00 117.00 13 1104.000 
160 638.40 19 5 976.000 
200 I 818.60 24 23 796.000 
Figure 3 shows the corresponding efficiency relation. 
The OpenMP program used in this paper has an ultra 
linear speedup. With the increase of CPU number, the 
parallel algorithm efficiency gradually decreased. How-
ever, the total consuming time is reducing. In addi-
tion , when the computation amount is increasing, the 
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efficiency of OpenMP becomes more evident. OpenMP 
method provides a higb efficient approach in solving 
large linear problems. 
3. 2 Comparison in computation precision 
The computation efficiency of PCCG is higber than that 
of ChD and OpenMP methods, leading to that PCCG 
method is especially suitable for applying in huge linear 
problem. In the following, the precisions of three 
methods will be compared and analyzed. The satellite 
gravity gradiometry observation is simulated with 
EIGEN-GL04C model based on SWSL. The model de-
gree in gravity field recovery is up to 200 the same as 
that in simulation( Figs.4 -7). 
From figure 4 , one can see that, the precision of 
PCCG method in recovering earth gravity field is better 
than 10 -!6 except for the low order items wbile that of 
OpenMP method is higber. The low order items preci-
sion being lower than that of other coefficients is 
caused by the polar gaps in simulation observations. 
The degree error RMS of OpenMP method is better than 
10 -!4 which is about one magnitude higher than that of 
PCCG method( Fig. 5). However, the precision of PC-
CG method can meet the need of gravity field model 
computation while its iteration time has been optimized 
greatly. 
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Figure 2 Relation between OpenMP parallel algorithm speedup and CPU number as well as the degree 
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Figure 3 Relation between OpeoMP parallel algorithm efficiency and CPU number as well as the degree 
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The geoid error RMS in polar areas and the geoid 
error RMS along with latitude are shown in figure 6 
and figure 7 respectively. We can see that, along 
with the increase of latitude, the precision of compu-
ted geoid becomes lower and lower. The largest ge-
oid error using PCCG method is about 1 mm existing 
in polar areas , the magnitude of which is very small. 
Compared to PCCG method, when neglecting the in-
fluence of polar gaps to the precision of geoid , the 
precision of OpenMP method is average, and no oth-
er error is introduced in addition to the computer 
rounding errors. 
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Figure 4 Error spectrum of spherical harmonic coefficients of PCCG and OpenMP 
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Figure 7 Latitudinal dependence of geoid error RMS of PCCG and OpenMP 
4 Conclusion 
The computation of earth gravity field model with satel-
lite gravity gradiometry data eventually can be turned 
into a large-scale least squares problem. Aimed at the 
mass characteristic of the GOCE satellite gravity gradi-
ometry observations , three numerical methods for de-
termining the gravity field model, including Cholesky 
decomposition, PCCG and OpenMP methods are ap-
plied and analyzed in detail. The results indicate that, 
although bringing a certain loss of precision, PCCG 
method can effectively improve the efficiency of large 
matrix inversion whie meeting the requirements of the 
solution accuracy. OpenMP method, which is simple 
and universal, and has good portability and scalability, 
fast development performance, can improve the compu-
tation efficiency without loss of accuracy. It provides 
an effective numerical approach in recovering the gravi-
ty field model, especially when the computer hardware 
resources are limited. 
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