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Abstract. We investigate the semantics for a concurrent language $\mathcal{L}$ which is based on
the $\pi$-calculus and extended with external events (such as inputs from the environment
and outputs to it). The operational criterion we use for $\mathcal{L}$ is the strong bisimilarity based
on the reduction system augmented with external events. We construct a metric semantics
for $\mathcal{L}$ and establish its correctness with respect to the operational criterion.
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1 Introduction
We investigate the semantics for a concurrent language $\mathcal{L}$ which is based on the $\pi$-calculus
extended with external events (such as inputs from the environment and outputs to it).
This language $\mathcal{L}$ is a simplified version of our language Nepi, which we designed on the
basis of the $\pi$-calculus for $\mathrm{n}\mathrm{e}\mathrm{t}\mathrm{w}\mathrm{o}\mathrm{r}\mathrm{k}/\mathrm{d}\mathrm{i}_{\mathrm{S}\mathrm{t}\mathrm{r}}\mathrm{i}\mathrm{b}\mathrm{u}\mathrm{t}\mathrm{e}\mathrm{d}$ programming, giving an experimental im-
plementation on networks [11, 12, 13].
The operational criterion we use for $\mathcal{L}$ is the strong bisimilarity based on the reduction
system augmented with external events. (We base our operational criterion on the reduc-
tion system of $[16, 17]$ , rather than the original labeled transition system of [18], because
we feel the former represents communication within the system more compactly than $\mathrm{t}_{11\mathrm{e}}^{1}$
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latter. We augmented the the reduction system with external events, because we feel this
is more natural than encoding external events–such as outputting data through an $\mathrm{I}/\mathrm{O}$
port, drawing graphics on a display, etc.–into the original syntax of the $\pi$-calculus.) We
construct a metric semantics for $\mathcal{L}$ by using the standard methodology of metric semantics
$[1, 2]$ and by applying the methods for (automatically) deriving denotational models from
transition rules [8, 9, 10]. After this, we establish the correctness of $\mathcal{M}$ with respect to
the operational criterion based on the reduction system. This is done by using an inter-
mediate operational semantics $\mathcal{O}_{\nu}$ , which is defined on the basis of a labeled transition
system (LTS) featuring an explicit naming facility for restricted (or ffeshly generated)
gate names.1 (The idea underlying this LTS is essentially the same as that underlying
the $\nu\pi$-calculus, an implementation-oriented calculus introduced in [8, 9, 10], where it is
shown that the $\nu\pi$-calculus is equivalent to the $\pi$-calculus at a certain level of abstraction.)
The rest of this paper is organized as follows. In Sect. 2, the language $\mathcal{L}$ is introduced.
In Sect. 3, the reduction system for $\mathcal{L}$ is given. In Sect. 4, we define the metric semantics
$\mathcal{M}$ for $\mathcal{L}$ . In Sect. 5, we establish the correctness of $\mathcal{M}$ with respect to strong bisimilarity
based on the reduction system of Sect. 2. Finally, in Sect. 6, several remarks are given
concerning related work and directions for further study.
2 Language $\mathcal{L}$ Based on the $\pi$-Calculus with Events
In this section, we introduce the concurrent language $\mathcal{L}$ which is based on the $\pi$-calculus
and extended with external events (such as inputs from the environment and outputs to
it). This language $\mathcal{L}$ is a simplified version of our language Nepi, which we designed on
the basis of the $\pi$-calculus for $\mathrm{n}\mathrm{e}\mathrm{t}\mathrm{w}\mathrm{o}\mathrm{r}\mathrm{k}/\mathrm{d}\mathrm{i}\mathrm{S}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{b}\mathrm{u}\mathrm{t}\mathrm{e}\mathrm{d}$ programming, giving an experimental
implementation on networks [11, 12, 13]. We omitted several features of Nepi from $\mathcal{L}$ to
make the semantic discussion simple, preserving the essence of the ideas underlying the
design of Nepi. More specifically, we replaced parameterized external events by a simple
set of (atomic) external events, and omitted several features such as built-in data-types,
passing of data of those types, conditionals, and alternative composition. The language
$\mathcal{L}$ is very similar to the version of the $\pi$-calculus in [17], except that $\mathcal{L}$ features external
events and employ recursion instead of the replication operator in [17].
2.1 Notational Preliminaries
The phrase “let $(x\in)X$ be. ..” introduces a set $X$ with variable $x$ ranging over $X$ . For a
set $X$ , the powerset of $X$ is denoted by $\wp(X)$ , and the set of finite subsets of $X$ is denoted
by $\wp \mathrm{f}\mathrm{i}\mathrm{n}(X)$ . We use the standard $\lambda$-notation $(\lambda x\in X. E(X))$ to denote the mapping which
maps $x\in X$ to $E(x)$ . We sometimes write $\langle E_{x}\rangle_{x\in X}$ or $\langle E_{x}|x\in X\rangle$ for $(\lambda x\in X. E(x))$ .
For two sets $X$ and $\mathrm{Y}$ , the function space from $X$ to $\mathrm{Y}$ is denoted by $(Xarrow \mathrm{Y})$ . The
set of natural numbers $0,1,$ $\ldots$ is denoted by $\omega$ . The reflexive transitive closure of a
binary relation $R$ on a set $X$ is denoted by $R^{*}$ . We use the two notations $(a_{1}, \ldots, a_{n})$ and
$\langle a_{1}, \ldots , a_{n}\rangle$ interchangeably to denote the $n$-tuple consisting of the components $a_{1},$ $\ldots,$ $a_{n}$ .
For a metric space (X, $d$) and $\mathrm{Y}\subseteq X$ , the (topological) closure of $\mathrm{Y}$ in (X, $d$) is denoted
by $\mathrm{Y}^{\mathrm{c}\mathrm{l}\mathrm{s}}$. For a contraction $\Phi$ from a complete metric space $X$ to itself, the unique fixed-
point of $\Phi$ is denoted by fix $(\Phi)$ , where the existence of fix $(\Phi)$ is guaranteed by Banach’s
fixed-point theorem (see [1, 2]). The set of all closed subsets of a metric space (X, $d$) is
denoted by $\wp_{\mathrm{c}1}(X)$ .
1We use the term gate borrowed from LOTOS [14]. In some references, other terms such as channel
and port are used for the same concept.
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2.2 Definition of the Language $\mathcal{L}$
Let $\mathrm{E}$ be the set of external events such as inputs from the environment and outputs to it.
And let $(a\in)\mathrm{A}=\mathrm{E}\mathrm{U}\{\tau\}$ , where $\tau$ is a symbol representing an internal (or unobservable)
action. We use three sets $\mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}},$ $\mathcal{V}_{\mathrm{p}\mathrm{r}\circ \mathrm{c}}$ , and $\mathcal{V}_{\mathrm{p}\mathrm{c}}^{(1)}\mathrm{r}\mathrm{o}$ of variables. $\mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$ is the set of variables
for gates, and $\mathcal{V}_{\mathrm{p}\mathrm{r}\circ \mathrm{c}}$ (resp. $\mathcal{V}_{\mathrm{P}^{\mathrm{r}}}^{(1)}\mathrm{o}\mathrm{c}$) is the set of variables for processes (resp. parameterized
processes with one parameter).2 We put $\mathcal{V}_{\mathrm{P}^{\Gamma \mathrm{O}\mathrm{C}}}^{*}=\mathcal{V}_{\mathrm{P}^{\Gamma \mathrm{O}\mathrm{C}}}\cup \mathcal{V}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{C}}^{(1}$) .
Definition 1 (Process Expressions and Programs) Let $(v\in)\mathcal{L}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$ be the set of expres-
sions representing gates. In the setting of this section, we have $\mathcal{L}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}=\mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$. (Later, in
Sect. 4, we introduce a set $\mathrm{G}$ of constant symbols representing gates. In that setting, we
have $\mathcal{L}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}=\mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}\cup$ G.)
(1) First, we simultaneously define the set $(S\in)\mathcal{L}$ of processes by the following grammar:
$S::=\delta|(\mathrm{e}S)|$ $(! v_{1}v_{2}S)|$ $(? vxS)|(\nu xS)|(||S_{1}S_{2})|X|(\mathcal{X}v)$ ,
where $\mathrm{e}\in \mathrm{E},$ $x\in \mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}},$ $X\in \mathcal{V}_{\mathrm{p}\mathrm{r}\mathrm{o}}\mathrm{C}$ and $\mathcal{X}\in \mathcal{V}_{\mathrm{p}\mathrm{r}\circ}^{(1)}\mathrm{c}\cdot 3$ We write $(\nu\langle_{X,x’}\rangle S)$ as an
abbreviation of $(\nu x(\nu x’S))$ .
(2) An occurrence of a gate variable $x\in \mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$ is said to be bound in a statement $S\in \mathcal{L}$ iff
it appears in a part of the form $(? vx\cdots)$ or $(\nu x\cdots)$ ; occurrences which are not
bound are said to be free. For $S\in \mathcal{L}$ , we define $fn(S)$ to be the set of gate variables $x$
which has a free occurrence in $S$ . For $\mathcal{V}\subseteq \mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$ , let $\mathcal{L}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}[\mathcal{V}]=\{v\in \mathcal{L}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}|fn(v)\subseteq \mathcal{V}\}$
and $\mathcal{L}[\mathcal{V}]=\{S\in \mathcal{L}|fn(S)\subseteq \mathcal{V}\}$ . Elements of $\mathcal{L}[\emptyset]$ are called closed statements.
(3) For $Z\in \mathcal{V}_{\mathrm{p}\mathrm{r}\circ \mathrm{c}}^{*}$ and $S\in \mathcal{L}$ , we say $S$ satisfies the guardedness condition with respect to
$Z$ iff every free occurrence of $Z$ in $S$ appears in part of the form $(e\cdots)$ , $(! v_{1}v_{2}\cdots)$ ,
or $(? vy\cdots)$ . Note that if $Z$ does not occur in $S$ at all, then $Z$ is guarded in $S$ by
definition.
(4) We define the set $(\Delta\in)DC$ of declaration components by
$DC=\{(X, S)|X\in \mathcal{V}_{\mathrm{p}\mathrm{r}\circ \mathrm{c}}\wedge S\in \mathcal{L}[\emptyset]\wedge$
$S$ satisfies the guardedness condition w.r.t. every $Z\in \mathcal{V}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{c}}^{*}$ }
$\cup\{(\mathcal{X}, (x, S))|\mathcal{X}\in \mathcal{V}_{\mathrm{p}\mathrm{r}\circ}^{(1)}\mathrm{c}$ A $x\in \mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}\wedge S\in \mathcal{L}[\{x\}]$ A
$S$ satisfies the guardedness condition w.r.t. every $Z\in v_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{c}}^{*}$ }.
From $DC$ , we define the set $(D\in)D$ of declarations to be the set of mappings
$D:\mathcal{V}_{\mathrm{P}}^{*}\mathrm{r}\mathrm{o}\mathrm{c}arrow \mathcal{L}\cup$ { $(x,$ $S)|x\in \mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$ A $S\in \mathcal{L}[\{x\}]$ }
such that $\forall Z\in \mathcal{V}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{c}}^{*}[(Z, D(z))\in DC]$ .
(5) For $\mathcal{V}\subseteq \mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$ , we define $\mathcal{L}_{\mathrm{P}^{\Gamma \mathrm{O}}\mathrm{g}}[\mathcal{V}]=D\cross \mathcal{L}[\mathcal{V}]$ . Pairs $(D, s)\in \mathcal{L}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]=D\cross \mathcal{L}[\emptyset]$ are
called programs.4 1
2For simplicity, we only treat parameterized processes with one parameter; processes with several
parameters can be treated similarly, with no essential difficulty.
3We define syntactic entities in $\mathcal{L}$ as $\mathrm{S}$-expressions used in Lisp, for convenience in avoiding ambiguity
in the syntax and in distinguishing syntactic descriptions from semantic ones.
4Here we require, for simplicity of semantic discussion, that every variable in $V_{\mathrm{p}\mathrm{r}\mathrm{o}\mathbb{C}}\cup V_{\mathrm{p}\mathrm{r}\mathrm{o}}^{(1)}\mathrm{c}$ be declared to
have its body. In actual programming, however, we can only specify a finite set of declaration components
(see [11, 12, 13]). We treat a finite set $\{(z_{1}, B_{1}), \cdots , (Z_{n}, B_{n})\}$ of declaration components as specifying a
declaration $D$ such that $D(z_{:})=B_{i}$ for $i\in\{1, \ldots , n\}$ and for $Z\not\in\{Z_{1}, \ldots, Z_{n}\},$ $D(Z)$ is a certain default
value (such as $\delta$).
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3 Reduction System for $\mathcal{L}$ with External Events
In this section, we give a reduction system (augmented with external events) for $\mathcal{L}$ . We
define the strong bisimilarity based on the reduction system (augmented with external
events), as the operational criterion for $\mathcal{L}$ .
We use (as the basis of our operational criterion) the reduction system of $[16, 17]$ ,
rather than the original labeled transition system of [18], because we feel the former
represent communications within the system in question more compactly than the latter.
We augmented the the reduction system with external events, because we feel this is more
natural than encoding external events–such as outputting data through an $\mathrm{I}/\mathrm{O}$ port,
drawing graphics on a display, etc.–into the original syntax of the $\pi$-calculus. It seems
that the programming system Pict based on the $\pi$-calculus treats external $\mathrm{I}/\mathrm{O}$ in a similar
fashion, as additional elements extraneous to the $\pi$-calculus [19].
3.1 $\mathrm{S}\mathrm{t}\mathrm{r}\mathrm{u}\mathrm{c}\dot{\mathrm{t}}$ural Congruence
Definition 2 Let $\equiv_{\alpha}$ denote $\alpha$-congruence on $\mathcal{L}$ . Following [16, Sect. 2.3], we define
the structural congruence $\equiv\sim$ over $\mathcal{L}_{\mathrm{p}\mathrm{r}\circ \mathrm{g}}$ as the smallest congruence relation satisfying the
following eight laws SCI-SC8.
(1) Two process expressions that are $\alpha$-convertible with each other are congruent:
$\mathrm{S}\mathrm{C}1:S_{1}\equiv_{\alpha}S_{2}\Rightarrow(D, S_{1})^{\sim}\equiv(D, s_{2})$.
(2) We have the Abelian semigroup laws SC2 and SC3 below for parallel composition:
$\mathrm{S}\mathrm{C}2:(D, (||S_{1}(||S_{2}S_{3})))^{\sim}\equiv(D, (||(||S_{1}S_{2})S_{3}))$ .
$\mathrm{S}\mathrm{C}3:(D, (||S_{1}S_{2}))\equiv\sim(D, (||S_{2}S_{1}))$ .
(3) For process expressions of the form $(\nu\cdots)$ , we have the following three laws:
$\mathrm{S}\mathrm{C}4:(D, (\nu\langle_{X,x’}\rangle S))\equiv\sim(D, (\nu\langle x’, x\rangle S))$ .
$\mathrm{S}\mathrm{C}5:x\not\in fn(S)\Rightarrow(D, (\nu xS))\equiv(\sim D, S)$ .
$\mathrm{S}\mathrm{C}6:x\not\in fn(S’)\Rightarrow(D, (||(\nu xS_{1})S_{2}))\equiv(\sim D, (\nu x(||S_{1}S_{2})))$ .
(4) Each process variable $Z\in \mathcal{V}_{\mathrm{P}^{\Gamma}}^{*}\mathrm{o}\mathrm{c}$ is congruent to its body:
$\mathrm{S}\mathrm{C}7:(X, s_{X})\in D\Rightarrow(D,X)\equiv\sim(D, s\mathrm{x})$ .
$\mathrm{S}\mathrm{C}8:(\mathcal{X}, (x, S_{\mathcal{X}}))\in D\Rightarrow(D, (\mathcal{X}v))\equiv\sim(D, S_{\mathcal{X}}[v/x])$ . I
3.2 Reduction System with External Events
Definition 3 For each $a\in \mathrm{A}$ , a transition $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}}\prec^{a}$ is defined between elements of
$\mathcal{L}_{\mathrm{P}^{\mathrm{r}\mathrm{o}\mathrm{g}}}[\mathcal{V}\mathrm{a}\mathrm{t}\mathrm{e}]\mathrm{g}=D\cross \mathcal{L}$ . As usual, we write
$(D_{1}, S_{1})arrow(aD_{2}, s_{2})$ (1)
to mean that $\langle(D_{1}, s_{1}), (D_{2}, S_{2})\rangle\in\prec^{a}$ . We shall always be concerned with (1) only in
cases where $D_{1}=D_{2}$ . For $D\in D$ and $S_{1},$ $S_{2}\in \mathcal{L}$ , we often write $S_{1}\prec_{D}^{a}S_{2}$ to mean
that $(D, S_{1})\prec^{a}(D, S_{2})$ (cf. [2, Definition 1.7]). We sometimes simply write $S_{1}\prec^{a}S_{2}$ for
$S_{1}\prec_{D}s_{2}\backslash a$ , when it is clear $\mathrm{h}\mathrm{o}\mathrm{m}$ the context what declaration $D$ is in question.
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EVE:
$(eS)arrow Dse$ $(e\in \mathrm{E})$ .
RES:
$\frac{Sarrow Sa_{D}\prime}{a}$ for any $a\in \mathrm{A}$ .
$(\nu xs)arrow D(\nu xS’)$
PAR:




$(|| (! v_{1}v_{1}’S_{1}) (? v_{2}xS_{2}))arrow^{\mathcal{T}}D(||S_{1}S_{2}[v_{1}’/x])$ , if $v_{1}\overline{=}v_{2}$ .
STR:
$\frac{(D,s_{1}’)\equiv(\sim D,S1),s1arrow s2(a_{D}D,S2)\equiv\sim(D,S_{1}’)}{S_{1}’arrow_{D}^{a}S_{2}\prime},$. I
By the above definition, we have
$(D_{1}, S_{1})arrow a(D_{2}, s_{2})\Rightarrow D_{1}=D_{2}$ .
Thus, we may suppose that for each $D\in D$ and $a\in \mathrm{A}$ , a transition $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}arrow_{D}\subseteq a\mathcal{L}\cross \mathcal{L}$
is defined.
4 Metric Semantics $\mathcal{M}$ for $\mathcal{L}$
In this section, we construct a metric semantics for $\mathcal{L}$ by using a standard methodology
of metric semantics $[1, 2]$ .
To construct $\mathcal{M}$ , we first a labeled transition system (LTS) featuring an explicit naming
facility for restricted (or freshly generated) gate names. (The idea underlying this LTS
is essentially the same as that underlying the $\nu\pi$-calculus, an implementation-oriented
calculus introduced in [8, 9, 10], where it is shown that the $\nu\pi$-calculus, which is much
more suited to distributed implementation, is equivalent to the $\pi$-calculus at a certain
level of abstraction.) On the basis of the LTS, an intermediate operational semantics
$\mathcal{O}_{\nu}$ , which is used to show the correctness of A4 in Sect. 5. Then, we define semantic
operations based the transition rules which define the LTS, by applying the methods for
(automatically) deriving denotational models from transition rules [8, 9, 10]. Finally, the
metric model $\mathcal{M}$ is constructed by using the semantic operations as interpretations of the
syntactic operators of $\mathcal{L}$ .
4.1 Labeled Transition System for $\mathcal{L}$ via Explicit Naming
Let $(g\in)\mathrm{G}$ be the infinite set gate-names; let $\Gamma$ be a variable ranging over $\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})$ . We
define $\tilde{\mathcal{L}}$ in the same way as $\mathcal{L}$ except that each $g\in \mathrm{G}$ may appear in elements of $\tilde{\mathcal{L}}$ as a
constant symbol representing a gate. Clearly $\mathcal{L}\subseteq\tilde{\mathcal{L}}$. For $\mathcal{V}\subseteq \mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$ , we define $\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\mathcal{V}]$ as
$\mathcal{L}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\mathcal{V}]$ , using $\tilde{\mathcal{L}}[\mathcal{V}]$ instead of $\mathcal{L}[\mathcal{V}]$ .
Definition 4 We define the set $(k\in)$ A of labds by
$\Lambda=\{(\Gamma, \alpha, \Gamma’)|\Gamma, \Gamma’\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})\wedge\Gamma\subseteq\Gamma’\wedge\alpha\in\tilde{\mathrm{A}}_{\nu}\}$ . (2)
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From $\Lambda$ , the set $\mathrm{P}$ of processes is defined as the solution of the following domain equation:
$\mathrm{p}\cong_{\wp_{\mathrm{c}1}}(\Lambda \mathrm{X}\mathrm{p})$ , (3)
$\mathrm{w}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{e}\cong \mathrm{m}\mathrm{e}\mathrm{a}\mathrm{n}\mathrm{S}$that there exists an isometry $\Phi_{\mathrm{P}}$ from $\mathrm{P}$ onto $\wp_{\mathrm{c}1}(\Lambda\cross \mathrm{P})$ . (For the definition
of the metric on $\wp_{\mathrm{c}1}(\Lambda\cross \mathrm{P})$ and for the proof of the unique existence of a solution to (3), see
$[1, 2]$ .) Via this isometry $\Phi_{\mathrm{P}}$ , we identify each set $X\in\wp_{\mathrm{c}1}(\Lambda\cross \mathrm{P})$ with $\Phi_{\mathrm{P}}^{-1}(X)\in \mathrm{P}$ ; thus
we sometimes write $\{(k,p)\in\Lambda\cross \mathrm{P}|\cdots\}$ to refer to the element $\Phi_{\mathrm{P}}^{-1}(\{(k,p)\in\Lambda\cross \mathrm{P}|\cdots\})$
of $\mathrm{P}$ , when we know that $\{(k,p)\in\Lambda\cross \mathrm{P}|\cdots\}$ is closed. 1
Definition 5 We define
$(a\in)\mathrm{A}_{\nu}=\{(g!,g’)|g, g’\in \mathrm{G}\}\cup\{(g?,g’)|g, g’\in \mathrm{G}\}\cup \mathrm{A}$ .
Let $\iota$ be a symbol representing the generation of a fresh gate-name, with $\iota\not\in \mathrm{A}$ . We put
$(\alpha\in)\tilde{\mathrm{A}}_{\nu}=\mathrm{A}_{\nu}\cup\{\iota\}$ . For $v\in \mathcal{L}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}[\emptyset]$ , let [$v$I be the evaluation of $v$ .
For each $\alpha\in\tilde{\mathrm{A}}_{\nu}$ , a transition $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\succ^{a}arrow$ is defined between elements of $\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\circ \mathrm{g}}[\emptyset]\cross$
$\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})=(D\cross\tilde{\mathcal{L}}[\emptyset])\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})$ . For $D\in D,$ $s_{1},$ $s_{2}\in\tilde{\mathcal{L}}[\emptyset]\alpha$and $\Gamma_{1},$ $\Gamma_{2}\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})$ , we often
write $\langle s_{1}, \Gamma_{1}\rangle\succarrow D\alpha\langle_{S_{2},\Gamma_{2}}\rangle$ to mean that $\langle(D, S_{1}), \mathrm{r}_{1}\rangle\mapsto\langle(D, S_{2}), \mathrm{r}_{2}\rangle$. We sometimes
$\alpha$ $\alpha$
simply write $\langle_{S_{1},\Gamma_{1}}\rangle\succarrow\langle_{S_{2},\Gamma_{2}}\rangle$ for $\langle_{S_{1},\Gamma_{1}}\rangle\succarrow D\langle_{S_{2}\Gamma_{2}},$), when it is clear from the
context what declaration $D$ is in question.
$\mathrm{E}\mathrm{V}\mathrm{E}_{\nu}$ :
$\{(eS),$ $\mathrm{r}\rangle\succarrow De\langle s, \Gamma\rangle$ $(e\in \mathrm{E})$ .
$\mathrm{R}\mathrm{E}\mathrm{S}_{\nu}$ :
$\langle(\nu xs), \mathrm{r})>^{\iota}+_{D}(S[g/X], \mathrm{r}\cup\{g\}\rangle$ , for any $g\in \mathrm{G}\backslash \Gamma$ .
$\mathrm{O}\mathrm{U}\mathrm{T}_{\nu}$
$(\mathbb{I}v_{1}\mathrm{I}!,\ovalbox{\tt\small REJECT}_{v2}\mathrm{I})$
$\langle(!v_{1}v_{2}s), \Gamma\ranglerightarrow D\langle s, \Gamma\rangle$ .
$\mathrm{I}\mathrm{N}_{\nu}$








$\mathrm{P}\mathrm{A}\mathrm{R}_{\nu}$ : We stipulate that the priority of $\iota$ is higher than that of $a\in \mathrm{A}_{\nu}$ (cf. [4]). This is
formally stated $\mathrm{b}\mathrm{y}^{5}$
$\frac{\neg(\langle_{S_{2},\Gamma}\rangle\approx^{\iota}D),\langle S_{1},\Gamma\rangle\mapsto D\langle as’1’ \mathrm{r}\prime\rangle}{\langle(||S_{1}S2),\mathrm{r}\rangle+\underline{a}D\langle(||S’1s2),\Gamma/\rangle}$ $(a\in \mathrm{A}_{\nu})$ .
$\langle(||s_{2}s_{1}), \Gamma\rangle+_{D}\underline{a}\langle(||s_{2}s_{1}’), \Gamma’\rangle$
5 By the rules stated in this definition, we have
$\langle s_{1}, \Gamma\rangle\succ^{a}-\rangle D\langle S’1, \mathrm{r}^{l}\rangle\Rightarrow\neg((s_{1},\Gamma\rangle\succ^{\iota}arrow D)$
$(a\in \mathrm{A}_{\nu})$ .
Thus, adding the condition that $\neg(\langle s_{1}, \Gamma\rangle\approx_{D}^{\iota})$ in the antecedent of rule $\mathrm{P}\mathrm{A}\mathrm{R}_{\nu}$ makes no change in
the resulting transition system. Likewise, adding the condition that $\neg(\langle s_{i}, \Gamma\rangle\succ^{\iota}arrow_{D})(i=1,2)$ in the




$\langle s_{1}, \Gamma\ranglerightarrow D\langle_{S_{1}’}, \mathrm{r}\rangle,$ $\langle s_{2}, \mathrm{r}\ranglerightarrow D\langle s_{2}’, \mathrm{r}\rangle$
$\overline{\tau}$ .$\langle(||s_{1}s_{2}), \Gamma\rangle-+_{D}\langle(||s_{1}’s_{2}’),$ $\Gamma)$
$\langle(||s_{2}s_{1}),$ $\Gamma)\mapsto D\tau\langle(\{|s_{2^{S),\Gamma\rangle}}’’1$
$\mathrm{R}\mathrm{E}\mathrm{C}_{\nu}$ : If (X, $s_{X}$ ) $\in D,$ then $\frac{\langle s_{X},\Gamma\rangle\mapsto D(S’,\Gamma’\alpha\rangle}{\langle X,\Gamma)\mapsto D\langle s\alpha\Gamma\rangle},,’$ .
$\mathrm{R}\mathrm{E}\mathrm{c}_{\nu}^{(1)}$ : If (X, $(x,$ $S_{X})$ ) $\in D,$ then $\frac{\langle S\chi[v/X],\mathrm{r}\rangle\succarrow D\langle S,\Gamma\rangle\alpha}{\langle(\mathcal{X}v),\Gamma\rangle\succarrow D\alpha(s,\Gamma\rangle}$. I
In some rules in the above definition, we use negation in the premise-part. The well-
definedness of a transition system $\mathrm{b}\mathrm{a}s$ed on transition rules with negation is not always
obvious. In the above, however, we can define the transition system in two stages: the
first sage for $>^{\iota}*$ , and the second stage $\mathrm{f}\mathrm{o}\mathrm{r}\mapsto a(a\in \mathrm{A}_{\nu})$ . Then, the well-definedness of
the transition system will be obvious (cf. [4]).
Remark 1 In the $\nu\pi$-calculus in [11, 12, 13], the three rules $\mathrm{O}\mathrm{U}\mathrm{T}_{\nu},$ $\mathrm{I}\mathrm{N}_{\nu}$ and $\mathrm{C}\mathrm{O}\mathrm{M}_{\nu}$ are
replaced by the following two rules
$\mathrm{C}\mathrm{O}\mathrm{M}_{\nu}’$ :
$(|| (! v_{1}v_{2}s) (? v_{1}’xs’))\succ^{\tau}arrow D(||ss’[v_{2/x]})$ , if $[v_{1}\mathrm{J}=[v_{1}’\mathrm{J}$ .
$\mathrm{S}\mathrm{T}\mathrm{R}_{\nu}$
$\frac{(D,s_{1}’)\equiv(\vee D,S_{1}),\langle_{S\Gamma}1\rangle+\underline{\alpha}D\langle_{S_{2},\mathrm{r}\rangle,()\equiv(}\prime D,S_{2}\vee D,s_{2})/}{\langle s_{1}’,\mathrm{r}\rangle+\underline{\alpha}D\langle s_{2},\Gamma\prime\rangle},$, $(\alpha\in \mathrm{A}\cup\{\iota\})$ ,
where $\equiv\vee$ is the smallest congruence relation on $\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\circ \mathrm{g}}$ satisfying the associativity
and commutativity laws for $||$ (i.e., equations SC2 and SC3 in Definition 2 with $\equiv\sim$
replaced by $\equiv$ )$\vee$ and equations SC7 and SC8 in Definition 2 with $\equiv\sim$ replaced by $\equiv\vee$ .
Even if we adopt the rule $\mathrm{C}\mathrm{O}\mathrm{M}’\nu$ instead of the three rules, we can obtain Lemma 2
below, which is the key lemma for the proof of Theorem 1 (the main result of this paper).
However, using the three rules is more convenient for constructing the metric model $\mathcal{M}$ ,
along the lines of [8, 9, 10]. 1
From the transition system $\langle\mapsto\alpha|\alpha\in\tilde{\mathrm{A}}_{\nu}\rangle$, which we call the lower-level transition
system for $\tilde{\mathcal{L}}$ , we define a higher-level transition system $\langle\prec_{\nu}^{a}|\alpha\in\tilde{\mathrm{A}}\rangle$ for $\tilde{\mathcal{L}}$ as follows (for
the concepts of lower-level and higher-level transition systems, cf. [6] $)$ .
Definition 6 For each $a\in \mathrm{A}_{\nu}$ , we define a transition $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\prec_{\nu}^{a}$ on $\mathcal{L}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})$
as follows. For $D\in D,$ $s,$ $s’\in \mathcal{L}[\emptyset]$ and $\Gamma,$ $\Gamma’\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})$ ,
$\langle$ $(D, s),$ $\mathrm{r})arrow a\nu\langle(D, S’), \Gamma’\rangle\Leftrightarrow\langle(D, s), \mathrm{r}\rangle*\mapsto a\langle(D, s’), \Gamma/\rangle$. (4)
As in Definition 4, we write ( $s_{1},$ $\mathrm{r}_{1}\ranglearrow\nu,Da$ $\langle_{S_{2},\Gamma_{2}}\rangle$ to mean that $\langle(D, S_{1}), \mathrm{r}_{1}\rangle\prec_{\nu}^{a}$
$\langle(D, S_{2}), \mathrm{r}_{2}\rangle$ . Also we sometimes simply write $\langle s_{1}, \mathrm{r}_{1}\ranglearrow\nu a\langle s_{2}, \Gamma_{2}\rangle$ for $\langle s_{1}, \mathrm{r}_{1}\ranglearrow\nu,Da$
$\langle s_{2}, \Gamma_{2}\rangle$ , when it is clear from the context what declaration $D$ is in question. I
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4.2 Intermediate Operational Semantics $\mathcal{O}_{\nu}$
From the transition $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}\mathrm{S}}\succarrow\alpha(\alpha\in\tilde{\mathrm{A}}_{\nu})$we define the intermediate operational model
$\mathcal{O}_{\nu}$ as follows.
Definition 7 (Intermediate Operational Semantics $D_{\nu}$ )
We define $\mathcal{O}_{\nu}$ : $\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]arrow \mathrm{P}$ so that the following holds for every $(D, s)\in\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]$ .
$\mathcal{O}_{\nu}[(D, S)\mathrm{J}=\{\langle(\Gamma, \alpha, \Gamma’), \mathcal{O}\nu[(D, s)\prime \mathrm{I}\rangle|$ (5)
$(\Gamma, \alpha, \Gamma’)\in\Lambda\wedge s’\in\tilde{\mathcal{L}}[\emptyset]\wedge\langle(D, s), \mathrm{r}\rangle\mapsto\alpha((D, s)’,$ $\mathrm{r}’\rangle\}$ .
The closedness of the right-hand side of (5) follows $\mathrm{h}\mathrm{o}\mathrm{m}$ the image-finiteness of the LTS
$(\tilde{\mathcal{L}}[\emptyset]\mathrm{X}\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}), \langle\succarrow\alpha|\alpha\in\tilde{\mathrm{A}}_{\nu}\rangle)$ . I
Formally the mapping $\mathcal{O}_{\nu}$ is defined as the unique fixed-point of a higher-order contractive
mapping (on $(\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]arrow \mathrm{P})$ ) whose definition can be inferred from (5).
4.3 Metric Semantics $\mathcal{M}$ for $\mathcal{L}$
First, we define the denotational interpretations of the operator of $\mathcal{L}$ .
Definition 8
(1) For $e\in \mathrm{E}$ and $p\in \mathrm{P}$ , we define $\tilde{e}(p)\in \mathrm{P}$ by
$\tilde{e}(p)=\{\langle(\Lambda, e, \Lambda),p\rangle|\Lambda\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})\}$. (6)
(2) For $g,$ $g’\in \mathrm{G}$ and $p\in \mathrm{P}$ , we define $\sim!(g, g’,p)\in \mathrm{P}$ by
$\sim!(g, g’,p)=\{\langle(\Gamma, (g!,g/), \mathrm{r}),p\rangle|\Gamma\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{c})\}$ . (7)
(3) For $\pi\in(\mathrm{G}arrow \mathrm{P})$ and $g\in \mathrm{G}$ , we define $?(g, \pi)\sim\in \mathrm{P}$ by
$?(g, \pi)=\sim\{\langle(\Gamma, (g?,g)’, \Gamma), \pi(g)/\rangle|\Gamma\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})\wedge g’\in \mathrm{G}\}$ . (8)
(4) For $\pi\in(\mathrm{G}arrow \mathrm{P})$ , we define $\tilde{\nu}(\pi)\in \mathrm{P}$ by
$\tilde{\nu}(\pi)=\{\langle(\mathrm{r}, b, \Gamma\cup\{g\}), \pi(g)\rangle|\Gamma\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})\wedge g\in \mathrm{G}\backslash \Gamma\}$. (9)
where $g$ is an arbitrary element of G.
(5) For $p\in \mathrm{P},$ $\Gamma\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})$ and $\alpha\in\tilde{\mathrm{A}}_{\nu}$ , let
$p[\mathrm{r}, \alpha]=\{\langle(\Gamma, \alpha, \Gamma’),p’\rangle|\Gamma’\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})\wedge p’\in \mathrm{P}\wedge\langle(\Gamma, \alpha, \mathrm{r}’),p’\rangle\in p\}$ .
For $p_{1},p_{2}\in \mathrm{P}$ , we define $\sim||(p_{1},p_{2})\in \mathrm{P}$ by
$\sim||(p_{1},p_{2})=$
$\{\langle(\Gamma, \iota, \Gamma’),||(p_{1}’,p2\sim)\rangle|\langle(\Gamma, \iota, \Gamma/),p_{1}’\rangle\in p_{1}\}^{\mathrm{C}\mathrm{l}\mathrm{s}}$
$\cup\{\langle(\mathrm{r}, \iota, \Gamma’), ||(p1,p_{2}/)\rangle|\langle(\Gamma, \iota, \mathrm{r}’),p_{2}\rangle/\in p_{2}\}^{\mathrm{c}\mathrm{l}\mathrm{s}}$
$\cup\{((\Gamma, a, \mathrm{r}’), ||(p_{1}’,p2))|p_{1}[\Gamma, \iota]=p2[\Gamma, \iota]=\emptyset\wedge\langle(\Gamma, a, \mathrm{r}’),p_{1}’)\in p_{1}\}^{\mathrm{c}\mathrm{l}\mathrm{s}}$
$\cup\{\langle(\Gamma, a, \Gamma’), ||(p1,p’2)\rangle|p_{1}[\mathrm{r}, b]=p_{2}[\mathrm{r}, \iota]=\emptyset\wedge\{(\Gamma, a, \mathrm{r}’),p’2\rangle\in p_{2}\}^{\mathrm{c}\mathrm{l}\mathrm{s}}$ (10)
$\cup\{((\mathrm{r}, \mathcal{T},\mathrm{r}’),$ $||(p1’ p_{2}\prime\prime)\rangle|p1[\Gamma, \iota]=p2[\mathrm{r}, \iota]=\emptyset\wedge$
$\langle(\Gamma, (g!,g)J, \mathrm{r}’),p’2\rangle\in p_{2}\wedge\langle(\Gamma, (g?,g)’, \mathrm{r}’),p’2\rangle\in p_{2}\}^{\mathrm{c}}1\mathrm{s}$
$\cup\{\langle(\Gamma, \mathcal{T}, \Gamma’), ||(p_{1},p’2)’\rangle|p_{1}[\mathrm{r}, b]=p2[\Gamma, b]=\emptyset\wedge$
$\langle(\Gamma, (g?,g)’, \mathrm{r}’),p’2\rangle\in p_{2}\wedge\langle(\Gamma, (g!,g)’, \mathrm{r}’),p’2\rangle\in p_{2}\}^{\mathrm{c}\mathrm{l}\mathrm{s}}$ .
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Formally, the operation $\sim||$ : $\mathrm{P}^{2}arrow \mathrm{P}$ is defined as the unique fixed-point of a higher-
order contractive mapping $\Phi_{||}$ : $(\mathrm{P}^{2}arrow \mathrm{P})arrow(\mathrm{P}^{2}arrow \mathrm{P})$ . The definition of $\Phi_{||}$ can be
derived from (10) by applying the methods for (automatically) deriving denotational
models from transition rules [8, 9, 10]. 1
We can show that each of the semantic operations $\tilde{e}(\cdot),!(g, g’, \cdot)\sim,$ $\sim?(g, \cdot),\tilde{\nu}(\cdot)$ , or $\sim||(\cdot, \cdot)$ is a
nonexpansive mapping from an appropriate domain to a codomain. Moreover, the three
operations $\tilde{e}(\cdot),$ $\sim!(g, g’, \cdot)$ , and $?(g, \cdot)\sim$ are contractions. We use these facts to define the
metric model $\mathcal{M}$ below.
From the denotational interpretations of the operators, we define the metric model $\mathcal{M}$
as follows.
Definition 9 (Metric Semantics $\mathcal{M}$ )
(1) We define GEnv $=(\mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}}\mathrm{e}arrow \mathrm{G})$ . Let $\rho$ be a variable ranging over GEnv. Also we
define
PEnv $=\{\Pi\in(v_{\mathrm{p}\mathrm{r}\mathrm{o}}^{*}\mathrm{c}arrow(\mathrm{P}\cup(\mathrm{G}arrow \mathrm{P})))|$
$\forall X\in v_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{C}}[\Pi(X)\in \mathrm{P}]\wedge\forall \mathcal{X}\in v_{\mathrm{P}^{\Gamma}}^{(1)}\mathrm{o}\mathrm{C}[\Pi(X)\in(\mathrm{G}arrow \mathrm{P}) ]\}$ .
Let II be a variable ranging over PEnv.
(2) For $v\in \mathcal{L}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$ and $\rho\in \mathrm{G}\mathrm{E}\mathrm{n}\mathrm{v}$ , let [$v\mathrm{J}(\rho)$ be the evaluation of $v$ w.r.t. $p$ .
For $S\in\tilde{\mathcal{L}},$ $\Pi\in \mathrm{P}\mathrm{E}\mathrm{n}\mathrm{v}$ and $\rho\in \mathrm{G}\mathrm{E}\mathrm{n}\mathrm{v}$, we define $\tilde{\mathcal{M}}[\mathrm{r}(\Pi)(\rho)$ by induction on the






$\tilde{\mathcal{M}}[(?vxS)\mathrm{I}(\Pi)(\rho)=?(\sim[v\mathrm{J}(\rho), (\lambda g\in \mathrm{G}.\tilde{\mathcal{M}}[S\mathrm{J}(\Pi)(\rho[g/X])))$. (16)
$\tilde{\mathcal{M}}[(\nu xs)\mathrm{J}(\Pi)(\rho)=\tilde{\nu}(\lambda g\in \mathrm{G}.\tilde{\mathcal{M}}[S\mathrm{J}(\Pi)(\rho[g/x]))$ . (17)
$\tilde{\mathcal{M}}[(||S_{1}S_{2})\mathrm{I}(\Pi)(\rho)=||(\sim\tilde{\mathcal{M}}[S1\mathrm{I}(\Pi)(\rho),\tilde{\mathcal{M}}[S1\mathbb{I}(\Pi)(\rho))$ . (18)
(3) From the guardedness condition in Definition 1(2) and the fact that all the semantic
operations are nonexpansive with the three $\tilde{e}(\cdot),!(g, g’, \cdot)\sim$ , and $?(g, \cdot)\sim$ being contrac-
tive, it follows that the mapping
$\Phi_{D}(\rho)=(\lambda\Pi\in \mathrm{P}\mathrm{E}\mathrm{n}\mathrm{v}$. $\{(X,\tilde{\mathcal{M}}[S\mathrm{J}(\Pi)(\rho))|(X, s)\in D\}$ (19)
$\cup\{(\mathcal{X}, (\lambda g.\tilde{\mathcal{M}}[S\mathrm{J}(\Pi)(\rho[g/x])))|(\mathcal{X}, (X, S))\in D\})$
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is a contraction from PEnv to itself, for every $\rho\in \mathrm{G}\mathrm{E}\mathrm{n}\mathrm{v}$. Furthermore, the value
$\Phi_{D}(\rho)$ does not depend on $\rho$ , because, by Definition 1(4), we have
(X, $S$) $\in D\Rightarrow fn(S)=\emptyset$ , and (X, $(x,$ $S)$ ) $\in D\Rightarrow fn(S)\subseteq\{x\}$ .
Let
$\Pi_{D}=fix(\Phi_{D}(\rho))\in \mathrm{P}\mathrm{E}\mathrm{n}\mathrm{v}$, where $\rho\in \mathrm{G}\mathrm{E}\mathrm{n}\mathrm{v}$ is arbitrary.
We define
$\mathcal{M}[(D, S)\mathrm{J}(\rho)=\tilde{\mathcal{M}}$[SI $(\square _{D})(\rho)$ . (20)
For $(D, s)\in\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]$ , the value $\mathcal{M}[(D, S)\mathrm{I}(\rho)\mathrm{d}\mathrm{o}\mathrm{e}\mathrm{S}$ not depend on $\rho$ . We denote this
value by $\mathcal{M}[(D, S)\mathrm{I}\cdot$ I
We can establish the next lemma which states that $\mathcal{O}_{\nu}$ is a homomorphism with respect
to the operators of $\mathcal{L}$ ; this lemma will play a key role for establishing the equivalence
between $\mathcal{M}$ and $\mathcal{O}_{\nu}$ (see Lemma 3).
Lemma 1 (Homomorphism Properties of $\mathcal{O}_{\nu}$ )
(1) $\forall e\in \mathrm{E}[\mathcal{O}_{\nu}[(D, (\mathrm{e}s))\mathrm{J}=\tilde{e}(\mathcal{O}_{\nu}[(D, S)\mathrm{I})]$ .
(2) $\forall g,g’\in \mathrm{G}[$ $\mathcal{O}\nu[(D, (!gg’s))\mathrm{J}=!(g,g\mathcal{O}_{\nu}\sim.[’,(D, S).\mathrm{I})]$.
(3) $O_{\nu}[(D, (? gxS))\mathrm{J}=?(g\sim, (\lambda g’\in \mathrm{G}. \mathcal{O}_{\nu}[(D, S[g//x])\mathrm{J}))$.
(4) $\mathcal{O}_{\nu}[(D, (\nu xS))\mathrm{J}=\tilde{\nu}(\lambda g\in \mathrm{G}. \mathcal{O}_{\nu}[(D, s[g/x])\mathrm{I})$.
(5) $\mathcal{O}_{\nu}[(D, (||s_{1}s_{2}))\mathrm{I}=|\sim|(\mathcal{O}_{\nu}[(D, s1)\mathrm{I}, \mathcal{O}_{\nu}[(D, s2)\mathrm{I}).\mathrm{I}^{-}$
5 Correctness of $\mathcal{M}$ w.r.t. the Reduction-Based Strong
Bisimilarity
In this section, we first establish the correctness of $\mathcal{M}$ with respect to the strong bisimi-
larity based on the reduction system of Sect. 3. The correctness proof is achieved by using
the intermediate operational semantics $\mathcal{O}_{\nu}$ defined in Sect. 4. In the latter part of this
section, we show that $\mathcal{M}$ satisfies all laws SCI-SC6 for structural congruence except for
$\mathrm{S}\mathrm{C}5$ . This fact indicates more adequacy of $\mathcal{M}$ as a semantic model for $\mathcal{L}$ than simply
being correct with respect to the strong bisimilarity based on the reduction system.
5.1 Correctness of $\mathcal{M}$ w.r.t. the Reduction-Based Strong Bisimilarity
Definition 10
(1) A $LTS$ with action set A is a triple $\mathcal{T}=(c_{0}, \mathrm{C}, \langle\prec^{a}|a\in \mathrm{A}\rangle)$ such that $c_{0}\in C$ and
$\forall a\in \mathrm{A}[\prec^{a}\subseteq \mathrm{C}\cross \mathrm{C}]$ . We refer to $c_{0},$ $\mathrm{C}$ , and $\langle\prec^{a}|a\in \mathrm{A}\rangle$ as the initial configuration,
the configuration set, and the the set of transition relations of $\mathcal{T}$, respectively.
(2) Let $\mathcal{T}_{1}=(c_{1}, \mathrm{C}_{1}, \langle\prec_{1}^{a}|a\in \mathrm{A}\rangle)$ and $\mathcal{T}_{2}=(c_{2}, \mathrm{C}_{2}, \langle\prec_{2}^{a}|a\in \mathrm{A}\rangle)$ be two LTSs with
action set A. A relation $\mathcal{R}\subseteq \mathrm{C}_{1}\cross \mathrm{C}_{2}$ is a strong bisimulation (for $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ ) iff
for every $(c_{1}’, c_{2}’)\in \mathcal{R}$ properties (21) and (22) below hold for every $a\in \mathrm{A}$ (cf. [14,
Sect. B.2.1]).
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$\forall c_{11[c_{1}’}’’\in \mathrm{c}arrow a_{1c_{1}}\prime\prime\Rightarrow\exists c_{22[c_{2}’}’’\in \mathrm{c}arrow^{a_{2}}c^{J}2’\wedge(c_{12}’’,/\prime c)\in \mathcal{R}$ $]]$ . (21)
$\forall c_{2}’’\in \mathrm{C}_{2}[ c’2\prec^{a\prime\prime}2^{C}2\Rightarrow\exists c_{1}’’\in \mathrm{C}_{1}[C_{1}\prec\prime a_{1C’1}’\wedge(c_{1}^{\prime J\prime\prime}, c_{2})\in \mathcal{R} ]]$ . (22)
When $\mathcal{T}_{1}=\mathcal{T}_{2}$ , a strong bisimulation for $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ is called a strong bisimulation
on $\mathcal{T}_{1}$ . We say $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ are strongly bisimilar iff there exists a strong bisimulation
$\mathcal{R}$ for $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ such that $(C_{1}, C_{2})\in \mathcal{R}$. We write $\mathcal{T}_{1}\sim_{\mathrm{e}}\mathcal{T}_{2}$ to mean this property,
where “$\mathrm{e}$” $\mathrm{i}\mathrm{n}\sim_{\mathrm{e}}$ stands for events. 1
It immediately follows $\mathrm{t}\mathrm{h}\mathrm{a}\mathrm{t}\sim_{\mathrm{e}}$ is an equivalence relation. In particular, it is transitive in
the sense that the following holds for every LTSs $\mathcal{T}_{1},$ $\mathcal{T}_{2},$ $\mathcal{T}_{3}$ :
$\mathcal{T}_{1}\sim_{\mathrm{e}}\mathcal{T}_{2}\wedge \mathcal{T}_{2}\sim_{\mathrm{e}}\mathcal{T}_{3}\Rightarrow \mathcal{T}_{1}\sim_{\mathrm{e}}\mathcal{T}_{3}$. (23)
In terms $\mathrm{o}\mathrm{f}\sim_{\mathrm{e}}$ , the reduction system of Sect. 3 is related to the one induced from the
LTS of Sect. 4.1, as follows.
Lemma 2 (Strong Bisimilarity between the Two Reduction Systems)
For $(D, s)\in \mathcal{L}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]$ and $\Gamma\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})$ , we have
$((D, s),$ $\mathcal{L}_{\mathrm{p}\mathrm{r}\circ \mathrm{g}}[\emptyset],$ $(arrow^{a}|a\in \mathrm{A}\rangle)$
(24)
$\sim_{\mathrm{e}}(\langle(D, s), \Gamma),\tilde{\mathcal{L}}\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{g}[\emptyset]\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}),$ \langlearrow_{\nu}|aa\in \mathrm{A}\rangle)$ . I
Proof. We define $\langle. *\underline{\alpha}|\alpha\in \mathrm{A}\cup\{\iota\}\rangle$ in the same way as $\langle\mapsto\alpha|\alpha\in\tilde{\mathrm{A}}_{\nu}\rangle$ , except that we
use the two rules $\mathrm{C}\mathrm{O}\mathrm{M}_{\nu}’$ and $\mathrm{S}\mathrm{T}\mathrm{R}_{\nu}$ given in Remark 1 instead of the three rules $\mathrm{O}\mathrm{U}\mathrm{T}_{\nu}$ ,
$\mathrm{I}\mathrm{N}_{\nu}$ and $\mathrm{C}\mathrm{O}\mathrm{M}_{\nu}$ in Definition 5. Also, we define $\langle\prec^{a}|a\in \mathrm{A}\rangle$ from $\langle\succ^{\alpha}arrow|\alpha\in \mathrm{A}\cup\{\iota\}\rangle$ as
we defined $\langle\prec_{\nu}^{a}|a\in \mathrm{A}\rangle$ from $\langle\mapsto\alpha|\alpha\in \mathrm{A}\cup\{\iota\}\rangle$ (see Definition 6). We can show that
The relation $\equiv\vee$ is a strong $bi_{S\dot{i}m}ulation$ on
$(\tilde{\mathcal{L}}_{\mathrm{P}^{\Gamma \mathrm{O}}\mathrm{g}[\emptyset]}\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}), \langle\succ^{\alpha}arrow|\alpha\in \mathrm{A}\cup\{\iota\}\rangle)$ and on
(25)
$(\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\circ \mathrm{g}}[\emptyset]\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}), \langle\underline{\alpha}\rangle_{\nu}|\alpha\in \mathrm{A}\cup\{\iota\}\rangle)$.
Let us write $(\langle D, S\rangle, \mathrm{r})\equiv\vee(\langle D’, S^{J}\rangle, \mathrm{r})$ to mean that $\langle D, s\rangle\equiv\vee\langle D’’, s\rangle$ . Then we can prove
that for every $\alpha\in \mathrm{A}\cup\{\iota\}$ , the two $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{S}\mapsto$ an
$\alpha$
$\underline{\alpha}$d $+\mathrm{c}\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{c}\mathrm{i}\mathrm{d}\mathrm{e}$ up to $\equiv\vee,$ namely that
$\forall\alpha\in \mathrm{A}\cup\{b\},\forall\langle D, s\rangle,$ $\langle D’, s’\rangle\in\tilde{\mathcal{L}}_{\mathrm{P}^{\Gamma\circ}}[\mathrm{g}\emptyset],\forall\Gamma,$ $\mathrm{r}/(\mathrm{G})[\in\wp \mathrm{f}\mathrm{i}\mathrm{n}$
(i) $(\langle D, S\rangle, \mathrm{r})\mapsto\alpha(\langle D’, S\rangle/, \mathrm{r}’)\Rightarrow(\langle D, S\rangle, \Gamma)>^{\alpha}arrow\cdot\equiv\vee(\langle D’’, S\rangle, \mathrm{r}’)$ , (26)
(ii) $(\langle D, s\rangle, \mathrm{r})\mapsto\alpha(\langle D’, S’\rangle, \Gamma/)\Rightarrow(\langle D, s\rangle, \mathrm{r})$ .$+\cdot\equiv(\vee\langle D\underline{\alpha}’, S’\rangle, \mathrm{r}’)]$.
From this and (25), it immediately follows that $\equiv\vee$ is a strong bisimulation for
$(\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\mathrm{o}}\mathrm{g}[\emptyset]\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}), \langle\prec^{a}|a\in \mathrm{A}\rangle)$ and $(\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}), \langle\prec_{\nu}^{a}|a\in \mathrm{A}\rangle)$ .
Therefore, it holds for every $(D, s)\in \mathcal{L}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]$ and $\Gamma\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})$ that
$(\langle(D, s), \mathrm{r}\rangle,\tilde{\mathcal{L}}\mathrm{r}\mathrm{o}\mathrm{g}[\mathrm{p}\emptyset]\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}), \langlearrow^{a}|a\in \mathrm{A}\rangle)$
(27)
$\sim_{\mathrm{e}}(\langle(D, s), \mathrm{r}\rangle,\tilde{C}_{\mathrm{P}}\mathrm{r}\mathrm{o}\mathrm{g}[\emptyset]\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}), \langlearrow_{\nu}|aa\in \mathrm{A}\rangle)$.
Furthermore, we can prove for every $(D, s)\in \mathcal{L}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]$ and $\Gamma\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})$ that
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$((D, s),$ $\mathcal{L}_{\mathrm{p}\mathrm{r}\mathrm{o}}\mathrm{g}[\emptyset],$ $\{arrow^{a}|a\in \mathrm{A}\rangle)$
$\sim_{\mathrm{e}}(\langle(D, s), \mathrm{r}\rangle,\tilde{\mathcal{L}}[\mathrm{P}^{\mathrm{r}\mathrm{o}}\mathrm{g}\emptyset]\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}), \langlearrow|aa\in \mathrm{A}\rangle)$.
(28)
From (28),(27) and (23) (the transitivity $\mathrm{o}\mathrm{f}\sim_{\mathrm{e}}$), we immediately obtain (24), the claim of
this lemma. Proposition (28) can be proved along the lines of the proof of Theorem 1 of
[11] (see also [12, 13]). Here we give a brief sketch.
First, we define $\overline{\mathcal{L}}$ in the same way as $\mathcal{L}$ except that each $g\in \mathrm{G}$ may appear in elements
of $\overline{\mathcal{L}}$ as a variable representing a gate. Clearly $\mathcal{L}\subseteq\overline{\mathcal{L}}$. (Notice the difference between $\overline{\mathcal{L}}$ and
$\tilde{L}$ : Elements of $\mathrm{G}$ appear as variables in elemerits of $\overline{\mathcal{L}}$, whereas they appear as constants
in $\tilde{\mathcal{L}}.$ ) We define the structural congruence on $\overline{\mathcal{L}}$ in the same way as in Sect. 3.1, except
that the set of gate variables used in $\overline{\mathcal{L}}$ is larger than $\mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$ used in $\mathcal{L}$ . We use the same
symbol $\equiv\sim$ to denote the structural congruence on $\overline{\mathcal{L}}$. Let $(D, s)\in \mathcal{L}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]$ and $\Gamma\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})$ .
We let $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ be the left-hand and right-hand sides of (28), respectively. We define
$\mathcal{R}\subseteq \mathcal{L}_{\mathrm{P}^{\mathrm{r}\mathrm{o}}}\mathrm{g}^{\cross}(\tilde{\mathcal{L}}_{\mathrm{P}^{\Gamma\circ}}\cross \mathrm{G})\mathrm{g}$ by
$\mathcal{R}=\{((D, S1), ((D, S2), \mathrm{r}\rangle)\in \mathcal{L}_{\mathrm{P}}\mathrm{r}\circ \mathrm{g}\mathrm{X}(\tilde{\mathcal{L}}_{\mathrm{P}^{\mathrm{r}}}\circ \mathrm{g}\mathrm{x}\mathrm{G})\}$ (29)
$(D, s_{1})\equiv\sim(D, (\nu\langle g_{1}, \ldots, g_{n}\rangle s_{2}))\}$ ,
where $\Gamma=\{g_{1}, \ldots,g_{n}\}$ and $\equiv\sim$ represents the structural congruence on $\overline{\mathcal{L}}$.
Then, we can show that $R$ is a strong bisimulation for $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ . Moreover, we clearly
have $((D, s),$ $\langle$ $(D, s),$ $\Gamma))\in \mathcal{R}$ . Thus, by the definition $\mathrm{o}\mathrm{f}\sim_{\mathrm{e}}$ , we obtain (28). $\blacksquare$
Lemma 3 (Semantic Equivalence between $\mathcal{M}$ and $\mathcal{O}_{\nu}$ )
$\forall(D, s)\in\tilde{\mathcal{L}}_{\mathrm{P}^{\mathrm{r}\mathrm{o}}\mathrm{g}}[\emptyset][\mathcal{M}[(D, S)\mathrm{I}=\mathcal{O}\nu[(D, s)\mathrm{I}]$. I (30)
Proof. Let $D$ be an arbitrary element of $D$ . By using Lemma 1, we can show that
$\{(X, \mathcal{O}_{\nu}[(D, S)\mathrm{J})|(X, s)\in D\}\cup\{(\mathcal{X}, (\lambda g. \mathcal{O}_{\nu}[(D, s[g/x])\mathrm{J}))|(\mathcal{X}, (x, S))\in D\}$ (31)
is the fixed-point of the higher-order mapping $\Phi_{D}$ defined in (19). Thus we have
$\{$
(i) $\forall X\in v_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{C}}[$ $\mathcal{O}_{\nu}[(D, X)\mathrm{I}=\mathcal{M}[(D, X)\mathrm{I}]$ ,
(ii) $\forall \mathcal{X}\in \mathcal{V}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathbb{C}}^{(},$$\forall g\in \mathrm{G}1)[\mathcal{O}\nu[(D, (\mathcal{X}^{\cdot}g))\mathrm{I}=\mathcal{M}[(D, (\mathcal{X}g))\mathrm{J}$ . (32)
Thus, by induction on the structure on $s\in \mathcal{L}[\emptyset]$ , we obtain (30) for every $s\in \mathcal{L}[\emptyset]$ . $\blacksquare$
Definition 11 (Abstraction Function $A$)
(1) For $\alpha\in\tilde{\mathrm{A}}_{\nu}$ , we define $\underline{\alpha}*_{\mathrm{d}}\subseteq(\mathrm{P}\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}))^{2}$ as follows (where $‘ \mathrm{d}’ \mathrm{i}\mathrm{n}\succarrow \mathrm{d}\alpha$ stands
for denotational):
$\forall(p, \Gamma),$ $(p’, \Gamma’)$ $[ (p, \Gamma)\mapsto \mathrm{d}\alpha(p\Gamma’,’)\Leftrightarrow p\ni\langle(\mathrm{r}, \alpha, \mathrm{r}’),p’\rangle]$ .
(2) For $a\in \mathrm{A}_{\nu}$ , we $\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}\mathrm{n}\mathrm{e}\prec_{\mathrm{d}}^{a}\subseteq(\mathrm{P}\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}))^{2}$as follows:
$\forall(p, \mathrm{r}),$ $(p’, \Gamma/)[(p, \Gamma)arrow(a_{\mathrm{d}p^{\prime,\mathrm{r}’)}}\Leftrightarrow(p, \Gamma)(\succarrow \mathrm{d}\iota)^{*}\mapsto \mathrm{d}a(p’, \Gamma’)]$.
(3) For $p\in \mathrm{P}$ , we define $A(p)$ to be the LTS $((p, \emptyset),$ $\mathrm{P}\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}),$ $\langle\prec_{\mathrm{d}}^{a}|a\in \mathrm{A}\rangle)$ . I
The next proposition immediately follows ffom the definitions of $\mathcal{O}_{\nu}$ and $A$ .
Proposition 1 For every $(D, s)\in\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]$ , we have
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( $\langle(D, S), \emptyset\rangle,\tilde{\mathcal{L}}_{\mathrm{P}^{\Gamma}\mathrm{g}}\mathrm{O}[\emptyset]\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}),$ $(arrow_{\nu}|aa\in \mathrm{A}\rangle)\sim_{\mathrm{e}}A(\mathcal{O}\nu[(D, s)\mathrm{I})$.I (33)
Proof. Let $(D, s)\in\tilde{\mathcal{L}}_{\mathrm{P}^{\mathrm{r}\mathrm{o}}\mathrm{g}}$ and let $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ to be the left-hand and right-hand sides of
(33), respectively. We put
$\mathcal{R}=\{(\langle(D’, S’), \mathrm{r}\rangle, \langle \mathcal{O}_{\nu}[(D’, s’)\mathrm{I}, \Gamma\rangle)|(D’, s’)\in\tilde{\mathcal{L}}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}[]}\emptyset\wedge\Gamma\in\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G})\}$
Then, we can check that $\prime \mathcal{R}$ is a strong bisimulation for $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ . Clearly, we have
( $\langle(D, S), \emptyset\rangle,$ $\langle D_{\nu}[(D, s)\mathrm{I}, \emptyset\rangle$ , where $\langle D_{\nu}[(D, S)\mathrm{J}, \emptyset\rangle$ is the initial configuration of $\mathcal{T}_{2}$ . Thus,
we obtain the desired consequence (33). $\blacksquare$
The correctness $\mathcal{M}$ is stated in terms of $A$ by the next theorem:
Theorem 1 (Correctness of $\mathcal{M}$ w.r.t. the Reduction-Based Strong Bisimilarity)
For $(D, s)\in \mathcal{L}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]$ , we have
$((D, s),$ $\mathcal{L}_{\mathrm{P}\mathrm{g}}\Gamma \mathrm{O}[\emptyset],$ $\langlearrow a|a\in \mathrm{A}\rangle)\sim_{\mathrm{e}}A(\mathcal{M}[(D, s)\mathrm{I})$.I(34)
Proof. Let $(D, s)\in \mathcal{L}_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}}[\emptyset]$ . Then, it follows from Lemma 2 that
$((D, S),$ $\mathcal{L}_{\mathrm{p}\circ}\mathrm{r}\mathrm{g}[\emptyset],$ $\langlearrow^{a}|a\in \mathrm{A}))$ (35)
$\sim_{\mathrm{e}}(\langle(D, s), \emptyset\rangle,\tilde{\mathcal{L}}_{\mathrm{P}\mathrm{g}[\emptyset]}\Gamma 0\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}), \langlearrow\nu a|a\in \mathrm{A}\rangle)$ ,
where we set $\Gamma$ in (24) to $\emptyset$ . By Proposition 1, we have
$(\langle(D, s), \emptyset\rangle,\tilde{\mathcal{L}}\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}[\emptyset]\cross\wp \mathrm{f}\mathrm{i}\mathrm{n}(\mathrm{G}), (arrow\nu a|a\in \mathrm{A}))\sim_{\mathrm{e}}A(\mathcal{O}\nu[(D, S)\mathrm{I})$ . (36)
From this, (35) and (23), we obtain
$((D, s),$ $\mathcal{L}_{\mathrm{p}}\mathrm{r}\mathrm{o}\mathrm{g}[\emptyset],$ $\langlearrow a|a\in \mathrm{A}\rangle)\sim_{\mathrm{e}}A(\mathcal{O}\nu[(D, S)\mathrm{I})$ . (37)
By Lemma 3, we have $A(\mathcal{M}[(D, s)\mathrm{I})=A(\mathcal{O}_{\nu}[(D, s)\mathrm{I})$ . From this and (37), we obtain the
desired consequence (34). $\blacksquare$
5.2 Laws for Structural Congruence in $\mathcal{M}$
It can be shown that $\mathcal{M}$ satisfies all laws SCI-SC6 for structural congruence except for
$\mathrm{S}\mathrm{C}5$ . This fact indicates more adequacy of $\mathcal{M}$ as a semantic model for $\mathcal{L}$ than simply
being correct with respect to the strong bisimilarity based on the reduction system.
Proposition 2 Let $D\in D,$ $S,$ $S_{1},$ $S_{2},$ $s_{3}\in \mathcal{L}$ , and $\rho\in \mathrm{G}\mathrm{E}\mathrm{n}\mathrm{v}$ .
(1) If $S_{1}\equiv_{\alpha}S_{2}$ , then
$\mathcal{M}[(D, S_{1})\mathrm{I}(\rho)=\mathcal{M}[(D, S_{2})\mathrm{I}(\rho)$ .
(2) $\mathcal{M}[(D, (||S_{1}(||S_{2}S_{3})))\mathrm{I}(\rho)=\mathcal{M}[(D, (||(||S_{1}S_{2})S_{3}))\mathrm{I}(\rho)$ .
(3) $\mathcal{M}[(D, (||S_{1}S_{2}))\mathrm{I}(\rho)=\mathcal{M}[(D, (||S_{2}S_{1}))\mathrm{I}(\rho)$.
(4) For $x,$ $y\in \mathcal{V}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$ ,
$\mathcal{M}[(D,$ $(\nu(x, y\rangle S))\mathrm{I}(\rho)=\mathcal{M}[(D, (\nu\langle y, x\rangle S))\mathrm{I}(\rho)$ .
(5) If $x\not\in ffi(S_{2})$ , then
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$\mathcal{M}[(D, (\nu x(||S_{1}S_{2})))\mathrm{J}(\rho)=\mathcal{M}[(D, (||(\nu xS_{1})S_{2}))\mathrm{I}(\rho)$ .
(6) If (X, $s_{X}$ ) $\in D$ , then
$\mathcal{M}[(D, x)\mathrm{I}(\rho)=\mathcal{M}[(D, s_{X})\mathrm{J}(\rho)$ .
(7) If (X, $(x,$ $S)$ ) $\in D$ , then for every $v\in \mathcal{L}_{\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}}$ ,
$\mathcal{M}[(D, (\mathcal{X}v))\mathrm{I}(\rho)=\mathcal{M}[(D, x)\mathrm{I}(\rho[[v\mathrm{I}(p)/x]).1$
It is kown that the law SC5 for the structural congruence does not hold in M. It will
be necessary to abstract away some unnecessary information in $\mathcal{M}$ in order to make SC5
hold.
6 Concluding Remarks
We conclude this paper with several remarks about related work and directions for further
study.
The reduction system of Sect. 4.1 is based on the $\nu\pi$-calculus of [11, 12, 13]. However,
we have made a few modifications to the reduction rules of [11, 12, 13]. A major motive
for these modifications is our desire to make the metric model $\mathcal{M}$ satisfy the laws for
structural congruence. As mentioned above, SC5 dones not hold in $\mathcal{M}$ , and it remains for
future research to find a natural adaptation of $\mathcal{M}$ such that SC5 holds in it.
It is not known whether the model $\mathcal{M}$ is fully abstract with respect to the observation
criterion that we deal with in this paper. It remains for future research to construct such
a fully abstract model. A few denotational models for the $\pi$-calculus have been proposed
and shown to be fully abstract with respect to certain operational criteria [7, 5, 21]. But
the operational criteria used in [7, 5, 21] are different from the one used in this paper. It
is not known, to our knowledge, whether any of the models in $[7, 5]$ is fully abstract with
respect to our operational criterion.
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