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Many real-world applications encountered a common issue in data analysis is the pres-
ence of missing data value and challenging task in many applications such as wireless
sensor networks, medical applications and psychological domain and others. Learning
and prediction in the presence of missing value can be treacherous in machine learning,
data mining and statistical analysis. A missing value can signify important information
about dataset in the mining process. Handling missing data value is a challenging task
for the data mining process. In this paper, we propose new paradigm for the develop-
ment of data imputation method for missing data value estimation based on centroids
and the nearest neighbours. Firstly, identify clusters based on the k-means algorithm
and calculate centroids and the nearest neighbour data records. Secondly, the nearest
distances from complete dataset as well as incomplete dataset from the centroids and
estimated the nearest data record which tends to be curse dimensionality. Finally, im-
pute the missing value based nearest neighbour record using statistical measure called
z-score. The experimental study demonstrates strengthen of the proposed paradigm for
the imputation of the missing data value estimation in dataset. Tests have been run us-
ing different types of datasets in order to validate our approach and compare the results
with other imputation methods such as KNNI, SVMI, WKNNI, KMI and FKNNI. The
proposed approach is geared towards maximizing the utility of imputation with respect
to missing data value estimation.
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Many real-world applications encountered a common issue in data analysis is the presence of miss-
ing or incomplete data values. However, data mining applications are associated with industry applications,
wireless sensor networks, medical applications, psychological applications and others. Modern computational
techniques of data cleaning require complete dataset.These databases are highly susceptible to missing and
inconsistent data due to their huge amount of data sizes [1-2]. Missing value has different causes like the data
value might not be recorded, equipment malfunctions, improper measurements and deny answers to certain
questions [3-4]. Missing data value in the training dataset can reduce the performance of the model or that
can lead biased results to the model and it leads to misleading inferences in data analysts. Recently, many
researchers have been proposed several methods to treat missing value problems for real-world applications
[5-10]. Generally, missing value treatment methods classified into : i) ignoring and discarding data value or
case/pairwise deletion [11]; ii) parameter estimation/Expectation-Maximization algorithm [12]; iii) Imputa-
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tion, represents the process of filling the missing data values in datasets by some plausible values based on
information available in the dataset [13]. First, two methods are suffering with several limitations such as: i)
high sensitivity to the outliers and slow computations; ii) Imputation methods are suffering with how to select
the conditioning variables and bias those results from a bad choice. To address these issues, we develop a new
paradigm for data imputation of the missing data value estimation using cluster centroids and the nearest neigh-
bours. Also, our approach uses the centroids and the nearest neighbours for the family of k-means clustering
algorithm. This study demonstrates that the proposed imputation method can significantly estimate the missing
value in datasets.
The rest of the paper is organized as follows: related work presented in section-2, while in section-
3, proposed a new paradigm for data imputation method for the missing data value estimation step by step
approach. In section-4 presents the results and analysis. Conclusions are deferred to section-5.
2. RELATEDWORKS
This section represents mechanisms of different data imputation methods and treatments for the pur-
pose of data cleaning in the data mining process. Description of the data imputation mechanisms and treatments
are as follows:
2.1. Mechanism of missing data imputation
Little, R.J., Rubin, D.B [14] suggested three types of mechanisms for imputation of missing data such
as: i) Missing Completely at Random (MCAR): Suppose few data records are missing on X, then these data
records are said to be MCAR if the probability of X is missing with unrelated X or other variable Y then the
prob(Xismissing|Y,X) = prob(Xismissing). ii) Missing at random (MAR): Suppose few data records X
are missing at random, if the probability of that X is missing does not depend on the value X, after controlling
the observed data but not on missing data then the prob(Xismissing|Y,X) = prob(Xismissing|X); iii)
Not missing at random (NMAR): ): In this approach assumption is violated and sharing of a sample having a
missing data value for an attribute depends on the missing values.
2.2. Missing data treatment methods
In literature various approaches have been suggested to treat missing value problems. Little and Rubin
[14] classified these approaches into three categories: i) Ignoring and deleting data records: this approach to
discard data with the missing value into a complete case analysis and delete instances and/or attributes. These
methods are applicable only missing data are MCAR otherwise it can lead bias results. ii) Parameter estimation
approach: this approach is based on estimation of the parameters in given model then the presence of missing
value based on Expectation-Maximization algorithm [12]. iii) Imputation Methods: to impute the missing value
with probable value based on information obtainable in the dataset. The main idea of this approach is to employ
known value that can be identified in the valid data values of the given dataset to assist in assessing the missing
values. To impute the missing value based different type of methods such as single imputation and multiple
imputation methods [15]. But multiple imputation approaches are computationally more expensive than the
single imputation methods [15]. However, they accommodate for sample variability of the estimated value and
uncertainty associated with a model used for computation [16]. Also, these two methods can be classified into
three categories such as i) data driven approach; ii) model based approach; and iii) machine learning approach
[14-17]. The above discussion leads us to propose this research work presents a novel framework for data
imputation which addresses the problem of missing data values.
3. A NEW PARADIGM FOR DATA IMPUTATION: PROPOSED APPROACH
This section, presents a new paradigm for data imputation to address the problem of missing value
which is based on two distance measures that are used to define a new feature between its cluster center and
the nearest neighbour respectively as shown in Fig.1.
Let M be the given dataset containing of rows and columns and each row is represented by a row
vector (R1, R2, .Rm) and each column is represented by a column vector (C1, C2, ..Cn) and the dataset M is
represented as m x n matrix:
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Figure 1. A New Paradigm for Data Imputation (NPDI)
Mmn =

a11 a12 · · · a1n





am1 am2 · · · amn

Here matrix M represents the samples of ′m′ observations and ′n′ variables and each cell is denoted as
ordered n-tuples of data records such as (ai1, ai2, , ai(n−1), ain) for each i = 1, 2, 3,m where the last column
data attribute (ain) for each i characterizes the target class or decision data attribute of the dataset M. Clearly,
we say that all datasets are finite set. An object ′a′i is known as the complete dataset, if {aij 6= φ|,∀1 ≤ j ≤ R}
and the object ′a′i is called the incomplete dataset {aij = φ|,∃1 ≤ j ≤ R}. Now split the given dataset into
two forms that is: i) first form is a complete dataset which contains records without missing values. ii) Second
form is an incomplete dataset which contains missing records with one or more attributes which is known as
the missing value dataset. Then consider complete dataset as the training set and missing data set as the testing
set. This work is motivated by researchers Wei-Chao Lin [18], Congnan Luo [19].
The k-means clustering algorithm [20-21] is one of simplest and common clustering algorithms used
to classify the number of clusters based on k-value. The value k is the cluster centroid of each cluster. This
study step-1 we use a k-means clustering algorithm to form clusters based its decision classes (here k=2) and







Then, calculate its nearest neighbours based on a Euclidian distance measure on without missing values of
dataset. The nearest neighbour function defined as follows: Let S is a finite set of elements and a and b belongs
to S. B is said to be a the nearest neighbour of A if B is closest to A among all the points in S − A. Then B is
said to be the nearest neighbour of A if and only if
4. EXPERIMENTS AND RESULTS
In order to evaluate NPDI model, we carried out experimentions on the benchmark datasets from
Knowledge Extraction based on Evolutionary Learning (KEEL) repository [22], includes Bands, Cleveland,
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Hepatitis, Horse-Colic, Iris, Magic, Pima, Wine. The completely summary of datasets are used in the experi-
ments are shown in Table.1.
Table 1. Summary of Datasets used in experiments [22].
Datasets Instances Classes MVs Databases(KB)
Bands 539 2 32.28 608
Cleveland 303 5 1.98 233
Hepatitis 155 2 48.39 129
Horse-Colic 368 2 98.1 444
Magic 1902 2 58.20 1423
Pima 768 2 50.65 440
Wine 178 3 70.22 136
First, we divided the given dataset into 10 folds of the equal size based on the stratified cross val-
idation test and each step of the experiments 1-fold is used for the test dataset and remaining 9- folds are
used for the training dataset.Also, this study presents the results obtained from the experimental evaluation
of our proposed approach discussed in Section .3 and we took results for the comparison with other impu-
tation methods such as Imputation with K-Nearest Neighbour (KNNI), Support Vector Machine Imputation
(SVMI), Weighted Imputation with K-Nearest Neighbour (WKNNI), K-Means clustering Imputation (KMI)
and Fuzzy-Means clustering Imputation (FKNNI) on a popular decision tree C4.5 classifier [23].
Table 2. Test classifier accuracy using C4.5 deceson tree
Methods NPDI KNNI SVMI W-KNNI KMI F-KNNI
Bands 71.15 70.32 69.18 69.57 70.11 68.25
Cleveland 57.32 56.09 55.41 56.09 55.43 56.09
Hepatitis 89.95 84.10 84.82 85.09 83.20 83.47
Horse-Colic 90.15 83.10 83.67 83.40 82.04 83.94
Magic 82.92 79.96 78.23 79.75 79.86 80.07
Pima 75.56 71.09 73.32 73.69 72.78 72.91
Wine 88.55 87.64 86.56 88.75 86.54 87.45
In Table 2 shows that evaluation results, from these results we clearly state that the proposed novel
framework for data Imputation is higher than KNNI, SVMI, WKNNI, KMI and FKNNI. Then classifier accu-
racy is improved significantly compared with other imputation methods such as KNNI, SVMI, WKNNI, KMI
and FKNNI on benchmark datasets using C4.5 decision tree, which proved the validity of novel framework
for data Imputation. The predictions of classifier for the proposed approach is compared with other imputation
algorithms are shown separately in Figure 2-6.
From the bar graphs, we can clearly state that the proposed NPDI has attained the best accuracy among
all other seven benchmark datasets. Then we compared with other imputation methods such as KNNI, SVMI,
WKNNI, KMI and FKNNI based on C4.5 decision tree classifiers have scored approximately 6.75 percentage
improvement in terms of accuracy. .
5. CONCLUSION
This paper proposed a new paradigm for data imputation called NPDI for estimating the missing value
in datasets. Firstly, split the given dataset into training and testing datasets that is complete dataset and incom-
plete dataset. Secondly, applied k-means algorithm on training dataset to generate clusters and its centroids,
then calculated the nearest neighbours distance between centroids and other complete data records and miss-
ing data records. Finally, applied a popular statistical measure called z-score on mapping distances and then
imputed plausible value for imputation. Further, we applied C4.5 decision tree classifier for test classifier accu-
racy. The classifier accuracy is improved significantly compared with other imputation methods such as KNNI,
SVMI, WKNNI, KMI and FKNNI on benchmark datasets using C4.5 decision tree, which proved the validity
of the novel framework for data Imputation. Approximately 6.75 percentage improvement in terms of classifier
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Figure 2. NPDI vs KNNI
Figure 3. NPDI vs SVMI
accuracy with compared to KNNI algorithm, WKNNI algorithm for Hepatitis dataset and KMI algorithm for
Horse-Colic dataset. Major strength of this approach is not lost the any attribute information during the dimen-
sionality reduction process. Limitation of this research work is before imputations need suitable normalization
technique to smooth dataset.
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