An energy-saving strategy for application-centric networks is proposed. A new architecture for energy-efficient Ethernet that meets the quality of service requirements for different classes of service is studied.
Introduction: Nowadays, network components are designed and installed to handle peak loads and to provide resilience, both of which require overprovisioning. This mode of operation results in high energy consumption [1] . Energy-saving strategies should be able to adapt link transmissions to actual traffic patterns.
In Ethernet technology, in the absence of data an auxiliary signal called IDLE is sent. Therefore, the Ethernet interface card is active at all times leading to high energy consumption, independent of the traffic load. To reduce energy consumption, the energy-efficient Ethernet (EEE) standard IEEE 802.3az introduced the concept of lowpower idle (LPI) mode [2] . The standard proposes the use of 'active' and 'quit' modes to conserve power during periods of inactivity. LPI defines T w (4.48 μs) as the time required for activating the interface card, T s (2.88 μs) as the time to transition the interface card to sleep mode, T q (39.68 μs) as large periods over which no signal is transmitted and T r (1.28 μs) as the time required to transmit a short signal to refresh the interface card state to maintain alignment.
The efficiency of EEE strongly depends on the transition times T w and T s during which the power consumption is 100%. To reduce the number of transitions, an FIFO queue in the interface card can accumulate multiple packets before transmitting them on to the link, a process called packet coalescing [3] . The results show that with coalescing, energy efficiency is close to the ideal case (i.e. the case when T w , T s and T r are equal to zero). However, coalescing increases packet delay, which leads to reduced quality of service (QoS) on connections with multiple EEE nodes. In this Letter, we propose an alternative to the EEE coalescing scheme that yields a similar energy efficiency but reduces the packet delays to guarantee QoS for various classes of service (CoS).
To the best of our knowledge, there is no prior work on Ethernet energy reduction that considers different CoS. Therefore, in this Letter, a novel application-centric scheme with QoS support is proposed for EEE.
Application-centric EEE (ACEEE):
In this design, multiple logical queues with different thresholds are used in the coalescing operation to handle the QoS needs of different CoS. Packet coalescing can be based on a maximum packet count (COUNT) or a coalescing timer, t c , that tracks the time since the arrival of the first packet, or whichever comes first. Fig. 1 The arrival of the first packet in an empty logical queue resets the COUNT variable and starts the coalescing timer for the CoS queue to which the packet belongs. The GATE is enabled when either the maximum COUNT of any queue is reached or the coalescing timer of any queue expires. As a result, all packets from all the queues will be transmitted. Furthermore, all packets that arrive when the link transmitter is in the active mode will be sent as well. The above procedure reduces the total energy consumption considering multiple CoS by eliminating unnecessary transition times T w and T s .
Hardware implementation: Fig. 2a shows a simplified diagram of the conventional LPI with coalescing. Initially, a coalescing timer and a packet counter are set to 0. An Ethernet frame is passed from the medium access control device to a packet check function. For each received packet, the packet check function sends an 'up' signal to the packet counter and the packet itself to a FIFO buffer. The timer is incremented periodically, regardless of whether or not the packets arrived. If the value of the packet counter reaches the maximum COUNT value, or if the value of the timer reaches the maximum timer value, then the GATE ON signal is sent to a GATE controller. The latter enables the GATE in front of the buffer, causing all collected packets to be transmitted. The GATE ON signal also serves as a counter reset signal and a timer reset signal to reset the packet counter and the timer, respectively. When all packets in the buffer are fully transmitted, the state of the GATE in front of the buffer is changed to OFF mode. The ACEEE design requires upper layers support for packet CoS identification. Packet classification into different CoS classes can be based on the type of service field in the IP header, or other fields such as TCP/UDP port numbers. Since the ACEEE design is only for the Ethernet interface card, we assume that the higher layers that perform packet classification pass down the Ethernet frame with an additional marker. This marker is used in the packet check function shown in Fig. 2b , and then removed. Fig. 2b shows a simplified diagram of the proposed ACEEE design, which differs from the conventional design as follows. The ACEEE packet check function reads the marker indicating the CoS type of each incoming packet. A packet counter and a timer are maintained for each CoS. For each received packet, depending on the marker, the packet check function, sends an 'up' signal to the corresponding packet counter and the packet itself to the FIFO buffer (e.g. if the packet check function based on the marker identifies a CoS-1 packet, then the CoS-1 counter is incremented and the packet itself is sent to the buffer). CoS timers are incremented periodically regardless of whether or not packets arrive. If the value of any packet counter reaches the maximum COUNT value, or if the value of any timer reaches the maximum timer value, then the GATE ON signal is sent to the GATE controller. The latter enables the GATE in front of the buffer, causing all collected packets to be transmitted. As in the conventional-LPI-with-coalescing design, the GATE ON signal also serves as a counter reset signal and a timer reset signal for all CoS packet counters and timers, respectively. Therefore, an ACEEE interface card can be implemented with minor changes to the conventional-LPI with-coalescing-interface card.
Numerical results: Our simulations used real traffic traces obtained from the Center for Applied Internet Data Analysis (CAIDA) [4] . Ten files of 1 min traces collected by a network monitor named 'Equinix-Chicago' from 13.00 to 13.10 on 6 July 2014, and ten files of 1 min traces collected by a network monitor named 'EquinixSanJose' from 13.00 to 13.10 on 6 July 2014 were used. Both monitors were installed on 10 Gbit/s links. From these we computed the average packet duration, yielding an average link utilisation of 15.4 and 37.4% for the Chicago and San Jose links, respectively.
In the ACEEE simulation, three CoS [5] , with the parameters described in Table 1 , are defined: † CoS-1: real time and interactive traffic, very sensitive to packet delay † CoS-2: streaming and bulk data traffic, less sensitive to packet delay † CoS-3: best effort traffic, P2P, download On the basis of the traffic statistics collected by the Chicago passive network monitor [6] for a 1 month period between 15 February 2015 to 15 March 2015, we computed the average CoS distribution. In our simulation, the marker is randomly generated for each packet with this distribution being 2.4, 84.2 and 13.4%, for CoS-1, CoS-2 and CoS-3, respectively. Since the CoS is assigned randomly, we simulated the packets as being all the same length (equal to the average for the data). CoS-1 packets are not subject to coalescing because the packets of this class need to be served as they arrive. On the other hand, CoS-2 and CoS-3 packets are subject to coalescing and hence incur additional delays. COUNT is equal to ten packets and coalescing timer is 12 μs. † Coalescing-2 (100 pkt/120 μs): Ethernet with coalescing but without CoS support. COUNT is equal to 100 packets and coalescing timer is 120 μs. † ACEEE with the three CoS defined above.
There is an average gain of 39.5 and 26.5% in energy use for ACEEE compared with NO EEE and EEE, respectively. The energy efficiency of ACEEE is similar to coalescing-1 (10 pkt/12 μs) but is less than coalescing-2 (100 pkt/120 μs) by about 20%, because of the higher number of the T w and T s states triggered by CoS-1. To determine whether our results generalise, in Fig. 3 we compare the Ethernet technologies in the case of real CAIDA traffic and Poisson-based traffic with the same averaged packet duration and link utilisation. We observe that the Ethernet technologies studied have the same energy use performance for both traffic types. Table 2 illustrates the packet delay against link utilisation, where the ACEEE packet delay for the delay sensitive class, CoS-1, is less compared with the legacy Ethernet technologies. CoS-2 has similar performance compared with coalescing-1. Out of the three classes, CoS-3 has the highest packet delay; and this class is less sensitive to the packet delay. Note that all CoS types have better performance compared with coalescing-2, with a 20% increase in energy use. Finally, the ACEEE has better packet delay performance for the delay sensitive CoS (i.e. CoS-1 and CoS-2) compared with the legacy Ethernet technologies with the same parameters and without CoS support. Therefore, in the case of a connection with multiple EEE nodes, the proposed ACEEE will meet the QoS requirements.
Conclusion: This Letter proposes a new architecture for EEE that supports multiple CoS. The ACEEE packet delay for the delay-sensitive CoS is drastically reduced compared with the legacy Ethernet technologies. Simulation results show that the proposed ACEEE has an average gain of 39.5 and 26.5% in energy use compared with NO EEE and EEE, respectively, for real CAIDA traffic and Poison-based traffic. In addition, ACEEE is realised with insignificant hardware (and/or firmware) modification.
