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1. Introduction
H. Flaschka [2, 3], developed the inverse scattering method for the solution of the Toda
equation. On the other hand, R. Hirora [5, 6] and R. Hirota, S. Tsujimoto and T. Imai [4]
proposed a time-discrete Toda equation of the form
qn−1(t + δ) − qn−1(t)
δ
= qn−1(t + δ)rn−1(t + δ) − qn−1(t)rn(t)
rn(t + δ) − rn(t)
δ
= qn−1(t + δ) − qn(t)
(1.1)
(δ > 0, t ∈ Zδ = {kδ; k ∈ Z}), and constructed a family of pairs of infinite matrices
{L(t),A(t)}, t ∈ Zδ, called a discrete Lax pair (see [1], [2], [7]), which satisfies a discrete
Lax equation
L(t + δ)A(t) = A(t)L(t) , t ∈ Zδ (1.2)
equivalent to (1.1). However, the discrete Lax pair constructed by Hirota-Tsujimoto-Imai
does not have the property that L(t) is symmetric for each t ∈ Zδ. This seems to make
it difficult to develop the inverse scattering theory for discrete Toda equation. To get a
symmetric L(t), the method developed in T.Takebe [10] may be applied. The purpose of
the present paper is to construct explicitly a discrete Lax pair with L(t) symmetric in the
frame work of functional analysis, and show some functional analytic properties of L(t).
More precisely, we state our results. Let {qn(t), rn(t)} (n ∈ Z, t ∈ Zδ) be a solution





1 − δrj (t) (k = j)
δ
√
qj (t) (k = j + 1)
0 (otherwise) ,
(1.3)
we define (complex) infinite matrices A(t), L(t) by
A(t) = (ajk(t)) (1.4)
L(t) = A∗(t)A(t) (1.5)
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where A∗(t) is the (complex) adjoint matrix of (complex) matrix A(t).










(k = j − 1)
|1 − δrj (t)| + δ2|qj−1(t)| (k = j)
δ
(√
1 − δrj (t)
)* √
qj (t) (k = j + 1)
0 (otherwise)
where (α)∗ means the complex conjugate of a complex number α. By direct calculation,
we can see that the pair of infinite matrices {L(t),A(t)} thus defined is a discrete Lax pair,
namely it satisfies the discrete Lax equation (1.2) equivalent to (1.1).
We can now state our main result.
THEOREM 1.1. Let δ be a fixed number with 0 < δ < 1. Let {qn(t), rn(t)} (n ∈
Z, t ∈ Zδ) be a solution of (1.1) such that for each t ∈ Zδ
qn(t) → 1, rn(t) → 0 (n → ±∞) . (1.6)
Suppose that
qn(0) = 0, δrn(0) = 1 (n ∈ Z) . (1.7)
Then the family of pairs of infinite matrices {L(t),A(t)} defined by (1.3), (1.4), (1.5) is
a discrete Lax pair, and L(t) is a bounded positive self-adjoint operator in the complex
l2(−∞,∞). Moreover all eigenvalues of L(t) are independent of t ∈ Zδ, and the relation
A∗(t)A(t) = A(t − δ)A∗(t − δ) (1.8)
must hold for each t ∈ Zδ.
REMARK 1.2. The invariance (with respect to t) of the eigenvalue λ(t) of L(t) fol-
lows formally from the following argument. If λ(0) is the eigenvalue of L(0), and ϕ(0) the
eigenvector corresponding to λ(0), then it is easy to see that
ϕ(t) = A(t − δ) · · ·A(δ)A(0)ϕ(0)
satisfies
L(t)ϕ(t) = λ(0)ϕ(t) .
This does not imply that λ(0) is the eigenvalue of L(t). It is not clear that the ϕ(t) defined
above is nontrivial.
In the subsequent paper we will develop the inverse scattering method for the discrete
Toda equation on the basis of the present results.
In the section 2, we state some properties (Theorem 2.5) connected with Jacobi oper-
ator. In the section 3, we prove Theorem 1.1 as an application of Theorem 2.5.
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2. Jacobi operators
An infinite matrix (hij ) is called a Jacobi matrix if hij = 0 for |i − j | ≥ 2. In this
section we state an abstract theorem on a Jacobi operator H associated with a Jacobi matrix
(hij ) in the complex l2(−∞,∞). For Jacobi operators and completely integrable nonlinear
lattices, see G. Teschl [8].
LEMMA 2.1. Let (hij ) be a Jacobi matrix. Suppose that (hij ) is bounded :
|hij | ≤ c (i, j ∈ Z) (2.1)
c being a constant independent of i, j. Then the Jacobi operator H associated with a Jacobi
matrix (hij ) is a bounded operator in l2(−∞,∞) with a bound:
||H || ≤ 3 c . (2.2)




|hi,i−1xi−1 + hi,ixi + hi,i+1xi+1|2
≤ 9c2||x||2 ,
(x = (xi)), from which (2.2) easily follows. This proves Lemma 2.1.
We next consider an upper triangular Jacobi matrix A = (aij ):
aij = 0 (j ≤ i − 1, j ≥ i + 2) .
In this section we assume that A satisfies the following :
i)









|an,n| < 1 , lim supn→−∞
|an−1,n|
|an,n| < 1 . (2.5)
We have :
LEMMA 2.2. Let A satisfy (2.3), (2.4) and (2.5). Then A is a bounded operator
satisfying :
N(A) = N(A∗) = {0} (2.6)
where N(A),N(A∗) denote the null spaces of A and its adjoint A∗ (in the complex
l2(−∞,∞)), respectively.
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Proof. Clearly A is a bounded operator by our assumptions (2.4), (2.5) and Lemma
2.1. We set an,n = an, and an,n+1 = bn for simplicity. Suppose x ∈ N(A), i.e., Ax = 0.
Let k be any fixed integer, and denote the k-th element of Ax by (Ax)k. Then (Ax)k =
akxk + bkxk+1 = 0, and hence
xk = ckck+1 · · · cnxn+1 (2.7)
(n = k, k + 1, · · · ) where cj = −bj/aj . By (2.5) there is a θ (0 < θ < 1) and n0(≥ k)
such that |cj | < θ (|j | ≥ n0). Hence by (2.7)
|xk| ≤ |ck| · · · |cn0−1| θn−n0+1 |xn+1| (2.8)
for large n. Since
|xn| → 0 (n → ±∞) (2.9)
because of x ∈ l2(−∞,∞), it follows that the right-hand side of (2.8) tends to zero as
n → ∞. Thus xk = 0, and so x = 0. This proves N(A) = {0}. We next show N(A∗) = {0}.
If x ∈ N(A∗), then (A∗x)k = (ak)∗xk + (bk−1)∗xk−1 = 0. Setting dj = −bj−1/aj , we
can get
|xk| ≤ |dk| · · · |d−n0+1| θn−n0+1|x−n−1| (2.10)
for large n. In the same way as before, we get xk = 0 by letting n → ∞ in (2.10). This
implies N(A∗) = {0}. Thus Lemma 2.2 is proved.
LEMMA 2.3.
l2(−∞,∞) = R(A)
where R(A) denotes the range of A, and R(A) its closure.
Proof. We get the orthogonal decomposition :
l2(−∞,∞) = N(A∗) ⊕ R(A) ,
since R(A)
⊥ = N(A∗) where R(A)⊥ is the orthogonal complements of R(A) in
l2(−∞,∞). By Lemma 2.2, N(A∗) = {0}, and hence we get Lemma 2.3.
LEMMA 2.4. Let L be a operator defined by
L = A∗A . (2.11)
Then L is a bounded positive self-adjoint operator in l2(−∞,∞).
Proof. L is clearly a non-negative bounded self-adjoint operator. Since (Lx, x) =
||Ax||2, and since N(A) = {0}, it follows that L is positive. This proves Lemma 2.4.
THEOREM 2.5. Let A satisfy the conditions (2.3), (2.4), (2.5) and L be defined in
(2.11). If M is a bounded operator in l2(−∞,∞) satisfying the condition
MA = AL (2.12)
then
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M = AA∗ . (2.13)
Further
σp(M) = σp(L) (2.14)
where σp(T ) denotes the point spectrum of an operator T .
Proof. By (2.11) and (2.12),
(M − AA∗)Ax = 0, x ∈ l2(−∞,∞) .
Since R(A) is dense in l2(−∞,∞), it follows that M − AA∗ = 0, proving (2.13). Let λ ∈
σp(M). Then there is a non zero φ in l2(−∞,∞) with Mφ = λφ. Thus A∗Mφ = λA∗φ,
and so, by (2.13)
LA∗φ = A∗(AA∗)φ = A∗Mφ = λA∗φ .
Since N(A∗) = 0, A∗φ is not zero. Thus λ is an eigenvalue of L, and A∗φ is a cor-
responding eigenvector. Thus σp(M) ⊂ σp(L). Let λ ∈ σp(L), and φ an eigenvector
corresponding to λ. Then by (2.12) and (2.13),
MAφ = A(A∗A)φ = ALφ = λAφ .
Hence λ is an eigenvalue for M , and Aφ an eigenvector for M , since Aφ is not zero because
of (2.6). Hence σp(L) ⊂ σp(M). This completes the proof of Theorem 2.5.
3. Proof of Theorem 1.1
We claim that A(t) defined by (1.3) and (1.4) satisfies (2.3),(2.4),(2.5) for each t ∈ Zδ .
It is easy to verify (2.4) and (2.5), since lim sup
n→+∞
|an,n+1|/|an.n| = δ and lim sup
n→−∞
|an−1,n|/
|an.n| = δ, by (1.6). We show that for each t ∈ Zδ
qn(t) = 0 , δrn(t) = 1 (n ∈ Z) . (3.1)
By the assumption (1.7), (3.1) is true for t = 0. Suppose (3.1) holds for t = s(∈ Zδ).
Clearly we have
qn−1(t + δ) (1 − δrn−1(t + δ)) = qn−1(t)(1 − δrn(t)) (3.2)
for t ∈ Zδ and n ∈ Z. Hence the right-hand side of (3.2) is, by the assumption, not zero
for t = s, and so is the left-hand side. This implies (3.1) holds for t = s + δ. Similarly the
left-hand side is not zero for t = s − δ, and so is the right-hand side. This implies (3.1)
holds for t = s − δ. This proves that (3.1) holds for all t ∈ Zδ .
It follows from Lemma 2.2 (2.6) and Lemma 2.4 that L(t) defined by (1.5) is a bounded
positive self-adjoint operator in l2(−∞,∞).
Applying Theorem 2.5 with A = A(t), L = L(t) and M = L(t + δ), we get
L(t + δ) = A(t)A∗(t) (3.3)
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from which it follows that σp(L(t)) is independent of t ∈ Zδ, and the relation (1.8) easily
follows from (1.5) and (3.3). This completes the proof of Theorem 1.1.
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