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In this thesis our primary interest is in developing adaptive solution methods for
parabolic and elliptic partial differential equations. The convection-diffusion equation
is used as a representative test problem.
Investigations are made into adaptive temporal solvers implementing only a few
changes to existing software. This includes a comparison of commercial code against
some more academic releases. A novel way to select step sizes for an adaptive BDF2
code is introduced.
A chapter is included introducing some functional analysis that is required to
understand aspects of the finite element method and error estimation. Two error
estimators are derived and proofs of their error bounds are covered.
A new finite element package is written, implementing a rather interesting error
estimator in one dimension to drive a rather standard refinement/coarsening type of
adaptivity. This is compared to a commercially available partial differential equation
solver and an investigation into the properties of the two inspires the development of
a new method designed to very quickly and directly equidistribute the errors between
elements. This new method is not really a refinement technique but doesn’t quite
fit the traditional description of a moving mesh either. We show that this method
is far more effective at equidistribution of errors than a simple moving mesh method
and the original simple adaptive method. A simple extension of the new method is
proposed that would be a mesh reconstruction method.
Finally the new code is extended to solve steady-state problems in two dimensions.
The mesh refinement method from one dimension does not offer a simple extension,
so the error estimator is used to supply an impression of the local topology of the
error on each element. This in turn allows us to develop a new anisotropic refinement
algorithm, which is more in tune with the nature of the error on the parent element.
Whilst the benefits observed in one dimension are not directly transferred into the
two-dimensional case, the obtained meshes seem to better capture the topology of
the solution.
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Chapter 1
Introduction
1.1 Modelling a partial differential equation
For millennia human beings have used models to assist with planning, understanding
and predicting. A model is a simplified version of an object or process that approx-
imates the behaviour of its subject. The simplest “model” is arguably a thought
experiment where one tries to conceive of possible outcomes of a situation. In the au-
tomotive and other manufacturing industries physical scale models are often built to
test the performance of their products. Today financial institutions, engineering firms
and even medical laboratories want to create models to advance their understanding
of their products. Often organisations boast large investment in hardware to run
computational models of their products, however an intermediate stage to producing
a computational model is a mathematical model of the problem. Very often when a
physical process is reduced to produce a model the first result is a partial differential
equation (PDE).
Three broad classifications are generally given to PDEs. These classifications are
typically based on a characteristic polynomial defined by the highest order derivatives
in the equation. A PDE may be elliptic, parabolic or hyperbolic. Whilst the formal
definition of each is a little involved (see Larsson and Thome´e [31, Section 11.1]), an
example of each is, the Poisson equation (elliptic), the time-dependent convection-
diffusion equation (parabolic) and the wave equation (hyperbolic). In this thesis we
16
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restrict our attention to elliptic and parabolic problems.
The convection-diffusion equation (CD equation) models an entity that diffuses
through a moving medium, such as the concentration of a chemical in a river, or the
temperature in a moving fluid. Throughout this thesis we seek to solve problems
based on the CD equation, sometimes we solve steady-state problems, other times
the source term or the convecting wind may be zero. Here is a statement of the PDE:
∂u
∂t
+w · ∇u− κ∇2u = f, (1.1)
where u(x, t) is the temperature or concentration that we are modelling, w(x, t) is
the wind causing the convection, κ is the diffusivity, or thermal conductivity (κ is
assumed to be constant in this work), and f(x, t) is a source or forcing term. A more
precise statement of the governing PDE is given in Section 3.1. We do not consider
convection to begin with (we take w = 0 in (1.1)), but eventually we want to be
able to develop adaptivity techniques for anisotropic grids which are typically needed
when solving convection dominated problems. We have already noted that the time-
dependent CD equation is a parabolic PDE; and note here that the steady-state CD
equation is elliptic. Thus we consider adaptive methods for elliptic and parabolic
PDEs taking the CD equation as a representative test case.
Our test problem is relatively simple, and we can obtain an analytic solution
for many cases. Often the PDEs that arise when modelling “real life” problems
are far too complicated to be solved by hand and thus a computational model of
the mathematical model is produced. These computational models tend to involve
discretisation of the domain over which the problem is defined. This discretisation
occurs in the spatial domain by defining a mesh of elements and in the temporal
domain by defining a series of time-steps. In this thesis there is some discussion of
the finite difference method but the vast majority of work has been done using the
finite element method for spatial discretisation.
The process of spatial discretisation reduces the PDE to a system of ordinary
differential equations (ODEs), and at this point there is trade off. For more accuracy
in the solution the domain can be more finely discretised, but this increases the
18 CHAPTER 1. INTRODUCTION
number of ODEs and therefore the computational effort required to solve the problem.
For time-dependent problems there is a similar trade off. We can either take many
small accurate steps and get a more faithful representation of the solution, or take a
few large steps to get a very approximate solution more quickly.
Adaptive methods exist to help us get better accuracy at lower cost. The solu-
tion will have certain topologies and characteristics that can be exploited to reduce
computational effort. Thus we want to be able to know when and where extra effort
is required to resolve difficult parts of the solution, and when and where we are able
to use less intense effort due to the solution being easy. This process is driven by the
use of error estimators. After getting a solution, we are able to determine in which
regions of the domain the solution is accurate and in which regions it is less accurate,
and thus adapt our mesh appropriately. In this thesis we aim to improve on current
adaptivity methods.
Whilst the CD equation does have several applications in itself, it also provides a
stepping stone to solving incompressible flow problems. It is hoped that techniques
developed in this work for the CD equation can be implemented in adaptive solvers
for Navier-Stokes problems.
1.2 Motivation
In the work by Lozinski et al. [33] there is a hint of a complaint that not much atten-
tion has been been paid to investigating error estimation in parabolic problems solved
with the Crank-Nicholson method. Their spatial error estimator involves interpola-
tion estimates and postprocessing, and leads to an estimated error that gives two
components in the directions of the element edges. These edges are then extended or
contracted in an attempt to control the global error. The general methodology seems
similar to the work of Micheletti and Perotto [35] though the latter use space-time
finite elements.
Both the above mentioned works build on an error estimator based on the work
of Zienkiewicz and Zhu (see [49] and [50]). A paper by Picasso [37] shows how
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an error indicator based on the work by Zienkiewicz and Zhu (introduced in [38])
can be independent of the mesh aspect ratio. The result requires that the mesh is
stretched in such a way that the error indicator is equidistributed in the direction of
the stretching.
After considering some postprocessed and reconstructed error estimators, the work
by de Frutos et al. [18] seems remarkably elegant. It shows that under certain con-
ditions a simple and rather intuitive hierarchical error estimator is almost unaffected
by the time integration in time-dependent problems. Thus this estimator can be used
to estimate just the spatial error in a problem and therefore to accurately adapt a
spatial mesh. This methodology is utilised in this thesis to give us an error estimator
that returns a function on each element, giving us an idea of the internal topology of
the error within the element. In two dimensions this is very useful as it can be used
to refine anisotropically.
Keeping with the idea of refinement in two dimensions, Ba¨nsch [7] presents a good
bisection algorithm for triangles. However the proof of stability requires satisfaction
of the minimum angle condition in all triangulations, which would fall apart for
anisotropic refinement. Verfu¨rth’s book [47] has a chapter with useful points about
practical implementation of adaptive meshing, in particular refinement rules and
informational arrays to use in coding. Also the work by Bank et al. [5] provides
insights into useful data structures and refinement processes.
A pair of papers by Arney and Flaherty [3] and [4] give some interesting methods
for solving time-dependent PDEs. The first paper involves a method that clusters
areas with high errors together (a clustering algorithm is referenced) to ‘capture’
fronts, then refines and recomputes these subgrids only. The improvement is notice-
able but the methodology requires several levels of mesh information to be stored in
a data tree. Refining small internalised domains also requires interpolation at the
internal domain boundaries. With time-dependent PDEs, it would seem advisable to
use moving mesh methods, and whilst they suggest this approach it is not covered in
the first paper. Their second paper [4] combines their refinement algorithm together
with a moving mesh method. At each time-step the methodology involves moving
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the mesh, integrating in time, then doing their local recursive refinement procedure
as described in their first paper [3]. It seems that adding refinement to the moving
mesh procedure only provides a mild reduction in the error compared to the extra
effort. The claim is that the benefits will be more noticeable in three dimensions.
Reading over the previous two papers leads to a reference that seems very relevant
to what is to be done in this thesis. The paper by Adjerid and Flaherty [2] solves
one-dimensional PDEs and its first example is the CD equation. The methodology
involves moving the mesh at each step. The mesh movement is built into the linear
system of ODEs that are obtained by discretising the problem, and some of the
equations solved at each step define where the points should move to. A parameter
is required that makes the mesh movement more accurate at the cost of making the
system more stiff. At user defined observation times the error is estimated using
p-hierarchical basis functions (again, a similar methodology to what will be used
later in this work). If the error is too high all elements are refined, or if the error is
too low (< 0.1 ∗ tol) then the whole mesh is coarsened. It is acceptable to do global
refinement and coarsening because the errors should be approximately equidistributed
by the moving mesh. This is a key idea behind moving mesh methods, and ultimately
all mesh manipulation: we want to equidistribute the local errors on each element.
A paper by Kay and Silvester [30] presents an error estimator based on solving
local Poisson problems. The results are promising for stable solutions, but streamline
diffusion is required for the coarser elements. We look more closely at this error
estimator in Chapter 3.
The work by Gresho et al. [23] introduces a stabilised trapezoidal rule for time
integration of problems with multiple time scales. This will be expanded on when we
consider temporal solvers.
1.3 Outline
In the next chapter we investigate time integrators with predetermined and adaptive
time-stepping strategies. In particular we find the stabilised trapezoidal rule (due
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to Gresho, Griffiths and Silvester [23]) is particularly powerful for our purposes.
Version 2.2 of the IFISS [41] toolbox for Matlab is modified to solve some test
problems. We evaluate the performance of the stabilised trapezoidal rule against
another solver of the same order (BDF2), and also higher order, commercial solvers.
In the process of deriving the adaptive BDF2 methodology used we introduce a novel
way to select step sizes.
Chapter 3 delves into the functional analysis behind finite element theory with
more rigour than generally used in the rest of this thesis. A presentation is made of
two error estimators, and proofs outlined for their error bounds. Our chosen error
estimator (due to de Frutos, Garc´ıa-Archilla and Novo [18]) is presented in a more
functionally precise setting than in its source paper.
We develop a basic finite element method package (BFEM) to solve CD prob-
lems in one-dimension. BFEM combines the time integrator from Chapter 2 and
the hierarchical error estimator from Chapter 3 for adaptivity. Chapter 4 charts the
development of BFEM as each section adds something new to the code. The per-
formance of BFEM is compared against a commercial PDE solver from the NAG
toolbox for Matlab. Parts of the commercial software are integrated into BFEM
and other parts serve to inspire alternative spatial adaptivity methods. There is
an investigation into proposed methods for setting up an initial mesh when solving a
problem, and finally a new mesh reconstruction strategy is proposed to equidistribute
the errors across all elements.
Chapter 5 extends BFEM to two dimensions, working on steady-state problems
only. A more aggressive super -refinement method is introduced and numerical results
are presented to compare this method with standard global refinement and local
refinement. This new method is shown to adapt better to the topology of the solution
and give better refinement of meshes.
Chapter 2
Time integrators and adaptive
time-stepping
In the first section of this chapter some analytic results from Morton and Mayers [36]
are extended to two dimensions; these results are not new, they simply help us to
better understand the usage of the Crank-Nicholson method. For the analysis in [36]
the spatial discretisation is achieved via a finite difference method. In the subsequent
sections the finite element method is generally used to discretise in space, whilst we
investigate some time-stepping algorithms.
The IFISS [41] Matlab toolbox is used to assess the behaviour of four different
time-stepping algorithms. IFISS implements the finite element method for spatial
discretisation, the principles of which are described in more detail in Section 3.2.
Convergence rates for the time integration methods are also determined. The second-
order backward differentiation formula (BDF2) is derived for constant, variable and
adaptive time-steps, and a code is written and tested against a stabilised adaptive
trapezoidal rule (StabTR) from IFISS. Whilst deriving the adaptive BDF2 code a
novel approach for selecting step sizes is presented. These methods are also compared
against commercially available integrators available in Matlab and from NAG Ltd.
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2.1 The Crank-Nicholson method
There is a good introduction to the θ-method and the Crank-Nicholson method in [36],
wherein Section 2.10 has a description of the method, and Section 2.11 has some
convergence results. In the current section of this thesis the analysis of [36] is extended
to two dimensions. The extension is rudimentary bookwork and is included here
simply for demonstration.
The governing equation in [36] is the heat equation for one dimension:
∂u
∂t
=
∂2u
∂x2
. (2.1)
In this section the two-dimensional problem is considered, that is:
∂u
∂t
= ∇2u = ∂
2u
∂x2
+
∂2u
∂y2
. (2.2)
The spatial domain is discretised by introducing nodes with coordinates (xi, yj)
arranged in a square mesh with fixed spatial step size h = xi+1 − xi = yj+1 − yi and
temporal step size ∆t = tn+1−tn, where the tn are different time levels. We adopt the
following notation for the discrete solution: uni,j ≈ u(xi, yj, tn), and define the ratio
ν = ∆t
h2
. Note that (2.2) is simply (1.1) with no convection (w = 0) and no source
term (f = 0). The finite difference method is used to discretise the spatial derivatives
in the rest of this section, and so the Laplacian operator ∇2 is replaced by a discrete
finite difference counterpart, ∇2h. A description of the finite difference method is not
given here but a pleasantly readable one can be found in Iserles’ book [28, Chapter 7].
The θ-method implements a mix of explicit and implicit Euler methods to ap-
proximate the time derivative. We consider the Euler methods in more detail later
in this chapter. The θ-method is written as,
un+1i,j − uni,j
∆t
= θ∇2hun+1i,j + (1− θ)∇2huni,j. (2.3)
A special case of the θ-method is known as the Crank-Nicholson method (due
to J. Crank and P. Nicholson [17]), or the trapezoidal rule. This is the scheme that
comes about by choosing θ = 1/2.
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2.1.1 Stability when using a five point stencil
Here we approximate the Laplacian operator, ∇2, via a five point difference stencil
(Figure 2.1). If we ignore the superscripts for a moment then the approximation
is written,
∇2hui,j ≈
ui−1,j + ui+1,j + ui,j−1 + ui,j+1 − 4ui,j
h2
. (2.4)
-41 1
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Figure 2.1: A standard five point stencil
Approximating the spatial derivative as in (2.4), and rewriting in terms of ν, the
θ-method (2.3) gives
un+1i,j − uni,j = ν
(
θ
(
un+1i−1,j + u
n+1
i+1,j + u
n+1
i,j−1 + u
n+1
i,j+1 − 4un+1i,j
)
+ (1− θ)(uni−1,j + uni+1,j + uni,j−1 + uni,j+1 − 4uni,j)). (2.5)
We can now consider the stability of discretisation (2.5) using Fourier analysis,
also known as the Von Neumann stability analysis due to the paper by Charney,
Fjo¨rtoft and von Neumann [15]. This is achieved by the following ansatz
unl,m = λ
neiklheikmh = λneikh(l+m). (2.6)
Ensuring stability of the method will mean that if numerical rounding errors are
introduced during the calculation they will not be amplified by the method at subse-
quent steps. To analyse stability with the ansatz, substitute into discretisation (2.5),
divide by the ansatz (2.6) and rewrite as a sine function as shown here:
λ− 1 = 2ν(θλ+ (1− θ))(eikh + e−ikh − 2),
λ− 1 = 2ν(θλ+ (1− θ))(−4 sin2(kh/2)). (2.7)
From the ansatz (2.6) it is clear that stability depends upon the amplification
factor, λ, as an exponential with an imaginary argument has a magnitude of unity.
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At each step as n is incremented, the solution is multiplied by λ. It can be shown
that the rounding error is controlled by an equation with the same structure as
(2.5). Thus the rounding error will behave in the same way as the solution, unij . If
λ has modulus greater than unity, the absolute value of the solution will continue to
increase with each step through time. An explicit expression for λ is determined by
rearranging (2.7)
λ =
1− 8ν(1− θ) sin2(kh/2)
1 + 8νθ sin2(kh/2)
. (2.8)
Note that as ν is strictly positive by definition, and θ is restricted to be in the range
0 ≤ θ ≤ 1, the maximum value λ can take is unity. Therefore we must enforce a
lower bound on λ, meaning the stability condition is λ > −1. Applying this bound
to the definition of λ (2.8) and rearranging slightly gives
−(1 + 8νθ sin2(kh/2)) < 1− 8ν(1− θ) sin2(kh/2),
ν(1− 2θ) sin2(kh/2) < 1/4. (2.9)
Clearly the worst (most restrictive) case will be when the sine term is unity, giving
the condition
ν(1− 2θ) < 1/4. (2.10)
This is more restrictive than the one-dimensional case, which has 1/2 on the right
hand side of the inequality. However as θ = 1/2 for the Crank-Nicholson method, the
left hand side is zero and the condition is always satisfied. This means the algorithm
is unconditionally stable.
2.1.2 A discrete maximum principle for the five point stencil
It is useful to show that the discrete solution stays bounded between a maximal and
minimal value. In the case of cooling, one would want to be sure that the temperature
does not exceed the initial maximal value, and in the case of heating by a constant
source or constant boundary conditions, the temperature should not rise above the
final steady state solution at any point. If either of these happens then the model is
unrealistic. A one-dimensional argument is given in [36], but here it is extended to
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two dimensions. This extension is very simple and certainly not novel, it is provided
here simply to aid understanding of the maximum principle.
We begin by writing the θ-method with the primary unknown value on the left
hand side to give
(1 + 4θν)un+1i,j = θν
(
un+1i−1,j + u
n+1
i+1,j + u
n+1
i,j−1 + u
n+1
i,j+1
)
+ (1− θ)ν(uni−1,j + uni+1,j + uni,j−1 + uni,j+1)
+
(
1− 4(1− θ)ν)uni,j.
(2.11)
The sum of the coefficients on the right hand side is 1+4θν, which is the same as
the coefficient of the left hand side. If none of the coefficients is negative, it can be
observed that the solution value un+1i,j cannot exceed the solution values at the points
on the right hand side. So if the maximal value of u is un+1i,j , then that maximal value
is also obtained at the neighbouring points with nonzero coefficients. This leads to
the conclusion that the maximal value must lie on a boundary (spatial or temporal),
and a similar argument reveals that the minimal value must also be either an initial or
boundary condition. Essentially what has been established is that the solution value
at each grid point is bounded between a predetermined maximum and minimum,
so long as all the coefficients in (2.11) remain nonnegative. The only coefficient in
danger of becoming negative is that of uni,j. This coefficient can be forced to be
nonnegative by the condition: 1/4 ≥ (1 − θ)ν. Recall that for the Crank-Nicholson
method, θ = 1/2 so the condition reduces to
ν ≤ 1/2, (2.12)
which is stricter than the corresponding condition in one dimension, in which ν is
bounded above by unity.
2.1.3 Stability when using a nine point stencil
Using a nine point stencil, as shown in Figure 2.2, to approximate the Laplacian gives
∇2hui,j ≈ 1h2
(
ui−1,j−1 + ui−1,j + ui−1,j+1 + ui,j−1
+ ui,j+1 + ui+1,j−1 + ui+1,j + ui+1,j+1 − 8ui,j
)
.
(2.13)
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Figure 2.2: A standard nine point stencil
As with the five point stencil, the ansatz (2.6) is taken to check stability. Using
the ansatz and discretisation (2.13), the θ-method (2.3) reduces to,
λ− 1 = ν(θλ+ (1− θ))(e−2ikh + e−ikh + 1 + e−ikh
+ eikh + 1 + eikh + e2ikh − 8). (2.14)
To write the amplification factor explicitly, we rewrite the right hand side using
sine functions and rearrange,
λ− 1 = ν(θλ+ (1− θ))((e2ikh − 2 + e−2ikh)+ 2(eikh − 2 + e−ikh)),
= −4ν(θλ+ (1− θ))( sin2(kh) + 2 sin2(kh/2)),
λ =
1− 4ν(1− θ)( sin2(kh) + 2 sin2(kh/2))
1 + 4νθ
(
sin2(kh) + 2 sin2(kh/2)
) . (2.15)
Once again, the maximum value λ can take is unity, and so we must enforce a
lower bound of negative unity. Thus the stability condition is,
−
(
1 + 4νθ
(
sin2(kh) + 2 sin2(kh/2)
))
< 1− 4ν(1− θ)( sin2(kh) + 2 sin2(kh/2))
ν(1− 2θ)( sin2(kh) + 2 sin2(kh/2)) < 1/2. (2.16)
The most restrictive case for inequality (2.16) is when the sum of the sines is
maximal. The sum of the sines has a maximum value of 9/4. This gives the condition
ν(1− 2θ) < 2/9, (2.17)
which is more restrictive than condition (2.10) for the five point stencil, but it is
unconditionally stable for the Crank-Nicholson method, where θ = 1/2.
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2.1.4 A discrete maximum principle for the nine point stencil
Once again, the θ-method is written with the primary unknown value on the left
hand side
(1 + 8θν)un+1i,j = νθ
(
un+1i−1,j−1 + u
n+1
i−1,j + u
n+1
i−1,j+1 + u
n+1
i,j−1
+ un+1i,j+1 + u
n+1
i+1,j−1 + u
n+1
i+1,j + u
n+1
i+1,j+1
)
+ν(1− θ)(uni−1,j−1 + uni−1,j + uni−1,j+1 + uni,j−1
+ uni,j+1 + u
n
i+1,j−1 + u
n
i+1,j + u
n
i+1,j+1
)
+
(
1− 8(1− θ)ν)uni,j
(2.18)
The sum of the coefficients on each side is 1 + 8θν. So if none of the coefficients
is negative, then the value un+1i,j cannot exceed the solution values on the right hand
side. The only coefficient in danger of becoming negative is that of uni,j. The condition
required to make this coefficient nonnegative is 1/8 ≥ (1 − θ)ν. Recall that for the
Crank-Nicholson method θ = 1/2 so the condition reduces to
ν ≤ 1/4, (2.19)
which is stricter than the corresponding condition for the five point stencil (2.12).
2.2 Algorithms with predetermined time-stepping
strategies
In this section we solve three transient problems. The first two are the cooling of
a two-dimensional L-shaped plate with two different initial conditions. L-shaped
structures are common in engineering, and the presence of an internal corner creates
a discontinuity in the spatial derivative of the solution. For these two-dimensional
problems we investigate a constant step size and a step size determined by a geomet-
ric progression.
The third problem is one-dimensional, and uses constant step sizes. It is therefore
much simpler and the analytic solution of the problem is known. As we know the
analytic solution we can find the error and estimate the order of the method.
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In this context the error at a given point in time and space is defined simply as
the arithmetic difference between the computed solution and the analytic solution at
that point. We define the order of the method to be the rate at which the error in the
solution decays, with respect to the time-step size. The order can also be deduced
by considering the lowest order term left in the local truncation error.
The methods to be compared are the backward Euler method (BE), the standard
trapezoidal rule (TR), a second-order backward differentiation formula (BDF2) and a
stabilised trapezoidal rule (StabTR). In the final section of the chapter a comparison
is also made with three commercial solvers ODE23T and ODE45 fromMatlab [46] and
D02NH from the NAG Toolbox for Matlab.
There is no heat source in the test problems, so spatially discretising (2.2) leaves
the following system of ordinary differential equations (ODEs) to be solved
M
du
dt
+ Au = 0, (2.20)
The definitions of the nonsingular mass matrix M and diffusion matrix A are given
in Section 3.2. The forms of the matrices will obviously vary depending on whether
the one- or two-dimensional problem is being solved.
A standard system of ODEs can be written in a simple form as
du
dt
= g(u, t), (2.21)
so the function g(u, t) denotes the time derivative at time t for each individual equa-
tion in the system. Rewriting the system of ODEs (2.20) in this form gives,
g(u, t) = −M−1Au. (2.22)
To solve the ODEs, the time integrator codes require a number of input parameters
including: an initial time-step size (∆t0); the number of steps required (n); and a
factor (ft) by which the step size is increased at each time-step. The solvers can be
forced to use a constant step size by setting the multiplication factor (ft) to unity.
The benefit of allowing the step size to increase is that when the plate begins
cooling there can be a shock in the solution. Higher frequency modes in the solution
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are rife and the smaller step sizes allow these to be resolved. As the solution evolves
these higher modes decay and larger steps can be taken without affecting the accuracy.
It should be noted however that the problem is parabolic, so it is known to be
smoothing by nature. Also, no additional shocks are introduced by adjusting the
boundary conditions or source term, thus we are assured that once the initial shock
has been smoothed, no new shocks will appear during the evolution of the solution.
In the following sections our three test problems are described, then three time
discretisation methods are introduced and investigated.
2.2.1 Three sample cooling problems
In all three cases described here we solve the heat equation. The first two test prob-
lems1 (designated P1 and P2) model the cooling of an L-shaped plate with zero
Dirichlet boundary conditions, but have different initial conditions. The initial con-
dition for P1 is the solution to the steady-state problem (designated u0s(x, y)) with a
constant, nonzero source term and is visualised in Figure 2.3.
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Figure 2.3: Steady-state solution and the smooth initial condition, u0s
The ‘rough’ initial condition (u0r(x, y)) is unity inside the domain and zero on the
boundary (Figure 2.4). This rough initial condition is applied in P2.
As there is no source term (to ‘heat’ the plate) the ‘cooling’ of the plate is modelled
1Modelled with IFISS version 2.2 [41]
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Figure 2.4: The rough initial condition, u0r
by (2.2). For each of the two problems the spatial grid size is h = 1/8, which uniformly
discretises this domain into 192 elements. Bilinear approximation is used on each
element and the uniformity of the grid means that the analysis for the nine point
stencil in the previous section is directly applicable. For the two-dimensional problems
twenty time-steps are taken starting with an initial step size of ∆t0 = 1 × 10−5
doubling the step size with each time-step. This allows us to run the model for
approximately 10 time units in 20 time-steps.
The third test problem (P3) is in a single dimension, so the governing equation
(2.1) is modelled on the domain 0 < x < 1. Once again zero Dirichlet boundary
conditions are used. The initial condition is u01D(x) = 4x(1− x), and the spatial grid
size is h = 1/200. A variety of constant step sizes are used to determine the behaviour
of the error with respect to the step size. In this case the spatial discretisation is
achieved via a standard centred finite difference method, the codes for doing this are
available on the companion CD in the codes1d folder. The numerical solution, uh,
at x = 0.5 and t = 0.2 is compared against the analytic solution, u(0.5, 0.2) to obtain
the error. The details of the analytic solution can be found in Appendix B, but the
important information at this point is the value to be used to compute the error,
which is
u(0.5, 0.2) = 0.143363109. (2.23)
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The three test problems descibed here are used in the next three sections to inves-
tigate the backward Euler method, trapezoidal rule and the second-order backward
differentiation formula.
2.2.2 The backward Euler method
The backward Euler method (BE) involves estimating the derivative at a step using
the function value at the current and previous step,
un+1 − un
∆tn
= g(un+1, tn+1). (2.24)
BE is known to be A-stable, (see the monograph by Stuart and Humphries [43,
Section 3.6.1] for more details on stability) this means that for our test problems it is
an unconditionally stable method and we can choose our temporal step size without
fear of making our solution unbounded. In fact for all problems where the linear
system has negative eigenvalues, BE is unconditionally stable. However BE is known
to be only first- rder, so the errors in the computed solution are proportional to ∆tn.
For our system of ODEs (2.22) we implement BE as follows,
un+1 = (M +∆tnA)
−1Mun. (2.25)
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Figure 2.5: Plots of y = 0.5 for P1 with the backward Euler method
A slice of the solution along y = 0.5 for P1 is given in Figure 2.5(a). One profile is
plotted for each of the twenty time-steps. It is observed that the solution values get
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close to zero (the final steady solution) after only one time unit. To ensure satisfactory
progress of the solution towards the steady-state when using twenty constant step
sizes, a step size of ∆t = 0.04 is used. The cross-section of the solution with constant
step size is given in Figure 2.5(b).
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Figure 2.6: Plots of y = 0.5 for P2 with the backward Euler method
When using the rough initial condition BE still looks stable. Figure 2.6 gives the
cross-section at y = 0.5 of the solutions of P2. Note that with the increasing time-
step (Figure 2.6(a)) we observe an increase in the solution value near the boundary
in the first few time-steps. This behaviour is termed wiggling by Gresho and Lee [24],
who attribute it to the so called minimum time of believability (MTB).
Whilst the problem being solved is continuous, it is being solved in a discrete
environment. Therefore for each problem with diffusivity κ, there is a minimum time
that it will take for information to travel between points on the spatially discretised
domain. This minimum time is defined by Gresho and Sani [25] as
TMTB =
h2
4κ
. (2.26)
Our test problem uses spatial grid size h = 1/8, and diffusivity κ = 1 thus the MTB
is 1/256. With an initial step size of 1 × 10−5 and step size doubling, the solution
only reaches beyond 1/256 after nine steps, thus the first eight steps are deemed to
be nonphysical and can be ignored.
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Problem 3 is now solved using BE. The results in Table 2.1 clearly display first-
order convergence. That is to say that the error halves when the step size is halved.
The results were obtained using a spatial grid size of 1/200.
Table 2.1: Solutions for P3 using BE with h = 1/200
∆t uh(0.5, 0.2) Error
1/100 0.15709591 0.01373280
1/200 0.15029176 0.00692866
1/400 0.14684523 0.00348212
1/800 0.14511081 0.00174770
We now consider moving to a second-order method, so that the solution converges
faster as the temporal step size is reduced.
2.2.3 Trapezoidal rule
The forward Euler method (FE) only requires explicitly available information to
estimate the derivative at a step. FE is known to only be conditionally stable. The
trapezoidal rule (TR) takes the average of the forward and backward Euler methods.
This is the same as the method discussed in Section 2.1 with a weighting of θ = 1/2
and is written as
un+1 − un
∆tn
=
1
2
(
g
(
un+1, tn+1
)
+ g
(
un, tn
))
, (2.27)
or more popularly as
un+1 = un +
∆tn
2
(
g
(
un+1, tn+1
)
+ g
(
un, tn
))
. (2.28)
The trapezoidal rule is a second-order method, so if the step size is reduced by a fixed
ratio, then the error will be reduced by the square of that ratio.
For our system of ODEs (2.22), TR is written as
un+1 =
(
M +
∆tn
2
A
)−1(
M − ∆tn
2
A
)
un. (2.29)
In Section 2.1 we showed that the trapezoidal rule is unconditionally stable.
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Figure 2.7: Plots of y = 0.5 for P1 with the trapezoidal rule
With TR there is a slight ‘overshoot’ in the solution of P1. The solution value falls
below zero. It is barely visible on the graphs given in Figure 2.7, but can be observed
implicitly by the fact that the minimum value taken for the y-axis was automatically
changed from zero to −0.05.
−1 −0.5 0 0.5 1
−0.05
0
0.05
0.1
0.15
x−section for timestep = 0.2
−1 −0.5 0 0.5 1
−0.1
−0.05
0
0.05
0.1
0.15
x−section for timestep = 0.5
(a) (b)
Figure 2.8: More plots of y = 0.5 for P1 with the
trapezoidal rule using constant step size
To investigate this further the fixed step size is increased. The problem is run
twice, once with ∆t = 0.2 and then with ∆t = 0.5 (see Figure 2.8). Each of the new
results show oscillations in the solution, however the solution still converges to zero.
It was previously observed that the solution gets very close to zero in just over one
time unit, therefore the step sizes taken here are quite large for the problem.
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These oscillations are obviously nonphysical. However the solution still converges
to the steady-state at zero, hence the method is still technically observed to be stable.
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Figure 2.9: Plots of y = 0.5 for P2 with the trapezoidal rule
For the solution of P2, some properties observed with the backward Euler method
reappear. In Figure 2.9(a) for the first few, very small, time-steps the solution appears
to increase near the boundaries. Also, once the solution is almost at steady-state it
begins oscillating about zero, thus producing some negative values.
For the constant time-step in Figure 2.9(b), whilst on the interior of the domain
the solution seems to behave correctly, there are instabilities at the boundaries. These
instabilities disrupt the rest of the solution as well (we see this by comparing with
Figure 2.6(b)). However, as was previously observed the solution does seem to con-
verge to zero as it evolves. It should also be noted that the most severe instabilities
are observed at the convex corners of the domain. The convex corners are at the
coordinates (−1, 1), (1, 1), (−1, 0), (0,−1) and (1,−1).
In Figure 2.10 the solution to P2 is plotted after 0.8 time units, by this time it
should have nearly approached the steady-state. However the solution has still not
converged at the convex corners. Taking further time-steps does slowly smooth this
discrepancy.
Again, increasing the step size causes this oscillatory behaviour to begin at earlier
time-steps. Figure 2.11 shows the behaviour for varying step sizes, and it can be
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Figure 2.10: Solution of P2 near steady-state
(t = 0.8) with trapezoidal rule
seen that for larger step sizes the instability at the boundaries is more significant.
It should be noted however that the step sizes used here are far larger than would
ordinarily be used for this problem.
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Figure 2.11: More plots of y = 0.5 for P2 with trapezoidal rule
The results in Table 2.2 are for the one-dimensional problem P3. We see that
halving the step size, reduces the error by a factor of approximately four.
It is also observed that the absolute value of the error for a given ∆t is far smaller
than the corresponding error in Table 2.1. Thus we consider looking for a second-
order method that does not suffer from oscillatory behaviour.
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Table 2.2: Solutions for P3 using TR with h = 1/200
∆t uh(0.5, 0.2) Error
1/100 0.14313910 0.00022401
1/200 0.14331149 0.00005162
1/400 0.14335457 0.00000854
1/800 0.14336534 0.00000223
2.2.4 BDF methods
The family of backward differentiation formula (BDF) methods ordinarily has the
following setup,
1
∆tn
m∑
i=0
αiu
n+i = βmg(u
n+m, tn+m), (2.30)
where αm = 1 and the remaining αi and βm are chosen to minimise the local trun-
cation error (LTE - this is covered in more detail in Section 2.3.1). The value m
defines the order of the method. The first-order BDF method (BDF1) is simply the
backward Euler method. The second-order backward differentiation formula (BDF2)
is formulated as follows,
3un+2 − 4un+1 + un
3∆tn
=
2
3
g(un+2, tn+2). (2.31)
This method has order O(∆t2), and its derivation is given in Section 2.3.1. For
our linear system of ODEs (2.20), we apply BDF2 as follows,
un+2 = (3M + 2∆tnA)
−1M(4un+1 − un). (2.32)
It can be shown that the family of BDF methods are only A-stable upto BDF2.
Thus we do not use a higher order method as it could result in instability.
The complication when implementing BDF2 is that knowledge of the solution at
two previous time-steps is required. This is easy enough to achieve once in the flow
of things, but causes problems for the first time-step. So a single step method must
be chosen that can march the solution forward by one step only using information
that is available at the first step. Each of our two previous solvers (BE and TR) are
strong candidates. We use TR to maintain second-order accuracy.
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Figure 2.12: Plots of y = 0.5 for P1 with BDF2
For P1 with the increasing step size the solution behaves quite well, but once
the solution is near the steady-state it exhibits some negative values, as evinced by
the change of axis in Figure 2.12(a). However when using constant step sizes no
negative values appear in the solution, as the step size does not grow to a level that
causes oscillations.
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Figure 2.13: More plots of y = 0.5 for P1 with BDF2 using constant step size
To further investigate the behaviour of BDF2 near the steady-state larger step
sizes are considered. Figure 2.13 shows that though there are some negative values
(implied by the change of axis), the performance is more physically believable than
it was for the trapezoidal rule for similar step sizes (Figure 2.8).
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As these negative values are so small, they are likely to be due to cancellation
errors when the solution approaches the steady-state. Near the steady-state the solu-
tion at each step (un and un+1) will be approximately zero. Thus in the application
of BDF2 (2.32) when calculating un+2 the difference between the previous time-steps
will be dominated by numerical errors of the order of the machine precision.
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Figure 2.14: Plots of y = 0.5 for P2 with BDF2
When solving P2 the behaviour observed is similar to that of the backward Euler
method. Very small step sizes cause wiggles near the boundary in the first few
time-steps (Figure 2.14(a)), and when the step size increases it causes some negative
values. However with the constant step size in Figure 2.14(b) neither problem arises
and the solution seems to be nearly identical in its general profile to the backward
Euler method as shown in Figure 2.6(b).
The overall effect of using a larger constant step size is similar to that for P1.
Table 2.3: Solutions for P3 using BDF2 with h = 1/200
∆t uh(0.5, 0.2) Error
1/100 0.14243339 0.00092972
1/200 0.14313715 0.00022596
1/400 0.14331124 0.00005187
1/800 0.14335454 0.00000857
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On solving the one-dimensional problem, P3, BDF2 is clearly seen to be second-
order. In Table 2.3 the rate of decay of the error with respect to the step size is the
same as it was for the second-order trapezoidal rule. However, on referring back to
Table 2.2 we see that the trapezoidal rule is more accurate than BDF2 for the same
step size.
We know that there is an initial shock in this problem. As the solution evolves
it becomes smoother and larger steps can be taken without adversely affecting the
error. This should allow the same level of accuracy for less computational cost,
however step size doubling is not necessarily the answer, it may be increasing the
step size too quickly, or too slowly. Consider increasing the step size by a ratio ft at
each step. Table 2.4 shows results from bdf2heat2 with ft = 1.01, see Appendix A.4
for the code. The change in the number of steps is also tabulated, giving an idea of
how much work is saved from using a constant step size.
Table 2.4: Solutions from bdf2heat2 with h = 1/200, ft = 1.01
∆t0 uh(0.5, 0.2) Error Change in steps
1/200 0.14303709 0.000326020 40 → 34
1/400 0.14325413 0.000108980 80 → 60
1/800 0.14331981 0.000043304 160 → 97
1/1600 0.14334203 0.000021080 320 → 145
Although the factor ft is only slightly greater than unity, it has already caused
a noticeable difference in the accuracy of the solution. Whilst there is a reduction
in the number of steps taken, we no longer see second-order convergence of the error
with respect to the initial step size. This is likely to be because the step size is
allowed to grow too fast for the problem, and herein lies the dilemma. Depending
on the behaviour of the solution, at times the step size should be allowed to grow
quickly and at other times to grow slowly, or not at all. This suggests that a better
implementation would be an adaptive time-stepping method, that adjusts the step
size in accordance with what is appropriate for the solution.
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2.3 Adaptive time-stepping methods
In this section we derive an adaptive BDF2 method. We still want to use TR, so we
consider the issues behind why an adaptive trapezoidal rule does not adapt very well.
Finally we look at a stabilised adaptive trapezoidal rule, measuring the performance
of each of these methods, along with some commercial and higher order solvers.
2.3.1 Deriving an adaptive BDF2 method
We were introduced to BDFs in Section 2.2.4. In this section we aim to derive an
adaptive BDF2 technique. To begin with we write the BDF2 method using a variable
step size, and match the form given in Gresho and Sani [25]:
un+1 = −α1un − α0un−1 + β2∆tnu˙n+1. (2.33)
To maximise the order of the method we compute the local truncation error (LTE)
by subtracting the analytic solution from the numerical one (2.33) and choosing α0,
α1 and β2 to minimise the LTE. So to begin with we have
dn = −α1un − α0un−1 + β2∆tnu˙n+1 − u(tn+1). (2.34)
To proceed expand the terms with Taylor series about step n, this produces an infinite
expansion in derivatives of un. There are three unknowns (α0, α1 and β2). So the
coefficients of three un terms can be eliminated (coefficients for un, u˙n and u¨n).
un : −α1 − α0 − 1 = 0, (2.35)
u˙n : α0∆tn−1 + β2∆tn −∆tn = 0, (2.36)
u¨n : −α0∆t
2
n−1
2
+ β2∆t
2
n −
∆t2n
2
= 0. (2.37)
The above simultaneous equations can be solved to get explicit expressions for
each unknown term. The results are easily obtained by rearranging and substituting
the equations. First we rearrange (2.35) to get an explicit expression for α0
α0 = −(1 + α1). (2.38)
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Substituting from (2.38) to eliminate α0 in (2.36) gives
α1 =
∆tn
∆tn−1
(β2 − 1)− 1. (2.39)
Dividing (2.37) by ∆t2n and using both (2.39) and (2.38) to replace α0 gives
β2 =
1
2
− ∆tn−1
2∆tn
(β2 − 1),(
2∆tn +∆tn−1
2∆tn
)
β2 =
∆tn +∆tn−1
2∆tn
,
β2 =
∆tn +∆tn−1
2∆tn +∆tn−1
. (2.40)
Working backwards now, we substitute the explicit expression for β2 (2.40) into
(2.39) to get α1 explicitly:
α1 =
−(∆tn−1 +∆tn)2
∆tn−1(2∆tn +∆tn−1)
. (2.41)
Finally, we substitute the above result into (2.38) to get an explicit expression for α0,
α0 =
∆t2n
∆tn−1(2∆tn +∆tn−1)
. (2.42)
So the coefficients are defined by (2.42) for α0, (2.41) for α1 and (2.40) for β2.
This leaves the third-derivative as the leading term from the truncation error (2.34),
we can evaluate it as follows,
dn =
(
α0
∆t3n−1
3!
+ β2
∆t3n
2
− ∆t
3
n
3!
)
...
un +O(∆t4),
=
∆t2n−1 + 3∆tn
(
∆tn +∆tn−1
)−∆tn(2∆tn +∆tn−1)
3!∆tn
(
2∆tn +∆tn−1
) ∆t3n...un +O(∆t4),
=
(
∆tn−1 +∆tn
)2
3!∆tn
(
2∆tn +∆tn−1
)∆t3n...un +O(∆t4). (2.43)
We first consider the case where the time-steps are of constant size. In this case,
∆tn = ∆tn−1 = ∆t for all n, so the following coefficients are obtained
α0 = 1/3, α1 = −4/3, β2 = 2/3. (2.44)
Thus for constant step size BDF2 has been derived here as being
un+2 − 4
3
un+1 +
1
3
un =
2
3
∆tu˙n+2 (2.45)
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which is correct, cf. (2.31). The local truncation error is obtained from (2.43) as
dn =
2
9
∆t3
...
un +O(∆t4). (2.46)
Now consider the case where the step size is allowed to change by a factor, fn at
each step. That is to say, each step size is derived from the previous one by,
∆tn = fn∆tn−1 (2.47)
Substituting into (2.42), (2.41) and (2.40) the expressions for α0, α1 and β2 are
obtained respectively.
α0 =
f 2n
1 + 2fn
, (2.48)
α1 =
−(1 + fn)2
1 + 2fn
, (2.49)
β2 =
1 + fn
1 + 2fn
. (2.50)
This gives
un+1 =
(1 + fn)
2
1 + 2fn
un − f
2
n
1 + 2fn
un−1 +∆tn
1 + fn
1 + 2fn
u˙n+1. (2.51)
It is reassuring to note that this matches the form of the variable BDF2 method given
by Hairer et al. [26, page 351], and that for a constant factor of unity we recover the
statement of BDF2 with constant step size (2.45).
Recall at this point the conclusion at the end of the previous section. It was
observed that the most desirable algorithm would adjust the step size in a way to
take account of the truncation error. Thus we now consider a factor fn that is
recalculated at each step to make the time-step as large as possible whilst keeping
the same accuracy. Note that substituting our full expressions of α0, α1 and β2 into
(2.33) gives the adaptive BDF2 as,
un+1 =
(
∆tn−1 +∆tn
)2
∆t2n + 2∆tn−1∆tn
un − ∆t
2
n
∆t2n−1 + 2∆tn−1∆tn
un−1 +∆tn
(∆tn−1 +∆tn)
∆tn−1 + 2∆tn
u˙n+1,
(2.52)
which agrees with the adaptive BDF2 method found on page 715 of [25]. It is here
that a predictor equation is given to help with estimating the errors, along with the
methodology for using it, but the method is briefly derived here anyway.
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The predictor equation employed is the explicit midpoint rule,
un+1∗ = u
n +
(
1 + ∆tn/∆tn−1
)
∆tnu˙
n − (∆tn/∆tn−1)2(un − un−1). (2.53)
We find the local truncation error (LTE) of (2.53) in the usual way, by subtracting
the Taylor expansion of u(tn+1) about tn from (2.53).
dn∗ = u
n +
(
1 +
∆tn
∆tn−1
)
∆tnu˙
n
−
(
∆tn
∆tn−1
)2(
un −
(
un −∆tn−1u˙n + ∆t
2
n−1
2
u¨n − ∆t
3
n−1
3!
...
un +O(∆t4)))
−
(
un +∆tnu˙
n +
∆t2n
2
u¨n +
∆t3n
3!
...
un +O(∆t4)). (2.54)
It is immediately obvious that the un terms all cancel. Continuing to collect coeffi-
cients of increasing derivatives we find that that first nonzero coefficient is of
...
un:
−
(
∆tn
∆tn−1
)2∆t3n−1
3!
− ∆t
3
n
3!
= −∆t
3
n
3!
(
∆tn−1
∆tn
+ 1
)
6= 0. (2.55)
Thus the LTE of the predictor equation is
dn∗ = −
(
1 +
∆tn−1
∆tn
)
∆t3n
...
un
3!
+O(∆t4). (2.56)
Restate the LTE of variable BDF2 (2.43) and the explicit midpoint rule (2.56):
dn = un+1 − u(tn+1) =
(
∆tn−1 +∆tn
)2
∆tn
(
2∆tn +∆tn−1
)∆t3n...un
3!
+O(∆t4), (2.57)
dn∗ = u
n+1
∗ − u(tn+1) = −
(
∆tn−1 +∆tn
∆tn
)
∆t3n
...
un
3!
+O(∆t4). (2.58)
This gives two equations with two unknowns (u(tn+1) and
...
un). The term u(tn+1) is
eliminated by taking the difference of the two equations
un+1 − un+1∗ =
((
∆tn−1 +∆tn
)(
3∆tn + 2∆tn−1
)
∆tn
(
2∆tn +∆tn−1
) )∆t3n...un
3!
+O(∆t4),
∆t3n
...
un
3!
=
∆tn
(
un+1 − un+1∗
)(
2∆tn +∆tn−1
)(
∆tn−1 +∆tn
)(
3∆tn + 2∆tn−1
) +O(∆t4). (2.59)
Thus giving an expression for the previously unknown third-derivative. Substituting
this into (2.43) gives an explicit value for the truncation error of the BDF2 method.
dn =
(
∆tn−1 +∆tn
)(
un+1 − un+1∗
)(
3∆tn + 2∆tn−1
) +O(∆t4). (2.60)
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Now that the truncation error has been estimated, the error at the next step
must be predicted. Note that the standard BDF2 (with constant step size) has a
local truncation error that is third-order, so the first thought is that
‖dn+1‖
‖dn‖ =
∆t3n+1
∆t3n
. (2.61)
This is the approach used in [25]. The LTE of BDF2 with variable step size (2.57)
suggests a general rule that relates the ratio of consecutive errors more intricately as
follows
‖dn+1‖
‖dn‖ =
(
∆tn +∆tn+1
)2(
∆tn−1 +∆tn
)2
(
2∆tn +∆tn−1
)(
2∆tn+1 +∆tn
)∆t2n+1...un+1
∆t2n
...
un
+O(∆t4). (2.62)
A further estimation is obtained by simplifying (2.62). If we ignore the derivatives
and the bracketed terms this gives the relation
‖dn+1‖
‖dn‖ =
∆t2n+1
∆t2n
. (2.63)
The usual restriction imposed on the predicted error is an upper bound defined
by some tolerance, tol:
‖dn+1‖ ≤ tol. (2.64)
If a maximal error is permitted (to allow maximum tolerable step size) then an
expression is obtained to estimate the next step size. But now there are three relations
to work with, the first is (2.61) which would give,
∆tn+1 = ∆tn
(
tol/‖dn‖)1/3, (2.65)
the second is (2.63) giving,
∆tn+1 = ∆tn
(
tol/‖dn‖)1/2, (2.66)
and finally (2.62) which can be rearranged to make ∆tn+1 a solution of the following
quartic equation,
∆t4n+1 + 2∆tn∆t
3
n+1 +∆t
2
n∆t
2
n+1
− 2 tol
(
∆tn−1 +∆tn
)2
‖dn‖(2∆tn +∆tn−1)∆t2n∆tn+1 (2.67)
− tol(∆tn−1 +∆tn)
2
‖dn‖(2∆tn +∆tn−1)∆t3n = 0.
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In each of these three cases the only unknown is ∆tn+1, so each equation can be solved
for it. Whilst solving the first two cases does not seem to cause any complications,
we note that the final case here could have four distinct solutions. Fortunately the
following proposition allows us to continue.
Proposition 2.3.1. The polynomial (2.67) has only one positive real solution if all
the variables that make up the coefficients (∆tn, ∆tn−1, ‖dn‖ and tol) are real and
strictly positive.
The proof of Proposition 2.3.1 is given in Appendix C, wherein the four solutions
of the quartic are presented and it is proven that there is: one positive solution, one
negative solution and a complex conjugate pair of solutions. We evaluate the positive
real solution when selecting step sizes via the quartic method. We believe this is a
new way to select the step size when using this combination of BDF2 and the explicit
midpoint rule. The choice of method will be discussed later in this section.
The BDF2 method is not implemented in code quite as simply as it is written.
The aim is to solve a system of ODEs written in matrix vector form as
M u˙n + Aun = bn. (2.68)
The BDF2 method and the explicit midpoint rule are manipulated to create up-
date vectors that allow us to simply update a solution from un to un+1. For BDF2
the update vector vn is defined as,
vn =
∆tn(u
n − un−1)
∆tn−1(∆tn +∆tn−1)
+ u˙n+1. (2.69)
So now BDF2 is written as
un+1 = un +
∆tn(∆tn +∆tn−1)
2∆tn +∆tn−1
vn. (2.70)
Continue by multiplying (2.70) by A and rearranging slightly to get
−Aun+1 + ∆tn(∆tn +∆tn−1)
2∆tn +∆tn−1
Avn = −Aun. (2.71)
We now add bn+1 to both sides and note that on the left hand side we have M u˙n+1
cf. (2.68):
M u˙n+1 +
∆tn(∆tn +∆tn−1)
2∆tn +∆tn−1
Avn = −Aun + bn+1. (2.72)
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Now adding M(vn − u˙n+1) to each side gives a linear system for vn(
M +
∆tn(∆tn +∆tn−1)
2∆tn +∆tn−1
A
)
vn = −Aun + bn+1 +M ∆tn(u
n − un−1)
∆tn−1(∆tn +∆tn−1)
. (2.73)
The update for the explicit midpoint rule is defined as
wn =
(
1 + ∆tn/∆tn−1
)
u˙n − (∆tn/∆t2n−1)(un − un−1), (2.74)
which is used to update the explicit midpoint method as follows:
un+1∗ = u
n +∆tnw
n. (2.75)
The BDF2 truncation error (2.60) is now estimated by,
dn =
∆tn +∆tn−1
3∆tn + 2∆tn−1
∆tn
(
∆tn +∆tn−1
2∆tn +∆tn−1
vn −wn
)
. (2.76)
With the implementation covered, the choice of method to select the step size is
now considered. The characteristics of the three different methods for choosing the
size of the next time-step are investigated by performing a few tests in IFISS. For
simplicity we call (2.65) the cubic method, (2.66) the square method and the solution
of (2.67) the quartic method.
The problem solved for each of these tests is the heat equation on a square domain,
with the initial condition being the solution to IFISS’s square diff problem using
the default options. Thus 256, square, bilinear finite elements are used to represent
the solution spatially.
Table 2.5: Step size choice - smooth initial condition
Method Rejections Steps Rejection Criteria
cubic 1 55
square 2 53 ‖dn‖ < 1.1 ∗ tol
quartic 0 55
cubic 36 55
square 15 53 ‖dn‖ < tol
quartic 1 55
In Table 2.5 the quartic method shows no rejected time-steps when weak rejection
criteria are used
(‖dn‖ < 1.1 ∗ tol), and the cubic method seems better than the
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square method for rejections. To further investigate the qualities of these methods,
the problems are rerun with strict rejection criteria
(‖dn‖ < tol), in this case the
the cubic method is worse than the square method.
Based on these results a decision was made to use the quartic method to decide
step size, as it is clearly the most precise. There is another concern however. The
coding becomes less simple by choosing this method. By the simple ratio methods
(cubic and square) when time-step rejection occurs, a new time-step can be computed
by repeating the chosen method. As ‖dn‖ > tol this will reduce the time-step,
thereby giving a lower error which is less likely to be rejected. There is no guarantee
that the quartic method will do this. To further test the rejection behaviour of the
quartic method, the same problem is solved with a rough initial condition, so the
function value is unity on the whole of the interior of the domain and zero on the
boundary. The results are presented in Table 2.6, which clearly shows the deficiencies
in the quartic method if a step is rejected.
Table 2.6: Step size choice - rough initial condition
Method Rejections Steps Rejection Criteria
cubic 2 119
square 2 116 ‖dn‖ < 1.1 ∗ tol
quartic 1 119
cubic 32 119
square 2 116 ‖dn‖ < tol
quartic ∞ -
The final code uses the quartic method to choose step sizes, but in the event of
rejection reverts to using a ratio method. The square method is chosen as it is more
likely to result in an acceptable step size. The code that has been developed is given
in Appendix A.5.
In the next section an adaptive trapezoidal rule is investigated.
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2.3.2 Stagnation of adaptive trapezoidal rule
The derivation and implementation of an adaptive trapezoidal rule is covered in the
work by Gresho, Griffiths and Silvester [23]. The implementation uses an explicit
second-order Adams-Bashforth method to assist with predicting the error. A simi-
lar methodology was used in Section 2.3.1 to generate an adaptive BDF2 method.
However it is shown in [23] that a simple implementation of TR may not perform
very well. As the error reduces, the step size is allowed to grow, and if the step
size becomes too large, some of the higher frequency modes begin to resonate. This
was originally observed in Section 2.2.3. In this section we analyse the behaviour of
TR by finding the analytic solution of the numerical method when used on a simple
test problem.
Consider the simple initial value problem, u˙ = −λu with initial condition u0. The
trapezoidal rule (2.28) gives
un+1 = un +∆tn
(−λun − λun+1)/2, (2.77)
which we can write explicitly as
un+1 =
1− λ∆tn/2
1 + λ∆tn/2
un. (2.78)
We now have a recurrence relation for subsequent time-steps, so we can write the
nth step as
un+1 = u1
n∏
j=1
1− λ∆tj/2
1 + λ∆tj/2
. (2.79)
If we start with the initial case,
u1 =
u0 +∆t0u˙
0/2
1 + λ∆t0/2
, (2.80)
we can adjust the product to write a general step as
un+1 =
u0 +∆t0u˙
0/2
1− λ∆t0/2
n∏
j=0
1− λ∆tj/2
1 + λ∆tj/2
. (2.81)
This result is stated as un
u˙n
 = u0 + ∆t02 u˙0
1− λ∆t0
2
n−1∏
j=0
1− λ∆tj
2
1 +
λ∆tj
2
 1
−λ
 (2.82)
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in [23, Equation (1.16)]2. Note that as ∆tn gets large the multiplicative factor in the
product tends to negative unity:
1− λ∆tj/2
1 + λ∆tj/2
→ −1. (2.83)
This occurs first when λ is largest, which equates to the higher frequency modes of the
solution. This can often cause very odd behaviour, and explains the resonating plots
seen in Section 2.2. For other problems (that do not decay to zero) the resonance
is not as visual. For instance, for a heating problem, the temperature may increase
to near a steady-state. Near this state the adaptive method will attempt to increase
the step size, causing oscillation of the higher modes. This oscillation will often make
no difference to the general profile of the solution, as the solution is dominated by
the lower modes. However this resonance around the true solution will make the
error stay relatively constant, and the method will patiently wait for this behaviour
to subside before increasing the step size any further.
BDF2 doesn’t stagnate, and one could assume that as BDF2 and TR are second-
order methods, the adaptive BDF2 method could be used instead of TR. A very
simple calculation gives the expected behaviour of the BDF2 method in comparison
to TR. The truncation error for TR is
dnTR =
∆t3n
12
...
un(t∗), t∗ ∈ [tn, tn+1] (2.84)
and we recall the BDF2 truncation error for constant time-steps is given by
dnBDF2 =
−2∆t3n
9
...
un(t∗), t∗ ∈ [tn, tn+1]. (2.85)
Note that the step size is proportional to the cube root of the truncation error, so
the ratio of step sizes is
3
√
dnTR
dnBDF2
≈ 3
√
9
24
≈ 70%. (2.86)
Thus the expectation is that the number of steps taken by TR should be approxi-
mately 70% of the number of steps taken by BDF2. This ratio is observed in the
2In [23] the time indices are written as subscripts.
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experiments at the end of this section. Ultimately the BDF2 method will only take
fewer steps than the adaptive trapezoidal rule because the BDF2 steps are allowed
to continue growing, whereas the trapezoidal rule may stagnate. Therefore an imple-
mentation of the adaptive trapezoidal rule that does not stagnate is required.
2.3.3 The stabilised adaptive trapezoidal rule
After pointing out the failings of the trapezoidal rule, a stabilised trapezoidal rule
(StabTR) is proposed by Gresho et al. [23] that makes use of time-step averaging.
Details of the implementation are given in the paper, but in general the method
involves stabilising the integrator by periodically following this procedure:
1. Compute un, u˙n and the update vector vn as normal.
2. Reset un to be the average of un and un−1 (i.e., average the last two steps).
3. Reset the derivative u˙n to be the average of u˙n and u˙n−1 (i.e., average the last
two steps).
4. Compute un+1 from the original un, but only progress by half of the step size.
This can be achieved by computing un+1 as normal, then taking the average of
the original un and un+1.
tn−1 tn tn+1
un−1 un un+1
vn−1 - vn -
∆tn−1 - ∆tn -
un−1+un
2
un+un+1
2
∆tn−1
2
- ∆tn
2
-
Figure 2.15: A stabilisation step at tn
This process is better shown in a diagram. Figure 2.15 shows the positions of
the solution at time levels tn−1, tn and the ordinary position of un+1. We take the
averages of the solution, given by the dots. Thus we now have an artificial un and
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∆tn to use when calculating the next step, u
n+2. In the solution array, it will simply
look like ∆tn was half the expected size.
The outcome of the averaging process is that the resonance in the higher modes
becomes smoothed out in the solution and the derivative. This is because the average
of two point values is taken at opposite ends of the resonance. This means that the
error is smaller and the step sizes can be increased by the method again. This will
allow the resonance in lower modes to become dominant, which is why this averaging
process must occur on a periodic basis.
Unfortunately the averaging process does reduce the order of the individual step.
Rather than being second-order, as a regular TR step would be, the averaging step
is technically first-order, however there are two reasons this does not concern us.
Firstly, averaging steps occur periodically during the solution, thus they do not govern
the overall order (much as higher order methods often need lower order start ups).
Secondly, the averaging step is technically half the size of ambient steps. We propose
two solutions for this that merit possible future work. The first is to average in a
way that maintains the order, however this may lead to less effective reduction in
stagnation and would be a little more complex to implement. The other solution is
to change the frequency of the averaging. Perhaps some control could be put in place
to apply an averaging step when the step sizes display a stagnation.
Figure 2.16 shows the step size progression for all three methods when solving
the same problem. In this case the problem is the heating of an L-shaped do-
main with zero Dirichlet boundary conditions (similar to the cooling problem in
Section 2.2). The domain is discretised into 768 square elements, and the problem is
run until t = 10.
The ordinary trapezoidal rule does well until about the 40th step where it stag-
nates and the step size no longer grows; in total this method takes 81 steps to
reach t = 10. The BDF2 method, as expected, performs worse than TR to begin
with, but then overtakes it once TR has stagnated and completes in 55 time steps.
Clearly if the problem was only run for three or four time units, then TR would
have been faster, therefore the requirement is for a TR method (to make use of its
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Figure 2.16: Step size evolution for four methods
on a problem with 768 elements
low truncation error coefficient) that does not stagnate (so that it can be used over
a longer time). StabTR does this and completes in just 41 time-steps. In fact it
follows TR almost exactly for 35 time-steps and then makes such great progress in
the last five or six steps that it is able to finish. The averaging process occurs every
five time-steps, thus there are only eight averaging steps taken.
It is interesting to note that the profiles of the step sizes of nonstagnating methods
actually reveal some information about the underlying physics in the solution. To
begin with the step sizes are quite small as the initial shock is being calmed, but they
rise relatively quickly. Then during the intermediate phase, whilst the temperature is
rising, the step size only increases very slowly. During this phase the general profile
of the solution barely changes, its amplitude is simply increasing. Finally, as the
steady state is approached, the step size increases very rapidly.
This same problem was solved using some commercial solvers. It should be stated
in defence of these commercial solvers that it was not feasible to dedicate much time
optimising the solvers for this specific problem, as there are many parameters and
options that can be set. Most notably there was no easy way to set the tolerances
comparably, other than to set them all to the same value. The only other option that
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was specified for the Matlab solvers was the maximum allowable step size, which
was set to ∆t = 10 thus effectively removing any restriction on the step size.
The step sizes forMatlab’s own adaptive trapezoidal rule integrator, ODE23T, are
included in Figure 2.16. The algorithm is an implementation of the trapezoidal rule
using a “free” interpolant, see Shampine et al. [40] for more details. It doesn’t seem
to suffer from the step size stagnation problem. After a slight delay in increasing the
step size (possibly due to an internal parameter that restricts the maximum change
of step size) the step size profile matches StabTR relatively well. All in all ODE23T
takes 66 steps. Taking a closer look at the graph also reveals a staged increase in the
step size, wherein the algorithm takes three or four steps with a fixed step size before
changing it. This is likely to a be due to another internal parameter that will only
change the step size if it is ‘significantly’ different from the current one.
Two more ‘heavy duty’ commercial solvers were tested. This was done to investi-
gate higher order methods. The NAG Toolbox forMatlab allows users to easily call
NAG routines in the Matlab environment. The function D02NH is a variable order
routine for which we have chosen the BDF method option. The other routine used
is Matlab’s ODE45, a standard explicit Runge-Kutte 4/5 solver (see Dormand and
Prince [20]). In the Matlab documentation ODE45 is described as the first solver to
try for most problems.
In each case the results were vastly more time consuming3 to compute. D02NH
took 18000 steps to finish and due to the huge disparity in time we eventually forcibly
stopped ODE45 after thirty minutes4. To get an idea of the behaviour of these routines
a smaller problem is considered, so the results in Figure 2.17 are for a problem with
only 192 elements.
It is clear that neither of these routines follow the physics of the problem like the
previous methods. We also note that the step size seems to stagnate into a region,
which the routine then refuses to come out of. Certainly ODE45 has been allowed a
maximum step size of ∆t = 10, and so this is not restricting the size of the time-steps.
3Of the order of minutes, rather than seconds on a 1.73GHz PC with 1GB of RAM.
4ODE23T took less than thirty seconds.
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Figure 2.17: Step size evolution for commercial
routines on a 192 element problem
Thus at this stage we are content that higher order methods do not necessarily
serve our purpose better. We continue by making use of the stabilised trapezoidal
rule as our method of choice.
In the next chapter we shift our attention to the preliminary tools for the dis-
cretisation and adaptivity of problems in space.
Chapter 3
Functional analysis and spatial
errors
In this chapter the function spaces and functional analysis tools that are used in this
thesis are introduced. A derivation of the variational method that leads us to the
Galerkin finite element method is given. Finally two types of spatial error estimator
are investigated.
3.1 Tools of functional analysis
Here we define some of the important function spaces and terms that we are going to
come across in the rest of the chapter. It is assumed that the reader is familiar with:
• Banach spaces (X, ‖ · ‖X),
• Hilbert spaces (X, (·, ·)X),
• Lebesgue spaces, specifically L2,
• Ck, the space of functions whose first k derivatives are continuous.
Knowledge of the above requires familiarity with the following concepts which is also
assumed: convergence, norms, inner products, and square integrability.
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The works of Larsson and Thome´e [31, Appendix A] and Quarteroni and Valli [39,
Chapter 1] give a good, readable grounding in the basic theory. A more relevant
analysis can be found in Chapter 10 of [31]. The introductory comments on functional
analysis given in the work by Smith [42] are more geared towards solving Navier-
Stokes problems, but they are very informative and almost entirely relevant.
Recall that in this thesis we generally consider the convection-diffusion equation,
∂u
∂t
− κ∇2u+w · ∇u = f. (3.1)
For simplicity the diffusivity (κ), convective wind (w) and source function (f) are
always independent of time for the problems considered in this work.
3.1.1 Applied symbology
We let the domain be given by Ω ∈ Rd, where d is the spatial dimension. In this work
only one- and two-dimensional problems are considered. Clearly a one-dimensional
domain is simply a line, but two types of domain are considered in two dimensions.
The first is convex (a square) and the second is not (an L-shaped domain). The
internal corner of the latter domain causes a loss of regularity, thus we can check if
our methods work in nonoptimal conditions. The domain has a boundary denoted by
∂Ω. The boundary is usually split into a Dirichlet part, ∂ΩD, upon which we fix the
function value to be u = gD, and a Neumann part, ∂ΩN , where the outward flux of
the solution is specified by κ∂u
∂n
= gN . There is also the possibility of having a mixed
boundary condition, but we only work with cases where the boundary is divided into
strictly Dirichlet or strictly Neumann parts,
∂ΩD ∪ ∂ΩN = ∂Ω, (3.2)
∂ΩD ∩ ∂ΩN = ∅. (3.3)
For the uniqueness of the solution a nonzero Dirichlet part of the boundary (∂ΩD 6= ∅)
is required. For time-dependent problems an initial condition is required.
The solution itself is a mapping from a point in the domain at a particular time
to a real value (for instance a temperature or concentration). Steady-state problems
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are also considered where the time dimension is ignored. The general statement of
the solution function is written as
u(x, t) : Ω× [0, T ]→ R. (3.4)
The diffusivity or conductivity determines the ease with which the modelled entity
can spread through the domain. In reality this is highly dependent on the material of
the medium, and so can vary with spatial position in the domain, and even with the
physical properties (temperature and pressure for instance) of the medium, however
in this work we always use a nonzero constant. In general the diffusivity can be
thought of as a function of time and space:
ν(x, t) : Ω× [0, T ]→ R. (3.5)
The convective wind (w(x, t)) defines a velocity that pushes the temperature/
concentration through the domain. Though w may vary with space and time, in this
chapter it is always constant, and often zero:
w(x, t) : Ω× [0, T ]→ Rd. (3.6)
There is also a forcing term, or source term, in the examples considered here.
This is a constant, and sometimes zero,
f(x, t) : Ω× [0, T ]→ R. (3.7)
To solve these problems computationally the domain is discretised. This is achieved
by defining a set of elements1. We call this set Th, where the discretisation is param-
eterised by the element size, h. We shall refer to a general element as T , and often
consider the set of edges of element T , E(T ).
We also define the set of all element edges,
Eh =
⋃
T∈Th
E(T ), (3.8)
1Either squares or triangle in two dimensions, or lines in one dimension.
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and the subsets relating to internal, Dirichlet and Neumann edges respectively as
Eh,Ω = {E ∈ Eh : E ⊂ Ω}, (3.9)
Eh,D = {E ∈ Eh : E ⊂ ∂ΩD}, (3.10)
Eh,N = {E ∈ Eh : E ⊂ ∂ΩN}, (3.11)
so that Eh = Eh,Ω ∪ Eh,D ∪ Eh,N .
The following notation is popularly used to denote a general partial derivative,
Dαu =
∂|α|u
∂xα11 · · · ∂xαdd
, |α| =
d∑
i=1
αi, (3.12)
where α = (α1, · · · , αd) is a multi-index with non-negative integer entries αi. The
order of the derivative Dα is given by |α|.
In the author’s opinion the weak derivative is one of the most important tools in
finite element theory; it allows us to shift the need for smoothness from one function
to another. The use in practice is to remove the need for a second-derivative of the
solution. This allows us to search for a solution in a bigger space, meaning we are
more likely to find one that is suitably accurate, but not too difficult to find. For a
function u ∈ L2(Ω) the kth weak derivative v ∈ L2(Ω) exists if∫
Ω
uDαφ = (−1)|α|
∫
Ω
vφ ∀ φ ∈ C |α|0 (Ω), (3.13)
where functions in C|α|0 (Ω) ⊂ C |α|(Ω) have compact support, and so are zero valued
outside the domain, Ω.
For simple cases we will reuse the above notation with integers k and i, writing
v = Dki u to denote the kth-order weak derivative in xi.
3.1.2 Function spaces of interest
We seek solutions that satisfy certain conditions on integrability and smoothness.
Thus we are able to define various spaces that contain functions of the required form.
It is obvious that the inner product of each Hilbert space,
(
X, (·, ·)X
)
, induces a norm
‖u‖X = (u, u)1/2X and so is contained in a Banach space
(
X, ‖ · ‖X
)
.
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We wish to use Sobolev spaces, denoted by Wk,p(Ω). The primary interest is in
first-order Sobolev spaces, denoted H1(Ω), which contain functions with square inte-
grable (weak) first-derivatives on the given domain. More accurately this is written
H1(Ω) =W1,2(Ω) =
{
v ∈ L2(Ω) | D1i v ∈ L2(Ω) ∀ i = 1 : d
}
. (3.14)
This space is equipped with an inner product,
(u, v)H1(Ω) =
∫
Ω
uv +
d∑
i=1
D1i uD
1
i v dΩ, (3.15)
which makes H1(Ω) a Hilbert space, with induced norm,
‖u‖H1(Ω) =
(∫
Ω
(
u2 +
d∑
i=1
(D1i u)
2
)
dΩ
)1/2
. (3.16)
We seldom use this norm; the popular choices are the L2 norm defined as
‖u‖H0(Ω) = ‖u‖L2(Ω) =
(∫
Ω
u2 dΩ
)1/2
, (3.17)
or the H1 seminorm, also called the energy norm:
|u|H1(Ω) = |∇u|H0(Ω) =
(∫
Ω
d∑
i=1
(D1i u)
2 dΩ
)1/2
. (3.18)
We shall denote the above norms and seminorms by the following convention,
‖ · ‖k,Ω = ‖ · ‖Hk(Ω), (3.19)
‖∇ · ‖k,Ω = | · |k,Ω = | · |Hk(Ω), (3.20)
if no subscript index is given then we assume an ordinary L2 norm, ‖ · ‖0,Ω, and if no
subscript domain is given then we shall assume it is the whole of Ω.
Note that all function spaces we’ve met so far have included functions of space
and not time. So to begin with we consider function spaces needed to solve time-
independent problems. There is a particular concern that functions should satisfy
the Dirichlet boundary conditions of the problem. Thus a subset of the first-order
Sobolev space is considered. A more formal statement of the relevant space is given as
H1E = {u ∈ H1(Ω) | u = gD on ∂ΩD}. (3.21)
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There is another space of interest. Functions in this space are zero valued on any
Dirichlet boundary, the space can be written as
H1E0 = {u ∈ H1(Ω) | u = 0 on ∂ΩD}. (3.22)
Functions in H1E0 are used when we wish to shift smoothness from the solution.
Clearly these spaces have infinite dimension and seeking a solution from within
the space seems to be an overwhelming task as the solution may be in one of many
forms. However, when the domain Ω is discretised we are able to take advantage and
reduce the size of the space being considered. Now we deal with a subspace of finite
dimension, called the solution space Sh,pE ⊂ H1E. Functions in this space:
• are piecewise smooth.
• are of polynomial form within each element in the mesh Th (thus they have
square integrable derivatives in each element).
• have maximum polynomial order p within each element in the mesh Th.
• satisfy the Dirichlet boundary conditions.
Thus we can define the space by a finite number of basis functions. In general we
solve problems using Sh,1E , that is to say our basis functions are linear on each element.
There is also a finite-dimensional test space, Sh,p0 ⊂ H1E0 . Functions in this space
are identical to the solution space functions with one exception: Members of the test
space are zero valued on Dirichlet boundaries.
Two additional sets of functions are useful for some of the error analysis. Functions
in these sets are referred to as bubble functions. The first is a set of quadratic (in one
dimension or biquadratic in two dimensions) edge bubble functions associated with
element T . Each member of the space is a (bi)quadratic function ψE that is nonzero
on edge E of element T , but zero valued on all other edges of T . Functions only exist
for edges that are not on the external Dirichlet boundary,
QT = {ψE ∈ (P2)d(T ) : T → R | 0 ≤ ψE ≤ 1, E ∈ E(T ) ∩ (Eh,Ω ∪ Eh,N)}. (3.23)
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There are also interior bubble functions. These are also (bi)quadratic. Each
function is associated with an element T , and is zero on all edges of T , nonzero on
the interior of T , and rises to a maximum of unity at the centroid of T :
BT = {φT ∈ (P2)d(T ) : T → R | 0 ≤ φT ≤ 1, φT = 0 on ∂T}. (3.24)
These two bubble function spaces are combined to give the so called correc-
tion space
QT = QT ⊕BT . (3.25)
Clearly for a linear approximation, members of the correction space can improve the
solution by adding some curvature if required.
Note that all the spaces introduced in this section so far, even those concerning
the solutions defined on a discretised domain, are Banach spaces. This is important
when we come to consider the space of which a solution to a time-dependent problem
would be a member.
The solution u of the time-dependent CD equation (3.1), and of any semidiscre-
tised version of the equation exists in an extension of the above spaces. Smith [42,
page 4] defines the function u as being in a Bochner space (3.28). This is an extension
of a Banach space, (X, ‖·‖X) achieved by using the Bochner norm, see Adams [1, Sec-
tion 7.2]. The Bochner norm is defined as,
‖u‖Lp(0,T ;X) =
(∫ T
0
‖u(t)‖pX dt
)1/p
, (3.26)
for finite p, or when p =∞ we have
‖u‖L∞(0,T ;X) = ess sup
t∈[0,T ]
{‖u(t)‖X}. (3.27)
A Bochner space is defined in a similar way to a Lebesgue space, however rather
than the Lebesgue norm, the Bochner norm is bounded, see Temam [45, page 249],
Lp(0, T ;X) =
{
u : Ω× [0, T ]→ R | ‖u‖Lp(0,T ;X) <∞
}
. (3.28)
We may therefore extend (e.g. H1E, and Sh,1E ) to Bochner spaces. Thus even
semidiscretised solutions exist in a Bochner space.
64 CHAPTER 3. FUNCTIONAL ANALYSIS AND SPATIAL ERRORS
All computational solutions of PDEs in this work involve the discretisation of
the time domain, and therefore the Bochner space will not be used. Whilst spatial
discretisation still allows us to work in Bochner spaces, temporal discretiation usu-
ally involves only ever considering individual time-steps. Thus, from the functional
analysis point of view, the problem can be considered as a series of purely spatial
problems and the need for the Bochner norm is removed.
3.1.3 Operators
Some standard operators are used, such as the L2 inner product over the domain, Ω,
as given in (3.29). Where a domain is not specified we assume it is the whole of Ω:
(u, v)Ω =
∫
Ω
uv dΩ. (3.29)
There is also the line integral (3.30) performed on the product of the two argu-
ments along edge E, in some sense it is an L2 inner product along the edge rather
than over an area:
〈u, v〉E =
∫
E
uv ds. (3.30)
The flux jump (3.31) between two elements (T and S) with common edge E
measures the difference between the normal flux (∂v/∂n) in two neigbouring elements
at the common edge:s
∂v
∂n
{
=
(∇v|T −∇v|S) · nE,T = (∇v|S −∇v|T ) · nE,S, (3.31)
where nE,T and nE,S denote the vector normal to edge E pointing outward from
element T and S respectively.
When the PDE (3.1) is presented in variational form two special operators are
defined. The first is the bilinear operator (3.32), which arises from the diffusion and
convection terms, and is defined over the given domain (if no domain is specified it
is assumed to be the whole of Ω). If the convection term is zero then this represents
the energy inner product,
a(u, v)Ω =
∫
Ω
κ(∇u · ∇v) + vw · ∇u dΩ. (3.32)
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The second is the linear operator (3.33), which deals with the source term and bound-
ary condition data in the variational formulation of the problem.
l(v)Ω =
∫
Ω
fv dΩ +
∫
∂ΩN
vgN ds. (3.33)
3.2 The variational formulation
In this work we use the time-independent CD equation as an example elliptic PDE.
This simply gives us the steady-state of the solution that is reached, usually when
the heating by the source is matched by the diffusion to colder Dirichlet boundary
conditions. To obtain the governing equation we will assume that κ, w and f are
not dependent on time and set the rate of change of the solution to be zero
(
∂u
∂t
= 0
)
in the governing PDE (3.1). We also note that now we are looking for a function of
space only, so need to find u(x) that satisfies
−κ∇2u+w · ∇u = f. (3.34)
For this case we obviously no longer need an initial condition. At each stage in the
derivation below a time-independent statement of the result is also given.
3.2.1 A derivation of the variational formulation
Physical problems are usually impossible to solve analytically, unless they are on
very simple domains with well behaved boundary conditions and forcing terms. To
be considered a proper classical solution, u must be in C2(Ω) ∩ C0(Ω¯) for Dirichlet
problems, or C2(Ω)∩C1(Ω¯) for Neumann problems (see page 34 of Braess’ book [12]).
To avoid this strictness on the smoothness of the solution, we use a variational
formulation at a fixed time t. This allows us to seek a weak solution that is in a
larger space, making a solution easier to find. In essence we use the test space H1E0
such that ∫
Ω
(
∂u
∂t
− κ∇2u+w · ∇u− f
)
v dΩ = 0 ∀v ∈ H1E0 , (3.35)
then, by using the concept of the weak derivative, we can shift some of the required
smoothness from the solution u to the test function v. The transfer of required
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smoothness occurs by considering the product rule∫
Ω
∇ · (v∇u) dΩ = ∫
Ω
v(∇2u) dΩ +
∫
Ω
∇u · ∇v dΩ. (3.36)
Rearranging, and applying the divergence theorem this can be rewritten as,
−
∫
Ω
v(∇2u) dΩ =
∫
Ω
∇u · ∇v dΩ−
∫
∂Ω
v
∂u
∂n
. (3.37)
We note here that the test functions are zero on the Dirichlet boundary, so this
part of the boundary integral is identically zero. On the Neumann part of the bound-
ary we have the condition κ∂u
∂n
= gN . Substituting via (3.37) for the v(∇2u) term in
(3.35) gives us a new variational problem: Find u(x, t) such that∫
Ω
∂u
∂t
v dΩ+
∫
Ω
κ∇u·∇v dΩ+
∫
Ω
(w·∇u)v dΩ =
∫
Ω
fv dΩ+
∫
∂ΩN
vgN ds ∀v ∈ H1E0 .
(3.38)
For problems with zero Neumann data the equation is clearly simplified as gN = 0.
To begin the integration of the solution we need the weak form of the initial
condition u˜ic ∈ H1E, obtained via∫
Ω
u˜icv =
∫
Ω
uicv ∀v ∈ H1E0 . (3.39)
Time-independent version
In this case the initial condition is no longer required. We have to find u(x) ∈ H1E
such that∫
Ω
κ∇u · ∇v dΩ +
∫
Ω
(w · ∇u)v dΩ =
∫
Ω
fv dΩ +
∫
∂ΩN
vgN ds ∀v ∈ H1E0 . (3.40)
Often the problem is rewritten using the functional operators (3.32) and (3.33),
a(u, v) = l(v) ∀v ∈ H1E0 . (3.41)
To achieve this the values of κ and w are considered as parameters that define the
operator a(·, ·).
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3.2.2 The Galerkin finite element formulation
We now take the variational form, and consider working in a finite-dimensional func-
tion space. Our test functions come from Sh,p0 ⊂ H1E0 , and we characterise the space
with a set of basis functions φi so we can write
Sh,p0 = span{φi}ki=1. (3.42)
We also write uh as a member of the solution space, S
h,p
E , by extending the existing
basis, {φi}ki=1, to satisfy the (time-independent) boundary conditions as follows,
uh(x, t) =
k∑
j=1
αj(t)φj +
k+k∂∑
j=k+1
αjφj, (3.43)
where the φk+1, . . . , φk+k∂ are additional basis functions that are nonzero on the
boundary, and with coefficients αk+1, . . . , αk+k∂ chosen to interpolate the Dirichlet
data, gD on ∂ΩD. So the variational form (3.38) becomes
(
∂uh
∂t
, v) + a(uh, vh) = l(vh) ∀vh ∈ Sh,p0 . (3.44)
Each member of Sh,p0 can be written as a linear combination of the basis functions,
φi. Thus the constraint in (3.44), saying we can use any vh ∈ Sh,p0 , can be satisfied
by separately using each of the basis functions, as shown here
(
∂uh
∂t
, φi) + (κ∇uh,∇φi) + (w · ∇uh, φi) = (f, φi) +
∫
∂ΩN
κφigN ds
i = 1, . . . , k.
(3.45)
Substituting (3.43) into the above we get
k∑
j=1
∂αj
∂t
(φi, φj) +
k∑
j=1
αjκ(∇φj,∇φi) +
k∑
j=1
αj(w · ∇φj, φi) = (f, φi)
+
∫
∂ΩN
κφigN ds−
k+k∂∑
j=k+1
(
καj(∇φj,∇φi)+αj(w · ∇φj, φi)
)
i = 1, ..., k,
(3.46)
where the term
∑k+k∂
j=k+1
∫
Ω
∂αj
∂t
φiφj is zero, as the solution is time-independent on the
boundary, and so is omitted from the right hand side. The above can be written in
matrix form as
M u˙+ ADu+ ACu = b, (3.47)
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where
ui = αi(t), (3.48)
Mij = (φi, φj), (3.49)
ADij = κ(∇φj,∇φi), (3.50)
ACij = (w · ∇φj, φi), (3.51)
bi = (f, φi) +
∫
∂ΩN
φigN ds
−
k+k∂∑
j=k+1
(
καj(∇φj,∇φi) + αj(w · ∇φj, φi)
)
. (3.52)
Often the diffusion matrix (AD) and the convection matrix (AC) are combined
into one stiffness matrix, A = AD + AC . So (3.47) can be written simply as
M u˙+ Au = b. (3.53)
This is a semidiscretised version of the problem. To actually solve the above equations
we need to discretise in time as well, and apply a numerical integrator.
Time-independent version
For the time-independent equation we get an even simpler matrix equation,
Au = b, (3.54)
with A, u and b defined as above.
3.3 Spatial error estimation
We now concentrate on the errors that arise from the spatial discretisation of the
problem. We look at derivations of two error estimators, one a residual method, and
the other a hierarchical method. A proof is given that the first estimator is a local
lower bound for the exact error.
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3.3.1 Derivation of error estimators
A clever approach - Residual method
The derivation here follows the work by Elman et al. [21, Section 1.5.2]. We concen-
trate on a steady-state, pure diffusion problem with zero Dirichlet boundary condition
and unit diffusivity. By analysing the solution of the variational problem, we find that
the error on each element can be estimated by considering an interior and boundary
residual. In this section a local energy error estimator, ηT , for the computed solution
of the time-independent equation (3.34) is sought such that
ηT ≈ ‖∇(u− uh)‖T ∀T ∈ Th. (3.55)
So, for each element T in the mesh Th our error estimator ηT should closely approxi-
mate the energy error arising from approximating the exact solution u by uh.
This is achieved as follows. Begin with the continuous variational problem (3.41),
and subtract a(uh, v) from each side, writing e = u− uh and noting that uh ∈ Sh,pE ⊂
H1E. So we have
a(e, v) = l(v)− a(uh, v) ∀v ∈ H1E0 . (3.56)
Now split the domain, Ω, into a summation over the elements∑
T∈Th
a(e, v)T =
∑
T∈Th
l(v)T −
∑
T∈Th
a(uh, v)T ∀v ∈ H1E0 . (3.57)
Recall the definition2 (3.32) of a(·, ·) and note that by the divergence theorem we
can write
a(uh, v)T =
∫
T
∇uh · ∇v = −
∫
T
v∇2uh +
∑
E∈E(T )
〈∇uh · nE,T , v〉E, (3.58)
where nE,T is the outward vector from T , normal to edge E, and 〈·, ·〉E is a line
integral as defined in (3.30). Substituting (3.58) into (3.57) and using the definition3
of l(·) (3.33) we obtain∑
T∈Th
a(e, v)T =
∑
T∈Th
(
(f +∇2uh, v)T −
∑
E∈E(T )
〈∇uh · nE,T , v〉E
)
∀v ∈ H1E0 . (3.59)
2Whilst we’re considering a pure diffusion problem (w = 0) with unit diffusivity (κ = 1), the
analysis also works for more general problems.
3As this is a Dirichlet problem there will be no boundary data term.
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We write the interior residual on element T as
RT = (f +∇2uh)|T . (3.60)
This is the residual left when the numerical solution is substituted into the governing
PDE on element T . To allow for easier computation, the internal residual is approxi-
mated by R0T which is a projection onto a space of piecewise constant functions. With
a piecewise linear approximation of the solution the second-derivative (∇2uh) is zero,
and so the constant R0T is simply the value of f at the element centroid (T
∗),
R0T = f |T ∗ . (3.61)
We also recall the flux jump defined in (3.31), and relabel it as the edge error,
noting the relation held to the edge term in (3.59),
RE =
s
∂uh
∂n
{
=
(∇uh|T −∇uh|S) · nE,T . (3.62)
We seek to evenly distribute the edge error in the estimation (3.59) by replacing the
single sided flux term with an average from each of the neighbouring elements S and
T . Edges that are part of the global boundary do not join to a second element, so
we have the following definition for the edge residual
R∗E =

1
2
RE E ∈ Eh,Ω internal edges,
gN E ∈ Eh,N Neumann boundary,
0 E ∈ Eh,D Dirichlet boundary.
(3.63)
If a suitable approximation space is chosen for the error, we can solve a finite
element problem to find the error. Here we use the correction space, QT , as defined
by (3.25), and due to Bank and Weiser [6]. Thus we replace the terms in (3.59) with
the residuals given above and now seek eT ∈ QT such that
a(eT , v)T = (R
0
T , v)T −
∑
E∈E(T )
〈R∗E, v〉E ∀v ∈ QT . (3.64)
We note that each residual, R0T and R
∗
E, can be computed from known quantities,
thus we solve a local problem on element T to find eT . The final step is to take the
energy norm, thus giving the energy error estimate as follows
ηT = ‖∇eT‖T . (3.65)
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This error estimator can be shown to be a lower bound on the energy error of the
solution over a patch of elements. This is useful as it assures us that the use of this
estimator in an adaptive method will not cause us to refine elements unnecessarily.
A formal statement and proof is given in Section 3.3.2.
The methodology used for this error estimator is similar to the next one in the
idea of using a correction space, but the methodology in the next part is a little more
direct with useful applications for time-dependent problems.
A pragmatic approach - hierarchical method
The error estimator considered here is for a time-dependent convection-diffusion prob-
lem. This error estimator is a hierarchical estimator that uses p-refinement. A very
simple description would be that the problem is solved twice, the first time finding
a solution in Sh,1E , and the second time in S
h,2
E , making the second solution more
accurate. Then the error in the first solution is taken to be the difference between
the new solution and the old one. This makes sense as the error is then seen as a
correction to the current solution, whose addition usually improves the solution.
The work of de Frutos et al. [18] gives a remarkable insight into the use of this
method for time-dependent problems, showing that under certain conditions this
method gives an estimate primarily for the spatial error. This is particularly useful
for spatial adaptivity in time-dependent problems. For an explanation of this error
estimator we follow the methodology of [18], but work specifically with our test
problem and symbology.
For simplicity two assumptions have been made, neither of which is a restriction
in practice. The first assumption is that of a zero Dirichlet boundary condition, and
the second is that a constant temporal step size (∆t) has been used. The backward
Euler method has been used to approximate the time derivative via
dtU
n
h =
Unh − Un−1h
∆t
. (3.66)
Thus we have an exact solution u(x, t), a semidiscrete solution uh(x, t) ≈ u(x, t)
and a fully discrete solution Unh (x) ≈ u(x, tn). We state the fully discretised Galerkin
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form of the problem to be solved at time-step tn. Find U
n
h ∈ Sh,pE such that
(dtU
n
h , vh) + a(U
n
h , vh) = l(vh) ∀vh ∈ Sh,pE0 . (3.67)
Now, at a given time-step, consider the variational form of a second, more ac-
curate, fully discretised solution, Ûnh ∈ Sh,p+1E ⊂ H1E. The related semidiscretised
(continuous in time) solution, ûh(x, t), at a particular point in time, tn, is defined
as follows,
a(ûh(x, tn), v) = l(v)− (∂uh(x, tn)
∂t
, v) ∀v ∈ Sh,p+1E0 . (3.68)
However this solution can only be used if it is fully discretised. To get the fully
discretised higher order solution, Ûnh , we utilise the known, lower order solution, U
n
h ,
to provide the time derivative as follows
a(Ûnh , v) = l(v)− (dtUnh , v) ∀v ∈ Sh,p+1E0 . (3.69)
In our implementation we find a solution in Sh,1E (linear elements) and then a
second solution is considered from Sh,2E (quadratic elements). It is useful to note that
Sh,1E ⊂ Sh,2E . The next step is to define the error, Enh ∈ Sh,2E0 at the given time-step,
Enh = Û
n
h − Unh . (3.70)
Thus we find that if we add the error to the original solution, Unh , we make it
more accurate, and so the error can be seen as a correction.
It is never desirable to evaluate this error by computing two solutions and taking
a difference, thus we apply the operator a(·, v) to (3.70), and substitute from (3.69),
to get the following problem: Find Enh ∈ Sh,2E0 such that
a(Enh , v) = l(v)− (dtUnh , v)− a(Unh , v) ∀v ∈ Sh,2E0 . (3.71)
Once again, we need not actually consider the whole space (Sh,2E0 ), and in practice
we prefer to look for Enh in a smaller space. Thus in the one-dimensional code de-
veloped to follow this methodology the space of interior bubble functions, BT (3.24),
is used. Whereas in the two-dimensional code the space of edge bubble functions,
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QT (3.23), is used. However the analysis in the latter part of the next section is
performed using the whole space.
The advantage of this error estimator is that it returns an error function over
each element rather than a single value. This offers the opportunity (certainly in two
dimensions) to use anisotropic adaptivity, refining an element in a more appropriate
way if it is known that the error is dominated by a particular edge of the element.
Following the method of [18] the error function (3.70) at a particular time is de-
composed by adding some self-cancelling terms, then grouping and regrouping certain
terms as follows
Enh (x) =
(
Ûnh (x)− ûh(x, tn)
)
+
(
ûh(x, tn)−uh(x, tn)
)
+
(
uh(x, tn)−Unh (x)
)
. (3.72)
Where ûh(x, tn) and uh(x, tn) are semidiscretised solutions that are quadratic and
linear in space respectively, but each is continuous in time. The spatial error is the
difference between the semidiscretised solutions and is given by
es(x, tn) = ûh(x, tn)− uh(x, tn). (3.73)
The temporal errors are the differences between the semidiscretised and fully discre-
tised solutions, with ênt (x) being quadratic in space and e
n
t (x) being linear in space.
Using these we obtain
Enh (x) = ê
n
t (x) + es(x, tn)− ent (x) =
(
ênt (x)− ent (x)
)
+ es(x, tn). (3.74)
Finally we set
δn(x) = ênt (x)− ent (x), (3.75)
to finally reformulate the error (3.70) as
Enh (x) = δ
n(x) + es(x, tn). (3.76)
Note that in the above equations all the purely spatial terms (Enh , ê
n
t , e
n
t , δ
n) are
members of Sh,2E0 and the remaining terms are members of a Bochner space associated
with Sh,2E0 .
Clearly the δn term is likely to be quite small, as it is the difference between two
temporal errors. However the way in which the two temporal errors differ is in their
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spatial discretisation, therefore we’d expect each term to be comparable in size. A
proof is given in [18] that shows that for certain conditions δn is negligible compared
with the spatial error. Thus we find that this error estimator is dominated by the
spatial error in the solution. Some details of this proof are given in the latter part of
the next section.
3.3.2 Proof of error bounds
Error bound for the residual based error estimator
Recall that the residual based error estimator, ηT , is the energy norm of the solution
to the local problem (3.64). We define ωT to be the patch of five elements that have
at least one edge E from the set E(T ). The rectangle edge ratio of an element is
defined as the ratio between the lengths of the longer and shorter edge, we designate
the maximum rectangle edge ratio of the elements a patch ωT as βωT .
Theorem 3.3.1. If the variational problem (3.41) is solved using a grid of rectan-
gular bilinear elements, with piecewise constant f , and if the rectangle aspect ratio
condition is satisfied, then the estimator ηT ≡ ‖∇eT‖T computed via (3.64) using the
approximation space (3.25) gives the bound
ηT ≤ C(βωT )‖∇(u− uh)‖ωT , (3.77)
where the coefficient C(βωT ) is dependent upon the maximum rectangle edge ratio of
the elements in ωT .
Proof. Theorem 3.3.1 is a special case of Theorem 1 in the work by Kay and Sil-
vester [30], thus the general proof found in that work provides the structure of this
proof. To begin note that as eT ∈ QT we can put v = eT in (3.64) to get
(∇eT ,∇eT )T = (R0T , eT )T −
∑
E∈E(T )
〈
R∗E, eT
〉
E
,
‖∇eT‖2T ≤ ‖R0T‖T‖eT‖T +
∑
E∈E(T )
‖R∗E‖E‖eT‖E. (3.78)
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Note that with Poincare´-Friedrichs inequality and a scaling argument we can write,
‖eT‖T ≤ C(βT )h‖∇eT‖T , (3.79)
‖eT‖E ≤ C(βT )h1/2‖∇eT‖T . (3.80)
Substituting these into (3.78) we find we can divide through by ‖∇eT‖T , giving
‖∇eT‖T ≤ C(βT )
(
h‖R0T‖T +
∑
E∈E(T )
h1/2‖R∗E‖E
)
. (3.81)
Now we need to bound the two residual terms on the right hand side of (3.81).
Recall that R0T is constant and consider a function wT ≡ ‖R0T‖TφT where φT ∈ BT .
So wT is an interior bubble function with maximal value ‖R0T‖T at the centre of the
element. As φT is between zero and one, we can write
‖R0T‖2T ≡ (R0T , R0T )T = C2(R0T , wT )T . (3.82)
Recall the definition of RT from (3.60). A condition that we are working with is that
f is piecewise constant, if we also use linear elements then ∇2uh = 0, thus we can
write ‖R0T‖T = ‖RT‖T . So
‖R0T‖2T = ‖RT‖2T = C2
((
f, wT
)
T
+
(∇2uh, wT )T). (3.83)
Now consider each of these terms in turn. As wT 6= 0 only on element T we can gen-
eralise to the whole domain for each element in Th, and as wT = 0 on the boundaries
of each element, we have that
(f, wT )T = (f, wT )Ω ∀T ∈ Th (3.84)
= l(wT )Ω ∀wT ∈ BT ⊂ QT . (3.85)
Now we use the statement of the problem (3.41) to change the right hand side to
a(u,wT )Ω, and then change back to integration over a single element to get
(f, wT )T = a(u,wT )T ∀T ∈ Th. (3.86)
We can deal with the other term in (3.83) by integrating by parts.
(∇2uh, wT )T =
∑
E∈E(T )
〈∇uh · ~nE,T , wT 〉E − (∇uh,∇wT )T , (3.87)
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as wT is zero on element edges this reduces to
(∇2uh, wT )T = −a(uh, wT )T . (3.88)
Substituting (3.86) and (3.88) into (3.83) gives
‖R0T‖2T = C2a(e, wT )T = C2(∇e,∇wT )T , (3.89)
then by the Cauchy-Schwarz inequality
‖R0T‖2T ≤ C2‖∇e‖T‖∇wT‖T . (3.90)
Now using the inverse estimate (see, e.g., [21, Proposition 1.26])
‖∇wT‖T ≤ C3h−1‖wT‖T , (3.91)
we find (3.90) becomes
‖R0T‖2T ≤ C4h−1‖∇e‖T‖wT‖T . (3.92)
Note that by definition ‖wT‖T ≤ ‖R0T‖T , so we can replace the final term above with
‖R0T‖ and cancel to get,
h‖R0T‖T ≤ C4‖∇e‖T . (3.93)
Substitute this into (3.81)
‖∇eT‖T ≤ C(βT )
(
C4‖∇e‖T +
∑
E∈E(T )
h1/2‖R∗E‖E
)
. (3.94)
Now we deal with the edge residual term, R∗E. Note that by definition for any
edge the residual (3.63) will not be greater than RE, the edge error (3.62). So
‖R∗E‖E ≤ ‖RE‖E. (3.95)
Now consider wE ≡ REψE where ψE ∈ QT ⊂ QT . This is a bubble function that
is only nonzero on edge E. Note
‖RE‖2E =
∫
E
(RE)
2 ds,
≤ C5
∫
E
RE(REψE) ds,
≤ C5〈RE, wE〉E. (3.96)
3.3. SPATIAL ERROR ESTIMATION 77
Expanding RE as a full flux jump (3.62) and making all normal vectors point outward
from their given elements we can write
〈RE, wE〉E = 〈∇uh|T · nE,T , wE〉E + 〈∇uh|S · nE,S, wE〉E. (3.97)
As wE is only nonzero on edge E we can let the edge integrals go around the whole
element without affecting the equation. Effectively we’ve added zero to give,
〈RE, wE〉E =
∑
E¯∈E(T )
〈∇uh|T · nE¯,T , wE〉E¯ +
∑
E¯∈E(S)
〈∇uh|S · nE¯,S, wE〉E¯. (3.98)
Change the boundary integrals into interior integrals by (3.87),
〈RE, wE〉E = (∇2uh, wE)T + (∇uh,∇wE)T + (∇2uh, wE)S + (∇uh,∇wE)S,
=
∑
T ′∈ωE
(
(∇2uh, wE)T ′ + (∇uh,∇wE)T ′
)
. (3.99)
Where ωE denotes the pair of elements that share edge E. Recall that our nondis-
cretised problem is: Find u ∈ H1E(Ω) such that
a(u, v) = l(v) ∀v ∈ H1E0(Ω). (3.100)
Note that wE ∈ QT ⊂ QT ⊂ H1E0 , and that wE = 0 outside ωE. Thus we know,
l(wE)T ′ − a(u,wE)T ′ = 0, we apply the definition of l(v) (3.33) and add this zero
term to (3.99)
〈RE, wE〉E =
∑
T ′∈ωE
(
(∇2uh, wE)T ′ + (∇uh,∇wE)T ′ + (f, wE)T ′ − a(u,wE)T ′
)
,
=
∑
T ′∈ωE
(
(f +∇2uh, wE)T ′ + (∇(uh − u),∇wE)T ′
)
,
write e = u− uh
=
∑
T ′∈ωE
(
(RT ′ , wE)T ′ + (−∇e,∇wE)T ′
)
,
≤
∑
T ′∈ωE
(‖RT ′‖T ′‖wE‖T ′ + ‖∇e‖T ′‖∇wE‖T ′). (3.101)
Note that we can write each of the norms of ωE as norms over the edge as follows
‖wE‖T ′ ≤ h1/2‖wE‖E, (3.102)
‖∇wE‖T ′ ≤ h−1/2‖wE‖E. (3.103)
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So using the above and combining (3.96) with (3.101) we get
‖RE‖2E ≤ C5
∑
T ′∈ωE
(‖RT ′‖T ′h1/2‖wE‖E + ‖∇e‖T ′h−1/2‖wE‖E). (3.104)
Note that ‖wE‖E < ‖RE‖E so we can replace all the ‖wE‖ terms and divide
by ‖RE‖E,
h1/2‖RE‖E ≤ C5
∑
T ′∈ωE
(
h‖RT ′‖T ′ + ‖∇e‖T ′
)
. (3.105)
Recall that ‖R0T‖ = ‖RT‖ and substitute from (3.93) to replace h‖RT ′‖T ′ , collect all
the terms together and write a new coefficient
h1/2‖RE‖E ≤ C6
∑
T ′∈ωE
‖∇e‖T ′ . (3.106)
Taking this and (3.95) substitute into (3.94) to get
‖∇eT‖T ≤ C(βT )
(
C4‖∇e‖T +
∑
E∈E(T )
C6
∑
T ′∈ωE
‖∇e‖T ′
)
. (3.107)
Consider the final double sum carefully. Given an element T , E(T ) denotes all of the
element’s edges. Then ωE is the pair of elements that share edge E. Thus the final
summation is over the patch of elements that share edges with T . We denote this
patch by ωT and note that T is a member of the patch, so we can collect all the terms
and absorb coefficients into C(βωT ) to write
‖∇eT‖T ≤ C(βωT )‖∇e‖ωT . (3.108)
Recall the definition of ηT and e to see that Theroem 3.3.1 is proven.
Error bound for the hierarchical error estimator
The hierarchical error estimator, Enh , as defined in (3.70) is actually a correction
function. It was shown that the error can be decomposed into a spatial part es(x, tn),
and a temporal part δn(x). The paper by de Frutos et al. [18] shows that the spatial
part of Enh dominates, even if the actual temporal error of the solution is large. Thus
the error estimator is a spatial estimator, which will be useful in generating adapted
grids for time-dependent problems, without being polluted by temporal errors.
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It is well known that for an H2 regular problem solved with linear finite elements
the L2 norm of the spatial error is bounded by
‖es‖ ≤ Ch2. (3.109)
Theorem 3.3.2. Consider an H2 regular problem, where the discretisation (3.67)
is solved with linear finite elements and quadratic elements are used to generate the
hierarchical error estimator Enh defined by (3.70). Decomposing the error into a spatial
part es(x, tn) defined by (3.73) and a temporal part δ
n(x) defined by (3.75), we can
bound the temporal part as follows,
‖δn‖ ≤ Ch2∆t. (3.110)
Proof. We imitate the proof in [18] that δn is relatively small, applying it to our
test problem and being more explicit with our function spaces. A few additional
definitions are required but these will be introduced as and when it becomes necessary.
We begin by subtracting (3.68) from (3.69). This gives the following problem for
the temporal error in the spatially quadratic case ênt ∈ Sh,2E0 at a fixed time tn,
a(ênt , v) = (
∂uh(tn)
∂t
− dtUnh , v) ∀v ∈ Sh,2E0 . (3.111)
For simplicity we label our diffusion operator as follows,
A = −∇2. (3.112)
Note that A : H2(Ω)→ H0(Ω). Clearly we have a(u, v) = (A1/2u,A1/2v). So we can
reduce (3.111) from its bilinear form to give
ênt = A
−1
(
∂uh(tn)
∂t
− dtUnh
)
. (3.113)
We also need a discrete operator that will work on our approximation spaces, we
call this Ah : S
h,2
0 → Sh,00 , thus in our approximation spaces, we have
(Ahvh, wh) = a(vh, wh), ∀vh, wh ∈ Sh,20 . (3.114)
It is important to note that Sh,00 ⊂ H0(Ω).
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Now we can use the semidiscrete form of the governing equation to give the time
derivative term via
(
∂uh(tn)
∂t
, v) = −a(uh(tn), v) + l(v) ∀v ∈ Sh,1E0 . (3.115)
Similarly the fully discrete equation (3.67) gives the time differential
(dtU
n
h , v) = −a(Unh , v) + l(v) ∀v ∈ Sh,1E0 . (3.116)
Taking the difference between the previous two equations, reducing from bilinear
form, and employing the notation for temporal error (ent (x)) we get
∂uh(tn)
∂t
− dtUnh = Ah(ent ), (3.117)
which can be substituted into (3.113) to remove the time derivative terms, giving,
ênt = A
−1Ahe
n
t . (3.118)
Using the above equation we can write (3.75) as
δn = (A−1Ahe
n
t − ent ). (3.119)
We now want to bound this term. Taking the H1 projection, pih, of the analytic
solution to the solution space Sh,p0 with p ≥ 2 produces an error. The bound for
this error is well known (see for instance Brenner and Scott [13, Theorem 0.8.7],
Quarteroni and Valli [39, Page 96], Elman et al. [21, Proposition 1.16] and Larsson
and Thome´e [31, Equation (5.22)]),
‖u− pihu‖ ≤ Ch2|u|2. (3.120)
Thus taking the norm of (3.119) we can apply the bound (3.120) to the right
hand side. This is possible because ent ∈ Sh,2E0 ⊂ H1(Ω) can be considered an H1
projection. It is not too difficult to see that it follows that Ahe
n
t ∈ Sh,00 ⊂ H0, and so
we can apply the inverse of A, giving A−1Ahe
n
t ∈ H2 ⊂ H1(Ω). Thus we can apply
the bound (3.120) making the following substitutions: u→ A−1Ahent , and pihu→ ent .
This gives
‖A−1Ahent − ent ‖ ≤ Ch2|A−1Ahent |2, (3.121)
‖δn‖ ≤ Ch2‖Ahent ‖0. (3.122)
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Where on the left hand side we have used (3.119), and on the right hand side we have
simply used the definition of A and the different norms shown here:
|u|2 = ‖∇2u‖0. (3.123)
Thus it is now simply required to bound ‖Ahent ‖. Recalling the definition of ent
we note that it is in fact a temporal error, thus we are not surprised to find that the
error bound involves ∆t. In fact in [18] it is shown that
‖ent ‖ ≤ C∆t, (3.124)
‖Ahent ‖ ≤ C∆t. (3.125)
Thus we have proven Theorem 3.3.2.
Thus for comparable temporal and spatial step sizes the error estimator Enh has
spatial part (es) that is asymptotically exact (see [19]), and a temporal part (e
n
t ) that
is negligible in comparison.
In the next chapter we develop an adaptive meshing technique that uses an error
estimator based on what we have discussed here. The implementation used is slightly
different to what is described here. The error defined in (3.71) is taken from the
space of interior bubble functions, BT . Though no analysis is done to determine the
performance of this estimator it is observed to be rather effective in the next chapter.
Chapter 4
Spatial adaptivity in one dimension
In this chapter spatially adaptive methods for one-dimensional problems are investi-
gated. Two approaches are considered. The first is a standard bisection refinement
strategy driven by the hierarchical error estimator described in the previous chapter.
The second method is a moving mesh approach associated with a PDE solver from
the NAG library. The two approaches are compared and then an attempt is made to
combine them, finally resulting in the development of a new remeshing technique.
The problem being solved is one-dimensional convection-diffusion on a domain of
length L. So the problem can be written with the given constants for diffusivity (κ),
wind (w) and source (f), as: Find u(x, t) such that
∂u
∂t
− κ∂
2u
∂x2
+ w
∂u
∂x
= f, in 0 < x < L and t ∈ [0, Tend], (4.1)
with zero Dirichlet boundary conditions
u(0, t) = 0,
u(L, t) = 0
 0 < t ≤ Tend, (4.2)
and an initial condition
u(x, 0) = uic(x), 0 ≤ x ≤ L. (4.3)
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4.1 Our BFEM code
A very basic implementation of the finite element method for solving the one-dimensional
convection-diffusion equation will be referred to as Basic FEM (BFEM). BFEM im-
plements adaptive time-stepping via the stabilised trapezoidal rule, and very simple
mesh adaptivity, guided by the hierarchical spatial error estimator from the previous
chapter. The BFEM package is available on the companion CD in the BFEM1D Thesis
folder, and a full list of files is given in Appendix D.6. In this section we provide
some further details.
4.1.1 Spatial discretisation
Finite elements are used to spatially discretise the solution. Though BFEM has the
ability to use higher order approximation, we restrict attention to linear elements
herein. This means that the number of unknowns relates directly to the number of
nodes and the number of elements, so either of these may be referred to as the size
of the problem. Discretising gives us a linear system of ODEs to solve as follows:
M u˙+ Au = b. (4.4)
The formal definitions of mass matrix M , stiffness matrix A and forcing vector b
are given in Section 3.2.2. We also allow streamline diffusion (see the work by Johnson
et al. [29], or the original works by Hughes and Brooks [27] and [14]) though we do
not use it in this chapter.
4.1.2 Temporal integration
The primary time-stepping algorithm built into BFEM is the stabilised trapezoidal
rule, as described by Gresho et al. in [23] and discussed in Chapter 2 of this thesis.
A second algorithm is the backward Euler method with fixed step sizes; this is used
because it is cheap. Other methods are also available in BFEM, such as the forward
Euler method, and a standard trapezoidal rule. BFEM also includes an interface to
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allow the use of the Matlab solver, ODE23T, and in Section 4.3 we present results
obtained using the D02NH solver from the NAG library.
In general Tend denotes the final time that we wish to integrate to, and ∆t0 is the
initial step size. We also setup observation times in a vector, T, which must start
with T(1) = 0 and end at T(n) = Tend. Once the integration has started the algorithm
pauses at each observation time, estimates the error and remeshes accordingly before
continuing the integration. In practice we define the number of meshes via input
parameter meshs, and the observation times T(i) are placed equidistantly between
zero and Tend.
4.1.3 Spatial error estimation
To adapt the mesh BFEM estimates the spatial error in the solution at the observation
times, and refines or coarsens the mesh appropriately. An application of the error
estimator described by de Frutos et al. [18] is used. Our implementation of the error
estimator means that the overhead is that of a single additional ordinary time-step.
To adapt our mesh we work as follows:
1. Setup an initial mesh (this is discussed later). Set i = 1.
2. Starting from the observation point at t = T(i) integrate up to t = T(i+ 1).
3. Generate the spatial error estimate at t = T(i + 1). If the global spatial error
estimate is too large then refine those elements where the local spatial error
estimate is too big, interpolate the solution from the previous observation point
onto the new mesh and go back to 2 with the refined mesh and interpolated
solution.
4. If T(i+1) = Tend then STOP, else adapt the mesh by refining elements with high
errors, and coarsening elements with low errors, and interpolate the solution
onto the new grid.
5. Set i = i+ 1 and go to 2 with the new adapted mesh.
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Although the observation times are equidistributed in the temporal domain, it
may be beneficial to remesh more regularly in a fast transient phase and less regularly
when near a steady-state, or in a slow moving phase.
Throughout this chapter the term ‘error’ actually refers to the L2 spatial error
estimate. If any other type of error is used anywhere, for instance an analytically
computed error, it will be referred to as such.
4.1.4 Generating an initial mesh
Whilst it is highly beneficial to be able to adaptively change the mesh as the solution
progresses, there is concern associated with the initial mesh. Ordinarily the mesh
initially generated is uniform and therefore ill-equipped to deal with localised errors.
Thus upon reaching the first integration point T(2) the error would be found to be
too high, and the integration of the first time interval would have to be repeated.
To improve the quality of the initial mesh BFEM does the following:
1. Setup the initial (uniform) mesh.
2. Starting from t = T(1) integrate up to t =
(
T(1) + T(2)
)
/2 using the backward
Euler method with a constant step size of ∆t =
(
T(2)− T(1))/8. So only four
steps are taken.
3. Generate the error estimate at t =
(
T(1) + T(2)
)
/2. The estimator is known to
be effective at estimating the spatial error even with crude temporal integration.
4. If the error is too high then refine the elements where the local error is too big
and go back to 2 with the refined mesh (note that no coarsening takes place).
5. Use this mesh for starting the integration process.
Consider a problem that starts with a very placid region, say to the left of the
domain, and a highly volatile region to the right. If we simply go straight into our
integration we are likely to integrate up to t = T(2) taking possibly tens of expensive
time-steps, only to reject the whole interval. We then refine some elements and start
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again, possibly rejecting the initial interval a few more times. Instead of rejecting the
initial interval say five times and throwing away the effort of say twenty expensive
time-steps in each rejection, we may still reject the initial interval five times, but each
time we only take four cheap steps. Another point to note is that in this process no
coarsening of the mesh takes place, as we do not want to start off with any particularly
coarse regions in the mesh.
We return to this issue in Section 4.4.6 where other ways to generate an initial
mesh are considered.
4.2 Comparing BFEM with a D03 solver
We wish to compare the results obtained by BFEM with those generated by using a
solver from the NAG library. Searching through the D03 chapter of the NAG manual
[32] we find that D03PSF solves convection-diffusion problems in one space variable
and also allows for remeshing. The main differences are that BFEM makes use of
adaptive meshing of a finite element grid where the number of elements is increased or
decreased as is deemed fit based on an estimation of the error, whereas D03PSF uses an
finite difference method with upwinding, and remeshes using a moving mesh method
that keeps the same number of nodes, but rearranges them in the domain depending
on a monitor function. The process of moving the mesh is described in Section 4.4.3.
The way temporal errors are controlled is also different as they use different temporal
integration methods and different methods of error control. StabTR in BFEM has a
simple parameter tolt, which is used such that the estimated temporal error at each
step is approximately tolt. On the other hand in D03PSF an adaptive order method
is used, for which we have chosen the BDF option. The temporal integrator requires
two parameters (rtol and atol) which are used with the solution U to define local
weights, wi = rtol ∗ ui + atol, these weights are then used to take a weighted norm
of the local errors such that ei/wi < 1.0. These differences make it complicated to
effectively compare the two solvers. Table 4.1 gives some information about how we
setup the two solvers for comparison.
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Table 4.1: Parameter relations
Parameter BFEM D03PSF Relation
initial nel npts ideally
problem size (no. of elements) (no. of points) nel=npts-1
temporal error tolt atol (absolute error) set tolt = atol
control (error tolerance) rtol (relative error) and rtol = 0
set tols so that the
spatial error tols adjust npts mean number of
control (error tolerance) nodes used by BFEM
is equal to npts
The mean number of nodes is calculated across the time-steps, as opposed to the
meshes. Thus taking five steps on a mesh with forty nodes and then fifteen steps on
a mesh with sixty nodes will result in a mean of 55 not of 50.
4.2.1 Example problems
There is an example program given with the D03PSF routine, and BFEM also has a
standard problem that it solves. Naturally each solver is ‘tuned’ to solving its own
example problem, so a good challenge is to solve each problem with both solvers and
compare the results.
D03PSF example problem
Referring back to the statement of the CD equation (4.1), the D03PSF example prob-
lem is defined as follows:
L = 1, κ = 0.002, w = 1, f = 0, Tend = 0.3, ∆t0 = 1× 10−10, (4.5)
uic(x) =
 sin
(
pi(5x− 1)) for 0.2 < x < 0.4,
0 otherwise.
(4.6)
This is a convection dominated flow where the initial profile is simply convected
a little to the right with very little chance to diffuse before Tend.
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This problem is solved using the NAG D03PSF example program in FORTRAN,
with the following parameter set:
atol = 1× 10−3, rtol = 1× 10−3, npts = 61. (4.7)
To try to get comparable results the parameters in BFEM are set as follows:
nel = 60, meshs = 15, tolt = 1× 10−3, tols = 1× 10−3. (4.8)
This choice of tolt gives the mean number of nodes as 64.3.
We also try to get a very accurate solution by solving with D03PSF using the
following parameters:
atol = 1× 10−9, rtol = 1× 10−9, npts = 32769. (4.9)
We refer to this solution as the ‘true’ solution.
BFEM example problem
The BFEM example problem is defined as follows:
L = 1, κ = 0.1, w = 5, f = 2, Tend = 0.5, ∆t0 = 1× 10−10, (4.10)
uic(x) = exp
(−10x2)− exp (−1000x2). (4.11)
This is again a convection dominated flow, but we now have a source term and the
problem is run long enough to reach a steady-state which has a completely different
profile to the initial condition.
When solving with BFEM the following parameters are used:
nel = 128, meshs = 50, tolt = 1× 10−5, tols = 1× 10−4. (4.12)
The mean number of nodes is 83.5 with this choice of tolt. This is lower than
the initial number because as the steady-state is approached the number of nodes
can be significantly reduced. Therefore we are lenient with the setting of npts when
using D03PSF and use the following parameters:
atol = 1× 10−5, rtol = 0, npts = 129. (4.13)
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Once again a ‘true’ solution is obtained by solving with D03PSF with the follow-
ing parameters
atol = 1e−9, rtol = 1e−9, npts = 32769. (4.14)
4.2.2 Results from the example problems
D03PSF example problem
Total time-steps taken were as follows, BFEM: 161, D03PSF: 70, True: 633. Figure 4.1
shows the progression of the solution from left to right. Visually all three solutions
look very similar, though some slight variations are noticeable.
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Figure 4.1: D03PSF example solution progression
As expected, for the same temporal tolerance the D03PSF solver takes fewer steps
due to the ability to use higher order methods. We found that the D03PSF solution
seemed a better fit with the true solution, whilst the BFEM solution seemed to be
slightly over-diffusive. The BFEM solver was run twice more to determine the source
of the discrepancy. First with the following parameters:
nel = 3840, meshs = 45, tolt = 1× 10−3, tols = 1× 10−7. (4.15)
This run was designed to be very accurate in space, and showed significant im-
provement over the original BFEM result, but we still observed an extra degree of
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diffusion. The second run was designed to be very accurate in time and used the
following parameters:
nel = 60, meshs = 15, tolt = 1× 10−9, tols = 1× 10−3. (4.16)
This time the results seemed exact to the eye! Thus implying that the extra
diffusion is a result of the diffusive nature of the temporal integrator.
BFEM example problem
Total time-steps taken were as follows, BFEM: 541, D03PSF: 233, True: 851. Fig-
ure 4.2 shows the progression of the solution. The initial profile is the peak on the left
of the domain. This has already moved quite significantly by t = 0.1, and by t = 0.3
we can see that the solution is converging to a steady-state. In fact the solutions at
t = 0.4 and t = 0.5 are barely distinguishable.
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Figure 4.2: BFEM example solution progression
Again all three solutions look very similar, though this time D03PSF seems to have
trouble staying accurate in the centre of the domain at t = 0.1 and t = 0.2 as most
of its nodes have been called to deal with the boundary layer that has formed at the
x = 1 boundary. See Figure 4.3 to see this more clearly. Here there is noticeable
merit in the adaptive mesh used by BFEM.
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Figure 4.3: Zoom of central range from Figure 4.2
4.2.3 Observations and direction
It was shown in Chapter 2 that temporal integrators from NAG are not always more
efficient than the stabilised trapezoidal rule in BFEM. However it seems the NAG
temporal solver is better in this case, as it is adaptive not only in step size but also in
order, which means it is able to take larger steps when using higher order methods.
The stabilised trapezoidal rule that is used in BFEM is of a fixed order.
Also as expected the adaptive meshing in BFEM outshines the moving mesh
routine in the D03 solver. This is the case because BFEM actually finds an estimate of
the errors and adapts the mesh accordingly, whereas D03PSF simply uses the second-
derivative as a monitor function, and tries to move more nodes to regions of the
solution with more curvature.
The way forward then seems to be to discretise the domain and solve the resulting
system of ODEs using a NAG integrator, but to adapt our mesh using the method
in BFEM.
There are two ways to proceed. The first is to keep using D03PSF and try to in-
corporate the error estimation information into the monitor function used for moving
the mesh. The second methodology involves taking one of the NAG D02 ODE solvers
and plugging it in as the time integrator for BFEM.
Each of these two methods was attempted but the former was relatively compli-
cated. Unfortunately FORTRAN’s predeclared memory allocation made it impossible
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to apply any sort of mesh adaptivity without rewriting the fundamental structure of
the NAG subroutines. A second thought was to use the error estimator to gener-
ate a monitor function. To do this we take the elemental error (erre) and define an
elemental monitor function (mone) as follows
mone = erre/h
2
e. (4.17)
We divide by the square of the element length (he) to prevent oscillations in the
mesh as the error is known to scale with the square of the element size. If we had
used the energy error we would only need to divide by he. To see why we need to
remove dependence on the element size consider a mesh where a region of high error
is found, all the nodes will be moved to that region. This in turn vastly reduces the
error here, but is likely to raise it elsewhere in the mesh. Which will mean at the
next move, all the nodes will be moved somewhere else again! Implementing this idea
was not without complications, and eventually involved cheating by hard coding the
relevant data directly into the monitor function subroutine to be able to estimate
the error. An improvement in the final error1 of a time-dependent problem, and the
total number of time-steps taken2 was observed, as compared to using the second-
derivative monitor function. We note that it would be difficult to use the process for
a general problem without rewriting many of the subroutines involved. It is noted
that there is a lack of adaptive mesh methods in the NAG routines at the time of
writing, possibly due to this problem of preallocated memory. Thus the preference
for moving mesh methods as the number of unknowns will not vary.
The method of simply plugging one of NAG’s ODE solvers into BFEM was much
more practical and thus we discuss how this was achieved next.
1The best observed case was a 59% reduction, but the worst case was a 14% increase, overall we
noted reductions in the error.
2The best observed case was a 34% reduction, but the worst case was a 3.5% increase, overall
we noted reductions in the total number of time-steps taken.
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4.3 Making use of a D02 solver
The D02 chapter of the NAG manual [32] has many ODE solvers; of these D02NH is
chosen, as it is for integrating implicit systems with a banded Jacobian. We know
that as we are using linear finite elements all of our matrices are tridiagonal (a fact
used by BFEM to store matrices linearly in memory and solve them in linear time),
therefore the Jacobian is also tridiagonal.
4.3.1 Implementational oddities
Fortunately BFEM is written with this kind of upgrade in mind and already incorpo-
rates the ability to use different solvers. As we have the ability to use routines from
the NAG library in Matlab via the NAG toolbox for Matlab, all that is really
required is to add an option to use D02NH, write a wrapper that BFEM can call that
will use D02NH to integrate in time, and finally return the output as BFEM needs it.
Unfortunately life is never quite that simple. BFEM requires that the solver takes
the matrices M , A and vector b (as given in (4.4)), assuming that the solver will go
away and directly or iteratively solve the linear system. However D02NH does not do
this; in fact it requires the user to pass two functional arguments. The first is resid,
which returns two possible residuals for the system,
r = b−M u˙− Au, or r = −M u˙, (4.18)
so that the solver can try to get the residual value to zero. The second is jac that
returns the Jacobian matrix
Jij =
∂ri
∂uj
, (4.19)
where ri is a member of a different residual vector defined using the current step size
(h) and a method dependent parameter (d) as
r = (hd)(M u˙+ u− b). (4.20)
Unfortunately this means that more information is required than is directly avail-
able in the input arguments for resid and jac. We cannot simply create new func-
tions for each new problem as the linear system and so the residual function would
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Table 4.2: Comparison of D02NH and StabTR within BFEM
Time-steps Solver time (s)
tolt StabTR D02NH StabTR D02NH
1× 10−5 834 526 0.64 6.16
1× 10−6 1213 721 0.98 8.95
1× 10−7 2202 1043 1.78 12.95
1× 10−8 4274 1448 3.43 17.48
change when the mesh is adapted. The current implementation declares M , A, and
b as global arrays making them available in resid, thus circumventing this problem.
Other parameters that needed to be globalised for use within resid and jac were
the order of the elements, and the compression switch that sets whether matrices are
stored with compressed or full storage.
4.3.2 Results
The BFEM example problem was solved with different temporal tolerance levels.
The initial number of elements was increased to 256 to allow us to concentrate on the
temporal aspect of the solution, without worrying about spatial accuracy. Table 4.2
shows the total number of steps in the solution (we have ignored rejected steps) and
also the total time spent in the time integrator function3 to integrate the solution
over the whole domain. In all cases there was a 2-3 second overhead to solve the
spatial part and process the solution.
It has already been shown that the ability to adapt in step size and order can
make the NAG integrators a more efficient prospect. Thus we observe far fewer
steps are taken by D02NH. However, the NAG solver takes longer to integrate each
individual step, and therefore the total time taken to reach the solution is higher
than for StabTR. We do observe that D02NH scales better, so if we were to reduce the
tolerance much further, it may start to finish before StabTR.
3Results were obtained on a 1.73GHz PC with 1GB of RAM and Matlab’s profiler was used to
determine details of time spent in various functions.
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4.3.3 Direction
The next steps to consider are further enhancements that can be made to the BFEM
meshing procedure. Particular attention is given to the plausibility of quickly gen-
erating an initial mesh that will not be rejected at the first observation point. We
continue to use the StabTR routine for temporal integration as it is far simpler to
implement.
4.4 Setting up the initial mesh: moving mesh vs.
adaptive meshing
Currently the process of producing an initial mesh involves integrating half of the
first interval using four backward Euler steps, estimating the error and adapting the
mesh appropriately. In this section the plausibility of using a moving mesh to provide
a more efficient way to select an initial grid is investigated. The next four subsections
give some insights.
4.4.1 Uniform mesh
When we generate any initial mesh the first step is to come up with a uniform mesh
that is subsequently changed and adapted. So one option would be to simply use this
uniform mesh as the initial mesh and allow the normal spatial error checking to deal
with any localised errors that may arise. This would be very cheap as no work needs
to be done once the basic mesh is generated.
The problem here is obviously that the mesh is likely to be rejected several times
for the first time interval. As our refinement process can only halve an element at
each iteration, it is possible that an element may need to be refined several times
before the error is acceptable, but each time an element is refined the whole time
interval must be repeated.
It is known that the rejections in this case are likely to far outweigh the benefits of
not doing any work for the initial mesh, and the results are only included to express
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the absolute benefits of using the alternative methods.
4.4.2 Do a small step and adapt
This is how BFEM currently generates an initial mesh. There may be several rejected
time intervals in the process of generating the initial mesh, but these rejections are
not as bad as those experienced at the first time interval with the uniform mesh. In
generating the mesh, expensive, accurate integrators are not used, so the integrations
are done relatively cheaply and take far fewer time-steps. So although the rejected
intervals are cheaply solved, there is still the problem that the mesh refinement is
relatively slow when it comes to needing some highly refined elements.
The overall benefit is that we are almost guaranteed to have an initial mesh that
will pass the error test when the first interval is properly integrated.
4.4.3 Move mesh using second-derivative monitor function
To do this a mesh moving function was written and added to BFEM. Given an exact
initial condition function, uic(x), the mesh moving function computes half
4 of the
second-derivative of the ith node using finite differences
d2ui =
(
ui+1 − ui
xi+1 − xi −
ui − ui−1
xi − xi−1
)
/(xi+1 − xi−1), for i = 2, . . . , npts− 1. (4.21)
The boundary nodes are given the same second-derivative value as their neigh-
bours. This nodal second-derivative is then used to define an elemental value that is
the average of the second-derivative on the two neighbouring nodes. So for element
k, with nodes n− 1 and n, the elemental second-derivative is
d2uelk =
d2un−1 + d2un
2
. (4.22)
These numbers are scaled so that the maximum is unity, and these scaled values are
designated as the elemental monitor values,
monk =
d2uelk
maxi=1:nel d2ueli
. (4.23)
4We are interested in the relative magnitude of the second-derivative at each node in the mesh,
thus doubling each value is not required.
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The integral, I, of this monitor function is computed over the whole domain by
simply taking the sum over the elements of each monitor function multiplied by the
element length, hk,
I =
nel∑
k=1
monk ∗ hk. (4.24)
In the next step I is equidistributed over the domain by repositioning nodes such
that the integral of the old monitor function over the new elements is I/nel. We
define the global monitor function as a piecewise constant function over the domain.
If we say each element k is defined by the nodes n− 1 and n we have
mon(x) = monk for xn−1 ≤ x ≤ xn, (4.25)
we try to setup the nodes of the new mesh (xnewi ) such that∫ xnewi+1
xnewi
mon(x) dx =
I
nel
, i = 1 : npts− 1. (4.26)
Despite the above long winded explanation this process, once coded, is relatively
cheap and quick to do, certainly far less expensive than integrating a time-step. The
other benefit is that it is able to very quickly move lots of points to a region where
the monitor function is high, thus the ‘slow refinement’ that we had in the previous
two cases is not observed. The method for setting the initial mesh would involve
simply moving the mesh once using the initial condition provided.
There are two problems with this method however. First of all, the number of
nodes remains constant, so even though we may move all the nodes to the perfect
place and minimise the error, we may simply have not started with enough nodes
to reduce the error below the required tolerance. The second problem is that whilst
we may be able to reduce the error over the initial profile, the profile may change
radically once we start the integration.
An example would be a problem with nonzero forcing term, and a zero Dirichlet
boundary condition at x = L, with initial condition:
uic(x) =

1 x < 0.5− ²,
(0.5 + ²− x)/(2²) 0.5− ² < x < 0.5 + ²,
0 0.5 + ² < x.
(4.27)
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If ² is small then initially all the nodes would be clustered around x = 0.5, with very
few nodes near the boundaries. However, from the very first step u will increase in the
domain near x = L, and the boundary condition will hold u at zero. This will start
to form a boundary layer and many nodes will be required near the x = L boundary.
As the initial condition concentrated all the nodes near x = 0.5 we would probably
fail the spatial error test at the first observation point, causing the initial interval to
be rejected. Then we have the ‘slow refinement’ problem, that the elements near the
boundary need to be highly refined, but are only halved at each refinement step and
then the whole time interval must be refined again.
A workaround for this goes as follows. When we find the elemental monitor values
we add a floor, α, that will mean no single element will have a significantly dominant
monitor value. So we redefine the elemental monitor function as
monk = monk + α. (4.28)
Setting α = 0 will mean the mesh movement will remain quite extreme, whereas
setting α = 1 usually leaves the mesh looking almost uniform with only slight clus-
tering of points near areas with a high monitor function value.
The choice of floor is highly problem dependent. In some cases the floor can safely
be set at zero to allow maximum moving of the mesh, whereas in other cases (such as
the example described above with initial condition (4.27)) the profile of the solution
changes so rapidly from the initial condition that moving the grid points is actually a
hindrance. As a compromise a constant value α = 0.2 is suggested here. The papers
by Beckett and Mackenzie [8] and [9] introduce an optimal monitor function with
automatic floor choice for singularly perturbed reaction-diffusion equations. The floor
is basically chosen to be the integral of the monitor function over the domain. Their
work is further advanced by Beckett et al. to the one- and two-dimensional Burgers’
equation in [11] and [10] respectively. The approach of automatic floor selection is
also shown to work for phase change problems by Mackenzie and Robertson [34].
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4.4.4 Hybrid Method: Move and Adapt
We currently have two basic methodologies. The first method adapts the mesh to give
a logical matching to what is required, but is comparatively expensive to implement.
The second method moves the mesh very quickly, but it is questionable if the grid
points have been moved to the best locations. Thus a hybrid of the two methods
is proposed. In this case the mesh is moved once, then adapted as described in
Section 4.4.2 (by taking a small step).
The hope is that we will have the benefits of each method. An initial mesh that
will not get rejected at the first step, but by moving the mesh in the first instance,
we should not have the problem of the slow refinement, as the elements in areas that
need refinement should already have nodes that are closer together. What can happen
here is that the moved mesh may satisfy the error test, so we may move the mesh,
then take four steps to find that there is no need to adapt the mesh. Alternatively,
moving the mesh may be detrimental to progress, but at least the adaptive cycles
will be relatively cheap to compute for the initial mesh.
To obtain the results we set the floor to be α = 0.2.
4.4.5 Solutions to the example problems
We solve the two example problems described in Section 4.2.1 with each of the dif-
ferent initial meshes. At t = Tend we record the following data:
• Initial Rejections: The number of time-steps that are rejected when trying to
integrate the first interval, bearing in mind that this interval may be integrated
several times. (We also record the number of elements that is eventually used
if the initial mesh was rejected.)
• Total Rejections: The total number of time-steps rejected due to the spatial
error being too high at the end of an interval. This includes the initial rejections.
• Time-steps for start: The number of (backward Euler) time-steps taken whilst
trying to setup a good initial mesh. (We also record the number of nodes
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eventually used in the initial mesh.)
• Total time-steps used for the integration.
• Total computed time-steps, this includes rejected steps, but not the steps for
setting up the initial mesh.
• Mean number of nodes, over all the meshes.
• Maximum number of nodes, over all the meshes.
BFEM Example Problem
Table 4.3: Results for the BFEM example problem with different initial meshes
Initial Rejections B.E. Steps Time-steps Nodes
Mesh Initial Total for Start Used Total mean max
Uniform 42 (157) 73 0 674 747 83.7 183
Moved 56 (150) 87 0 697 784 85.3 182
Adapted 0 32 8 (153) 692 724 84.1 182
Hybrid 0 32 8 (154) 699 731 85.3 181
For the BFEM example problem Table 4.3 seems to indicate that the adapted
initial mesh performs best, as there are no initial rejections, and it is one of the two
methods to achieve the lowest total number of rejections overall. Also its performance
in terms of mean and max number of nodes is reasonable. The worst performance is
by the moved mesh where the initial number of rejections is actually higher than the
uniform mesh!
D03PSF Example Problem
To obtain these results an initial step size of ∆t0 = 1e
−5 has been used, which is
larger than the initial step size stated in Section 4.2.1.
Table 4.4 gives the results for the D03PSF example problem and once again
seems to imply that the adapted initial mesh performs the best, with the fewest
total rejections. Although it uses the most time-steps in its solution it computes
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Table 4.4: Results for the D03PSF example problem with different initial meshes
Initial Rejections B.E. Steps Time-steps Nodes
Mesh Initial Total for Start Used Total mean max
Uniform 5 (79) 43 0 159 202 57.2 80
Moved 7 (78) 35 0 165 200 59.8 79
Adapted 0 25 12 (92) 167 192 58.4 93
Hybrid 7 (78) 35 4 (60) 165 200 59.8 79
the fewest number of time-steps overall. It also does well with its average number of
nodes, but the maximum number is significantly higher than the rest. This is because
we do not allow any coarsening when generating the initial mesh. As the moved mesh
immediately satisfies the error condition, no adaptation needs to take place, so the
moved and the hybrid methods yield identical results (with the exception of the need
to check if adaptation is required). Though there is not that much to distinguish the
results from uniform method from the others, it would possibly be considered the
poorest performer.
4.4.6 Observations and direction
We knew from the start that the uniform mesh would not be as efficient as the
other methods; however in certain cases the moved mesh can perform worse than
the uniform one! This leaves the adapted and the hybrid methods to choose from.
Although in the results above the adapted method has performed better overall,
there was not really much difference and the theoretical benefit of the hybrid method
warrants further investigation of moving mesh type techniques, due to the ability of
the methods to modify the mesh by a significant amount on a single pass. In the
next section a new remeshing technique is discussed.
4.5 A more intelligent moving mesh strategy
In theory the behaviour of the error on moved elements can be predicted. With this
knowledge we can try to generate a mesh where the elemental errors are almost equal.
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A simple implementation of this idea is described in the book by Zienkiewicz and
Taylor [48, Section 15.2.2]. The method defines changes in individual element sizes,
but then requires a third party mesh generator to make a mesh that approximately
satisfies the new element sizes. In this section the interaction between the L2 error
and mesh is considered more rigorously.
4.5.1 How errors change
Consider a single element and the relation its error bears to the error on the elements
that we get by splitting it into two parts. Figure 4.4 shows an element of length h
with error e that has been divided into two elements of lengths h1 and h2 with errors
e1 and e2 respectively.
ﬀ h1
-ﬀ h2
-
ﬀ h -
e1
e2
e
Figure 4.4: Errors in an element subdivision
The combined error on the pair of elements is
√
e21 + e
2
2. It is known that when
using linear approximation in one dimension the global L2 error is proportional to the
square of the element size. We note also that for the energy error this relationship is
linear, but we keep working with L2 errors. If the element size is doubled then the
global error increases by a factor of four. We write this relation as:
e =
(
hbig
hsmall
)2√
e21 + e
2
2. (4.29)
If we take the hsmall inside the square root, and apply the appropriate hi to the
relevant error we get
e ≈ h2
√(
e1
h21
)2
+
(
e2
h22
)2
, (4.30)
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At this point we can define what we call an error density function (mi) as follows
mi = ei/h
2
i . (4.31)
Thus we can generalise (4.30) for a general number of consecutive elements and write
e ≈ h2
√∑
i
m2i . (4.32)
4.5.2 Choosing the position of a new node
Now consider the process of repositioning the mesh points. In particular, say mesh
point xi has been set and we are looking to place xi+1 such that the error in the new
element is equal to some local error target, eTGT. As an example, Figure 4.5 shows
this where the original mesh has four elements and having set the new xi (in the old
element two) we are about to set the xi+1. We would need to add the remainder,
r, of element two, then there would be the sum of a number of elements in between
(in this case just the old element three), and finally we would move partially into an
element by a value, δ, to get e = eTGT for the new element. So the total length of
the new element here is h = r + h3 + δ.
1 2 3 4
xi xi+1
ﬀr-ﬀ h3 -ﬀδ-
Figure 4.5: Setting the position of a new node
Now we need the square of each error density function, mi. Clearly the con-
tribution from element two will be reduced, as we only have a fraction, r/h2, of
the element. Thus the error density function is scaled, and eventually the following
formula is obtained for the local error of the new element
e = (r + h3 + δ)
2
√
m22
r
h2
+m23 +m
2
4
δ
h4
. (4.33)
There are two unknowns here, first is the error (e) in the new element and the
second is the length δ. We need to be able to compute δ so that the error in the new
element is equal to the local error target, eTGT.
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When choosing eTGT, the two relevant pieces of information that are known are
the current global error (eold) and the number of elements, nel. Upon computing the
new mesh the local errors on each new element ek can be found and the new global
error, enew, will be
enew =
(
nel∑
k=1
e2k
)1/2
. (4.34)
Ideally we would like ek = eTGT for all k, so this reduces to enew = eTGT
√
nel.
All that is missing now is the new error. However there is no way to predict what
kind of reduction will occur in the error, therefore we simply use the current ‘old’
error estimate to determine the new error target. The hope is that by distributing
this equally we will reduce the global error. Thus we can define our local error target
with known terms,
eTGT :=
eold√
nel
. (4.35)
This choice is briefly justified. The moving mesh algorithm scans the domain,
placing nodes so that each new element has a predicted error equal to the local error
allowance, eTGT. Say we have nine nodes to place. If eTGT is set too leniently, as
in Figure 4.6(a), then we may cover the whole domain and only use six nodes. In
this case the elements are proportionally scaled so that when the new elements are
squeezed in, areas with high refinement stay where they are. The code developed to
do this is given in Appendix D.5.
?
(a) A mesh with extra elements
?
(b) A mesh with too few elements
Figure 4.6: An example of scaling moved meshes with nine points
Naturally the reverse can occur if eTGT has been set too stringently (for instance if
we try assuming that enew ¿ eold). In this case we can effectively run out of elements,
we may reach half way through the domain and have already set out nine nodes, as
shown in Figure 4.6(b). In this case the laid out elements are simply stretched to
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fit the whole domain. This is problematic because it can significantly move areas of
high refinement within the mesh.
Next we will need to find δ such that the error of each new element is equal to
the local error target. Generalising (4.33) we assert that setting the new element’s
error to eTGT gives
eTGT =
(
r +
n−1∑
i=k+1
hi + δ
)2√√√√ r
hk
m2k +
n−1∑
i=k+1
m2i +
δ
hn
m2n, (4.36)
where the previous node has been placed in element k, and the position of the new
node will be somewhere in element n.
Squaring this gives us a quintic polynomial in δ to solve. However as it is know
that 0 < δ < hn, and that the error increases monotonically as we move from δ = 0
to δ = hn, we can set this up as the following root finding problem: Find δ ∈ (0, hn)
such that(
r +
n−1∑
i=k+1
hi + δ
)4(
r
hk
m2k +
n−1∑
i=k+1
m2i +
δ
hn
m2n
)
− e2TGT = 0. (4.37)
We have strict limits for the value of δ, and know that the function value in (4.37)
increases monotonically with δ. Thus a combination of two root finding methods is
implemented. We seek the root using an ordinary bisection method and a bounded
secant-like method known as regula falsi or the false position method (see the books
by Stummel and Hainer [44, Section 2.4] or Conte and de Boor [16, Section 3.2]
for more information). The algorithm alternates between the two methods on each
iteration. The fear is that using a method like Newton iteration, or the ordinary
secant method may cause us to move to a root that is not in the range we want. The
code that has been written to do this is given in Appendix D.4.
We also take into account the possibility that the new node, xi+1, is in the same
old element as the previous node xi. In this case the root finding function (4.37)
reduces to
δ5
hn
m2n − e2TGT = 0 (4.38)
and δ can be computed directly.
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It should be noted here that using the energy error would result in a cubic poly-
nomial for δ and so this would be simpler to solve. However we continue to obtain
results with the L2 error.
4.5.3 Results
This time we generate results using a steady-state problem. This simplifies the pre-
sentation and means that there is no contamination by temporal discretisation errors.
Note that this same methodology can be also used to remesh transient problems.
The problem being solved has unit source (f = 1) and wind (w = 1). We vary the
diffusivity (κ) to change the ‘hardness’ of the problem. The smaller κ is in relation to
w, the tighter the boundary layer will be, and the more localised the errors (as seen
in the solution to the BFEM example problem (Figure 4.2) as t approaches Tend). If
κ is large in comparison to w then the solution will be dominated by diffusion and
be quite smooth with relatively equidistributed errors.
We solve with different numbers of elements, nel, to see if they have an effect on
the results. In terms of output, we record what we have called a spread, S, of the
error, defined as
S =
maxi∈1:nel ei
mini∈1:nel ei
. (4.39)
So S is the ratio between the maximum local error and the minimum local error in
all the elements. If this is close to unity then all of the elements have approximately
the same local error. We call the spread on the original (uniform) mesh S0, and the
spread on the moved mesh S1. The hope is that we will get S0 > S1 ≥ 1. We also
record the improvement in the global error, EI, which is just the ratio between the
original error and the error on the moved mesh,
EI =
global error estimate on original mesh
global error estimate on new mesh
. (4.40)
Improvement against a uniform mesh
We want to see how the spread changes when using our moving mesh strategy and
also how much the global error decreases. It should be noted that with κ = 0.01 using
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nel < 50 is inadvisable, because the mesh Pe´clet number, Pe = w/(2νnel), becomes
larger than unity, and we get instability in the solution near the boundary layer.
The results are given in Table 4.5. In all cases there is a good improvement of the
spread, leading to a significant improvement in the error where possible. It is clear
that the number of elements doesn’t make a significant difference to the results. It
is fantastic that with κ = 1 we are able to get a spread of nearly unity, but we also
note that in this case we start with a spread of just under three. On the other hand,
we may consider that getting a spread of the order 104 is bad in the κ = 0.01 case,
but this is reduced from a spread of the order 1016, and it results in a reduction in
the error of order 102 so we are assured that our method is working well.
Table 4.5: Spread and error changes
κ = 1 κ = 0.1 κ = 0.01
nel S0 S1 EI S0 S1 EI S0 S1 EI
×104 ×1016 ×102
8 2.40 1.14 1.06 2.87 4.64 5.02 - - -
16 2.55 1.20 1.06 1.63 14.22 6.66 - - -
32 2.63 1.16 1.06 1.75 10.06 7.25 - - -
64 2.68 1.14 1.06 1.92 4.03 7.39 33.7 1.41×102 1.68
128 2.70 1.16 1.06 2.05 2.44 7.45 43.2 2.99×102 4.90
256 2.71 1.17 1.06 2.12 1.82 7.46 16.7 1.23×103 5.92
512 2.71 1.18 1.06 2.16 1.52 7.47 4.97 5.74×103 6.49
1024 2.72 1.17 1.06 2.18 1.45 7.47 5.20 9.84×103 6.74
2048 2.72 1.17 1.06 2.19 1.41 7.47 2.79 3.73×105 6.93
Improvement in moving mesh method against an error-based monitor
function
Having determined the absolute benefit of our new moving mesh method, we now
wish to test its performance relative a to a moving mesh strategy driven by the error-
based monitor function (4.17). The same problem as described above is solved, taking
only the κ = 0.1 case.
The implementation of the error-based monitor function is similar to the imple-
mentation of the second-derivative monitor function in Section 4.4.3, so we have a
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floor just as before. To obtain these results we have set the floor to α = 0.5. We
allow the moving mesh routine to run twice and record a second level spread S2. At
each run the error improvement is always as compared to the initial uniform mesh.
Table 4.6: Improvement obtained using the intelligent method for κ = 0.1
Error-based
Monitor Function Intelligent Method
Uniform First Second First Second
nel S0 Error S1 EI1 S2 EI2 S1 EI1 S2 EI2
×104 ×103 ×103
8 2.87 3.19×10−2 4.95 3.40 4.80 3.19 4.64 5.02 4.25 6.42
16 1.63 7.97×10−3 1.59 3.16 1.40 3.17 14.22 6.66 11.46 7.20
32 1.75 1.99×10−3 1.62 2.99 1.30 3.13 10.06 7.25 2.37 7.41
64 1.92 4.98×10−4 1.77 2.90 1.36 3.11 4.03 7.39 1.55 7.47
128 2.05 1.25×10−4 1.90 2.85 1.42 3.10 2.44 7.45 1.35 7.48
256 2.12 3.11×10−5 1.97 2.82 1.46 3.10 1.82 7.46 1.24 7.49
512 2.16 7.79×10−6 2.01 2.81 1.48 3.10 1.52 7.47 1.15 7.49
1024 2.18 1.95×10−6 2.03 2.80 1.49 3.10 1.45 7.47 1.15 7.49
2048 2.19 4.87×10−7 2.04 2.80 1.49 3.10 1.41 7.47 1.15 7.49
We can clearly see from the results in Table 4.6, that the new method outperforms
the error-based monitor function significantly. Two caveats to the celebrations would
be to note that the new method is slightly more expensive, however each method
requires an error to be estimated, which will likely be a dominating factor over the
root finding. The second thought is that we should vary the floor α (4.28) to find
an optimal value. It has previously been noted that the optimal value will be highly
dependent on the problem. These tests were also run with α = 1 and α = 0, the
result was that with α = 1 the mesh moved too slowly and by the second run the
error improvement was just over a factor of two. With α = 0 the first move was
problematic, it raised the error by a factor of about 100, although on the second
run the error improvement was about a factor of four. So when α = 0.5 produced
sensible results it was chosen for this comparison. It should also be noted that the
new method does not have a problem dependent parameter to vary, so this is another
advantage of this approach.
Figure 4.7(a) shows the results for the intelligent method graphically. Along the
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(a) Intelligent Method
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(b) Error-based monitor function
Figure 4.7: Moved mesh solutions with 32 elements
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top the solution obtained with 32 elements is plotted on a uniform mesh, then on
moved meshes. Below these the plots with red stars are the elemental errors, which
we can see are being squeezed into a small range. Along the x-axis the red lines
denote the positions of nodes in the domain. By comparison, Figure 4.7(b) shows the
same problem solved using the error-based monitor function. Clearly here the errors
are not being manipulated very well.
The same problem is run with ordinary mesh adaptivity. An error tolerance of
6×10−4 was used to keep the number of elements approximately constant. Figure 4.8
shows the solution with 32 elements on a uniform mesh, then the two adapted grids.
We notice that the errors are becoming banded, however this is happening far more
slowly than observed in Figure 4.7(a) for the intelligent method.
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Figure 4.8: Ordinary adaptive mesh solutions with 32 elements
Table 4.7 shows that whilst the error does reduce with each iteration, it does
so slowly compared to the intelligent method. This is a slightly unfair comparison
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as we have effectively restricted the adaptive method from increasing the number
of elements. However it should be noted that the maximum error reduction would
occur if every element was refined, and the maximum error improvement obtainable
in this case is a factor of four. Thus it seems that if a single iteration is used then the
intelligent moving mesh method outperforms the mesh adaptivity method. In fact if
we have a restriction on the number of elements (e.g. due to memory size) then it
seems this moving mesh method would be ideal.
Table 4.7: Spreads and error improvement with ordinary adaptivity
(tol = 6× 10−4)
Start First Second
nel 32 32 35
Error 1.99× 10−3 5.20× 10−4 2.77× 10−4
Spread 1.75× 104 5.43× 102 34.41
Error Improvement - 3.83 7.20
4.5.4 Observations and direction
This new method seems to be well worth the additional effort in placing nodes intel-
ligently. The primary extra cost is the root finding operation to determine δ within
an element, but this is unlikely to be necessary for every single element (it is only
if the new element spans more than one old element) and the root finding process
is relatively quick, coming to completion in about five iterations in most cases in all
the above results. The worst case was ten iterations but this was observed in a tiny
fraction5 of cases. However a simple way to remove worry about the cost of root
finding would be to use the energy error. As we observed during the chapter this
would result in a cubic polynomial to determine node placement and so would be
directly computable.
An idea for the extension of this method is to set the local error target such that
the new error is below some tolerance, rather than just equidistributing the current
5Four or five times out of several thousand root finding operations to obtain all the results in
this chapter.
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error as it does. However to combat the problem that may arise as described in
Figure 4.6(b), we allow the method to simply add new elements where required. This
makes this new method neither a purely moving mesh method nor a purely adaptive
method but rather a mesh reconstruction method. Where the entire mesh is rebuilt
to improve the accuracy of the solution.
This idea is set aside as we now move to working in two dimensions.
Chapter 5
Spatial adaptivity in two
dimensions
In this chapter BFEM is extended to two spatial dimensions, a mesh refinement
method is introduced, and numerical results are presented.
5.1 Extensions to our one-dimensional code
A second version of our BFEM code solves CD-problems in two spatial dimensions
(BFEM2D). This solves steady-state problems only. The BFEM2D package is avail-
able on the companion CD in the BFEM2D Thesis folder, and a full list of files is given
in Appendix E.3.
5.1.1 Discretisation
The default domain is a square plane of unit edge length. A source function and wind
function must be specified (even if they return zero). The four sides of the boundary
may independently be given by a user defined boundary condition function or be a
natural outflow.
The domain is discretised into right angled triangles. The initial mesh can be
specified at various levels of refinement, a level zero initial mesh comprises of four
triangles created by edges from the corners of the domain into the centre. Each
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subsequent initial mesh is generated by longest edge bisection of the elements in
the previous initial mesh level, thus the initial mesh always consists of right angled
triangles. In this chapter problems are generally solved starting with a level three
initial grid with thirty two elements, as shown in Figure 5.1(a), but for our second
test problem we use a modified version as shown in Figure 5.1(b).
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(a) A standard level three initial grid (b) A special level three initial grid
Figure 5.1: Typical initial grids
In this chapter the streamline diffusion method is used for elements with large
Pe´clet numbers. The methodology for streamline diffusion is described quite nicely
in the work by Kay and Silvester [30, Section 2.1] using an optimal form from the
work by Fischer et al. [22]. However we implement a version of streamline diffusion
described in the more recent monograph by Elman et al. [21, Section 3.3.2].
5.1.2 Error estimation
Error estimates are computed using the hierarchical methodology described in Sec-
tion 3.3.1, by increasing the size of the approximation space to include quadratic
bubble functions on midside nodes (see Figure 5.2(b)). This allows an error func-
tion to be computed that gives an indication of the topology of the error within the
element. The error function on each element can be integrated to give the elemen-
tal L2 error on that element. Furthermore these individual elemental errors can be
combined to give a global L2 error estimate.
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We implement the error estimator in a way that ensures that the cost of each
error estimation is of the same order as computing a solution in the first place. This
is achieved once again by assuming that the vertex nodes have an error of zero, thus
leaving us with the three nodes that determine curvature on each element.
n1
n2 n3
(a) an element with
three vertex nodes
n1
n2 n3
e1
e2
e3
(b) the three midside nodes
define the error
n1
n2 n3
e1
e2
e3
(c) the midside nodes are
joined to form four
new elements
Figure 5.2: An element with three midside nodes refined in the standard way
There is a concern that the error estimator may not work well on anisotropic
meshes, however we are confident that if elements are stretched perpendicular to the
solution gradient direction then the solution and error will be relatively accurate.
This has been observed in certain cases using other error estimators, e.g. see the
work by Picasso [37].
An issue arises when implementing this error estimator to allow anisotropic el-
ement refinement near Dirichlet boundaries. Consider an element edge ED that is
on a Dirichlet boundary. The ordinary method would involve adding a node k in
the middle of ED, enforcing the Dirichlet boundary condition at k, subtracting the
interpolated solution along the edge ED to obtain an error estimate, and supplying
the difference as the error at k. Unfortunately this always gives a difference of zero
if the Dirichlet boundary condition is linear along the edge ED. If ED happens to be
on a boundary where a layer is formed then we have an odd situation. We’d expect
that we need to refine closer to the boundary edge, but if the error estimator returns
zero then the refinement will happen very particularly away from the boundary edge.
Thus the following methodology is adopted for error estimation on Dirichlet
boundary edges. We first compute the error as an outflow, i.e., we treat k as if
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it is on a Neumann boundary. Recall that the error function is zero on the edges
not containing k, so this describes a bubble function on the boundary edge ED. We
call this Neumann form of the error eN(k). We also compute the difference between
the interpolated solution at k and the value of the Dirichlet boundary condition at
that point, calling this eD(k). The approach taken is to assume that if the convective
wind at node k, wk, is blowing outward through ED, then the error will be more like
the Neumann version as the solution will be trying to keep the profile from inside
the domain, but will be forced to fit to the Dirichlet boundary condition function.
Whereas if the wind is blowing inward through ED then we assume the error will
look more like eD(k). For a wind blowing through the wall at any intermediate angle
we adjust between the two possibilities by using the following proportion:
p =
wk · ∂̂u∂n
∣∣∣
k
|wk| + 1
 /2, (5.1)
where ∂̂u
∂n
∣∣∣
k
is the normalised outward normal from the boundary at node k, so p ∈ [0, 1].
Thus on an element with an edge on a Dirichlet boundary the final error estimate
for the node k is given by e(k) = peN(k) + (1− p)eD(k).
It should also be noted that the error estimator is computed without streamline
diffusion. Henceforth we will use the terms error and estimated error to describe the
L2 estimated error on either individual elements or the whole grid. We may also refer
to the error at a node which refers to the maximum value of the error basis function
sited at that node.
5.1.3 Element refinement
The BFEM2D code is capable of doing simple local and global refinement, in which
each element is divided into four new elements by joining the midsides of the original
three edges. We will refer to this approach as standard refinement (see Figure 5.2(c)).
During global refinement the additional node on each edge is used by both neighbour-
ing elements. When local refinement is used (where only those elements with error
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greater than some tolerance, ltol, are refined) if a neighbouring element is not re-
fined then the extra node on the common edge is permitted to be a hanging node.
The hanging nodes are dummy nodes that do not contribute to the linear system;
instead their value is fixed by linear interpolation between the two nodes at the ends
of the edge containing the hanging node. The code does not allow more than one
hanging node per edge, and will force refinement of a neighbouring element to achieve
this. In the results presented in this chapter the local refinement tolerance has been
set to one third of the maximum element error, ltol = (maxi=1:nel erri)/3.
BFEM2D does not coarsen the mesh, however in theory if the errors of all children
are below a certain tolerance it should be possible to coarsen them and move up the
refinement tree to the parent element. This would only be done if it did not create
any edges with two hanging nodes. In developing BFEM2D attention has been paid
to allow easy access to data for experimental purposes. As such nodal data, edge data
and element data are stored for all levels of refinement. Also a somewhat superfluous
storage of information is used for edges and elements. Although edges are defined
by two nodes, the identities of the two neighbouring elements that share that edge
are also stored. Elements are defined not only by their three nodes, but also by their
three edges. It is clear that the element could be defined by three edges, and then
the nodes could be determined by the definition of the edges, however the coding is
simpler if all this information is built into the definition of each element. With regards
to element children in refinement, we have implemented a quad-tree structure to store
each element’s hereditary lineage. Thus for each element we know the identity of its
parent in a previous mesh and its four children in subsequent meshes. In the next
section this quad-tree structure has to be adjusted as we consider a more aggressive
refinement method.
5.2 Two-dimensional refinement methods
In this section we try to extend the idea of the more intelligent refinement strategy
from Section 4.5 to two dimensions. The general idea in one dimension involved noting
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that elements with larger errors could be more highly refined, whereas those with
smaller errors may be simply bisected or even merged with neighbouring elements.
However to completely reconstruct the mesh required root finding to get elements
of the correct size. In two dimensions root finding is not feasible, therefore we look
further into anisotropic element refinement, rather than mesh reconstruction.
5.2.1 Analysing local errors
Elements with errors that are slightly higher than the local tolerance can be refined in
the standard way (see Figure 5.2(c)). Elements with errors that are much higher than
the local tolerance can be refined anisotropically to try to further reduce their errors.
When the errors (e1, e2, e3) are obtained on the three midside nodes, they represent
quadratic functions that are zero valued on all edges with the exception of the edge
the node is sited on. Figure 5.3 shows the three functions, along with their sum. Note
that these plots are on the reference element with vertices (0,1), (0,0) and (1,0). In
Figure 5.3(d) the function is normalised so that its maximum is unity, but the overall
shape of the function is preserved.
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Figure 5.3: The error basis functions on an element
5.2. TWO-DIMENSIONAL REFINEMENT METHODS 119
Now we consider two demonstrative cases, in Figure 5.4(a) the error e1, charac-
terised by the left edge, dominates the others. In Figure 5.4(b), e2 and e3 dominate
e1, but neither dominates absolutely, in this case we say e1 is recessive.
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(a) e1 : 0.3, e2 : 0.1, e3 : 0.05 (b) e1 : 0.1, e2 : 0.3, e3 : 0.4
Figure 5.4: Examples of the error function on an element
We note that the dominance is visually obvious in Figure 5.4(a) and we would
want to refine the element more to the x = 0 side. In Figure 5.4(b) we may think
it prudent to refine along the maximum error line (approximately x = 0.5) but we
must recall that these errors are merely indicators of the topology. Thus we conclude
that if e1 is so small and we are drawn away from it, the error must be concentrated
further to the right of x = 0.5, and so we aim to refine nearer the vertex (1,0).
5.2.2 An inferior method
An initial approach attempts to maintain refinement using four elements by moving
the new edge nodes. So in an element where e1 dominates, the node placed on edge
number two during refinement would be closer to edge number one in proportion with
the ratio of e1 and e3.
There are a few problems here. First, the existing nodes that have been created
for the errors may not be used (hence the need to create n4, n5 and n6 in Figure 5.5).
Second, not all the child elements are stretched in the correct direction. Clearly if e1
is dominant we would like elements to be ‘squashed up’ towards the vertical edge, and
with e1 recessive we’d like the elements away from it. These conditions do seem to
be met, however we must consider the broader picture of the mesh. In each case the
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Figure 5.5: Examples of a bad way to refine anisotropically
error values imply a gradient in the error going from left to right, thus we generally
want tall and thin elements (stretched vertically and squashed horizontally). This
more general requirement is not met, and indeed cannot be met with this method.
Creating an element that is squashed in the correct direction, inevitably creates a
neighbouring element that is stretched in same direction.
5.2.3 A better refinement method
Now we move to super -refinement. Here we use the topology of the errors, and refine
an element into seven new elements, each orientated to utilise the error topology and
the existing nodes. To super-refine an element we need to know a single dominant
or recessive edge. Decisions regarding what constitutes dominant and recessive edges
are simply made as follows. We take the three error values, e1, e2 and e3, and also
compute a mean, em = (e1+e2+e3)/3. Table 5.1 gives the rules for choosing dominant
and recessive edges. Clearly the conditions are exhaustive, with only a slight oddity
if all the ei are equal. Where we require a higher level of refinement this will be done
by assuming e1 is dominant, otherwise we revert to standard refinement.
Figure 5.6 displays how super-refinement works. In a single refinement iteration,
the element is split into seven children, and the nodes added for the error estima-
tion are used by the new elements. This means that our data structure for storing
hereditary element information must now be a “sept-tree” array.
We note that the elements are still clustered to the left in Figure 5.6(a) and to
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Table 5.1: Rules for determining error shape
Conditions Result
e2 ≤ em and e3 ≤ em edge 1 is dominant
e1 ≤ em and e3 ≤ em edge 2 is dominant
e1 ≤ em and e2 ≤ em edge 3 is dominant
e2 > em and e3 > em edge 1 is recessive
e1 > em and e3 > em edge 2 is recessive
e1 > em and e2 > em edge 3 is recessive
the right in Figure 5.6(b), but that no element is stretched horizontally. In fact none
of the new child elements is larger in the horizontal direction than children produced
by a standard refinement of the parent. It should also be noted that the central new
node (n6) is a hanging node, and so will not contribute directly to the size of the
linear system that needs to be solved to get the solution.
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Figure 5.6: Examples of super-refinement
5.3 Numerical results
Three test problems are defined on a unit square domain. They are distinguished
primarily by boundary conditions and differing convective winds. The difficulty of
each problem can be changed by adjusting the diffusivity, κ, but all the results here
are obtained with κ = 0.01 unless otherwise stated. Unfortunately using very small
diffusivity increases the Pe´clet number to an extent that the solution and error on
the initial grid are too degenerate to be utilised and a few refinement iterations are
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required to get a handle on the solution. Also with κ < 0.01, the global refinement
method would need more than five iterations to resolve the boundary layers in our
test problems, which would start to take an inordinate amount of time.
We will compute solutions using three methods: global standard refinement, local
standard refinement and local super-refinement. For simplicity we refer to these as
global, standard and super respectively.
Five refinement iterations are made with the global method. With the local
methods we use as many iterations as required to reduce the error to the level of the
fifth iteration of the global method. To allow for better presentation we sometimes
only record data at every fifth iteration. The data recorded at iterations are:
• the total time taken1 to generate the mesh, solve the problem, estimate the
error and plot the solution at the current level;
• the cumulative time taken to get to the solution at this mesh level, including
solving on all prior meshes;
• the number of elements in the current mesh;
• the number of degrees of freedom (DOF), as this may vary differently to the
above, due to hanging nodes and Dirichlet boundaries;
• the estimated error of the current solution;
• the spread of the elemental errors. Where the spread is defined as in (4.39),
that is the maximal elemental error divided by the minimal elemental error for
all elements in the current mesh;
• the effectivity ratio, which is chosen to compare the ratios of reduction in error
with the increase in elements. This is computed between lines of each table as:
(product of error and elements in previous row)/(product of error and elements
in current row). Clearly a ratio of unity is the target with higher being better
and lower being worse.
1The results were obtained on a 1.73GHz PC with 1GB of RAM.
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Recall that we do not coarsen elements, so whilst we are able to refine and reduce
the maximum error, we currently are unable to raise the minimum error, thus aiming
for a spread of unity is a bit far fetched. However we do hope that by not refining
elements with low error the local methods will show an improvement in spread over
the global method.
5.3.1 Problem 1: Boundary layer
The first test problem (P1) is a two-dimensional version of the one-dimensional prob-
lem dealt with in the previous chapter. So the left and right boundaries are held at
zero, but the top and bottom boundaries have a zero Neumann condition. There is
a source (f = 2), and a steady wind blowing from left to right (w = (1, 0)T ). Our
interest lies with the layer that is generated next to the right hand boundary.
5.3.2 Problem 2: Internal layer
The second test problem (P2) has a step function of half-width v = 2−7 on the left
hand Dirichlet boundary edge that is described by
u(0, y) =

1 if y > 0.5 + v,(
y − (0.5− v))/(2v) if 0.5− v ≤ y ≤ 0.5 + v,
0 if y < 0.5− v.
(5.2)
The top and right hand boundary are Dirichlet held at unity, and the bottom edge
is an outflow. There is no source (f = 0) and the wind is circulating (see Figure 5.7),
defined by
w =
(
2y(1− x2),−2x(1− y2))T . (5.3)
Clearly the boundary condition along the inflow edge creates an internal layer
originating near coordinates (0, 0.5), as this is convected it diffuses out into a smoother
curve which passes out through the bottom boundary. The interest is not in how well
the code deals with the step in the boundary condition therefore we use a modified
initial grid as shown in Figure 5.1(b). This grid is refined in such a way that it allows
exact modelling of the boundary condition step. In this problem we want to see how
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Figure 5.7: The circulating wind in P2
BFEM2D responds to the curved, internal layer. The importance of the curvature is
to determine how the algorithm copes with refinement in layers that are not aligned
with the underlying mesh.
5.3.3 Problem 3: Boundary singularity and two layers
For the third test problem (P3) the boundary conditions are left the same as in P2,
there is still no source term, but the wind now blows left to right (as in P1). Thus the
internal layer is propagated horizontally along the middle of the domain (y = 0.5). A
standard initial grid is used (Figure 5.1(a)) thus the algorithm will need to resolve the
boundary singularity. We are hoping to find two elements of height 2−7 near (0,0.5).
On the right hand boundary there are two separate regions. The vast majority
of the solution in the upper range 0.5 < y < 1 will have stayed at unity, and so
the boundary condition poses no problem. Whereas for the lower half (in the range
0 < y < 0.5) most of the solution will have stayed at zero, thus to satisfy the
boundary condition a layer forms. As a standard initial grid is used, we wish to
see if the adaptive method is able to deal with both the step in the inflow and the
boundary layer, but leave the vast majority of elements in the upper half, and the
lower left region of the domain relatively coarse.
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5.3.4 Results for P1
An accurate solution, obtained at the fifth iteration of the global method is given in
Figure 5.8. This gives us a view of where potential problems may arise whilst trying
to refine. The maximum solution value is approximately along x = 0.954 and the
gradient in the x direction is negative unity around x = 0.958 clearly a boundary
layer has formed to the right of these lines. Significant refinement of elements outside
this region is not required until the layer is resolved. We also note that the elements
within the boundary layer would be best stretched in the vertical direction so as to
be perpendicular to the steepest gradient change.
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Figure 5.8: Solution for problem 1
Let us for a moment consider the first iteration. On estimating the error the
elements along the right hand edge have been flagged for refinement, and so we see
in Figure 5.9 that the local methods have successfully refined the correct elements.
However we also note that in Figure 5.9(b) the super-refinement method has indeed
done a little more to resolve the boundary layer. Whilst we don’t have elements
stretched in the desired direction as we’d hoped, we do have extra refinement where
it is required.
126 CHAPTER 5. SPATIAL ADAPTIVITY IN TWO DIMENSIONS
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x
y
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x
y
(a) Local standard method
24 DOF
(b) Super-refinement method
26 DOF
Figure 5.9: Grids after one refinement for problem 1
After five iterations the global method had 16383 degrees of freedom, Figure 5.10
shows the grids of the two local methods after five iterations. Clearly far fewer degrees
of freedom are used. Also there is refinement outside the boundary layer, which
suggests that the boundary layer has been resolved, and now the errors elsewhere
in the domain are becoming significant. Although there are a few oddly shaped
refined elements due to the super method (near (0.6,0.05), (0.6,0.5) and (0.6,0.95) in
Figure 5.10(b)) the main body of the grid seems to have used standard refinement
with the super-refinement reserved for within the boundary layer. This suggests that
up to this point the elements in the boundary layer dominate the errors.
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Figure 5.10: Grids after five iterations for problem 1
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Figure 5.11: Grids after fifteen iterations for problem 1
Moving on to iteration fifteen, the grids in Figure 5.11 show that more of the
body of the domain has been refined, but in general the super method looks to have
a greater concentration of elements in the boundary layer, we check this in Figure 5.12
where we have zoomed into the right hand boundary near y = 0.5.
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Figure 5.12: Zoom of boundary layer in grids after fifteen iterations for problem 1
The zoomed image shows that there is a very distinctive change in element density
near x = 0.97, clearly this is near the edge of the boundary layer, so elements to the
left of this line need not be refined as much as those to the right. A comparison
of the two boundary layer images show that the super method (Figure 5.12(b)) has
elements of nearly half the size of the standard method inside the boundary but in
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general the elements outside the boundary layer are the same size. Once again we
fail to see tall thin elements in the boundary layer, but the elements are orientated
better and the layer is certainly resolved.
Figure 5.13 shows the solutions of the two local methods after fifteen iterations.
Whilst there is a slight discrepancy along the top edge of the boundary layer we have
a pretty good likeness to the solution in Figure 5.8 at a fraction of the work and with
less error. The global standard method had an error of 2.13×10−2 using 16383 degrees
of freedom after five iterations, whereas after fifteen iterations the local methods have
about one tenth of the degrees of freedom and the same order of error. Additionally
it has taken far less time to arrive at the solution with the local methods.
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(a) Local standard method
Estimated error: 1.16×10−2
(b) Super-refinement method
Estimated error: 1.62×10−2
Figure 5.13: Solutions after fifteen iterations for problem 1
Table 5.2 gives information for each iteration in all three methods for problem 1.
There has already been some discussion on degrees of freedom and error. The salient
points to take from the table are the explosion in time for global refinement (this is
also observed for problem 2 and 3), the dominant factor being the mesh refinement.
There may be an inefficiency in our implementation, but in general global refinement
will take longer as each element (possibly numbering in the thousands) will need
to be processed, whereas with local refinement only a few elements will need to be
refined. Furthermore the spread increases vastly for the global refinement method.
This is because the elements to the left of the domain will have errors that fall very
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Table 5.2: P1 results for κ = 0.01
(a) Global Standard Refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.16 0.16 32 15 8.79×10−1 2.04×101 -
1 0.19 0.35 128 63 5.23×10−1 1.35×102 0.42
2 0.38 0.73 512 255 3.12×10−1 9.87×105 0.42
3 1.5 2.27 2048 1023 1.52×10−1 3.58×1012 1
4 19 21 8192 4095 6.10×10−2 7.79×1016 0.32
5 367 388 32768 16383 2.13×10−2 1.68×1017 0.72
(b) Local Standard Refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.17 0.17 32 15 8.79×10−1 2.04×101 -
1 0.14 0.31 56 24 5.47×10−1 3.15×101 0.92
2 0.19 0.50 116 47 3.42×10−1 3.70×101 0.77
3 0.22 0.72 212 80 1.81×10−1 3.75×101 1.03
4 0.63 1.35 476 184 6.93×10−2 2.32×101 0.12
5 0.91 2.27 1028 380 6.80×10−2 1.68×102 0.47
6 0.66 2.93 1148 444 3.79×10−2 2.08×103 1.61
7 0.95 3.88 1268 487 2.87×10−2 8.37×102 1.20
8 3.5 7.4 2720 1033 2.59×10−2 3.77×102 0.52
9 2.5 9.9 2948 1171 1.67×10−2 3.23×103 1.43
10 2.7 13 3104 1247 2.19×10−2 8.10×103 0.72
15 2.9 28 3920 1699 1.16×10−2 4.78×107 1.49
(c) Local Super-refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.17 0.17 32 15 8.79×10−1 2.04×101 -
1 0.30 0.47 68 26 4.87×10−1 2.95×101 0.85
2 0.31 0.78 152 49 2.07×10−1 6.98×101 1.05
3 0.30 1.1 308 105 1.38×10−1 9.46×101 0.74
4 0.44 1.5 536 184 8.23×10−2 1.78×102 0.96
5 0.81 2.3 836 294 6.53×10−2 9.71×101 0.81
6 0.80 3.1 1088 395 4.21×10−2 1.46×103 1.19
7 0.92 4.0 1172 427 3.27×10−2 4.87×102 1.20
8 2.4 6.4 1892 642 2.65×10−2 1.81×102 0.76
9 4.3 11 2816 982 2.35×10−2 4.55×102 0.76
10 4.2 15 3104 1116 2.14×10−2 1.47×103 1.00
15 5.0 38 3836 1437 1.62×10−2 1.83×103 1.07
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rapidly with each refinement, whereas within the boundary layer the errors will not
fall as fast. However by the final refinement (iteration five) there are no wiggles in
the solution so we seem to have resolved the boundary layer, thus the errors in the
boundary layer elements will have reduced more quickly in this iteration, explaining
the smaller jump in spread from iteration four to five.
We turn our attention to the effectivity ratios. Clearly at each iteration of the
global method the number of elements increases by a factor of four, however the
error reduces by a factor less than four, giving some relatively low effectivity ratios in
Table 5.2(a). Looking through Table 5.2(b) the ratios generally seem better than the
global method. In Table 5.2(c) the ratios are only slightly better than the standard
method, though there is actually little difference.
Generally in the first few iterations the super method is adding extra elements
within the boundary layer, and so the number of degrees of freedom is higher than
the local method. However from the fifth iteration the number of degrees of freedom
(though not necessarily the number of elements) are fewer, as the boundary layer is
progressively resolved.
5.3.5 Results for P2
The solution obtained at the fifth refinement of the global method is shown in Fig-
ure 5.14. Clearly near the region 0 < x < 0.2, y = 0.5 elements would need to be
stretched in the x direction. However along the curved streamline we require elements
stretched at all angles, from horizontal near (0, 0.5) to vertical near (0.5, 0), which
cannot be achieved with any of the approaches discussed here. Thus we may find the
best we can do is simply to refine into smaller and smaller elements as the stretched,
super-refined elements may be of no use.
For this problem the error estimator seems to struggle, however it has still pro-
duced reasonable locally refined grids. Figure 5.15 shows the grids of local methods
after ten iterations. As predicted, in Figure 5.15(b) we don’t seem to have many
stretched elements, rather the whole region where the curved layer passes is generally
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Figure 5.14: Solution for problem 2 with κ = 0.01
refined into small homogeneously shaped elements. However it is pleasing that the
elements in the top right of the domain have not been refined at all.
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Figure 5.15: Grids after ten iterations for problem 2 with κ = 0.01
Unfortunately the curved internal layer seems to prove too difficult for the local
methods and in fifty iterations neither method is able to reduce the error lower than
7× 10−5 (the error after five global iterations). Figure 5.16 shows the grids produced
by the local methods on the fiftieth iteration.
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Figure 5.16: Grids after fifty iterations for problem 2 with κ = 0.01
The final solution after fifty iterations is given for both local methods in Fig-
ure 5.17. This time there are no obvious visible physical discrepancies when com-
pared with the solution in Figure 5.8. The error is still one or two orders of magnitude
greater than that achieved by the fifth iteration of the global method, but then the
global method used over a hundred times as many degrees of freedom.
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Figure 5.17: Solutions after fifty iterations for problem 2 with κ = 0.01
Table 5.3 gives information for each iteration in all three methods for problem 2.
The spreads in this problem are slightly less well contained by our local methods.
This is likely to be because of the very placid regions along the lower and upper
parts of the left hand boundary. Some elements here have been refined, (possibly
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Table 5.3: P2 results for κ = 0.01
(a) Global Standard Refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.22 0.22 70 26 5.83×10−2 3.75×102 -
1 0.25 0.47 280 122 1.59×10−2 2.47×103 0.92
2 0.78 1.3 1120 524 4.80×10−3 2.06×107 0.83
3 6.0 7.3 4480 2168 1.15×10−3 6.00×109 1.04
4 94 101 17920 8816 2.86×10−4 5.45×1013 1.01
5 1858 1959 71680 35552 7.18×10−5 1.68×1013 1.00
(b) Local Standard Refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.19 0.19 70 26 5.83×10−2 3.75×102 -
5 0.22 1.2 211 81 2.04×10−2 9.84×102 0.95
10 0.36 3.3 532 214 8.29×10−3 1.45×103 0.98
15 0.77 6.2 943 385 4.04×10−3 3.67×103 1.16
20 0.78 9.9 1165 491 3.20×10−3 9.23×102 1.02
25 1.3 15 1678 733 2.75×10−3 1.38×103 0.81
30 1.3 21 1939 872 2.14×10−3 1.81×103 1.11
35 1.6 28 2476 1123 1.58×10−3 1.82×103 1.06
40 2.0 38 3127 1430 1.11×10−3 6.30×102 1.13
45 2.8 50 3835 1759 9.34×10−4 2.61×103 0.97
50 3.0 64 4177 1927 8.63×10−4 2.56×103 0.99
(c) Local Super-refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.17 0.17 70 26 5.83×10−2 3.75×102 -
5 0.25 1.3 304 110 1.50×10−2 4.94×102 0.89
10 0.59 3.6 739 273 7.32×10−3 8.77×102 0.84
15 1.8 8.3 1609 602 5.17×10−3 2.70×103 0.65
20 1.8 17 1981 782 2.94×10−3 2.84×103 1.43
25 2.7 27 2515 1022 2.72×10−3 4.45×103 0.85
30 3.4 43 3193 1317 1.82×10−3 1.14×103 1.18
35 7.9 72 4714 1912 1.75×10−3 2.35×103 0.70
40 8.3 111 5404 2249 1.33×10−3 3.89×103 1.15
45 11 163 6445 2691 1.26×10−3 4.46×103 0.89
50 12 224 7099 2990 1.12×10−3 4.94×103 1.02
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to reduce hanging nodes in neighbouring edges) but we know the error further away
from y = 0.5 to be very low indeed. These refined elements are likely to have made
the minimum error very small, thus exploding the spread.
The error estimator had a slight problem with estimating the errors in one or
two grids, occasionally the error did not decreases monotonically as the number of
elements increased. This was localised behaviour as in Table 5.3 the error is decreasing
monotonically for every fifth iteration.
Considering the effectivity ratios we find that the global method rather quickly
gives a consistent ratio of unity. This suggests that our initial grid almost completely
resolves the step giving us ideal convergence of the error. This also tells us that our
error estimator is behaving correctly. The local methods display good ratios, however
the super method seems slightly inferior. This is likely to be due to the inability of
the super method to refine along the curved streamline.
We now run this problem again with a smaller diffusivity, κ = 1/4096. As the
initial grid resolves the singularity, we are able to get a well behaved computational
solution in five iterations of the global method as shown in Figure 5.18. This time
Figure 5.18: Solution for problem 2 with κ = 1/4096
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the layer does not smooth out as much due to the lower diffusivity. Thus we see
that along the outflow (y = 0) we still have a narrow step: 0.45 < x < 0.55. In the
previous problem the step was quite wide: 0.2 < x < 0.8.
Unfortunately once again the local methods used are not able to reduce the error
to a satisfactory level, but notice in the meshes (Figure 5.19) that the refinement is
localised well with only a few exceptions.
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Figure 5.19: Grids after fifty iterations for problem 2 with κ = 1/4096
This time there is an obvious discrepancy between the two local solutions. The
standard method has not been able to fully resolve the layer, thus we see a visible
overshoot in Figure 5.20(a) near the boundary step, but also along the top edge of
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Figure 5.20: Solutions after fifty iterations for problem 2 with κ = 1/4096
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Table 5.4: P2 results for κ = 1/4096
(a) Global Standard Refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.17 0.17 70 26 3.09×10−1 8.75×101 -
1 0.25 0.42 280 122 5.01×10−1 8.56×103 0.15
2 0.95 1.4 1120 524 3.35×10−1 1.23×107 0.37
3 5.6 7.0 4480 2168 3.44×10−2 2.72×1012 2.43
4 96 103 17920 8816 7.76×10−3 3.97×1020 1.11
5 1857 1960 71680 35552 2.82×10−3 3.91×1040 0.69
(b) Local Standard Refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.17 0.17 70 26 3.09×10−1 8.75×101 -
5 0.28 1.9 289 108 1.41×10−0 9.79×103 0.05
10 0.39 4.4 727 286 4.30×10−1 1.05×105 1.30
15 0.89 7.9 1351 569 2.96×10−1 2.15×106 0.78
20 1.1 13 1705 717 5.10×10−2 1.99×106 4.60
25 1.6 20 2116 887 1.33×10−0 6.07×107 0.03
30 1.7 28 2356 988 6.86×10−1 4.54×109 1.74
35 1.8 37 2545 1078 2.90×10−2 7.79×108 21.86
40 2.1 47 2806 1187 6.26×10−2 1.36×108 0.42
45 2.8 60 3205 1345 6.76×10−2 1.06×1010 0.81
50 3.0 75 3544 1501 2.97×10−2 8.65×107 2.06
(c) Local Super-refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.17 0.17 70 26 3.09×10−1 8.75×101 -
5 0.28 1.7 295 98 2.54×10−1 4.05×103 0.29
10 0.64 4.3 745 266 3.12×10−1 2.45×105 0.32
15 0.88 8.3 1183 428 6.85×10−2 3.57×106 2.87
20 2.3 15 1981 731 1.03×10−1 1.41×107 0.40
25 3.3 29 2800 1034 6.12×10−2 8.88×106 1.19
30 3.9 47 3139 1144 2.97×10−2 6.66×106 1.84
35 4.7 70 3433 1245 1.79×10−2 2.72×106 1.52
40 7.0 104 4450 1628 2.28×10−2 3.00×106 0.61
45 12 146 5209 1917 3.16×10−2 3.93×106 0.61
50 12 201 5836 2144 1.43×10−2 6.03×107 1.97
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the layer. This has meant that the outflow is not refined enough and we can see it is
rather roughly represented. The super method manages to resolve the boundary step
and much of the layer. The only rough part visible in the solution is the lower edge
of the layer near the outflow as seen in Figure 5.20(b) . Whilst the error of the super
method is less than half of the standard method both are still an order of magnitude
greater than the global method after five iterations.
An increase in error, despite an increase in the number of elements, occurs in
Table 5.4(a) at iteration two, Table 5.4(b) at iterations 5, 25, 40 and 45 and in
Table 5.4(c) at iterations 10, 20, 40 and 45. This displays the difficulty all the
methods have with solving this problem.
This is indeed a harder problem to solve as the diffusivity is lower, thus the
effectivity ratios are quite erratic as compared to the previous problem (see Table 5.3).
The global and standard methods are clearly behaving in a much more irregular way,
however the super method seems not to have degenerated as much as the effectivity
ratios seem better behaved overall. Furthermore the super method actually has the
lowest maximal error of all the displayed iterations, and seems to have a better control
over the spread.
5.3.6 Results for P3
An accurate solution to the problem is given in Figure 5.21. This time there are three
issues to address, there is the singularity at (0,0.5), the internal layer near y = 0.5
and the boundary layer along part of x = 1.
After five iterations (Figure 5.22) whilst a little attention has been paid to the
step, it seems that most efforts have gone to resolving the boundary layer. However
we do once again note that the super-refinement method has managed to do some
extra work near the step and started working on the internal layer as well. This has
come at the cost of having nearly 50% more degrees of freedom, but has resulted in
the estimated error for the super method being less than half of the estimated error
for the standard method at this stage.
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Figure 5.21: Solution for problem 3
After ten refinement iterations we are happy to see that the upper region of the
domain and the bottom left corner are relatively untouched, with three elements in
the mesh generated by the super-refinement method not being refined at all.
By the tenth iteration the singularity at (0,0.5) is resolved completely by the super
method. The elements on the boundary on either side of y = 0.5 have height 2−7
whilst the standard method has only refined to a height of 2−6.
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Figure 5.22: Grids after five iterations for problem 3
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Figure 5.23: Grids after ten iterations for problem 3
The final solutions are obtained at different levels, with the local standard method
beating the global method by the twenty-fifth iteration, whilst the super method only
takes twenty iterations. Figure 5.24 shows the grids at these final iterations.
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Figure 5.24: Grids after twenty-five local and twenty super iterations for problem 3
Broadly we see that the whole upper region (y > 0.75) and most of the lower
region that is not in the boundary layer is not refined very much. Though details
of the boundary layer are difficult to make out, we can see that in general the lower
part of the boundary (y < 0.5) is very well refined, and as we move up the boundary
the level of refinement in the elements decreases.
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Figure 5.25 takes a closer look at the inflow step. The standard method has now
resolved it, with elements of height 2−7. The super method had achieved this by the
tenth iteration, and thankfully has not further refined the elements on the boundary.
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Figure 5.25: Zoom of inflow step in grids at final iteration for problem 3
In Figure 5.26 we take a closer look at the boundary layer. It is pleasant to see a
small degree of stretching in the super method grid.
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Figure 5.26: Zoom of boundary layer in grids at final iteration for problem 3
Looking at the solutions in Figure 5.27 the refinement processes have allowed us to
capture the relevant features of the solution, whilst leaving flat regions of the solution
quite coarse. The only slight visible discrepancy is in Figure 5.27(a), in the corner
(1,0) where we can see a rather rough start to the boundary layer. The super method
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does have a slightly smoother start to the boundary layer in this region, however
there is still a visible edge to the boundary layer in Figure 5.27(b).
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Figure 5.27: Solutions at final iterations for problem 3
Table 5.5 gives information for each iteration in all three methods for problem 3.
Once again we see a slight irregularity with the error estimator. In Table 5.5(b)
iteration three, and in Table 5.5(c) iterations four, eight and ten have a higher error
estimate than the previous iteration. In general however the errors are decreasing.
This time the effectivity ratio of the global method slowly rises to a best of 0.72,
so we do not really get close to unity. The local methods once again have little to
distinguish them from one another, but both perform very well. Each local method
actually reduces the error by about two orders of magnitude whilst increasing the
number of elements by about the same amount as each other.
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Table 5.5: P3 results for κ = 0.01
(a) Global Standard Refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.17 0.17 32 12 2.79×10−1 6.18×101 -
1 0.19 0.36 128 56 1.67×10−1 1.01×104 0.42
2 0.39 0.75 512 240 1.01×10−1 8.69×107 0.41
3 1.7 2.5 2048 992 4.95×10−2 4.15×1010 0.51
4 19 22 8192 4032 2.00×10−2 7.73×1015 0.62
5 356 378 32768 16256 6.96×10−3 5.52×1014 0.72
(b) Local Standard Refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.17 0.17 32 12 2.79×10−1 6.18×101 -
1 0.16 0.33 47 17 2.11×10−1 1.94×102 0.90
2 0.19 0.52 92 32 1.22×10−1 2.21×102 0.88
3 0.20 0.72 161 56 2.01×10−1 6.61×103 0.35
4 0.22 0.94 176 64 8.24×10−2 2.12×103 2.23
5 0.23 1.2 242 79 6.87×10−2 1.49×103 0.87
6 0.24 1.4 281 93 6.06×10−2 1.21×103 0.98
7 0.28 1.7 338 119 5.56×10−2 4.40×103 0.91
8 0.28 2.0 362 130 3.62×10−2 1.72×103 1.43
9 0.31 2.3 398 147 2.81×10−2 5.55×102 1.17
10 0.5 2.8 569 186 2.06×10−2 5.29×102 0.95
15 1.1 6.8 1247 381 1.26×10−2 1.67×103 0.75
20 2.1 15 2216 803 7.73×10−3 1.60×104 0.92
25 3.5 28 3128 1112 6.38×10−3 7.66×103 0.86
(c) Local Super-refinement
Time (s) Estimated Effect.
Iter. Curr. Cumul. Elements DOF Error Spread Ratio
0 0.17 0.17 32 12 2.79×10−1 6.18×101 -
1 0.16 0.33 53 18 1.89×10−1 1.53×102 0.89
2 0.20 0.53 125 41 1.40×10−1 2.48×102 0.57
3 0.22 0.75 197 71 6.11×10−2 3.70×103 1.45
4 0.27 1.0 293 99 8.23×10−2 1.86×103 0.50
5 0.28 1.3 335 116 3.31×10−2 2.25×103 2.17
6 0.41 1.7 461 148 2.27×10−2 2.39×103 1.06
7 0.56 2.3 605 203 1.63×10−2 5.21×102 1.06
8 0.84 3.1 833 277 1.77×10−2 1.85×104 0.67
9 0.66 3.8 881 301 1.36×10−2 1.09×104 1.23
10 0.74 4.5 983 339 1.48×10−2 3.42×103 0.82
15 2.5 13 2177 695 7.92×10−3 5.92×102 0.84
20 4.2 31 3026 1077 5.89×10−3 1.13×103 0.97
Chapter 6
Conclusions
6.1 On adaptive time-stepping
Whilst the derivation of the adaptive BDF2 method in Section 2.3.1 is quite standard,
our quartic solution methodology of step-size choice is novel. This method is a far
more direct way to choose the step size and the results show that it outperforms the
more standard cubic ratio method.
In Section 2.3.3 we observed that the benefits of lower truncation error in the
trapezoidal rule can be obtained without the hindrance of step size stagnation if the
method is stabilised appropriately. The trapezoidal rule is simpler to implement than
the derived adaptive BDF2 method and we know that the former is the most accurate
second-order method. Furthermore we even find find that higher order commercial
algorithms can struggle to solve some problems in comparable time to these simpler
academic codes.
The only negative point regarding StabTR is the loss of accuracy at the averaging
step for which we have proposed two solutions: manufacturing a second order accurate
averaging step, or making the choice of which step to average more intelligent.
When the NAG subroutine D02NH was incorporated into BFEM in Section 4.3
we noted that despite our earlier observations in Chapter 2 there was indeed a re-
duction in the number of time-steps being used, but that the clock time taken to
reach the solution was higher than when using StabTR. Whilst the NAG subroutine
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does seem to scale better in time as well as number of time-steps as we reduce the
temporal tolerance, the decision was made to stick with using StabTR due to its
simpler interface.
6.2 On one-dimensional adaptivity
As our work on adaptivity in one dimension progressed through Section 4.2 we ob-
served that the error estimate-driven adaptive meshing in BFEM outperformed the
monitor function-driven moving mesh routine D03PSF from the NAG library.
Whilst we considered a better method to generate an initial mesh, the observations
of BFEM’s error estimate-based adaptivity and the theoretical benefits of NAG’s
moving mesh methodology resulted in a convergence of ideas. Our intelligent moving
mesh strategy introduced in Section 4.5 utilises the details of the error and knowledge
of the way the error changes to carefully move the nodes of a mesh. This does come
at an additional cost of root finding to place the nodes, but we observe far quicker
equidistribution of errors than when a monitor function or even an adaptive mesh
is used.
A new mesh reconstruction technique was proposed that would use this intelligent
mesh moving method, but allow for changes in the number of elements. This would
be very simple to implement but is left as a possible extension to this work.
6.3 On two-dimensional adaptivity
We have found that whilst the super-refinement method introduced in Section 5.2.3
doesn’t manage to create a mesh completely tailored to the topology of the solution
as we had hoped, it does have merit. In general the previous results presented in
Section 5.3 have shown that the super-refinement method is more or less on a par
with standard local refinement, and it can surpass the latter under certain conditions.
In Section 5.3.5 the results for Problem 2 (defined in Section 5.3.2) confirmed an
expectation that the super-refinement method is not effective at refining to resolve
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layers that do not match the underlying mesh. Thus the underlying initial mesh is im-
portant and it would be interesting to use this refinement method on an unstructured
initial mesh.
The advantage of the super-refinement method is immediately realised in simple
problems, but we have issues with accurate error estimation with higher Pe´clet num-
bers. This does not dismiss the idea of super-refinement, it merely suggests that the
method of anisotropic error estimation needs to be improved. A simple attempt at
improving this estimator would be to use streamline diffusion for the error computa-
tion. Another suggestion would be to use a stable error estimator to determine which
elements have high error, but use our current estimator to determine anisotropy. This
could however be an academic exercise as it is not usually practical to compute two
error estimates for each refinement.
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Appendix A
Time integration codes for IFISS
These codes are included on companion CD at the back of this thesis. Placing the
heat equation folder into the IFISS 2.2 folder allows these files to be used.
A.1 heat.m
The solver code was modified to allow different solver algorithms to be used.
function [u,tt, u_max]=heat(uzero,M,A,nstep,tzero,factor,method);
% solves heat equation using given method:
% 1=Backward Euler, 2=Trapezoidal, 3=BDF2, 4=Stabilised TR, 5=adaptivebdf2
% [u,tt, u_max]=heat(uzero,M,A,nstep,tzero,factor,method);
%M1 = M;
%inds = find(uzero==0);
%M(inds,:)=0;
%M(:,inds)=0;
n=length(uzero);u=zeros(n,nstep+1);tt=zeros(nstep+1,1);
uc=uzero;t=tzero; u(:,1)=uzero;tt(1)=0;
u_max = zeros(nstep+1, 1);
u_max(1) = max(uzero);
switch (method)
case 1
% Backward Euler
disp(’Solving with Backward Euler’)
for step=1:nstep
tt(step+1)=tt(step)+t;
uc=(M+t*A)\(M*uc);
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t=factor*t;
u(:,step+1)=uc;
u_max(step+1)=max(uc);
end
case(2)
% Trapezoidal rule
disp(’Solving with Trapezoidal Rule’)
for step=1:nstep
tt(step+1)=tt(step)+t;
uc=(M+(t/2)*A)\((M-(t/2)*A)*uc);
t=factor*t;
u(:,step+1)=uc;
u_max(step+1)=max(uc);
end
case(3)
% BDF2
%% For first step use Trapezoidal Rule
% uc=(M+(t/2)*A)\((M-(t/2)*A)*uc);
%% For first step use Backward Euler
disp(’Solving with BDF2’)
uc=(M+t*A)\(M*uc);
for step=2:nstep+1
tt(step)=tt(step)+t;
t=factor*t;
u(:,step)=uc;
u_max(step)=max(uc);
uc=(3*M+2*t*A)\M*(4*uc-u(:,step));
end
case(4)
%StabTR
%Compute tfinal
tfinal = 0;
for i=1:nstep
tfinal=tfinal+t;
t=factor*t;
end
% RHS vector
b=zeros(size(uzero));
% tolerance
tol = 1e-4;
% tstar
tstar=1e4;
disp(’Solving with Stabilised Trapezoidal Rule’)
[tt,u,time] = stabTR(A,M,b,uzero,tzero,tfinal,tol,tstar);
case(5)
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%adapbdf2
%Compute tfinal
tfinal = 0;
t=tzero;
for i=1:nstep
tfinal=tfinal+t;
t=factor*t;
end
% RHS vector
b=zeros(size(uzero));
% tolerance
tol = 1e-4;
disp(’Solving with Adaptive BDF2’)
[tt,u,time] = adapbdf2(A,M,b,uzero,tzero,tfinal,tol);
end
return
A.2 solve heat.m
The driver code. This would have to be changed to adjust, step sizes, and methods
used.
gohome, cd heat_equation
[u,tt]=heat(x_gal,M,Agal,20,5e-1,1,3);
heatplot(u,tt,xy,x,y,0.3);
A.3 makexsec.m
A code for creating overlaid cross-section plots. The xsection function was also
adjusted to output the area of the cross-section, but this information was not used
in this work.
% script that makes a series of xsections
n = size(u,2);
areas = zeros(n);
for i = 1:n
[a, b, areas(i)] = xsection(qmethod,xy,u(:,i), 0.5, 23);
hold on
pause(0.2)
end
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A.4 bdf2heat2.m
This is a modified version of the bdf2heat code allowing the parameter ft to be used.
This code is used towards the end of Section 2.2.4.
function [u, tt] = bdf2heat2(ndiv,tfinal,dt0,tfactor)
%bdf2heat2 bdf2 solution of 1-D heat equation
% [u, tt] = bdf2heat(ndiv,tfinal,dt0,tfactor);
% input
% ndiv # of spatial subdivisions
% tfinal final time
% dt0 initial stepsize
% tfactor factor by which to increase stepsize
% output
% u solution vector
% tt discrete time evolution
%
h=1/ndiv;
fprintf(’subdivision parameter : %g\n’,h)
dt=dt0;
r=dt/h^2;
x=h:h:1-h;
factor = tfactor;
%%%% define and plot initial condition
%u=min(2*x,2-2*x);
u=4*x.*(1-x);
plot([0,x,1],[0,u,0],’-k’,[0,x,1],[0,u,0],’or’)
axis(’square’), pause(1), shg, hold on
%%%%
N=length(u);
fprintf(’initial timestep : %g\n’,dt)
%%%%% Do Crank-Nicholson for first step
oldu = u’;
alpha=1-r; beta=r/2;
v(1)=alpha*u(1)+beta*u(2);
for i=2:N-1
v(i)=beta*u(i-1)+alpha*u(i)+beta*u(i+1);
end
v(N)=beta*u(N-1)+alpha*u(N);
gamma=-r/2; alpha=1+r;beta=-r/2;
u=trisolve(ndiv-1,gamma,alpha,beta,v);
plot([0,x,1],[0,u’,0],’-b’)
tt(1:2) = [0,dt];
t=dt;
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flag=0;
n=2; %step counter
%%%%% Do BDF2 for remainder
while tt(n) < tfinal & flag==0
if tt(n)+dt*factor>=tfinal
factor = (tfinal-tt(n))/dt;
flag=1;
end
dt=dt*factor;
alpha0 = factor^2/(1+2*factor);
alpha1 = -(1+factor)^2/(1+2*factor);
beta2 = (1+factor)/(1+2*factor);
tt(n+1) = tt(n)+dt;
r=dt/h^2;
alpha=1-r; beta=r/2;
v = alpha1*u + alpha0*oldu;
oldu = u;
gamma=beta2*r; alpha=-(2*beta2*r+1);beta=beta2*r;
u=trisolve(ndiv-1,gamma,alpha,beta,v);
plot([0,x,1],[0,u’,0],’-b’)
n=n+1;
end
hold off
title([’BDF2 Scheme: r is ’,num2str(r)])
xlabel(’x’), ylabel(’temperature’)
return
A.5 adapbdf2.m
This is the adaptive BDF2 code that has been produced.
function [DT,U,time] = adapbdf2(A,M,b,uzero,dtzero,tfinal,tol)
%adapbdf2 smart integrator based on adaptive bdf2
% [DT,U,time] = adapbdf2(A,M,b,uzero,dtzero,tfinal,tol);
% input
% A, M, b specified ODE system: M udot + A u = b
% uzero initial condition
% dtzero initial timestep
% tfinal final time
% tol local accuracy error tolerance
% output
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% DT timestep history
% U solution history
% time discrete time evolution
%
% G.K. Prinja 21st December 2006
fprintf(’solving ODE system ...\n’)
ub=uzero; N=length(b); T=tfinal; dt0=dtzero;
%%%preallocate array dimensions
DT = zeros(1,50); U = zeros(N,50); time = zeros(1,50);
%%% first time step as TR
[lm,um] = lu(M);
udotb = um\(lm\(-A*ub+b)); % du/dt(0)
u = (M+(.5*dt0)*A)\((M-(.5*dt0)*A)*ub+dt0*b); % first TR step
udot = 2*(u-ub)/dt0 - udotb; % du/dt(dt0)
dt = dt0; t = dt;
n=2; % time step index
DT(1:2) = [dt0, dt0];
U(:,1) = ub; U(:,2) = u;
time(1:2) = [0,dt0];
oldudiff = u-ub;
%%% loop until time limit is reached
flag = 0; nrej = 0;
while (t<=T) && (flag==0)
if t+dt>T, dt = T-t; flag = 1; end % fix final time step
%%%%%%% Some useful bits
dtsum = dt+dt0;
denom = dtsum+dt;
dtfactor = dt*dtsum/denom;
dtratio = dt/dt0;
%%%%%%% general BDF2 step
v = (M+dtfactor*A)\(b - A*u + dtratio*M*oldudiff/dtsum);
w = (1+dtratio)*udot - dtratio*oldudiff/dt0;
bdf2update = dtfactor*v;
upbdf2 = u + bdf2update;
udiff = bdf2update - dt*w;
d_vec = dtsum*udiff/(2*dtsum+dt);
d = sqrt(d_vec’*M*d_vec);
%%%%%% time step test
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if d < 1.1*tol
%%%%% accepted step
dt0 = dt;
t = t+dt0;
u = upbdf2;
udot = v - dtratio*oldudiff/dtsum;
oldudiff=bdf2update;
n = n+1;
%%%%%% save solution data
if n > length(time) % need to allocate more memory
DT = [DT zeros(1,100)];
U = [U zeros(N,100)];
time = [time zeros(1,100)];
end
DT(n) = dt; U(:,n) = u; time(n) = t;
%%%%%% compute the next timestep
temp = (tol*dtsum^2*dt^2)/(d*denom);
temp1 = 6*(81*temp^4+3*temp^2*dt^6)^(1/2);
temp2 = (54*temp^2+dt^6+temp1)^(1/3);
temp3 = ((temp2^2+dt^4+dt^2*temp2)/temp2)^(1/2);
sr3 = 3^(1/2);
%%%%%% positive real solution of quartic equation
dt = -1/2*dt+1/6*sr3*temp3+1/6*(-(-6*dt^2*temp2*temp3+...
3*temp3*temp2^2+3*temp3*dt^4-36*temp*sr3*temp2)/temp2/temp3)^(1/2);
else
%%%%%% rejected step
nrej = nrej + 1;
disp([’Timestep rejection at step ’,int2str(n)])
%%%%%% reduce the timestep in a rational way
dt = dt*(tol/d)^(1/2);
end
end
%%% end of timestep loop
%%% finishing touches
fprintf(’finished!\n’)
DT = DT(1:n); U = U(:,1:n); time = time(1:n);
if nrej>0, disp([int2str(nrej),’ rejections, tol = ’,num2str(tol)]), end
return
Appendix B
Analytic solution of a
one-dimensional diffusion problem
Here the analytic solution of test problem P3 in Section 2.2.1 is derived from scratch
using the usual separation of variables method. The solution is known to be nonzero
(because of the initial condition) so
u 6= 0 ∀x, t. (B.1)
It is assumed that the solution can be separated
u(x, t) = X(x)T (t). (B.2)
Substitute this into the original equation (2.1) and rearrange to get each of the
independent variables on separate sides. The two variables (x and t) can vary inde-
pendently, therefore to maintain equality, the two sides must be constant
XT ′ = X ′′T, (B.3)
T ′(t)/T (t) = X ′′(x)/X(x) = λ. (B.4)
The boundary conditions also change when this separated solution is used:
u(0, t) = X(0)T (t) = 0
u(1, t) = X(1)T (t) = 0
t > 0 =⇒ X(0) = 0
X(1) = 0
as T (t) 6= 0 when t > 0. (B.5)
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First we solve the spatial part,
X ′′ = λX. (B.6)
Taking different values for λ and applying the boundary conditions gives different
results. The two cases where we assume that λ is strictly positive or that it is zero
each give the trivial solution. So we concentrate on the case where λ is strictly
negative and can be written in the form
λ = −ω2 < 0. (B.7)
The general solution of (B.6) becomes
X(x) = A cos(ωx) +B sin(ωx). (B.8)
Apply the boundary conditions,
X(0) = A = 0,
X(1) = B sin(ω) = 0.
(B.9)
Assuming that B 6= 0 (otherwise it is the trivial solution again) a condition on
ω appears
ω = npi n = 1, 2, 3, ... (B.10)
This gives a series of orthogonal solutions, and a series of values of λ
Xn(x) = Bn sin(npix) λn = −(npi)2 n = 1, 2, 3, ... (B.11)
Now solve the temporal part of the problem, from (B.4) write
T ′ = λT. (B.12)
It has been shown that there are many values of λ which will give a series of solutions
for T , this is written
T ′n = −(npi)2Tn. (B.13)
The general solution is obvious
Tn = Ane
−(npi)2t n = 1, 2, 3, ... (B.14)
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So now combine the Xn and Tn (letting An now be the product of the two un-
knowns An and Bn) and sum the series of solutions to get the solution of the origi-
nal equation
u(x, t) =
∞∑
n=1
An sin(npix)e
−(npi)2t, (B.15)
now apply the initial condition to determine the values of An
u(x, 0) =
∞∑
n=1
An sin(npix) = 4x(1− x). (B.16)
Treat this as a Fourier Series by multiplying by sin(mpix) and integrating over
the domain.∫ 1
0
∞∑
n=1
An sin(npix) sin(mpix)dx =
∫ 1
0
4x(1− x) sin(mpix)dx, (B.17)∫ 1
0
Am
4
sin2(mpix)dx =
∫ 1
0
x(1− x) sin(mpix)dx. (B.18)
Use a trigonometric identity on the left, and perform integration by parts on the
right to do the integrals.
Am
8
∫ 1
0
1− cos(2mpix)dx =
[−x(1− x) cos(mpix)
mpi
]1
x=0
+
∫ 1
0
(1− 2x)cos(mpix)
mpi
dx
(B.19)
The left hand side can now be integrated easily. The evaluated part on the right
hand side can be seen to be zero, and one more integration by parts is required
Am
8
[
x− sin(2mpix)
2mpi
]1
x=0
=
[
(1− 2x)sin(mpix)
(mpi)2
]1
x=0
+
∫ 1
0
2
sin(mpix)
(mpi)2
dx,
Am
8
=
[
− 2cos(mpix)
(mpi)3
]1
x=0
,
Am =
16
(mpi)3
(1− cos(mpi)). (B.20)
This can be rewritten as
Am =
16
(mpi)3
(1− (−1)m). (B.21)
So the final analytic solution is
u(x, t) =
∞∑
n=1
16(1− (−1)n) sin(npix)e−(npi)2t
(npi)3
. (B.22)
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Clearly as this is an infinite sum it cannot be evaluated exactly, however the
terms shrink very rapidly as n increases so a solution can be obtained to a number
of decimal places without too much effort. In this case
u(0.5, 0.2) = 0.143363109. (B.23)
Appendix C
Proof of Proposition 2.3.1
This is a proof of Proposition 2.3.1 that the quartic solution used to determine step
sizes in our adaptive BDF2 code has only one positive solution.
C.1 Notation
There are three different types of notation that are in use. First the notation used in
Section 2.3.1 where we derive the adaptive BDF2 method, second a simplified set of
symbols that we use in this proof, and finally the designations used when writing the
adaptive BDF2 code given in Appendix A.5. In Table C.1 we declare the relations
between these notation strategies.
C.2 The equation and its solutions
The equation we want to solve is (2.67), which we restate here,
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(C.1)
We rewrite this with simpler notation as
x4 + 2ax3 + a2x2 − 2tx− ta = 0. (C.2)
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Table C.1: Notation used in different places
Section 2.3.1 Here BDF2 Code
∆tn+1 x
∆tn a dt
∆tn−1 b dt0
tol c tol
‖dn‖ d d
e dtsum = dt+ dt0
f denom = 2 ∗ dt+ dt0
t temp = (tol ∗ dtsum2 ∗ dt2)/(d ∗ denom)
u temp1 = 6 ∗ (81 ∗ temp4 + 3 ∗ temp2 ∗ dt6)1/2
v temp2 = (54 ∗ temp2 + dt6 + temp1)1/3
w temp3 =
(
(temp22 + dt4 + dt2 ∗ temp2)/temp2)1/2
r sr3 = 31/2
The four solutions were obtained viaMatlab’s solve function, but required a great
deal of substitution and simplification. Thus we do not present the working here and
only give the four solutions:
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C.3 Proof
C.3.1 Check the solutions
We first prove that these are the four solutions of the quartic by substitution. Due to
the verbose nature of the equations involved we use the symbolic toolbox inMatlab
to do the algebraic manipulation. A Matlab script and the output are given here.
% Declare basic variables
syms x a b c d
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% Declare extra (temporary) variables
e = a+b; f = 2*a+b;
t = (c*e^2*a^2)/(d*f);
u = 6*(81*t^4 + 3*t^2*a^6)^(1/2);
v = (54*t^2 + a^6+u)^(1/3);
w = ((v^2 + a^4 +a^2*v)/v)^(1/2);
r = sqrt(3);
% The quadratic function
func = x^4 + 2*a*x^3 + a^2*x^2 - 2*t*x - t*a;
% The solutions
sols = [ -a/2 + r*w/6 + r/6*( 2*a^2 -v -a^4/v +12*t*r/w)^(1/2);
-a/2 + r*w/6 - r/6*( 2*a^2 -v -a^4/v +12*t*r/w)^(1/2);
-a/2 - r*w/6 + r/6*( 2*a^2 -v -a^4/v -12*t*r/w)^(1/2);
-a/2 - r*w/6 - r/6*( 2*a^2 -v -a^4/v -12*t*r/w)^(1/2);];
% Check these are solutions
for i = 1:4
x = sols(i);
simplify(eval(func))
end
In the script the problem is set up symbolically, and the four solutions are substi-
tuted into the quartic and evaluated, the output is rather mundane but important.
ans =
0
ans =
0
ans =
0
ans =
0
Each substitution returns zero, proving that each one is indeed a solution of
the quartic.
166 APPENDIX C. PROOF OF PROPOSITION 2.3.1
C.3.2 The coefficients used
Let us first consider the basic coefficients, a, b, c and d. By assumption in Proposition
2.3.1 these are all strictly positive. We also note that as they are in fact step sizes,
a tolerance and the norm of a truncation error; these are certainly real and we can
assume they are positive1. The compound, temporary coefficients are determined
as follows:
e = a+ b, (C.7)
f = 2a+ b, (C.8)
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, (C.9)
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, (C.10)
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r = 31/2. (C.13)
Clearly all the above are also positive. Now we shift our attention to the forms of
the four solutions.
C.3.3 Complex solutions
First consider the square rooted term in solutions (C.5) and (C.6):
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v
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We can make a substitution here and put v = ga2 without loss of generality.
Clearly as we know v and a are each strictly positive we also know that g is strictly
positive. So now we can write
2a2 − ga2 − a
4
ga2
− 12tr
w
. (C.15)
Simplifying this we can write
(2− g − 1/g) a2 − 12tr
w
. (C.16)
1It is possible to consider negative step sizes, but we do not.
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We recall that g > 0, thus the bracketed term has a maximum value of zero, so when
the final term is subtracted the overall value is strictly negative. This proves that
solutions x3 and x4 are a complex conjugate pair, as the square rooted term will
be negative. At this point it is pertinent to recall that for a polynomial with real
coefficients all solutions are either real or appear as complex conjugate pairs.
C.3.4 The two remaining solutions
We now wish to determine some details about the solutions x1 and x2. To do this we
first note that the coefficient of x0 in a polynomial is the product of all the solutions,
and in this case the product is negative. We now also know that two of our solutions
are a complex conjugate pair.
If two solutions appear as a complex conjugate pair they can be written as
x3 = l + im, (C.17)
x4 = l − im. (C.18)
The product of these solutions will be l2+m2 which is strictly positive. This is useful,
as we now know that the product of x1 and x2 must be negative, and therefore they
cannot be a complex conjugate pair and must indeed be real. We also note that if
their product is negative the two solutions must be of opposite sign.
If we recall that all our variables are strictly positive, then as in (C.4) the square
root term is subtracted we know that the value of x2 must be lower than that of x1
and therefore x2 must be the negative real solution. This leaves x1 as a real solution
that must be positive.
Thus we have shown that the quartic has one real positive solution (x1), one real
negative solution (x2) and a complex conjugate pair of solutions (x3 and x4).
This concludes the proof.
Appendix D
BFEM1D Code
The BFEM1D code was written to produce numerical results in this thesis. The
results obtained in Chapter 4 have been generated using various versions of this
code. Here we present a basic overview of important files. The code is commented
to try to aid the reader.
The BFEM1D package is available on the companion CD at the back of this thesis.
D.1 solvecd.m
This is the driver file. Edit this to setup a problem, and run it to solve the problem.
% Driver for Convection Diffusion problems
%
% Copyright (c) July 2008 G.K. Prinja
disp(’Entering parameters.’)
%%% Viscosity
v = 0.1
%%% Wind (blowing to the right)
w = 5
%%% Source/Forcing term (constant)
f = 2
%%% Length of domain
l = 1
%%% Left Boundary value (For steady state problems)
u0 = 0
%%% right b.c. switch: 1=Outflow condition, 2=Dirichlet
ofc = 0;
168
D.1. SOLVECD.M 169
if ofc
ul = 0
else
% Right Boundary value
ul = 0
end
%%% vector of boundary condition details
% bc(1) = left dirichlet boundary value
% bc(2) = right boundary value
% bc(3) = 0 if Right boundary is Dirichlet, and 1 if Neumann
% bc(4) = 1 if left boundary is time dependent
% bc(5) = 1 if right boundary is time dependent
bc = [u0; ul; ofc; 0; 0];
%%% left boundary condition function
% must be a function of a single (time) variable
%lbc = @(t) t
%lbc = @(t) 1-exp(1*t)
%lbc = @(t) 0.5 - 0.5*cos(10*pi*t)
lbc = @(t) 0
%%% right boundary condition function
% must be a function of a single (time) variable
%rbc = @(t) 0.5*(1 - exp(-10*t))
rbc = @(t) 0
%%% element order: 1=linear, 2=quadratic
q = 1
%%% Number of elements
nel = 256
%%% End time
% = 0 for steady state
Tend = 0.5
if (Tend ~= 0) % these need only be set for time dependent problems
%%% how many times should I remesh
meshs = 50
%%% Initial stepsize
dt0 = 1e-10
%%% Period for each mesh
dT = Tend/meshs
%%% Observation points
T = 0:dT:Tend;
%%% Initial condition
%ic = @(x) 0*x
%ic = @(x) 1
%ic = @(x) x
%ic = @(x) x<0.5
ic = @(x) exp(-10*x.^2)-exp(-1000*x.^2)
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%ic = @(x) exp((-(1000*(x-0.5).^2)))
%ic = @(x) sin(pi*(x-0.2)/0.2).*(x>0.2).*(x<0.4)
%ic = @(x) x>0.5
%ic = @(x) x.*(1-x)/2
%ic = @(x) sin(pi*x)+sin(3*pi*x)
%%% Temporal tolerance
tolt = 1e-8
%%% Time integration method:
% 1 = Forward Euler, 2 = Backward Euler, 3 = Trapezoidal Rule
% 4 = stabtr2 solving linear systems directly
% 5 = stabtr2: PCG with no preconditioner
% 6 = stabtr2: PCG with AMG grids from first step
% 7 = stabtr2: PCG with AMG grids at each averaging step
% 8 = stabtr2: PCG with AMG grids when dt changes by a lot
% 9 = ode23t MATLAB’s own TR integrator
% 10 = d02nh from NAG toolbox
meth = 4
%%% Animate the solution afterwards?
animate = 0
%%% Store entire solution?
store = 1
end
%%% Spatial tolerance
% >0 code will adapt and try to drive the estimated error below this
% =0 if you don’t want to adap but still want an error estimate
% <0 if you don’t want to adap or have an error estimate
tols = 1e-4
% Streamline Diffusion
sd = 0
% Use compressed matrices?
comp = 0
if (Tend==0) % solve steady state problem
[U, nel, x, error] = cdadapss(v, w, f, l, bc, q, nel, tols, sd, comp);
t = 0;
else % solve time dependent problem
[U, Uind, x, xind, t, nds, meshsteps, errors, tdata] = ...
cdadaptd(v, w, f, l, bc, lbc, rbc, q, nel, sd, dt0, T, ic, ...
tols, tolt, meth, comp, animate, store);
end
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D.2 meshmover.m
This file allows us to setup and run a problem on a series of initial grid, using
movement or refinement to modify the mesh. A table of useful results is also produced.
% try to get mesh moving that truly uses the error
% setup the problem
v = 0.01 %%% Viscosity
w = 1 %%% Wind (blowing to the right)
f = 1 %%% Source/Forcing term (constant)
l = 1 %%% Length of domain
%%% vector of boundary condition details
% bc(1) = left dirichlet boundary value
% bc(2) = right boundary value
% bc(3) = 0 if Right boundary is Dirichlet, and 1 if Neumann
% bc(4) = 1 if left boundary is time dependent
% bc(5) = 1 if right boundary is time dependent
bc = [0;0;0;0;0]
q=1 %%% element order: 1=linear, 2=quadratic
comp = 1 %%% should I use compressed storage
sd = 0 %%% should I use streamline diffusion
isermat = 0 %%% am I making an error matrix?
header=0;
%%% method: 1=error based monitor, 2=intelligent, 3=adaptivity
method = 1;
%%% starting number of elements (loop this to get results)
for strtnel = [8 16 32 64 128 256 512 1024 2048]
nel = strtnel %%% let this be displayed
pause
%%% setup mesh
[nds, x, els, bnds, bels] = cdmeshset(nel, q, l);
%%% setup matrices
[M A Q b] = cdmatsetup(v, w, f, bc, nds, x, nel, els, q, bnds, bels, ...
sd, isermat, comp);
%%% solve and get errors
u = cdsolvess(A, Q, b, bc, nds, comp);
err_e = cderrorss(u, v, w, f, x, nel, els, bc, bels, q, sd, comp);
error = norm(err_e);
%fprintf(’With %i elements the error is %e\n’, nel, error)
%%% get error based monitor function
xm = (x(1:end-1)+x(2:end))/2;
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h = (x(2:end)-x(1:end-1))’;
mon = err_e./(h.^2);
figure(1)
%subplot(3,3,1)
subplot(2,3,1)
plot(x,u), hold on, plot(x,0,’r+’)
%subplot(3,3,4)
subplot(2,3,4)
plot(x,0,’r+’), hold on, plot(xm, err_e, ’r*’)
%subplot(3,3,7)
%plot(x,0,’r+’), hold on, plot(xm, mon, ’mx’)
%%% get some bits of information
oldspread = max(err_e)/min(err_e);
olderr=error;
%%% modify the mesh as required the first time
if (method<3)
tic
x = cdmeshmove(x, nel, els, q, err_e, method, 1);
toc
else %%% do a mesh refinement if it is requested
tol = error/600 %%% (force refinement by having low tol)
tic
[ndsnw, xnw, nelnw, elsnw, bndsnw, belsnw] = ...
cdmeshref(nds, x, nel, els, q, err_e, tol, 0);
nds = ndsnw;
x = xnw;
nel = nelnw
els = elsnw;
bnds = bndsnw;
bels = belsnw;
toc
end
%%% setup matrices for new mesh
[M A Q b] = cdmatsetup(v, w, f, bc, nds, x, nel, els, q, bnds, bels, ...
sd, isermat, comp);
%%% solve and get errors on new mesh
u = cdsolvess(A, Q, b, bc, nds, comp);
err_e = cderrorss(u, v, w, f, x, nel, els, bc, bels, q, sd, comp);
error = norm(err_e);
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%fprintf(’With %i elements the error is %e\n’, nel, error)
%%% get error based monitor function on new mesh
xm = (x(1:end-1)+x(2:end))/2;
h = (x(2:end)-x(1:end-1))’;
mon = err_e./(h.^2);
%subplot(3,3,2)
subplot(2,3,2)
plot(x,u), hold on, plot(x,0,’r+’)
%subplot(3,3,5)
subplot(2,3,5)
plot(x,0,’r+’), hold on, plot(xm, err_e, ’r*’)
%subplot(3,3,8)
%plot(x,0,’r+’), hold on, plot(xm, mon, ’mx’)
%%% get some bits of information
newspread = max(err_e)/min(err_e);
newerr=error;
%%% modify the mesh as required the second time
if (method<3)
tic
x = cdmeshmove(x, nel, els, q, err_e, method, 1);
toc
else %%% do a mesh refinement if it is requested
tic
[ndsnw, xnw, nelnw, elsnw, bndsnw, belsnw] = ...
cdmeshref(nds, x, nel, els, q, err_e, tol, 0);
nds = ndsnw;
x = xnw;
nel = nelnw
els = elsnw;
bnds = bndsnw;
bels = belsnw;
toc
end
%%% setup matrices, solve and get error for newest mesh
[M A Q b] = cdmatsetup(v, w, f, bc, nds, x, nel, els, q, bnds, bels, ...
sd, isermat, comp);
u = cdsolvess(A, Q, b, bc, nds, comp);
err_e = cderrorss(u, v, w, f, x, nel, els, bc, bels, q, sd, comp);
error = norm(err_e);
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%fprintf(’With %i elements the error is %e\n’, nel, error)
%%% error based monitor function
xm = (x(1:end-1)+x(2:end))/2;
h = (x(2:end)-x(1:end-1))’;
mon = err_e./(h.^2);
%subplot(3,3,3)
subplot(2,3,3)
plot(x,u), hold on, plot(x,0,’r+’)
%subplot(3,3,6)
subplot(2,3,6)
plot(x,0,’r+’), hold on, plot(xm, err_e, ’r*’)
%subplot(3,3,9)
%plot(x,0,’r+’), hold on, plot(xm, mon, ’mx’)
%%% get some bits of information
newerspread = max(err_e)/min(err_e);
newererr = error;
%%% print the header the first time
if(header==0)
fprintf(’ nel | Old Error | Old Spread | Old->New | New Spread’)
fprintf(’ | Old->Newer | Newer Spread \n’)
%%% once this is done it needn’t be done later
header = 1;
end
%%% print a line of results
fprintf(’ %3i | %11.4e | %11.4e | %11.4e | %11.4e | %11.4e | %11.4e\n’, ...
nel, olderr, oldspread, olderr/newerr, newspread, olderr/newererr, ...
newerspread)
end
D.3 cdmeshmove.m
This function will apply my moving mesh method and return a new mesh.
function xnew = cdmeshmove(x, nel, els, q, err_e, type, imp)
% cdmeshmove creates a moved mesh for a problem given an error on each
% element. Two methodologies are available, type 1 attempts to
% equidistribute the monitor function integral, type 2 attempts to
% equidistribute the error (but is far more expensive)
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% xnew = cdmeshmove(x, nel, els, q, err_e, type, imp)
% input
% x position of each node
% nel number of elements
% els nodes in each element
% q polynomial order of elements
% err_e error on each element
% type =1 for equidistributing monitor function integral
% =2 for equidistributing error
% imp (optional) an approximate improvement you are expecting
% in the error, only use if you really know
% output
% xnew new position of each node
%
% Copyright (c) 10 March 2010 G.K. Prinja
% Get element sizes
elends = zeros(1,nel+1);
elends(2:end) = x(els(:,q+1));
elends(1) = x(1);
h = (elends(2:end) - elends(1:end-1))’;
newelends = zeros(1,nel+1);
% the monitor function is used in both cases
mon = err_e./(h.^2);
notscaled = 1;
if (type==1) % Do the standard
% smooth the monitor a bit
mon = mon/max(mon) + 0.5;
% we want to minimise h * (err/h^2)
total = sum(h.*mon);
% local allowance
local = total/nel;
% run through the domain moving the mesh
integ = 0;
j=1;
for i=1:nel-1
nextnd = newelends(i);
delta = elends(j+1) - nextnd; % how much of this interval is left
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while (delta*mon(j) + integ < local)
% if I can add the whole of this interval then add it!
integ = integ + delta*mon(j);
j = j + 1;
nextnd = elends(j);
delta = elends(j) - elends(j-1);
end
% I can only add a bit of the next interval, until integ = local
dh = (local - integ)/mon(j);
newelends(i+1) = nextnd + dh;
integ = 0;
end
newelends(end) = elends(end);
else
% default ’improvement’ is just 1
if (nargin<7)
imp = 1;
end
imp = abs(imp);
% expected error with the new mesh
error = norm(err_e)/imp;
% local allowance on each element
allow = (error)/sqrt(nel);
allow2 = allow^2;
% position in old mesh
oldel=1; %current position w.r.t old elements
leftel = 1; % the first old element in this new element
remain = h(leftel); % what length remains in this element
delta = h(leftel+1); % start by assuming delta is the whole next element
lastint = mon(leftel)^2; % monitor integral for first element
midint = 0; % monitor integral for whole elements in the middle
newint = mon(2)^2; % monitor integral for next element
lastprop = 1; % how much of the first element is used
newprop = 1; % how much of the new element is used
someleft = 1; % are there more elements after this?
for newel=1:nel
% if we can include the rest of the current element then do so
if(lastint*lastprop*(remain)^4 < allow2)
oldel = oldel+1; % and move to the next element
someleft = (oldel<=nel);
else
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newint = lastint;
delta = remain;
lastint = 0;
remain = 0;
newprop = lastprop;
lastprop=0;
end
% keep adding the old elements until the error gets too large
while (((lastint*lastprop + midint + newint*newprop)*(remain + ...
sum(h(leftel+1:oldel-1)) + delta)^4 < allow2) && someleft)
% it turns out that we can add the whole of the next element
oldel = oldel+1;
someleft = (oldel<=nel);
tmp = min(oldel,nel);
midint = mon(leftel+1:oldel-1)’*mon(leftel+1:oldel-1);
delta = h(tmp);
newint = mon(tmp)^2;
newprop = 1;
end
% we can only add a bit of the next element
if someleft % if there are still more elements to come!
% everything upto this point (for this new element)
oldint = lastint*lastprop + midint;
tmp = min(oldel, nel);
% a scaled version of the monitor function on this element
mon_oldel = newint/h(tmp);
% the length of the new element so far
oldlen = remain + sum(h(leftel+1:tmp-1));
% when delta is just right this function should be zero
% that is when the integral over the new element = allowance
delfun = @(d) (oldint + d*mon_oldel).*(oldlen + d).^4 - allow2;
hi = elends(oldel+1)-newelends(newel)-oldlen;
lo = 0;
% get delta
if (oldlen == 0)
% disp(’DELTA: Finding directly’)
% if oldlen=0(=oldint) then it is easy!
delta = (allow2/mon_oldel)^(1/5);
else
% disp(’DELTA: Root Finding’)
%% keep upto delta^2
mya = 6*oldint + 4*mon_oldel*oldlen;
myb = 4*oldint*oldlen + mon_oldel*oldlen^2;
myc = oldint*oldlen^2-allow2/oldlen^2;
% make a quadratic approximation
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disc = myb^2-4*mya*myc;
if (disc>0)
delta1 = (sqrt(disc)-myb)/(2*mya);
if (delta1<=0)
delta1 = -(sqrt(disc) + myb)/(2*mya);
end
else
delta1 = (lo+hi)/2;
end
% get delta by root finding
delta = root(lo, hi, delfun, 1e-3, delta1);
end
% so now we know the length of the new element!
newelends(newel+1) = newelends(newel) + oldlen + delta;
% how much is left of the old elements that we split
remain = elends(oldel+1) - newelends(newel) - oldlen - delta;
leftel = oldel;
lastprop = remain/h(leftel);
lastint = mon(leftel)^2*lastprop;
midint = 0;
if (oldel<nel)
delta = h(oldel+1);
newint = mon(oldel+1)^2;
newprop = 1;
else
delta = h(oldel);
newint = mon(oldel)^2;
newprop = 1;
end
else
% Have used all of the old elements (basically tol was too high)
% fprintf(’All old elements used, only %i of new done\n’, newel-1)
newend = 2*newelends(newel)-newelends(newel-1);
newelends = scaleels([newelends(1:newel) newend], nel, elends(end));
notscaled = 0;
break
end
end
if (notscaled)
newelends = scalelen(newelends, elends(end));
end
end
xnew = interp(newelends’,1,q)’;
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D.4 root.m
This function does the root finding required by my moving mesh method.
function x = root(low, high, fun, tol, x1)
% root a simple root finder, seeks for the root f(x)=0 for low < x < high
% x = root(lo, hi, fun, tol, x1)
% input
% low low end of domain
% high high end of domain
% fun function handle
% tol a tolerance
% x1 (optional) an optional first guess
% output
% x the root
%
% Copyright (c) 10 March 2010 G.K. Prinja
lo = low;
flo = fun(lo);
hi = high;
fhi = fun(hi);
mytol = abs(fhi-flo)*tol;
% if x1 is in the domain, set it as the initial guess
use_x1 = 0;
if (nargin > 4)
if ((lo<=x1) && (hi>=x1))
use_x1 = 1;
end
end
if(use_x1)
x = x1;
else %%% if we’re not using x1, take a linear interpolant
x = lo + flo*(lo-hi)/(fhi-flo);
end
fx = fun(x);
count = 1;
while(abs(fx)>mytol)
if (fx<0)
lo = x;
flo = fx;
else
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hi = x;
fhi = fx;
end
if (mod(count,2))
%disp(’regula falsi’)
x = lo + flo*(lo-hi)/(fhi-flo);
else
%disp(’bisection’)
x = (lo+hi)/2;
end
fx = fun(x);
count = count+1;
end
%fprintf(’iterations: %i\n’, count)
D.5 scaleels.m
When the tolerance is set too high for the intelligent moving mesh method, we may not
have used enough elements to form our new moved mesh. To remedy this, the given
function scales the mesh in a way to add new elements, whilst respecting “element
density” across the domain.
function newx = scaleels(x, nel, xend)
% scaleels rescales a mesh to have nel elements keeping mesh refinement in
% approximately the same areas (only works for increasing elements)
% newx = scaleels(x, nel, xend)
% input
% x the nodal positions of the initial mesh
% nel the number of elements required
% xend the required position of the final node
% output
% newx the nodal position of the new mesh with nel elements
%
% Copyright (c) 20 June 2008 G.K. Prinja
newx = zeros(1,nel+1);
nelinv = 1/nel;
% how many elements in the original mesh
myel = length(x)-1;
scaling = myel*nelinv;
factor = xend/x(end);
% element sizes
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h = x(2:end) - x(1:end-1);
newx(1) = x(1);
newx(2) = newx(1) + h(1)*scaling;
% position in old mesh
oldel = 1;
bits = nel - myel;
for el = 2:nel
if (bits<myel)
dx = (h(oldel)*bits + h(oldel+1)*(myel-bits))*nelinv;
oldel = oldel+1;
bits = bits + nel - myel;
else
dx = h(oldel)*scaling;
bits = bits - myel;
end
newx(el+1) = newx(el) + factor*dx;
end
newx(end) = xend;
D.6 Full list of files
These files appear in the root folder of the package.
meshmover.m bnow.m cdadapss.m cdadaptd.m
cdanaerr.m cdanasol.m cdanimate.m cderrorss.m
cderrortd.m cdmatsetup.m cdmeshmove.m cdmeshref.m
cdmeshset.m cdodefun.m cdrefmat.m cdsolvess.m
cdsolvetd.m cmult.m compsolver.m concat.m
e1go.m entries.m exactu.m getanaerr.m
geterror.m getmmresults.m inter.m interp.m
interx.m jac.m makemovie.m mergemeshs.m
monitr.m mygo.m ode23t diff.m plotsol.m
plotwerr.m plotwoerr.m resid.m root.m
scaledown.m scaleels.m scalelen.m scaleup.m
solvecd.m stabtr2.m use d02nh.m
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In the NAG D03 TEST subfolder are files that are required by the NAG toolbox for
Matlab to use the D03PS solver.
d03ps bndary d03ps example d03ps monitf d03ps numflx
d03ps odedef d03ps pdedef d03ps uvinit
Appendix E
BFEM2D Code
The BFEM2D code was used to produce the results obtained in Chapter 5. Here
we present a basic overview of important files. The code is commented to try to aid
the reader.
The BFEM2D package is available on the companion CD at the back of this thesis.
E.1 tester.m
This is the driver file. Edit this to setup a problem, and run it to solve the problem.
%%% tester.m
% Run my code to solve a problem.
%%% initial grid level
level = input(’level? ’);
%%% element order (always use linear)
q = 1;
%%% Function defining diffusivity (function of (x,y) returning scalar)
diff_fun = @(x,y) homog_diff(x,y,1/4096);
%%% Function defining convection (function of (x,y) returning vector)
conv_fun = @(x,y) recirc_conv(x,y);
%conv_fun = @(x,y) unitx_conv(x,y,1);
%conv_fun = @(x,y) zero_conv(x,y);
%%% Function defining forcing/source (function of (x,y) returning scalar)
%src_fun = @(x,y) unit_src(x,y,2);
src_fun = @(x,y) zero_src(x,y);
% Dirichlet boundary function (function of (x,y) returning scalar)
%bc_fun = @zero_bc;
%bc_fun = @step_bc;
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bc_fun = @step2_bc;
%%% spatial error tolerance
tol = 0.00001
% refmeth, how to refine:
% 0=None, 1=Global Uniform, 2=Global non-uniform,
% 3= Local Uniform, 4= Local non-uniform, 7 = super-refinement
refmeth=1
% Dirichlet boundaries on:
%Left, Bottom, Right and Top boundaries
L=1; B=0; R=1; T=1;
bswitch = [L,B,R,T];
gridfigure = 10;
%%% turn on streamline diffusion
sd=1
%%% use special grid or not
special = 1
%% Setup and plot initial grid
fprintf(’ Setup Initial Grid...\n’)
starttime = clock;
if special
%% This is the special grid, refined for an inflow step. must have level 3
[nds, xy, bnds, nedg, edgs, bedgs, edg_or, hnds, hedg, nel, els, ...
bels, dbcnds, qta, useels, gridsetuptime] = grid_setup_special(...
level, q, bswitch, gridfigure);
else
%% use a normal grid
[nds, xy, bnds, nedg, edgs, bedgs, edg_or, hnds, hedg, nel, els, bels, ...
dbcnds, qta, useels, gridsetuptime] = grid_setup(level, q, ...
bswitch, gridfigure);
end
fprintf(’ ... The grid has %i elements and %i computed nodes\n’, ...
length(useels), nds-size(dbcnds,2))
fprintf(’ ... Time Taken - %fs\n’, gridsetuptime)
% solve on this grid and get errors
[u, err_n, err_e, gerr] = solveongrid(q, diff_fun, conv_fun, src_fun, ...
bc_fun, bswitch, gridfigure, nds, xy, bnds, nedg, edgs, bedgs, ...
hnds, hedg, nel, els, bels, dbcnds, useels, sd);
fprintf(’ Global Error = %e\n’, gerr)
fprintf(’ Spread = %e\n\n’, max(err_e(useels))/min(err_e(useels)))
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count = 0;
bigstart = starttime;
%%% have a first solution/error now refine to tolerance
while (gerr>tol)
endtime = clock;
tottime = endtime - starttime;
fprintf(’time taken: %f\n\n’, tottime(4:6)*[3600 60 1]’)
if (mod(count,5)==0)
grptime = endtime-bigstart;
fprintf(’group time: %f\n\n’, grptime(4:6)*[3600 60 1]’)
fprintf(’** PAUSED, PRESS ANY KEY TO CONTINUE... **\n\n’)
pause
bigstart=clock;
end
count = count+1
starttime = clock;
fprintf(’Error too high!\n’)
%% Refine the grid
fprintf(’ Refine the grid...\n’)
if (refmeth<5) % ordinary refinement
[refnds, refxy, refbnds, refnedg, refedgs, refbedgs, refhnds, ...
refhedg, refedg_or, refnel, refels, refbels, refdbcnds, ...
refqta, refuseels, reftime] = grid_refine(nds, xy, bnds, ...
nedg, edgs, bedgs, hnds, hedg, edg_or, nel, els, bels, ...
dbcnds, qta, useels, bswitch, gridfigure, refmeth, err_n, ...
err_e, gerr, tol);
else % newer refinement method
[refnds, refxy, refbnds, refnedg, refedgs, refbedgs, refhnds, ...
refhedg, refedg_or, refnel, refels, refbels, refdbcnds, ...
refqta, refuseels, reftime] = grid_refine2(nds, xy, bnds, ...
nedg, edgs, bedgs, hnds, hedg, edg_or, nel, els, bels, ...
dbcnds, qta, useels, bswitch, gridfigure, refmeth-4, err_n, ...
err_e, gerr, tol);
end
fprintf(’ ... The grid has %i elements and %i computed nodes\n’, ...
length(refuseels), refnds-size(refdbcnds,2)-size(refhnds,1))
fprintf(’ ... Time Taken - %fs\n’, reftime)
%%% redefine everything for the next iteration
nds = refnds;
xy = refxy;
bnds = refbnds;
nedg = refnedg;
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edgs = refedgs;
bedgs = refbedgs;
hnds = refhnds;
hedg = refhedg;
edg_or = refedg_or;
nel = refnel;
els = refels;
bels = refbels;
dbcnds = refdbcnds;
qta = refqta;
useels = refuseels;
%% Solve on the new grid
[u, err_n, err_e, gerr] = solveongrid(q, diff_fun, conv_fun, ...
src_fun, bc_fun, bswitch, gridfigure, nds, xy, bnds, nedg, edgs, ...
bedgs, hnds, hedg, nel, els, bels, dbcnds, useels, sd);
fprintf(’ Global Error = %e\n’, gerr)
fprintf(’ Spread = %e\n\n’, max(err_e(useels))/min(err_e(useels)))
end
fprintf(’DONE!\n’)
E.2 el refine super.m
Once the decision is made about the anisotropy of the error within an element using
Table 5.1 then this function refines the element in the appropriate manner.
function [nds, xy, bnds, nedg, edgs, bedgs, hnds, hedg, edg_or, nel, els, ...
bels, dbcnds, qta, useels, ndedg, refine, xtrnode] = el_refine_super(...
edge, dom, el, refine_in, nds_in, xy_in, bnds_in, nedg_in, edgs_in, ...
bedgs_in, hnds_in, hedg_in, edg_or_in, nel_in, els_in, bels_in, ...
dbcnds_in, qta_in, useels_in, ndedg_in, bswitch, uniform, err_n, ...
err_e, xtrnode_in)
% el_refine_super will take existing grid data, and "super refine" a
% particular element taking into account that the error is
% dominated highly non uniform, by uing the given edge
% assuming it is highly dominant or highly recessive.
% [nds, xy, bnds, nedg, edgs, bedgs, hnds, hedg, edg_or, nel, els, ...
% bels, dbcnds, qta, useels, ndedg, refine, xtrnode] = ...
% el_refine_super(edge, dom, el, refine_in, nds_in, xy_in, bnds_in, ...
% nedg_in, edgs_in, bedgs_in, hnds_in, hedg_in, edg_or_in, nel_in, ...
% els_in, bels_in, dbcnds_in, qta_in, useels_in, ndedg_in, bswitch,
% uniform, err_n, err_e, xtrnode_in)
E.2. EL REFINE SUPER.M 187
% input
% edge the local edge that is special
% dom is the special edge dominant?
% 1=yes, 0=no it’s recessive
% el the element that is to be refined
% refine_in flags for element refinement
% nds_in number of nodes
% xy_in x-y coordinates of the nodes
% bnds_in boundary nodes, with a label for which boundary
% 1=Left, 2=Bottom, 3=Right, 4=Top
% nedg_in number of edges
% edgs_in nodes -> edge mapping matrix and element neighbours
% bedgs_in boundary edges
% hnds_in list of hanging nodes
% hedg_in list of edges with hanging nodes
% edg_or_in edge orientations for each edge in each element
% nel_in number of elements
% els_in element mapping matrix (both nodes and edges!)
% bels_in boundary elements
% dbcnds_in Dirichlet Boundary condition nodes
% qta_in quadtree array, holds parent/child info for adapting
% useels_in the elements that are acutally used
% ndedg_in list of how edges are refined
% bswitch Switches for the exterior boundarys being Dirichlet boundaries.
% In an array ordered [Left, Bottom, Right,Top]. 1 if Dirichlet,
% or 0 if Neumann.
% uniform switch for uniform refinement
% err_n Nodal errors
% err_e Elemental errors
% xtrnode_in a list of nodes that require extra refinement, and their
% parent edge and the neighbour to be refined to achieve this
% output
% nds refined number of nodes
% xy the refined x-y coordinates of the nodes
% bnds the refined boundary nodes, with a label for which boundary
% 1=Left, 2=Bottom, 3=Right, 4=Top
% nedg refined number of edges
% edgs refined nodes -> edge mapping matrix and element neighbours
% bedgs refined boundary edges
% hnds refined list of hanging nodes
% hedg refined list of edges with hanging nodes
% edg_or edge orientations for each refined edge in each refined element
% nel refined number of elements
% els refined element mapping matrix (both nodes and edges!)
% bels refined boundary elements
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% dbcnds the refined nodes on which to apply the Dirichlet condition
% qta the refined quadtree array
% useels the refined elements that are acutally used
% refine flags for element refinement
% ndedg list of how edges are refined
% xtrnode a list of nodes that require extra refinement, and their
% parent edge and the neighbour to be refined to achieve this
%
% Copyright (c) 25 May 2010 G.K. Prinja
% setup as before, if no change then leave this, else adjust as necessary
nds = nds_in;
xy = xy_in;
bnds = bnds_in;
nedg = nedg_in;
edgs = edgs_in;
bedgs = bedgs_in;
hnds = hnds_in;
hedg = hedg_in;
edg_or = edg_or_in;
nel = nel_in;
els = els_in;
bels = bels_in;
dbcnds = dbcnds_in;
qta = qta_in;
useels = useels_in;
ndedg = ndedg_in;
refine = refine_in;
xtrnode = xtrnode_in;
% get global number of special edge
sedg = els(el,3+edge);
% cycle through edges
for myedg = 1:3
el_edg = els(el,3+myedg); %the global edge number
% if this is the special edge we need only add a single point
if(el_edg==sedg)
[ndedg, edgs, bedgs, nds, nedg, xy, hnds, hedg, bnds, dbcnds, ...
edg_or, refine] = onepointedgeref(myedg, el, els, ndedg, edgs, ...
bedgs, nds, nedg, xy, hnds, hedg, uniform, err_n, err_e, bnds, ...
bswitch, dbcnds, edg_or, useels, refine);
else %else do two points, weighted appropriately
% pick the common node
ndindex = mod(edg_or(el,myedg) + (edge == (mod(myedg,3)+1)),2);
if (dom==1) % weight toward edge
E.2. EL REFINE SUPER.M 189
wgtnode = edgs(el_edg,2-ndindex);
else % weight away from edge
wgtnode = edgs(el_edg,1+ndindex);
end
[ndedg, edgs, bedgs, nds, nedg, xy, hnds, hedg, bnds, dbcnds, ...
edg_or, refine, xtrnode] = twopointedgeref(wgtnode, myedg, el, els, ...
ndedg, edgs, bedgs, nds, nedg, xy, hnds, hedg, uniform, err_n, ...
err_e, bnds, bswitch, dbcnds, edg_or, useels, refine, xtrnode);
end
end
% Have added extra nodes and edges along original element edges
% Split the element and do the internal nodes/edges etc
qta(el,2:8) = nel+1:nel+7; %these are the children
newqta = zeros(7,9);
newqta(:,1) = el; % this is the parent of all the new ones
qta = [qta;newqta];
newuseels = [nel+1:nel+7]’;
removeme = find(useels==el);
useels = [useels([1:removeme-1, removeme+1:end]);newuseels];
nel = nel+7;
el1 = nel-6;
el2 = nel-5;
el3 = nel-4;
el4 = nel-3;
el5 = nel-2;
el6 = nel-1;
el7 = nel;
%nodes are
[n1, n2, n3, n4, n5, n6, n7, n8, n9, xy, nds] = defnodes(edge, dom, ndedg, ...
edgs, els(el,:), edg_or(el,:), xy, nds);
% add 8 new edges on the inside of the old element
nedg = nedg+8;
ndedg = [ndedg;zeros(8,3)];
ndedg(end,:) = [n9 nedg-2 nedg-6];
newedg = [n2 n8 el1 el6;
n9 n2 el2 0;
n3 n9 el2 el7;
n5 n3 el3 el7;
n9 n5 el4 el7;
n6 n9 el4 0;
n8 n6 el5 el6;
n6 n2 0 el6];
edgs = [edgs;newedg];
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%old edge orientations
oldor = edg_or(el,:);
% define my local edges
myedg = mod(edge,3)+1; % edge to the right of dom edge
mygedg = els(el,3+myedg); % global edge number
if (dom==1)
myedgbit = ndedg(mygedg,3-oldor(myedg)); %first half of myedg
e1 = ndedg(myedgbit,3-oldor(myedg));
e2 = ndedg(myedgbit,2+oldor(myedg));
e3 = ndedg(mygedg,2+oldor(myedg));
myedg = mod(myedg,3)+1; % move to next edge
mygedg = els(el,3+myedg); % global edge number
e4 = ndedg(mygedg,3-oldor(myedg));
myedgbit = ndedg(mygedg,2+oldor(myedg)); %second half of myedge
e5 = ndedg(myedgbit,3-oldor(myedg));
e6 = ndedg(myedgbit,2+oldor(myedg));
else
e1 = ndedg(mygedg,3-oldor(myedg));
myedgbit = ndedg(mygedg,2+oldor(myedg)); %second half of myedge
e2 = ndedg(myedgbit,3-oldor(myedg));
e3 = ndedg(myedgbit,2+oldor(myedg));
myedg = mod(myedg,3)+1; % move to next edge
mygedg = els(el,3+myedg); % global edge number
myedgbit = ndedg(mygedg,3-oldor(myedg)); %first half of myedge
e4 = ndedg(myedgbit,3-oldor(myedg));
e5 = ndedg(myedgbit,2+oldor(myedg));
e6 = ndedg(mygedg,2+oldor(myedg));
end
% these edges are defined the same way regardless of dom
e7 = ndedg(sedg,3-oldor(edge));
e8 = ndedg(sedg,2+oldor(edge));
e9 = nedg-7;
e10 = nedg-6;
e11 = nedg-5;
e12 = nedg-4;
e13 = nedg-3;
e14 = nedg-2;
e15 = nedg-1;
e16 = nedg;
%define hanging node on inside
hnds = [hnds;n9 n6 n2 0.5 0.5];
hedg = [hedg;e16 n9 e14 e10];
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% define the new elements
newels = [n1 n2 n8 e1 e9 e8 ;
n2 n3 n9 e2 e11 e10;
n3 n4 n5 e3 e4 e12;
n9 n5 n6 e13 e5 e14;
n8 n6 n7 e15 e6 e7 ;
n6 n8 n2 e15 e9 e16;
n5 n9 n3 e13 e11 e12];
els = [els; newels];
% define the new edge orientations
myedg1 = mod(edge,3)+1;
myedg2 = mod(myedg1,3)+1;
newedg_or = [oldor(myedg1) 1 oldor(edge);
oldor(myedg1) 1 1;
oldor(myedg1) oldor(myedg2) 1;
1 oldor(myedg2) 1;
1 oldor(myedg2) oldor(edge);
0 0 0;
0 0 0];
edg_or = [edg_or; newedg_or];
% add the new elements as edge neighbours
edgs(e1,4-newedg_or(1,1)) = el1;
edgs(e2,4-newedg_or(2,1)) = el2;
edgs(e3,4-newedg_or(3,1)) = el3;
edgs(e4,4-newedg_or(3,2)) = el3;
edgs(e5,4-newedg_or(4,2)) = el4;
edgs(e6,4-newedg_or(5,2)) = el5;
edgs(e7,4-newedg_or(5,3)) = el5;
edgs(e8,4-newedg_or(1,3)) = el1;
% So now this element has been refined
refine(el) = false;
% and the children needn’t be refined
refine = [refine;false(7,1)];
% if this was a boundary element then some of its children will be too
if (any(bels==el))
addbel = false(1,5);
if(any(bedgs(1,:)==e1)), addbel([1,2,3])=true; end
if(any(bedgs(1,:)==e4)), addbel([3,4,5])=true; end
if(any(bedgs(1,:)==e7)), addbel([1,5])=true; end
for locel = find(addbel)
bels = [bels, nel-8+locel];
end
end
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E.3 Full list of files
compare sol.m defnodes.m deriveval.m
developmenttest.m dfs.m e deriveval.m
edge refine.m elinsys setup.m el refine domedge.m
el refine recedge.m el refine stand.m el refine super.m
e matsetup2.m e matsetup.m errorgrid setup.m
e setbcmat.m example error plot.m gauss int test.m
get anaerr.m getcentres.m getdbcpoints.m
get diff.m get error.m geterrornodes.m
get fval.m get rhs.m grid0error.m
grid1error.m gridplot.m grid refine2.m
grid refine.m grid setup.m grid setup special.m
homog diff.m linsys setup.m matrices.m
matsetup.m onepointedgeref.m quad2 asol.m
quad asol.m recirc conv.m refine 1edge.m
refine 2edge.m setbcinfo.m setbc.m
setbcmat.m setedges.m setgrid.m
setnodes.m shapeeval.m simple bc.m
solveongrid.m step2 bc.m step bc.m
test bc.m tester.m triquad.m
twopointedgeref.m unit diff.m unit src.m
unitx conv.m unity conv.m zero bc.m
zero conv.m zero src.m
Appendix F
Glossary of abbreviations
Whilst convention has generally been followed with abbreviations, and the first oc-
currence of a term has been given in full, it was deemed polite to include a short
glossary of all utilised abbreviations.
BDF2 Second-order backward differentiation formula
BE Backward Euler method
BFEM Basic Finite Element Method - a small finite element package to go
with this thesis. Two versions exist, 1D and 2D.
CD Convection-Diffusion. Usually used as “CD equation”.
DOF Degrees of freedom
FE Forward Euler method
LTE Local truncation error
MTB Minimum time of believability
ODE Ordinary differential equation
PDE Partial differential equation
StabTR Stabilised trapezoidal rule
TR Trapezoidal rule
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