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Introduzione
Nonostante la popolarita` dei sistemi RFId (Radio Frequency Identification)
sia piuttosto contemporanea, risalgono a circa sessant’anni fa le origini dei
primi dispositivi che permettevano di trasmettere via radio informazioni per
l’identificazione di un determinato oggetto. Seguendo la scia di molte altre
tecnologie, anche lo sviluppo dei sistemi RFId e` arrivato a seguito della
Seconda Guerra Mondiale, per scopi bellici, dove venivano utilizzati per
l’identificazione a distanza di aerei e navi militari.
Di l`ı in poi, si comincio` a studiarne le applicazioni anche in campo civile
e gia` negli anni ’60 videro la luce i primi grandi risultati: i sistemi EAS
per l’antitaccheggio nei supermercati. In seguito grandi passi in avanti sono
stati fatti e, ai giorni nostri, i sistemi RFId si sono perfettamenti integrati
alle nostre abitudini; basti pensare ai Telepass nelle autostrade.
Questo e` stato possibile grazie alle dimensioni ridotte ed ai costi contenu-
ti, che hanno di fatto consentito l’inserimento di questo tipo di tecnologia di
identificazione su qualunque tipo di prodotto o cosa, andando in prospettiva
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a soppiantare i codici a barre.
Ma questa integrazione e` oggi campo di battaglia per i sostenitori della
privacy, che avanzano perplessita` circa la consapevolezza dell’utente che un
prodotto contenga un RFId, le possibili informazioni contenute nello stesso,
e circa l’innesto sottocutaneo di questa tecnologia nell’uomo.
La convivenza di molteplici reader e transponder ha portato alla luce
problemi per la corretta comunicazione tra questi due componenti del sis-
tema sotto due punti di vista. Quello delle tag, che soffrono di collisioni
quando numerose devono interfecciarsi con un reader, e quello dei reader,
che devono interrogare le tag in sintonia con le operazioni degli altri reader,
allo scopo di non comprometterne la riuscita.
L’algoritmo DEA propone un nuovo approccio al problema della reader
collision, strizzando l’occhio ad alcune soluzioni passate (la suddivisione delle
trasmissioni in slot temporali, l’utilizzo del raggio di copertura del reader
per discriminarne la potenziale conflittualita`) ma utilizzando un punto di
vista alternativo: lo studio della rete di reader secondo i modelli proposti
dall’ algoritmica distribuita.
Nel primo capitolo verranno presentati i sistemi RFId, ne verranno il-
lustrate le origini e le evoluzioni fino ai giorni nostri, con particolare enfasi
sulle principali tappe evolutive. Saranno poi presi in esame i componenti
fondamentali di tali sistemi: i reader ed i transponder. Infine verra` fatta
una rassegna sui principali campi di applicazione di questa tecnologia.
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Nel secondo capitolo, cominceremo ad entrare nel vivo delle problem-
atiche intrinsicamente legate alla tecnologia RFId; in particolare verra` pre-
sentato il problema delle collisioni dei transponder, con uno studio sulle
tecniche risolutive proposte in letteratura. Alla fine del capitolo si fara` ac-
cenno al problema delle collisioni dei reader, che verra` discusso propriamente
nel capitolo successivo.
Il terzo capitolo affrontera` la principale conseguenza dell’utilizzo di mul-
tipli reader in un sistema RFID: la reader collision. Verranno esposti in
dettaglio i concetti di interferenza e di assegnazione delle risorse e, anche
in questo caso, verranno presi in esame gli approcci risolutivi proposti, con
una particolare attenzione a quelli piu` recenti.
Il quarto capitolo proporra` una soluzione originale al problema della
reader collision. Partendo da alcuni modelli noti dell’algoritmica distribuita,
ne verra` individuato quello piu` pertinente alle proprieta` di una rete di reader.
Verra` discussa la comunicazione Broadcast per tale modello ed infine si
applicheranno le nozioni esposte allo sviluppo di un nuovo algoritmo basato
sulla suddivisione dei reader in gruppi, utilizzando come discriminante le
loro aree di copertura.
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Capitolo 1
Panoramica sui sistemi RFId
1.1 Brevi cenni storici
Come molte delle attuali tecnologie di telecomunicazione, anche i sistemi
RFId, acronimo inglese per Radio Frequency Identification, trovano origine
in ambito militare. Piu` precisamente e` con il sistema IFF (Identification
Friend or Foe, Identificazione Amico o Nemico) che negli anni ’40 si vedono
i primi utilizzi dei trasponditori per il controllo e l’identificazione del traffico
aereo.
Un trasponditore (transponder) e` un ricetrasmettitore che invia un seg-
nale radio in risposta a un comando ricevuto da una stazione remota. Il
segnale di comando, o di interrogazione, e` necessario per determinare la
trasmissione del segnale di ritorno, o risposta, dal transponditore.
I sistemi IFF consentono, attraverso un colloquio bidirezionale tra due
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aeromobili o tra un aeromobile e i servizi di controllo del traffico aereo, di
identificare un dato velivolo e l’organizzazione (civile o militare) cui esso
appartiene. Il transponder e` installato all’interno dell’abitacolo e risponde
alle interrogazioni (tipicamente della stazione di terra o Ground Station) su
una frequenza radar.
L’elevato grado di perfomance richiesto dagli standard militari ha garan-
tito lo sviluppo di prodotti altamente affidabili, ma purtroppo anche molto
costosi ed ingombranti. Ecco quindi che il decennio successivo vede l’im-
pegno da parte della tecnologia elettronica di perseguire parallelamente sia
l’integrazione che la miniaturizzazione degli apparati.
Sono gli anni ’60 a veder la nascita dei primi utilizzi in ambito commer-
ciale, con la commercializzazione dei primi sistemi EAS (Electronic Article
Surveillance) per il controllo dei furti nei supermercati. All’epoca, questi
primi RFId consentivano l’invio di un singolo bit d’informazione per con-
sentire il rilevamento della presenza/assenza del transponder. Affermandosi
come un sistema di antitaccheggio in via di sviluppo, di fatto l’EAS si dis-
tinse come primo effettivo utilizzo di massa dei sistemi RFId al di fuori degli
scopi bellici.
Gli anni ’70 videro un impegno generale nella costruzione ed una pri-
mordiale raffinatura degli elementi elettronici veri e propri di un sistema
RFId. Un apporto fondamentale fu quello ad opera del Los Alamos Scientif-
ic Laboratory, a cui viene attribuita la realizzazione di un sistema radio per
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l’identificazione dei materiali prodotti dalle attivita` nucleari e del personale
coinvolto nelle attivita`.
Finalmente negli anni ’80 le tecnologie RFId si affermano su scala mon-
diale con una diversificazione degli utilizzi relativi ai paesi che ne usufruis-
cono. In particolare, mentre negli Stati Uniti si impiegavano principalmente
nel controllo delle merci trasportate, dei mezzi di trasporto e dell’acces-
so al personale, l’Europa approfond`ı lo studio su eventuali utilizzi nell’i-
dentificazione degli animali, nelle applicazioni per attivita` industriali e nel
controllo/accesso alle autostrade.
E’ di questo periodo il sistema Moby di Siemens, designato alla specifica
funzionalita` di identificazione. Il Moby veniva utilizzato per identificare i
bancali sui sistemi di trasporto automatico e sostanzialmente era un sostitu-
to del codice a barre in ambienti critici e che favorivano il riuso dell’apparato.
Moby e` oggi un progetto ampiamente perfezionato.
Gli anni ’90 pongono le basi per lo sviluppo moderno degli RFId: la
miniaturizzazione dei circuiti garantisce costi contenuti e la drastica dimin-
uzione del consumo di energia, diminuzione tale da rendere possibile la real-
izzazione di transponder che non necessitavano di una sorgente elettrica (una
batteria) ma erano direttamenti alimentati dalla sola onda elettromagnetica
generata dal lettore.
Proprio in quegli anni gli USA sono terreno di utilizzo massivo della
tecnologia RFId nelle applicazioni di controllo dell’accesso alle autostrade
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(toll system) e parallelamente in Europa veniva definito uno standard unico
per tali applicazioni, il CEN standard for electronic tolling.
Inoltre, si distinsero anche altri utilizzi come ad esempio il cosiddetto
RFId automotive (erogazione del carburante, accesso ad un parcheggio, ac-
cesso ad aree riservate e piu` in generale tutto cio` che riguarda la teconologia
dedicata al veicolo) , cos`ı come la radioidentificazione degli animali, progetto
sfortunatamente fallito e percio` abbandonato.
1.2 Definizione di un sistema RFId
I sistemi RFId appartengono alla classe dei sistemi Auto-ID, o di identifi-
cazione automatica, che consentono:
• L’acquisizione automatica di dati per l’identificazione.
• L’introduzione automatica (senza cioe` l’impiego di tastiera o di oper-
azioni manuali in generale) di questi dati di identificazione e di altri
dati complementari all’interno di software presenti in un computer.
Inoltre, l’identificazione automatica elimina gli eventuali errori relativi al-
l’inserimento manuale dei dati ed i tempi e costi inerenti tali operazioni.
Un sistema RFId e` composto sostanzialmente da due componenti: il
transponder e il reader. C’e` poi un centro di calcolo, o computer centrale, con
il quale i reader si interfacciano principalmente per depositare le informazioni
raccolte.
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1.2.1 Il reader
Il reader (figura 1.1) ha la capacita` di interrogare individualmente i transpon-
der, inviare e ricevere dati ed interfacciarsi con i sistemi informativi esistenti;
normalmente e` composto da due parti:
• L’unita` di controllo, ovvero un microcalcolatore con un sistema oper-
ativo in tempo reale che permette di gestire:
– Interfacce con le antenne (in genere da 4 a 8 diverse).
– Interrogazione dei transponder che entrano nel campo d’azione
di un antenna.
– Gestione delle collisioni tra i messaggi di risposta dei transponder.
– Interfaccia con i sistemi informativi aziendali.
• Le antenne, che sono le reali interfacce fisiche tra l’unita` di controllo e i
transponder. Infatti, i transponder, per essere attivati, devono entrare
nel campo magnetico generato da un’antenna, che in questo modo ha
la possibilita` di alimentarli e di comunicare con loro.
Dal punto di vista elettronico il reader si puo` assimilare a un sistema di
trasmissione radio dotato di fonte di alimentazione autonoma.
L’antenna del reader e` un elemento molto importante per ottenere le
migliori prestazioni di velocita` e affidabilita` di lettura; deve essere progettata
e realizzata in funzione delle caratteristiche di distanza di lettura e delle
dimensioni dell’antenna del transponder.
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Figura 1.1: esempi di reader
1.2.2 Il transponder
Il transponder (figura 1.2), o tag, e` l’etichetta che viene posta sugli oggetti
da gestire ed e` composto da almeno le seguenti componenti:
• Il chip, ovvero il componente elettronico che ha la funzione di gestire
tutta la parte di comunicazione e di identificazione.
• L’antenna, ovvero l’apparato che permette al chip di essere alimentato
(se non ha batteria a bordo) e di ricevere ed eventualmente trasmettere
le comunicazioni con il mondo esterno.
• Il supporto, ovvero il materiale/componente che sostiene/protegge il
sistema composto dal chip e dall’antenna.
I transponder posso essere classificati in funzione delle modalita` di ali-
mentazione e di trasmissione rispetto al reader, modalita` che influenzano le
distanze di comunicazione:
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Figura 1.2: esempi di transponder
• I tag attivi hanno una fonte di alimentazione indipendente dal read-
er e la capacita` di trasmettere senza essere interrogati dal reader. La
batteria consente loro un ampio range di azione, coprendo distanze nel-
l’ordine di kilometri; sono utilizzati nelle applicazioni complesse, come
quelle nel campo della sicurezza, mentre non sono particolarmente in-
dicati per prodotti usa e getta. Hanno lo svantaggio di una batteria a
bordo che deve essere ricaricata, e costi piu` elevati degli altri.
• I tag semipassivi hanno una fonte di alimentazione indipendente dal
reader ma trasmettono solo se interrogati. Hanno alcune funzioni dei
tag attivi, ma la comunicazione avviene come nel caso dei tag pas-
sivi. Coprono distanze dell’ordine di decine di metri e sono costosi da
realizzare.
• I tag passivi sono alimentati dall’antenna del reader quando questo
li interroga. Possono trasmettere dati o riflettendo il segnale RF
trasmesso verso di loro dal lettore, oppure assorbendo temporanea-
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mente l’energia necessaria per mantenere attiva la propria memoria e
generare il segnale di risposta. L’assenza di campo di energia li speg-
ne immediatamente. Il vantaggio dei tag passivi e` il basso costo di
produzione. D’altra parte, hanno un range di azione molto limitato,
circa 10 metri, e vengono utilizzati nei casi di requisiti di funzionalita`
minimali e comunque in processi ben definiti.
Inoltre, i transponder possono essere classificati in base alla memoria di
cui sono equipaggiati:
• I transponder a bit unico sono principalmente utilizzati nei sistemi
EAS (Electronic Article Surveillance). Il ricetrasmettitore utilizzato
per l’antitaccheggio rileva lo stato del bit (se lo stato e` ON, l’oggetto
e` presente nel campo, se e` OFF, l’oggetto non e` presente nel campo).
Tradizionalmente, il transponder a bit unico e` un transponder passivo
poiche` la memoria e` di tipo permanente e non necessita quindi di
energia per la conservazione dei dati.
• I transponder Read only hanno una memoria con funzione di sola let-
tura, che viene programmata al momento della realizzazione e non puo`
essere modificata successivamente. Generalmente, contiene un codice
unico, o UId (Unique Identifier).
• I transponder OTP, o One Time Programmable utilizzano una memo-
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ria inalterabile che contiene l’UId ed una parte di memoria modificabile
una sola volta dall’utente.
• I transponder Read/Write hanno una memoria con funzione di lettura
e scrittura. Tale memoria puo` essere letta e programmata e i dati con-
tenuti possono essere modificati in modo dinamico. Tali transponder
sono indicati nei casi in cui le informazioni da registrare in memoria
hanno dimensioni variabili e possono essere modificati. La memoria
deve essere di tipo statico e deve consentire la conservazione dei dati
anche quando il transponder non si trova piu` nel campo generato dal
trasmettitore. Percio`, nel caso di transponder semipassivi, tale memo-
ria sara` alimentata da batteria, mentre per i transponder interamente
passivi deve provvedere al mantenimento dello stato del contenuto
senza la necessita` di essere alimentata (memoria EEPROM).
La memoria EEPROM (Electrically Erasable PROM ) e` organizzata in
blocchi che contengono due tipi di informazioni:
1. Il codice di identificazione del transpoder o UId, altre informazioni sul
chip e le condizioni di accesso per la scrittura dei dati.
2. I dati dell’utente, in modalita` lettura/scrittura.
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1.3 Campi applicativi dei RFId
1.3.1 Bar code
Attualmente il codice a barre (bar code) e` la tecnologia per l’identificazione
automatica piu` diffusa; questo e` dovuto principalmente al basso costo del-
l’etichetta ed alla sua facilita` d’uso. Un sistema RFId e` in grado di garantire
le stesse funzioni di un bar code, con funzionalita` aggiuntive:
• La quantita` dell’informazione: i 100 byte dei bar code contro un
massimo di 8 Kbyte del transponder.
• Modificabilita` dell’informazione.
• Modalita` di lettura: a differenza del bar code, che deve essere visibile
per essere riconosciuto dal lettore, il transponder ha la sola limitazione
della distanza assoluta massima.
• Univocita` del codice UId.
• Sicurezza dell’accesso ai dati tramite sistemi di crittografia.
• Immunita` alle condizioni ambientali, quali ad esempio polvere ed illu-
minazione.
• Rapidita` di lettura di un numero elevato di tag.
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1.3.2 Supply chain
Per supply chain, o catena di fornitura, si intendono tutti quei processi che
consentono di ottimizzare la consegna di prodotti, servizi ed informazioni dal
fornitore al cliente. Tipicamente, una supply chain comprende: la catena
di fornitura vera e propria, compresi fornitori e terzisti, le funzioni di pro-
gettazione per adeguare l’offerta alle richieste del mercato, e infine le com-
ponenti del mercato stesso, lungo il canale distributivo, fino al consumatore
finale.
Come propone Battezzati, le applicazioni RFId impiegate nella supply
chain si suddividono in quattro macro-categorie:
1. prodotti di largo consumo
2. prodotti alla moda
3. beni durevoli
4. prodotti freschi
Prendiamo in esempio la prima categoria, senza scendere nel dettaglio
delle altre, e vediamo come i sistemi RFId posso venire incontro alle esigenze
dei produttori/distributori. Ricordiamo che in questa categoria ricadono i
generi alimentari, le bevande, i prodotti per la detergenza della casa, per la
cura della persona ed altri ancora.
I principali benefici dell’adozione di tale teconologia si riflettono su:
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• disponibilita` del prodotto a scaffale
• automazione della verifica dell’esito di spedizione e delle attivita` di
controllo della merce in entrata e uscita
• inventario accurato e in tempo reale
• riduzione delle scorte
• riduzione delle differenze inventariali lungo la catena
• blocco prodotto in caso di ritiro merce (conseguenza diretta della
tracciabilita` del prodotto)
1.3.3 Transponder sulla persona
Come abbiamo visto, i transponder sul prodotto svolgono sostanzialmente
la funzione di etichette sulle quali i sistemi informativi scrivono e leggono
dati senza interazioni.
Il transponder sulla persona, invece, puo` essere uno strumento di comu-
nicazione da e verso una persona; questo solleva in primo luogo il problema
della privacy dell’individuo: se da un lato l’identificazione ne garantisce la
sicurezza, dall’altro ne sorveglia intrinsecamente i comportamenti.
Grazie al contributo di strumenti informatici, negli ultimi vent’anni e`
stato possibile registrare grandi banche dati per la catalogazione delle infor-
mazioni e dei comportamenti di utenti e clienti. La criticita` di questi dati
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non sta tanto nella individualita` degli stessi, ma piuttosto nelle loro poten-
ziali interconnesioni. Infatti, e` il coordinamento di banche dati differenti a
permettere la deduzione di informazioni di carattere intrusivo nella privacy
della persona. A tal proposito il Garante della Privacy italiano ha emesso
nel Marzo 2005 un comunicato che sancisce i limiti e le modalita` di impiego
delle cosidette “etichette intelligenti”, riferendosi ai RFId.
La modalita` di funzionamento tipica di un sistema RFId sulle cose, puo`
essere ampiamente modificata nel caso di utlizzo con persone, a patto di
trovare una possibile e consona interfaccia tra il mondo dei transponder e
il mondo degli esseri umani. A tal scopo si stanno studiano soluzioni per
definire tali interfaccie. In particolar modo, sono state individuate tre classi:
• Sistemi di visualizzazione personalizzati, utili nelle applicazioni in cui
non sono richieste introduzioni di dati nel sistema.
• Terminali o personal computer, per le applicazioni che coinvolgono
utenti professionali o postazioni fisse, come sistemi di pagamento e di
distribuzione dei contanti.
• Computer palmari (figura 1.3) o telefoni cellulari, senza dubbio la
modalita` di interfaccia piu` promettente, perche` uniscono la portabilita`
dell’interfaccia alla facilita` d’uso.
Infine, i settori applicativi dei transponder sulla persona sono i piu`
svariati: dai servizi pubblici alla salute, dal tempo libero al trasporto e
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al pagamento, inteso come validazione di una transazione finanziaria. Un
esempio attuale potrebbe essere un sistema di carta di identita` basato su
trasponder che puo` facilmente verificare alle porte di accesso di uno stadio
se il portatore e` abilitato all’accesso o se gli e` negato per ragioni di ordine
pubblico. Oppure, nel settore del tempo libero, un sistema RFId installato
su un parco giochi sarebbe in grado di identificare la posizione di ogni utente
e correlarla ai suoi piani per poter informare il consumatore sugli effetti del-
la sua scelta (ad esempio guidarlo verso l’attrazione del parco che vorrebbe
provare).
Figura 1.3: esempi di reader applicato ad un palmare
aggiungere applicazioni future
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Capitolo 2
Molteplicita` di reader e
transponder
Fino ad ora non sono state affrontate le problematiche meramente tecniche
intrinseche ai sistemi RFId.
Ricordiamo che un sistema RFId consiste, nella descrizione piu` semplice,
in un insieme di etichette (i transponder) a radiofrequenza attaccate ad
oggetti che devono essere identificati da uno o piu` lettori, interconnessi in
una qualche rete.
In una tipica sequenza di comunicazione, un reader invia in broadcast il
segnale ai transponder, che, se rientrano del campo coperto dalla frequenza
del reader, modulano il segnale in accordo al tipo di risposta che devono
inviare.
Questo ovviamente mette in luce due problematiche evidenti: cosa suc-
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cede se due o piu` tag rispondo simultaneamente? E come comportarsi
quando due o piu` reader tentano di comunicare nello stesso momento? Nei
successivi paragrafi tenteremo di descrivere in dettaglio questi eventi.
2.1 Tag Collision
La cosidetta tag collision si verifica quando, in seguito ad un messaggio invi-
ato in broadcast dal reader, piu` transponder rispondono simultaneamente;
ovvero le trasmissioni dei transponder si fondono in uno unico messaggio
incomprensibile per il reader, che quindi non e` piu` in grado di determinare
l’identita` della tag che ha risposto.
Dal momento che i transponder hanno pochissime capacita` funzionali e
bassa energia, e` impensabile ipotizzare che essi possano comunicare diret-
tamente tra di loro, risolvendo cos`ı la collisione dialogando con le tag nelle
vicinanze.
Come in tutti i sistemi multiple access, il meccanismo per la limitazione
delle collisioni puo` appartenere a due distinte categorie:
• protocolli probabilistici o Aloha based
• protocolli deterministici o tree based
• protocolli ibridi
23
2.1.1 I protocolli Aloha based
Il problema dell’utilizzo nei sistemi RFId dei protocolli Aloha based e` che
le tag non sono capaci di stare in ascolto del segnale, come invece si assume
per le reti tradizionali. Inoltre, hanno lo svantaggio che un transponder
potenzialmente puo` non venire identificato per molto tempo.
Negli algoritmi slotted Aloha based si suppone che il tempo sia suddiviso
in “slot” e che tutte le tag abbiano un orologio interno per regolare la sin-
cronizzazione. Un timeslot e` un intervallo di tempo nel quale i transponder
trasmettono il loro identificativo UId, oppure le eventuali informazioni mem-
orizzate. Un ciclo di lettura e` un processo di identificazione dei transponder
che consiste in un frame.
Un frame e` l’intevallo di tempo che intercorre tra due interrogazioni di-
verse del reader e consiste in un certo numero di timeslot: ogni transponder
trasmette percio` il proprio numero di serie al reader nello slot di un frame e
il reader identifica il transponder solo nel caso in cui tale slot sia utilizzato
da un solo transponder.
Basic Frame Slotted Aloha o BSFA
L’algoritmo BSFA [1] utilizza una lunghezza del frame prefissata che non
viene modificata durante il processo di identificazione. In questo protocollo
il reader trasmette ai transponder il framesize ed ogni transponder, dopo
aver generato un numero casuale j ≤ framesize, trasmette nel j−esimo
24
slot del frame.
Utilizzando un framesize fisso, se ci sono troppi transponder, la maggior
parte degli slot presentera` collisioni. Al contrario, se il framesize e` di gran
lunga superiore al numero dei transponder, ci saranno troppi slot non uti-
lizzati.
Dynamic Frame Slotted Aloha o DFSA
L’algortimo DSFA [2, 3], presentato nel seguente pseudocodice, cambia
dinamicamente il framesize. Siano c0, c1, ck rispettivamente il numero di
slot vuoti, con un transponder e con collisioni e siano a0, a1, ak i loro val-
ori stimati utlizzando la disuguaglianza di Chebyshev. Allora se min-
imizziamo la differenza tra tali valori, otteniamo la stima del numero di
transponder complessivo che hanno trasmesso nell’ultimo frame; sia esso ai.
La funzione di stima di Chebyshev e` la seguente:
intChebyshevEstimation(li, c0, c1, ck) :
for n = c1 + 2ck to 2(c1 + 2ck) do
[n] =
∣∣∣∣∣∣∣∣∣∣∣∣

ali,n0
ali,n1
ali,n≥2
−

c0
c1
ck

∣∣∣∣∣∣∣∣∣∣∣∣
return n tale che [n] e` minimo,
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dove ali,nr =
 n
r

 1
li

r1− 1
li

n−r
NEXPi rappresenta il numero stimato di transponder non letti all’inizio
del frame i di lunghezza li; il valore di channelStatus[s] puo` essere 0, 1 oppure
> 1 e sta ad indicare rispettivamente che nessun transponder trasmette nello
slot s, uno solo transponder o multipli transponder.
Il problema di questo algoritmo e` che il framesize non puo` essere au-
mentato indefinitivamente con l’aumentare dei transponder coinvolti, perche`
presenta un limite superiore. Questo implica un gran numero di collisioni
quando il numero di transponder supera il massimo framesize consentito.
Pseudo-codice DFSA: Reader
1: l0 = NEXP0 ; ck = l0;
2: while (ck > 0) do
3: c0 = 0; c1 = 0; ck = 0;
4: broadcast(li);
5: for s = 1 to li do
6: receiveAnswers;
7: if channelStatus[s]=1) then
8: tagIdentification;
9: c1 + +;
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10: if channelStatus[s]>1) then ck + +;
11: if channelStatus[s]=0) then c0 + +;
12: NEXPi = ChebyshewEstimation(l1, c0, c1, ck);
13: li+1 = NEXPi − c1;
Pseudo-codice DFSA: Transponder
14: identified = false;
15: while (not identified) do
16: receive(li);
17: s = randomNumber mod li;
18: sendAnswer in slot s;
19: receiveMsg;
20: if Msg = IdRequest then send MyID;
21: identified = true;
Advanced Frame Slotted Aloha o AFSA
Quando il numero di transponder non lette e` stimato essere maggiore
della dimensione massima del frame (stabilita a 256 slot), il reader divide
l’insime dei transponder in gruppi e sceglie il numero dei gruppi che mas-
simizzano la funzione di efficienza del sistema, data dal rapporto tra il nu-
mero di slot con una sola trasmissione di tag (c1) e il framesize corrente;
questo approccio e` proposto in [4].
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Il reader, quindi, invia in broadcast il numero di gruppi prescelto e i
transponder utilizzano questo valore per un’operazione in modulo su un nu-
mero generato casualmente. Soltanto i transponder per i quali tale modulo
vale zero trasmettono in quel frame.
Pseudo-codice AFSA: Reader
1: l0 = 128; group = 1; ck = l0;
2: while (ck ≥ 0) do
3: c0 = 0; c1 = 0; ck = 0;
4: broadcast(li, group);
5: for s = 1 to li do
6: receiveAnswers;
7: if (channelStatus[s]= 1) then
8: tagIdentification();
9: c1 + +;
10: if (channelStatus[s]> 1) then ck + +;
11: if (channelStatus[s]= 0) then c0 + +;
12: Ni = ChebyshevEstimation(li, c0, c1, ck);
13: Ni+1 = Ni − c1;
14: set li+1 and group according to *
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Pseudo-codice AFSA: Transponder
15: identified = false;
16: while (not identified) do
17: receive(li, group);
18: s = randomNumber mod li;
19: if (group > 1) then
20: g = randomNumber mod group;
21: if (g = 0) send myID in slot s;
22: else sendAnswer in slot s;
23: receiveMsg;
24: if Msg = IDRequest then send MyID;
25: identified = true
Tree Slotted Aloha
L’idea di base di questo algoritmo e` quella di risolvere una collisione
non appena essa si verifichi. Nei protocolli FSA, due transponder che non
collidono in un frame posso collidere in quello successivo. TSA [5] propone
un approccio in cui tale eventualita` non puo` verificarsi, dal momento che se
in uno slot si verifica una collisione, nel ciclo di lettura successivo saranno
interrogati solo i transponder che hanno generato tale collisione. Questo
comporta una maggiore performance.
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Per la descrizione di questo algoritmo consideriamo un sistema RFID
definito da:
• un reader
• n transponder passivi
• ogni transponder t ∈ {0, ..., n− 1} ha un unico ID
• un ID e` una stringa tid ∈ {0, 1}k, dove k e` la sua lunghezza
• si assume che il reader non conosca il numero esatto n di transponder
presenti nel range di comunicazione, ma che possa farne una stima (per
esempio derivando dalla storia dei processi di indentificazione passati)
• l0 e` la stima iniziale del numero di transponder ed e` anche il framesize
iniziale.
Il protocollo utilizza multipli cicli di lettura; ogni ciclo consiste di due
passi:
1. il reader fa il broadcast di una richiesta di dati specificando il frame-
size li
2. ogni transponder nel range di comunicazione del reader seleziona il
proprio slot per la risposta generando un numero casuale nell’interval-
lo [1, ..., li]
Il reader identifica un transponder quando ne riceve l’ID senza collisioni.
La natura del protocollo adotta una struttura ad albero; la radice e` il frame
30
nel primo ciclo di lettura, sia l0 la lunghezza di tale frame. Sia inoltre
Ni il numero di transponder che trasmettono il loro ID nello slot i, con
i ≤ l0, Ni ≥ 0,
∑
iNi = n; se Ni ≥ 2 vuol dire che si e` verificata una
collisione nello slot i.
Al termine di ogni ciclo di lettura, se il reader realizza che si e` verificata
una collisione, comincia un nuovo ciclo di lettura per ogni slot in cui si sono
verificate collisioni. Il reader trasmette le dimensioni del nuovo framesize,
il livello dell’albero ed l’indice dello slot del frame precedente, in modo tale
da “rivolgersi” soltanto ai transponder che hanno colliso in quello slot.
In ogni ciclo di lettura, i transponder memorizzano il numero che hanno
generato casualmente (ovvero lo slot in cui hanno transmesso il loro ID)
ed incrementano di uno il proprio contantore di livello, cosicche` sapranno
quando saranno coinvolte in comunicazioni successive. Ogni volta che si
individua una collisione, viene aggiunto un nuovo nodo all’albero (figlio del
nodo del ciclo di lettura precendente) e si comincia un nuovo ciclo di lettura.
L’intero processo e` ripetuto ricorsivamente finche` non si individuano al-
cune collisioni; come gli algoritmi FSA, neppure TSA e` memoryless, dal mo-
mento che ogni transponder deve ricordare il numero generato casualmente
ed il livello dell’albero. La quantita` di memoria necessaria e` comunque molto
piccola, solo quella utile a memorizzare numero di slot e livello.
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Pseudo-codice TSA: Reader
1: level = 0;
2: l0 = NEXP0 ;
3: s = −1;
4: collisionResolution(level, s, l0).
collisionResolution(level, slot, li)
5: broadcast(level, slot, li);
6: for s = 1 to li do
7: receiveAnswers;
8: update c0, c1 and ck;
9: if (channelStatus[s] = 0) then c0 + +;
10: if (channelStatus[s] > 1) then ck + +;
11: if (channelStatus[s] = 1) then c1 + +;
12: tagIdentification();
13: c1 + +;
14: NEXPi = ChebyshevEsimation(li);
15: li+1 =
 NEXPi−ci
ck

16: for s = 1 to lido
17: if (channelStatus[s] > 1) then collisionResolution(level+1, s, li+1);
Pseudo-codice TSA: Transponder
18: identified = false;
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19: myLevel = 0;
20: previousV alue = −1;
21: while (not identified) do
22: receive(level, slot, li);
23: if ((level = myLevel) and (previousV alue = slot)) then
24: s = randomNumber modli;
25: myLevel + +;
26: previousV alue = s;
27: sendAnswer in slot s;
28: if receivedIDrequest then send myID;
29: else if (myLevel > level) then identified = true;
2.1.2 I protocolli tree based
I protocolli tree based non causano la tag starvation, ovvero l’impossibilita`
da parte di una tag pronta all’esecuzione di ottenere la risorsa di cui necessita
per la trasmissione, poiche` coinvolta in collisioni ripetute, pero` possono avere
lunghi ritardi nell’identificazione.
Ci sono due famiglie di protocolli tree based:
• protocolli binary tree based
• protocolli query tree based
Nei protocolli che fanno uso dei binary tree [6], il reader chiede un bit
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dell’UId alla volta, cominciando dal bit che si trova nella prima posizione
dell’UId della tag, avanzando nelle posizione piu` basse.
Ogni volta che il reader riscontra una collisione per un bit, mette nello
stato di “quiete” tutte le tag per le quali quel bit ha valore 1 e procede nell’i-
dentificazione delle altre interrogando circa il bit successivo. Ripete quindi
il processo fino all’identificazione completa del transponder, dopodiche` re-
setta le tag precedentemente messe nello stato di quiete per “riattivarle” e
cominciare un nuovo ciclo di query.
Nel protocollo query tree based [7], il reader, piuttosto che inviare un solo
inquiring bit, invia un prefisso dell’UId. I transponder, il cui UId coincide
con il prefisso, rispondono al reader. Se piu` di un transponder risponde,
allora il reader deduce che ci sono almeno due tag con lo stesso prefisso:
aggiunge 0 o 1 al prefisso e riformula la query.
Quest’ultimo e` un protocollo cosidetto memoryless. In tali protocolli, la
risposta data dal transponder dipende esclusivamente dalla richiesta corrente
del reader, senza alcuna informazione delle interrogazioni passate. Cio` com-
porta una grande semplificazione dei circuiti delle tag, che non necessitano
di memoria aggiuntiva oltre al proprio UId.
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Pseudo-codice QT: Reader
1: prefix = empty;
2: query(prefix, 0);
3: query(prefix, 0);
query(char[] prefix,char c):
4: prefix+ = c;
5: broadcast(prefix);
6: receiveAnswers;
7: if (channelStatus = 1) then tagIdentification();
8: else if (channelStatus > 1) then
9: query(prefix, 0);
10: query(prefix, 1);
Pseudo-codice QT: Transponder
11: identified = false;
12: while (not identified) do
13: receive(prefix);
14: offset = prefix.lenght;
15: if (prefix = myID[0...offset− 1]) then
16: sendAnswer;
17: if receivedIDrequest then send myID;
18: identified = true;
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2.1.3 I protocolli ibridi
I protocolli ibridi [8, 9] introducono il meccanismo della randomizzazione
applicato agli algoritmi tree based.
Tipicamente, questi approcci si basano sugli algoritmi di tree search (o
splitting) [10], che operano ricorsivamente dividendo i gruppi dei transpon-
der che collidono in N sottoinsiemi disgiunti. Questi sottoinsiemi diventano
sempre piu` piccoli fino a quando non contengono un solo transponder. Nella
pratica, questo viene realizzato con un “lancio di moneta” con N -facce. Il
primo insieme di transponder prova nuovamente la trasmissione nel time slot
successivo, mentre gli altri aspettano fino a quando il sottoinsieme corrente
non risolve completamente le collisioni. Una volta che un sottoinsieme ter-
mina le collisioni, gli altri sottoinsiemi pendenti vengono risolti con politica
“first-in last-out”. Ogni suddivisione degli insiemi fa crescere di un livello
in profondita` l’albero di ricerca.
Hayashi (2000) [11] propone dapprima un approccio che presuppone la
conoscenza a priori del numero complessivo dei transponder, n (n-partition
protocol) e un altro in cui tale numero e` sconosciuto (2-partion protocol).
Dal momento che il primo protocollo prevede che il numero totale dei
transponder, n ,sia noto a priori, ogni transponder genera un messaggio
con probabilita` 1/n. Se esattamente un solo messaggio viene trasmesso, al-
lora il transponder che ha trasmesso il messaggio sara` letto dal reader, n
viene decrementato di 1, e si itera il processo ricorsivamente. Altrimenti, i
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transponder tentano una nuova trasmissione. Il processo termina quando n
raggiunge 1.
N-Partition Protocol
1: for m← n downto 1 do
2: repeat
3: ogni transponder trasmette con probabilita` 1/m;
4: until lo stato del canale e` libero
5: il transponder che e` ha trasmesso viene identificato;
Il secondo protocollo, invece, non prevede la conoscenza a priori del nu-
mero complessivo di transponder, e si tratta sostanzialmente di una versione
del tree search con una moneta di 2 facce; ovvero i gruppi di transponder
che collidono si suddividono ricorsivamente in due sottoinsiemi.
2-Partion Protocol
1: ogni transponder set λ← L← 1;n← 1;
2: while L ≥ 1 do
3: ogni transponder con λ = L trasmette;
4: if Channel-status = COLLISION then
5: ogni transponder con λ = L tira una moneta;
6: ogni transponder set L← L+ 1;
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7: ogni transponder con “testa” set λ← L
8: else
9: if Channel-status = SINGLE then
10: l’unico transponder con λ = L viene identificato
11: ogni transponder set n← n+ 1;
12: ogni transponder set L← L− 1;
In [8] viene fatto notare come semplici modifiche dell’algoritmo 2-Partition
ne migliorino significativamente le performance. In particolare, dopo che i
transponder la cui variabile locale λ vale L sono divisi in gruppi dal lan-
cio della moneta, se l’insieme di coloro che hanno avuto “testa” e` vuoto,
non e` necessario che l’insieme complementare (quello cioe` di transponder
per i quali non e` uscito testa) trasmetta, poiche` gia` sappiamo che andremo
incontro ad una collisione.
Inoltre, la trasmissione iniziale da parte di tutti i transponder non e` nec-
essaria se sappiamo che il numero di transponder e` maggiore di uno. Benche`
questi cambiamenti non abbiamo un impatto rilevante per grandi valori di
n, numero totale di transponder, per piccoli valori di n sono stati evidenziati
grandi miglioramenti. Tale protocollo viene indicato con 2-Partition-1.
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2-Partition-1 Protocol
1: ogni transponder set λ← L← 1;n← 0;
2: while L ≥ 1 do
3: repeat
4: ogni transponder con λ = L tira una moneta;
5: ogni transponder con “testa” trasmette nel canale;
6: until Channel-status <> SILENCE;
7: if Channel-status = COLLISION then
8: ogni transponder set L← L+ 1;
9: ogni transponder con “testa” set λ← L;
10: else (Channel-status = SINGLE)
11: ogni transponder set n← n+ 1;
12: l’unico transponder che ha trasmesso viene identificato;
13: tutti i transponder attivi trasmettono;
14: if Channel-status = SINGLE then
15: l’unico transponder che ha trasmesso viene identificato;
16: il protocollo termina;
17: repeat
18: ogni transponder con λ = L trasmette;
19: if Channel-status = SINGLE then
20: ogni transponder set n← n+ 1;
21: il transponder per cui λ = L viene identificato;
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22: tutti i transponder attivi trasmettono;
23: if Channel-status = SINGLE then
24: il transponder viene identificato e il processo termina;
25: if Channel-status <> COLLISION then
25: ogni transponder set L← L− 1;
26: until Channel-status = COLLISION or L = 0;
2.2 Reader Collision
Quando e` necessario sviluppare protocolli per sistemi RFId densamente
popolati, oppure che coprono vaste aree geografiche, si deve ricorrere im-
prescindibilmente alla collaborazione di molteplici reader.
2.2.1 Molteplicita` dei reader
In molte delle applicazioni emergenti, lo spazio di interesse, ovvero l’area
geometrica coinvolta nell’applicazione, supera di gran lunga il range coperto
dalla comunicazione tra reader e transponder.
Ecco quindi che nasce la necessita` di disporre di reader multipli per
garantire una copertura esaustiva di tutti i transponder nell’ambiente. As-
sumiamo che le informazioni ottenute dai reader siano successivamente uti-
lizzate da un’applicazione in esecuzione su un computer centrale allo scopo
di dedurre un qualche tipo di inferenze. Percio`, deve essere messa a dispo-
sizione dei reader un mezzo per comunicare col computer centrale. Da qui
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in avanti indicheremo con reader network la rete wireless ad hoc che collega
i reader tra di loro e con l’unita` di elaborazione centrale.
Migliorare i tempi di accesso alle tag
L’utilizzo di molteplici reader, qualora essi non siano in conflitto tra di
loro, permette operazioni di lettura concorrenti, incrementando in tal modo
il tempo di acceso ai transponder.
Sono stati ipotizzati due approcci distinti:
• Approccio non cooperativo
• Approccio cooperativo
Nell’approccio non cooperativo i reader non comunicano direttamente
tra di loro; tuttavia e` presente una comunicazione implicita attraverso la
scrittura sulle tag. Per esempio, se si permettesse ad un reader di marcare
con un’informazione unica (come il proprio ID) il transponder al momen-
to della comunicazione, allora successivi reader eviterebbero di accedere a
quel transponder, poiche` gia` marcato, e si potrebbe limitare l’accesso alle
sole tag che non contengono identificatori dei reader nelle proprie aree di
memoria scrivibile. Si dovrebbe in questo caso cercare di ridurre al minimo
indispensabile la quantita` di informazioni letta o scritta sulle tag per rendere
possibile questa comunicazione indiretta.
Nell’approccio cooperativo i reader comunicano tra di loro sulla reader
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network per decidere come relazionarsi alla popolazione di transponder. Per
esempio, la collaborazione tra reader potrebbe permettere di calcolare una
stima, utilizzando metodi stastici [12], della densita` della popolazione in
modo da poterla suddividere tra i vari reader in qualche modo. Con una
tale partizione, i reader potrebbero aver accesso simultaneo ad aree diverse
di tag, riducendo cos`ı le attese per le comunicazioni con i transponder, dal
momento che essi farebbero capo a reader diversi.
Migliorare il consumo di energia
Per evitare la ridondanza derivante dall’accesso di tutti i reader a tutti
i transponder nell’ambiente, si potrebbe cercare di partizionare lo spazio
fisico delle aree di copertura dei reader. Questa operazione pero` risulterebbe
piuttosto difficile dal momento che le aree di copertura non hanno confini
ben definiti e sono inoltre soggetti alle variazioni dell’ambiente circostante.
Una possibile soluzione per minimizzare il consumo di energia e la ri-
dondanza si trova in un controllo dinamico della zona coperta dal reader
attraverso due metodi [13]:
• Modulare la potenza del segnale in uscita dal reader: permettendo
ad ogni reader la minima potenza del segnale tale che, sommata a
quelle degli altri reader, garantisca la copertura necessaria, ovvero ogni
transponder deve poter essere raggiunto da almeno un reader.
• Controllare il raggio di azione delle antenne applicate al reader: agendo
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sulla direzione puntata dall’antenna del reader, possiamo controllare
la sua zona di copertura.
Migliorare l’efficenza nell’accesso alle informazioni
Per ridurre il consumo di energia e al contempo migliorare l’efficienza di
accesso alle memorie dei transponder, si dovrebbe poter diminuire la quan-
tita` di dati trasmessi senza compromettere pero` la qualita` delle inferenze del
sistema.
Se il reader potesse, in qualche modo, magari con un’intelligenza com-
putazionale aggiuntiva e consultazioni con gli altri reader, distinguere le
informazioni “sensibili” e “critiche” per il sistema da quelle superflue, si
potrebbe conseguentemente migliorare l’accesso alle informazioni contenute
nell’unita` centrale, con un drastico calo della ridondanza : l’obiettivo e`
quindi quello di ridurre la comunicazione tra reader e tag al minimo indis-
pensabile che garantisca la corretta integrita` dei dati.
2.2.2 Il problema delle collisioni dei reader
Permettere l’uso di multipli reader su un canale wireless condiviso non
comporta solo vantaggi. Infatti, la cooperazione simultanea di piu` dispos-
itivi entro lo stesso spazio fisico introduce il problema delle comunicazioni
concorrenti ai transponder. Si distinguono due diverse collisioni:
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• (multiple) reader to tag collision [14, 15]: se i reader sono a dis-
tanza ravvicinata tra di loro ed operano nello stesso canale, possono
interferire l’uno con l’altro; ovvero il segnale trasmesso da un reader
potrebbe sovrapporsi a quello trasmesso da un transpoder in risposta
ad un altro reader, corrompendo di fatto la trasmissione.
• reader to reader collision [16]: anche se due reader operano su un
canale diverso, se ci sono tag che appartengono contemporaneamente
ad aree di copertura di reader diversi, e` probabile che un transponder
riceva due richieste simultanee da reader diversi, non potendo cos`ı
rispondere in modo affidabile a nessuna delle due query.
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Capitolo 3
Il problema delle collisioni
dei reader
Tutti i reader hanno uno spazio finito entro il quale possono comunicare
con i transponder, detto area di copertura o interrogation zone. I reader le
cui aree di copertura si intersecano posso interferire tra di loro, ma cio` non
e` una condizione necessaria, in quanto le interferenze possono avvenire in
ugual modo anche quando le zone sono distinte, a causa dell’utilizzo delle
radiofrequenze per la comunicazione.
In linea di principio per massimizzare la comunicazione a buon termine
(senza collisioni) con i transponder occore minimizzare il numero e la period-
icita` delle collisioni tra i reader, allocando in modo intelligente le frequenze
nel tempo.
Assegnare uno spettro di frequenze nel tempo ai reader e` affine al prob-
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lema di assegnare frequenze ad un insieme di trasmettitori di radiofrequenze
generiche, come ad esempio cellulari e base station. I sistemi della comu-
nicazione cellulare consistono appunto di base station che fungono da ar-
bitri per la comunicazione tra dispositivi intelligenti mobili, come i telefoni
cellulari.
La differenza e` che, nel caso dei sistemi RFId, a causa della bassa ca-
pacita` funzionale dei transponder essi non sono in grado ne` di differenziare
i reader, ne` di scegliere di iniziare la comunicazione con uno in particolare.
Cosa ancora piu` fondamentale, il transponder non puo` scegliere la frequenza
sulla quale comunicare, limitandosi a rispondere indifferentemente a tutte
le trasmissioni che gli arrivano entro un intervallo di frequenza piuttosto
ampio.
Molte delle soluzioni proposte in letteratura al problema del frequency
assignment [17, 18, 19] possono essere applicate solo parzialmente al proble-
ma della reader collision; questo perche` a differenza di alcune base station,
i reader sono capaci di trasmettere su una sola frequenza alla volta. Per
di piu`, dal momento che i sistemi RFId operano sulle bande pubbliche ISM
(industrial, scientific and medical radio bands le frequenze utilizzate per la
comunicazione non possono essere controllate, ma si puo` agire solo sui tempi
durante i quali i reader trasmettono. Questo e` in netto contrasto con le reti
cellulari che, operando su bande di frequenza proprietarie della compagnia,
ne hanno esplicito controllo.
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In piu`, si deve anche contemplare la possibilita` che altri dispositivi stiano
operando contemporaneamente sulle frequenze ISM, e percio` potenzialmente
in conflitto con i reader. Ovviamente, non si puo` derogare ai sistemi RFId
il controllo di tali dispositivi, ne` possiamo pretendere che essi si coordinino
con le azioni dei reader in modo tale da minimizzare le interferenze. Percio`,
il reader stesso dovra` essere in grado di operare con efficienza, anche qualora
vi fossero altri dispositivi che utilizzano la stessa banda di frequenza.
Infine, c’e` da dire che il reader collision problem e` affine anche al prob-
lema del Medium Access Protocol (MAC) delle reti wireless ad-hoc. Ri-
cordiamo che le reti wireless ad-hoc consistono di un insieme di dispositivi
indipendenti che possono comunicare su una rete non strutturata condivisa.
Il problema MAC per tali reti si propone di allocare i tempi di comunicazione
tra i dispositivi in modo da ottimizzarne le performance.
3.1 Il problema dell’assegnamento di frequenza
Sia V l’insieme di tutti i reader, con vi ∈ V corrispondente al reader i, e
sia f(vi, t) l’insieme delle frequenze assegnate a vi al tempo t. Allora un
assegnamento di frequenza nel tempo e` ragionevole se:
• soddisfa un certo vincolo di intervallo di frequenza F
• soddisfa una certa soglia di interferenza I.
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Un assegnamento di frequenza ottimale minimizza una funzione di costo
che dipende fortemente dal contesto del problema. Un obiettivo comune
e` quello di minimizzare il tempo necessario affinche` tutti i reader possano
comunicare, fissata una distribuzione uniforme delle frequenze (o canali).
Data la banda di frequenza limitata, sarebbe utile poter riutilizzare le
frequenze sfruttando la natura particolare della propagazione del segnale
radio, che esprime la potenza del segnale come funzione della distanza dalla
sorgente emittente, in questo caso il reader.
A tale scopo, i reader che sono sufficientemente distanti, possono utiliz-
zare la stessa frequenza per la comunicazione allo stesso tempo, senza che
iterferiscano l’uno con l’altro.
In alternativa, si potrebbe dare la possibilita` di trasmettere solo quando
nessun reader e` gia` coinvolto in comunicazioni; una tecnica che permette la
comunicazione sulla stessa frequenza partizionandola nel tempo e` chiamata
Time Division Multiple Acces (TDMA), ed e` necessaria quando il numero
di reader che possono potenzialmente collidere e` maggiore del numero di
frequenze fissate diponibili nel sistema.
Intervallo di frequenza
Mentre per frequenza si fa riferimento tecnicamente alla singola lunghezza
d’onda di una sinusoidale continua, una serie di frequenze continue attraver-
so un qualche mezzo (ad esempio, lo spazio) e` un canale con intervallo di
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frequenza definito come differenza tra la frequenza massima e la minima per
tale canale.
Nei sistemi RFId lo spettro di frequenza F e` partizionato in K intervalli
mutuamente esclusivi Ci di uguale lunghezza che chiamiamo canali, ovvero:
F = {C1, C2, ..., Ck} | Ci ∧ Cj = ∅,
i, j = 1...k, i 6= j,
C1 ∪ ... ∪ Ck = F,
dove l’indice di ogni canale e` un intero positivo, assegnato man mano che si
occupa la frequenza.
3.2 Il concetto di interferenza
Le interferenze sono definite dal punto di vista del ricevente della trasmis-
sione: un segnale interferisce con un altro se e solo esso agisce sul segnale
che un ricevente sta aspettando.
Percio`, misurazioni al ricevente possono aiutare a definire il livello di
interferenza complessivo. In un sistema RFId, un reader e` sia trasmettitore
sia ricevente, mentre i transponder fungono solo da riceventi, nel senso che
essi non generano spontaneamente un segnale.
L’interferenza reader to reader si verifica quando un reader trasmette un
segnale che interferisce con l’operazione di un altro reader, impedendo cos`ı a
tale reader di comunicare con le tag della sua area di copertura. Cio` si ver-
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ifica quando il segnale trasmesso dal reader e` tale da mascherare o sporcare
la comunicazione di un secondo reader con le tag. Questa sovrapposizione
causa un’interferenza.
Per fare una previsione sui reader che potranno potenzialmente collidere,
si puo` utilizzare il modello del point source o punto sorgente:
ogni reader vi, i = 1, ..., |V | invia in broadcast il segnale uniformemente
e su tutte le direzioni. Sia d la distanza di riuso, ovvero la minima distanza
alla quale una stessa frequenza utilizzata dal reader vi e vj , i 6= j non
genera collisioni.
Allora se,
D(vi, vj) < d ∧ f(vi, t) = f(vj , t)
i reader vi e vj potenzialmente posso collidere.
3.3 Algoritmo di anti-collisione Colorwawe
La natura condivisa dell’agoritmo Colorwave [15] permette ad ogni reader
di minimizzare le collisioni basandosi su informazioni locali.
La comunicazione globale e la condivisione delle informazioni non sono
richieste; per questo motivo l’algoritmo Colorwave permette ai sistemi RFId
di adattarsi a perturbazioni locali, come ad esempio l’installazione di un
nuovo reader o la presenza di reader mobili.
La reader network e` modellata come un grafo indiretto. I vertici rappre-
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sentano i reader, e gli archi rappresentano i vincoli di collisione: se due reader
connessi da un arco trasmettono allo stesso tempo, allora collideranno.
Lo scopo dell’algoritmo e` quello di colorare, con un algoritmo distribuito,
una reader network in modo tale che ogni nodo (reader) abbia il minor
numero possibile di nodi adiacenti con lo stesso colore.
Questo approccio permette una sorta di “prenotazione” facile dei times-
lot. Un colore rappresenta una prenotazione periodica per la trasmissione
di dati senza collisioni. In piu`, l’algoritmo tenta di ottimizzare il piu` pic-
colo numero di colori totali richiesti per il raggiungimento di una qualche
percentuale di trasmissioni andate a buon termine.
Il meccanismo descritto utilizza due algoritmi distribuiti:
• Distribuited Color Selection (DCS)
• Variable-Maximum Distribuited Color Selection (VDCS), il Colorwave
vero e proprio.
Entrambi gli algoritmi sono “tolleranti” a reader passeggeri e ad eventu-
ali sorgenti di disturbo: questo per far fronte alle esigenze di adattabilita` con
operatori nella stessa banda ISM, o nel caso di applicazioni che coinvolgano
reader mobili.
3.3.1 Distribuited Color Selection
Un reader con una richiesta per la trasmissione in coda, trasmette soltanto
nei timeslot relativi al suo colore. Se la trasmissione collide con quella di un
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altro reader, la richiesta di trasmissione viene “scartata”. In piu`, il reader
sceglie in maniera casuale un nuovo colore e lo prenota: in questo modo,
forza tutti i suoi nodi vicini a selezionare a loro volta un nuovo colore. In
via teorica, il reader, cos`ı facendo, “sgombra” il timeslot per la prossima
volta che dovra` trasmettere.
Questo “scambio” e prenotazione di un nuovo colore e` detto kick.
La variabile che rappresenta i colori massimi (maxColors) e` un input
dell’algoritmo e rimane invariata durante tutta l’esecuzione.
Ogni reader tiene traccia del colore a cui fa riferimento il timeslot cor-
rente (timeslotID); la natura distribuita dell’algoritmo non richiede la sin-
cronizzazione per tale variabile.
DCS e` implementato mediante tre diverse subroutine che riguardano:
1. Gestione delle trasmissioni
2. Gestione delle collisioni e prenotazione di un nuovo colore
3. Gestione della risoluzione dei kick
DCS Subroutine 1 - Transmission:
• If richiesta di trasmissione:
– If (timeslotID % maxColors)== current color
∗ then trasmetti
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∗ else cicla until (timeslotID % maxColors)== current color
DCS Subroutine 2 - Collision:
• if si e` provato a trasmettere ma c’e` stata collisione:
– current color = random(maxColors)
– broadcast kick dichiarando un nuovo colore
DCS Subroutine 3 - Kick Resolution:
• if si e` ricevuto un kick e il colore dichiarato e` current color
– scegliere casualmente un colore diverso entro maxColors
Per ogni kick ricevuto, ogni reader deve calcolare se il proprio colore e`
quello a cui fa riferimento il kick.
3.3.2 Variable-Maximum Distribuited Color Selection
Nell’algoritmo precedente, la variabile dei colori massimi, maxColors, e` fissa.
In una rete di reader con probabilita` variabile di trasmissione tra i nodi
nell’arco della giornata, un solo input per i colori dell’algoritmo non fornisce
una oppurtuna flessibilita`.
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A tal merito, Colorwave implementa un meccanismo per cambiare di-
namicamente il massimo numero di colori disponibili per il reader.
Ogni reader tiene traccia della percentuale di trasmissioni andate a buon
fine. Questa scelta e` determinata da 5 input:
1. UpSafe, la percentuale sicura alla quale incrementare maxColors
2. UpTrig, la percentuale alla quale incrementare maxColors se un read-
er vicino sta anche lui aumentando maxColors ad un valore piu` alto
di quello del primo reader
3. DnSafe, analoga a UpSafe, ma raggiunta questa percentuale il valore
di maxColors viene decrementato
4. DnTrig, analoga a UpTrig, ma raggiunta questa percentuale il valore
di maxColors viene decrementato
5. MinTimeInColor, il minimo numero di timeslot prima che l’algorit-
mo cambi di nuovo la variabile maxColors.
Quando un reader raggiunge una delle percentuali safe per cambiare il
proprio valore di maxColors, invia un kick a tutti i suoi vicini.
Se il fenomeno che ha causato il raggiungimento della percentuale safe
e` locale ad un particolare reader, allora gli altri reader non superano le loro
rispettive soglie trig, e percio` non reagiranno. In caso contrario, se cioe` il
fenomeno e` diffuso, i reader vicini oltrepasseranno molto probabilmente le
loro soglie trig, e si verifichera` una vera e propria “ondata” di kick.
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Quando i kick si diffondono dal primo reader scatenante attraverso l’in-
tero sistema, una grossa porzione dei reader cambiera` il proprio valore di
maxColors.
ColorWave Subroutine 1 - Color Change:
• if la percentuale di collisioni supera la soglia safe AND il tempo speso
nel corrente maxColors supera la soglia min time
– in base alla soglia superata, aumenta o decrementa maxColors
– alla prossima iterazione, inizializza kick al nuovo maxColors
ColorWave Subroutine 2 - Kick Resolution
• if si riceve un kick dichiarante current color
– scegli un nuovo colore casualmente tra maxColors escluso cur-
rent color
• if si riceve un kick dichiarante il cambio ad un nuovo maxColors AND
la percentuale di collisione supera la soglia trigger AND il tempo speso
nel corrente maxColors super la soglia min time
– cambia maxColors al valore del kick
– alla prossima iterazione, inizializza kick al nuovo maxColors
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3.4 Algoritmi Q-learning based
L’algoritmo Q-learning [20] e` stato originariamente applicato al Frequency
Assignment Problem (FAP). Questo algoritmo utilizza un sistema di ap-
prendimento in linea per allocare dinamicamente le frequenze ai telefoni
cellulari in una rete di comunicazione mobile. Q-learning dispone di un con-
trollo centralizzato e di una conoscenza globale dei patterns di potenziali
interferenze in un sistema di comunicazione mobile.
L’algoritmo consiste di agenti di “apprendimento” o agenti intelligenti
(learning agents) che interagiscono con l’ambiente per determinare quale
schema di assegnamento sia piu` performante.
La misura della perfomance di un assegnamento e` stimata tramite una
misura del livello di interferenza del sistema. Tali misurazioni sono poi con-
vertite in una metrica per la valutazione della performance e passati all’a-
gente intelligente. Questi valori sono detti valori Q (Q-values) che l’agente
utilizza per cercare di determinare una politica di assegnamento ottima.
I possibili scenari sono mappati ad azioni che cercano di massimizzare un
qualche profitto (o minimizzare i costi). Dato un ambiente con scenari ben
definiti, un agente intelligente puo` determinare quali siano le azioni migliori
per ogni possibile scenario attraverso ripetute interazioni con l’ambiente.
In Q-learning questi scenari sono modellati come stati in un sistema
stocastico dinamico in tempo discreto. Ad ogni stato, l’agente intelligente
seleziona l’azione migliore da intraprendere basandosi su valori Q.
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Questi valori sono misure di performance dinamicamente calcolati in base
al sistema costi/profitti delle precedenti azioni scelte dall’agente.
3.4.1 Formulazione del Q-learning nei FAP
Sia X l’insieme dei possibili stati X = {x1, x2, ..., xn} e sia A l’insieme delle
possibili azioni A = {a1, a2, ..., an}, allora ad ogni istante di tempo t:
1. L’agente determina lo stato xt ∈ X.
2. In base allo stato xt, l’agente sceglie un’azione da eseguire at ∈ A.
3. L’ambiente passa in un nuovo stato xt+1 = y ∈ X con probabilita`
Pxy(a) e viene generato un ritorno (costo) rt.
4. Questo ritorno rt viene inviato all’agente e si torna al punto 1.
L’obiettivo dell’agente Q-learning e` quello di trovare una politica di as-
segnamento ottima Π∗(x) ∈ A per ogni stato x, che minimizza la misura
cumulativa del ritorno rt = r(xt, a) nel tempo.
Considerando un orizzonte temporale infinito, il ritorno totale scontato
atteso, o funzione di stima per uno stato x e` data da
V Π(x) = E{
∞∑
t=0
γtr(xt, pi(xt)) | x0 = x}
dove E e` la media e il fattore di sconto e` 0 † γ † 1. La precedente puo`
essere riscritta come:
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V Π(x) = R(x, pi(x)) + γ
∑
y∈X
Pxy(pi(x))V pi(y)
dove R(x, pi(x)) = E{r(x, pi(x))} e` il valore medio di r(x, pi(x))
La politica di assegnamento ottima pi∗ che soddisfa le condizioni di
ottimalita` di Bellman e`
V ∗(x) = V pi
∗
(x) = mina∈A[R(x, a) + γ
∑
y∈X
Pxy(a)V ∗(y)]
Data una qualche politica pi, si definisce valore Q
Qpi(x, a) = R(x, a) + γ
∑
y
Pxy(a)V pi(y)
3.4.2 Q-learning applicato al Reader Collision Problem
In una rete con N nodi e R risorse disponibili, lo stato x al tempo t e` dato
da
xt = (i, A(i))t
dove i ∈ {1, 2, ..., N} specifica l’indice del nodo che ha avanzato una richiesta
di risorsa, e A(i) ∈ {1, 2, ..., R} e` il numero di risorse disponibili per il nodo
i al tempo t.
L’insieme R di risorse disponibili e` diverso da quello del problema FAP:
oltre alle frequenze disponibili, le reti RFId prevedono i time slot. Dato un
insieme di F frequenze e di L time slot, il numero totale di risorse disponibili
nella rete e` dato da:
R = F ∗ L
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Notiamo che, affinche` una frequenza si dica utilizzata, e` necessario che
almeno un time slot deve essere impegnato. Invece di A(i) ∈ {1, 2, ..., R},
adesso abbiamo A(i) ∈ {1, 2, ..., F ∗ L}.
Per ottenere Ai, numero della possibile combinazione di frequenza e time
slot disponibili per il nodo i, occorre definire alcune quantita`. La prima e`
lo stato di utilizzo della frequenza per il nodo q, q = 1, 2, ..., N , definita da
una matrice F × L dove
uj,k(q) =

1 se la frequenza k e il time slot j sono in uso nel nodo q
0 altrimenti
e j = 1, 2, ..., L, e k = 1, 2, ..., F . L’utilizzo di una frequenza e` determinato
in virtu` del fatto che essa sia gia` stata allocata per un nodo.
In piu`, abbiamo anche una matrice della disponibilita` delle risorse r(q) ∈
{0, 1}LF dove
rj,k(q) =

0 se la frequenza k e il time slot j sono disponibili per il nodo q
1 altrimenti
e q, j, k hanno gli stessi valori della matrice dello stato di utilizzo. Questa
matrice viene utilizzata per ordinare gli agenti secondo una gerarchia ben
definita. Una risorsa che non e` stata allocata, non e` disponibile per l’uso.
Adesso possiamo determinare il numero di risorse disponibili A(i), dato
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dall’insieme sj,k(q) dove
sj,k(q) =

1 se la frequenza k e il time slot j possono essere usati da q
0 altrimenti
e sj,k(q) = rj,k(q) ∧ ¬uj,k(q), q = 1, 2, ..., N.
Una risorsa e` considerata disponibile se e solo se e` stata allocata e non
e` stata ancora usata. Dati sj,k(q), A(i) e` dato dalle seguenti sommatorie
A(i) =
L∑
j=1
F∑
k=1
sj,k(i)
L’agente esegue un azione nell’ambiente che abbiamo appena definito,
assegnando una frequenza k e un time slot j dall’insieme A(i) al nodo i
che ha formulato la richiesta. Qui, a e` definito da a = j, k ∈ {1, 2..., R} e
sj,k(i) = 1.
Il costo dell’azione scelta e` dato dalla funzione di costo r(x, a). Nei
sistemi RFId, il costo non e` conosciuto, e viene calcolato in base agli stati
passati in un periodo di tempo finito.
Piu` precisamente, il costo e` calcolato con la seguente equazione
c(x, j, k) = n1(j, k)c1+n2(j, k)c2+n3(j, k)c3+n4(j, k)c4+n5(j, k)c5+n6(j, k)c6
In questa equazione n1(j, k) rappresenta la percentuale di comunicazioni
andate a buon fine, data da
n1(x, j, k) =
trasmissioni concesse− collisioni
trasmissioni concesse
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Di seguito, n2(j, k) e n3(j, k) rappresentano il numero delle interferenze
rispettivamente reader to tag e reader to reader per collisione avvenuta:
n2(x, j, k) =
interferenza reader tag
collisioni
e
n3(x, j, k) =
interferenza reader reader
collisioni
.
Le percentuali di collisioni reader to tag n4(j, k) e reader to reader
n5(j, k) avvenute si calcolano in rapporto al numero totale di trasmissioni
concesse:
n4(x, j, k) =
collisioni reader tag
trasmissioni concesse
e
n5(x, j, k) =
collisioni reader reader
trasmissioni concesse
.
Infine, il numero di trasmissioni rifiutate n6(j, k) e` dato da:
n6(x, j, k) =
trasimissioni rifiutate
trasmissioni richieste
.
Le costanti c1, ..., c6 sono utilizzate per dare un “peso” diverso alle varie
componenti dell’equazione di costo. Tali costanti sono ordinate secondo
c1 < c2 < c3 < c4 < c5 < c6 con le seguenti convenzioni: c1 puo` prendere
valori negativi, c1 e c2 dovrebbero essere minori di 1, mentre c3, c4, c5, c6
dovrebbero prendere valori maggiori di 1.
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3.4.3 L’algoritmo HiQ
L’algoritmo HiQ [16] (HierarchicalQ-learning Algorithm) combina una strut-
tura gerarchica con controllo locale distribuito per allocare risorse di tempo e
frequenza in una reader network, cercando allo stesso tempo sia di massimiz-
zare il numero di reader comunicanti simultaneamente, che di minimizzare
il numero di collisioni a cui tali reader possono andare incontro.
Il compito di assegnare le risorse ai nodi e` distribuito su vari control-
lori, ognuno dei quali ha conoscenza locale dei nodi con i quali comunica.
La natura distribuita e` una necessita` in un sistema con un numero poten-
zialmente molto grande di nodi, poiche` le informazioni richieste per l’al-
goritmo Q-learning sarebbero altrimenti proibitive per un unico controllo
centralizzato.
L’algoritmo utilizza una struttura di controllo gerarchica a tre livelli
principali. Al livello piu` basso ci sono i reader RFId. I reader comuni-
cano solo quando hanno ottenuto la frequenza e il time slot necessari per
la trasmissione. I reader non sono intelligenti, fanno richiesta per trasmet-
tere con una certa probabilita` e comunicano soltanto quando dispongono
delle risorse necessarie. Sono capaci di determinare le collisioni con gli altri
reader comunicando con quelli presenti entro la propria area di copertura.
Questa informazione e` anche conosciuta al livello superiore, dove si trovano
i reader-level server o R-server. I reader possono comunicare direttamente
con un solo server.
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Gli R-server sono responsabili di prevenire le collisioni tra i reader con
i quali comunicano: questo perche` conoscono i vincoli di interferenza per i
loro reader. Ogni R-server e` responsabile di almeno un reader nel sistema.
Tutte le comunicazioni dei reader entro la giurisdizione di un R-server sono
sorvegliati da quel particolare R-server. Per mantenere una giusta politica
di ordinamento, gli R-server dispongono di code di priorita` per le richieste
dei reader.
Quando un R-server risponde ad una richiesta, per prima cosa determina
se nell’insieme di risorse assegnateli ce ne sono di disponibili. Se l’esito della
ricerca e` positivo, allora procede col verificare se l’assegnamento potenzial-
mente viola i vincoli di interferenza tra il reader richiedente e gli altri reader
nella giurisdizione del R-reader. Se accerta che l’assegnamento e` legale, al-
lora riserva quelle risorse per il reader, altrimenti la richiesta e` bloccata e
messa nella coda delle richieste.
Gli R-server hanno soltanto una conoscenza locale delle risorse, e sono
capaci di allocare frequenze e time slot che sono stati assegnati loro dai
Q-learning server, o Q-server, che costituiscono il livello superiore. Ogni
R-server comunica solo con un Q-server.
I Q-server sono al livello piu` alto della gerarchia e possono organizzarsi
loro stessi in una eventuale gerarchia, che termina comunque con un solo
Q-server che fa da radice. I Q-server hanno la conoscenza globale delle
risorse di frequenza e time slot. Al contrario degli R-server, i Q-server
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non conoscono i vincoli di interferenza dei reader. Questa informazione e`
inferita attraverso interazioni con i server del livello sottostante. I Q-server
assegnano le risorse in base all’algoritmo descritto nel paragrafo precedente,
mantenendo una Q-table per gestire le interazioni con i server sottostanti.
Tale tabella e` di dimensione statica e dipende unicamente dal numero di
nodi controllati dal Q-server e dal numero totale di frequenze e di time slot.
3.5 Algoritmo Dynamic Localized Power Control
Un approccio alternativo al problema della reader collision e` il cosiddetto
approccio clustering-driven [21]. Tale metodo si basa sulla regolazione delle
aree di copertura dei reader: riducendo le aree sovrapposte a piu` reader, la
probabilita` di incorrere in collisioni diminuiscono; al contrario, aumentando
le sovrapposizioni, aumenta anche la quantita` di segnali emessi dei reader e
quindi le potenziali collisioni.
D’altra parte, non e` una buona scelta neppure diminuire troppo le di-
mensioni delle aree dei reader, poiche` cio` potrebbe lasciare scoperta qualche
zona della rete. Trovare una copertura ottimale, quindi, si risolve regolan-
do la portata della trasmissione dei reader, che sappiamo dipendere dalla
potenza del segnale emesso.
In questo meccanismo, se un reader verifica un consumo di energia di
gran lunga superiore a quello degli altri, esso esaurira` con la propria potenza
con largo anticipo, e di conseguenza il ciclo di vita del sistema stesso si
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accorcera`. Percio`, per evitare questo fenomeno, si dovra` tener presente un
distribuzione bilanciata delle risorse energetiche tra i reader.
La relazione tra la portata del segnale e la potenza dello stesso, e` model-
lata con una formula EIRP, Equivalent Isotropic Radiated Power. Nei sitemi
di comunicazione radio, EIRP indica la quantita` di potenza apparentemente
trasmessa verso il ricevitore, assunto che il segnale sia irradiato uniforme-
mente in tutte le direzioni, come un’onda sferica che emana da un punto
sorgente; in altri termini, il prodotto aritmetico della potenza fornita ad
un’antenna e il suo guadagno.
Assumiamo che vi siano nel sistema RFId due reader ri ed rj . Per
trasmettere dati da ri ad rj , il guadagno di potenza grirj puo` essere ottenuto
come segue
grirj = d
−n
rirj
dove n indica l’indice di attenuazione di tratta e drirj misurala distanza
Euclidea tra ri ed rj , ovvero, se α e` la dimensione del sistema,
drirj = (‖xrj − xri‖α + ‖yrj − yri‖α)
1
α
La trasimissione dei dati tra ri ed rj va a termine soltanto se la potenza
ricevuta da rj e` maggiore della soglia di potenza di segnale ψtx, ossia
grirj · pri ≥ ψtx
dove pri rappresenta la potenza di segnale di ri.
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Dalla precedenti equazioni, si evince che la portata della trasmissione di
ri, Rtx(pri), puo` essere ottenuta da
Rtx(pri) =
(
pri
ψtx
) 1
n
Nel caso del modello di trasmissione di potenza, il successo della trasmis-
sione dei dati e` raggiunto quando
drirj ≤ Rtx(pri) =
(
pri
ψtx
) 1
n
Quest’ ultima equazione implica che la distanza raggiunta con la potenza
assegnata deve essere maggiore della distanza Euclidea. La massima portata
della trasmissione pmaxri del reader ri, qualora esso trasmetta con la massima
potenza, puo` essere calcolata come
Rtx(pmaxri ) =
(
pmaxri
ψtx
) 1
n
e quindi
ψtx =
pmaxri
(Rtx(pmaxri ))
n
Percio`, per il reader ri, la portata della trasmissione puo` essere derivata
con una potenza pri ∈ [0, pmaxri ].
Rtx(pri) =
(
pri
ψtx
) 1
n
=
(
pri(Rtx(p
max
ri ))
n
pmaxri
) 1
n
Infine, la portata della trasmissione di un qualunque reader rk puo` essere
semplificata come segue
Rtx(prk) =
(
prk
pmaxrk
) 1
n
Rtx(pmaxrk )
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Date queste premesse, l’agortimo Dynamic Localized Power Control (DLPC)[23]
consiste di tre fasi diverse:
• Network Topology Configuration (NTC)
• Reader Range Configuration (RRC)
• Transmission Power Allocation (TPA)
Lo scopo della prima fase (NTC) e` quello di configuare la topologia
della reader network: i reader vengono disposti casualmente per costruire
un triangolo allo scopo di determinare il “punto di scelta della portata del
rader” (p(n)), che minimizza le aree sovrapposte dei reader,con n numero
di iterazioni dell’algoritmo. La distanza tra p(n) ed ogniuno dei tre reader
puo` essere approssimata al raggio di ciascuna area di copertura del reader.
Per la costruzione dei triangoli consistenti di tre reader viene utilizzato il
metodo del triangolazione di Delaunay [22].
La seconda fase (RRC) si pone come obiettivo la determinazione di quel
p(n) che possa minimizzare le aree sovrapposte dei reader, cercando dei raggi
ottimi per tali aree; questo puo` essere calcolato considerando che e` possi-
bile controllare dinamicamente il raggio dell’area di copertura del reader
utilizzando p(n) come pivot.
Infine, nella terza fase (TPA), avendo ottenuto dalle fasi precendenti il
p(n) ottimale, possiamo calcolare la distanza tra tale punto e i tre reader
vicini, sia d(n)k . Una volta ottenuta d
(n)
k si ottiene l’assegnamento ottimo di
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potenza per ogniuno dei reader utilizzando l’equazione che abbiamo ricava-
to precendentemente; ovvero, avendo d(n)k lo stesso significato di Rtx(prk),
l’assegnamento di potenza per il reader rk sara` dato da
prk =
(
d
(n)
k
Rtx(pmaxrk )
)n
pmaxrk .
Dynamic Localized Power Control:
1: loop
2: Inizializza(t); //t=0;
3: t−−;
4: if (event == IDENTIFIED) then
5: //Se si e` verificato un evento nel sistema
6: numEvt = numEvt + 1;
7: if (numEvt > Threshold) then
8: //Threshold: soglia per il numero di identificazioni
9: Inizializza(numEvt); //numEvt=0;
10: Function Call: NTC Phase
11: Function Call: RRC Phase
12: Function Call: TPA Phase
13: if (t == 0) then //quando il finisce il timer
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14: Inizializza(numEvt); //numEvt=0;
15: Function Call: NTC Phase
16: Function Call: RRC Phase
17: Function Call: TPA Phase
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Capitolo 4
Cenni di algoritmica
distribuita e algoritmo DEA
4.1 Classificazione degli algoritmi distribuiti
La definizione di algoritmo distribuito copre una grande varieta` di algoritmi
concorrenti usati per un’ampia serie di applicazioni, quali le telecomuni-
cazioni, l’elaborazione dell’informazione distribuita, il calcolo scientifico e il
controllo di processi in tempo reale. Storicamente essa nasce per identifi-
care algoritmi progettati per girare su macchine geograficamente distanti;
tuttavia, durante il corso degli anni, il suo uso e` stato ampliato, in mo-
do da includere anche algoritmi che girano su reti locali ed algoritmi per
multiprocessori a memoria condivisa.
Esistono molti tipi diversi di algoritmi distribuiti che possono essere clas-
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sificati in base a delle caratteristiche del sistema per le quali si differenziano:
La sincronia del sistema
Si va dall’estremo costituito dagli algoritmi sincroni che girano su una
macchina parallela, in cui tutti i processori che eseguono l’algoritmo lavorano
in modo sincrono, utilizzando un clock comune che regola la computazione,
all’altro estremo rappresentato dagli algoritmi asincroni, nei quali ogni pro-
cessore ha un proprio clock, e` indipendente e non ha vincoli di tempo per
potare a termine il proprio task. Ovviamente il modello asincrono e` quello
piu` realistico, in quanto fatta eccezione per le macchine parallele, i sistemi
piu` diffusi sono sostanzialmente delle reti, formate da insiemi di processori
che lavorano in maniera asincrona. Studiare il modello sincrono puo` essere
comunque utile perche` rappresenta un passo intermedio verso la compren-
sione della corrispondente soluzione del modello asincrono. Vi sono inoltre
delle trasformazioni standard, che pero` non funzionano in generale, che aven-
do in input l’algoritmo ideato per il modello sincrono, lo trasformano in un
algoritmo che funziona per il modello asincrono.
Tra questi due estremi dell’asse della sincronia troviamo diversi modelli
che rappresentano una sincronia parziale. Un esempio di sincronia parziale
potrebbe essere dato da un modello in cui si assume che ciascun processore
svolga il proprio task entro un fissato limite di tempo. Un altro esempio
potrebbe basarsi sulla consegna dei messaggi. Nel modello asincrono non vi
e` alcun limite relativo al tempo necessario alla consegna dei messaggi, per
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cui il messaggio potrebbe restare in transito per un tempo indefinito, mentre
nel modello a sincronia parziale si potrebbe prevedere che il messaggio resti
nel canale al piu` per un fissato numero di secondi, prima di essere consegnato
o ritrasmesso.
La comunicazione fra processi (IPC)
Un algoritmo distribuito viene eseguito da un insieme di processori, che
hanno necessita` di comunicare fra di loro. Esistono sostanzialmente due
modi in cui possono farlo: o attraverso una memoria condivisa, come nel
caso delle macchine parallele, o tramite spedizione di messaggi, fondamen-
talmente spedendo bits su un mezzo trasmissivo, come avviene nel caso delle
reti.
Tipi di guasti che si possono considerare
In una macchina di von Neumann, se si rompe il processore, l’algoritmo
non puo` far altro che arrestarsi. In un sistema distribuito, se si rompe un
processore il sistema continua in parte a lavorare, per cui gli algoritmi dis-
tribuiti potrebbero essere progettati per tollerare una quantita` limitata di
comportamenti scorretti da parte del sistema. L’assunzione banale e meno
realistica consiste nel ritenere l’hardware, su cui l’algoritmo gira, completa-
mente affidabile e quindi che nel sistema non si verifichi alcun tipo di guas-
to. I comportamenti scorretti posso essere relativi ai processori: i processori
possono fermarsi (stop failures), con o senza avviso, o possono comportarsi
in maniera arbitraria (Bizantine failures). Comportamenti scorretti possono
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anche includere fallimenti relativi ai meccanismi di comunicazione, portando
ad una perdita o duplicazione di messaggi. Il comportamento degli algorit-
mi distribuiti e` spesso abbastanza difficile da capire, a causa della grande
incertezza che li caratterizza. Spesso, infatti, non si conosce il numero di
processori nella rete o la topologia della rete stessa. L’incertezza puo` es-
sere dovuta alla asincronia, in quanto non si puo` conoscere l’istante in cui
l’algoritmo sara` effettivamente lanciato o a che velocita` girera`.
4.2 I sistemi broadcast
Un sistema broadcast consiste di un insieme di processi numerati 1, .., n piu`
un singolo canale broadcast per modellare il sottosistema di comunicazione.
4.2.1 I processi
Il processo i in un sistema broadcast e` modellato come un automa I/O Pi.
Pi normalmente ha una qualche azione di input/output attraverso la quale
comunica con l’utente esterno. In piu`, gli output di Pi sono della forma
bcast(m)i, dove m ∈M , con M alfabeto dei messaggi, mentre gli input sono
della forma receive(m)j,i, con m ∈ M e j un altro processo del sistema.
A meno di restrizioni per l’interfaccia esterna, Pi puo` essere un automa
abitrario come quello in figura.
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Figura 4.1: esempi di reader
4.2.2 Il canale broadcast
Un canale broadcast [24] e` modellato con un singolo automa I/O. La sua
interfaccia esterna consiste di input della forma bcast(m)i e di output della
forma receive(m)i,j dove m ∈ M . Per il prosieguo considereremo soltanto
canali broadcast affidabili.
Un canale broadcast affidabile garantisce la consegna di ogni messaggio,
ovvero inoltra il messaggio a tutti i processi, compreso il processo mittente.
Assumiamo che l’ordine di consegna di messaggi sia una coda FIFO relativa
ad ogni particolare coppia di processi.
Chiameremo B l’automa rappresentante il canale broadcast affidabile
con una data interfaccia esterna:
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Automa B
Segnatura:
Input: Output:
bcast(m)i,m ∈M, 1 ≤ i ≤ n receive(m)i,j ,m ∈M, 1 ≤ i, j ≤ n
Stati:
per ogni i, j, 1 ≤ i, j ≤ n :
queue(i, j), una coda FIFO di elementi di M , inizialmente vuota
Transizioni:
- bcast(m)i
Effetto:
per ogni j aggiungi m a queue(i, j)
- receive(m)i,j
Precondizione:
m e` primo in queue(i, j)
Effetto:
rimuovi il primo elemento di queue(i, j)
Task:
per ogni i, j:
{receive(m)i,j : m ∈M}
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4.2.3 Il problema dell’elezione del Leader
Eleggere un leader e` un problema che nasce dalla necessita` di dover scegliere
uno dei processi della rete al quale affidare compiti particolari, come per
esempio quello di coordinatore della rete o semplicemente di iniziatore delle
comunicazioni.
In questa tesi, risolveremo il problema dell’elezione del leader utilizzando
un metodo di broadcast asincrono, basato sulla costruzione di un albero
di copertura per la rete. Infatti, una delle cose fondamentali quando si
lavora con reti asincrone e` proprio la costruzione di un albero di copertura
(spanning tree) per la rete, la cui radice e` un qualche nodo sorgente i0 e il
cui scopo e` sostanzialmente quello di permettere le operazioni di broadcast.
Assumiamo che il grafo G = (V,E) modellante la rete sia indiretto,
cioe` che permetta comunicazioni bidirezionali su tutti gli archi, e connesso,
ovvero che da qualunque nodo del grafo sia possibile raggiungere qualsiasi
altro nodo del grafo.
I processi non necessitano la conoscenza ne` del numero totale dei no-
di, ne` del diametro, che e` la massima distanza espressa in numero di archi
tra due nodi i, j, per ogni coppia (i, j). Il requisito importante, e` che ogni
processo nella rete deve dar rapporto del nome del suo parent nell’albero di
copertura del grafo G. Nella descrizione dell’automa corrispondente ad un
nodo del grafo, che chiameremo AsynchSpanningTreei [24], tale azione e`
definita come un output della forma parent(j)i, j ∈ nbrs, dove con nbrs si
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intende l’insieme dei nodi vicini.
Automa AsynchSpanningTreei
Segnatura:
Input: Output:
receive(“search”)j,i, j ∈ nbrs send(“search”)i,j , j ∈ nbrs
parent(j)i, j ∈ nbrs
Stati:
parent ∈ nbrs ∪ {null}, inizialmente null
reported, booleano inizialmente false
per ogni j ∈ nbrs :
send(j) ∈ {search, null}, inizialmente search se i = i0, altrimenti null
Transizioni:
send(“search”)i,j parent(j)i
Precondizione: Precondizione:
send(j) = search parent = j
Effetto: reported = false
send(j) := null Effettto:
reported = true
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receive(“search”)j,i
Effetto:
If i 6= i0 and parent = null then
parent := j
per ogni k ∈ nbrs− {j} send(k) := search
Task:
{parent(j)i : j ∈ nbrs}
per ogni j ∈ nbrs:
{send(“search”)i,j}
Broadcast di un messaggio
L’algoritmo AsynchSpanningTree e` facilmente modificabile per imple-
mentare il broadcast di un messaggio da una sorgente i0. Il messaggio infat-
ti deve semplicemente essere trasportato insieme a tutti i messaggi search
inviati durante la costruzione dell’albero di copertura. Inoltre, si puo` ulte-
riormente aggiugere all’algoritmo la possibilita` da parte dei nodi padri di
sapere quali sono i loro nodi figli. Dal momento che abbiamo ipotizzato la
comunicazione bidirezionale, quel che serve e` che tutti i destinatari di un
messaggio search rispondano direttamente con un messaggio di parent o
non− parent, a seconda dei casi.
A questo punto un albero di copertura con puntatori ai nodi figli puo`
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essere utilizzato per il broadcasting di messaggi da un processo i0 verso tutti
gli altri processi della rete. Ogni messaggio viene inviato da i0 verso tutti
i suoi figli, dopodiche` viene inoltrato di padre in figlio finche` non raggiunge
le foglie dell’albero.
Il numero totale di messaggi e` soltanto O(n) per ogni operazione di
broadcast, e la complessita` nel tempo e` O(h(l + d)), dove h e` l’altezza del-
l’albero di copertura, l e` un limite superiore per ogni task di ogni processo e
d e` un limite superiore al tempo per la consegna di ogni messaggio attraverso
il canale. In realta`, dal momento che abbiamo costruito l’albero con l’algo-
ritmo AsynchSpanningTree, la complessita` risulta essere O(n(l+d)) e non
O(diam(l+d)) come ci si aspetterebbe, poiche` l’altezza dell’albero costruito
con tale algoritmo puo` essere superiore del diametro, che ricordiamo essere
la massima distanza tra due nodi.
A questo punto e` facile utilizzare l’albero di copertura anche per l’op-
erazione di convergecasting da tutti i processi nell’albero verso il nodo i0.
Ogni processo foglia manda le proprie informazioni al padre. Ogni proces-
so interno tranne i0 attende fino a che non riceve informazioni da ogni suo
figlio, quindi li combina con le proprie informazioni e invia il risultato al
processo padre. Infine, i0 attende finche` non riceve informazioni da tutti i
suoi figli, le combina con le proprie e produce il risultato finale. Il numero
di messaggi e` O(n) e il tempo e` O(h(l + d)).
La combinazione di broadcast e convergecast puo` essere utilizzata per
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permettere a i0 di inviare un messaggio ad ogni altro processo, e di ricevere
un acknowledgment in risposta ad indicare che ogni processo l’ha affettiva-
mente ricevuto. Questo processo di acknowledgment ha inizio dalle foglie che
ricevono un broadcast. SiaW l’insieme dei valori che possono essere trasmes-
si. Allora l’insieme M di messaggi sara` {(“bcast”, w) : w ∈ W} ∪ {“ack”}.
Di sguito e` descritto l’automa per l’algoritmo AsynchBcastAcki [24] che
realizza quanto descritto.
Automa AsynchBcastAck i
Segnatura:
Input: Interno:
receive(m)j,i,m ∈M, j ∈ nbrs reporti
Output:
send(m)i,j ,m ∈M, j ∈ nbrs
Stati:
val ∈W ∪ {null}: inizialmente, se i = i0, e` il valore da inviare via
broadcast, altrimenti e` null
parent ∈ nbrs ∪ {null}, inizialmente e` null
reported, booleano inizialmente false
acked, un sottoinsieme di nbrs, inizialmente ∅
per ogni j ∈ nbrs :
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send(j), una coda FIFO di messaggi in M ; se i = i0 allora inizialmente
contiene il singolo elemento (“bcast”, w), dove w ∈W e` il valore che
deve essere inviato; altrimenti e` vuota.
Transizioni:
send(m)i,j receive(“bcast”, w)j,i
Precondizione: Effetto:
m e` primo in send(j) if val = null then
Effetto: val := w
rimuove il primo elememento di send(j) parent := j
per ogni k ∈ nbrs− {j}
add (“bcast”,w) to send(k)
else add “ack” to send(j)
receive(“ack”)j,i reporti (per i = i0)
Effetto: Precondizione:
acked := acked ∪ {j} acked = nbrs
reported = false
Effetto:
reported = true
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reporti (per i 6= i0)
Precondizione:
parent 6= null
acked = nbrs− {parent}
reported = false
Effetto:
add “ack” to send(parent)
reported := true
Task:
{reporti}
per ogni j ∈ nbrs:
{send(m)i,j : m ∈M}
Il numero delle comunicazioni totali e` O(|E|) e il tempo e` O(n(l + d)).
Con queste premesse, adesso siamo in grado di affrontare il problema
dell’elezione del leader, poiche` il boradcast e il convergecast asincrono, con
oppurtune estensioni, possono risolvere l’elezione del leader su un grafo ar-
bitrario senza distinzione di nodo sorgente e senza che i processi abbiano
alcuna conoscenza sul numero totale dei nodi o del diametro della rete. La
sola cosa di cui ogni processo ha bisogno e` un proprio UID identificativo.
Dato un albero di copertura, e` possibilie eleggere un leader tramite l’al-
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goritmo STtoLeader [24].
Algoritmo STtoLeader
L’algoritmo utilizza una serie di convergecast di messaggi di tipo elect
che hanno inizio dalle foglie dell’albero. Ogni foglia e` inizialmente abilitata
all’invio di un messaggio elect al suo unico vicino. Ogni nodo che riceve un
messaggio di tipo elect da tutti i suoi vicini, tranne uno, puo` inviare a sua
volta un messaggio elect all’unico suo vicino rimanente.
Le possibilita` di terminazione sono due:
• Se un particolare processo riceve messaggi di tipo elect da tutti i propri
vicini prima che lui stesso abbia inviato a sua volta un messaggio elect
(ovvero i messaggi elect convergono su di lui), tale processo elegge se
stesso leader.
• Se ad un particolare arco dell’albero vengono inviati messaggi elect da
entrambe le direzioni, allora uno dei due processi adiacenti a tale arco,
ovvero quello con l’UID maggiore, elegge se stesso leader.
Il teorema [25] prova che l’algoritmo STtoLeader effettivamente elegge
un leader in un grafo indiretto sul quale e` stato costruito un albero di cop-
ertura nel quale i processi hanno soltanto conoscenza locale dei propri UID.
Inoltre, l’algoritmo utilizza al massimo n messaggi con complessita` di tempo
O(n(l + d)).
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Figura 4.2: meccanismo di elezione del leader
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4.3 L’algoritmo DEA
L’idea di base di DEA ( Divide, Elect and Assign algorithm) e` quella di min-
imizzare la mole di conflitti nelle comunicazioni tra i reader, suddividendoli
in gruppi autogestiti aventi la capacita` di prenotazione delle risorse per la
trasmissione dei dati tramite un opportuno algoritmo distribuito.
Tale algoritmo fara` uso del metodo broadcast descritto nei paragrafi
precedenti per gestire correttamente il flusso (propagazione) delle infor-
mazioni, e del meccanismo dell’elezione del leader per stabilire le priorita`
tra i reader che devono iniziare la comunicazione.
Si vuole quindi suddividere in sottogruppi l’insieme R di tutti i reader
utilizzando come discriminante le aree di copertura dei reader. I gruppi cos`ı
ottenuti costituiranno un sistema asincrono(ovviamente sempre dal punto di
vista dell’algoritmica distribuita) sul quale applicheremo il nostro algoritmo.
4.3.1 Determinazione dei Gruppi di Appartenenza: la fase
Divide
Siano ri, rj due reader appartenenti al gruppo Rk, allora ri, rj potenzial-
mente collidono poiche` le loro aree di copertura potrebbero sovrapporsi.
Sia ri un reader del gruppo Ri e sia rj un reader del gruppo Rj , allora
non e` sempre vero che i due reader ri, rj non collidono, poiche` i gruppi
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Ri, Rj potrebbero non essere disgiunti, ovvero un reader puo` appartenere a
piu` gruppi (figura 4.2).
L’unione di tutti i sottogruppi da` l’insieme dei reader R (figura 4.2),
ovvero
R1 ∪ ..... ∪Rn = R
.
Figura 4.3: esempi di gruppi di reader
Supponiamo adesso l’esistenza di una qualche variabile locale ai reader,
tale noGroup, per discriminare i reader che ancora non sono stati assegnati
a nessun gruppo di appartenenza, inizializzata a true.
Supponiamo inoltre l’esistenza di una variabile locale per l’indicizzazione
dei gruppi, tale indexGroup, inizializzata a un valore qualunque, fissiamo 0.
Infine, supponiamo di poter disporre di una qualche struttura locale ai
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reader, sia essa l’array myGroups, per mantenere traccia dei propri gruppi
di appartenenza.
I reader che hanno la propria variabile locale noGroup settata a true,
ovvero non appartengono ancora a nessun gruppo, asegnano un valore ca-
suale alla variabile indexGroup e la inviano ai reader vicini (ovvero quelli
entro la propria area di copertura), dando cos`ı inizio al processo di creazione
di un nuovo gruppo. La scelta casuale dell’indice e relative ominimie verrano
discusse nel seguito.
Fatto questo, sia il reader che ha iniziato il round che quelli raggiunti
dal suo segnale aggiungono tale valore di indexGroup nel proprio insieme di
gruppi e settano la variabile noGroup a false. Un gruppo e` stato formato.
Per gli altri gruppi si procede esattamente allo stesso modo.
Quando tutti i reader hanno la variabile noGroup settata a false il
processo di assegnazione dei gruppi e` terminato.
Per prevenire una terminazione anticipata di questa fase dell’algoritmo
senza appesantirla con ulteriori trasmissioni da parte dei reader, possiamo
assumere che il centro di calcolo, il cui segnale raggiunge per certo tut-
ti i reader, inneschi una sorta di timer, approssimando, possibilmente per
eccesso, il tempo necessario per la fase di formazione dei gruppi.
Ricordiamo che il centro di calcolo ha conoscenza globale sul numero dei
reader e sul tempo necessario per lo scambio di messaggi nel canale, percio`
puo` ricavarne una stima abbastanza corretta.
87
In alternativa, basta imporre che se un reader rj ha ancora la propria
variabile locale noGroup a false (ovvero la fase di assegnazione dei gruppi
non e` ancora terminata) riceve un messaggio elect da qualche reader vicino
ri (ovvero ri ha iniziato la fase di elezione del leader anticipatamente), allora
rj semplicemente scarta il messaggio elect.
Fase 1: Simulazione
Situazione iniziale: R = {r1, r2, r3, r4, r5, r6}, nessun gruppo assegnato.
Figura 4.4: situazione iniziale
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Round 1
Il reader r3 ha la variabile noGroup a true:
• genera casualmente un valore per indexGroup (supponiamo 1)
• invia il valore di indexGroup e lo aggiunge al suo insieme di gruppi di
appartenenza myGroups
• setta noGroup a false.
Figura 4.5: Round 1
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Round 2
Il reader r2 e` raggiunto dal segnale di r3:
• riceve il valore di indexGroup e lo aggiunge all’insieme dei suoi gruppi
• setta noGroup a false.
Figura 4.6: Round 2
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Round 3
Il reader r6 ha la variabile noGroup a true:
• genera casualmente un valore per indexGroup (supponiamo 2)
• invia il valore di indexGroup e lo aggiunge al suo insieme di gruppi di
appartenenza myGroups
• setta noGroup a false.
Figura 4.7: Round 3
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Round 4
I reader r4 e r5 sono raggiunti dal segnale di r6:
• ricevono il valore di indexGroup e lo aggiungono all’insieme dei propri
gruppi
• settano noGroup a false.
Figura 4.8: Round 4
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Round 5
Il reader r1 ha la variabile noGroup a true:
• genera casualmente un valore per indexGroup (supponiamo 3)
• invia il valore di indexGroup e lo aggiunge al suo insieme di gruppi di
appartenenza myGroups
• setta noGroup a false.
Figura 4.9: Round 5
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Round 6
I reader r2 e r4 sono raggiunti dal segnale di r1:
• ricevono il valore di indexGroup e lo aggiungono all’insieme dei propri
gruppi
• settano noGroup a false.
Figura 4.10: Round 6
94
Situazione finale: tutti i reader hanno la variabile noGroup a false, il
processo di determinazione dei gruppi e` terminato. Sono stati creati tre
gruppi di reader.
Figura 4.11: Situazione finale
Figura 4.12: Altra possibile terminazione
La figura 4.12 mostra un’altra possibile terminazione di questa fase del-
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l’algoritmo: poiche` i reader si “svegliano” senza seguire un particolare or-
dine, c’e` una componente di non determinismo per quanto riguarda il numero
di gruppi che si formeranno oppure i reader che ne faranno parte. La figura
infatti mostra che si sono formati sempre tre gruppi, in questo caso, ma con
una diversa distrubuzione di reader.
4.3.2 Assegnazione delle risorse: la fase Elect and Assign
Una volta che sono stati formati i gruppi, i reader inizieranno una serie di
round per l’assegnamento delle risorse per la comunicazione (di fatto sono
slot di tempo). Ogni round e` composto da:
• elezione di un nuovo leader
• prenotazione da parte del leader di una risorsa
• aggiornamento di tutti i reader alla nuova disponibilita` delle risorse
A tale scopo introduciamo una nuova struttura dati locale ai reader,
l’array slot, le cui celle conterranno i gruppi che si sono prenotati per quello
slot, dove slot[i] = {a, b} significa che la posizione i dell’array slot e` sta-
ta occupata da almeno un reader del gruppo a e b. Piu` in generale cio`
sta ad indicare che lo slot di tempo i e` stato prenotato da un reader del
gruppo a e da un reader del gruppo b, oppure da un reader che appartiene
contemporaneamente ai gruppi a e b.
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L’array slot e` determinante per impedire le collisioni: i reader apparte-
nenti agli stessi gruppi, non devono poter trasmettere nello stesso slot, per-
cio`, un leader che in un certo round sta cercando di prenotarsi una risorsa,
deve controllare che tale risorsa non determini un eventuale collisione e per-
cio` scegliera` la posizione j dell’array slot che non sia in conflitto con i propri
gruppi di appartenenza.
Una volta che la fase di determinazione dei gruppi e` terminata, la con-
dizione necessaria e sufficiente affinche` il leader i al round t prenoti lo slot j
e`:
i.myGroups = Gi, i.slot[j] = Gj , Gi ∩Gj = ∅
ovvero l’insieme dei gruppi di appartenenza del reader i e l’insieme dei
gruppi nella posizione j dell’array sono disgiunti.
Percio` se al round t il reader i ha prenotato una risorsa, al round succes-
sivo t+ 1 (e in tutti i successivi) il reader i non competera` per l’elezione del
leader; ovvero un reader puo` essere eletto leader soltanto una volta. Tuttavia
esso servira` ugualmente per la diffusione delle informazioni.
L’algoritmo termina quando ogni reader e` stato eletto leader, ovvero
quando ogni reader ha prenotato una risorsa per la comunicazione.
Per la realizzazione dei Broadcast nelle linee 7 e 13 viene utilizzato l’al-
goritmo AsynchBcastAck, mentre per la procedura NewLeaderElection
nella linea 2 viene utilizzato il metodo STtoLeader, entrambi descritti nel
paragrafo precedente.
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procedura Divide and Assign:
1: R := {r1 ... rn}
2: while R 6= ∅
3: ri := NewLeaderElection(R)
procedura leader eletto ri
4: j := 0;
5: while (myGroups ∩ slot[j] 6= ∅)
6: j := j + 1;
7: mySlot := j;
8: slot[j] := myGroups;
9: Broadcast(mySlot,myGroups);
procedura reader slave
10: Receive(ri.mySlot, ri.myGroups);
11: j := ri.mySlot;
12: groups := ri.myGroups;
13: per ogni h ∈ groups tale che h 6∈ slot[j]
14: add h to slot[j]
15: Broadcast(j, groups);
16: R =: R− ri
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Il Broadcast che compare nella riga 15, relativa alla procedura di un
qualunque reader slave rj , sta ad indicare il piggybacking (ovvero il trasporto
lungo l’albero di copertura) del messaggio del leader, non una nuova oper-
azione di Broadcast con origine dal nodo rj .
Le righe 1, 2, 3 e 16 in effetti sono delle astrazioni. Essendo un algoritmo
che non prevede una conoscenza globale circa il numero totale di reader e
sulla variazione dell’insieme R dei reader ancora da eleggere, occorre chiarire
come si termina un round e si passa all’elezione successiva:
• i reader slave del round i che sono anche foglie, dopo aver ricevuto il
messaggio dal leader danno inizio al round i+1 inviando un messaggio
di elect. Questo e` lecito in effetti, poiche` se le foglie ricevono il mes-
saggio del leader, significa che i nodi intermedi lo hanno gia` ricevuto
in precedenza, e percio` non compromettono la correttezza del round.
• Se un reader e` gia` stato eletto leader in precedenza, nei successivi round
di elezioni al posto del proprio UID inviera` 0, che, essendo sicuramente
minore di tutti gli altri UID dei reader in gioco, di fatto lo escludera`
dal concorrere all’elezione.
Ricordando che gli algoritmi STtoLeader e AsynchBcastAck utilizzano
rispettivamente al massimo n messaggi e O(|E|) messaggi, con complessita`
di tempo in entrambi i casi O(n(l + d)), essi risultano in termnini di costi
pressoche` equivalenti. Alla luce del fatto che ogni round i di questa fase
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dell’algoritmo DEA prevede una esecuzione di entrambi gli algoritmi, la
complessita` di tempo per round risulta essere O(n(l+d)), con O(|E|) numero
di comunicazioni totali.
Ad esempio, supponiamo di avere una topologia di rete come quella in
figura 4.11, ovvero la rete, costituita da nove reader, e` stata suddivisa in
sei gruppi. I reader appartenenti ad uno stesso gruppo sono collegati da
un arco; i diversi colori degli archi rappresentano i diversi gruppi. I nove
reader sono cos`ı raggruppati: R1 = {1, 2, 3}, R2 = {3, 4, 5}, R3 = {5, 6, 7},
R4 = {5, 7, 8}, R5 = {6, 7, 9}, R6 = {7, 8, 9}.
Figura 4.13: esempio di gruppi di reader
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L’algoritmo, dopo n-round tanti quanti gli n-reader (ovvero dopo n-elezioni
di leader), nove in questo caso, termina con una distribuzione dei gruppi
negli slot dipendente dall’ordine in cui i reader sono stati eletti. Ad esem-
pio, una possibile terminazione, supponendo di avere come risorse quattro
slot di tempo, e`:
∀i, i = 1...9, ri.slot = [{R1, R2, R4, R6}, {R1, R3, R5}, {R1, R2}, {R2, R3, R4}]
e una distribuzione dei reader:
primo slot= 1, 4, 8
secondo slot= 2, 6
terzo slot= 3, 7
quarto slot= 5, 9.
Una tale distribuzione dei reader negli slot di tempo garantisce l’assenza
di interefernze tra i reader: i reader che trasmettono nello stesso slot non
appartengono agli stessi gruppi, ovvero non sono raggiunti dai rispettivi
segnali.
4.3.3 La scelta dell’indice di gruppo
Dal momento che il lavoro computazionale richiesto ai reader per la gener-
azione di un numero casuale e` relativamente indipendente dall’intervallo di
scelta, supponiamo che tale intervallo sia abbastanza grande in modo tale
da diminuire la probabilita` di ripetizione di indici.
Nel caso in cui due o piu` gruppi diversi generino lo stesso indice (ovvero
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si creano gruppi omonimi), l’algoritmo non presenta anomalie nella pre-
venzione delle collisioni, poiche` per come e` stato progettato, ai reader che
appartengono a gruppi identificati dallo stesso indice vengono assegnati slot
per la comunicazione diversi. L’unica penalita` consiste in una relativa perdi-
ta di efficienza, poiche` ai reader appartenenti a gruppi che morfologicamente
non sarebbero in conflitto (ovvero gruppi disgiunti tra loro), e percio` potreb-
bero venir assegnati loro slot temporali identici, vengono comunque associati
a risorse distinte (figura 4.13).
Figura 4.14: esempio di omonimia. Ai reader r3 ed r5, benche` fiscamente non
possano collidere, verranno assegnato sempre slot diversi, poiche` entrambi
appartengono al gruppo R1
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4.3.4 Un algoritmo reader-to-reader oriented
Occore precisare che DEA da effettivamente una maggiore rilevanza alle
collisioni reader to reader piuttosto che a quelle reader to tag.
Prendiamo in esempio la figura. La tag x e` raggiunta da entrambi i
segnali dei reader r1 ed r3 nonostante essi non appartengano allo stesso
gruppo. Se r1 ed r3 decidono di interrogare la tag x contemporaneamente,
possono incorrere in una collisione reader to tag, che di fatto viene permessa.
Questo perche`, fin dall’inizio, e` maturata la volonta` di un algoritmo che
volesse in primo luogo rendere collision free le comunicazioni dirette tra i
reader, anche alla luce del fatto che in letteratura, come illustrato, esistono
gia` molti metodi per la risoluzione dei conflitti con le tag.
4.3.5 Come scegliere il numero degli slot: ottimizzazioni
Fino ad ora abbiamo ipotizzato che il numero di risorse disponibili, ovvero
gli slot per la comunicazione, fosse un numero fissato anche sufficientemente
grande, poiche` e` compito dell’algoritmo distribuire i reader in modo da
minimizzare il numero di risorse effettivamente utilizzate.
Nello specifico, tale numero e` rappresentato dalla dimensione dell’array
statico slot citato nella descrizione. In realta`, una soluzione piu` raffinata
potrebbe essere quella di utilizzare un array dinamico la cui dimensione
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Figura 4.15: reader to tag collision.
viene decisa subito dopo la formazione dei gruppi e logicamente prima della
fase di assegnazione delle risorse.
Alla luce del fatto che: se 2 reader appartengono allo stesso gruppo,
allora trasmettono in slot diversi, per poter decidere quale dovra` essere il
numero minimo di slot necessario a garantire la collision freeness del proto-
collo basta conoscere la cardinalita` del gruppo piu` numeroso, o, nel caso di
gruppi omonimi, la massima cardinalita` dell’unione di tali gruppi.
Occorrono due cicli di elezione dei leader rispettivamente per:
• calcolare il numero totale di gruppi
• calcolare il gruppo piu` numeroso
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Primo ciclo di elezioni: Calcolo del numero di gruppi
1: R := {r1 ... rn}
2: while R 6= ∅
3: ri := NewLeaderElection(R)
procedura leader eletto ri
4: Broadcast(myGroups);
procedura reader slave {totalGroups inizializzato a myGroups}
5: Receive(ri.myGroups);
6: per ogni g ∈ ri.myGroups tale che g 6∈ totalGroups
7: add g to totalGroups;
8: max groups+ +;
9: R =: R− ri
Adesso che conosciamo il numero di gruppi, procediamo con il secondo
ciclo di elezioni. L’array totalReaders contiene il numero di reader relativi ai
vari gruppi: totalReaders[i] = n sta ad indicare che il gruppo i e` formato da
n reader. La dimensione di questo array e` il numero max groups calcolato
nel ciclo precedente. maxSlot, alla fine del ciclo, sara` il numero di slot che
stiamo cercando.
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Secondo ciclo di elezioni: Cardinalita` del gruppo piu` numeroso
1: R := {r1 ... rn}
2: while R 6= ∅
3: ri := NewLeaderElection(R)
procedura leader eletto ri
4: Broadcast(myGroups);
procedura reader slave
solo la prima volta: per ogni g ∈ myGroups totalReaders[g] + +;
5: Receive(ri.myGroups);
6: per ogni g ∈ ri.myGroups
7: totalReaders[g] + +;
8: maxSlot = max{totalReaders[i], i = 1...max groups}
9: R =: R− ri
Alla fine di questo ciclo di elezioni, tutti i reader avranno la propria vari-
abile maxSlot pari alla cardinalita` dell’insieme piu` numeroso, o, nel caso di
gruppi omonimi, della massima cardinalita` dell’unione di tali gruppi. Nel
caso pessimo dell’algoritmo, ovvero invece di piu` gruppi diversi abbiamo un
unico grande gruppo (questo avviene quando tutti i gruppi sono omonimi)
il numero maxSlot sara` esattamente il numero totale n dei reader.
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Conclusioni
Dalla Seconda Guerra Mondiale, dove furono impiegati con scopi bellici per
l’identificazione del nemico, i sistemi RFId ne hanno fatta di strada.
Ben lontana dall’averne esaurito le potenzialita`, l’industria si sta sem-
pre piu` specializzando nell’applicazione di questa tecnologia nei settori piu`
diversi.
Le tag RFID vengono utilizzate in numerosi paesi come passaporto; ven-
gono impiegate nella monetica: Visa, Mastercard e American Express stan-
no lanciando nuove carte di credito che per sicurezza, velocita` e flessibilita`
superano le tradizionali chip card. A New York e` gia` possibile pagare la
metropolitana con queste soluzioni.
Nella logistica dei magazzini, dove la tecnologia RFId viene utilizzata
per identificare ogni contenitore e ogni scaffale di magazzino, riducendo gli
errori nei prelievi e fornendo un’identificazione certa delle entita`. Allo stesso
modo, nella logistica dei trasporti, per il monitoraggio delle merci durante
gli spostamenti.
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Nel controllo delle presenze ed accessi, dove fungono da valida alternativa
alle tecnologie tradizionali di personal identification (come i tesserini mag-
netici), sia nelle tecnologie di strong authentication basate sul riconoscimento
degli attributi biometrici di un individuo.
Ma non tutti vedono solo buone intenzioni nei produttori dei sistemi
RIFd. Esistono infatti gia` molte comunita` virtuali attiviste, la maggior
parte native dei paesi in cui questa teconologia e` gia` in avanzato stadio
di utilizzo, che si adoperano nel “liberare” le attivita` quotidiane, come le
scuole pubbliche, le biblioteche e i grandi magazzini dalle tag RFId. Questo
perche`, come decreta anche il Garante della Privacy, sembra che sarebbe
possibile associare una persona ad un prodotto: e` possibile che una persona
male intenzionata possa leggere i codici dei tag dei prodotti che uno acquista
a distanza (sebbene modesta) e possa sapere le abitudini di consumo , ma
non solo, di ciascuna famiglia. Queste sono tematiche che le tecnologie
di identificazione hanno sempre conosciuto, e probabilmente la soluzione
preventiva sta, come sempre, nell’utilizzo moderato e non invasivo del mezzo.
Entrando nel merito dei problemi tecnici, c’e` da dire che le problem-
atiche legate alla comunicazione tra le due entita` cardini del sistema, reader
e transponder, sono ancora terreno fertile di ricerca. In questa tesi e` sta-
to proposto un algoritmo che pone enfasi nelle trasmissioni dei reader che
potenzialmente possono incorrere in conflitto poiche` le relative aree di coper-
tura del segnale si sovrappongono; ma, come discusso nel testo, questo apre
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il panorama ad un nuova serie di dubbi. In letteratura fino ad adesso sono
state proposte soluzioni univoche per il problema delle collisioni dei reader
e quello delle tag; ci si chiede se possa venir formulato un metodo che tiene
in considerazione contemporaneamente entrambe questi aspetti del sistema.
Nello specifico della mia soluzione, proporre un’estensione ad esempio
che prenda in esame anche il punto di vista delle tag, le quali, magari con
l’aggiunta di ulteriore capacita` funzionale minima che non ne comprometta
i costi contenuti, possano comunque essere coinvolte nella determinazione
dei gruppi, allo scopo di migliorare l’efficienza del paradigma.
Un altro aspetto e` l’utilizzo di un contesto meno “virtuale”, che preve-
da cioe` anche la possibilita` di spostamento dei reader, con un conseguente
riassetto logico della distribuzione nei gruppi, senza dover semplicemente ri-
cominciare da capo la prima fase dell’algoritmo e mantenendo cos`ı limitato
il floating di messaggi.
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