Abstract. In this paper we establish some companions of perturbed Ostrowski type integral inequalities for functions whose second derivatives are bounded. Some applications to composite quadrature rules, and to probability density functions are also given.
Introduction
In 1938, Ostrowski [21] established the following interesting integral inequality for differentiable mappings with bounded derivatives: 
The constant 1 4 is sharp in the sense that it can not be replaced by a smaller one. In [13] , Guessab and Schmeisser proved the following companion of Ostrowski's inequality: gives the best estimator.
Motivated by [13] , Dragomir [8] proved some companions of Ostrowski's inequality, as follows: Recently, Alomari [1] studied the companion of Ostrowski inequality (1.2) for differentiable bounded mappings. In [19] , Liu established some companions of an Ostrowski type integral inequality for functions whose first derivatives are absolutely continuous and second derivatives belong to L p (1 ≤ p ≤ ∞) spaces. 
The constant 1 96 is sharp in the sense that it can not be replaced by a smaller one.
For other related results, the reader may be refer to [2, 3, 4, 7, 9, 11, 14, 15, 16, 17, 18, 22, 23, 24, 25, 26, 27, 28] and the references therein.
The main aim of this paper is to establish some companions of perturbed Ostrowski type integral inequalities for functions whose second derivatives are bounded (Theorem 2.1-2.5). Some applications to composite quadrature rules, and to probability density functions are also given.
Main results
To prove our main results, we need the following lemmas.
then the identity
, where φ, Φ, γ and Γ are constants. Then we have
we have
Proof. It is clear that for all t ∈ [a, b] and x ∈ a, a+b 2 , we have
Applying Lemma 2.2 to the functions K(x, ·) and f ′′ (·), we get
. By a simple calculation, we obtain
Combining (2.2), (2.5)-(2.7), we obtain (2.4) as required.
Corollary 2.1. In the inequality (2.4), choose
which is better than [5, Corollary 2.3] since a smaller estimator is given here.
which is the inequality given in [5, Corollay 2.2].
Corollary 2.2. Let f as in Theorem 2.1. Additionally, if f is symmetric about x = a+b 2 , i.e., f (a + b − x) = f (x), then we have
Proof. From (2.2) and (2.7), we have
We also have
Therefore, from (2.10)-(2.12), we obtain the desired inequality (2.9).
Corollary 2.3. In the inequality (2.9), choose
(2) x = a, we get
Corollary 2.4. Let f as in Theorem 2.2. Additionally, if f is symmetric about x = a+b 2 , then we have
and
If C ∈ R is an arbitrary constant, then we have
Furthermore, we have
we denote
A direct computation gives that
We also have 
Corollary 2.6. Let f as in Theorem 2.3. Additionally, if f is symmetric about x = a+b 2 , then for all x ∈ a, a+b 2
Proof. Let R n (x) be defined by (2.17) . From (2.16), we get
If we choose C = f ′′ ((a + b)/2) in (2.18) and use the Cauchy inequality, then we get
We can use the Diaz-Metcalf inequality to get
Therefore, using the above relations, we obtain (2.27).
Corollary 2.7. Under the assumptions of Theorem 2.4, choose
(
Corollary 2.8. Let f as in Theorem 2.3. Additionally, if f is symmetric about x = a+b 2 , i.e., f (a + b − x) = f (x), then for all x ∈ a, a+b 2
and S is defined in Theorem 2.3.
Proof. Let R n (x) be defined by (2.17). If we choose C = 
Corollary 2.9. Under the assumptions of Theorem 2.5, choose we have
Application to Composite Quadrature Rules
Consider the perturbed composite quadrature rules
The following result holds.
where Q 1 n (I n , f ) is defined by formula (3.1), and the remainder R 1 n (I n , f ) satisfies the estimate
Proof. Applying inequality (2.8) to the intervals [x i , x i+1 ], then we get
where Q 2 n (I n , f ) is defined by formula (3.2), and the remainder R 2 n (I n , f ) satisfies the estimate
Proof. Applying inequality (2.13) to the intervals [x i , x i+1 ], then we get
for i = 0, 1, 2, · · ·, n − 1. Now summing over i from 0 to n − 1 and using the triangle inequality, we get (3.4).
Proof. Applying inequality (2.25) and (2.26) to the intervals [x i , x i+1 ], then we get
for i = 0, 1, 2, · · ·, n − 1. Now summing over i from 0 to n − 1 and using the triangle inequality, we get (3.5) and (3.6).
Proof. Applying inequality (2.31) to the intervals [x i , x i+1 ], then we get
for i = 0, 1, 2, · · ·, n − 1. Now summing over i from 0 to n − 1 and using the triangle inequality, we get (3.7).
Proof. Applying inequality (2.34) to the intervals [x i , x i+1 ], then we get
for i = 0, 1, 2, · · ·, n − 1. Now summing over i from 0 to n − 1 and using the triangle inequality, we get (3.8).
In order to compare the error between these two methods and composite trapezoidal formula, we apply the above methods and composite trapezoidal formula to specific examples. For this purpose consider the following Table:   Table 1 . Numerical results 
The following results hold: Theorem 4.1. With the assumptions of Theorem 2.1, we have
, where E(X) is the expectation of X. Proof. By (2.4) on choosing f = F and taking into account
we obtain (4.1). for all x ∈ [a, 
