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Dipolar-octupolar pyrochlore magnets in a strong external magnet field applied in the [110] di-
rection are known to form a ‘chain’ state, with subextensive degeneracy. Magnetic moments are
correlated along one-dimensional chains carrying effective Ising degrees of freedom which are non-
interacting on the mean-field level. Here, we investigate this phenomenon in detail, including the
effects of quantum fluctuations. We identify two distinct types of chain phases, both featuring
distinct subextensive, classical ground state degeneracy. Focussing on one of the two kinds, we
discuss lifting of the classical degeneracy by quantum fluctuations. We map out the ground-state
phase diagram as a function of the exchange couplings, using linear spin wave theory and real-space
perturbation theory. We find a hierarchy of energy scales in the ground state selection, with the
effective dimensionality of the system varying in an intricate way as the hierarchy is descended. We
derive an effective two-dimensional anisotropic triangular lattice Ising model with only three free
parameters which accounts for the observed behavior. Connecting our results to experiment, they
are consistent with the observation of a disordered chain state in Nd2Zr2O7. We also show that the
presence of two distinct types of chain phases has consequences for the field-induced breakdown of
the apparent U(1) octupolar quantum liquid phase recently observed in Ce2Sn2O7.
I. INTRODUCTION
Frustrated magnets consisting of corner-sharing fully
connected units often feature nontrivial ground state
degeneracy1. This is captured by local constraints on
the configuration of each unit, which nevertheless leave
the system with a large number of unconstrained degrees
of freedom. In the case of the pyrochlore lattice, which
consists of corner-sharing tetrahedra, this often takes the
form of an ice-like two-in-two-out rule, leading to the
class of materials known as “spin-ice”2,3.
One natural question to ask is what is the fate of this
classical degeneracy in the presence of quantum fluctua-
tions. Since the degeneracy is “accidental” in the sense
that the degenerate states are not related by a symme-
try of the Hamiltonian, it is expected to be lifted by
fluctuations, a process which is generally called order
by disorder (OBD)4–6. Probably the most prominent
experimental example of quantum OBD is the effective
spin- 12 pyrochlore Er2Ti2O7
7–13. In Er2Ti2O7 the OBD
mechanism lifts the degeneracy of a manifold of antifer-
romagnetic states with a single U(1) degree of freedom.
There are competing contributions to the ground state
selection13,14 which cannot be easily tuned, making them
difficult to disentangle from one another.
In this article, we consider a different, experimentally
motivated, case of OBD on the pyrochlore lattice: the
case of dipolar-octupolar pyrochlores in a [110] magnetic
field. Here, in contrast to Er2Ti2O7, the mean field de-
generacy grows sub-extensively. Both the energy scale
of ground state selection, and the selected ground state
can be tuned by an external field, as also seen in some
theoretical models on other lattices15,16.
Dipolar-octupolar pyrochlores are a family of rare-
earth oxides R2M2O7 with R=Nd, Ce, Sm
17–25. They
are well described by a nearest-neighbor XYZ model with
a peculiar coupling to an external magnetic field26. The
dipolar-octupolar crystal field doublet couples only to the
projection of the external field onto the local [111] easy
axes, which are not collinear. A uniform field applied in
the crystalline direction [110] thus separates the lattice
into two sets of one-dimensional chains (see Fig. 1), with
a frustrated interaction that cancels out exactly on the
mean-field level.
Here, we investigate this phenomenon through calcu-
lations of the classical phase diagram and by showing
how quantum fluctuations lift the degeneracy of the chain
states and restore correlations between chains, albeit at
extremely small energy scales.
Studying the classical phase diagram as a function of
exchange parameters and field, we find four distinct chain
phases, which can be divided into two different types.
First, there are three Chainλ (λ = x, y, z) phases, in
which the chains along the field direction (α chains) are
polarized, while those perpendicular to it (β chains) each
retain one Ising-like degree of freedom [see Fig. 1]. This
yields a subextensive ground-state entropy scaling as the
square of the linear system size L2 when N ∼ L3.
There is then one further type of chain phase, Chain∗Y
which appears dues to the special status of the pseu-
dospin y-axis in the XYZ model for dipolar octupolar
pyrochlores. The operator Syi transforms like a magnetic
octupole26 and therefore does not couple linearly to an
external field. This gives rise to the Chain∗Y phase at
low fields if the octupolar exchange coupling Jy is dom-
inant. At low fields, the moments on the α chains have
a finite octupolar component, which results in an addi-
tional independent Ising degree of freedom per α chain.
The existence of this additional chain phase for strong
Jy implies the possibility of a field-induced confinement
transition out of the octupolar quantum liquid state re-
cently proposed for Ce2Sn2O7
27.
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2Turning to the effect of quantum fluctuations, we show
that for the Chainλ phases, fluctuations via the polar-
ized α chains mediate an effective interaction between
the unpolarized β chains and thus lift the subextensive
classical degeneracy. We compute the leading effective
chain interactions and map out the ground-state phase
diagram in the semiclassical limit S → ∞. To this end,
we use real space perturbation theory (RSPT)28–31 to
derive a two-dimensional model describing the effective
interaction between the chains, which takes the form
of a nearest-neighbor anisotropic triangular lattice Ising
model. To corroborate our results, we also compute the
zero point energy of different classical ground state spin
configurations numerically using linear spin wave theory
(LSWT) and find that the full splitting of the classically
degenerate states can be captured by the effective model
remarkably well. The two methods agree also on a quan-
titative level, with positions of phase boundaries agreeing
even for moderately strong transverse couplings.
Two kinds of ground state are selected by OBD, de-
pending on the exchange parameters and external field.
First, a completely uniform state, where all β chains
align ferromagnetically and second, zigzag configurations
where β chains align antiferromagnetically in the [110] di-
rection. The selection is governed by two competing ef-
fective nearest-neighbor chain interactions generated by
correlated fluctuations around hexagons. The two cou-
plings scale differently as a function of the external mag-
netic field, making it possible, in some parts of the phase
diagram, to tune between the ferromagnetic and zigzag
ground states. The left-over degeneracy in the zigzag
phase is lifted on a minuscule energy scale that however
can be resolved in our LSWT calculation. In terms of
the effective model, the splitting can be fully understood
by including an effective next-nearest-neighbor coupling,
which appears at higher order in RSPT.
Guruciaga et al.32 have considered a related problem
of thermal OBD in a classical pyrochlore Ising model in
a [110] field. The case considered here differs from [32]
in that we consider quantum OBD with a Hamiltonian
directly motivated by experiments on dipolar-octupolar
pyrochlores33–36, and in that we find multiple different
ground states as a function of field and exchange param-
eters.
The remainder of this paper is organized as follows.
In Sec. II, we review dipolar-octupolar pyrochlores and
their classical ground-state phase diagram in a [110] field.
This serves as a starting point for the OBD calculation
presented in the following. In Sec. III, we derive a two-
dimensional triangular lattice Ising model describing the
lifting of the classical degeneracy in leading-order real
space perturbation theory (RSPT). In Sec. IV, we com-
pute the ground-state phase diagram using linear spin
wave theory (LSWT), comparing the results with those
from RSPT. In Sec. V we discuss the tunability of the
ground state selection as a function of the external field
strength. We compare the results of the LSWT calcu-
lation with those from RSPT. Section VI explores the
FIG. 1. (a) Pyrochlore lattice separated into chains parallel
(α chains) and perpendicular (β chains) to the external field
H ‖ (1, 1, 0). (b) The two classical ground state orientations
for a single tetrahedron with the local easy axis along the
local [111] direction. While the magnetic moments on the
α chains are pinned by the external field h, those on the
β chains are perpendicular to the field and thus each retain
one independent Ising-like degree of freedom. On one of the
tetrahedra, we also indicate the four fcc sublattices 0, 1, 2, 3.
The local magnetic moments on each sublattice point into
a direction ±zˆi, where the zˆi are defined to point into the
tetrahedron.
connection of our work to experiment. We conclude in
Sec. VII.
II. DIPOLAR-OCTUPOLAR PYROCHLORES
A. Exchange Hamiltonian
When describing the low-energy properties of rare-
earth magnets, we have to start with the the local crystal
electric field (CEF). The CEF energy scales are typically
orders of magnitude larger than the exchange energy be-
tween two ions14. To calculate low temperature, low en-
ergy properties, it is therefore usually sufficient to con-
sider the lowest energy multiplet of the crystal field. For
materials within our present interest, this takes the form
of a doublet.
On the pyrochlore lattice [Fig. 1] this doublet comes in
three different flavors. Each flavor corresponds to an ir-
reducible representation of the double group of the point
group D3d, together with time reversal invariance. In the
case that the two states forming the lowest CEF are not
related by spatial symmetry but only by time-reversal,
it is called a dipolar-octupolar doublet26. This occurs in
rare-earth pyrochlores based on Nd, Ce and Sm.
Once projected into a dipolar-octupolar doublet, the
only surviving component of the magnetic moment µi
operator is that oriented along the local [111] easy axis zˆi,
which connects the centers of the two tetrahedra sharing
site i. In our convention, the zˆi are constant on each of
the four sublattices Lν (ν = 0, 1, 2, 3) and point into the
tetrahedron shown in figure Fig. 1 (b).
Defining pseudospin- 12 operators S
α
i acting within the
3doublet, one can choose a basis such that
µi = µBgz zˆiS
z
i . (1)
While Sxi and S
z
i transform like the zˆi component of a
magnetic dipole moment, Syi transforms like a component
of a magnetic octupole tensor26. Expressed in terms of
components of the angular momentum operator J , the
corresponding octupole moment is27,37
Sy ∝ J 3y − JyJ 2x − JyJxJy − J 2xJy, (2)
which transforms trivially under all lattice symmetries
(D3d) but is odd under time reversal.
The most general symmetry allowed nearest-neighbor
exchange Hamiltonian for such a dipolar-octupolar py-
rochlore magnet then only couples pseudospin compo-
nents with the same transformation properties
H =Hex +Hfield, (3a)
Hex =
∑
〈ij〉
JxxS
x
i S
x
j + JyyS
y
i S
y
j + JzzS
z
i S
z
j
+ Jxz
(
Sxi S
z
j + S
z
i S
x
j
)
, (3b)
Hfield =− µBgz
∑
i
H · zˆiSzi , (3c)
where the first sum in the exchange Hamiltonian Hex
runs over all nearest-neighbor pairs 〈ij〉 in the pyrochlore
lattice and the sum in the field Hamiltonian Hfield runs
over all sites i.
We can remove the XZ exchange by a rotation of the
pseudospin axes by an angle θ around the pseudospin
y-axis
Sxi → cos θ Sxi − sin θ Szi , (4a)
Szi → cos θ Sxi + sin θ Szi , (4b)
tan(2θ) =
2J
(0)
xz
J
(0)
xx − J (0)zz
, (4c)
which yields
H = Hex +Hfield, (5a)
Hex =
∑
〈ij〉
JxS
x
i S
x
j + JyS
y
i S
y
j + JzS
z
i S
z
j , (5b)
Hfield = −µBgz
∑
i
H · zˆi (sin θ Sxi + cos θ Szi ) . (5c)
To avoid too ornamented notation, we have not re-
named the spin operators Sαi . From here on, the S
α
i
refer to those in Eq. (5). Altogether, dipolar-octupolar
pyrochlores are described by a relatively simple XYZ ex-
change Hamiltonian, however with a peculiar coupling to
the magnetic field.
B. Classical phase diagram in a [110] field
Before turning to the case of a finite field, we quickly
discuss the zero-field phase diagram. For zero field (H =
0) there are six possible classical ground state phases.
There are the three ice-like phases SIλ (λ = x, y, z),
stabilized when the corresponding exchange coefficient is
positive and sufficiently strong
Jλ > max(−3Jλ′ , Jλ′) ∀λ′ 6= λ. (6)
In these phases, all pseudospins align with the λ axis and
are governed by a local “two up, two down” constraint
with respect to this axis on every tetrahedron. This rule
leaves an extensive number of degrees of freedom. If λ =
x, z then the rule corresponds to a “two-in-two-out” rule
on the magnetic moments; i.e. for each tetrahedron, two
of the four magnetic moments on its corners point into
and two point out of it. SIx and SIz thus describe the
well known spin ice state, whereas SIy describes a state
analogous to spin ice but where the active degrees of
freedom are octupolar moments [Eq. (2)].
There are then three ordered, “all-in-all-out” phases
(AIAOλ, λ = x, y, z), occurring for sufficiently strong
negative exchange coefficient
Jλ < min(−Jλ′/3, Jλ′) ∀λ′ 6= λ. (7)
These correspond to ferromagnetic order of the pseu-
dospins along the λ axis. If λ = x, z then this will cor-
respond to antiferromagnetic all-in-all-out order of the
magnetic moments. The AIAOy phase, by constrast, is
a form of octupolar order.
Turning to finite fields, for the rest of this article we
set
H =
√
3h
2µBgz
11
0
. (8)
Substituting this into Eq. (5) yields:
Hfield =− h
∑
i∈L0
(sin θ Sxi + cos θ S
z
i )
+ h
∑
j∈L3
(
sin θ Sxj + cos θ S
z
j
)
, (9)
where Lν (ν = 0, 1, 2, 3) denotes the four fcc sublattices,
also indicated in Fig. 1 (b). The field, when applied in
this direction, only couples to sites on the sublattices
0 and 3. As shown in Fig. 1 (a), sites on which the
magnetic moment couples to the external field then form
one-dimensional chains which are in parallel to the field
direction (α chains), whereas sites whose magnetic mo-
ment does not couple to the external field also form one-
dimensional chains, which are perpendicular to the field
direction (β chains).
The classical ground state phase diagram of dipolar-
octupolar pyrochlores with H ‖ (1, 1, 0) is shown in
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FIG. 2. Zero-temperature mean-field phase diagram of dipolar-octupolar pyrochlores with an applied field along the [110]
direction as a function of exchange couplings and field strength, for Jz > 0. The first column is for fixed octupolar coupling
Jy = 0 and the second and third coupling are for fixed magnetic fields h = Jz/2 and h = 4Jz, respectively. The top and bottom
rows have a fixed mixing angle θ = pi/4 and θ = 0.33pi respectively (cf. Eq. (5) for the meaning of the parameters). The phase
diagram does not change qualitatively for any value of θ except for the singular limits θ → 0, θ → pi/2, and θ → pi. As h→ 0
(not shown), while the low-field all-in-all-out (AIAOλ) phases are stable, the chain phases (Chain
(∗)
λ ) are not. In the dipolar
case (λ = x, z), at exactly zero field the chain phases become the respective spin-ice phase (SIλ), with extensive instead of
subextensive degeneracy. For the octupolar chain phase, as the field is lowered starting in the ChainY phase, there is actually
a second-order transition to an intermediate phase, Chain∗Y [see also Fig. 9], in which each α chain carries an additional Ising
degree of freedom. The Chain∗Y phase is then adiabatically connected to the octupolar ice phase SIY at zero field. At large
fields, the orientation of magnetic moments in the AIAOλ phases get significantly distorted with respect to their zero field
orientations. However, even as h→∞ they retain their two-fold degeneracy and nonzero order parameter (∑i Sλi ≥ SN/2).
Fig. 2. There are now seven possible phases, six of which
are adiabatically connected to the six phases possible at
zero field. The SIY phase evolves into two distinct chain
phases as a function of field strength, separated by a
second-order transition.
At any finite field the extensive degeneracy of the three
spin ice phases SIλ is broken down to a subextensive de-
generacy, yielding effectively one-dimensional degrees of
freedom. We first consider the dipolar cases, i.e. λ = x, z,
shown in Fig. 1 (b): while the magnetic moments on the
α chains (sublattices 0 and 3) are polarized by the field,
magnetic moments on the β chains do not couple to the
field at all, but are restricted to two possible configura-
tions per β chain by the two-in-two-out rule. Thus, each
β chain carries an independent effective Ising degree of
freedom. We denote this phase when resulting from di-
mensional reduction in a SIλ phase by Chainλ. In all
of them, there is a finite magnetization in the direction
of the field, stemming from the polarized α chains and
each β chain carries a finite magnetization in the direc-
tion of the chain multiplied its respective Ising degree of
freedom.
The case of the octupolar spin ice phase SIY is special
since the ordered moment does not couple to the field.
Because of this, the low-field phase adiabatically con-
nected to the octupolar ice SIY is distinct from the other
chain phases. If the octupolar exchange Jy dominates, a
weak field partially polarizes the magnetic moments on
the α chains, but leaves a finite octupolar component Syi .
This component does not couple to the external field even
on the α chains, however the “spin-ice” rule
∑
tet S
y
i = 0
enforces ordering of those moments along both α and β
chains. Hence, again the extensive degeneracy is broken
down to a subextensive degeneracy, but with an Ising de-
gree of freedom residing on each α and each β chain. We
call this phase Chain∗Y .
The additional Ising degrees of freedom on the Chain∗Y
phase are related to the staggered octupolar moment on
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FIG. 3. Transition form the ChainY to the Chain
∗
Y phase as
function of Jy for fixed field h = Jz and θ = pi/4. The plot
shows the staggered octupolar moment on the α chains [Eq.
(10)], which is nonzero only in the Chain∗Y phase.
the α chains, which on a chain C is given by
mStaggeredy =
1
2S
 ∑
i∈L0∩C
Syi −
∑
j∈L3∩C
Syj
 . (10)
As the field h is increased, or the octupolar exchange
coupling Jy is lowered, this quantitiy vanishes in a second
order transition [Fig. 3 and Fig. 9] marking the onset of
a chain phase ChainY which is equivalent to the dipolar
chain phases ChainX/Z in that there is exactly one Ising
degree of freedom per β chain.
The three AIAOλ phases are stable in a small magnetic
field. However, if the respective coupling Jλ is sufficiently
weak (i.e. if |Jλ| < Jλ′ for some λ′ 6= λ), then the order
is destroyed at a finite field, marking a transition to a
Chainλ′ phase. Note that in a finite field, the AIAOλ
states will acquire a finite magnetization since the mag-
netic moments on the α chains will be partially polarized.
However, even as h → ∞, the phase retains an inten-
sive two-fold degeneracy and a nonzero order parameter∑
i S
λ
i ≥ SN/2. This two AIAO states are related by a
mirror symmetry in the case of the dipolar AIAOX and
AIAOZ phases and by a combination of time-reversal and
a mirror symmetry in the case of the octupolar AIAOY
phase.
III. EFFECTIVE TRIANGULAR LATTICE
ISING MODEL
As established in the previous section, if none of the
exchange constants Jλ are strongly negative, the system
at moderate fields is in a chain phase [Fig. 2], where the
classical ground state is subextensively degenerate with
an Ising degree of freedom carried by each β chain [Fig. 1].
The interaction between those Ising degrees of freedom is
frustrated and cancels out exactly on the mean-field level.
FIG. 4. Effective triangular lattice Ising model. (a) the small-
est linked clusters that yield a correction to the classical en-
ergy and distinguish between classical ground states. The
part of the energy correction that distinguishes between clas-
sical ground states is proportional to the product of the Ising
variables on the chains they connect. (b) the resulting effec-
tive anisotropic triangular lattice Ising model. (c) the phase
diagram of the anisotropic triangular lattice Ising model as a
function of the two nearest-neighbors couplings for the case of
negligible next-nearest-neighbor coupling38. (d) lifting of the
subextensive degeneracy in the zigzag phase by next-nearest-
neighbor coupling J ′′ch.
However, since the resulting classical ground state degen-
eracy is accidental in the sense that the degenerate states
are not related by any symmetry of the Hamiltonian [Eq.
(5)] one would expect it to be lifted by quantum fluc-
tuations, a process called (quantum) order-by-disorder
(OBD).
A. Nearest-neighbor model
In this section, we derive the leading order contribution
to the effective interaction between the chains using real
space perturbation theory (RSPT)28–31. The method di-
6vides the Hamiltonian into an unperturbed part, which
has a particular classical state as its ground state, and a
perturbation incorporating all transverse couplings. One
then performs standard perturbation theory to obtain the
corrections to the classical energy due to the transverse
terms. Since the perturbation depends parametrically
on the explicit classical state, the energy correction will
depend on it too, possibly lifting classical degeneracies.
We restrict the discussion to the “simple” chain phases
Chainλ where the effective interactions take the form
of a nearest-neighbor anisotropic triangular-lattice Ising
model.
We can parameterize any classical ground state {S(0)i }
by L2 Ising variables {ηi}, ηi ∈ {+1,−1}, where L is the
linear system size and N = 4L3 the number of sites in the
lattice. We then want to calculate the lowest-order en-
ergy correction that distinguishes different ground states,
that is different configurations of {ηi}. As we discuss in
detail in Appendix A, such corrections arise from linked
clusters of nontrivial topology on the pyrochlore lattice
the smallest of which are hexagons [Fig. 4 (a)]. The lead-
ing correction distinguishing configurations of {ηi} thus
occurs at sixth order in RSPT.
Any hexagon on the pyrochlore lattice connects ex-
actly two β chains, but there are two inequivalent kinds
of hexagon, as shown in Fig. 4 (a). Neglecting constant
terms, that is terms that do not distinguish different
chain configurations {ηi}, the energy correction from a
hexagon is proportional to the product of the Ising vari-
ables of the two chains i, j it connects
δE
(6)
ij = const + Jchηiηj , (11a)
δE
′(6)
ij = const +
J ′ch
2
ηiηj , (11b)
where we use Jch and J
′
ch to distinguish the two ways in
which two nearest-neighbor chains can be connected by
a hexagon. The factor of 1/2 here is needed since there
are 2L equivalent hexagons connecting to chains i and j
in the primed direction (indicated in pink in Fig. 1). The
interaction energy between two β chains i, j is then
E
(int)
ij = LJ
(′)
ch ηiηj , (12)
where 2L is the number of sites on the chain.
The β chains embedded in the pyrochlore lattice thus
form an anisotropic triangular lattice Ising model which
can be described using an effective Hamiltonian
Heff = Jch
∑
〈ij〉
ηiηj + J
′
ch
∑
〈ij〉′
ηiηj , (13)
where the sum over 〈ij〉 runs over nearest neighbor
pairs in the [112] and [1¯1¯2] directions and the sum over
〈ij〉′ indicates summation over nearest-neighbor pairs in
the [110] direction. Note that here, we use “nearest-
neighbor” to mean “connected by a hexagon” instead of
referring to real-space distance since the β chains are far-
ther apart in the [110] direction than in the other two di-
rections. We indicate which chain coupling is generated
by which linked cluster by matching colors in Fig. 4 (a)
and (b).
The effective couplings J
(′)
ch are functions of the original
pyrochlore exchange couplings Jλ, the field h and the
mixing angle θ. The explicit functional form is different
in each of the different chain phases. We thus denote the
chain couplings in the Chainλ phase by J
λ(′)
ch :
J
(′)
ch = J
λ(′)
ch in Chainλ phase. (14)
We calculate the J
λ(′)
ch in sixth order RSPT (see Ap-
pendix A for details on the perturbative expansion).
First consider the result in the ChainZ phase
Jzch =− SJz cos(φ)2
J2xJ
2
y
J4z
(Jx − Jy)2
J2z
1
16
Γz(h), (15a)
Jz′ch =SJz cos(φ)
4 J
2
xJ
3
y
J5z
(
Jx/Jz + tan(φ)
2
) 2
16
Γ′z(h),
(15b)
where S is the spin length and the Jλ are the exchange
couplings in Eq. (5). The angle φ parameterizes the
classical configuration of spins on the α chains such that
θ−φ is the angle between the local field and the magnetic
moments. φ thus depends on the external field h, θ as
well as on the couplings Jx, Jz and φ → θ as h → ∞.
Γz and Γ
′
z are dimensionless, positive factors carrying
the full field dependence of the couplings. While full
expressions are given in Appendix A, we note that the
field dependence of Γz and Γ
′
z is qualitatively different:
Γz(h) ∼ h−2 as h→∞, (16a)
Γ′z(h) ∼ h−4 as h→∞, (16b)
where the asymptotic exponents corresponds to the num-
ber of sites polarized on the hexagon generating the re-
spective coupling [Fig. 1 (a)]. This enables tuning the
order-by-disorder strength and even the ground state by
means of the magnetic field (see Sec. V for details).
The respective expressions for Jxch and J
x′
ch are obtained
from Eq. (15) by interchanging Jx ↔ Jy and cosφ ↔
sinφ. It is also given explicitly in Appendix A.
In the ChainY phase, the couplings in sixth order
RSPT are given by
Jych = −
1
64
SJy sin(2φ)
2 J
2
xJ
2
z (Jx − Jz)2
J6y
Γy(h), (17a)
Jy′ch = 0, (17b)
where Γy again is a dimensionless, positive, field depen-
dent factor that vanishes as h−2 as h→∞. For S = 1/2,
a finite contribution to Jy′ch even at higher orders is only
generated when including a transverse term correspond-
ing to cubic magnon terms in LSWT.
The phase diagram of the effective model [Eq. (13)] in
terms of the effective couplings Jch and J
′
ch
38 is shown in
Fig. 4 (c). There are three possible phases: if both cou-
plings are negative, the system orders ferromagnetically.
7If the exchange parameter Jch is positive and larger than
J ′ch, the system enters a ‘staggered’ phase where there
is ferromagnetic order along the primed direction (indi-
cated in Fig. 4 (b) in pink) with antiferromagnetic order
in the perpendicular direction. Finally, if J ′ch > |Jch|,
the system is frustrated since when the system is ordered
antiferromagnetically in the primed direction (indicated
in Fig. 4 (b) in pink), it is not possible to satisfy the non-
primed bonds (indicated in Fig. 4 (b) in green). Thus, in
this ‘zigzag’ phase, the ground state is highly degenerate,
with each antiferromagnetically ordered row retaining an
effective Ising degree of freedom. Following the ferro-
magnetic order in the non-primed direction yields the
eponymous zigzag shape, indicated in red in the sketch
in Fig. 4 (c).
Since it is clear from Eq. (15) and Eq. (17) that Jch
is negative for all parameters, the chains will never order
in a staggered configuration. This already yields a fer-
romagnetic ground state across the whole ChainY phase
since there J ′ch = 0 for S = 1/2 at sixth order. In con-
trast, in the ChainX and ChainZ phases J
′
ch is finite and
can take either sign. The system is thus either in the
ferromagnetic or zigzag phase, depending on sign and
strength of J ′ch relative to Jch. Focusing on the ChainZ
phase for simplicity, in terms of the original pyrochlore
exchange couplings (Jλ), if Jy and Jx + Jz tanφ have
different signs, J ′ch is negative and we expect the chains
to order ferromagnetically. In contrast, for Jx = Jy,
Jch vanishes while J
′
ch is positive and finite, at least for
Jx > 0 and Jx < −Jz tan2 φ so we expect the chains to
order in a zigzag configuration. As indicated in Fig. 4
(c), the phase boundary between the ferromagnetic and
zigzag phases is obtained by equating J ′ch = −Jch. This
phase boundary as a function of the Jλ is also indicated
in Fig. 6 and 7 as a solid line.
Note that, while the leading order contribution to the
effective chain couplings vanishes in certain regions of
the phase diagram, we expect that higher-order terms
will contribute also in those regions and eventually lift
the classical degeneracy. However, since the degeneracy
lifting in these cases is of higher order, it is strongly sup-
pressed.
B. Degeneracy lifting in the zigzag phase
Dipolar-octupolar pyrochlores in a magnetic field un-
dergo a remarkable dimensional evolution when consid-
ering different energy scales. On the largest energy scale,
corresponding to the bare parameters of the Hamilto-
nian, the system appears fully three dimensional. In an
intermediate regime (between Jch, J
′
ch and Jz) the system
undergoes a dimensional reduction such that it can be de-
scribed as an ensemble of noninteracting one-dimensional
chains. At the lowest energy scales, one might expect the
order by disorder mechanism to restore the three dimen-
sional nature of the system.
The zigzag phase, however, in some region of the phase
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FIG. 5. Hierarchy of energy scales in ground state selection
in the ChainZ phase. The classical ground state energy that
is separated from the excited states on a scale set by Jz. On
an energy scale of ∆, which for most values of exchange cou-
plings lies in a range of 10−6−10−4Jz when h ∼ Jz, quantum
fluctuations split the classical ground state manifold into the
ferromagnetic state and the band of zigzag states. The choice
of a single zigzag states happens again on a much lower en-
ergy scale B, which for most values of parameters lies in a
range of 10−9 − 10−7Jz. The numerical values for the scales
are obtained from linear spin wave theory [Fig. 6 and 7].
diagram adds an additional stage to this dimensional evo-
lution. Viewed in the pyrochlore lattice, left-over degrees
of freedom are effectively two-dimensional. Magnetic mo-
ments on the β chains are ordered in stripe patters within
the [hl0] plane, however the effective interactions between
the planes are frustrated. Thus, the system has a ground
state with a subextensive degeneracy scaling with the lin-
ear system size L, each plane carrying an effective Ising
degree of freedom.
This degeneracy is broken only at 10th order in per-
turbation theory, by a linked cluster indicated by the
blue dashed line in Fig. 4 (a). This cluster generates a
next-nearest-neighbor coupling J ′′ch in the [001] direction
as indicated in Fig. 4 (b) and, equivalently, a ring ex-
change term. Note that the other possible next-nearest-
neighbor coupling, while also generated at 10th order,
is still frustrated in the zigzag phase and does not lift
the degeneracy. As shown in Fig. 4 (d), depending on
the sign of the next-nearest-neighbor coupling J ′′ch, there
are two different zigzag states selected, either a ‘kinked’
state, where ordered moments form a zigzag pattern in
the [001] direction, or a ‘striped’ state, where magnetic
moments order ferromagnetically along one of the non-
primed nearest-neighbor directions.
The ‘ferromagnetic’, ‘kinked’ and ‘striped’ configura-
tions all have only an intensive number of degenerate
states related by symmetries of the Hamiltonian [Eq.
(5)]. Hence, the system in the zigzag phase regains its full
8three dimensional correlations on an energy scale ∼ J ′′ch
while on scales between J ′′ch and Jch, J
′
ch it features effec-
tively two-dimensional degrees of freedom.
We summarize the resulting hierarchy of energy scales
in ground state selection in Fig. 5, where we also give
rough numerical ranges in which the scales ∆ and B lie
for most values of exchange couplings if h ∼ Jz [cf. Fig. 6
and 7].
IV. ORDER BY DISORDER PHASE DIAGRAM
The classical phase diagram of dipolar-octupolar py-
rochlores in a moderate external field in the [110] di-
rection, as discussed in Sec. II B, contains extended re-
gions of chain phases in which the field generates effective
one-dimensional degrees of freedom and which feature a
subextensive degeneracy. Since the degenerate states are
not related by symmetries, one expects the degeneracy
to be lifted by quantum fluctuations. In most of these
chain phases (the Chainλ phases), this degeneracy lift-
ing, as established in Sec. III, can be cast in the form of
an anisotropic triangular-lattice Ising model with three
effective chain coupling parameters. Motivated from the
effective model, which was derived in leading-order real
space perturbation theory (RSPT), we expect that on
the largest energy scale, two different types of chain con-
figuration will be chosen as a ground state. The chains
will order either ferromagnetically, or in a zigzag state
[Fig. 4 (c)]. In the latter case, there is a further dimen-
sional evolution to effectively two-dimensional degrees of
freedom, which are planes perpendicular to the [001] di-
rection, each carrying an effective Ising degree of free-
dom, noninteracting in leading-order RSPT. An effective
interaction J ′′ch, breaking the residual degeneracy, is only
generated at 10th order of RSPT. Depending on the sign
of J ′′ch, there will be two zigzag configurations chosen, ei-
ther a ‘kinked’ or a ‘striped’ state both of which then
feature an intensive number of degenerate states related
by symmetries.
A. Phase diagram
In this section, we turn to calculate the full classical
degeneracy lifting in the Chainλ phases, as a function of
the exchange parameters Jλ. To corroborate the validity
of the effective model, we calculate the lifting numerically
using linear spin wave theory (LSWT). The calculation is
performed using a semi-infinite slice of a pyrochlore lat-
tice, that is a 8× 8 triangular lattice of infinite β chains
with periodic boundary conditions in the directions or-
thogonal to the chains.
The central quantity to compute ground state selection
by quantum selections is the zero point energy
E0
(
{S(0i }
)
=
1
pi
∑
ν
∫ pi/2
0
dk ων ((k,−k, 0)) , (18)
where ων(q) are the magnon frequencies of the system
around the ground state {S(0)i }. Details of the numerical
computation can be found in Appendix B. We compute
the zero point energy for all possible ground state config-
urations of the effective nearest-neighbor model, which
are the ferrromagnetic state, the staggered state and 12
different zigzag states (those are all zigzag states on a
8× 8 triangular lattice not related by lattice symmetries
), as well as for 1000 randomly selected chain configura-
tions. The ground state selected by quantum fluctuations
is that with the lowest zero point energy.
The resulting (quantum) order-by-disorder phase di-
agram for the Chainλ (λ = x, y, z) phases is shown in
Fig. 6 and 7 for θ = 0.25pi and θ = 0.33pi respectively.
The selected configurations are those expected from the
effective Ising model. Remarkably, also the phase bound-
aries obtained from LSWT match very well with those
obtained directly from RSPT at least for moderate trans-
verse couplings. Going beyond the RSPT calculation,
LSWT also reveals the splitting of the zigzag state into
the striped and kinked configurations. There are also
parts of the phase diagram where the classical degener-
acy is not lifted within LSWT. Most notably, this occurs
along the two lines Jx = 0 and Jy = 0 for which we prove
explicitly that ω(q) are identical for all classical ground
states within LSWT in Appendix B.
To shed light on the relevant energy scales in the
ground state selection by quantum fluctuations, we also
show in Fig. 6 and 7 the gap between the ferromagnetic
and the zigzag configurations ∆ as well as the bandwidth
of the zigzag states B (that is also the gap between the
striped and the kinked state). It is evident that the en-
ergy scales on which the classical degeneracy is lifted are
very small and have a clear hierarchy as illustrated in
Fig. 5. In particular, for the compound Nd2Zr2O7, using
the most recent estimate of the exchange couplings33 and
a field of about 1 Tesla yields ∆ ≈ 10−8 meV. In this ex-
ample, quantum ODB has thus no experimental relevance
in ground state selection. This is consistent with the
fact that disordered chain configurations were observed
in neutron scattering experiments on this compound39 at
low temperatures.
B. Validity of effective model
In order to further assess the validity of the effective
model, we compare it here to the full spectrum of zero
point energies. To this end, we compute the effective
chain couplings Jch and J
′
ch explicitly using the zero point
energies obtained from LSWT using
Jch =
1
4
(
EFM0 − EStaggered0
)
, (19)
J ′ch =
1
2
(
EFM0 + EStaggered0
)
, (20)
J ′′ch =
1
2
(
EKinked0 − EStriped0
)
. (21)
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FIG. 6. Order-by-disorder (OBD) phase diagram of dipolar-octupolar pyrochlores for mixing angle θ = pi/4, together with the
two relevant energy scales of the ground state selection, as function of exchange parameters. We indicate the ground state
found by linear spin wave theory (LSWT) by color. Then, ‘Degen’ denotes that all ground states are degenerate, i.e. no OBD is
observed. ‘ZZ’ denotes that a zigzag state is selected, but that the zigzag states are degenerate within the numerical precision
(cf. the right column in the respective regions). ‘FM’ denotes that a ferromagnetic chain configuration is selected. The striped
(‘Str’) and kinked (‘Kink’) configuration are both zigzag configurations [Fig. 4(d)]. We also indicate the transition between the
FM and ZZ phases as computed from real space perturbation theory (RSPT) by a black line. We plot the phase diagram for
two field values h = SJz/2 (a) and h = 4SJz (b). As anticipated from real space perturbation theory, the extent of the zigzag
phase is significantly reduced as the external field is increased. This makes it possible to tune between different ground states
in some regions of the phase diagram. In all cases, it is evident that the energy scales of ground state selection between the
ferromagnetic and the zigzag states are much larger than those of ground state selection within the set of zigzag states.
We then compare the zero point energies E0({S(0)i }) of all
1014 classical ground state configurations that we con-
sider (ferromagnet, staggered, 12 zigzag states and 1000
randomly chosen configurations) to the estimate from the
effective nearest-neighbor model using the effective cou-
plings obtained from the above equation.
Within the ChainZ and ChainX phases, the estimates
agree remarkably well with the energies computed from
LSWT, with residues between the two on the order of
the next nearest-neighbor coupling J ′′ch [see Fig. 13 in Ap-
pendix B]. Restricting ourselves to the 12 zigzag states,
their splitting is modeled by the fitted J ′′ch up to 10
−12Jz.
In the ChainY phase, we expect the effective model to
be still valid as derived in RSPT. At high fields, both
LSWT and RSPT predict dominance of the ferromag-
netic configuration for all exchange couplings in that
phase. However, at low fields LSWT for some part of
the phase diagram predicts a zigzag ground state, in con-
trast with RSPT. The disagreement can be rationalized
by considering that LSWT is unable to capture the hard-
core constrains of magnons for S = 1/2 which leads the
coupling J ′ch to vanish at sixth order, while in RSPT we
neglect higher orders which could lead to a finite J ′ch even
for S = 1/2.
V. FIELD TUNABILITY
As is qualitatively clear from Eq. (16), the effective
nearest-neighbor couplings depend on the external mag-
netic field h. Since the effective interaction between
chains is generated by fluctuations on the α chains, the
external field can directly control the strength of these
fluctuations and hence be used to manipulate the OBD
effect. This is clearly seen in Fig. 8, where the difference
of the zero point energies of the ferromagnetic state and
the zigzag states is shown as a function of field for two
sets of exchange parameters.
Furthermore, the ground state that is selected by quan-
tum fluctuations can itself be tuned by means of the field.
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FIG. 7. Order-by-disorder (OBD) phase diagram of dipolar-octupolar pyrochlores for mixing angle θ = 0.33pi, together with
the two relevant energy scales of the ground state selection, as function of exchange parameters. We indicate the ground state
found by linear spin wave theory (LSWT) by color. Then, ‘Degen’ denotes that all ground states are degenerate, i.e. no OBD is
observed. ‘ZZ’ denotes that a zigzag state is selected, but that the zigzag states are degenerate within the numerical precision
(cf. the right column in the respective regions). ‘FM’ denotes that a ferromagnetic chain configuration is selected. The striped
(‘Str’) and kinked (‘Kink’) configuration are both zigzag configurations [Fig. 4(d)]. We also indicate the transition between the
FM and ZZ phases as computed from real space perturbation theory (RSPT) by a black line. We plot the phase diagram for
two field values h = SJz/2 (a) and h = 4SJz (b). As anticipated from real space perturbation theory, the extent of the zigzag
phase is significantly reduced as the external field is increased. This makes it possible to tune between different ground states
in some regions of the phase diagram. In all cases, it is evident that the energy scales of ground state selection between the
ferromagnetic and the zigzag states are much larger than those of ground state selection within the set of zigzag states.
This is the case because selection of the ferromagnetic
state or the zigzag states is determined by a competi-
tion of the effective couplings in the two inequivalent
nearest-neighbor directions of the lattice. Inspecting the
two leading-order contributions shown as green and pink
hexagons in Fig. 4 (a), we see that the two hexagons
have two and four sites located on α chains respectively.
Hence, as is reflected in the different behaviour of Γz
and Γ′z in Eq. (16). The couplings scale differently with
the field and hence the competition between Jch and J
′
ch
changes as a function of field. As an example of this,
we show in the top panel of Fig. 8 how the energy differ-
ence between the ferromagnetic state and the zizag states
(computed using LSWT) changes sign as a function of
field.
VI. EXPERIMENTAL RELEVANCE
In this Section we discuss the implications of
our results for the dipolar-octupolar pyrochlore
compoundsNd2Zr2O7 and Ce2Sn2O7.
A. Disordered dipolar chain state in Nd2Zr2O7
First, a transition from an AIAO ordered phase to a
disordered chain phase induced by a field has been ob-
served in Nd2Zr2O7
39. Such a transition is expected for
−Jx < Jz < −Jx/3 or −Jz < Jx < −Jz/3, which is con-
sistent with the exchange parameters of this compound
as estimated from neutron scattering, for which the most
recent estimate (taken from Ref. 33) is
Jx ≈ 0.1 meV, Jz ≈ −Jx/2, Jy ≈ 0.15Jx. (22)
For these exchange parameters and assuming a field of
one Tesla, LSWT predicts a ferromagnetic order of the
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FIG. 8. Difference of the zero point energy of the ferromag-
netic chain configuration and the zigzag configuration from
LSWT as a function of field for fixed exchange parameters.
Top: for Jx = 0.9Jz, Jy = 0.45Jz, it is possible to tune the
ground state of the system by means of the external field.
Bottom: for Jx = Jy = 0.8Jz, the ground state is always a
zigzag configuration, however the ODB energy scale is much
larger. The splitting of the zigzag states in both cases is im-
perceptible on the scale of the plot.
chains that is however separated from the zigzag state by
a gap of only ∆ ≈ 10−8 meV. Hence, even at the low-
est experimentally accessible temperatures one would not
expect to see ordering of the chains driven by quantum
fluctuations, which is consistent with the experimental
observation of a disordered chain state.
This makes Nd2Zr2O7 in a moderate [110] field an ex-
cellent platform for the study of one-dimensional quan-
tum XYZ chains.
B. Octupolar quantum spin liquid in Ce2Sn2O7
Second, recent experimental evidence for an octupolar
U(1) quantum spin liquid (QSL) has been reported in the
dipolar-octupolar pyrochlore Ce2Sn2O7
27. This implies
that in this compound the octupolar exchange is positive
and large
Jy > max(Jx, Jz,−3Jx,−3Jz). (23)
Classically, this would result in an ice-like phase of oc-
tupolar moments SIY at zero-field. This phase has the
same extensive degeneracy as spin-ice. At finite fields,
the system would be in the Chain∗Y phase in which the
extensive degeneracy is broken down to a subextensive
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FIG. 9. Transition from the Chain∗Y to the ChainY phase as
a function of the external field, for exchange parameters used
to model Ce2Sn2O7 in Ref. 27. The plot shows the stag-
gered octupolar moment on the α chains [Eq. (10)], which is
nonzero only in the Chain∗Y phase. Classically, the octupolar
ice phase SIY exists only for strictly zero field h = 0, however
in the quantum case there would be a finite window at low
field with a quantum spin liquid ground state.
degeneracy with one Ising degree of freedom carried by
each α and each β chain [Fig. 1]. At a finite critical field,
the system would then undergo a second-order transition
to the ChainY phase, which also features a subexten-
sive degeneracy but with only half as many Ising degrees
of freedom, located on the β chains. This is shown in
Fig. 9, where we plot the (classical) octupolar staggered
moment [Eq. (10)] as a function of the external field for
exchange parameters as used to model Ce2Sn2O7 in Ref.
27. The second order transition at finite field is absent if
the ground state is a dipolar spin ice state SIX and SIZ
since those are adiabatically connected to the respective
chain phases ChainX and ChainZ .
In a real compound, where S = 1/2, quantum fluctua-
tions might be expected to be strong, the story laid out
above gets slightly modified. The zero field octupolar ice
phase SIY will be replaced by a U(1) QSL that prevails
for some finite range of external field40. At some critical
field h
(1)
c this is followed by a confinement transition to a
quantum version of the Chain∗Y phase. At a larger, sec-
ond critical field h
(2)
c , there will then be a transition to
the ‘simple’ chain phase ChainY .
The transition from the QSL to Chain∗Y can be cap-
tured by means of degenerate perturbation theory around
the low field limit. As we show in Appendix C, for
S = 1/2 there is a diagonal perturbation at fourth order
in the external field that generates an effective antifer-
romagnetic (with respect to the local basis) interaction
within the α chains. This interaction favours a set of
states with one-dimensional degrees of freedom on each
α and β chain, corresponding precisely to the Chain∗Y
phase found in our classical analysis. This indicates that
the Chain∗Y phase exists in the quantum limit, and should
appear in octupolar quantum spin ices subject to mod-
erate [110] fields.
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The double transition from a U(1) QSL to the Chain∗Y
phase and finally to the ChainY phase as a function of a
[110] field appears to be unique to the case of dominantly
octupolar exchange and can hence serve as another ex-
perimental test for compounds suspected to realize such
physics like Ce2Sn2O7. Additionally, the existence of the
Chain∗Y phase is interesting in and of itself. It serves as
an example of how uniform external fields acting on non-
colinear magnetic states can lead to the development of
complex degrees of freedom. While the number of de-
grees of freedom grows only with the square of the linear
system size L2, their interaction should not be expected
to be modeled by a local two-dimensional effective model
since α and β chains interpenetrate in a nontrivial way.
VII. CONCLUSION
In conclusion, we have mapped out the classical phase
diagram of dipolar-octupolar pyrochlores in a [110] field
in detail and studied quantum order-by-disorder (OBD)
in the ‘chain’ phases, in which the classical ground state
degeneracy can be parametrized by a subextensive num-
ber of effective Ising degrees of freedom, each describing
the magnetic moment of a one-dimensional chain. We
have focused our study on a subset of these phases, where
all degrees of freedom are carried by a set of parallel
chains. We show that OBD in this case can be modelled
remarkably well by a simple effective anisotropic triangu-
lar lattice Ising model that we derive in real space pertur-
bation theory (RSPT) and corroborate using numerical
linear spin wave theory (LSWT).
Ground state selection by quantum fluctuations in
dipolar-octupolar pyrochlores is a multi-step process gov-
erned by a hierarchy of energy scales. First, competi-
tion of two inequivalent nearest-neighbor chain interac-
tion drives selection of either a ferromagnetic ordering
of the chains or a ‘zigzag’ order. In the latter case, the
chains are ordered antiferromagnetically in one direction
while the nearest-neighbor couplings in the other two di-
rection is frustrated, leaving a subextensive degeneracy
scaling with the linear system size. This left-over de-
generacy is finally broken by an effective next-nearest-
neighbor coupling, albeit on a minuscule energy scale.
Taken together, the system undergoes a highly nontrivial
dimensional evolution when considering effective degrees
of freedom on different energy scales. Comparing the
results of the effective model with LSWT, the two meth-
ods mostly agree remarkably well even quantitatively,
with phase boundaries between ferromagnetic and zigzag
phases almost indiscernible in the dipolar chain phases
ChainX , ChainZ for moderate transverse couplings.
Highlighting connection to different experiments, we
have also discussed that the energy scales on which quan-
tum fluctuations break the classical degeneracies are mi-
nuscule for parameter values of experimental interest,
most importantly Nd2Zr2O7. This is consistent with the
experimental observation of a disordered chain state in
this compound39 and makes this material a promising
platform to study pure quantum XYZ chains. Finally, we
study the field-breakdown of the octupolar quantum spin
liquid (QSL) state recently observed in Ce2Sn2O7. We
predict that for a field in the [110] direction, the transi-
tion to the large-field chain state ChainY happens in two
steps, via an intermediate phase that we call Chain∗Y .
This sequence of transitions is unique for the case of
dominantly octupolar exchange and can hence be used
as another test for the nature of Ce2Sn2O7.
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Appendix A: Derivation of leading-order correction
in real space perturbation theory
1. Setup
In this appendix, we derive the expression for the
leading-order effective chain couplings presented in
Sec. III using real space perturbation theory. We start
from a Hamiltonian of the form
H =
∑
〈ij〉
Si · J · Sj −
∑
i
hi · Si, (A1)
from which Eq. (5) is obtained for the choice J =
diag(Jx, Jy, Jz) and hi = µBgzH · zˆi (sin θ Sxi + cos θ Szi ),
with H ‖ (1, 1, 0).
We transform to a local basis, uˆi, vˆi, wˆi chosen such
that S
(0)
i = Swˆi is a classical ground state. The Hamil-
tonian is then separated an unperturbed part, H0 and
four transverse perturbations
H = H0 +
∑
〈ij〉
V
(1)
ij + V
(2)
ij + V
(3)
ij + V
(4)
ij , (A2)
where
H0 = E0 +
∑
i
BiδSi, (A3a)
E0 =
S2
2
∑
i
 ∑
j∈nn(i)
wˆi · J · wˆj
− Swˆi · hi, (A3b)
Bi = −S
∑
j∈nn(i)
J · wˆj + hi, (A3c)
and
V
(1)
ij = c
∗
i · J · c∗j S+i S+j + h.c., (A4a)
V
(2)
ij = c
∗
i · J · cj S+i S−j + h.c., (A4b)
V
(3)
ij = wˆi · J · wˆj δSiδSj , (A4c)
V
(4)
i = ci · J · wˆi S−i δSj + wˆi · J · cj δSiS−j + h.c.,
(A4d)
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where δSi = S − Swi and ci = 12 (uˆi + ivˆi).
Going forward, we will first calculate the effective cou-
plings in the ChainZ phase (see Sec. II B), with the cor-
responding results for the ChainX phase being obtained
by the same procedure. Finally, the effective couplings
in the ChainY phase will be computed in the last part of
this appendix.
For a ground state in the ChainZ phase (see Sec. II B)
we have
wˆi =
{
(σαi sinφ, 0, σ
α
i cosφ) i ∈ α chain(
0, 0, σβi ηc
)
i ∈ β chain , (A5a)
and choose
ci =
1
2
{
(σαi cosφ, i,−σαi sinφ) i ∈ α chain(
1, iσβi ηc, 0
)
i ∈ β chain , (A5b)
where ηc is the Ising variable of the chain that the site
i belongs to and
σαi =
{
1 if i ∈ L0
−1 if i ∈ L3 , (A6a)
σβi =
{
1 if i ∈ L1
−1 if i ∈ L2 . (A6b)
The perturbations V
(1...4)
ij hence depend parametri-
cally on the chain configuration {ηi} via the basis Eq.
(A5). Standard perturbation theory yields a configura-
tion dependent energy correction ∆E ({ηi}). As we will
see below, the leading order contribution to ∆E depends
only on products of nearest-neighbor chains such that
∆E =
∑
〈ij〉
δEij = Jch
∑
〈ij〉
ηiηj + J
′
ch
∑
〈ij〉′
ηiηj , (A7)
which yields the effective Ising model discussed in
Sec. III.
2. Perturbation theory
Since the energy corrections must stay extensive, any
term that contributes to perturbation theory must corre-
spond to a linked cluster of the pyrochlore lattice, where
each edge represents one or more applications of the per-
turbation V = V (1) + V (2) + V (3) + V (4). The energy
correction corresponding to a linked cluster with p edges
is30
δE(p) =
∑
{ψi}
〈0|V |ψ1〉 〈ψ1|V |ψ2〉 . . . 〈ψp−1|V |0〉
(E0 − Eψ1) . . . (E0 − Eψp−1)
, (A8)
where E0 is the classical ground state energy and Eψi
is the unperturbed energy of the intermediate state |ψi〉.
From the above we can read off some simple rules:
1. Any linked cluster corresponds to a sum of terms,
which are all possible combinations of applications
of the V
(1...4)
ij to the links such that we begin and
end in the vacuum of spin flips |0〉.
2. Any such sequence of perturbations has to begin
and end with either V (1) or V (4).
3. Any such sequence must involve an even number of
applications of V (4).
Since we are interested only in the leading order contribu-
tion to the energy correction we do not have to consider
the perturbations V (3) and V (4) since the operator δSi
does not modify the spin configuration. Thus for any se-
quence of applications of perturbations involving V (3) or
V (4), there will be a nonvanishing lower order term that
contributes.
The matrix elements of the perturbations are evaluated
straightforwardly using Eq. (A4) and Eq. (A5). If i, j
are both on a β chain
V
(1)
ij =
1
4
(Jx + Jy)S
+
i S
+
j + h.c., (A9a)
V
(2)
ij =
1
4
(Jx − Jy)S+i S−j + h.c.. (A9b)
In contrast, if i, j are both on an α chain
V
(1)
ij = −
1
4
(
cosφ2 Jx + Jy + sinφ
2 Jz
)
S+i S
+
j + h.c.,
(A9c)
V
(2)
ij =
1
4
(− cosφ2 Jx + Jy − sinφ2 Jz)S+i S−j + h.c..
(A9d)
Finally, if i is on a β chain and j is on an α chain
V
(1)
ij =
1
4
(
σαj cosφJx − σβi ηcJy
)
S+i S
+
j + h.c., (A9e)
V
(2)
ij =
1
4
(
σαj cosφJx + σ
β
i ηcJy
)
S+i S
−
j + h.c.. (A9f)
Similarly, the factors in the denominator of Eq. (A8)
are given by
E0 − Eψ = 〈ψ|E0 −H0 |ψ〉
= −
∑
i
Bi 〈ψ| δSi |ψ〉 , (A10)
where if i is on a β chain:
Bi = 2SJz, (A11a)
and if i is on an α chain:
Bi = 2S
(
sin(φ)
2
Jx + cos(φ)
2
Jz
)
+ cos(φ− θ)h.
(A11b)
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FIG. 10. (a) The two distinct smallest clusters connecting two
chains, marked in red and blue. Their lowest order contribu-
tion is of order 4 and they cancel out exactly. (b) A configu-
ration of perturbation on a hexagon that does not contribute
to the effective coupling. (c) The four inequivalent configu-
rations that do contribute to Jch. (d) A possible sequence of
intermediate states for the first configuration in (c). In (b)
and (c), we label the sites with reference to the sublattice Lν
they belong to, consistent with the hexagon indicated in green
in Fig. 4 (a)
3. Degeneracy lifting
We are interested in the lowest order quantum cor-
rection that lifts the classical degeneracy. For that, the
energy correction must be proportional to the product
of as least two chains ηiηj , which is only possible if the
corresponding cluster connects two chains.
The two smallest clusters that connect two chains are
shown in Fig. 10 (a). They both have two links and
their smallest contribution is of 4th order. Inspecting
Eq. (A9), we see that any term that is proportional to
ηc also has a factor σ
β
i . Hence, the two clusters marked
in red and blue will cancel out exactly. This will be true
for any cluster that has a ‘mirrored’ cluster that connects
to a site on the same chain but on a different sublattice.
Hence, only clusters of nontrivial topology, i.e. those
that have noncontractible loops, will contribute to the
effective chain couplings. The smallest such cluster on
the pyrochlore lattice is a hexagon and there are two in-
equivalent ways a hexagon can connect two chains, shown
in Fig. 4 (a). Note that for the same reasons, there will
be no nonvanishing contribution from perturbation the-
ory, that is proportional to only a single chain variable ηi.
Any such term must be proportional to a respective σβi
and has a mirrored term that gives the same contribution
but with the opposite sign.
Evaluating the energy contributions of the two types of
hexagons, we have to consider all possible distributions of
V
(1)
ij and V
(2)
ij . However, not all of those contribute to the
chain coupling. Consider for example the contribution
from the cluster depicted in Fig. 10 (b), which is [using
Eq. (A9)]
δE(6) ∝ (cosφJx + η1Jy) (cosφJx − η1Jy)
(cosφJx + η2Jy) (cosφJx − η2Jy) (Jx − Jy)2
(A12)
and thus the dependence on ηi drops out completely.
Keeping only those configurations which do depend on
the chain configuration {ηi}, there are four inequivalent
possibilities, shown in Fig. 10 (c). Each of them have
different possible sequences of intermediate states {ψi},
which must be enumerated to evaluate the denominator
of Eq. (A8). We show one possible such sequence, for the
first configuration in Fig. 10 (c), in Fig. 10 (d), where the
excited states are shown as dots on the sites.
Finally, the effective coupling Jch is given as the sum
of the four inequivalent contributions depicted in Fig. 10
(c)
Jch =
4(2S)6
46
cos(φ)
2
J2xJ
2
y
(
(Jx − Jy)2(Γ1 − Γ2)
+ (Jx + Jy)
2(Γ3 − Γ4)
)
, (A13)
where we have defined factors Γi, stemming from the
denominator of Eq. (A8)
Γconfig := −
∑
{ψi}
1
(E0 − Eψ1) . . . (E0 − Eψp−1)
. (A14)
Note that since all factors in the denominator are neg-
ative and there are an odd number of factors for each
closed loop on the pyrochlore lattice, Γconfig > 0.
Evaluating the Γ factors, one finds that Γ3 = Γ4 and
hence
Jzch =− SJz cos(φ)2
J2xJ
2
y
J4z
(Jx − Jy)2
J2z
1
16
Γz(h), (A15a)
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FIG. 11. The four inequivalent configurations of perturba-
tions on a hexagon contributing to J ′ch. We label the sites
with reference to the sublattice Lν they belong to, consistent
with the hexagon indicated in pink in Fig. 4 (a)
where Γz(h) := S
5J5z (Γ2−Γ1) is defined as a dimension-
less factor carrying all field dependencies and we have
introduced a superscript ‘z’ to denote that the above re-
sult is true in the ChainZ phase.
Computing J ′ch follows exactly the same procedure.
Since the sites on the hexagon that is the leading-order
contribution to J ′ch are on different sublattices, also con-
figurations of perturbation on the hexagon that con-
tribute will be different. The four inequivalent config-
urations that contribute to Jz′ch, together with their con-
tributions are shown in Fig. 11. Summing those up yields
Jz′ch =SJz cosφ
4
J2xJ
3
y
J5z
(
Jx/Jz + tanφ
2
) 2
16
Γ′z(h).
(A15b)
This completes the derivation of the results stated in
the main text. For completeness, we give the Γ-factors
explicitly:
Γz(h)
(SJz)5
=
2
Bβz (Bαz +B
β
z )4
+
2
(Bβz )2(Bαz +B
β
z )3
+
1
(Bβz )3(Bαz +B
β
z )2
, (A16a)
Γ′z(h)
(SJz)5
=
4
Bβz (Bαz +B
β
z )4
, (A16b)
where Bαz and B
β
z are the local fields on the α and β
chains respectively, as defined in Eq. (A11). Note that
since the local fields Bαλ and B
β
λ are always positive, so
are Γz and Γ
′
z
In the ChainX phase, the ground state as defined in
Eq. (A5) will be slightly different
wˆi =
{
(σαi sinφ, 0, σ
α
i cosφ) i ∈ α chain(
σβi ηc, 0, 0
)
i ∈ β chain , (A17a)
and
ci =
1
2
{
(σαi cosφ, i,−σαi sinφ) i ∈ α chain(
0, iσβi ηc,−1
)
i ∈ β chain . (A17b)
Note the sign change in the definition of ci on β chains
that is necessary so the basis stays right-handed. Since
J is diagonal, the above change can be accounted for by
simply changing Jx ↔ Jz and cosφ↔ sinφ in Eq. (A15)
and hence
Jxch =− SJx sin(φ)2
J2zJ
2
y
J4x
(Jz − Jy)2
J2x
1
16
Γx(h), (A18a)
Jx′ch =SJx sin(φ)
4 J
2
xJ
3
y
J5x
(
Jz/Jx + cotanφ
2
) 2
16
Γ′x(h).
(A18b)
where Γ
(′)
x is obtained from Γ
(′)
z [Eq. (A16)] by substi-
tuting Bαz and B
β
z by B
α
x and B
β
x respectively.
4. ChainY phase
We now turn to calculate the effective couplings in the
ChainY phase, which is done mostly by the same pro-
cedure as used for the ChainX/Z phases. As before, we
start by defining a basis where the wˆi are given by the
classical ground state configuration
wˆi =
{
(σαi sinφ, 0, σ
α
i cosφ) i ∈ α chain(
0, σβi ηc, 0
)
i ∈ β chain , (A19a)
and the ci complete the basis
ci =
1
2
{
(σαi cosφ, i,−σαi sinφ) i ∈ α chain(
i, 0, σβi ηc
)
i ∈ β chain . (A19b)
Substituting the above into Eq. (A4) yields if i, j are
both on a β chain
V
(1)
ij = −
1
4
(Jx + Jz)S
+
i S
+
j + h.c., (A20a)
V
(2)
ij =
1
4
(Jx − Jz)S+i S−j + h.c., (A20b)
in contrast, if i, j are both on an α−chain
V
(1)
ij = −
1
4
(
cosφ2 Jx + Jy + sinφ
2 Jz
)
S+i S
+
j + h.c.,
(A20c)
V
(2)
ij = −
1
4
(
cosφ2 Jx − Jy + sinφ2 Jz
)
S+i S
−
j + h.c.,
(A20d)
and finally if i is on a β−chain and j is on an α−chain
V
(1)
ij = −
1
4
σαj
(
i cosφJx + σ
β
i ηc sinφJz
)
S+i S
+
j + h.c.,
(A20e)
V
(2)
ij = −
1
4
σαj
(
i cosφJx + σ
β
i ηc sinφJz
)
S+i S
−
j + h.c..
(A20f)
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Note that in the last case, the matrix elements are now
complex.
a. Effective coupling Jych
We now turn to identify the degeneracy-breaking per-
turbations. In the case of the ChainZ/X phases those are
given by linked clusters of nontrivial topology. Note that
the argument for this relied solely on the fact that any
Ising chain variable ηc comes also with a factor σ
β
i , which
is clearly still the case. Hence we can again restrict the
discussion to the two kinds of hexagons as long as we are
interested only in leading-order corrections.
As before, not all distributions of the perturbations
V
(1)
ij and V
(2)
ij yield an energy correction that is propor-
tional to the two Ising variables η1, η2 on the hexagon.
For that, first consider the case of Jych, which is generated
by the hexagon marked in green in Fig. 4 (a). In this
case, proportionality to a chain variable η1 comes from a
product of two perturbations connecting that chain to a
polarized site, where the factor σβi is different for both.
Inspecting Eq. (A20), we see that the two perturbations
have to act differently on the two β chain sites in order
for the resulting energy correction to be proportional to
η1. Note that this rule already excludes the possibility of
having V
(2)
ij act on the β chain site [see Fig. 12 (a)] and
hence Jch ∝ (Jx − Jz)2 in accordance with the LSWT
result (see Fig. 6 and 7). Fixing the perturbations acting
on β chains to spin-flip hopping, there are four diagrams
contributing to Jych shown in Fig. 12 (b). Summing up
their contributions yields
Jych = −
1
64
SJy sin(2φ)
2 J
2
xJ
2
z (Jx − Jz)2
J6y
Γy(h), (A21)
Γy = S
5J5y
(
2ΓY2 + 2Γ
Y
3 − 2ΓY1 − ΓY4
)
, (A22)
where the ΓYi are computed as before by enumerating all
possible intermediate states and Γy is given by
Γy
(SJy)5
=
2
(Bβy )3(Bαy +B
β
y )2
− 2
(Bαy + 2B
β
y )3(Bαy +B
β
y )2
+
4
(Bβy )2(Bαy +B
β
y )3
− 4
(Bαy + 2B
β
y )2(Bαy +B
β
y )3
+
2
Bβy (Bαy +B
β
y )4
− 2
(Bαy + 2B
β
y )(Bαy +B
β
y )4
,
(A23)
where Bαy and B
β
y are the local fields on the α and β
chains respectively in the ChainY phase, obtained from
Eq. (A11) by replacing Jz by Jy. Note that since the
local fields are always positive, it is clear that Γy > 0
and hence the effective chain coupling Jych < 0 is ferro-
magnetic for all fields and exchange parameters.
FIG. 12. Diagrams arising in RSPT in the ChainY phase. (a)
Example of a configuration that does not contribute, with one
possible direction of spin flip hopping indicated. Whenever
there is a double spin flip acting on the β chain (site 1, 2),
the two perturbations on edge (1, 2) and (2, 3′) will have to
act in the same way (i.e. both with S+ or both with S−) on
site 1 and 2 respectively, leading to a constant contribution.
(b) The four perturbations contributing to Jych. Note that
the product of matrix elements does not depend on the order
of application of the perturbations, so that the Γ factors can
be computed as before. (c) A distribution of perturbations
on the hexagon whose product of matrix elements yields a
contribution to Jy′ch. However, the diagram is not valid since
there is no possible order in which, starting from the ground
state, it yields the ground state also as a final state. For spin-
1/2, there are actually no allowed diagrams using only V
(1)
ij ,
V
(2)
ij and contributing to J
′
ch, even at higher orders in RSPT.
b. Effective coupling Jy′ch
We now turn to the second effective exchange coupling,
Jy′ch, which is generated by the hexagon marked in pink in
Fig. 4 (a). On the level of RSPT diagrams, this amounts
to a different distribution of polarized and unpolarized
sites on the hexagon as indicated in Fig. 12 (c). Turn-
ing to identify the degeneracy breaking perturbations, we
straightforwardly arrive at a similar rule as in the case
of Jych. However, since the two perturbations connecting
the site on the β chain now connect to the same site,
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and because σαj appears just as an overall sign in the
matrix elements [Eq. (A20)], the two perturbations now
have to act in the same way (i.e. either both with S+
of both with S−) on the site on the β chains as indi-
cated in Fig. 12 (c). However, this is not possible at
sixth order since there can be no double occupation of
excitations on any site. For the same reason, for S = 1/2
any diagram using only V
(1)
ij , V
(2)
ij cannot yield a finite
contribution to Jy′ch, even at higher orders. Since in the
ChainY phase V
(3)
ij = 0 if i on a β chain and j on an
α chain (or the other way around), a finite contribution
to J ′ch can only arise from a perturbation including V
(4)
ij .
Such a term occurs at seventh order in RSPT and com-
petes with contributions from higher orders to Jch, even
when the sixth order contribution to Jch vanishes.
Since in dipolar-octupolar pyrochlores the pseudospin
always forms a doublet, we conclude that Jy′ch is strongly
suppressed for these compounds. Taken together with
the fact that Jych < 0, we conclude that quantum fluctua-
tions should mostly or even always select a ferromagnetic
chain configuration in the ChainY phase. LSWT (see
Fig. 6 and 7) reproduces the overall dominance of fer-
romagnetic ordering at high fields, but predicts a zigzag
ground state for some exchange parameters at low fields.
We ascribe this to the fact that LSWT does not capture
the hardcore nature of magnons at S = 1/2 since V
(4)
ij
corresponds to cubic magnon terms in spin wave theory.
Notwithstanding the ambiguity of the two methods at
low fields, at higher fields both LSWT and RSPT calcu-
lations agree that ferromagnetic chain configurations will
dominate the ChainY phase at moderate fields [see Fig. 6
(b) and 7 (b)].
Appendix B: Linear spin wave theory
In this appendix, we provide details about the linear
spin wave theory calculations presented in the main text.
We start from a system consisting of L unit cells Ul (l =
0 . . . L−1), repeated along one dimension. Each unit cell
has M sites at positions la + ri (i = 0 . . .M − 1). The
general nearest-neighbor exchange Hamiltonian of such a
system reads
H =1
2
∑
l
∑
i,j∈Ul
SiJijSj +
∑
l
∑
i∈Ul
∑
j∈Ul+1
SiKijSj
−
∑
l
∑
i∈Ul
hi · Si, (B1)
where Jij and Kij parametrize the exchange within and
between unit cells respectively.
To derive the linear spin wave Hamiltonian, we first
write the spins in a local basis ui,vi,wi, chosen such
that in the classical ground state all spins align with wi
Si = S
u
i ui + S
v
i vi + S
u
i wi, (B2)
and define raising and lowering operators via the (linear)
Holstein-Primakoff transformation
Sui ≈
√
S/2
(
ai + a
†
i
)
, (B3a)
Svi ≈
√
S/2
(
ai − a†i
)
, (B3b)
Swi = S − a†iai. (B3c)
Then, we perform a one-dimensional Fourier transform
on sublattice i
a†i (q) =
1√
L
∑
l
exp(−iq · (la+ ri)), (B4)
where the momentum takes values q = 2piak/|a|2L (k =
0 . . . L− 1). Using the above, we arrive at
H =E0 +H1 +H2, (B5)
where E0 is the classical ground state energy, H1 contains
terms linear in the operators ai, a
†
i and vanishes if S
(0)
i =
Swˆi is a classical ground state. Finally, H2 is given by
H2 = 1
2
∑
q
A(q)†X (q)A(q), (B6a)
A†(q) = (a†0(q), . . . , a
†
M−1(q), a0(−q), . . . ), (B6b)
X (q) = S
(
X(11)(q) X(12)(q)
X(21)(q) X(22)(q)
)
, (B6c)
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X
(11)
ij (q) = e
−iq·rij
(
ciJijc∗j + e−iq·aciKijc∗j + eiq·ac∗jKjici
− δij
( ∑
l=0...M−1
(wiJilwl +wiKilwl +wlKliwi)− 1
S
hi ·wi
))
, (B6d)
X
(12)
ij (q) = e
−iq·rij (ciJijcj + e−iq·aciKijcj + eiq·acjKjici) , (B6e)
X
(21)
ij (q) = e
−iq·rij (c∗iJijc∗j + e−iq·ac∗iKijc∗j + eiq·ac∗jKjic∗i ) , (B6f)
X
(22)
ij (q) = e
−iq·rij
(
c∗iJijcj + e−iq·ac∗iKijcj + eiq·acjKjic∗i
− δij
( ∑
l=0...M−1
(wiJilwl +wiKilwl +wlKliwi)− 1
S
hi ·wi
))
, (B6g)
where the X(nm)(q) are M × M matrices. The sum
goes over q = 2piak/|a|2L (k = 0 . . . L − 1) and a is
the translation vector between neighboring unit cells and
rij = rj − ri is the difference vector between two sites
within the unit same cell.
Eq. (B6) is quadratic and thus can be diagonalized us-
ing a Bogoliubov transformation. Explicitly, the magnon
dispersion is obtained by diagonalizing σX (q) where
σ =
(
1M×M 0
0 −1M×M
)
. (B7)
The matrix σX (q) has eigenvalues ων(q), −ω∗ν(q), ν =
0 . . .M − 1.
The magnon spectrum ων(q) depends on the classical
ground state {S(0i } used in the expansion above. The
ground state selection by quantum fluctuations can then
be quantified using the zero point energy
E0
(
{S(0i }
)
= lim
L→∞
1
L
〈0|H2 |0〉 (B8)
=
|a|
4pi
∑
ν
∫ 2pi/|a|
0
dk ων (ka/|a|) . (B9)
1. Details of the numerical calculations
Here, we provide some details of the computation of the
numerical phase diagram in Fig. 6 and 7. For a discussion
of the different phases, we refer to the main text [Sec. IV].
As mentioned already in the main text, the LSWT the-
ory calculations are performed on a semi-infinite “tube”
of the pyrochlore lattice, that is an effective W ×W tri-
angular lattice of β chains. The infinite direction is thus
[11¯0] [a = (2,−2, 0)] and the cluster has M = 4W 2 sites
per unit cell. The zero point energy is then given by
E0
(
{S(0i }
)
=
1
pi
∑
ν
∫ pi/2
0
dk ων ((k,−k, 0)) , (B10)
where we used that the dispersion is symmetric around
k = 0.
For a fixed set of exchange couplings J and field h, we
diagonalize the resulting 2M × 2M matrix numerically
for 50 values of q and compute the integral of the disper-
sion numerically using the standard Simpson’s quadra-
ture rule. Since relative differences between different zero
point energies are very small, we verified that using 50
points, the integral is converged up to double precision.
For W = 8, computing the zero point energy of a single
classical ground state for fixed parameters takes about
10 seconds.
The number of distinct configurations of the Ising vari-
ables {ηi} grows exponentially with the system size W .
The last system size for which it is feasible to enumerate
all possible configurations is W = 4, for which there are
2W
2
= 65536. This can be reduced to 674 inequivalent
chain configurations which are not related by symme-
tries. Computing the zero point energies [Eq. (B10)]
for all these states in linear spin wave theory yields
the phase boundary between the ferromagnetic and the
zigzag state, as well as the gap ∆ between the two. How-
ever, at this system size, LSWT is not able to correctly
capture the splitting between zigzag states. This is be-
cause the unit cell of the two chosen ground states, the
kinked and the striped states is of size W = 4. If we
would simulate the effective triangular lattice Ising model
directly, a system of the size of that unit cell would be
sufficient to capture the selection process.
However, since we actually consider the whole py-
rochlore lattice and wish to capture the fluctuations
which generate the interactions between the chains, we
need a cluster which is at least twice as large to suppress
the influence of virtual processes which cross the entire
cluster via the periodic boundary conditions.
In order to obtain the fully resolved phase diagram
shown in Fig. 6 and 7, we use a system with size W = 8.
For each set of parameters, we compute the zero point
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FIG. 13. Benchmarking the effective model using linear spin
wave theory (LSWT) using the 14 ground states of the effec-
tive model and 1000 random chain configurations. (a) Max-
imum residue R between a zero point energy (per site) pre-
dicted by the effective model and computed by LSWT. We
give its absolute value as well as divided by the total band-
width of zero point energies B, which is a scale given by the
effective nearest-neighbor chain couplings. (b) Comparison
between the nearest-neighbor effective chain couplings as cal-
culated from 6th real-space perturbation theory (J
(′)(6)
ch ) and
as obtained from LSWT using Eq. (21) (J
(′)SW
ch ).
energy of all possible ground states of the effective model,
that are the ferromagnet, the staggered state, and all in-
equivalent zigzag states. The latter is possible because
the total number of zigzag states grows exponentially
only in the linear system size, hence there are 2W = 256
zigzag states in total. The number can be further reduced
to 12 zigzag states not related by symmetry. To summa-
rize, there are 14 possible inequivalent ground states of
the effective model for W = 8. To further reduce the
chance of overlooking a possible ground state, we also
draw 1000 random classical ground state configurations
and verify that non of them has a lower zero point energy.
We also use these states to benchmark the validity of
the effective triangular lattice Ising model. We show
the results of this benchmarking in Fig. 13. In (a) we
compare the zero point energies obtained by LSWT to
those computed from an effective model with effective
couplings fitted using three states [Eq. (21)]. In (b),
we compare the effective chain couplings obtained from
6th order RSPT (J
(′)(6)
ch ) to those computed from LSWT
(J
(′)SW
ch ).
Finally, to assess finite size effects we also simulate a
system with W = 16 and verify that the numerical values
of ∆ and B are independent of the size.
2. Survival of full classical degeneracy when Jx = 0
or Jy = 0 in the dipolar chain phases
In this appendix, we prove the survival of the full clas-
sical degeneracy, within LSWT, in the singular cases of
Jx = 0 or Jy = 0. To this end, we relate the flipping of
single β chain in the system to a unitary transformation
on the matrix σX (q). This already implies that the spec-
trum and hence the zero point energy of the system does
not depend on the chain configuration {ηi} and hence the
full classical degeneracy is preserved even in the presence
of quantum zero-point fluctuations.
In the dipolar chain phase i.e. in either ChainX or
ChainZ , all classical ground states are periodic in the
[11¯0] direction with a unit cell of four sites per β chain in
the system. Two sites of those are on the β chain and the
other two are on α chains. We now consider the case of a
general (nonzero) matrix element of X (q) as given in Eq.
(B6). Flipping a single chain variable ηc → −ηc amounts
to a change in a maximum of 18 matrix elements in each
of the four submatrices X(mn) of X (q). These matrix
elements can take two forms.
In the following, we assume for simplicity to be in the
ChainZ phase, but the same argument applies in the
ChainX phase. First, if i, j are on the same β chain,
the matrix elements are given by
X
(11)
ij (q) = X
(22)
ij (q) = cos(pik/L) (Jx − Jy) , (B11a)
X
(12)
ij (q) = X
(21)
ij (q) = cos(pik/L) (Jx + Jy) , (B11b)
where we used the definition of ci from Eq. (A5). The
above is independent of the Ising variable ηc of the chain
and hence there are only 16 matrix elements left that
might change as the chain is flipped. The other sixteen
matrix elements are all of the form
X
(11)
ij (q) = X
(22)
ij (q)
=
1
2
exp(±iq · a/4)
(
σαj Jx cosφ+ σ
β
i ηcJy
)
,
(B12)
X
(12)
ij (q) = X
(21)
ij (q)
= −1
2
exp(±iq · a/4)
(
σαj Jx cosφ− σβi ηcJy
)
,
(B13)
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where i is a site on a β chain, j is a site on an α chain
and σαi , σ
β
j are defined in Eq. (A6). The sign of the site-
dependent phase ±iq · a/4 depends on the specific sites
i and j, but this explicit dependence does not matter for
the argument presented here. For Jy = 0, it is clear that
the spin wave matrix X (q) does not depend on the Ising
variable ηc and hence there is no ground state selection.
For Jx = 0 the argument is less obvious but the same is
still true. In that case, all matrix elements that change
when ηc → −ηc are proportional to ηc. Thus, flipping the
chain is equivalent to a simple unitary transformation on
σX (q) with the transformation matrix given by
U = diag(1, . . . ,−1,−1, . . . ,−1,−1, . . . 1), (B14)
where the −1 entries appear at the positions of the two
sites on the flipped β chain.
Appendix C: Perturbative limit of the Chain∗Y phase
In this appendix, we show that the Chain∗Y phase can
be derived also in degenerate perturbation theory, from
the limit of the octupolar ice phase SIY .
For simplicity, we set the transverse coupling to zero
and study the Hamiltonian
H = H0 + V, (C1a)
H0 = Jy
∑
〈ij〉
Syi S
y
j , (C1b)
V = −h
∑
i∈L0
(
S+i + S
−
i
)
+ h
∑
i∈L3
(
S+i + S
−
i
)
. (C1c)
The ground states of H0 are given by the octupolar
spin-ice configurations, where
∑
i∈tet S
y
i = 0 on every
tetrahedron.
The leading order correction appears at second order
and consists of the perturbation Vi acting on the same
site twice
∆E
(2)
i = 〈ψ0|Vi (E −H0)−1 Vi |ψ0〉 (C2)
=
2Sh2
−2SJy = −
h2
Jy
. (C3)
The above is just a constant correction to the unper-
turbed ground state energy E0, that is it does not dis-
criminate between ground states ψ0, leaving the degen-
eracy unchanged.
This changes at fourth order, where the only nonvan-
ishing contribution consists of application of the pertur-
bation Vi to two neighboring sites. Note that the per-
turbation acts only on the α chains. In the following, we
assume that S = 1/2, however qualitatively the result is
the same for other values of S. The energy correction is
FIG. 14. A possible sequence of intermediate states at fourth
order degenerate perturbation theory. The full sequence ap-
plied here is ViVjVjVi. Tetrahedra on which the pseudospin
two-in-two-out rule is violated are indicated in red, with en-
ergy penalties ∆Etet indicated next to them. Note that all
valid orders of application of the Vi, Vj will have the same set
of intermediate energies since the ground state is not allowed
as an intermediate state.
then given by
∆E
(4)
i = 4×
(2S)2h4
−(2SJy)2SJy(3 + σiσj) (C4)
= const+
h4
2J3y
σiσj , (C5)
where σi = ±1 denotes the configuration of the octupolar
moment on site i in the ground state ψ0. The above
expression now does discriminate between ground states
ψ0, favoring those states with a staggered configuration
of octupolar moments on the α chains.
The ice rule
∑
i∈tet S
y
i = 0 then forces all β chains
into a staggered configuration This leaves an Ising degree
of freedom on each of the α chains and each of the β
chains, reproducing exactly the degeneracy structure of
the classical Chain∗Y phase.
The above result can be easily understood. First, since
any valid sequence flips two spins twice, the numerator
is given by (2S)2h4. A possible sequence of intermediate
states is shown in Fig. 14 with contributions from each
tetrahedron to the energy relative to the ground state
indicated in red. Since the ground state is not allowed
as an intermediate state, there are exactly three other
possible sequences which all have the same sequence of
intermediate energies. The first and last state have one
of the two moments Syi or S
y
j flipped, and hence have an
energy of E−E0 = 2SJy. The second intermediate state
has both moments flipped and thus violates the spin-ice
rule on three tetrahedra. Two of those include just one of
the two sites and hence contribute also a term 2SJy. The
tetrahedron that shares the two sites however contributes
an energy depending on the ground state configuration.
If the two flipped sites where initially oriented antipar-
allel, then the spin ice rule is still fulfilled on this tetra-
hedron of both are flipped, while in the case of the two
sites being parallel, the spin ice rule is now maximally vi-
olated. Altogether the energy of the second intermediate
state can thus be written as E − E0 = SJy(3 + σiσj).
Adding transverse exchange (Jx, Jz) to Eq. (C1) will
allow the appearance of a ring exchange term in per-
turbation theory which will favour a U(1) QSL41. The
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competition between this ring exchange and the diagonal
term ∆E
(4)
ij will determine the low field phase boundary
between the QSL and the Chain∗Y phase. Since the tran-
sition from QSL to Chain∗Y does not require the conden-
sation of spinons, but instead confines their dynamics it is
a type of confinement transition. This confinement tran-
sition should precede the Anderson-Higgs type transition
from spinon condensation predicted in gauge Mean Field
Theory calculations42, which generally requires h ∼ Jy
in order to close the spinon gap.
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