We find that the overall quite good methods used in the CryoEM Model Challenge could still benefit greatly from several strategies for improving local conformations. Our assessments primarily use validation criteria from the MolProbity web service. Those criteria include MolProbity's all-atom contact analysis, updated versions of standard conformational validations for protein and RNA, plus two recent additions: first, flags for cis-nonPro and twisted peptides, and second, the CaBLAM system for diagnosing secondary structure, validating Cα backbone, and validating adjacent peptide CO orientations in the context of the Cα trace. In general, automated ab initio building of starting models is quite good at backbone connectivity but often fails at local conformation or sequence register, especially at poorer than 3.5 Å resolution. However, we show that even if criteria (such as Ramachandran or rotamer) are explicitly restrained to improve refinement behavior and overall validation scores, automated optimization of a deposited structure seldom corrects specific misfittings that start in the wrong local minimum, but just hides them. Therefore, local problems should be identified, and as many as possible corrected, before starting refinement. Secondary structures are confusing at 3-4 Å but can be better recognized at 6-8 Å. In future model challenges, specific steps being tested (such as segmentation) and the required documentation (such as PDB code of starting model) should each be explicitly defined, so competing methods on a given task can be meaningfully compared. Individual local examples are presented here, to understand what local mistakes and corrections look like in 3D, how they probably arise, and what possible improvements to methodology might help avoid them. At these resolutions, both structural biologists and end-users need meaningful estimates of local uncertainty, perhaps through explicit ensembles. Fitting problems can best be diagnosed by validation that spans multiple residues; CaBLAM is such a multi-residue tool, and its effectiveness is demonstrated.
Introduction
Our laboratory developed all-atom contact analysis and the MolProbity validation web service (Word et al., 1999; Davis et al., 2004) to successfully diagnose and guide correction of local model errors in macromolecular crystal structures at 2.5 Å or better Read et al., 2011; Richardson et al., 2013b) . More recently we have worked on tools that could extend these benefits to lower resolutions in the 2.5-4 Å range Williams et al., 2018a) . Initially these new or modified tools were aimed at crystal structures, but since the cryoEM "revolution" we are exploring how best to extend and apply them to cryoEM structures as well.
either ab initio from the maps or by refinement of the cryoEM coordinates. Our lab at Duke was one of the assessors of the challengers' models, with our results reported here. That challenge provided a very productive learning experience and a boost to software development, for assessors such as ourselves as well as for the modelers. Our laboratory's approach in the assessment was to examine individual, local examples in order to understand the meaning, and also the gaps, for validation by overall statistics. However, here we also tabulate statistics from several of our newer criteria not included on the EMDB's modelcomparison website: cis-nonPro and twisted peptides, ribose pucker and RNA backbone conformers, and especially CaBLAM outliers. Our emphasis, though not exclusively, is on ab initio models and on the higherresolution maps, both for assessment of the model submissions and for assessing the productive applicability of each validation criterion.
Methods
Target choice, model submission, availability of the relevant files, and overall characteristics, validation, and comparisons of the models were done centrally by the EMDB, as seen at https://doi.org/10.5281/ zenodo.1165999.
The all-atom contact method evaluates hydrogen bonds, van der Waals, and steric clashes (unfavorable overlaps ≥ 0.4 Å), after adding and optimizing all explicit hydrogen atoms (Word et al., 1999) . Graphical markup for the contacts is shown at the top of Fig. 1a , with hotpink spikes for clashes, light green convex dot pillows for H-bonds, and paired concave dot surfaces for van der Waals contacts. An all-atom "clashscore" is reported (number of clashes per 1000 atoms), but more useful, and used here, are individual clashes, which are both local and directional and can guide refitting of problem areas. Another diagnostic feature is poor H-bonding in secondary-structure regions. MolProbity reports the same up-to-date Ramachandran outliers used at PDB deposition, but unfortunately the absence of such outliers does not always imply correct backbone at 2.5-4 Å resolution. MolProbity also reports recently updated sidechain rotamers (Hintze et al., 2016) , which are useful at any resolution; however, the target for rotamers is 0.3% outliers not zero, and effort is required to ensure the right rotamer choice.
cis peptides occur before 5% of prolines, but before only 0.03% of non-prolines; genuine cis-nonPro are usually involved in biological function. For about 10 years cis-nonPro peptides were over-used by orders of magnitude at low resolution or in disordered regions of crystal structures (Croll, 2015) . In response, MolProbity, Coot, and Phenix now flag them prominently (Williams and Richardson, 2015; top right in Fig. 1a) , and their incidence has since been dropping. We also flag twisted peptides (with the omega dihedral > 30°off planar), which are almost never correct. Both are tabulated for the Challenge models in Table 1 .
MolProbity (Williams et al., 2018a) and phenix.molprobity within the PHENIX software system (Adams et al., 2010) have tools to validate RNA structure (Richardson et al., 2008; Jain et al., 2015) , important as a component in many large complexes. It turns out that ribose pucker, a strong influence on surrounding conformation but not directly visible even at 2 Å, can be determined by the robustly seen position of the phosphates and direction of the glycosidic bond between base and sugar, with diagnostic markup for the "Pperp" criterion shown in Fig. 1a . The community-consensus list of valid, full-detail RNA backbone conformers can help guide better modeling at any resolution. Because sampling of good reference data is still sparse for the 7 dihedral-angle parameters per sugar-to-sugar "suite", at least 5% suite outliers, not zero, can be expected in validation. Both pucker and suite measures are reported in Table 1 for RNA chains in the Challenge models (present in targets 1 and 8).
The most generally useful validation tool for 2.5-4 Å resolution that we employ here is CaBLAM Williams et al., 2018a; Williams, 2015) , which utilizes 5 successive Cα atoms and the two peptides surrounding each residue reported. CaBLAM's multidimensional parameter space includes two Cα virtual dihedrals, a Cα virtual angle, and a virtual dihedral between successive peptide CO directions (see Fig. 1b ).
The primary CaBLAM validation defines CaBLAM outliers as a 3-D combination of the virtual CO dihedral with the two Cα virtual dihedrals that is seen in less than 1% of the reference data; those are reported as CaBLAM outliers (see Fig. 1c ). These outliers can diagnose misfit local backbone even when other criteria have been pushed over Fig. 1 . MolProbity markup. a) Key to graphical MolProbity representations of model validation measures: clashes, H-bonds & van der Waals contacts, C β deviations (magenta spheres), cis-nonPro peptides (lime green), sidechain rotamer outliers (gold), Ramachandran ϕ,ψ outliers (green), RNA ribose pucker outliers (magenta), CaBLAM outlier (hotpink) and disfavored (purple) for CO vs Cα-trace, bond angle and bond length deviations (red if too wide, blue if too short). b) CaBLAM's validation parameters: two partially overlapping Cα virtual dihedrals (blue and green) for backbone analysis of the central residue, virtual CO-CO dihedral between successive peptides (thick red line), and Cα virtual angle (thin red line). c) CaBLAM mark-up on a cryoEM model for target 5 (3j7L: ) (Wang et al., 2014) : magenta lines mark two "outlier" sets of 3 consecutive COs pointing in the same direction in a β -strand pair; the annotated secondarystructure probability here is 0% α and 31% β, based on occurrences in our Top8000 quality-filtered database. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) (continued on next page) the border into allowed regions. The 5% level is also reported, as Ca-BLAM disfavored. Since it is nearly always the CO dihedral that is in error, one of the two peptides can be reoriented to reach a favorable region of the 3-D CaBLAM plot. CaBLAM outliers are reported for the Challenge models in Table 1 , and many examples are shown in the Results section. The 2-D space of successive Cα virtual dihedrals, when analyzed across several residues, can diagnose the probability of helical or β-sheet secondary structure even when the peptides are modeled incorrectly (Williams et al., 2013; Williams, 2015) . That broadened measure gives CaBLAM an advantage over Ramachandran or DSSP criteria, both of which are derailed by bad peptide orientations.
CaBLAM also reports a Cα-geometry outlier for combinations of Cα dihedrals and angle seen for less than 0.5% of our Top8000 qualityfiltered reference data (Richardson et al., 2013a; Williams et al., 2018a) . This provides an effective model-quality validation of Cα-only structures, reported in the Results section for Cα-only Challenge models. Cα outliers also define regions which have such a deviant Cα trace that we could not trust further CaBLAM analysis.
Results

Crucial trivia: formats
Some of the submitted coordinate files were not in valid PDB format, and thus often not readable by standard software. Some of the problems were relatively easy to fix, such as a section of junk text, or invalid segIDs for atom type (PDB columns 77-80), or the use of HETATM rather than ATOM__ record type in residues that are standard components of protein or nucleic acid polymer chains. Many models used 2-character chainIDs, which can be handled by MolProbity or Phenix but not by all software. This usage is understandable, because target structures may have more distinct chains, or more chain copies, than the 62 that can be expressed with the PDB single-character alternatives of upper-case, lower-case, and 0-9. The best solution for this problem would be mmCIF format, which allows 4-character chainIDs, and in future model challenges mmCIF format should be accepted.
The most problematic coordinate formats either mixed residues of different molecular types within a single chain, or else listed sequential, connected residues in widely non-sequential order. Target 1 model 164_1 alternates residues of protein and RNA for each copy in the tobacco mosaic virus spiral, and the copies are in a random order, making it difficult to assess contacts between chains. Target 8 model 131_1 very sensibly refines the big ribosomal RNA chains in 375-residue segments, but then lists the output coordinates in the order of first residue in each segment, then 2nd residue in each segment, etc. (that is, 1, 376, 751, 1129, 1504, 2, 377, 752, 1130, 1505, 3, 378 …) . No program we know of checks all-against-all residue connectivity for entire molecules rather than just between successive residues in the file, so for these models Ramachandran, ribose pucker, CaBLAM, and other properties that cross between adjacent residues cannot be evaluated without a re-sorting step.
Format conventions are sometimes necessary and sometimes historical artifacts, but following them lets one participate as a functional member of this scientific community. Within the Model Challenge, format problems can make a file unreadable and therefore ignored, or worse, can cause misinterpretation which usually results in scores lower than the model's content actually deserves.
A related but distinct issue is that "model … endmdl" designations were used for challenge submissions in two quite different meanings. J.S. Richardson et al. Journal of Structural Biology 204 (2018) 301-312 The two distinct usages are: 1) the traditional meaning of a thermodynamic or experimental ensemble of alternative models for a given molecule and 2) the Protein Data Bank's overloading of "model" to also designate crystallographically identical copies in a "biological unit" of the functional molecule. The PDB should instead have defined a new term such as "instance" or "copy". Given that initial infelicity, some challenge "model" sets represent true ensembles, where each model is an alternative structure for the same molecule, while others are used when there are simply too many (more than 62) chains, or fragments, to be expressed in classic PDB format. The ensemble versus biological-unit usages of "model" imply a different logic of analysis: the models in an ensemble do not interact with one another in covalent, H-bond, or steric contacts, while biological-unit type models do.
Crucial trivia: model categories, and stumbling-blocks, for assessment
Ab initio models versus optimized models are clearly tackling very different tasks, and different steps in the process. Both tasks are important, but their assessment should be compared separately, and in some cases by different criteria. In addition, it turns out that in practice there was no clear distinction between models labeled as "optimized" versus "fitted another"; when the full method descriptions became available we learned that many of the models designated as optimized had actually used a starting model other than the cryoEM target PDB, and many others did not say one way or the other. This experience can help us formulate the questions and requirements more clearly next time around.
Within ab initio models there is also an important distinction not designated explicitly: whether segmentation between chains was done from scratch or chain boundaries were taken from the target. Segmentation is an important and difficult step for any truly unknown molecule, but it can only be meaningfully assessed if it was actually attempted. In a few Challenge cases we know that segmentation was done, because it was imperfect, and was done well, coming close to a match: for instance, for the T7 model 130_4 shown in Fig. 2 .
Once the submitted models became available, we discovered a variety of features in some of them that put stumbling-blocks in the way of meaningful automated assessment, in addition to the format problems mentioned above. Most of these involve model fragmentation, either real or artifactual. Optimized models were not fragmented within a chain unless their starting-points were, but automated ab initio models are almost always, quite justifiably, incomplete. The methods for model-to-target comparison adopted from CASP (Zemla, 2003) assume that a prediction will cover the entire sequence and only assess the largest fragment; they had to be modified for the Challenge. Most crystallographic validation software works properly with a modest number of breaks for unseen and unmodeled sections in a chain (what we are calling "real" fragmentation). However, they rely on some cutoff thresholds of plausible bond lengths to detect chain breaks, since, unfortunately, covalent connectivity has never been an explicit feature of either PDB or cif format. Therefore, "artifactual" fragmentation occurs in many Challenge models when a first-cut, approximate starting model is allowed to have extremely loose geometry, as in 40°bond angles or 6 Å C-C bond lengths (e.g., T7 model 181_2), causing two related problems. First, wildly over-long bonds will not be flagged as outliers, since the programs assume those atoms must not actually be connected despite their names. Second, criteria such as Ramachandran or CaBLAM use more than one residue and are undefined close to a chain break, so that only a fraction of the residues can be assessed in such a model, making overall scores very misleading. Such a model cannot be meaningfully assessed on its own, but only as to whether the related software can successfully progress from it to build a more final model.
cis-nonPro peptides
Especially for scoring ab initio models, the target is presumed correct; however, model optimization would be impossible if the target were perfect. We are particularly interested in finding local conformations where we can tell definitively that either the target or the Challenge model is significantly misfit, and then identifying the tools or strategies that would work best to avoid or correct specific types of systematic errors. By fortunate happenstance, Challenge target 6 provides an especially clear such case in the form of the extremely rare cisnonPro peptide conformation. cis versus trans is inherently two-state, and it is known that E. coli β -galactosidase has 3 and only 3 genuine cis-nonPro peptides, two at catalytic and binding sites near the ends of β -strands 2 and 8 of its TIM barrel domain, and the third on a Greek key connection of one of its β -barrel domains. The excellent 5a1a target at 2.2 Å (Bartesaghi et al., 2015) models those 3 cis-nonProlines correctly, but also modeled 6 other incorrect ones. At 2.2 Å resolution, this map density (EMD-2984) prefers the correct answer, whereas at 3-4 Å resolution the density presumably could not distinguish. Fig. 3a shows the very highly conserved TIM barrel cis-nonPros in 5a1a: Trp-Asp569 and Ser-His391, along with the map B density and Challenge models 119_2 and 192_2, all of which modeled the cis peptides and fit the density well. Fig. 3b shows Challenge models 123_1 and 133_1, which fit trans peptides that do not fit at all convincingly. Fig. 3c shows Gly-cisGly995, one of the incorrect cis-nonPro in 5a1a, and Fig. 3d shows the clearly better trans conformation in the similarly shaped 1.6 Å X-ray density of 4ttg (Wheatley et al., 2015) . Fig. 3e shows the misfit Gly-Gly cis-nonPro, with its broad 3.2 Å map A density of the 3j7h target (Bartesaghi et al., 2014) .
Two optimized and one ab initio Challenge models allowed only trans non-Pro, thus missing the 3 genuine ones but doing better statistically. The other optimized models matched very closely the cis-nonPro peptides fit in their starting structure (9-11 if they used one of the cryoEM targets, and 3-4 if they used an X-ray structure). The other ab initio models varied from 3 to 9 cis-nonPro, including only one correct example. Across all targets, ab initio models had up to 100 times too many cis-nonProlines (3%, rather than the 0.03% in quality-filtered reference data), and optimized models had up to 50 times too many, almost always kept from the target model. Similar over-use is also often seen in deposited PDB entries, cryoEM as well as X-ray.
It appears that in good density at 2-3 Å, whenever a cis-nonPro is fit or is tempting, the trans version should be tried and optimized, to see which fits better. At 3-4 Å, however, a cis-nonPro cannot be recognized from the density and is justifiable only if it is structurally or biochemically known to occur in closely related proteins, preferably with a Fig. 2 . Superposition of model (white) and target (peach) Cα backbones shows near-perfect application of segmentation step in ab initio model 130_4 submitted for γ-secretase target 7 (5a63; Bai et al., 2015) . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) functional role to support conservation. Two helpful rules of thumb are, first, that cis-nonPro are about 5 times more likely, and more than one cis-nonPro about 30 times more likely, in carbohydrate-active enzymes such as β -galactosidase than anywhere else (Williams et al., 2018b) ; second, if a vicinal disulfide between adjacent Cys is present (extremely rare), then 2 of its 4 possible conformations are cis (Richardson et al., 2017) .
cis-nonPro and twisted peptide occurrence is tabulated for the Challenge models in Table 1 , and the strong presumption is that they should be zero for all targets other than T6 β galactosidase. The best strategy, statistically, at 2.5-4 Å is to allow no cis-nonPro, but that will miss the rare genuine examples that are almost always biologically important. This is one of the issues that demonstrates why trying for better than 3 Å resolution data is truly worthwhile.
RNA validation
The appearance of nucleic-acid density for cryoEM is somewhat different than for X-ray maps at similar resolutions. Presumably because of their negative charge, phosphates are relatively weaker for cryoEM, although still visible and round at 3 Å resolution, while positively-charged bases are stronger (Fig. 4) . However, by 4 Å resolution, base-pair density makes a continuous slab along the stacking direction, not as separate pairs, so intermediate resolutions can be confusing. For nucleic acids, most model validation only checks covalent geometry (bond lengths and angles) and heavy-atom bumps. MolProbity provides the enhanced sterics of all-atom contact analysis, which is very diagnostic for either RNA or DNA (Word et al., 1999) . For RNA, it also includes two powerful criteria for backbone conformation, useful in model building as well as validation. Fig. 3 . Analysis of genuine versus incorrect cis-nonPro conformations for target 6. a) Overlay of the map B target (5a1a; Bartesaghi et al., 2015) and correctly built optimized Challenge models 119_1 and 192_1, for two genuine and functionally important cis-nonPro peptides at the β -galactosidase active site, showing their good fit to the 2.2 Å density. b) Overlay of two incorrectly trans peptides in optimized Challenge models 123_1 and 133_1, for the same residues shown in Fig. 3a , showing poor fit to map density. c) CaBLAM Cα-geometry outlier (red) as well as CaBLAM outlier (hotpink) on peptide Gly-Gly 995 in target 5a1a indicates a probable backbone modeling error for this non-proline built as cis. d) The same Gly-Gly 995 peptide in 4ttg (Wheatley et al., 2015) , at 1.6 Å with no error flags and excellent fit to electron density, shows unambiguously that it should be trans and would better fit the density in panel c. e) The Gly-Gly 995 peptide in the lower-resolution target 6 map (3j7h; Bartesaghi et al., 2014) . In less informative electron density such as this, the CaBLAM outliers and multiple clashes can still guide model-builders away from an incorrect cis-nonPro conformation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 4 . CryoEM map density for target 8 map A at 2.9 Å resolution (5afi; Fischer et al., 2015) shows consistently higher sigma and better-defined contours for base pairs than for phosphates, presumably because of the negatively charged phosphates.
Ribose pucker is two-state in RNA (either C3′-endo or C2′-endo) unless captured in a transition state. This variable is extremely important because each of the two states is compatible only with entirely different relationships among the three base and backbone directions attached to the ribose ring. The pucker is directly observable in the density only at resolutions better than about 2 Å. Fortunately, we discovered that pucker state can be very reliably determined from the robustly visible position of the phosphate and direction of the glycosidic bond joining the blobs of ribose and base (Richardson et al., 2008; Methods) .
After the discovery that RNA backbone conformation can be better represented if parsed as suite (sugar-to-sugar) rather than nucleotide (PO 4 -to-PO 4 ) units (Murray et al., 2003) , a community-consensus set of 54 valid RNA backbone conformations was defined (Richardson et al., 2008; Methods) . These conformers cover only about 95% of genuine conformations, because of their 7-dimensional parameter space and relatively sparse dataset. However, they provide full-detail fragments for model building, 2-character definitions for RNA-structure comparisons, and very useful diagnostic validation for trying out possible corrections. Table 2 shows these validation scores for Challenge models which contain RNA. Target 1 (tobacco mosaic virus) contains a single long RNA chain, with 3 nucleotides binding to each protein subunit. The target structure 4udv (Fromm et al., 2015) has no ribose pucker or backbone suite outliers. The target 1 Challenge models either include no RNA or else follow the target in having no outliers.
The target 8 70S ribosome is more interesting. With two very large and one small ribosomal RNAs, 3 tRNAs, and an RNA message, the 2.9 Å 5afi target (Fischer et al., 2015) has 103 pucker outliers (2.16%), and 858 suite conformer outliers (18%), as shown in Table 2 . The ab initio models 130_1 and 130_2 did not fit all of the RNA. Within that they perform worse than the target on suite conformers but much better than the target on ribose puckers, with only 14 and 5 outliers respectively (0.89%, and 0.18%), presumably because they used Phenix, which diagnoses pucker to enable pucker-specific target parameters in refinement (Adams et al., 2010) . The other four models were optimized.
Model 120_1, and model 131_1 (after being re-sorted and hand-edited for all RNA and most proteins; see above), neither improved nor degraded the target. Models 192_1 and 192_2 did significantly better on pucker outliers and about the same on backbone suite conformers.
CaBLAM: Cα-only validation
The simplest use of CaBLAM is flagging probably wrong regions in Cα-only models. The Challenge includes 4 Cα-only models from 2 groups, plus one Cα-only cryoEM target structure (3cau, used by some for target 3; Ludtke et al., 2008) , and there is no other conformational validation for them. They range from 13.5% to 40.3% Cα-geometry outliers, averaging 23.5% (see Table 3 ). In some cases this may be an underestimate, because CaBLAM treats a Cα-Cα distance over 4.5 Å as a chain break, and it cannot diagnose within 2 residues from a break. In comparison, the high-quality reference data has 0.5% Cα-geometry outliers. The targets average 1.5%, the full-backbone optimized models average 1.1% (an improvement over their targets), and the full-backbone ab initio models average 3.6%. This assessment therefore could potentially both evaluate and improve Cα-only models.
As a specific case, Fig. 5 shows two helices from Cα-only model 194_1 for the target 4 TRPV1 channel at 3.3 Å resolution (3j5p; Liao et al., 2013) . The first example has good helical conformation at both ends, but an extremely irregular section partway through. This is the kind of case CaBLAM can help diagnose even with just the Cα's, showing favorable and helical Cα virtual dihedrals on both sides (blue) but 4 out of 5 outliers in the irregular section (red). CaBLAM's database includes real helix irregularities such as a proline bend or a widened turn, which would score as allowed. Proper correction to a long, straight helix currently depends on the user's commonsense, however. The second example is so unusually deviant in virtual angles and bond lengths (yellow) that CaBLAM cannot score secondary structure in it at all. Looking down from one end, however (Fig. 5) , a person can see that for both cases the Cα's spread out in a long, straight, round cylinder the right size and shape for a helix. This could also be "seen" by a program Liao et al., 2013) . It has two well-built ends and an outlier highly non-helical central section, the kind of error CaBLAM marks and can guide the model builder to repair. b) From the same model, a Cα-only region for residues 293-308, so incorrectly built that all residues are either Cα-geometry virtual-dihedral outliers (red) or virtualangle outliers (yellow) and CaBLAM cannot recognize it as helix. c) and d) Endon views of the Cα-only models in 5a and 5b, showing an observant model builder that both areas are the normal shape and size of helices and should be built as such. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) that finds helix density at 6-8 Å resolution.
3.6. CaBLAM: diagnosing helix and beta in full-backbone models
In Table 3 , CaBLAM's secondary-structure diagnosis is reported as overall percentages for each Challenge model. In practical use, one should of course instead be guided by the local annotations along the sequence. Those are conservative and integrate across several residues, so if CaBLAM scores a significantly non-zero probability of α or of β, one should definitely try modeling a regular α or β conformation, and even try extending it a bit at either end. These CaBLAM annotations use the pattern of multiple Cα virtual dihedrals, which is very different information than match to ideal secondary-structure fragments or secondary-structure density analysis at lower resolution. In difficult cases perhaps all these assessments could be combined -always with a bias toward more regularity than is immediately apparent.
CaBLAM outliers: flipped peptides and sequence misalignments
The most characteristic and powerful feature of the novel CaBLAM parameter space is that it can assess whether the modeled relationship between two successive CO directions (poorly determined at 2.5-4 Å resolution) is compatible with the surrounding Cα-trace (relatively well determined, as defined across 5 residues by two Cα virtual dihedrals). 3-dimensional combinations of the CO dihedral and the two Cα virtual dihedrals seen for less than 1% of our reference data are flagged as CaBLAM outliers (see Methods). Fig. 6a shows an otherwise regular α-helix interrupted by an incorrect peptide flipped nearly backward and also cis. This error is not flagged by any covalent geometry or Ramachandran criteria, but is reported by CaBLAM, with an outlier (magenta) and a disfavored (purple) residue, and by clashes. This sort of issue is common in the Challenge models.
A less common, but even more serious, problem is shown in Fig. 6b and c. The target 1 TMV α-helix in 4udv is completely regular, but model 181_1 narrows to legal but incorrect 3-10 conformation at the RNA-binding site, starting a 10-residue sequence misalignment. Again there are no geometry or Ramachandran outliers, but multiple clashes and CaBLAM outliers flag the backbone contortions needed to bring it back into sequence alignment. CaBLAM outliers range between 1 and 10% in the target structures, and from 0 to 29% in the Challenge models, averaging 5.9%. Nearly all of those mark genuine errors, many of which are fixable once seen.
Restraints on model properties
Covalent bonds, angles, and planarity need restraints even at high resolution, usually applied according to the ESDs seen in high-quality reference data such as small-molecule crystallography. In the 2.5-4 Å resolution range, these restraints are typically tighter, since the map density is too broad to convincingly justify occasional, genuine, larger departures from ideality. The bond angle plots in Fig. 7a show, first, the expected normal distribution given the parameters and ESDs we use from the Phenix libraries, and then the angle distributions for all models from 11 different Challenge predictor groups. Ideal geometry values vary somewhat between different compilations (for instance, group 193 (Wang et al., 2018) used the values in the CHARMM force field), but those differences are too small to produce 4σ geometry outliers. All groups, quite properly, show very tight angle distributions. That tightness has one unfortunate side effect: the Cβ-deviation validation criterion (Lovell et al., 2003) will never have outliers, and thus cannot report on misfittings like backward-fit Cβ-branched sidechains. However, very tight geometry is necessary for refinement at these resolutions, and fortunately it never forces conformations to become further wrong by large amounts because these parameters are singlevalued with only one energy minimum.
Other validation criteria such as Ramachandran or rotamers have multiple minima, but are also now often being restrained. This makes minor conformational improvements in many places and cosmetically improves validation scores, but it pushes common fitting errors further down into the wrong local energy well and actually makes those errors even worse than they were. Fig. 7b shows, first, the reference generalcase Ramachandran distribution for comparison, then composite general-case Ramachandran plots for all models from each of 11 Challenge groups. Nearly all groups have pushed Ramachandran-plot ϕ,ψ values into the nearest allowable region, usually up to very high contour levels, but in quite different and sometimes strange patterns. The most serious problem with this sort of restraint is that peptide orientations are very unreliable at these resolutions, and when a peptide is fit wrong by 60-180°it also puts both of the two adjacent Ramachandran-plot points in wildly wrong places. (Li et al., 2013) , CaBLAM outliers, clashes, and an improbable cis-nonPro identify an incorrectly fit peptide with its CO orientation needing a near-180°flip. b) The target 1 TMV structure (4udv; Fromm et al., 2015) , showing well-built, regular α-helix across the RNA-binding area (residues 110-130). c) Model 181_1 for target 1 starts a sequence misalignment (brown backbone) in the RNA binding area by incorrectly switching from α-helix to legal but incorrect 3-10 helix conformation. The misalignment shows rotamer outliers (gold) but no Ramachandran or other traditional error flags. However, the backbone contortions needed to bring it back into alignment at the end of the misalignment generate many clashes, and both a CaBLAM outlier (hotpink) and a Cα-geometry outlier (red) show modelling errors. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 8 shows an example of this unfortunate problem, for a small β-sheet in the target 3 GroEL structure. Since there were no coordinates deposited for the target EMD-6422 map, Challenge model 119-1 optimized a fit from the original 1grL crystal structure at 2.7A resolution. The model looks clean in this area, with no traditional geometry or conformational outliers, although the extremely sparse β H-bonds are very suspicious (Fig. 8a) . Clashes and CaBLAM outliers flag probable local errors (Fig. 8b) . When 119_1 (in brown) is superimposed on the 1.7 Å crystal structure of this domain (dark green in Fig. 8c) , it is clear that CaBLAM outliers flag 4 peptide orientations which are incorrect by 100-180°. Most tellingly, Fig. 8d shows the Ramachandran-plot locations of the 8 incorrect model values versus the correct values at 1.7 Å, all but one of which has been shifted to entirely the wrong region of the plot. These quite major misfittings have been hidden from classic validation and also probably each made even more incorrect, by the use of Ramachandran restraints in refinement. Such cases are ubiquitous at these resolutions, not just in Challenge models but also in many deposited PDB entries. One well-studied instance is the 744 ϕ,ψ shifts ≥ 45°(mostly flipped peptides) and 132 cis-trans shifts (mostly cis-nonPro) identified and corrected in the 3ja8 MCM cryoEM structure (Li et al., 2015) by Tristan Croll (Croll, 2018) .
Fortunately, there is a feasible strategy that we believe can avoid most cases of this serious issue. After initial model-building but before any refinement, run CaBLAM diagnosis, then try possible correction of orientation for each of the two peptides surrounding each CaBLAM outlier, briefly refine each, evaluate all-atom clashes and other problems, and look for new backbone H-bonding. After such corrections are well fit into the correct local minimum, refinement could then include H-bond and/or Ramachandran restraints, to maintain the better secondary structures and more physically reasonable conformations.
Discussion
The Model Challenge assessment experience has, for us, further confirmed the observation that 3 to 4 Å is an especially confusing resolution range. There is indisputably more, and more detailed, information content than at lower resolutions, but some of that detail is actively misleading: for instance, seeming to show that a very irregular helix or an extremely rare conformation such as a cis-nonPro is justified because it appears to fit the density slightly better. Near 2 Å resolution, map density follows the backbone clearly and carbonyl oxygens are nearly always visible, so that α-helical density spirals around an empty axis and peptide orientations are clear. Near 6 Å resolution, β -sheet is a smooth slab and α-helices are cylindrical tubes with maximum density on the axis. Both low-resolution shapes are relatively featureless but quite clearly recognizable, and approximate strand orientation can even be inferred from the slab's twist . Between 2 Å and 6 Å, density shape is transitioning between these very distinct regimes, and it does not do so uniformly. At 3-4 Å there are many false breaks along backbone and false connections across Hbonds, influenced by conformational details and especially by size and position of neighboring sidechains. Some of this confusion starts even at 2.5 Å, both for X-ray and for cryoEM. Nucleic acids make their own awkward transition, from clear base-pairs to density slabs along the base-stacking direction, at a somewhat lower resolution than for proteins, between 3 and 5 Å.
We suggest four lessons, and proposals, for working effectively in this exciting but awkward 2.5 to 4 Å resolution range, based upon: 1) lowered resolution, 2) multi-residue validation, 3) pre-refinement fixups, and 4) small ensembles.
The first is to identify secondary structure at effectively lower resolution -mimicking 6-8 Å by further smoothing. Helix and sheet recognition techniques are available from pre-"revolution" cryoEM (e.g., Baker et al., 2007) , and we hypothesize that negative sharpening could be tuned to produce a similarly diagnostic level of smoothing.
Resolution-exchange molecular dynamics (Wang et al., 2018) should have some of this useful effect, and independent information can also be added by secondary-structure prediction, comparison with related structures, or CaBLAM secondary-structure probabilities. Then, working at the data resolution, assign helix and strand directions and emphasize their regularity in modeling and then refinement.
Second, validation metrics that integrate information across multiple residues are needed at these resolutions. CaBLAM outliers are the most available and broadly useful such criterion at present, effective up to 4 Å, and no one is yet restraining them in refinement. EMRinger outliers are an innovative way of using sidechains to report on quality of backbone conformation, effective up to about 3 Å resolution (Barad et al., 2015) . We, and hopefully others will be developing additional multi-residue criteria such as completeness and strength of backbone Hbonds, which is an especially sensitive indicator for β -sheet, and can already be judged by eye from all-atom contacts or other H-bond representations.
Third, many local conformations will initially be modeled in incorrect local minima, which should be corrected as far as feasible before restrained refinement may hide those problems (as seen in Fig. 8 ).
CaBLAM outliers most often turn out to be flagging a highly deviant peptide orientation, for which possible corrections can be tried either automatically (as above) or manually. Such a process is most powerful at the initial model stage before refinement, but can also be done later or on deposited PDB entries.
Finally, both structural biologists and end-users need some way to estimate the level of uncertainty in a model at these resolutions, and we can say with good assurance that no current validation measures provide that. The methods used for Challenge modeling can produce quite reasonable ab initio starting models and can optimize with some improvements and few degradations from the carefully worked-over Fig. 8 . How Ramachandran restraints in refinement can go badly wrong. a) Target 3 GroEL target map and Challenge model 119_1 for a β-sheet in the apical domain. Traditional geometry validation measures flag no errors in this region, although the low H-bond population is a reason for concern. b) With full validation measures run, a few clashes and a cis-nonPro appear, and CaBLAM marks several regions probably needing peptide CO rotations and/or other backbone adjustments. c) Comparison of model 119_1 β -sheet backbone (brown, red O balls) with superposed 1.7 Å 1srv X-ray structure (Walsh et al., 1999 ; dark green) clearly shows 4 peptides requiring large rotations as flagged by CaBLAM in panel b. d) Model 119_1 ϕ,ψ values (red balls) for each residue adjoining those incorrect peptides. Arrows from those red balls to the correct positions in 1srv show that all but one of the 8 ϕ,ψ values were not just slightly shifted but lay in entirely the wrong Ramachandran region. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) deposited targets, which is an admirable achievement. There are methods that can often successfully make concerted shifts into new density when there is a large conformational change from the starting model. However, it is extremely rare that a local conformation in the wrong energy minimum can be corrected by optimization procedures; those require explicit sampling of the allowable alternatives.
Most of the Challenge models rate rather similarly by overall scores. All show local regions which are incorrect, but typically those problems are different and in different places between models. This means that these methods constitute a very valuable resource in a perhaps unintended way. At 3 Å, and most especially at 4 Å, the density plus current technology in modeling, refinement and validation is equally compatible with multiple, significantly distinct models. At the current stage of development, therefore, a serious practitioner solving a new structure would be well advised to use and compare three quite different methods for building initial models. For instance, phenix.maptomodel (Terwilliger, 2018) , PathWalker (Chen et al., 2016) , and EMRosetta (Wang et al., 2016) are all readily available and each uses very different algorithms. The idea is not to pick one model by overall scores, but to find where they differ locally (by backbone dihedrals, or by maximum distance between the same Cα or O atoms or sidechain ends), look closely to pick the best alternative for each local region, and also report on those differences. Sampling of the possibilities is also helped by including a method that explicitly produces an ensemble, as was done by group 183 in the Challenge. A similar strategy could help at any stage: segmentation, sequence alignment, flexible fitting, or final refinement. As methodology develops further, we hope that local selection from a large explicit sample of candidate models will become a routine part of the automated tools.
As a crucial part of estimating uncertainty, both producers and users of 2.5-4 Å macromolecular structures need to realize that traditional validation scores often make those structures look better than they really are.
