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Abstract
The theorem of Stein–Rosenberg is generalized to the case of two M-splittings A = M1 −
N1 = M2 −N2, where the Mi are M-matrices and N1  N2  0, N1 /= N2, N2 /= 0. © 2002
Elsevier Science Inc. All rights reserved.
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1. Introduction
Stationary iterative methods for solving linear systems
Ax = b,
where A is a real or complex n-by-n nonsingular matrix and b is an n-vector, are
intimately related to splittings
A = M −N
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of A, where M is nonsingular. The asymptotic behaviour of the iteration sequence
Mxk+1 = Nxk + b
is governed by the spectral radius ρ(M−1N) of the iteration matrix M−1N . Hence
it is of interest to compare the spectral radii ρi = ρ(M−1i Ni) of two splittings
A = M1 −N1 = M2 −N2.
One of the first results of this kind is the well-known theorem of Stein–Rosenberg,
which compares the convergence rates for the Gauss–Seidel and the Jacobi iteration.
Theorem 0. LetA ∈ Rnn be irreducible andA = I − L− U, whereL, U  0, L,
U /= 0 are strictly lower and upper triangulars, respectively. Then exactly one of the
following statements holds:
(1) 0 < ρ((I − L)−1U) < ρ(L+ U) < 1.
(2) ρ(L+ U) = ρ((I − L)−1U) = 1.
(3) 1 < ρ(L+ U) < ρ((I − L)−1U).
Here and in the following we use the standard notation for matrices with nonneg-
ative elements, as e.g. used in [1].
Already in the original paper [5] the authors remark that the condition that U is
strictly upper triangular is not necessary. Several papers, some of which are cited in
the references, e.g. [2,3,7,8] deal with generalizing the above result by relaxing the
conditions on L and U. It is the aim of this note to prove the following generalization
of Theorem 0 which compares general M-matrix splittings.
Theorem 1. Let A ∈ Rnn and let
A = M1 −N1 = M2 −N2
both be M-splittings of A (i.e. Mi are M-matrices, Ni  0, i = 1, 2) and
N1  N2, N1 /= N2, N2 /= 0.
Then exactly one of the following statements holds:
(1) 0  ρ(M−12 N2) < ρ(M
−1
1 N1) < 1. In addition, if A is irreducible, the first
inequality is also strict.
(2) ρ(M−12 N2) = ρ(M−11 N1) = 1.
(3) ρ(M−12 N2) > ρ(M
−1
1 N1) > 1.
In the case A irreducible, the leftmost inequality of (1) is strict.
It is obvious that Theorem 0 is a special case of Theorem 1, namely M1 = I,
M2 = I − L.
We will prove Theorem 1 in Section 2 by relating it to the extension of a result in
[3], where the case M1 = I is treated, see Theorem 2. By an elementary transforma-
tion, described in Lemma 1 this leads to a proof of our main result. We close with
some conclusions in Section 3.
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2. Proof of Theorem 1
We start with:
Lemma 1. Given two matrices R1, R2 ∈ Rn,n such that 1 is not an eigenvalue of
R2, there exists exactly one pair of matrices T , F ∈ Rn,n such that
T + F = R1, (I − T )−1F = R2,
namely
F = (I − R1)R2(I − R2)−1, T = (R1 − R2)(I − R2)−1.
In the case Ri = M−1i Ni, i = 1, 2, where Mi,Ni are as in Theorem 1 we have
T = M−11 (N1 −N2), F = M−11 N2.
Under the assumptions of Theorem 1 the matrices T and F are nonnegative, nonzero
and so ρ(T ) < 1.
The proof of this lemma is straightforward and hence mostly omitted. The
only nontrivial statement is the last one, ρ(T ) < 1. By an easy calculation we
find (I − T )−1 = I +M−12 (N1 −N2)  0. Hence I − T is an M-matrix and so
ρ(T ) < 1.
Lemma 2. Let A = M −N be an M-splitting of an irreducible matrix A with N /=
0. Then up to a permutation
M−1N =
(
P11 0
P21 0
)
, (∗)
where P11 is square and irreducible. In particular, ρ(M−1N) > 0.
Proof. As M is an M-matrix, we can write it in the form M = sI −M1, where
M1  0, ρ(M1) < s. Hence M−1N = (I −M1/s)−1N1/s and ρ(M1/s) < 1. By a
result of Schneider [4], see also Proposition 4.1 in [3], applied to the transpose of
M−1N , the relation (∗) and the inequality that ρ(M−1N) > 0 follow. 
Theorem 2. Let A ∈ Rnn and A = I − T − F, where T , F  0, T , F /= 0 and
ρ(T ) < 1. Assume that T + F is up to a permutation of the form
T + F =
(
P11 0
P21 0
)
with P11 square and irreducible. Then exactly one of the following statements holds:
(1) 0  ρ((I − T )−1F) < ρ(T + F) < 1.
(2) ρ(T + F) = ρ((I − T )−1F) = 1.
(3) 1 < ρ(T + F) < ρ((I − T )−1F).
In the case P11 ∈ Rn,n, i.e. A irreducible, the leftmost inequality of (1) is strict.
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Proof. In the case that P11 ∈ Rn,n, i.e. T + F is irreducible, this is Theorem 3.1
of [3]. The general case is reduced to this case by considering the leading block.
Observe that T , F and (I − T )−1F have the same zero pattern. But from F /= 0
we cannot infer that the diagonal block of F is nonzero, so we get only the weaker
inequality in (1), where equality in the leftmost inequality is possible. 
Now we are in the position to prove Theorem 1.
Proof of Theorem 1. Consider the reducible normal form of A and observe that Mi
and Ni have the same block triangular pattern as A. Hence it suffices to consider the
case that A is irreducible. Define T = M−11 (N1 −N2), F = M−11 N2 as in Lemma
1. The assumptions of Theorem 2 are satisfied by Lemma 1 and by Lemma 2. Thus
the claimed alternative follows from this last theorem. The another assertion of this
theorem follows immediately from Lemma 2. 
3. Conclusion
We conclude with some final remarks.
Remark 1. The transformation described in Lemma 2 can be viewed as precondi-
tioning the matrix A, i.e. we replace the system Ax = b by the system M−11 Ax =
M−11 b and consider then the splittings
M−11 A = I −M−11 (N1 −N2)−M−11 N2 = I − T − F.
Remark 2. The part of Theorem 1 dealing with the case that ρ(M−11 N1) < 1 is also
in this generality well known, see [6, Theorem 3.15, p. 90] or in the second edition
of [6, Theorem 3.32, p. 97].
Remark 3. Theorem 1 holds under slightly different conditions. We need only that
the two splittings are regular, but that M−11 N1 is of the form given in Theorem 2. The
assumption that we have M-splittings are only used to guarantee the latter condition.
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