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A systematic grid refinement study is presented for numerical simulations of a partially-dressed, cavity-closed
(PDCC) nose landing gear configuration that was tested in the University of Florida’s open-jet acoustic facility
known as the UFAFF. The unstructured-grid flow solver FUN3D is used to compute the unsteady flow field for
this configuration. Mixed-element grids generated using the Pointwise R© grid generation software are used for
numerical simulations. Particular care is taken to ensure quality cells and proper resolution in critical areas
of interest in an effort to minimize errors introduced by numerical artifacts. A set of grids was generated in
this manner to create a family of uniformly refined grids. The finest grid was then modified to coarsen the
wall-normal spacing to create a grid suitable for the wall-function implementation in FUN3D code. A hybrid
Reynolds-averaged Navier-Stokes/large eddy simulation (RANS/LES) turbulence modeling approach is used for
these simulations. Time-averaged and instantaneous solutions obtained on these grids are compared with the
measured data. These CFD solutions are used as input to a Ffowcs Williams-Hawkings (FW-H) noise propagation
code to compute the farfield noise levels. The agreement of the computed results with the experimental data
improves as the grid is refined.
Nomenclature
BART Basic Aerodynamic Research Tunnel
BDF2 second-order backward differencing formulation
BDF2OPT optimized second-order backward differencing formulation
CFD computational fluid dynamics
Cp Coefficient of pressure, [(p− p∞)/(0.5ρ∞u∞2)]
DES detached eddy simulation
DDES delayed detached eddy simulation
FW-H Ffowcs Williams-Hawkings
LES large eddy simulation
MDDES modified delayed detached eddy simulation
PDCC partially-dressed, cavity-closed
PIV particle image velocimetry
PSD power spectral density
RANS Reynolds-averaged Navier-Stokes
SPL sound pressure level
TKE turbulence kinetic energy, [(u′2 + v′2 + w′2)/2]
UFAFF University of Florida Aeroacoustic Flow Facility
u, v, w Cartesian fluid velocity components
X,Y, Z Cartesian coordinates
2-D TKE two-dimensional turbulence kinetic energy, [(u′2 + v′2)/2]
θ circumferential angle, measured clockwise from wheel leading edge
ρ density
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Superscript:
′ perturbation quantity (e.g., u′ = u− u∞)
Subscript:
∞ freestream quantity
I. Introduction
In recent years, airframe noise has become a significant, if not the primary source of commercial aircraft noise
during the approach to landing. Hence, there has been a growing emphasis on reducing airframe noise to meet the
increasingly aggressive standards for permissible noise levels near airports. A significant contributor to airframe noise
during approach and landing for commercial aircraft1 is the landing gear; therefore, understanding noise sources asso-
ciated with such configurations is very important. Prediction of noise sources around the landing gear of an aircraft
is an extremely challenging problem despite the progress made during recent years in the field of computational fluid
dynamics (CFD). The geometric complexity and highly chaotic unsteady flow fields associated with landing gear pose
significant challenges for numerical simulation.
Despite these difficulties, multiple groups have undertaken the task of simulating flows over such complex landing
gear configurations with varying degrees of success in predicting the associated flow field and the farfield noise.2–7 A
literature survey indicates that the quality of numerical solutions for such configurations has improved steadily over the
span of the last few years, as the researchers have performed computations on increasingly finer grids. However, sys-
tematic grid refinement studies for these types of configurations are almost nonexistent due to the geometric complexity
and scale variation of the associated components.
For the current work, we make use of the unstructured-grid flow code FUN3D,8 in which the compressible Navier-
Stokes equations are solved to simulate the viscous unsteady flow field. The FUN3D code has been used for many
large-scale applications.9 These include simulations of unsteady flow past single- and tandem-cylinder configurations,10
where time-averaged and perturbation quantities were shown to be in good agreement with experimental data and earlier
computations from the well-established, structured-grid flow code CFL3D.11 The FUN3D code has also been used to
solve the flow over nose landing gear configurations, and the resulting solutions were shown to compare well with exper-
imental data.6, 7 The grids for the nose landing gear configuration in these studies were generated with the widely used
VGRID code developed by Pirzadeh,12 but the mesh generation required significant human effort and time. To reduce
the total time to solution, an attempt was made by Vatsa et al.13 to examine the effect of off-body grid refinement for
a Gulfstream aircraft nose landing gear configuration with the feature-based off-body grid adaption technique available
in FUN3D. It was demonstrated through this work that comparable levels of accuracy can be obtained more efficiently
on smaller sized grids by using automatic grid adaption in high gradient regions. However, based on this study, it be-
came clear that further improvement in accuracy for a given numerical scheme would require surface grid refinement in
addition to off-body grid adaption.
An alternative grid generation technique was investigated in a recent paper,14 where we demonstrated the application
of the FUN3D solver for this landing gear case on a 62 million node mixed-element grid generated by the Pointwise R©
grid generation code. Judging by the agreement with the experimental data, these solutions were shown to have a level of
accuracy comparable to previously available solutions on much finer grids (in terms of number of grid points) obtained
from different grid generation techniques. By changing just a few parameters in the Pointwise R© scripts, one can refine
or coarsen the grids uniformly in all three coordinate directions to produce a family of grids suitable for a systematic grid
refinement study. The results on such a family of uniformly refined grids are presented here for the Gulfstream aircraft
nose landing gear configuration that has been tested in multiple wind tunnels, and has been the subject of numerous
numerical studies cited earlier in this paper.
II. Governing Equations and Flow Solver
In the present work, the spatially second-order accurate CFD solver FUN3D is used to obtain numerical solutions of
the unsteady Navier-Stokes equations. A hybrid approach is used where the Reynolds-averaged Navier-Stokes (RANS)
equations supplemented by turbulence models are solved in regions where the grid is inadequate to resolve the unsteady
flow features, such as near solid walls, and a large eddy simulation (LES) approach is used in the computational domain
away from the wall boundary layer regions. The details of the blending between these regions and the subgrid scale
model are dependent on the turbulence model used for simulations.15, 16
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The unstructured-grid flow solver was developed originally by Anderson and Bonhaus,17 and has gone through
significant modifications over the years by a team of NASA Langley Research Center researchers.18 For the present
simulations, the discrete form of the governing equations is solved in a time-accurate manner with a constant time step at
every grid point. At each iteration step, a linear system of equations is relaxed with a point implicit procedure.19 Roe’s
flux-difference splitting scheme20 is used here without a flux limiter.
A dual time-stepping algorithm21 with subiterations is employed in FUN3D to converge the solution within each time
step. For these simulations, 15 subiterations per time step were used, which was adequate to obtain at least three orders
of magnitude reduction in the residuals of the governing equations. The time step was chosen to adequately resolve the
unsteady signals up to 10 kHz in frequency. An optimized second-order backward differencing formulation (BDF2OPT)
scheme22 was chosen for advancing the solution in time. This scheme produces higher temporal accuracy compared
to the standard second-order backward differencing (BDF2) scheme at nominally the same computational cost but with
slightly increased memory usage (< 1% of total memory) required for storing a set of primary flow and turbulence
variables at an extra time instance.
The turbulence model under consideration here is based on the one-equation Detached Eddy Simulation (DES) model
of Spalart.23 The DES model has been subsequently modified by Spalart et al.24 to overcome some of the shortcomings
related to its grid dependence resulting in a new version of the model named Delayed Detached Eddy Simulation or
DDES. In the DDES model, a blending function that varies between 0 for RANS mode and 1 for LES mode is applied
to the destruction terms of the turbulence model. The equation for the turbulent variable ν˜ for the DDES formulation of
Spalart-Allmaras model is written in the dimensional form as:
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and the turbulent eddy viscosity can be computed from the relation
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Here, ρ is the density, ν = µ/ρ is the molecular kinematic viscosity, µ is the molecular dynamic viscosity, Ω is the
magnitude of the vorticity, Ui,j = ∂Ui∂xj is the (i,j)’th component of stress tensor, and d is the distance from the field point
to the nearest wall. The term, fd, is known as the shielding function, and is designed to remain close to zero in the inner
part of the boundary layer (RANS) region and then slowly rise to a value of 1 in the outer portion of viscous layer. The
value of various coefficients used in the turbulence model are readily available in Ref. 24.
The last term in Eq. (1) is referred to as the trip term, and most CFD codes, including the FUN3D code, ignore
this term due to practical difficulties, since it requires apriori knowledge of transition location. A slight modification
of the S-A DDES model was suggested by Vatsa and Lockard10 to overcome numerical difficulties associated with the
nonphysical behavior of the eddy viscosity observed in the upstream region of cylindrical bluff bodies. In this modified
model, the blending function suggested by Spalart et al.24 for the DDES model for the destruction terms is also applied
to the production terms of the turbulence model, and it will be referred to as the modified DDES, or “MDDES” model,
in this paper.
III. Simulated Configuration and Grid Generation Methodology
The configuration under consideration here is the 1/4-scale, high-fidelity replica of a partially-dressed closed-cavity
(PDCC) Gulfstream aircraft nose landing gear that was tested by Zawodny et al.25 in the University of Florida’s Aeroa-
coustic Flow Facility (UFAFF), an anechoic open-jet tunnel. Particle Image Velocimetry (PIV) measurements for the
same model were made in the Basic Aerodynamic Research Tunnel (BART) tunnel26 at NASA Langley Research Center.
A schematic of the computational domain chosen for current simulations of the nose landing gear configuration in the
UFAFF is shown in Fig. 1. In these simulations, the nose gear assembly is attached to a flat mounting plate, which is
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suspended in space. The computational domain enclosing the gear assembly and mounting plate is comprised of inflow,
outflow, top, bottom and side boundaries as shown in Fig. 1.
The baseline grid for this work was created using Pointwise R© version 17.2R2 and contained 62 million nodes. This
mixed-element grid consisted of mostly prismatic cells near solid surfaces, which were connected by pyramid shaped
cells to tetrahedrons in regions away from the boundary layers. The nominal value of y+ for this grid is approximately
1, and is well suited for standard viscous wall treatment, where the governing equations are integrated to the wall. Due
to the dynamic nature of the processes responsible for noise generation, fairly stringent constraints were placed on the
computational mesh beyond those typically associated with attached turbulent flows. Most notably, regions of flow
separation must maintain a high density of points away from the body to reduce numerical diffusion. This is of particular
importance in areas where the separated wake impinges on material surfaces downstream. Targeting critical regions
of interest and locally refining the grid provides the benefits of off-body resolution for improved numerical accuracy
without an undue increase in overall node count. As discussed by Vatsa et al.,14 baffle surfaces were used in critical
off-body regions, such as wheel cavity regions, to control local grid size in unstructured blocks.
An attempt was made to create a family of grids, one coarser and one finer grid compared to the baseline 62 million
node grid by simply changing the spacing parameters and dimensions used in the Pointwise R© script. The idea was to
refine (or coarsen) the grid uniformly in all three coordinate directions including the surface grid. It resulted in a coarse
grid of 24.5 million nodes and a fine grid consisting of 142 million nodes, thus resulting in approximately a factor of
5.8 variation in the overall grid size. The nominal value of y+ for this family of grids is in the range of 0.75–1.25. An
additional grid replicating the surface grid density of the 142 million node grid was created for calibrating the accuracy
of the wall function approach in the FUN3D code by coarsening the grid spacing normal to solid surfaces. The nominal
value of y+ for this grid is 25, which resulted in a grid count of 104 million nodes.
Planar cuts at the torque arm and wheel midplane (at locations marked schematically in Fig. 2) are shown in Figs. 3–4
to display the variation in the coarsest to finest grids used here. Exploded views of these grids in a small, focus region aft
of the wheel midplane (marked on Fig. 4) are also presented in Fig. 5 for detailed comparisons of the grid distributions
in the vicinity of the wheels. In addition, to better illustrate the grid density variation on solid surfaces as the grid count
is increased, grid distributions on the top portion of the starboard wheel are presented in Fig. 6. One can clearly see a
systematic increase in resolution while going from 24 to 142 million nodes. The differences in resolution between the
142 million node grid (y+ = 0.75) and the 104 million node grid (y+ = 25) grid are apparent only in narrow off-surface
regions, such as the ones shown in Fig. 5.
IV. Results
To match the experimental test conditions, the computations were performed at a freestream Mach number of 0.166
and a Reynolds number of 7.3×104 based on the main strut (piston) diameter of 0.75 inches. The computational domain
chosen for numerical solutions (see Fig. 1) represents the open jet (no tunnel wall solid boundaries) test set up of the
UFAFF tunnel. The computations were run in a fully-turbulent mode to simulate the flow conditions commensurate
with the use of transition strip on the shock strut, and the relatively rough surfaces of the tested model. A constant wall
temperature based on flat plate adiabatic wall conditions and no-slip conditions were imposed on viscous surfaces, which
included the gear, fuselage and mounting plate. At the inflow plane, total pressure and total temperature corresponding
to the wind tunnel conditions were imposed.27 Farfield conditions based on Riemann invariants were imposed at the
outflow, sides, top, and bottom boundaries.
The FUN3D flow solver is run first in a steady mode starting from freestream conditions to expedite the development
of the mean flow. The solver is then run in time-accurate (unsteady) mode for a sufficient number of time steps to
purge the initial disturbances from the computational domain before performing time-averaging of flow quantities. The
unsteady data at solid surfaces is collected at every other time step for approximately 0.3 seconds of physical time to
perform aeroacoustic analysis. All of the computations were run with a time step of approximately 5× 10−6 seconds so
as to resolve unsteady signals up to a frequency of 10 kHz.
During the course of this study, unexpected behavior was observed in the 142 million node grid solutions. It appears
that as the grid is refined, the transition from laminar to turbulent flow moves downstream of the landing gear wheels
past the top dead center of the wheel, which produces nonphysical results. This delay in transition occurs despite the
fact that the flow code is being run in a fully turbulent mode with an inflow value of ν˜ being specified as 3 times the
freestream molecular viscosity. Apparently, the destruction term causes a decay of ν˜ in the approach region on finer
grids during Detached-Eddy Simulations, and can bring the value of χ into the basin of attraction of the value 0, i.e.,
1 − ft2 < 0. This is more likely to occur at moderate Reynolds numbers on very fine grids. When this situation occurs,
a simulation intended to be fully turbulent can produce a laminar boundary layer contrary to the user’s intentions.
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A separate study was conducted by Vatsa, Lockard and Spalart28 to examine the grid sensitivity of the SA-based
DDES turbulence model for flow over simple blunt bodies. Based on the solutions over a circular cylinder and an
isolated landing gear wheel used in Ref. 28, it became clear that as the grid is refined, the shielding function (fd) in
Eq. (1) remains near 1 across the entire boundary layer height, although it was designed to remain near zero in the inner
part of the boundary layer region (RANS) and then slowly rise to a value of 1 in the outer portion of viscous layer. This
behavior is contrary to the original intent of the DDES model, and produces nonphysical results on finer grids, where
the eddy viscosity in the boundary layer stays near zero beyond the top dead center of blunt bodies, before eventual
transition to turbulent flow due to adverse pressure gradient. As suggested in Ref. 28, the simplest solution to avoid this
situation and to reduce the effect of grid refinement on the transition location is to drop the ft2 term from the turbulence
model. It is worth noting that the ft2 term is only needed when the ft1 trip term is included in the SA model, and
simulations are run with very low values of freestream turbulence levels. Since the ft1 trip term requires specification
of transition location, which is generally not known for complex configurations, FUN3D and many other CFD codes do
not include this term. The SA model without the ft2 term is known as the SA-noft2 version, as per the nomenclature
of the Turbulence Modeling Resource, (TMR).29 All of the solutions presented in this paper were obtained with the
SA-noft2-based MDDES model and a value of ν˜ being specified as 3 times the freestream molecular viscosity at the
inflow plane to simulate fully turbulent flows.
As a first set of quantitative comparisons, the computed time-averaged surface pressure distributions on the port
wheel are compared with experimental data in Fig. 7. The Cp distributions in this figure are plotted as a function of the
circumferential angle θ, which is measured in the clockwise direction from the wheel leading edge. Computed results
for the different grids are compared here with the experimental data. In general, the agreement with experimental data is
shown to improve with grid refinement, with the biggest improvement occurring when increasing the grid density from
24 million to 62 million nodes. Only minor differences are observed between the solutions on the 62 and 142 million
node grids. Finally, the Cp distributions obtained on the 104 million node wall function grid (y+ = 25) are found to be
almost indistinguishable from the 142 million node grid solution except in the vicinity of θ = 230◦.
Instantaneous streamwise velocity contours for the torque arm planar cuts of Figs. 3 (a)–(d) are presented in Figs. 8 (a)–
(d). Although these snapshots can not be used for direct comparisons due to different time evolution histories, they are
still useful for qualitative comparisons. The resolution of wakes and shear layers created by the upstream strut and the
torque arm indicates significant improvement between the 24 million and 62 million node grids. As expected, the finest
structures for wakes and shear layers are observed in the 142 million node grid solutions. The resolution of wake and
shear layers in the 104 million node wall function solutions appear to be comparable to the 142 million node solutions.
The far-wake region for these grids are not as well resolved as the near-wake region, but being far downstream of the
gear assembly, coarser resolution in that region is not expected to have a significant effect on perturbation pressures on
the landing gear and the farfield noise.
The time-averaged streamwise velocity contours along the torque arm cut are compared for the 24 and 142 million
node grids in Fig. 9. Results for the 104 million node wall function grid are also included in this figure. In addition,
results from PIV measurements acquired in the BART tunnel26 for this configuration are also presented in this figure
for comparison. The contour plots for the 142 million node case capture some of the finer details in the wake region
that are missing in the 24 million node results. On the other hand, results on the 104 million node grid are almost
indistinguishable from the 142 million grid case. Although the computed results indicate somewhat larger low velocity
regions in the near wake compared to the PIV data, the overall shape and growth of the shear layer in the wake region
is well predicted. Some of the subtle differences, especially underprediction of the velocities in the farfield, can be
attributed to the fact that these computations are for free air, whereas the PIV data was acquired in a closed wall tunnel
in which downstream flow accelerates due to tunnel blockage.
Similar comparisons for the time-averaged velocities are presented along a plane downstream of the midsection of
the wheels in Fig. 10. Once again, the overall agreement of computed results with the measured velocity data is quite
good. The edge of the wake for the 24 million node case shows steeper rate of decay and an additional pocket of very
low velocities in the near wake compared to the 142 million grid results. On the other hand, differences between the 142
and 104 million grid results are minimal.
The two-dimensional turbulence kinetic energy (2-D TKE), [(u′rms)
2 + (v′rms)
2]/2, contours on these grids along
the same planar wheel-wake cut are presented in Fig. 11. These 2-D TKE distributions indicate high levels in the shear
layers developing at the edges of wheels, which then decays further downstream. High concentration of 2-D TKE is also
observed in the gap between the wheels, which most probably is caused by the high level of unsteady fluctuations in the
wake region downstream of the strut and wheel axle. The largest difference in the 24 and 142 million grid solutions is
observed in the region just downstream of the gap between the wheels. Other than the subtle differences in the midwake
region, agreement between the results for the 142 and 104 million grid cases are quite small. The overall agreement of
the numerical solutions with the experimental data, including the maximum level and streamwise decay rate of 2-D TKE
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is quite good.
Next, we examine the surface pressure power spectral density (PSD) distributions at different locations on the gear
corresponding to the position of Kulite R© pressure sensors, which are depicted in Fig. 12 for reference. It is important
to obtain accurate solutions for surface PSD distributions because these are used as input to noise propagation codes
for predicting the farfield acoustics. The computed PSD distributions from this study at two locations on the door
corresponding to Kulite R© pressure sensors 3 and 10 are compared with the experimental data in Fig. 13. Comparisons
for sensors 7 (wheel) and 15 (lower torque arm) are presented in Fig. 14. In general, the PSD levels increase with grid
refinement and the computational results on finer grids compare favorably with the experimental data, except at the
sensor 7 on the wheel. It is not clear if such a discrepancy is caused by difficulty in establishing the exact location of
the sensor, or because of the highly sensitive nature of the flow field in the vicinity of this sensor. Solutions from the
24 million node grid indicate much lower PSD levels, and are the least accurate, especially at sensors 7 (wheel) and 15
(lower torque arm). The biggest improvement in predicted levels of PSD is seen going from 24 to 62 million nodes, and
the improvement extends to higher frequencies for 142 million node results. The differences in the PSD levels on the
104 million node wall function grid and the 142 million node conventional grid are very minor.
A. Farfield Noise
Zawodny et al.25 have conducted aeroacoustic testing of the PDCC Gulfstream aircraft nose landing gear configuration
that is analyzed in this paper. The experiment was performed in the UFAFF, an open jet anechoic tunnel, and a series
of 11 microphones were placed at a distance of approximately 7.5 wheel diameters below the wheels along the flyover
direction as shown in Fig. 15 (a). Acoustic measurements were also made using 9 microphones placed to the side of this
model (see Fig. 15 (b)) at a distance of 5.7 wheel diameters from the centerline. The measured spectra at the microphone
locations were corrected to account for shear layer refraction. Note that the effective position of microphone 7 shown in
Fig. 15 (a) is directly underneath the nose gear, which closely represents an overhead flyover position of 90◦.
We have computed the farfield noise with the conventional hybrid CFD/Acoustic Analogy Approach, where the
pressure fluctuations on the solid surfaces of the landing gear configuration obtained from the CFD solutions were used
as input to the Ffowcs Williams-Hawkings30 (FW-H) solver PSU-WOPWOP31, 32 for computing the 1/3 octave sound
pressure levels (SPL) in dB at farfield points. The results obtained in this manner at flyover microphones 4, 7, and 9 from
the 24, 62 and 142 million node grid simulations are shown for a frequency range of 300 to 8000 Hz in Figs. 16(a)–(c),
respectively. These FW-H computations include the contribution of all the pertinent solid surfaces, i.e., the gear, fuselage
and mounting plate. The experimental data from the UFAFF, which represents the noise levels at these locations from all
the sources for this configuration, is shown as solid black lines connecting filled circles. As was observed for the PSD
levels, the overall farfield noise level increases with grid refinement, resulting in improved agreement of the numerical
solutions with the experimental data. Keeping in mind that the experimental data at very low frequencies may be
corrupted by facility noise, the 142 million node numerical solutions presented here are considered to be in very good
agreement with the measurements up to a frequency of 4–5 kHz, and the 104 million node wall function solutions closely
track these solutions.
The farfield noise results for sideline microphones 3, 5, 7 and 9 are presented in Figs. 17 (a)–(d), respectively. The
computational results obtained on the 24, 62 and 142 million node grids suitable for integrating the governing equations
to the solid surfaces are compared with the solution on the 104 million node wall function grid, and with the experimental
data. The sign convention and notation for symbols and lines used for these figures is identical to the convention used in
Figs. 16(a)–(c) for the flyover microphones. Once again, the predicted farfield noise level increases with grid refinement,
especially at higher frequencies. The biggest increase in noise level is observed in going from 24 to 62 million nodes,
with the predictions on the finest (142 million node) grid being closest to the experimental data up to a frequency of
about 4–5 kHz, beyond which the predicted noise levels decay very rapidly.
Note that the results on the 104 million node wall function grid closely replicate the results on the 142 million node
to within about 1 dB for both flyover and sideline microphone locations. Because there is very little overhead associated
with the wall-function implementation in FUN3D, the reduced node count associated with wall function grids results
in significant savings in computational costs to obtain solutions of comparable accuracy for aeroacoustic problems of
practical interest.
B. Beamform Maps
Beamform (or source localization) maps can be used to further analyze the acoustic signals by identifying the lo-
cation and relative strengths of prominent noise sources. Zawodny et al.25 acquired farfield noise measurements in the
UFAFF with a phased array of 64 microphones that was placed along the flyover and sideline planes of the landing gear
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configurations. A top view of the flyover array is shown in Fig. 18, which is placed approximately 8 wheel diameters
below the wheels. This phased microphone array is placed in a quiescent region outside the shear layers induced by the
open jet of the UFAFF tunnel. The results from the beamform analysis are presented here along the flyover direction,
which is considered important from the community noise perspective, since it represents a region directly under the flight
path.
For the present analysis, pressure records at the phased array microphone locations were generated using the FW-H
approach in conjunction with the computed surface pressures. The PSD levels computed at the center of the microphone
array based on the pressure records are compared in Fig. 19 for the 62 million and 142 million node grids. Results
obtained from the 104 million node wall function grid are also included in this figure. Computational results for the 62
and 142 million node grids are in good agreement up to a frequency of 3 kHz, beyond which the PSD levels on the 142
million node case are slightly higher compared to the 62 million node results. The results from the 104 million node wall
function grid are within 1 dB of the 142 million node results, which is similar to the agreement observed for the farfield
noise results presented in Figs. 16–17.
The AVEC Inc. beamforming suite33 was used to analyze the synthetic microphone array data. This included standard
beamforming processing and the deconvolution based algorithm proposed by Sijtsma.34 A typical source localization
(beamform) map reconstructed from the unsteady pressure fluctuations at the 64 locations corresponding to the flyover
microphone array of Ref. 25 is presented in Fig. 20 at a frequency of 1 kHz. The SPL contours presented in these
figures are normalized such that a value of 0 corresponds to the local maximum for each set, and lower SPL levels are
represented by negative values. Such a representation is very useful to compare results from different grids or methods
in terms of identifying the noise sources and their relative strengths, even though the absolute values of noise levels are
not given on these plots. Results from the 62 million node grid are compared with those obtained on the 142 million
node grid in Fig. 20. The maps from both sets of computations are very similar, and identify the gear door as the biggest
source of noise at this frequency. A slight asymmetry relative to the model centerline is observed in these contour maps.
Most probably, this is due to the unsteady shedding caused by the slight asymmetry of connecting rods (struts) and gear
door surface geometries in the gear assembly, and a lack of symmetry in the grids used here.
Similar plots at 3 kHz and 5 kHz frequencies are shown in Figs. 21 and 22, respectively. The computed noise source
locations on both grids compare well with each other, and indicate a forward movement of the primary noise source at
higher frequencies. At a frequency of 3 kHz, the primary source of noise is associated with the torque arm for both of
these grids, as seen in Fig. 21. Another significant, although weaker noise source is also visible near the gear door at this
frequency. As observed in Fig. 22, the location of the dominant noise sources in the vicinity of wheel axle and torque
arm at the higher frequency of 5 kHz is nearly identical to those observed at the frequency of 3 kHz. However, the noise
source on the door moves upstream closer to the wheels at 5 kHz. In addition, several other much weaker sources are
observed at the edges of the wheels and the gear door at this higher frequency. Based on these results, the gear door
appears to be the most dominant noise source at low frequencies, with the torque arm being the most dominant source
at higher frequencies above 1 kHz. Although not shown here, the results from 104 million node wall function grid are
nearly identical to the 142 million node grid results.
V. Concluding Remarks
A systematic grid refinement study is presented here for computing unsteady solutions for turbulent viscous flow over
a realistic nose landing gear configuration with a hybrid RANS/LES approach. Unexpected difficulties were encountered
in initial phases of this work when nonphysical results were obtained on the finest grid with the SA-based DDES model.
After careful examination of the behavior of shielding function on finer grids, a simple fix was suggested to eliminate
such anomalous behavior by dropping the ft2 term from the base turbulence model.
Mixed-element grids used in this work were generated with the Pointwise R© grid generation code. This approach is
found to be very robust and efficient for generating a family of successively finer grids that are suitable for conducting
grid refinement studies for aeroacoustic simulations. By simply changing a few parameters, a set of uniformly refined
grids consisting of 24, 62 and 142 million nodes were generated with this approach. In addition, a grid suitable for wall
function approach consisting of 104 million nodes and a nominal value of y+ = 25 was generated such that it replicated
the surface grid distribution of the 142 million node grid. The off-surface grid distribution of the 104 million node grid
beyond the boundary layer regions was also comparable to the 142 million node grid.
Computed time-averaged pressure and turbulence kinetic energy distributions from the 24, 62 and 142 million node
grids are shown to be in good agreement with experimental data and previous results published for this configuration.
The biggest improvement in accuracy is observed going from 24 to 62 million nodes. The results from the 104 million
node wall function grid are nearly identical to the 142 million node grid results.
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Surface PSD levels computed from the current unsteady flow solutions are compared with the experimental data at
selected sensor locations. In general, the solution accuracy improves with grid refinement. In particular, the solution
accuracy on the current 62 million node grid is found to be quite good, and comparable to previously published results
on much larger grids. Further improvement in accuracy is observed at higher frequencies on the 142 million node grid.
Similar observations are made for the farfield noise at selected microphone locations. Results obtained on the 104 million
node wall function grid for the PSD and farfield noise levels differ from the 142 million node results by no more than
than 1 dB at the same locations. Because the computational cost varies linearly with node count, significant savings
(e.g. 40% savings for this case) can be achieved by making use of wall functions to obtain comparable accuracy for such
simulations. Finally, it is concluded that the gear door is the biggest noise source at the lower frequencies (< 1 kHz),
whereas the torque arm is the most dominant noise source at the higher frequencies.
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Figure 1. Computational model of the nose landing gear in UFAFF tunnel.
Figure 2. Wheel and torque arm cut locations.
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(a) 24M nodes (b) 62M nodes
(c) 142M nodes (d) 104M nodes (y+ = 25)
Figure 3. Comparison of mesh distribution at torque arm cut.
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(a) 24M nodes (b) 62M nodes
(c) 142M nodes (d) 104M nodes (y+ = 25)
Figure 4. Comparison of mesh distribution at midsection of wheel wake, global view.
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(a) 24M nodes (b) 62M nodes
(c) 142M nodes (d) 104M nodes (y+ = 25)
Figure 5. Comparison of mesh distribution at midsection of wheel wake, focus region.
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(a) 24M nodes (b) 62M nodes
(c) 142M nodes (d) 104M nodes (y+ = 25)
Figure 6. Comparison of surface mesh distribution at midsection of port wheel.
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Figure 7. Surface pressure distributions on port wheel.
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(a) 24M nodes (b) 62M nodes
(c) 142M nodes (d) 104M nodes (y+ = 25)
Figure 8. Comparison of instantaneous velocity (meter/second) contours at torque arm cut.
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(a) Exp. PIV data (b) FUN3D: 24M nodes
(c) FUN3D:142M nodes (d) FUN3D:104M nodes (y+ = 25)
Figure 9. Comparison of time-averaged streamwise velocity (meter/second) contours at torque arm cut.
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(a) Exp. PIV data (b) FUN3D: 24M nodes
(c) FUN3D:142M nodes (d) FUN3D:104M nodes (y+ = 25)
Figure 10. Comparison of time-averaged streamwise velocity (meter/second) contours, midwheel plane cut.
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(a) Exp. PIV data (b) FUN3D: 24M nodes
(c) FUN3D:142M nodes (d) FUN3D:104M nodes (y+ = 25)
Figure 11. Comparison of 2-D turbulence kinetic energy (meter2/second2) contours, midwheel plane cut.
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Figure 12. Surface mounted Kulite R© sensor locations.
Figure 13. PSD comparisons for Kulite R© sensors 3 and 10.
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Figure 14. PSD comparisons for Kulite R© sensors 7 and 15.
(a) side view (b) top view
Figure 15. Linear microphone array arrangement in UFAFF.
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(a) Microphone 4 (b) Microphone 7
(c) Microphone 9
Figure 16. Sound pressure level comparisons at flyover microphones using solid surface perturbations in the FW-H Solver.
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(a) Microphone 3 (b) Microphone 5
(c) Microphone 7 (d) Microphone 9
Figure 17. Sound pressure level comparisons at sideline microphones using solid surface perturbations in the FW-H Solver.
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Figure 18. Linear flyover acoustic array arrangement in UFAFF.
Figure 19. Noise level at the flyover acoustic array center.
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(a) 62 M nodes
(b) 142 M nodes
Figure 20. Comparison of flyover noise contour maps at 1 kHz.
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(a) 62 M nodes
(b) 142 M nodes
Figure 21. Comparison of flyover noise contour maps at 3 kHz.
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(a) 62 M nodes
(b) 142 M nodes
Figure 22. Comparison of flyover noise contour maps at 5 kHz.
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