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Osmosis is a phenomenon of critical importance in a variety of processes ranging from
the transport of ions across cell membranes and the regulation of blood salt levels
by the kidneys to the desalination of water and the production of clean energy using
potential osmotic power plants. However, despite its importance and over one hundred
years of study, there is an ongoing confusion concerning the nature of the microscopic
dynamics of the solvent particles in their transfer across the membrane. In this thesis
the microscopic dynamical processes underlying osmotic pressure and concentration
gradients are investigated using molecular dynamics (MD) simulations.
I first present a new derivation for the local pressure that can be used for determining
osmotic pressure gradients. Using this result, the steady-state osmotic pressure is
studied in a minimal model for an osmotic system and the steady-state density gradients
are explained using a simple mechanistic hopping model for the solvent particles. The
simulation setup is then modified, allowing us to explore the timescales involved in the
relaxation dynamics of the system in the period preceding the steady state. Further
consideration is also given to the relative roles of diffusive and non-diffusive solvent
transport in this period.
Finally, in a novel modification to the classic osmosis experiment, the solute particles
are driven out-of-equilibrium by the input of energy. The effect of this modification
on the osmotic pressure and the osmotic flow is studied and we find that active solute
particles can cause reverse osmosis to occur. The possibility of defining a new “osmotic
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Osmosis is the physical phenomenon in which a concentration difference of impermeant
solute molecules across a semi-permeable membrane produces a difference in solvent
density, and in pressure, across the membrane. It is the driving force behind many
phenomena in nature, including water uptake by plants and the regulation of salt
levels in the blood. Osmosis also lies at the heart of many important phenomena
in chemical physics, including the Donnan effect [8] (in which charged particles
distribute themselves unevenly across a semi-permeable membrane), the depletion
interaction [136] (where an attractive force, proportional to the osmotic pressure,
is generated between two colloidal particles immersed in a polymer solution) and,
recently, mechanisms for generating self-propelled particles [25, 159]. Furthermore,
industrial applications based on osmosis, such as osmotic power and desalination
plants [1, 52, 109, 144], are also generating much current interest. Although the
thermodynamics of osmosis is well understood, the physical principles which underlie
the microscopic dynamics of the solvent particles remain the subject of debate
[42, 170]. This leads to difficulties in understanding certain important non-equilibrium
phenomena for which osmosis plays a significant role [25, 48, 135, 141, 159]. Because
these phenomena are non-equilibrium, a thermodynamic description is not valid. Thus,
a clear picture of the underlying molecular dynamical mechanisms is an essential
prerequisite for understanding osmotic phenomena in these systems. Yet such a picture
is largely lacking, even though the dynamical basis of osmosis has been the subject of
over 100 years of discussion, by scientists from a variety of different disciplines. In
this thesis molecular dynamics (MD) simulations are used to better understand the
phenomenon of osmosis both at equilibrium, and in a non-equilibrium version of the
osmosis experiment, where the solute particles are made active by the input of energy
1
into the system.
1.1 Early experiments and the law of van ’t Hoff
The scientific study of osmosis goes back more than 100 hundred years to the mid
18th century. By covering a vessel containing alcohol with a piece of pig’s bladder and
immersing this within a bath containing water, Abbé Nollet observed the net transfer of
water across the bladder into the alcoholic solution, a process which would, occasionally,
result in the bursting of the bladder [108]. The original volumes describing his work,
however, were, until recently1, notoriously difficult to acquire [91]. Therefore, it was
approximately eighty years before Henri Dutrochet became aware of the phenomenon
[33, 34]. It was Dutrochet who named the process osmosis2 and designed the first
osmometer, shown in Figure 1.1(a), which he used to record the rise in the level inside a
capillary tube having placed lavender oil and olive oil on either side of a semi-permeable
membrane (comprising a pig’s bladder); an effect he was not able to reconcile with the
capillary action.
With the development of artificial membranes by Graham, Traube and Pfeffer [51, 116,
157] in the mid to late 19th century, more accurate experiments into the phenomenon
could be conducted. By precipitating copper ferrocyanide onto the porous walls of an
earthenware pot, Pfeffer [116] was able to construct a robust semi-permeable membrane
that allowed the passage of water, but inhibited the flow of sucrose molecules across
it; see Figure 1.1(b). In his studies Pfeffer noted, as Nollet and Dutrochet had before
him, that upon placing differing concentrations of sucrose solutions on either side of the
membrane, water would flow from the less to the more concentrated solution, producing
a difference in the pressures of the two solutions: the osmotic pressure.
The results of Pfeffer were brought to the attention of van ’t Hoff, a Dutch chemist
who, in 1887, used the kinetic theory of gases to formulate a theory for the osmotic
pressure of a solution [62]. He supposed that the solute particles behaved as if they
were a gas, unaffected by the surrounding solvent. Thus, van ’t Hoff proposed that the
pressure difference should, at low solute concentration, simply obey the ideal gas law
of Clapeyron,
1A digital copy has recently been made available (24/08/2009) courtesy of the French National
Library. However, only the original document, in French, is available.
2He actually named it endosmosis, where osmo is Greek for push or thrust and endo is Greek for
inwards.
2
(a) Dutrochet osmometer. (b) The Pfeffer cell.
Figure 1.1 Panel (a) shows an example of an early osmometer developed by Dutrochet.
The diagram is taken from [163], but was originally published in [35]. In
panel (b) a sketch is shown of a Pfeffer cell [116], the first device capable of
making accurate measurements of the osmotic pressure of a solution. In (a)
and (b) a U-shaped manometer tube is connected to the osmosis experiments
to measure the osmotic pressure. In the first case, (a), a pig’s bladder is
used for the membrane, whereas in (b) the Pfeffer cell utilises a more robust
artificial membrane (see main text for further details).
∆P = kBT∆cs. (1.1)
In the above equation, ∆P is the resulting pressure difference, ∆cs the concentration
difference of impermeant solute particles across the membrane, kB Boltzmann’s
constant, and T the temperature at which the experiment is conducted. This same
result was later (in 1897) re-derived by Gibbs who demonstrated that the van ’t Hoff
relation can be reached by setting the chemical potential of the solvent equal across the
membrane [46]; the thermodynamic origin of the osmotic pressure is then the entropy of
mixing between the solute and solvent particles. A version of this derivation (presented
by Finkelstein [42]) proceeds as follows. The steady state is first established as the











where µ̃w is the standard chemical potential of the solvent, R, T and P are the gas
constant, the temperature and the pressure, respectively, Xw is the mole fraction of
the solvent and V̄w its partial molar volume. The above definition of the steady state
corresponds to chemical equilibrium and is consistent with there being zero net flux of
particles across the membrane; it is the definition of the steady state which we will use
throughout this thesis. It is then assumed that compartment 2 contains only solvent
and compartment 1 contains solvent + solute, with an equal total molar concentration.
Because the standard chemical potential is a constant, and since there is only pure
solvent in compartment 2 (so that X
(2)
w = 1), Eq.(1.2) can be re-written as follows:
∆P ≡ P (1) − P (2) = −RT
V̄w
logX(1)w . (1.3)
Assuming also that the solution is dilute, i.e. that Xs << 1 — where Xs is the mole




Finally, by writing the mole fraction as Xs ≡ nsns+nw , where ni denotes the number of
moles of species i, and also using ns << nw, we arrive at the van ’t Hoff relation:






Although this derivation does not assume the solute to behave as an ideal gas (as van
’t Hoff did), it does rely on two other assumptions to reproduce the law of van ’t Hoff.
First, the activity of the solvent,
aw = γwXw, (1.6)
was assumed to be equal to its mole fraction, Xw – i.e. the activity coefficient, γw = 1.
This implies that the solvent behaves in an ideal manner, i.e. that the details of the
solvent-solute and solvent-solvent interactions are not important. Secondly, we assumed
that the solution is dilute, i.e. Xw → 1. Often in experimental work involving non-
ideal, real solutions, the van ’t Hoff law is abandoned in favour of an alternative relation
based on experimental measurements [102]:
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∆P = iMRT. (1.7)
In Eq.(1.7), the molarity, M , is used as a measure of the concentration (Avagadro’s
constant, NA, relates the number and molar concentrations, M = cs/NA) and i is
a dimensionless “van ’t Hoff factor”, that describes deviations from the condition of
ideality discussed above. Equation (1.7) predicts, as Eq.(1.1) does, that the osmotic
pressure will, at low solute concentrations, vary linearly as a function of increasing
solute concentration, a prediction that has been reproduced in both experiment and
simulation [102, 103, 156].
The derivations discussed so far, however, do not specify the microscopic, mechanical
forces that transport the solvent particles across the membrane, from the less to the
more concentrated solution, both prior to and during the osmotic steady state. For
a complete understanding of the solvent dynamics at the membrane, that adequately
captures the observations made by Nollet, Dutrochet and countless others since, a model
must first be developed that attempts to explain the particle dynamics on simple, yet
mechanical, grounds, without recourse to thermodynamical concepts.
In an important step towards understanding osmosis at the molecular level, McMillan
and Meyer [96], in 1945, incorporated osmosis into the framework of statistical
mechanics. This work showed that, in the presence of a solvent species (able to cross
the membrane in either direction), the osmotic pressure of a solution could be expressed
in terms of a potential of mean force between the solute particles. In other words, the
solvent particles mediate the interactions between the solute particles. McMillan and






2 + .... . (1.8)
In Eq.(1.8), ρ denotes the concentration of the solute species and the B∗i terms represent
virial corrections to the osmotic pressure from the ideal van ’t Hoff expression, due to
interactions between solute particles, which are mediated by the solvent. For example











where g(r) is the pairwise radial distribution function (see Section 2.2.2) between two
solute particles radially separated by a distance r, and V is the solvent-mediated
effective interaction (also referred to as the potential of the mean force) between two
solute particles in the solution, assumed to be pairwise additive. Although Eq.(1.8) is
expressed in terms of molecular level properties, such as the inter-particle potential —
giving a deeper insight into the thermodynamic origins of osmosis — it does not make
any predictions about the dynamics of the solvent particles.
To summarise, the relations outlined above allow us to compute the osmotic pressure
of a given solution, both in terms of macroscopic variables, such as the temperature
and molarity of a solution, but also in terms of variables on the atomic scale, such as
the inter-particle potential. However, these relations do not provide any information
on the microscopic dynamics of the solvent particles at the membrane, both prior to
and during the steady state.
1.2 An ongoing confusion about the solvent flow
The dynamical mechanisms underlying the solvent flow across the membrane during
osmosis have been debated since before van ’t Hoff and Pfeffer. The debate has focused
in particular on whether the transfer of solvent across the membrane proceeds via a
diffusive or a mass flow and whether a detailed knowledge of the solvent-solvent and/or
solute-solvent interactions at the membrane are necessary to explain the phenomenon
of osmosis.
1.2.1 Diffusive versus mass solvent flow
The earliest discussions surrounding this issue date back to the mid 19th century, when
Brücke suggested [14] that the phenomenon of osmosis might be explained by repulsive
and attractive physiochemical forces between the particles and the membrane. In his
seminal work of 1855 [41] Fick contested this point. He used his newly derived law for
liquid diffusion,
~J = −D~∇C, (1.10)
where ~J is the flux (the amount of substance which crosses a unit area during a given
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time interval), C is the concentration of particles at a particular spatial location and D
is their diffusion coefficient, to argue for the “diffusion of salt solutions through porous
partitions”. He concluded that the theory of diffusion he had laid out would very
likely, with or without modification, “serve as the foundation of a subsequent theory of
these very dark phenomena”. Given the impact that his theory has had in describing
a multitude of biological phenomena, it is not surprising that osmosis is, to this day,
regularly cited as a paradigmatic example of a diffusive process [97, 149].
However, various researchers have disputed whether osmosis really is a diffusive
phenomenon [32, 60, 77, 92, 93, 123, 162]. Mauro [92, 93] produced data, see Figure
1.2(a), demonstrating that, for a concentration gradient of an uncharged macromolecule
across an inert barrier, the flow of water proceeds faster than can be reconciled by
purely diffusive processes. In one instance the diffusive component of the recorded flux
constituted just 1/730th of the overall flux (see table in Figure 1.2(a)). Instead he
suggested that the transfer of water proceeds in an analogous manner to a mass flow of
particles under the influence of a pressure gradient. This idea was actually suggested
much earlier by Vegard [162], who described a similar phenomenon to Mauro and who
also produced data, see Figure 1.2(b), suggesting that the flow of solvent can undergo a
transition in more concentrated solutions, from an initially rapid solvent transfer across
the membrane to a later slower rate of flow.
The equivalence between flows driven by a solute concentration gradient and those
driven by a hydrostatic pressure gradient, as suggested by Mauro and others, may be
mathematically expressed using the Kedem-Katchalsky relation [72, 73],
Jv = Lp(∆P −∆Π), (1.11)
where the solvent flow, Jv, is expressed in terms of a membrane filtration coefficient,
Lp, and the difference in the hydrostatic, ∆P , and osmotic, ∆Π, pressures across the
membrane. We shall see later on (Figure 3.2(b) in Section 3.1) that this expression
should be modified in the case that the membrane is partially permeable to the solute
particles.
The assertion that diffusive mechanisms could not account for the observed solvent flux
in osmosis proved controversial [20, 30]. In particular, the debate focused on whether
the simple experiments of Mauro could accurately determine the diffusive permeability
of the solvent. It was suggested that, in an osmosis experiment, “unstirred layers” might
exist close to the membrane which would affect the rate of solvent diffusion. Finkelstein
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(a) (b)
Figure 1.2 The tracer flux of particles across an inert barrier (a collodion membrane) is
shown in panel (a). The table in (a) shows the results of the tracer flux for
three different pore sizes. These results are plotted underneath the table as
a function of the pressure difference across the membrane. In panel (b) the
velocity of the water transfer across a copper ferrocyanide membrane versus
time is shown for several solute concentrations. The upper data marks the
most concentrated solutions and the lower data the most dilute solutions.
The figures in (a) are taken from [93] and the graph in (b) from [162].
[42] describes how the solvent flux may be affected as follows. Given a membrane
separating two stirred solutions, there is a region on either side of the membrane, of
size δ1 and δ2, respectively, that remains unmixed. The observed diffusive permeability,







, where PdW is the true
diffusive permeability coefficient and Dw is the diffusion coefficient of the solvent. This
relation may be re-arranged to read as follows:
(PdW )obs =
1
1 + PdW (δ/Dw)
PdW , (1.12)
where δ = δ1 + δ2. Thus, as the thickness δ of the unstirred layers increases, (PdW )obs
decreases. In contrast, unstirred layers have only a much smaller effect on the observed
osmotic permeability coefficient Pf , defined as (Pf )obs = Pfe
−vδ1/Ds , where Ds is the
diffusion coefficient of the solute and v is the velocity of the flow. Consequently,
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the presence of unstirred layers in an osmosis experiment may result in the ratio
Pf/PdW being overestimated, leading to the incorrect conclusion that diffusion alone
cannot account for the osmotic flow. The importance of this effect was emphasised by
Dainty [28] and later by Finkelstein [42]. Dainty claimed that “no valid comparison of
LpRT/V̄w
3 with Pd has been made with any plant cells or tissue and it will prove a very
difficult matter”. Thus, despite the importance of understanding whether osmotic flow
is diffusive or bulk-like, at the end of the 1970s the experimental situation remained
unclear [56, 57, 61, 94, 147, 170].
The state of the debate was summarised by Finkelstein in 1987 [42] who emphasised
the need for a kinetic theory of liquids to properly describe osmotic phenomena at
the membrane. Finkelstein stressed the dependence of the membrane geometry on the
resulting solvent flow, noting that a porous membrane develops a mass flow across
it (assuming unstirred layers do not significantly contribute to the flow) that obeys
Poiseuille’s law, whereas in an oil membrane, for example, the flow is diffusive. He also
pointed out that the solvent flow in very thin pores, as is often the case for biological
membranes, is observed to occur [82] at a rate faster than can be reconciled using a
purely diffusive explanation. However, at the same time, such flows can not be described
using a continuum explanation in terms of Poiseuille’s law, which requires layers of fluid
to form within the pore. We shall see, however, in Section 3.1 that the solvent flow
through molecularly narrow pores is a special case [70].
Thus, at the macroscopic level, our understanding of osmotic flow remains in a state of
some confusion. We therefore turn our attention to the microscopic processes that take
place at the membrane to develop a better understanding of the solvent dynamics.
1.2.2 Microscopic models for osmosis
A number of different models have been proposed to explain the detailed dynamics of
the solvent flux during osmosis. These can be grouped into four different categories
[173]: concentration-diffusion models, interaction energy models, solute bombardment
models and finally solvent entrainment models.
In the solute bombardment model, originally proposed by van ’t Hoff, the solute
particles are treated as though they are an ideal gas and the solvent particles are
essentially assumed to be invisible. The difference in the number of solute collisions
on either side of the membrane is then said to constitute the osmotic pressure. Two
3Where LpRT/V̄w denotes the total solvent flux.
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INVITED COMMENTARY R803 
do not effect the osmotic potential. One view has been 
that intermolecular forces are absent because water 
passes through the membrane as vapor, satisfying the 
equation for an ideal gas (2, 24). An alternative hypoth- 
esis discussed below is that the intermolecular forces are 
maintained during the passage of the membrane without 
influencing the osmotic potential (14). 
Why intermolecular forces do not influence the os- 
motic potential may be illustrated by a gas analogy as 
shown in Fig. 2. The left panel illustrates an ideal gas 
without intermolecular forces. The middle panel illus- 
trates a real gas for which van der Waals (27) introduced 
a modified equation 
(p + a/V”)(V - b) = RT 
where p is the gas pressure, V is the gas molal volume, 
and a and b are constants. This equation differs in two 
respects from the ideal gas equation. First, since the gas 
particles have a volume, the free space not occupied by 
gas particles is reduced by a volume b. Second, the term 
a/V2 accounts for the intermolecular forces between the 
gas particles. (Why intermolecular forces are inversely 
related to V2 is of no importance for this analogy.) The 
pressure of a gas is due to molecular impacts against the 
walls of the container. The contribution of each impact 
to the kinetic pressure is proportional to the momentum, 
the product of the velocity and mass of the gas particle. 
In a real gas, the velocity of gas particles that are just 
about to hit the wall will be reduced by the attraction of 
particles within the gas. Because of this intermolecular 
cohesive force, the kinetic pressure against the walls of 
the container (and against the surface of a manometer) 
is reduced by a/V”. In contrast, within the bulk of the 
gas, every gas particle is surrounded by other gas particles 
in a more or less symmetrical fashion. A gas particle will 
be attracted equally on all sides by other particles. The 
intermolecular forces acting on the central gas particle 
cancel each other, revealing the true kinetic pressure of 
a real gas 
p + a/V” 
As illustrated in Fig. 2 (right), a similar reasoning may 
be applied for osmosis of water across a semipermeable 
membrane into a solution. Solute and solvent molecules 
have the same mean kinetic energy at equal temperature 
and the same distribution of energies as do gas particles. 
Ideal gas 
pV= RT 
Van der W aals g as Gas analogy for osmosis 






The only important difference is that the membrane is 
impermeable to the solute molecules. Intermolecular 
forces would draw liquid molecules in contact with the 
solid membrane (or the surface of a manometer) into the 
solution. The pressure measured would be the hydro- 
static pressure without any kinetic component. On the 
other hand, the constraints imposed by neighboring mol- 
ecules would be removed within the bulk of the liquid. A 
molecule would be attracted equally on all sides by other 
molecules. Since the external kinetic pressure is zero, the 
kinetic pressure would be a/V2. Within the pore openings 
of the semipermeable membrane, the liquid molecules 
would behave just as within the bulk of the liquid. Even 
if the pore openings were so narrow that solvent mole- 
cules could pass only in a single file, intermolecular forces 
a/V” acting inward and outward would neutralize each 
other and would not affect osmotic flow. In an ideal 
solution the total volume is the sum of the volumes of 
the solute and the pure solvent. Thus the free space 
occupied by water molecules, V - b, corresponds to V, 
the molal volume of water, without any correction. 
To sum up, intermolecular forces ensure the continuity 
of a liquid. The momentum deficiency, expressed by the 
osmotic potential (RT/v)Xz is due simply to the differ- 
ence in the number of solvent molecules hitting the pore 
openings from either side. Because intermolecular forces 
do not affect the osmotic potential, the equation for 
osmosis is more similar to the equation for an ideal than 
a real gas. 
Derivation of Thermodynamic Equation 
by Kinetic Considerations 
So far the kinetic derivation of the equation for os- 
motic pressure and potential has led to the formula r = 
(RT/v)X2 rather than to the thermodynamic equation 
7r= -(RT/v)lnX1. However, by applying the first of 
these formulas to increasing solute concentrations, the 
sum of the osmotic potentials provided by all solute 
molecules approaches the osmotic potential expressed by 
the thermodynamic equation. The reason is that in the 
formula r = RT/V [nJ( nl + nz)], the number of solute 
molecules, n2, appears both in the numerator and the 
denominator. The probability of a hit and thereby a 
contribution to the osmotic potential decreases as n2 
increases, as illustrated in Fig. 3. Generally, the osmotic 
FIG. 2. A model for osmosis in anal- 
ogy to van der Waals’ (26) model for real 












Figure 1.3 Diagram illustrating the “momentum deficiency” model of Kiil. The solutes’
inability to access those regions around the pore mouth lead to a deficiency
in bombardments here. Consequently the solvent in the rightmost diagram
flows through the pore from left to right prior to the steady state. The image
is taken from [75].
obvious arguments against this model are as follows [173]. First, liquids have internal
cohesive forces, thus the pressure exerted against the membrane by the liquid will be
far lower than that exerted by a gas. Secondly, in this model the solvent particles are
assumed to be invisible, and therefore any difference in solvent force on the membrane
is not considered, even though there will almost certainly be such a difference. For
porous membranes, Kiil [74, 75] suggested, in a variant on the solute bombardment
theory, that the solutes’ inability to access the region around the pore mouth leads to
a momentum deficiency which facilitates the flow of solvent from the less to the more
concentrated solution prior to the steady state. A diagram to illustrate this model,
taken from [75], is shown in Figure 1.3. This model does not, however, account for
osmotic flow through non-porous membranes.
The second category of mechanistic models are concentration-diffusion models. These
seek to explain osmosis on the grounds that, even though the solvent particles pass
through the membrane in both directions, the concentration of solvent molecules is
initially lower on the solution side and therefore solvent will tend to diffuse into the
solution to balance the difference in solvent concentrations across the membrane. In this
type of model the particle sizes will therefore play an important role in the resulting
osmotic pressure. At higher solute concentrations, nanoscale simulations [105] (see
Section 3.1.1) have demonstrated that such factors can play an important role in
the resulting osmotic pressure. However, in the low solute concentration limit, the
simulation results were found to be in agreement with experimental results [173], that
is the osmotic pressure is independent of the solute and solvent properties. Thus, a
model that seeks to explain osmosis on the basis of a gradient in the solvent density
across the membrane should reproduce the van ’t Hoff relation (Eq.(1.1)) for dilute
solutions; a result which does not depend on the particle sizes. It is not clear that this
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is the case for concentration-diffusion models.
In the third type of model, the movement of solvent particles through the membrane
is explained as a process induced by a specific kind of solute-solvent, solvent-solvent or
solvent-membrane interaction. Brücke proposed [14] that osmosis might be explained
by an enhanced solvent-membrane interaction, resulting in the solvent being drawn
across the membrane prior to the steady state. Hammel and Scholander [56] consider
a model where the solvent in the solution comes under tension (a negative pressure) as
the solutes diffuse away from the “free surface” of the solution. The resulting negative
pressure draws solvent across the membrane, from the less to the more concentrated
solution. However, the fact that the van ’t Hoff law holds irrespective of the details of
the inter-particle or particle-membrane interactions, and that osmosis has been noted
to occur in systems comprising hard spheres [76], or those without solvent-membrane
interactions [67], can be used as arguments against such models.
A fourth category of generic model considers “solvent entrainment” at the pore [40].
More specifically, interactions between the solvent and solute particles provide a
“sucking force” that pulls the solvent particles across the membrane into the solution.
In a slight variant on this type of model, Ben-Sasson and Grover [137] have suggested
that the solutes act as micropumps and by reflecting off a pore mouth, the solutes suck
the solvents across the membrane. Yoffe [173] expanded slightly on this, stating that
as the solutes move away from the pore mouth, they leave a vacuum into which solvent
particles can move. In Chapter 5 we shall test whether such processes occur in a simple,
“minimal model” of osmosis.
In addition to the four categories of models proposed by Yoffe, I add here models
based on the hopping of solvent particles at the entrances to porous membranes. One
such model to explain osmosis (elaborating on the work of Ray [132]), based on the
initial concentration gradient of solvent particles slightly inside the pore mouth and
that just inside the solution, was proposed by Dainty [28, 29]. In Dainty’s model, those
solvent particles in the more concentrated solution are initially less likely to hop into
the pore entrance than those in the less concentrated solution, as the solute particles
block their passage into this region. Thus a deficit of particles at one end of the pore is
established and consequently a pressure gradient develops inside the pore, which drives
the solvent flow at a rate faster than diffusion. This explanation was proposed to
describe the aforementioned results reported by Vegard and Mauro (see Section 1.2.1).
However, the absence of a suitable kinetic theory of liquids meant the resulting osmotic
pressure could only be derived to within a factor of two of experimental observation.
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Furthermore, it fails to explain the flow of solvent in systems composed of non-porous
membranes. As the first to derive the osmotic pressure using arguments removed
from thermodynamics, however, Dainty was one of the first researchers to offer a
possible insight into the mechanical processes operating at the opening to the pore.
This enabled a significant step forward in our understanding of osmotic phenomena
that was supported by later researchers in the field [146, 147]. More recently, Chou
considered [21] the possibility that solute particles can partially permeate into the pores
when deriving relations for the flux of particles in a single-file channel. It was found
that, under these circumstances, the solvent flux through the pore can be significantly
reduced and in extreme cases may even become negative. The decreased solvent flux
through a partially solute permeable pore has since been observed in simulations [76]
and will be discussed further in Section 3.1.
In this section we have seen that an abundance of different models exist, each of
which seeks to explain osmosis and osmotic phenomena. For a true understanding
of the solvent dynamics at the membrane, we should start at the molecular level. Yet
there currently exists no clear consensus in the literature as to the mechanism that
dictates the solvent flow, be it concentration based, entrainment based, or something
else entirely. To resolve some of these issues, one of the goals of this thesis will be to
clarify the fundamental mechanism responsible for driving the flow of solvent across
the membrane both during and prior to the steady state in osmosis.
1.3 Mechanical derivations of the osmotic pressure
In Section 1.1 the van ’t Hoff law was derived from thermodynamic and statistical
mechanical considerations. Here I review some more recent attempts to derive this
relation from purely mechanical principles. Aside from Dainty, who outlined a hopping
model for porous membranes, it was not until the 1990s that a mechanical approach
was considered by both Brady [11], using Brownian dynamical considerations and an
implicit solvent, and Guell and Brenner [53, 54], who included the solvent explicitly
when deriving the osmotic pressure starting from Newton’s second law.




= ~FH + ~FB + ~FP , (1.13)
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where M is a generalised mass/moment of inertia matrix and ~v is the particle’s
translational/rotational velocity vector. In this description the solvent is not modeled
explicitly, but via effective Brownian and hydrodynamic forces on the colloids,
represented by ~FB and ~FH , respectively; the solvent therefore represents a continuum
fluid imparting stochastic kicks to the colloidal particles here. The final term, ~FP ,
represents the colloid-colloid interactions, which are mediated by the solvent particles
in the fluid. Brady subsequently demonstrated that, from Eq.(1.13), the osmotic
pressure of attractive and repulsive colloidal suspensions could be derived for fluids
at low Reynolds number. The resulting expression,
Π
nkBT
= 1 + 4φg(2)−
∫
〈~x2 · ~∇2(Vp/kT )〉2P2(~r2|~r1) d~r2, (1.14)
is analogous to the one derived previously by McMillan and Meyer [96] (Eq.(1.8))
from thermodynamical and statistical mechanical considerations. In Eq.(1.14), φ is the
packing fraction, n is the number density and g(2) is the pair distribution function
for the colloids. The integral term, in which Vp is the inter-particle potential and P2
is the two particle probability distribution function (i.e. the probability to find the
given co-ordinates for particles 1 and 2 in the system’s phase space), describes the
virial corrections to the pressure expressed, as in Eq.(1.9), solely in terms of a solvent-
mediated colloid-colloid interaction. Brady thus demonstrated for the first time that
mechanical concepts, such as stochastic forces and Brownian motion, could be used in
deriving the osmotic pressure of a colloidal suspension, without reference to the solvent
chemical potential and other thermodynamic concepts.
An alternative derivation for the osmotic pressure starting from Newton’s second law
and explicitly including the solvent was outlined by Guell and Brenner [53, 54]. They
considered a system in which a porous membrane separates two solvent-containing
reservoirs bounded by pistons that are held fixed. At time t = 0, a single Brownian
tracer particle, that is prohibited from accessing the membrane region of the system,
is introduced into one of the reservoirs to represent a solute particle. The authors were
then able to write down three equations describing Newton’s second law for the solvent
particles, the solute particle and the pistons. The solute-membrane force in this setup
is
~FMP = −kBT ~∇′E(~x′, ~ω′). (1.15)
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In Eq.(1.15), E describes a dimensionless potential characterising the solute-membrane
interaction in terms of the physical position of the solute particle, ~x′, and its internal
configuration ~ω′; kB and T are, as usual, Boltzmann’s constant and temperature of
the system. Following several manipulations to the equations of motion of the system,
which include: application of Newton’s third law; taking ensemble and time averages;
and relating the force to the pressure as P = F/A, the authors arrive at the following
relation for the observed pressure difference between the two reservoirs:
∆P = kBT∆p
0(~x′), (1.16)
where p0 is the probability density for finding the solute particle at position ~x′. A
dilute solution is then defined as one which obeys p0 = NAcs, where NA and cs are
the aforementioned Avogadro’s number and equilibrium solute concentration. Upon
application of this relation, the law of van ’t Hoff is recovered.
Whilst the derivation is thorough, it is only valid in dilute systems of inert, non-
interacting solute particles. Furthermore, the derivation is rather complicated, making
it difficult to extract an intuitive understanding of the phenomenon.
Finally, Atzberger and Kramer [7] have considered several derivations for the osmotic
pressure. Considering the concentration of solute particles to be represented by a series
of delta functions, a similar derivation for the osmotic pressure to Guell and Brenner
is given. In this work, however, the solvent is coarse-grained out and the osmotic
pressure is simply established as the solute-wall force. The osmotic pressure is also
derived using Stokes’ equation in what the authors term a continuum fluid mechanical
picture. However, the osmotic pressure once again arises here from consideration of
the forces acting on the solute particles and the mechanism of solvent transport across
the membrane is not discussed. The authors do find that in finite-size systems, such
as virus capsids, the osmotic pressure measured using the solute-wall force is different
from the result obtained when considering the local fluid pressure. This is because the
length scales of interactions in these systems become larger than the system size itself.
Furthermore, as is shown in Figure 1.4, as the size of the system decreases, the resulting
osmotic pressure can be markedly different from the value predicted using the van ’t
Hoff relation (Eq.(1.5)). In this thesis we only consider systems in which the osmotic
pressure measured using the local fluid pressure is in agreement with the solute-wall
force; see Section 3.2.3.
Thus, the van ’t Hoff relation can be derived from mechanical principles, both when
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The third term gives the corrections that arise from long-
range interactions of the solute particles with the boundary
wall. In the hard-walled limit this term approaches zero.
We observe that the correction terms to the van ’t Hoff
law in Eq. 57, other than the partial derivative with respect
to chamber radius R, take the form of the virial from classi-
cal mechanics. Virial expansions of the pressure can be
found in several statistical mechanical textbooks 28 to de-
scribe departures of a dilute gas or solution from an ideal
noninteracting particle limit. These results are, however, gen-
erally developed within the context of a large macroscopic
chamber, whereas our focus is on systems for which interac-
tion length scales become comparable to those of the cham-
ber.
VII. OSMOTIC PRESSURE OF CONFINED POLYMERS
To illustrate how this theory can be applied in practice, we
now present some numerical results for a model of a polymer
chain of N monomers confined in a spherical chamber with a
hard-walled confining potential. The monomers of the poly-
mer will have a coupling given by the harmonic bonding
energy:





x j − x j−12. 58
The osmotic pressure of the system can be computed from
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We will focus on how the osmotic pressure behaves as the
bonding strength K is varied so that the length scale L
=6kBT /K of bond fluctuations varies between lengths small
and large relative to the chamber size. For very small K
6kBT /R
2 the fluctuations in the bond length are expected
to be very large and the N monomers to behave indepen-
dently. For very large K6kBT /R
2 the fluctuations in the
bond length are expected to be very small and the N mono-
mers to behave similarly to a single particle. Thus in the
extreme cases the classical osmotic pressures are expected,
corresponding to an N-particle or single-particle system.
To obtain the osmotic wall pressure for intermediate val-
ues of K, the correction factors were estimated numerically
using the Monte Carlo method with Metropolis sampling
37; see Fig. 4. We find that as the bond stiffness K→0, the
osmotic wall pressure approaches the classical van ’t Hoff
osmotic pressure for N free monomers. As K→ we find
that the osmotic wall pressure approaches the classical van ’t
Hoff osmotic pressure for a single particle. The numerical
results show how the theoretical framework can be used to
capture the regime relevant to microscopic chambers, such as
a polymer confined in a vesicle, in which the bond length is
comparable to the chamber size. As can be seen from Fig. 4,
the transition between the extremes in the bonding strength is
gradual and occurs smoothly in K. A similar numerical study
for the osmotic pressure of polymers was conducted within
the stochastic immersed boundary method in 25.
VIII. CONCLUSION
We have shown that the osmotic pressure deviates mark-
edly from classical macroscopic theories when the length
scale of the system becomes sufficiently small so that the
chamber diameter is comparable in size to the length scale of
the interactions of the solute particles. In particular, we have
explored two ways in which this can occur, through either
interactions among the solute molecules or interactions of
the solute molecules with the wall. While the classical for-
mulas are not directly applicable in this regime, we have
shown that a theoretical framework for the equilibrium os-
motic pressures can still be developed provided additional
microscopic features of the system are taken into account.
We considered how the osmotic pressure is manifested in
terms of forces exerted on the confining wall and in terms of
the hydrostatic pressure of the fluid in the interior of the
chamber. We showed through several examples how these
notions of osmotic pressure can differ for microscopic cham-
bers. In particular, we showed how the osmotic wall pressure
of a two particle string and an N-particle polymer interpolate
between the van ’t Hoff laws associated with the extremes of
strong and weak bonding, which give effectively a single
particulate entity or many individual particulate entities.
While the osmotic fluid pressure is related in a simple
local manner to the osmotic pressure defined in nonequilib-
rium thermodynamics 27,28, it behaves a bit less intu-
itively. This was demonstrated for the two-particle string,
where the tight-binding limit produced an osmotic fluid pres-
sure corresponding to two particulate entities. This is in con-
trast to the osmotic wall pressure which reflected a single
FIG. 4. Color online Osmotic pressure of a confined polymer
and correction factor for a linear polymer confined in a spherical




3. For stretching an individual bond between
monomers, we let L= 6kBT /K1/2 denote the length at which the
bond energy becomes 3kBT.
PAUL J. ATZBERGER AND PETER R. KRAMER PHYSICAL REVIEW E 75, 061125 2007
061125-10
Figure 1.4 The osmotic pressu e for a linear polym r confin d in a spherical chamber is
first computed from the solute-wall pressure. The osmotic pressure as given
by van ’t Hoff is then computed and the ratio of the two results is plotted
as a fu ction of L/R, where L = (6kBT/K)
0.5 denotes the length at which
the bond energy becomes 3kBT , and R is the radius of the chamber. The
figure has been tak n f om [7].
explicitly considering the solvents’ motion or from a hydrodynamic, coarse grained
perspective. In Chapter 5 an alternative derivation for the osmotic pressure is
presented, based on the hopping of solvent particles at the membrane (similar in spirit
to the models discussed in Section 1.2.2). Later on in Chapter 7 we observe that the
dynamics of the solvent in a non-equilibrium osmotic setup can be heavily influenced by
the introduction of active solute particles to the system and that the osmotic pressure
is significantly increased using active solute particles.
1.4 Osmotic power and the desalination of water
The mixing of solven and solute particles at a semi-p rmeabl membrane is associated
wi h an i cr ase in the ntropy of the syst m; the so-called entropy of mixing. It
has been known for some time that useful work might be extracted from osmotic
systems and, furthermore, that semi-permeable membranes can be used as a means
of sifting wanted from unwanted products in a solution. Recently, as a result of rapid
improvements in membrane technology, osmosis has begun to be used for these purposes
in industry, both in the purification of water and as a sustainable technology for
the generation of electricity. Later on in Chapter 7 I consider whether a particular
modification to the classic osmosis experiment might be applicable in industry. I
therefore present a short section here on current uses of osmosis in industry.
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1.4.1 Osmotic power generation
Two different techniques currently exist which harness the energy produced in the
mixing of fresh water and salt water. The first method, Pressure Retarded Osmosis
(PRO), was patented by Sidney Loeb in 1975 [85]. The process is outlined in [109] and
is described in detail in [1, 2, 144]; here I present a brief overview. Salt water and fresh
water must first be extensively filtered and brought together at a membrane which
permits the flow of the water, but which inhibits the flow of salt. Due to osmosis, some
fresh water flows into the salt water compartment, diluting it. This causes an increase
in the volume of water on the salt water side of the membrane which is siphoned off and
used to turn a turbine that drives a generator. The remaining water is then pumped
back into the river/sea; see Figure 1.5(a) for a diagram illustrating this process. By
continuously repeating this procedure a steady supply of power can be extracted.
The power density, W , that can be extracted from this process is related to the
flux of solvent (Jv) and the pressure gradient (∆P ) across the membrane [2], W =
Jv∆P , which, using Eq.(1.11), can be expressed as W = A(∆Π − ∆P )∆P . By
differentiating with respect to ∆P the theoretical maximum value for W can be
calculated: W = A (∆Π)
2
4 . A recent study concluded that a “thermodynamic extraction
efficiency” of 91.1% could, in theory, be achieved for this technology [172]. In
practice, the membranes require frequent flushing to remove unwanted minerals and
muds from the pores and, furthermore, the effect of unstirred layers around the
membrane (see Section 1.2.1) can result in lower osmotic pressures being achieved
than anticipated. Preliminary results reported by Staatkraft, the first company
attempting to commercially develop this technology, have demonstrated a power output
of 0.5 W/m2 using a 28 m2 membrane. In a review article, Achilli et al. [2] reason that,
based on current technologies, membranes need to generate 5 W/m2 in order that the
revenues generated balance the cost of implementation.
Although the concept of generating power by PRO is not new, the membrane technology
is not yet at the stage where this method forms a commercially viable renewable method
for power generation. In this regard, Staatkraft estimates that 30 osmotic power plants
will be built by 2030 [12]. Furthermore, issues concerning the disposal of the chemicals
used for cleaning the membranes and the effects of pumping brackish water back into
the local ecosystem have been raised [101].
The alternative method, Reverse Electrodialysis (RED), was first proposed in 1954
[113]; however it has only recently been considered as a viable technique for power
16
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Fig. 1. Process scheme and picture of a reverse electrodialysis stack (membrane area of 25x75 cm2 and 50 cell-pairs as 
 manufactured for research purposes by REDstack B.V., the Netherlands).
Table 2
Obtained power density (W/m2) and spacer thickness (mm); experiments with sodium chloride solutions, typical 
concentrations 0-1 g/L and 30-35 g/L NaCl [12].
Author Year Power density (W/m2) Spacer thickness (mm)
Pattle 1954 0.05 0.7
Weinstein and Leitz 1976 0.17 1.0
Jagur-Grodzinski and Kramer 1986 0.41 0.55
Turek 2007 0.46 0.19
Suda 2007 0.26 1.0
Veerman et al. 2008 0.95 0.2
Veerman et al. 2009 1.18 0.2
membranes and with careful optimization of the operat-
ing conditions. Given a proper stack design, the mem-
brane characteristics directly infl uence the power output 
[13] and energetic effi ciency [5]. Moreover, the membrane 
price is a key issue for successful market introduction of 
the reverse electrodialysis technology [9].
Although mentioned in scientifi c papers, challenges 
such as the pre-treatment of river water and sea water 
[5], and the hydrodynamic aspects of reverse electrodial-
ysis [14] are often ignored or underestimated. Regarding 
the pre-treatment, Lacey [8] assumed activated-carbon 
fi ltration as pre-treatment, just to perform economic cal-
culations. However, until now there is neither experi-
mental basis nor a clear vision on the feed water quality 
requirements. This lack is probably mainly due to the 
fact that the pre-treatment requirements can not be seen 
separately from the hydrodynamic design of the reverse 
electrodialysis stacks. Regarding the hydrodynamics, 
Lacey [8] modeled the friction losses. Jagur-Grodzind-
ski and Kramer [6] and Turek and Bandura [9] measured 
these friction losses and reported both the gross power 
output and net power output. These studies showed 
considerable energy losses for pumping, even under 
laboratory conditions without membrane fouling.
At this moment, electricity of salinity-gradient energy 
is still costly compared to electricity of other renewable 
energy sources due to high membrane prices of commer-
cially available membranes. Reverse electrodialysis has 
never been applied before at commercial scale. An eco-
nomic evaluation can, therefore, be only done on realis-
tic assumptions and expectations.
1.3. Objective
In this paper, we discuss the economic and techno-



































Figure 1.5 Diagrams taken from [1] and [118] illustrating the processes which are
necessary in achieving power generation by PRO (panel (a)) and RED (panel
(b)) respectively.
generation. The method works as follows. Fresh water from a river and salt water
from the sea are pumped into separate compartments within a larger unit containing
alternating stacks of cation and anion exchange membranes; see Figure 1.5(b). The ions
in the salt water compartments dissociate and travel across the membranes in opposing
directions. As a result, cations accumulate in the cathode compartment and anions
collect in the anode compartment. A flow of electrons is then established through
reduction at the cathode surface and oxidation at the anode surface. This current can
be maintained and used to generate electricity by the constant flushing of th resulting
brackish water out of the system.
It has been argued that a better performance is achieved when mixing sea water and
river water using this technique as opposed to PRO [119]. However, RED has similar
limitations to PRO in terms of the efficiency and cost of membrane production, and
similar concerns have been raised in relation to the effects on the local ecology [118].
Currently a demonstration project is being conducted in the Netherlands [161] and
there are further ambitions to scale-up the use of this technology.
A further technique, based on the flushing of salt and fresh water through a cell
containing carbon electrodes, has been proposed by Brogioli [10, 13]. In the future
this technique may provide an alternative means of power generation.
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1.4.2 The purification of water by reverse osmosis
Another important industrial application of osmotic principles is in the desalination of
water by reverse osmosis. The process is used not only in the production of drinking
water, but also in industry and agriculture. In the standard osmotic setup, when fresh
water and salt water meet at a semi-permeable membrane, some fresh water will flow
into the salt water compartment. In the case of reverse osmosis we wish to achieve the
opposite, that is we attempt to displace the water from the salt water compartment
into the fresh water side, increasing the amount of fresh water available. This can be
achieved by “pushing” the water out of the salt water side by applying a pressure (using
a piston) which exceeds the osmotic pressure difference across the membrane. Various
methods have been developed to best utilise this technique. In a recent industrial trial
[126] — so-called NEWater — reverse osmosis plays an important role in the water
purification process, removing heavy metals, nitrates, chlorides and sulfates. Reverse
osmosis is also heavily employed for water purification in the United States with 69%
of plants using reverse osmosis [24]. As a further benefit, portable devices have been
developed allowing individual users to generate their own fresh water.
In the development of technologies for clean energy production by osmosis and in
the purification of water by reverse osmosis, investment in membrane development
is critical. Recent research into nanotube membranes [70, 143, 152] demonstrates that
next generation carbon and boron nitride nanotubes could help to resolve some of
the issues currently facing these industries, as impressively large solvent fluxes have
been reported [63, 70]. Further improvements in these processes may also be achieved
(independently of advances in membrane technology) by considering alternative models
for osmosis, such as those discussed later on in Chapter 7.
1.5 Thesis outline
In this chapter we have seen that osmosis is a phenomenon of critical importance
both in nature and, increasingly, in industrial processes. Yet there remain many
unanswered questions in the field. For example, can we derive a simple and intuitive
description of the steady-state solvent dynamics at the membrane that does not rely
on thermodynamic concepts? Also, under what circumstances does the solvent transfer
prior to the steady state proceed via a diffusive flow and when via a bulk flow?
Motivated by recent experimental developments (see Chapter 7), we can also explore
the resulting osmotic pressure and solvent dynamics in an osmotic system in which
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the solute particles drive the system out-of-equilibrium. In this thesis minimal models
are used to study the fundamentals of osmosis in several scenarios to answer these
important yet unresolved issues.
In Chapter 2 I present an overview of the method used to study osmosis throughout
this thesis: molecular dynamics simulation. A brief introduction is first given to
the MD technique before I discuss some of the analysis methods used, such as
the calculation of the diffusion coefficient and the radial distribution function from
simulation data. In Chapter 3 I review previous simulations of osmosis, discussing
their findings and commenting on possible avenues for future work, following which the
different simulation setups used to study osmosis in this thesis are outlined.
Before beginning to study osmosis, a new derivation for the local pressure in molecular
dynamics is presented in Chapter 4. Here, I demonstrate that two separate, but
equivalent, relations can be used to measure the local pressure and that they are
both derivable from a fundamental relation, the “Schweitz virial relation”. A closed
virial relation is then used to derive a mechanical relation for the osmotic pressure in
terms of the various solute-solute and solute-solvent interactions in Chapter 5, where
a comprehensive study of the steady-state solvent dynamics and osmotic pressure is
conducted for a minimal system with hard-sphere-like solute and solvent particles. In
this chapter, a simple model, based on the hopping of the solvent at the membrane, is
also presented. The model does not necessitate the entrainment of solvent across the
membrane. Nevertheless the role of entrainment is explored by studying in detail the
steady-state solvent membrane crossings.
To study the relaxation dynamics of the solvent particles prior to the steady state, a
simple, finite barrier, representing the membrane, is introduced for the solvent particles
in Chapter 6. Using a finite barrier serves to slow down the system’s relaxation to
the steady state, allowing us to study in detail the processes and timescales involved
here. By studying both the net flow of particles across the barrier and the flux of
tracer particles, we are able to derive a simple, diffusive model for the dynamics of the
solvent particles which we test against the results from our simulations. An interesting
transition in the solvent dynamics is observed to occur for both the net flux of particles
and for the mixing of the tracers, for which a qualitative explanation is outlined.
In Chapter 7, the osmotic system is driven out-of-equilibrium by making the solute
particles active. Results are presented for the osmotic pressure and the solvent flow
in these active simulations, as well as a model which reconciles the solvent dynamics
in the period prior to the steady state. The implications that using such a setup may
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have for desalination technologies are also discussed.
Finally, I summarise the work presented in this thesis and discuss possible avenues for





In this chapter I first discuss the details of the method used to study osmosis in this
thesis: molecular dynamics simulation. This was a major task for this PhD because
all of the simulation code was written entirely from scratch in the C++ programming
language. In the second half of the chapter an overview is given of some general
techniques which have been used for data analysis. More general treatments of MD
simulations can be found in the excellent books of Allen and Tildesley [4] and Frenkel
and Smit [44]; here I focus on those aspects most relevant to this thesis.
2.1 Molecular dynamics
2.1.1 An overview
The molecular dynamics simulation method is based on Newton’s second law, ~F = m~a.
Where ~F and ~a are the forces and acceleration of a particle at any given time and
m is the particle’s mass. If the forces are conservative1 then they may be written as
the derivative of a scalar potential U as follows: ~F = −~∇U , where ~∇ is the gradient
operator. In simulations of realistic systems, such as proteins and metals, a great deal
of effort has gone into the design of intermolecular potentials [4, 98]. However, in this
work we are interested in simulating only very idealised model systems and so a simple
1This is generally the case in this thesis, although in Chapter 7, when an additional force is applied
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Figure 2.1 Flow diagram illustrating the key processes undertaken during the execution
of the main simulation, for which the velocity Verlet algorithm is used.
interaction is used. For further details of the interaction potential see Section 3.2.1 and
the simulation details for each of the separate results chapters.
In an MD simulation, Newton’s second law is integrated numerically in time for the
positions and velocities of all of the particles in the system. In Figure 2.1, a flow
diagram illustrates the main tasks undertaken during the execution of my MD code.
Although this type of procedure is common to most MD simulations, particular choices
must be made with regard to, for example, the integrator used to evolve the positions
and velocities and the thermostat used to maintain a fixed temperature. These choices
are discussed in the subsequent sections.
2.1.2 Integrators
Many different integrators can be used to propagate the positions and velocities of the
particles forwards through time. Here I discuss the integrator employed for this study:
the velocity Verlet algorithm, which has been used because it is compatible with the
Nosé-Hoover thermostat described later on in this chapter (Section 2.1.3).
The velocity Verlet algorithm essentially consists of a truncated Taylor expansion for
the particle’s position at the next timestep t+ δt, given its current position:
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In Eq.(2.1), ~v(t) represents the velocity and ~a(t) is the particle’s acceleration at the
current timestep. The velocity for the subsequent timestep is obtained in a similar
manner:
~v(t+ δt) = ~v(t) +
1
2
δt [~a(t) + ~a(t+ δt)] , (2.2)
where we have used the Taylor expansion of the acceleration to obtain Eq.(2.2). To
be consistent with the Nosé-Hoover thermostat (see Section 2.1.3), this operation is
undertaken in two stages in the code, as shown in Figure 2.1. The first velocity update
(over half a timestep) is done at the same time as the position update, giving ~v(t+ 12δt) =
~v(t) + 12δt~a(t). Subsequently, the forces are evaluated based on the positions at time
t+ δt, enabling us to complete the velocity update by advancing another half timestep:




The velocity Verlet algorithm conserves energy and therefore the procedure outlined
so far would simulate a system in the micro-canonical (NV E) ensemble. To study
osmosis, however, we would like to simulate in the canonical (NV T ) ensemble – because
experiments are carried out at constant temperature, not constant energy. Therefore,
we need to employ auxiliary devices to maintain a constant temperature in the system;
it is preferable that in doing this the particles’ dynamics are only weakly perturbed.
In this thesis, the Nosé-Hoover [64, 110, 111], Andersen [6], and Nosé-Hoover Langevin
thermostat [79] have been used.
The Andersen thermostat
An Andersen thermostat aims to mimic random collisions with a “heat bath”; for which
the probability distribution for the times between collisions is assumed to be
P (t) = νe−νt, (2.3)
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in which P (t)δt is the probability that a collision will occur in the time window [t, t+δt]
and ν is the collision frequency. This method is implemented by adding a statement
into the velocity update in which, for each particle, you pick a random number between
zero and one and check if it is smaller than the product νδt. If it is, then a random










where vαi is the α component of the i
th particle’s velocity, and m, kB and T are the
mass, Boltzmann’s constant and the desired temperature of the system, respectively.
If, however, the random number is greater than νδt, then you update according to
Eq.(2.2). The Andersen thermostat has the following advantages: it samples from the
canonical ensemble; it is computationally inexpensive; and it is easy to implement.
One particular disadvantage of this thermostat, however, is that, since the algorithm
randomly accelerates and decelerates particles (which can violate the weak perturbation
condition discussed above), it is not physical; thus, dynamical properties, such as the
diffusion coefficient and auto-correlation functions, are not properly reproduced when
using this thermostat. Further information on the Andersen thermostat can be found
in [6, 44].
The Nosé-Hoover thermostat
The Nosé-Hoover thermostat is more “gentle” than the Andersen method because it
does not randomly re-assign particle velocities; instead it “steers” them to the correct
temperature. In this method, the Lagrangian for the system is extended to include an












where L is the number of degrees of freedom of the particles and Q is an effective
“mass” [44] associated with s, which determines the strength of the particles’ coupling
to the heat bath. The resulting (real-space) Hamiltonian for the system can then be














in which ξ = d log sdt . From a practical point of view, the evolution of the positions and
velocities (Eqs.(2.1) and (2.2)) are modified as follows [90]:
~x(t+ δt) = ~x(t) + ~v(t)δt+
δt2
2
[~a(t)− ~v(t)ξ(t)] , (2.7)
and
~v(t+ δt) = ~v(t) +
1
2
δt [~a(t)− ~v(t)ξ(t)] + 1
2
δt [~a(t+ δt)− ~v(t+ δt)ξ(t+ δt)] . (2.8)
Because we have ~v(t+ δt) on both sides of Eq.(2.8), the velocity and the ξ variable are
determined iteratively, according to:
~vk(t+ δt) =
1
(1 + (δt/2)ξk−1(t+ δt))
×
{





ξk(t+ δt) = ξ(t) +
[




where k denotes the current iteration and an initial guess of ξ0(t + δt) = ξ(t − δt) +
2ξ̇(t)δt is used. Full details of the steps used to implement this thermostat within the
velocity Verlet integrator can be found in Appendix 2 of [90]. Using this formalism,
and assuming that there are no external forces and that the centre of mass is fixed,
a canonical ensemble is simulated and Eq.(2.6) represents a quantity which should be
conserved in time.
The Nosé-Hoover thermostat has been proven to generate a canonical ensemble in a
variety of systems. It is relatively simple to implement and because the velocities are
not randomly re-assigned it is more physical than the Andersen method. However,
the Nosé-Hoover thermostat does not work when simulating “stiff” systems – the oft-
quoted example is the 1D harmonic oscillator [79, 89]. In these systems ergodicity (a
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necessary assumption in demonstrating that we sample from the canonical ensemble)
is no longer satisfied, i.e. temporal and spatial averages are no longer equivalent.
The Nosé-Hoover Langevin thermostat
Creating a chain of Nosé-Hoover thermostats [89] is the canonical choice for overcoming
the ergodicity problems associated with the Nosé-Hoover thermostat. However, for the
purpose of this thesis, I was interested in exploring alternative methods. Moreover, the
Nosé-Hoover Langevin technique has the distinct advantage over Nosé-Hoover chains
that it is very simple to incorporate into a MD code. The key addition in the Nosé-
Hoover Langevin method is that the thermostat now evolves stochastically, according



















The first term on the right hand side of Eq.(2.10) is the typical “steering term” carried
over from the standard Nosé-Hoover thermostat (T being the desired temperature), the
second term damps the thermostat (the strength of the damping is controlled by γ)
and the final term, in which W describes a Wiener process [166, 167], involves adding
some Brownian noise to the thermostat, similar to ~FB in Eq.(1.13). In practice this
thermostat is implemented by the addition of the following line in the code both before







where η is chosen at random from a normal distribution and γ is set equal to 1.0
when used in this thesis. To test the thermostat has been successfully implemented we
can set γ = 0 and make sure that the standard Nosé-Hoover thermostat is recovered.
Furthermore, if the noise has been successfully incorporated into the thermostat, the ξ









2.1.4 Further technical considerations associated with MD
Periodic boundary conditions
A commonly employed trick in molecular simulations of bulk liquids — for which surface
effects can arise due to the nature of the forces at the edge of the simulation box
compared to the bulk — is the method of periodic boundary conditions. Using this
technique, a particle which is projected to pass through one face of the simulation box
at time t+ δt will in fact re-enter through the opposite face at the next timestep. This
means that we are in fact simulating an infinite periodic lattice of replicates of our
simulation box. Thus, to compute the interaction between two particles, A and B, the
nearest periodic image of B is taken. Care must be taken when using this method,
however, that particle interactions do not span a length greater than L/2, where L
represents the length of the simulation box.
Neighbour lists
A neighbour list is a method for speeding up the time it takes to carry out by far
the most time consuming part of almost every MD simulation: the force calculation.
Näıvely, we might calculate the force by summing over all pairs of particles contained
within our simulation box; an order N2 operation. A neighbour list provides a
significant speed up in this part of the simulation by storing, for each particle, all of the
particles that are nearby (within a radius determined by the range of the interaction
potential). This list is updated every n timesteps, where n = 60 in my simulations.
The great benefit of using this method is that, at each timestep, we only have to look
over the few particles contained within the list to see if their separation is less than the
range of the interaction potential, making the force calculation of order N rather than
N2. In my simulations, using a neighbour list results in a speed-up of about a factor
of 3.
Reduced units
Finally, in my simulations I also employ “reduced units”. Thus, in all of the simulations
the mass of the particles is set equal to one. As a result, the momentum of a particle is
equal to its velocity and the force is equal to the acceleration. Other units are defined
in terms of parameters associated with the interaction potential – the particle diameter,
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Table 2.1 Relation between reduced (starred) and real (unstarred) units.
Unit Conversion
Density ρ∗ = ρσ3
Temperature T ∗ = kBT/ε
Pressure P ∗ = Pσ3/ε
Time t∗ = (ε/mσ2)1/2t
Force ~f∗ = ~fσ/ε
σ, and the interaction energy, ε. To recover the real units we need simply apply the
appropriate conversion factors. Table (2.1), taken from [4], demonstrates the conversion
of several reduced units to real units.
2.2 Data analysis
2.2.1 Data analysis using Python
During the simulation various quantities, such as the pressure, the temperature, and
the numbers of particles in certain regions, are recorded to disk for later analysis. This
analysis is conducted using Python. Here I briefly comment on the merits of using this
language.
At the core of its philosophy, Python is a language which promotes code readability
and whose syntax is clear, yet concise. Simple tasks can be conducted with the minimal
amount of code. For example, say we want to read in a file which contains data in a
series of columns and then take the average of a particular column; perhaps we are
interested in calculating the average pressure in our simulation. On the LHS of Figure
2.2, I have included a screen shot of the code needed to perform part of this operation
in C++, and on the RHS of Figure 2.2, the equivalent piece of code necessary to
achieve the same result when using Python. Clearly the Python syntax is easier to
read; also it does not require the inclusion of the boost library. Python also has a vast
array of libraries at its disposal, including SciPy, which contains modules for statistics,
optimisation, integration, linear algebra, Fourier transforms, etc., whereas a detailed
knowledge of a textbook such as Numerical Recipes [124] might be required in C++.
Finally, string handling in Python is far simpler. For example, in Figure 2.2 we see
that the split() and strip() functions are far more simply implemented in Python than
in C++.
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Figure 2.2 Snippets of the C++ and Python codes used to process a file. On the LHS a
segment of C++ code is shown, utilising the boost library for string handling
as the data is copied into a vector. On the RHS of the figure, the equivalent
code required for this operation using Python is shown. No modules need
to be imported to perform the equivalent operation in Python.
2.2.2 Measuring structural and dynamical quantities
In later chapters I present results based on the diffusion coefficient and radial
distribution functions. Thus, I include here a description of the methods used to
calculate these quantities.
The diffusion coefficient
In Section 1.2.1 the diffusion coefficient was discussed as a constant of proportionality
in Fick’s macroscopic law of diffusion (Eq.(1.10)), where it represented a measure
of the rate of transport through space due to thermal processes. However, starting
from a microscopic viewpoint and assuming the particles obey a random walk motion,
we can derive a new relation in terms of the mean square displacement of a particle〈
|~r(t)− ~r(0)|2
〉





where, as in Section 1.2.1, D represents the diffusion coefficient in units of length2/time.
In practice we extract values for the mean square displacement in our simulations by
recording the trajectories of particles through time. By plotting this quantity versus
time we can extract the gradient at times beyond the ballistic regime (i.e., where〈
|~r(t)− ~r(0)|2
〉
is linear) and thus determine the diffusion coefficient, D.
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The radial distribution function
The radial distribution function, g(r), can be used to infer information on the local
structure of a fluid. The product ρg(r), where ρ is the average density in the simulation,
can be interpreted as the conditional probability density that a particle be found at a
radial separation r given that another particle is situated at the origin. To calculate the
g(r), a line can be included in the code when updating the neighbour list (see Section
2.1.4) which increments the number in an array, whereby each element in the array
corresponds to the number of particles in the range [r, r + δr] from a central particle.
This is then normalised at the end of the simulation by dividing the number in each
bin by the product of: the number of timesteps for which values have been entered into
the array for the g(r); the number of particles which would be in the bin were the fluid
an ideal gas; and the number of particles for which the g(r) is being calculated.
2.2.3 Estimating errors using the bootstrap technique
Finally in this chapter I discuss the method used to calculate the error on the data
presented throughout this thesis, the bootstrap method. The bootstrap method [37, 38]
is a statistical technique in which the data set is resampled to determine the uncertainty
in a particular value; it is a generalisation of an earlier proposed technique, the jackknife
[127, 128]. I illustrate it here with the following example.
We start by measuring some quantity, the temperature, say, very many times, thus
obtaining a data set T1, T2, ...., TN . This data is then resampled at random until a
new data set is obtained, T̄ ∗1 = T2, T4, T1, T4, TN−1, .., which has the same number of
entries as the original data set. Also note here that the same value may be picked
twice. From this resampled data the mean value, µ∗1, is calculated and this procedure
is repeated many times (≥ 1000 for all of the results presented in this thesis) until




1000. The resulting distribution
should, ideally, be normally distributed. From this distribution the standard deviation
is calculated and reported alongside the actual average temperature as a measure of
our confidence in the average value.
It is advantageous to use this method when calculating the uncertainty in a complex
function for which we would normally have to propagate errors. A commonly reported
issue with the technique is the time spent resampling the original data set; however,
the author has not had such issues in the course of his studies. Additionally, it should
30
be noted that this technique is not reliable when the variable under consideration does





Computer simulations provide a useful tool for studying osmosis, since they allow one to
study in detail the motion of, and forces acting on, individual particles. Yet computer
simulations of osmosis appear relatively rarely in the literature. In this chapter I first
discuss the simulations which have been conducted to date. Broadly speaking, the
literature can be divided into studies which have explored the steady-state osmotic
pressure and solvent dynamics, and more recent studies into the solvent flow across the
membrane prior to the steady state. I then present, in the second half of the chapter,
the details of the simulations used throughout this thesis. In particular, I discuss the
geometries, particle interactions and the parameters used; a section on measuring the
osmotic pressure is also included.
3.1 Previous simulations
3.1.1 Simulations of osmosis during the steady state
Murad and Powles were the first to use MD and Monte Carlo (MC) simulations to
study the steady-state osmotic pressure [103–105]. As well as reproducing the van ’t
Hoff relation, Murad and Powles further demonstrated, in a MC study of a Lennard-
Jones (LJ) system [104] (see Section 3.2.1) with different solute:solvent size (σB/σA) and
interaction (εB/εA) parameters, that the osmotic pressure can deviate quite markedly
from the linear law of van ’t Hoff; see Figure 3.1. As discussed in Section 1.2.2 this
may be reconciled using a concentration-diffusion model for osmosis, where a larger
solute:solvent diameter ratio implies a larger initial solvent density gradient across the
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membrane and, thus, a larger resulting osmotic pressure difference. Remarkably, the
authors even reported results of negative osmotic pressures (see the data set labeled
4 in Figure 3.1); this claim was later retracted [120] upon the realisation that these
particular simulations were not fully equilibrated.
Figure 3.1 The osmotic pressure is displayed as a function of the number of
solute particles in the solution for a range of simulation parameters.
By adjusting the solute:solvent particle diameter ratios (σB/σA) and
interactions parameters (εB/εA), very different results for the osmotic
pressure are obtained. The figure is taken from [104].
Although minimal models (i.e. simple interaction potentials and membranes) were
primarily employed by Murad and Powles, more applied aspects of osmosis were also
considered [121, 122]. For example, it was proposed that an osmotic setup could be
used to measure the activity coefficient of a solution [121] and it was discovered that
the formation and break up (through an electric field) of water clusters in a solution can
affect the rate of solvent transfer in osmosis [122]. More recently, the osmotic pressure
has been used as a method for testing force fields in simulation packages [87].
The steady-state solvent dynamics in osmosis have been studied by Itano et al. [67]
using MD simulations of a LJ system. Of particular interest to the authors was
the influence that the solvent-solute interactions have on the solvent dynamics at
the membrane. They proposed that the inability of the solute to diffuse out of the
solution allowed the solvent in the bath, near to the membrane, to exert a net negative
force on the solvent in the solution, decreasing the overall pressure in the solution
compartment1. Thus, a flow of solvent into the solution compartment takes place
1This is similar to the previously proposed interaction models of Hammel and Scholander discussed
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until the inward and outward pressures are balanced across the membrane – the steady
state. In an indirect sense, the role of the solute here is to draw solvent into the solution
compartment, as has been proposed by others [54, 130]. However, as we shall see in
the next section, osmosis takes place in systems containing hard sphere particles [76]
and so any explanation based on the specific interactions between different particles
cannot constitute a minimal explanation of the phenomenon. It would nevertheless be
of interest to further investigate how the various inter-particle interactions affect the
components of the osmotic pressure; for example, comparison could be made between a
system which has purely repulsive interactions to one which maintains both attractive
and repulsive interactions.
3.1.2 Simulations of the solvent flow prior to the steady state
Recent simulations of osmosis have predominantly concentrated on studying the solvent
dynamics across a (typically porous) membrane prior to the steady state. These studies
have usually been conducted using the MD method and both realistic setups (i.e. taking
water as the solvent and a charged salt as the solute) and minimal model systems, in
which the particle interactions are kept simple, have been considered. However, perhaps
the earliest simulation study, conducted by Flekkoy et al. [43], used a lattice gas setup
to study the solvent flow in osmosis. By introducing position dependent porosity, a
linear relationship between the mass current of solvent particles across the membrane
and the increasing concentration of solute particles was recorded. This is to be expected
if we consider the Kedem-Katchalsky relation (Eq.(1.11)) discussed in Section 1.2.1 and
it is also an experimental fact, see for example [92, 93, 156].
In a significant contribution, Kim et al. used MD simulations to study the osmotic flow
of hard sphere particles through a straight cylindrical pore [76]. A movable constriction
was placed in the pore, which inhibited the flow of solutes past it, and the resulting
osmotic flux was recorded as a function of the position at which this was placed; the
results are shown in Figure 3.2. The mass current of solvent was observed to vary
linearly with increasing solute concentration, as previously noted by Flekkoy et al. and
others. But these authors further noted that solute permeation into the pore acted to
reduce the solvent flux prior to the steady state, from the results labeled C15 in Figure
3.2(a) to the results marked C1. By varying the solute:pore radius ratio, a transition
in the flux was also observed, see Figure 3.2(b), between pores that are permeable to
the solute (the region marked P in the figure) and those that are impermeable to the
in Section 1.2.2.
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solute (the region marked S in the figure). This is consistent with the predictions of
Chou discussed in Section 1.2.2. It is also interesting to note that the flux continues to
increase, for increasing solute:pore size ratios, even after the pore becomes impermeable
to the solute particles.














Figure 5. The effect of positioning the constriction (at different positions within the pore) on
the osmotic flux, measured at four different solute concentrations. The pore is 16 units long, and
measured from the solvent reservoir the two positions are C15, near the solution reservoir; or C1,
near the solvent reservoir. Moving the constriction is equivalent to reversing the reservoirs (or
the pore). At C15 the osmotic conductance of the pore is higher than at C1, showing osmotic
rectification. The relations are highly linear (C1, slope 27.23 ± 0.97, R = 0.999; C15, slope
33.56 ± 0.66, R = 0.999). Pore radius 1.2 units.






Third, linearity indicates that there is no detectable solute–solvent friction in the
pore according to (4.8). It should be remembered that when solute and solvent
molecules meet in the pore their individual interaction can be maximal but that a
simulation represents time-averaged values; for much of the time there will be no
solute in the pore at all. If appreciable friction were present, this might serve to
explain the rectification because the virtual exclusion of solute from the pore in the
C15 configuration would decrease the ratio cs/cw to nearly zero, but this would not
be so where solute can enter the pore in the C1 configuration. Put another way,
using (4.8) to model the average rectification over the range of solute concentration
used in the simulation of figure 5 leads to a severely nonlinear result that is quite
incompatible with the results.
The degree of rectification observed from osmotic flows, θobs, is dependent upon
the pore radius and would be expected to increase with this parameter: table 1 shows
this trend for three simulation experiments.
Viscous flow is proportional to r4p, while diffusive flow is proportional to r
2
p,
although in the system studied here increasing the system volume (reservoirs plus
pore) with a set number of solvent particles will change all the transport properties
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Figure 6. Osmotic solvent particle flux through a pore as a function of λs (the solute:pore
radius ratio, rs/rp). The solute radius is set at values below (open symbols) and above (filled
symbols) the pore radius of 1.75. The disjunction in osmotic flow at λs = 1, determined from
linear regression intercepts, indicates a change by a factor of 1.6 during the transition from a
permeable, P, to a semi-permeable, S, system (P, intercept 362 ± 37, R = 0.98; S, intercept
576 ± 18, 0.98). Pore length = 16.
radius can enter the pore but radii above are excluded. According to bimodal theory,
in the former case solvent fluxes should be driven by diffusive forces and in the latter
by viscous flow. Figure 6 shows such a simulation for eight solutes. It can be seen
from the intercept of regression lines that there is a significant difference between
the rates of osmosis for solutes whose radii lie above (S) or below (P) the pore radius
of 1.75 (solute of radius 1.75 cannot enter the pore). At the limit of the pore radius
for solutes in the permeable domain P the extrapolated osmotic rate is 339, while
the limit for the semi-permeable domain S is 604, with a ratio of 1.78. The change in
osmotic rate is similar to that obtained for the Pf/Pd ratio close to this radius from
the constriction study (table 2). There is no difference at the limiting radius other
than solute being excluded from the pore, and again this produces a change in flow
rate consistent with a bimodal description.
(c) Pf and Pd measurements and their ratio
The results from simulations such as those in figure 4 at zero solute concentration
show that the hydraulic conductance Pf is constant with ∆P . Those results are from
a configuration where a constriction is present in the pore. To obtain conductivity
values pf and pd for a particular pore radius, Pf and Pd have to be measured in
straight unconstricted pores. In figure 7a the effect of ∆P on solvent flow is linear
and in figure 7b the slope Pf is calculated as a function of pore radius rp (see § 3).
Pf is constant with ∆P , behaving as expected for hydraulic or ‘pipe’ flow. Although
Pf does increase ste ply with rp it does not increase with r
4
p as might be expected
for Poiseuille flow at low radii, but there are complicating factors at work. First,
there are restric ed-volume and drag coefficients to be considered when the radius
of the solvent is not very small compared with that of the pore and these change
with rp. Second, the o e in these simulations contributes to the total available
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Figure 3.2 Panel (a) shows the osmotic flux versus the solute concentration difference
across e membrane. The upper data marked C15 represents simulation
results where a constriction, inhibiting the flow of solute, has been placed
inside the pore, near to the entrance of the solution reservoir. The lower data
marked C1 repr sents results from simulations where the same constriction
has been placed at the other end of the pore, near to the solvent only
reservoir. In panel (b) the osmotic flux ha ow been plott d as a function
of the solute:pore radius ratio, λs. Data shown in the region marked P
corresponds to those instances where the membrane allows the entry of
solute particles into the pore. On the other hand, in the region marked
S, the solute is completely excluded fr m the pore. In each instance, a line
of best fit is also plotted alongside the data. Both figures are taken fro
[76].
The authors then compared the results from their osm tic si ulations to those when no
solute particles were present in their solution, but a pressure difference existed between
the two compartments (see Figure 3.3(a)), and to the results that would be expected
for a purely diffusive process ( ee Fig re 3.3(b)). It was subsequ ntly demonstrat d
that flows driven by a hydrostatic r o motic pressure difference are equivalent (s e
Figures 3.2(a) and 3.3(a)) and, by comparison with Figure 3.3(b), that these flows are
markedly driven from those that are expected for a purely diffusive process. It would
be of interest to further study, using a membrane for which the solvent flux can be
accelerated or decelerated, the nature of the transition between diffusive and pressure
driven flows in osmosis.
Raghunathan and Aluru also looked at the mechanism of solvent transport prior to the
steady state in a more detailed MD study of osmosis using a realistic model for water in
combination with a charged porous membrane [131]. It was discovered that the solvent
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flow is fastest in this setup when negatively charged pores are used. A later work by
the same authors demonstrated that using KF or KCl as the solute particles resulted
in a higher osmotic flux of water through a porous membrane than when using NaCl
or LiCl [130].






























Figure 7. (a) Hydraulic flow in a straight pore of radius 1.2 and length 16 without solute (linear
intercept: 3.03 ± 2.33, R = 0.997). (b) The Pf of similar simulations as a function of pore radius
(second-order polynomial: rp intercept ca. 0.6 at Pf = 0, R = 0.99).
volume and this increases with rp, leading to changes in the viscosity of the solvent
and the partial molar volume, particularly within the pore. In this context, it is
not profitable to explain the exact form of the curve but this flow does approach
a Poiseuillean solution at higher pore radii. If the highest four points are plotted
against r4p, there is a good fit to a straight line with R
2 = 0.99. At this stage, it is
gratifying to note that the conductance is near zero as the radius approaches 0.5–0.6,
which is close to that of the solvent particles (0.5), at which radius the pore would
become impassable. Statistically, the pore would be virtually empty of solvent before
its radius had reached 0.5.
Measurements with labelled solvent show similar characteristics and range. In
figure 8a the label flux is shown as a function of label concentration. The results are
linear and clearly conform to Fick’s law, although they are somewhat more variable
than hydraulic flow. This is due to the small number of labelled particles at lower
concentration combined with the absence of a pressure gradient. The calculated
diffusive solvent conductance Pd is shown in figure 8b and this is also comparable
with that obtained with pressure-driven flows. The dependency upon pore radius is
much closer to r2p, as would be expected for a cylindrical pore, although again there
are restricted-volume and drag factors at work, dealt with below. Other variables
such as changes in molar volume or viscosity do not apply here and this probably
accounts for the approach to r2p dependence. A fit of the highest six points versus r
2
p
is highly linear with R2 = 0.998. As observed for Pf in figure 7b the value of Pd has
fallen to near zero between 0.5 and 0.6 as the solvent radius is approached.
(d) Departures from ideal hydrodynamics in small pores: drag coefficients
There are two drag coefficients operating on the solvent in small pores, Gw and
Fw, on viscous flow and diffusive flow (for relevance to pore osmosis see Hill (1995)).
These coefficients are applicable to spheres moving in continuous media and have
been derived hydrodynamically for flow in straight cylindrical pores. Drag coeffi-
cients may be conveniently expressed as dimensionless functions of λ, the ratio rw/rp
(solvent to pore radius). Their limits are 1.0 when λ = 0 and 0 when λ = 1.0, which
follow more from common sense than dynamics: when the pore is large the transport
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Figure 8. (a) Diffusive flow of labelled solvent particles in a straight pore of radius 1.2 and
length 16 without solute (linear intercept: −0.0093 ± 0.009, R = 0.99). (b) The Pd of similar
simulations as a function of pore radius (second-order polynomial: rp intercept ca. 0.6 at Pf = 0,
R = 0.99).
coefficien s attain free-soluti values, but when the pore and solute radii are equal
they must be zero. The drag coefficients may therefore be treated as departures from
the macroscopic descriptions of solvent transport by viscous or diffusive theory as
pores become very narrow. Thes geometrical constraints are independent of the
forc s between particles and in this context are especially relevant to this study. It is
therefore of interest to compute these coefficients using internal data from the sim-
ulations and compare them with expressions derived by macroscopic hydrodynamic
theory.
(e) G coefficient
The hydraulic permeability Pf obtained from figure 7 is a ‘restricted’ permeability





hich necessitates the calculation of the ideal Poiseuillean permeability from the
results of the MD simulation itself. The expressions used to calculate this are those










m, x̄, n and v̄ being the mass, mean free path, number density and mean velocity of
the molecules in the pore, all of which are extracted from the simulations, modified
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Figure 3.3 The flux of solvent under (a) a hydrostatic pressure gradient and (b) a
gradient in the concentration of labeled particles. In the second case the
results are for a purely diffusive system as there is no chemical potential
gradient across the membrane. The squares represent data taken from
simulations and the line indicates a line of best fit. Figures are taken from
[76].
In molecularly narrow pores, a further factor can significantly enhance the solvent flow
through the membrane. By forming a single-file chain, water has been shown [9, 70, 150,
151] to “slip” through the pore. This effect can be described using a 1D random walk
model [70] and provides an explanation for previously reported experimental results
[42, 82] (see Section 1.2.1). These results may have impo tant consequenc s for th use
of osmosis in industry [1, 109, 144], as described in Section 1.4.
In conclusi n, th re have b en relati ely few simulation studies into osmosis. In this
thesis I attempt to address this deficiency. Using a simple minimal model, I consider in
detail the n ture of the partic lar part cle interacti ns during the steady state, further
exploring how these maintain the total particle density gradient across the membrane.
Then, by slowing down the rel xation to the steady state and using a simple model
for the membrane, I explore the nature of the solvent flow prior to the steady state,
examining the transition between diffusive and non-diffusive flows as the membrane
barrier is adjusted. Finally, in a novel take on the classic osmosis experiment, I also
consider simulations in which the solute particles are active. These represent a new
and interesting avenue for further exploration and, in combinati n with the work on
nanoscale, porous membranes discussed above, may have future industrial applications.
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3.2 Simulating osmosis in this thesis
Here I describe the setup used to study osmosis throughout this thesis. Emphasis is
placed on simulating osmosis in as simple a setup as possible to isolate those effects
which are necessary for osmosis to take place from those which simply facilitate the
solvent transfer or increase/decrease the resulting osmotic pressure.
3.2.1 Minimal interactions
We are interested in simulating the simplest possible model of osmosis, avoiding
any complications that may arise due to the specific nature of the solvent or solute
particles. To this end, in the majority of the simulations presented, the particles interact
symmetrically with one another through the Weeks, Chandler, Andersen (WCA)






12 − (σr )6) + ε if r < 2
1
6σ,
0 if r ≥ 2 16σ,
(3.1)
where ε and σ are the interaction energy and diameter of the particles (see Section
2.1.4), respectively. This potential is plotted, alongside the Lennard-Jones potential,
in Figure 3.4. The particles interact strongly when they come within a certain distance
(21/6σ) and do not interact otherwise. Thus, the WCA potential can be thought of as
a slightly soft, hard sphere interaction. Indeed it will be shown in subsequent chapters
that the results obtained from simulations using this potential are similar in nature to
those of an equivalent hard sphere system, for which the Carnahan Starling relation
[16], P/ρkBT = (1 + η + η
2 − η3)/(1 − η)3, where ρ is the density and η the packing
fraction (= πσ3ρ/6), provides a good approximation to the equation of state. Thus,
the Carnahan and Starling relation can be used together with standard thermodynamic
relations to derive analytical results (for example for the density difference across the
membrane) which can be compared with the results from our simulations of WCA
particles.
Osmosis is achieved in our system of WCA particles through the implementation
of a semi-permeable membrane, permeable to the solvent particles, but completely
impermeable to the solute particles. This membrane divides the simulation box into
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Figure 3.4 The interaction potential felt by two particles as a function of their radial
separation. Shown in black is the well-known Lennard-Jones interaction,
often used to simulate liquid matter. This potential has been shifted in the
y − axis by +ε and cut off at the minimum in the potential, r = 2 16σ; the
result is the WCA potential shown in red.
a solution and a solvent bath compartment; the solution contains both solute and
solvent particles and the bath contains only solvent particles. In this thesis we use
two different membrane geometries, referred to from here onwards as the “box in box,
invisible membrane” geometry and the “double box, finite membrane” geometry.
3.2.2 Simulation geometries
The “box in box, invisible membrane” setup
This setup is used when studying the steady-state properties of osmosis because it
allows for a fast equilibration of the system. We achieve this by placing the solution
compartment in the centre of a solvent bath. Periodic boundary conditions, as discussed
earlier in Section 2.1.4, are implemented at the edges of the cubic (i.e. Lx = Ly = Lz =
L) simulation box. The solution is separated from the solvent bath by a membrane that
takes the form of a continuous potential barrier. To further speed-up the equilibration
of the system, the membrane remains visible to the solute particles, but is completely
invisible to the solvent particles. The exact form of the barrier potential is Umem =
kBT (σ/d)
9, where kB is Boltzmann’s constant, T is the temperature, σ is the particle
diameter and d is the perpendicular distance between the particle and the boundary of
the compartment. The force that the solute particles experience is then obtained from
the gradient of the potential, ~Fmem = −~∇Umem. For the corners, the interactions with
each wall are evaluated separately and summed.
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An overview of this setup is given in Figure 3.5, which shows a 3D schematic and a
2D slice through the simulation box. Figure 3.6(a) shows the confining potential that
a solute particle experiences in the y − z plane, at x = 0.5L. Figure 3.6(b) shows the
confining potential and force that a solute particle is subject to as it is moved through
the box in the x direction at a fixed y and z position (y = z = 0.5L) — this corresponds
to the centrally located  in Figure 3.5(b). In a similar manner, the force and potential
have also been tested by moving particles through the simulation box for each of the
positions marked as ⊗ in Figure 3.5(b) to ensure that the potential is continuous around
the solution compartment and that the force returned from the membrane function is











Figure 3.5 (a): A 3D schematic of the setup used. The solution compartment is
embedded in a solvent bath. Panel (b) shows a 2D slice through the
simulation cell at x = 0.5 L. The barrier has been tested to ensure that
the potential is continuous and that the force is the gradient of the potential
for all of the positions marked by circles with crosses through them (⊗) in
the figure.
(a)



















Figure 3.6 (a): The potential experienced by a solute particle as a function of its y and
z position for fixed x = 0.5L. (b): The potential and force as a function of
a particle’s position along the x axis; y and z are fixed at 0.5L (see central
 marked in Figure 3.5(b)).
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Determining the box in box, invisible membrane solution volume
The solution volume is used later on to compute the concentration of solute particles in
the solution, and also to determine the osmotic pressure. However, defining the solution
volume is nontrivial because the potential used to confine the solute particles within the
centrally located solution compartment is smooth; consequently the probability density
for the solute particles decays smoothly close to the confining boundary. The volume
is determined by matching the pressure-density relation for a “gas” of solute particles,
confined in the solution compartment in the absence of solvent, to that of a system of
equivalent particles simulated in a periodic box. The result is shown in Figure 3.7(a);
the closed circles show the pressure-density relation of a system of confined particles,
for which the volume has been adjusted to match the pressure-density relation for a
system of particles in a periodic system (open circles in Figure 3.7(a)). This results in
an effective boundary of the solution compartment which lies 0.91+0.07−0.02σ inside the point
where the confining potential diverges. The error on this value has been determined by
performing a t− test [22] to ensure that the two pressure-density relations (the periodic
and confined) are within statistical agreement of one another relative to the Carnahan-
Starling equation of state, which describes the pressure-density relation for hard-spheres
– the pressure of a hard sphere system is practically identical to the pressure of a WCA
system at lower densities. Further details of this procedure can be found in Appendix
A.
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Figure 3.7 The pressure for a gas of solute particles is shown as a function of increasing
density in both (a) and (b). In (a) the result is shown for the box in box,
invisible membrane setup. The closed circles in the figure have been shifted
along the x − axis until they are in agreement with the open circles. The
effective volume of the solution compartment is established by measuring
the extent to which the confined data must be shifted along the x − axis
(see main text). In (b) similar results are shown for the double box, finite
membrane setup. The shift along the x − axis for the confined data is,
however, here determined by taking the average bulk concentration of solute
particles in actual simulations (see main text for further details).
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The “double box, finite membrane” setup
The double box, finite membrane setup is used when studying the osmotic relaxation to
the steady state. Here we want to slow the solvent dynamics down, using a membrane
which is both simple and easy to manipulate so that we can characterise the solvent-
membrane interactions in as simple a manner as possible. This is best achieved by
dividing the simulation box into two identical compartments, one of which contains
both solute and solvent particles, the solution, and the other which contains only solvent
particles, the solvent bath. The geometry is illustrated in Figure 3.8(a). The solution
and the solvent bath are separated by a barrier that is impermeable to the solute
particles (as above); however, in contrast to the previous setup, the solvent particles
do not pass freely across the membrane but rather experience a finite potential barrier.
This mimics, for example, a membrane with narrow pores through which the solvent
has to pass. The barrier divides the simulation box in half along the long axis (barriers
are centred at x = 0 = Lx and x = 0.5Lx, as illustrated by the dashed lines in Figure
3.8(a)). Periodic boundary conditions are implemented in the x, y and z directions;
also note that the double box is symmetric about x = 0.5Lx, as Ly = Lz = 0.5Lx.
In Figure 3.8(b) the confining potential and the corresponding force which the solvent






9 if d ≥ ∆,
H − 12κd2 if d < ∆.
(3.2)
In Eq.(3.2), H is the barrier height, kBT and d are defined as previously, ∆ represents a
distance from the membrane, and κ is a constant. ∆ and κ are both carefully chosen so




































Figure 3.8 Panel (a) contains a diagram illustrating the double box, finite membrane
setup. The double box is symmetric in the x direction, as the solvent bath
represents a mirror image of the solution. The dashed lines illustrate the
positions of the barrier and periodic boundary conditions are implemented
in all three directions. In (b) the potential and force that a solvent particle
experiences as a function of its x position in the simulation is shown for a
15kBT barrier. As the simulation is periodic in x, the potential and force at
x = 0 should line up with the potential and force at x = Lx. This is indeed
the case as illustrated in the figure.
Table 3.1 The effective volume of the solution compartment, as determined from the
bulk solute concentration, is displayed alongside the corresponding number











Determining the double box, finite membrane solution volume
In this setup we define the solution volume by a more straightforward procedure than
that used in the box in box, invisible membrane case. First, the local density of solute
particles in the bulk region of the solution (i.e. well away from the confining potential)
is recorded for several solute concentrations. For each solute concentration, the effective
volume is then calculated by dividing the total number of solute particles in the solution
by this density. The results are displayed in Table 3.1. The resulting effective volume
and its associated error is then computed from the average and standard deviation of
these values. The final result is that the effective solution boundary lies (0.63± 0.02)σ
inside the point where the confining potential diverges.
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The method presented here for calculating the solution volume is simpler than the
matching of the pressure-density relations used in the box in box, invisible membrane
setup. We can compare the two methods for determining the solution volume in
our double box setup by matching the pressure-density relation for a confined solute
gas to the result obtained when simulating a periodic solute gas (where the shift is
made according to the above volume definition). In Figure 3.7(b) we see that the
two results demonstrate excellent agreement with one another, suggesting that the
pressure-density technique would have produced the same result for the volume of the
solution compartment in the double box setup as that determined via the bulk solute
concentrations method used here.
3.2.3 Measuring the osmotic pressure
The osmotic pressure is a crucial output of the simulations in this thesis, I therefore
include a brief description of the two methods used to determine the osmotic pressure
here.
The method of planes technique
In the first technique, the local pressure is measured inside and outside the solution
compartment and the two values are subtracted to give the difference in pressure across
the membrane: the osmotic pressure. The local pressure can be measured using the
method of planes (MOP) technique (although in Chapter 4 we consider two alternative
approaches). The MOP was first proposed by Irving and Kirkwood [66] and later
re-derived by Todd et al. [155]. In this method, one defines a plane within a local
region of interest and monitors the time-averaged flux of particle momentum normal
to the plane (due to particles crossing the plane) and the inter-particle forces normal
to the plane, for pairs of particles on opposite sides of the plane (see Figure 3.9). For
a plane at position x = x′, which extends right across the simulation box in the y and















[sgn(xi − x′)− sgn(xj − x′)]fxij
 , (3.4)
where A is the area of the plane, the sum is over all pairs of particles (without double
counting), xi and xj are the x-components of the particle position (x̂ being the normal
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to the plane), and pxi and fxij are the normal components of the momentum of particle
i and the force between particles i and j, respectively. This method works well when
the plane over which the pressure is computed is large, but leads to poor statistical
sampling when computing the local pressure in a small region (i.e. over a small plane).
This method has been tested by comparing the total pressure in a homogeneous
simulation to that computed across a finite plane located within a local region of the
simulation. The results, determined over a range of plane sizes, are shown in Figure
3.10(a). For plane sizes & 3σ the two methods are in excellent agreement, but the
results start to deviate when smaller planes are used.
Interactions
Flux of particles
Figure 3.9 Method of planes diagram with a plane of finite extent in the y and z
directions. The solid unidirectional arrow indicates those contributions
to the pressure as given by Eq.(3.4) from the flux of particles across the
plane. Whilst the solid bidirectional arrow denotes those contributions to
the interaction part of Eq.(3.4). The contributions from interactions between
pairs of particles where the vector joining them does not cross the plane of
interest (as in the upper dotted line) do not contribute to the resulting
pressure.
The solute-wall force per unit area
The second, arguably simpler method, is to compute the osmotic pressure by summing
the forces that the solute particles experience due to the confining membrane (described
in Section 3.2.2) and then to divide the result by the membrane area.
The results for the solute-wall force per unit area and the osmotic pressure computed
by subtracting the local pressure in the solvent bath from the local pressure in the
solution compartment are shown in Figure 3.10(b), when using a box in box, invisible
membrane setup, as a function of the solute concentration in the solution. The two
methods give results in excellent agreement across the range of solute concentrations
considered.
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Figure 3.10 In panel (a) the pressure calculated using the method of planes technique
(black circles) is shown for a range of plane sizes. For plane sizes & 3σ the
results converge on the “correct” total pressure, the red line in the figure, of
the simulation box. In panel (b) a comparison is made between the osmotic
pressure as determined by the MOP (black circles) to the solute-wall force
per unit area (black squares) for several solute concentrations.
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Chapter 4
Measuring the Local Pressure
Before beginning to study osmosis, a detailed investigation into the methods available
for measuring the local pressure in MD simulations was first carried out. Such
techniques, as well as being of importance in the current work, are also crucial in other
systems where knowledge of the pressure in regions of the simulation cell containing
perhaps only a few tens of atoms is desired. Examples include calculations of free
energies [107, 139], where the difference between the normal and tangential components
of the local pressure can be used to deduce the surface tension and thus the free energy
in the system, and as a tool for testing coarse-grained hydrodynamic theories [138].
In this chapter I use a fundamental relation, which I denote the “Schweitz virial
relation”, to derive two equivalent expressions for the local pressure using only simple
geometric considerations. The first of these expressions is a well established result
(see for example Lutsko [88] and Cormier et al. [26]), though its standard derivation is
somewhat more complicated than the geometrical method presented here. The second
expression is similar in spirit to the method of planes (MOP) pressure of Irving and
Kirkwood [66] and Todd et al. [155], discussed in the previous chapter (see Section
3.2.3). These expressions are tested using molecular dynamics simulations and are
shown to give accurate results for the local pressure in both a homogeneous and in an
osmotic setup, even when computed over very small spatial regions. The presentation
of the work in this chapter follows closely that published in [83].
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4.1 Existing expressions for the pressure
4.1.1 The global pressure in spatially homogeneous systems
For a spatially homogeneous, closed system, the pressure is commonly computed by
taking the average of an instantaneous “pressure function”:














where N , V and T are the number of particles, volume and temperature, kB is
Boltzmann’s constant, ~ri and ~rj are the positions of particles i and j, ~rij ≡ ~ri − ~rj ,
and ~fij denotes the force exerted on particle i by particle j [4, 19]; the double sum
runs over all pairs of particles, avoiding double counting. The first term in Eq.(4.1) is
the kinetic component of the pressure, arising from the particles’ kinetic energy. The
second term is associated with the inter-particle interactions, which is a function of
their instantaneous configuration.
To derive Eq.(4.1) we follow the approach of Allen and Tildesley [4]. We start by




~ri · ~pi. (4.2)
In the above, ~pi is the momentum and ~ri the position of particle i. By taking the
derivative of Eq.(4.2) with respect to time and assuming we are in the steady state, we












where mi is the mass of particle i, and ~Fi is the total force acting on particle i, due
to the other particles and external forces such as the walls of the container [23, 39].





, is then re-written as a function of the particles’











i=1 ~ri · ~Fi, is split it into its respective contributions, arising from
inter-particle interactions and the confining walls. Upon application of the Divergence
Theorem, the average contribution arising from interactions between the confining







where Fiwall denotes the wall force on particle i, P is the pressure and V the volume
of the cell. This term is taken over to the right hand side of Eq.(4.3) and by dividing
through by 3V one arrives at the expression for the pressure in the system, Eq.(4.1).
4.1.2 The local pressure in spatially heterogeneous systems
In spatially inhomogeneous systems the pressure in local regions may vary and one must
use alternative methods to determine the local pressure. One such method, mentioned
in the previous chapter, is the method of planes (MOP) technique (see Section 3.2.3).
Alternatively, the local pressure can be measured using a local version of Eq.(4.1). This
has the advantage that the region of interest can (in principle) be of arbitrary shape,
and that statistical averages are taken over a volume rather than an area. The following
local pressure function was proposed by Lutsko [88] and later reformulated by Cormier
et al. [26] (note that these authors considered the full stress tensor, while, for simplicity

















In Eq.(4.6) Ω is the volume of the region of interest, centred on ~r, Λi is unity if particle
i lies within the volume Ω, and zero otherwise, and lij is the fraction (0 ≤ lij ≤ 1) of
the line joining particles i and j that lies within Ω (see Figure 4.1). The local pressure
expression (4.6) is analogous to the global one (4.1), but with two important differences.
Firstly, in the kinetic part of Eq.(4.6), only those particles which are inside the region of
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interest (at time t) are included. Secondly, the components of the interaction term are
weighted by the fraction of the line joining particles i and j that is inside the region of
interest; this highlights the crucial importance of correctly accounting for inter-particle
interactions which cross the boundary of the region of interest. Note that particles i







Figure 4.1 Contributions to the interaction part of Eq.(4.6) from different pairs of
particles: the fraction lij of the line joining particles i and j which lies
inside the region of interest is shown as a solid line. ~bij denotes the position
where the line joining particles i and j crosses the boundary.
Both Lutsko [88] and Cormier et al. [26] derive the stress tensor version of Eq.(4.6) by
Fourier transforming the continuity equation for the local momentum flux and applying
Newton’s second law. In this chapter, a simpler and arguably more intuitive, real space
derivation is given, which is directly analogous to the derivation of the global pressure
expression, Eq.(4.1), from the Clausius virial relation (4.3).
This derivation leads both to Eq.(4.6) and to a new expression for the local pressure
involving the flux of particle momentum across the boundaries of the region of
interest, together with cross-boundary interactions. The equivalence between these two
expressions shows directly how the relation between surface flux and volume pressure
measurements extends to the atomic scale. This approach may also prove useful in
future for deriving local pressure expressions for systems with different dynamical rules,
such as run-and-tumble swimmers [17] or particles with viscous dynamics [4].
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4.2 A new derivation of the local pressure
To compute the local pressure at some position ~r in the system, we consider a local
region of fluid, of volume Ω, centred on ~r. Particles within this region interact with other
particles both inside and outside the region. During a given time interval, particles will
enter and leave the region of interest.
4.2.1 The Schweitz virial relation
The starting point for the subsequent derivation is an analogue of the Clausius virial
















(~ri · ~pi) Λ̇i
〉
= 0, (4.7)
where, as above, the function Λi(t) measures whether or not particle i is within the
region of interest at time t, and its time derivative dΛi(t)/dt ≡ Λ̇i produces a positive
or negative δ-function peak at the moment when particle i enters or leaves the region
of interest. As noted above, the Clausius virial relation, Eq.(4.3), can be derived by
setting the time derivative of the function 〈G〉 =
〈∑N
i=1 ~ri · ~pi
〉
to zero in the steady
state. For open systems, the derivation of the Schweitz virial relation follows a similar




from particles entering and leaving the system [140].







≡ Ekin, is the average kinetic energy
of particles in the region of interest and is directly analogous to the first term in
Eq.(4.3). The second, interaction, term is analogous to the second term in Eq.(4.3)
— we assume that there are no external forces so the total force on particle i is given
by the sum of interactions with all other particles in the system. The final term in
Eq.(4.7),
〈∑N
i=1 (~ri · ~pi) Λ̇i
〉
≡ Φ, accounts for the exchange of particles between the
region of interest and its surroundings. Particles entering the region contribute ~ri · ~pi
while those leaving contribute −~ri · ~pi; these do not cancel because the momentum
vectors ~pi for particles entering and leaving are opposite in sign.
The second term in Eq.(4.7) can be split into contributions due to interactions with























in in ~rij · ~fij
〉
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in out ~ri · ~fij
〉
contains contributions
where particle i is inside the region and particle j is outside. Substituting Eq.(4.8)
into Eq.(4.7) allows one to write the Schweitz virial relation as
Ekin + Vint + Vext + Φ = 0. (4.9)
4.2.2 Components of the local pressure
Equation (4.9) has been written in a form more suited to deriving expressions for the
local pressure. As in the MOP technique (Eq.(3.4)), the local pressure expression will
have two components: a kinetic component, Pkin(~r), which is given by the normal
flux of particle momentum across the boundaries of the region of interest, and an
interaction component, Pint(~r), which is the surface density of inter-particle forces
across the boundary. We now relate these components to the terms in Eq.(4.9). Note
that throughout this chapter the normal to the boundary is assumed to point in the
outward direction.
Kinetic component
The kinetic component of the local pressure can be related to the component Φ ≡〈∑N
i=1 (~ri · ~pi) Λ̇i
〉
of the Schweitz virial relation. To see this, the particle momentum,
~pi, is split into its components normal and tangential to the boundary: ~pi = (~pi · n̂)n̂+







(~pi · n̂)(~ri · n̂) + (~pi · t̂)(~ri · t̂)
]〉
. (4.10)








j>i ~rij · ~fij is used, since ~fij = −~fji [4]. A
new notation:
∑




j>i ΛiΛjgij has also been introduced. Likewise, the notation∑




j>i(1−Λi)(1−Λj)gij is introduced and
∑




j 6=i Λi(1−Λj)gij =∑N−1
i=1
∑
j>i[Λi(1 − Λj)gij + Λj(1 − Λi)gji].
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Assuming that the density of particles is uniform across the region of interest, the
second term in Eq.(4.10) averages to zero. Next, we note that because Λ̇i is nonzero
only when a particle is at the boundary, ~ri · n̂ may be taken outside the summation.
Assuming (without loss of generality) that the region of interest is cubic with the origin
at its centre and sides of length L, ~ri · n̂ = L/2 and the total (outward) momentum flux〈∑
i(~pi · n̂)Λ̇i
〉
across each of the 6 faces is −PkinL2. Eq.(4.10) therefore reduces to
Φ = −3ΩPkin(~r). (4.11)
Interaction component
In a similar way, the interaction component of the local pressure, Pint(~r), can be related
to the component Vext of the Schweitz virial relation. The position vector ~ri may be
written as ~ri = ~bij+~rijlij , where ~bij denotes the position where the line linking particles
i and j crosses the boundary of the region of interest and lij is the fraction of the line

























where the second line follows from splitting the inter-particle force ~fij into its








. Focusing on the first term, we note that ~bij points
to the boundary and so (assuming the same cubic geometry as above), ~bij · n̂ = L/2.
Denoting as σ the average outward normal force per unit area crossing the boundary,












(L2σ) = −3Ωσ. (4.13)
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Figure 4.2 (a) Geometric illustration of the case where particles i and j are both outside
the region of interest. (b) Illustration of the simplified one dimensional
scenario used to show that Ct = −Dt.
of normal force crossing the boundary: Pint = σ+ξ, where ξ is the normal contribution
due to pairs of particles i and j which are both outside the region of interest (see Figure
4.1).
Let us now consider ξ: the contribution to the interaction component of the pressure
made by pairs of particles i and j, in the cases where both particles are outside the
region of interest, but (as illustrated in Figure 4.1) the line joining particles i and j
crosses the boundary. Starting once again, for simplicity, from the assumption that
the region of interest is cubic (with sides of length L and origin at the centre), the line
joining particles i and j crosses the boundary on two different faces. These crossing





































ij into components normal and tangential to the boundary on





ij · n̂(1))n̂(1) + (~b
(1)
ij · t̂(1))t̂(1) etc.), and noting that
(~b
(1)
ij · n̂(1)) = (~b
(2)







= 3Ωξ − (D(1)t +D
(2)
t ). (4.15)
In the above, ξ is the (outward) normal force per unit area crossing the bound-



















~fji = −~fij has been used). Assuming that particles are homogeneously distributed




t = Dt/2 (by symmetry, see Figure 4.2(a)).
We now demonstrate that Dt = −Ct, where Ct, as defined above, is the tangential
component of the (i in, j out) contribution to Vext. This is achieved by studying the
simplified one dimensional scenario shown in Figure 4.2(b), in which only particles i and
j lying along two lines parallel to the x axis are considered. It is further assumed that
interactions are restricted in range, such that each particle i interacts with only two
interaction partners j, as shown in Figure 4.2(b), with tangential forces f in opposite






~bij · t̂)(~fij · t̂). The interactions shown in Figure 4.2(b) are added together
for the cases where particle i is inside the region of interest (−L/2 < xi < L/2) and the
line joining i and j crosses the top face of the region – i.e. the contributions to Ct for
this face. The result is fβd(β−L), where d is the number of particles i per unit length
along the line2. Next, a summation over the contributions for the cases where particle
i is outside the region of interest, but the line joining i and j still crosses the top face of
the region (i.e. the contributions to Dt for this face) is made. Contributions ±(x∓β)f
are made by particles i for which (−L/2 − β) < xi < −L/2 or L/2 < xi < (L/2 + β)
(case C in Figure 4.2(b)). Integrating over these ranges of xi, a total contribution to
Dt of fβd(L− β) results. Thus the contributions to the (i in, j out) tangential term Ct
are exactly compensated by the contributions to the (i out, j out) tangential term Dt,
and Eq.(4.15) reduces to








Putting together Eqs.(4.12), (4.13) and (4.16), we can relate Pint to Vext by:
− 3ΩPint(~r) = −3Ω(σ + ξ) = Vext − Vcorr, (4.17)
where
2This result follows from noting that particles i for which (−L/2 + β < xi < L/2 − β) have 2
partners and contribute −2fβ (case A in Figure 4.2(b)), particles for which −L/2 < xi < −L/2 + β
have 1 partner and contribute −(xi + β)f while particles for which L/2 − β < xi < L/2 have 1
partner and contribute (xi−β)f (case B in Figure 4.2(b)); these contributions are then integrated over



























4.2.3 Boundary expression for the local pressure
An expression for the local pressure, P (~r), can be obtained by combining Eqs.(4.11)
and (4.17):
P (~r) = Pkin + Pint = −
1
3Ω






(~ri · ~pi) Λ̇i +
∑
in out






Equation (4.19) provides a simple prescription for computing the local pressure. The
first term sums over all particles which enter or leave the region of interest and is
equivalent to the momentum flux density due to particles crossing the boundary, while
the remaining terms, which account for the force density at the boundary due to inter-
particle interactions, sum over all pairs of particles for which the line connecting the two
particles crosses the boundary of the region of interest. In the case where the region of
interest is large, P (~r) is dominated by the contributions of Φ and Vext (Vcorr becomes
negligible); however, as is shown below in Figure 4.3(b), Vcorr makes an important
contribution when the region of interest is small. Eq.(4.19) provides an alternative
to existing local pressure expressions, and demonstrates explicitly how the relation
between surface flux and volume pressure expressions extends to very small regions of
space.
4.2.4 Volume expression for the local pressure
The Schweitz virial relation provides a direct route from this “boundary” expression to
the more usual expression for the local pressure, Eq.(4.6), which involves a sum over


















































where the last line follows from the fact that lij = 1 if both particles are inside the region
of interest (assuming the boundary is everywhere concave). Eq.(4.20) is identical to
Eq.(4.6), and constitutes a local version of the global instantaneous pressure function,
Eq.(4.1).
4.3 Testing the local pressure expressions using simula-
tions
The Schweitz virial relation, Eq.(4.9), as well as the two expressions for the local
pressure, Eqs.(4.19) and (4.20), were tested using molecular dynamics simulations in
both a homogeneous bath and in an osmotic setup. In the simulations, a periodic box
contains 5000 particles at an overall density ρ = 0.8 σ−3 (reduced units, see Section
2.1.4), which interact via a WCA potential [165] (described in Section 3.2.1). The
particle size σ = 1.0, the interaction parameter ε = kBT = 1.0 (both in reduced
units) and the box length is 18.42 σ. The system is simulated using the velocity Verlet
algorithm with timestep ∆t = 0.001 (reduced units) and is maintained in the canonical
(NVT) ensemble using a Nosé-Hoover thermostat at temperature, T = 1.0 (reduced
units). Further details of the simulation setup, particularly the osmotic setup, can
be found in Chapters 2 and 3. All of the runs presented here are equilibrated for 40
reduced time units prior to data collection, and data is collected over at least 2000
reduced time units. The bootstrap technique, as outlined in Section 2.2.3, was used to
calculate the errors with 1000 replica datasets.
4.3.1 A homogeneous fluid
The local pressure, as measured using expressions 4.19 and 4.20, was first tested in
a homogeneous fluid, where comparison with the global pressure (Eq.(4.1)) could be
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Figure 4.3 Molecular dynamics simulation results for the homogeneous fluid. (a):
Ekin + Vint + Vext + Φ as a function of the size L of the region of interest.
(b): Local pressure in the region of interest, computed using Eq.(4.19) (blue
squares) and Eq.(4.20) (black circles) as a function of the size L of the region
of interest. The apparent correlation between these results arises because
the same simulation data set was used in both cases. The green line shows
the global pressure computed using Eq.(4.1). The inset shows the pressure
computed using Eq.(4.20), not including Vcorr (red triangles; note the very
different scale on the pressure axis).
made. The Schweitz relation, Eq.(4.9), was also tested using this simple system. A
cubic region of interest was defined, located in the centre of the simulation box, whose
size L was varied from L = 5.5 σ to L = 3 σ. For this smallest value of L, the region
of interest contains only ∼ 21 particles on average.
Figure 4.3(a) shows Ekin + Vint + Vext + Φ as a function of the size L of the region of
interest. As predicted by the Schweitz relation (4.9), this quantity is zero within the
error bars (note that of the individual terms in this sum, two are ∼ 5 and the other
two are ∼ 0.8). Figure 4.3(b) shows the local pressure P (~r) in the region of interest,
computed using expressions (4.19) and (4.20), as a function of L. Both expressions give
results in excellent agreement with the global pressure across the whole simulation box,
computed using Eq.(4.1). The inset to Figure 4.3(b), which shows Eq.(4.20), neglecting
the Vcorr term, demonstrates the importance of correctly accounting for the boundary
terms: neglecting Vcorr gives a large error, which increases as L decreases.
4.3.2 An osmotic system
Relations (4.9), (4.19) and (4.20) were also tested using the box in box, invisible
membrane osmotic setup, where the local pressure varies within the simulation cell.
A brief summary of the osmotic setup used is given here. For full details the reader







































Figure 4.4 Molecular dynamics simulations for the osmotic system. (a): Ekin + Vint +
Vext + Φ as a function of the concentration cs of solute particles, computed
for a small subregion (of dimensions Lx = Ly = Lz = 6 σ) within the
solution compartment (black circles) and for a small subregion (Lx = 2 σ,
Ly = Lz = 7 σ) outside the solution (blue squares). (b): Osmotic pressure
difference ∆P between the solution and its surroundings, computed using
Eq.(4.19) (green triangles) and using Eq.(4.20) (blue circles) (for the same
subregions). Results are also shown for a direct computation of the normal
solute-membrane force per unit area (red squares). Error bars are smaller
than the symbols. The prediction of the van’t Hoff equation, ∆P = kBTcs,
is also shown (black line).
region of the simulation are labeled as solute particles and the remaining particles are
solvent. The solute particles are confined within a cubic region of volume V = 786+13−32 σ
3
in the center of the simulation box by a smooth confining potential; solvent particles
do not experience this potential and are free to move throughout the simulation box.
The confining potential acts as a semi-permeable membrane, resulting in an osmotic
pressure difference, ∆P , between the solution region where the solutes are confined and
the rest of the simulation box.
To compute the osmotic pressure, local regions of interest, both inside and outside
the solution compartment, are defined (for dimensions see the caption of Figure 4.4).
Figure 4.4(a) shows that the Schweitz virial relation (4.9) is obeyed in both of these local
regions, over a range of solute concentrations. The pressure in the two local regions is
then computed using Eqs.(4.19) and (4.20); subtracting the result in the solution from
that in the bath gives the osmotic pressure difference, ∆P . Figure 4.4(b) shows ∆P as
a function of the concentration cs of solute particles in the solution compartment. Both
methods for computing the local pressure produce results in excellent agreement with a
direct calculation of the osmotic pressure obtained by measuring the average confining
force on the solutes, per unit area of the confining box, as discussed in Section 3.2.3.
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4.4 Discussion
Accurate methods for computing the local pressure are essential for simulating
inhomogeneous soft matter systems. In this chapter two equivalent expressions for
the local pressure have been derived and tested in molecular dynamics simulations.
The “boundary” expression, Eq.(4.19), involves summation over interactions between
particles within and outside the local region of interest and is similar in spirit to
the MOP approach of Irving and Kirkwood [66] and of Todd et al. [155]. It is
believed, however, that Eq.(4.19) is new. The “volume” expression, Eq.(4.20), is
a local analogue of the function commonly used to compute the global pressure in
homogeneous simulations; this involves summation over interactions between pairs
of particles within the region of interest. This expression was previously derived
via a Fourier transform method by Lutsko [88] and by Cormier et al. [26]; the
derivation presented here, based on the Schweitz virial relation, provides a simple real-
space alternative. Importantly, both local pressure expressions take careful account of
interactions close to the boundary: this is crucial when the region of interest is of the
order of the particle size.
This approach may also prove useful in the future for deriving local pressure expressions
in systems whose dynamics are more complex: for example systems with viscous
dynamics [4], or active matter systems in which particles are self-propelled and/or
chemotactic [17]. Here, the Fourier transform derivation of Lutsko and Cormier et al.
[26, 88] might prove challenging, but it is hoped that the real-space method, presented
here, should hold with only minor modifications.
Finally, it is noted that in this chapter the local pressure is assumed isotropic: therefore
expressions are derived for the scalar pressure rather than the local pressure tensor, as
in previous work [26, 66, 88, 155]. It should be possible to extend the present derivation
to obtain the analogous expressions for the pressure tensor, via a tensor analogue of
the Schweitz virial relation. For the present, this is left as an interesting avenue for
future work.
In the next chapter I will build on the work presented here, using the osmotic setup to
conduct a more detailed analysis of the physics of the osmotic steady state, focusing in




Osmosis in the Steady State: a
Minimal Model
In this chapter the box in box, invisible membrane simulation setup (see Section 3.2.2)
is used to analyse in detail the steady-state properties of a minimal model for an osmotic
system. As discussed in Chapter 1, osmosis is a well understood phenomenon when
considered from a thermodynamic point of view; however, at the molecular level, the
nature of the solvent transfer across the membrane remains the subject of some debate.
Despite a plethora of proposed mechanisms, there remains no clear consensus in the
literature concerning the dynamical mechanisms of solvent flow in osmosis. In realistic
systems, factors such as the membrane geometry and the inter-particle interactions will
almost certainly influence the solvent dynamics at the membrane. However, osmosis is
known to occur in systems comprising hard sphere particles [76] and ones where solvent
membrane interactions are absent [67]. The purpose of this chapter is, therefore, to
determine the fundamental mechanisms responsible for osmotic density gradients in a
minimal system which involves only repulsive inter-particle interactions and in which
there are no solvent-membrane interactions.
In a previous simulation work [67], Itano et al. studied the relation between the solvent
dynamics at the membrane and the solvent-solute interaction in a Lennard-Jones (LJ)
system, which includes both repulsive and attractive interactions. In this chapter I will
extend on this work by examining the various components of the osmotic pressure in
terms of solute-solute and solute-solvent virial contributions to the pressure in both our
minimal model, WCA system and, also, a LJ system. In doing so we can separate those
effects which arise in systems containing both attractive and repulsive interactions from
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those which may in fact be more generic.
A simple hopping model, removed from thermodynamical concepts such as the chemical
potential and/or any knowledge of the inter-particle potential, is also proposed as a
simple and intuitive explanation for the phenomenon in ideal situations. To ensure
that this model suffices in explaining the solvent dynamics in our system, more complex
mechanisms, such as solvent entrainment, are tested for by studying the steady-state
solvent crossings of the membrane.
To formulate a coherent story, such that theory and simulation are concurrently
compared, I first present the simulation setup used throughout this chapter. Results for
the steady-state density gradient across the membrane for an equivalent hard sphere
system are then derived and compared to the data from simulations. From this we
conclude that the system does in fact mimic a system of hard spheres. The resulting
osmotic pressure is subsequently studied as a function of the solute concentration in
the solution, and a comparison is made to the results from a new derivation for the
osmotic pressure, based on the solute particles’ virial relation. The virial components
of the pressure are then explored in detail, for both the minimal model system and in
an equivalent LJ system. Finally, a model for the solvent dynamics at the membrane
is presented, based on the hopping of solvent particles at the membrane, from which
a further derivation for the osmotic pressure follows. This derivation is based on the
density gradients of particles across the membrane and does not involve any complex
mechanisms for solvent transport, such as solvent entrainment. To establish that the
proposed model suffices as an explanation for the steady-state dynamics of the particles
in this study, a more detailed examination of the dynamics of the solvent particles as
they cross the membrane is conducted during this period. In particular, correlations
between the dynamics of the solute particles at the membrane and the subsequent
dynamics of the solvent particles are analysed. From this we are able to test whether
or not the solvent entrainment models or micropump models as proposed by Ben-Sasson
and Grover [137] (discussed in Section 1.2.2) play a significant role in governing the
steady-state solvent dynamics at the membrane for our minimal model system. The
results presented in this chapter follow closely those published in [84].
5.1 Simulation details
The simulation setup is described in detail in Chapter 3, Sections 3.2.1 and 3.2.2.
Here I briefly restate the key points of the model. A minimal model setup is used,
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such that solvent and solute particles interact repulsively with one another in an
indistinguishable manner and there are no solvent-membrane interactions. A box in
box, invisible membrane setup is implemented by embedding a solution compartment,
containing both solvent and solute particles, in a bath containing only solvent particles.
A schematic of the setup, as well as a snapshot from a simulation (in which the solution
compartment has been isolated), is shown in Figure 5.1.
In our simulations, the solute particles remain confined in the centrally located solution
compartment, whereas the solvent particles are free to move between compartments.
The confining potential therefore acts like a semi-permeable membrane. Both solvent
and solute particles are of unit mass and interact through the repulsive WCA potential,
outlined in Section 3.2.1, with parameters σ = 1.0 and ε = kBT = 1.0. A timestep
of ∆t = 0.001 is used in combination with a velocity Verlet algorithm and a Nosé-
Hoover thermostat. The system contains 5000 particles in a simulation cell of size
L = 18.42 σ, so that the overall particle density ρtotal = 0.8 σ
−3 (the packing fraction
πσ3ρtotal/6 = 0.42).
Figure 5.1 (a): Illustration of the model system. Solute particles are confined within a
cubic solution compartment located in the centre of the simulation box. (b):
Simulation snapshot; solute and solvent particles are coloured green and blue
respectively. For clarity only particles located in the solution compartment
are shown.
This chapter is concerned with the steady state, thus the simulations are allowed to
equilibrate thoroughly for 40 reduced time units before data is collected for a further
2000 reduced time units. We measure the local pressure in the solution and solvent
compartments using the method of planes technique [66, 155]. As discussed in Section
3.2.3, this method constitutes a direct measurement of the kinetic and interaction
components of the momentum flux across a local plane. The osmotic pressure is then
computed by subtracting the local pressure in the solution compartment from that in
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the solvent bath. To compute the concentration of solute particles in the solution, we
use the definition of the solution volume as described in Section 3.2.2.
5.2 Osmosis in the minimal model system
In this section we explore in detail the nature of the solvent density gradient and
the osmotic pressure across the membrane. The results from simulations of particles
interacting via the repulsive WCA potential are first compared to a theoretical analysis
for the density gradient and osmotic pressure of a hard sphere fluid. A further analysis
of the virial components of the pressure is conducted to compare the results between
simulations using a WCA (purely repulsive) interaction potential with those in which
a LJ (repulsive and attractive) interaction potential is used. This work follows from
the preliminary simulations of osmosis conducted in Chapter 4.
5.2.1 Osmotic density gradients from simulations and theoretical
considerations
We begin by presenting simulation results for the osmotic density gradient in our model
system of WCA particles. Figure 5.2 shows density profiles taken through the middle of
our simulation box. As expected, the total particle density, solute plus solvent (Figure
5.2(a)), is higher in the solution than in the solvent compartment, demonstrating that
osmosis has taken place in our system. In contrast, the solvent density is lower in
the solution than in the solvent compartment (Figure 5.2(b)). This density imbalance
increases linearly with the concentration of solute, cs, as shown in Figure 5.3. Figure
5.3 also demonstrates that, over the parameter range considered here, the particle
density in the solvent compartment remains virtually unaffected by changes in the
solute concentration, confirming that the solvent compartment is large enough to be
regarded as a reservoir.
If we now approximate the interactions between the particles in the simulations to
be hard-sphere-like, it is possible to derive the steady-state density of particles in the
solution and solvent bath compartments respectively. In a system comprised of hard
sphere particles, liquid state theory [16, 58] tells us that the free energy in the solvent
compartment can be expressed as follows:
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Figure 5.2 Local density profiles ρ(x) (in units of σ−3) measured across the middle of
the simulation box, for a solute concentration, cs = 0.254 σ
−3. Panel (a)












Figure 5.3 Spatially averaged solvent density ρv as a function of the solute concentration
cs (both in units of σ
−3), in the solution and solvent compartments (circles
and squares respectively). The dashed lines show theoretical predictions,
































where Λ is the de Broglie thermal wavelength and the solvent compartment, of volume
V out, contains Noutv solvent particles, at packing fraction η
out
v (this is related to
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3/6). The chemical potential is given by µoutv =
∂F out/∂Noutv = (πσ














The solution compartment on the other hand is of volume V in and contains a mixture
of solute particles, at packing fraction ηs, and solvent particles, at packing fraction η
in
v .
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The chemical potential, µinv = ∂F
in/∂N inv = (πσ
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. (5.4)
As discussed in Chapter 1, the steady state is obtained when the solvent chemical
potentials across the membrane are equal. Thus, by setting µinv = µ
out
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Conservation of solvent particle number implies that






where Nv is the total number of solvent particles. Equations (5.5) and (5.6) may then
be solved numerically to obtain ηinv and η
out
v as functions of the solute packing fraction
ηs.
In Figure 5.3 the predictions for a system of hard sphere particles using the procedure
outlined above have been included as dashed lines in the figure. Clearly the results
from simulation and theory are in excellent agreement, demonstrating that our system
of WCA particles can be well-approximated using hard sphere interactions.
5.2.2 The osmotic pressure
The osmotic pressure in our simulations, ∆P (i.e. the pressure difference between the
solution and solvent compartments), is shown in Figure 5.4 as a function of the solute
concentration, cs. At low solute concentration, the simulation results (circles) are in
good agreement with the van ’t Hoff relation (dotted line). At high solute concentration
(cs > 0.1 σ
−3, corresponding to a solute packing fraction greater than 0.05), the osmotic
pressure exceeds that predicted by the van ’t Hoff relation, as expected in a system
with repulsive solute-solute and solute-solvent interactions. Interestingly, however, the
osmotic pressure in the system is significantly lower than the pressure that would be
obtained for a gas of WCA particles at density cs (dashed line in Figure 5.4; computed
using the Carnahan-Starling equation of state). Thus a näıve picture in which one treats
the solution simply as a “solute gas”, ignoring the solvent (as was done in the solute
bombardment models discussed in Chapter 1) does not correctly account for the osmotic
pressure. Figure 5.4 also shows the osmotic pressure predicted by a full thermodynamic
calculation, for solvent and solute, using the Carnahan-Starling equation of state (dot-
dashed line); this prediction agrees well with the results from simulations, as expected
for a system of particles with hard-sphere-like interactions.
Standard derivations of the osmotic pressure (including the dot-dashed line in Figure
5.4) rely on thermodynamic principles, i.e. on equality of the chemical potential across
the membrane. In contrast, my aim in this chapter is to investigate the mechanical
origins of osmosis. Thus it is of interest to derive expressions for the osmotic pressure
from purely mechanical principles, without recourse to thermodynamics. In Chapter
4, I discussed the Clausius virial relation for a system of particles in a closed system.
Building on this work, I now derive a virial relation for the osmotic pressure based
purely on mechanical principles. In our simulations the solute particles remain confined

















Figure 5.4 Osmotic pressure ∆P (in units of kBTσ
−3) as a function of solute
concentration cs (in units of σ
−3). In the main plot, the symbols show
simulation results. The circles show direct measurements of ∆P taken
from simulations, computed using the method of planes (see Section 3.2.3).
The squares show ∆P computed in the simulations using Eq.(5.10). The
statistical errors on the symbols are ±3% for cs (circles and squares)
and ±3% for ∆P (squares only) – i.e. approximately the size of the
symbols. These errors arise mainly from uncertainty in the position of the
solution boundary, as discussed in Section 3.2.2. The lines show theoretical
predictions. The dotted line shows the van ’t Hoff relation, ∆P = kBTcs.
The dashed line shows the pressure of a system of hard spheres at density
cs, computed using the Carnahan-Starling equation of state. The dot-
dashed line shows the osmotic pressure predicted by a full thermodynamic
calculation, including solute and solvent, using the Carnahan-Starling
equation of state. In the inset, the circles are the same as in the main
plot, while the triangles show the prediction of the simple hopping model







where ρinv and ρ
out
v are the average solvent densities in the solution and
solvent compartments respectively).





/dt = 0 (where the sum is over
all solute particles, ~ri and ~pi are the position and momentum of particle i, respectively,
and the angular brackets denote an ensemble average). Expanding the time derivative












where, as in Chapter 4, ~Fi is the total force acting on solute particle i, and mi is its
mass. This constitutes a Clausius virial relation for the solutes. Splitting the force
~Fi into the contributions due to interactions with the confining potential, solute-solute
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~ri. ~fi,conf = 0, (5.8)
where ~fij is the force exerted on particle i by particle j and ~fi,conf is the confining force
on particle i. The first sum is over solute-solute pairs (without double counting), the
second sum is over solute-solvent pairs, and the final sum is over interactions between
solute particles and the “membrane”. Focusing on the final term, we note that, to
a good approximation, solute particles only feel the confining force when they are
very close to the boundary of the solution compartment. The final term can then
be approximated by an integral over a narrow shell at the boundary of the solution
compartment. Taking into account also the fact that the osmotic pressure is given
by the average normal force per unit area on the membrane, which in our system is




~ri. ~fi,conf ≈ −3V in∆P, (5.9)
where ∆P is the osmotic pressure and V in is the volume of the solution compartment.
Substituting Eq.(5.9) into Eq.(5.8) leads directly to














Since the starting point of this derivation, the Clausius virial relation, follows from
Newton’s equations of motion in a system at steady state (see Chapter 4), Eq.(5.10)
amounts to a purely mechanical description of the osmotic pressure in the system.
Figure 5.4 (squares) shows that Eq.(5.10) is indeed in good agreement with the direct
measurement of ∆P measured in the simulations (circles), over the full range of solute
concentrations tested. To the best of the author’s knowledge, Eq.(5.10) is a new result.
Equation (5.10) provides insight into the origins of the deviation of the osmotic pressure
from the van ’t Hoff relation as the solute concentration increases. This deviation arises

































Figure 5.5 Virial contributions accounting for the deviation of the osmotic pressure from
the van ’t Hoff relation in a system using a WCA interaction potential (panel
(a)) and one in which a LJ interaction potential is used (panel (b)). The
circles show the solute-solute contribution (the first term in the brackets
in Eq.(5.10)) and the squares show the solute-solvent contribution (the
second term in the brackets in Eq.(5.10)). The inset splits the solute-solvent
contribution into the parts due to interactions with solvent particles inside
and outside the solution compartment (upward and downward-pointing
triangles respectively).
Eq.(5.10) respectively). These contributions are plotted in Figure 5.5(a) for our system
of hard-sphere-like particles: the solute-solute interactions (circles in Figure 5.5(a))
make a positive contribution to the osmotic pressure, as one would expect from a
“solute gas” picture, with repulsive solute-solute interactions. However, solute-solvent
interactions (squares in Figure 5.5(a)) make a net negative contribution, decreasing the
osmotic pressure. To understand the origin of this negative contribution, the solute-
solvent term is split into contributions due to solvent particles inside and outside the
solution compartment. The inset to Figure 5.5(a) shows that solute-solvent interactions
inside the solution compartment increase the osmotic pressure (upward triangles in the
inset), while interactions between solute particles and solvent particles which are outside
the solution compartment (i.e. cross-membrane interactions; downward triangles in the
inset) decrease the osmotic pressure. Thus, in the simulations, the solute particles are
pushed outwards by interactions with other solutes and with solvent particles in the
solution, but at the same time they are pushed inwards by interactions with solvent
particles located outside the solution compartment.
To establish whether this behaviour is unique to hard-sphere-like systems, the virial
components of Eq.(5.10) have also been studied in an equivalent Lennard-Jones (LJ)
system (the LJ potential is shown in Figure 3.4 in Chapter 3), which contains both
attractive and repulsive interactions, over several solute concentrations; see Figure
5.5(b). The behaviour of each of the virial components as a function of the solute
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Table 5.1 The ratio of the osmotic pressures in the WCA and LJ systems (as calculated
using the MOP technique) are shown for several solute concentrations.
cs (σ





concentration, shown in Figures 5.5(a) and (b), appears almost identical across the
two systems studied. This suggests that the behaviour of the virial components of the
osmotic pressure in the LJ system, as a function of increasing solute concentration, are
dictated by the repulsive component of the interaction potential. Indeed the qualitative
form of the virial relations may be common to many systems whose interactions contain
both an attractive and a repulsive component. This may also be true for the osmotic
pressure. In Table 5.1, the ratio of the osmotic pressure in the LJ and the WCA systems
is almost equal to one for each of the solute concentrations presented.
Expression (5.10) makes an interesting connection with “effective single-component”
descriptions of osmotic systems, as used, for example, for colloidal dispersions. Here,
one aims to coarse-grain the system of solute and solvent particles, representing it by a
single-component fluid of solute particles which interact via an effective potential that
takes into account the effects of the solvent. This works well for colloidal dispersions
where the colloids (solutes) are orders of magnitude larger than the solvent molecules
and the effective interactions are well-represented by a pairwise inter-colloidal potential
V (r). Here, by analogy with atomic systems, the osmotic pressure, Π, is written as
Π = nkBT− 2π3 n2
∫∞
0 r
3g(r) (dV/dr) dr (see Section 1.1), where n is the number density
of colloidal particles and g(r) is the radial pair distribution function [11, 58, 136]. This
expression can also be derived from a purely dynamical description of colloidal motion
(see Section 1.3), taking account of Brownian motion and hydrodynamic interactions
[11]. Equation (5.10) provides an analogous expression for the osmotic pressure, for a
system in which the solvent degrees of freedom are treated explicitly and on the same
footing as those of the solute.
5.3 Maintaining the solvent density gradient
Having established that our minimal model reproduces osmosis and with a better
understanding of the contributions that the various solute-solute and solute-solvent
interactions make to the osmotic pressure, we now study the dynamical mechanisms
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which maintain the steady-state density gradient of particles across the membrane in
osmosis.
5.3.1 Balance between outward and inward fluxes
Using molecular dynamics simulations allows us to explore in detail the balance of
solvent forces at the membrane which produce the imbalance in the density of solvent
particles between the solution and solvent compartments. Figure 5.6 shows the net
force per particle, acting on the solvent particles, as a function of position x, in a slab
through the middle of the simulation box. Solvent particles close to the boundaries
of the solution compartment are on average pushed out of the solution, towards the
solvent compartment. This net force arises from the fact that the total density inside
the solution compartment is higher than that in the solvent compartment (as shown in
Figure 5.2(a)) – thus, we expect solvent particles at the boundary to experience more
collisions from the solution side than from the solvent side.
Why then is there no net flow of solvent out of the solution compartment in response
to the net outward force? The answer lies in the solvent density profiles. As shown in
Figure 5.2(b), the density of solvent particles is higher in the solvent compartment
than in the solution. This should create a diffusive flux of solvent particles into














Figure 5.6 Net force per particle, normal to the membrane (in units of kBTσ
−1), acting
on the solvent particles, as a function of position x, in a slab taken through
the middle of the simulation box, for solute concentration, cs = 0.254 σ
−3.
Solvent particles close to the boundaries of the solution compartment tend
to be pushed out of the solution.
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the solution, which counteracts the outward flux caused by the net outward force.
Considering, rather simplistically, the “hopping” of solvent particles between layers
next to the membrane on the solvent and solution sides (see Figure 5.7), we expect
that, due to the outward pushing force, an individual particle on the solution side
has a high probability of leaving the solution (i.e. to hop from the solution to the
solvent compartment). Meanwhile, an individual particle on the solvent side has only
a low probability of entering the solution (i.e. to hop from the solvent to the solution
compartment). However, there are more solvent particles on the solvent side and
consequently more attempts to hop into the solution than out of it. Thus the net fluxes
of solvent particles inward and outward are equal and the solvent density imbalance is
maintained. This picture has much in common with the classic colloidal sedimentation
equilibrium, in which an inhomogeneous colloidal density profile is maintained by the
balance of a downward flux driven by the gravitational field and an upward diffusive




Figure 5.7 Hopping model illustrating that particles which hop from the bath into the
solution compartment must overcome an energy penalty, ~fout. The solvent
particles on the solution side, meanwhile, are assisted by this outward force,
increasing the hopping rate from the solution to the bath. Further details
of this model are outlined in the main text.
Using this simple “hopping” picture, it is possible to relate the solvent density imbalance
to the osmotic pressure by simple mechanical arguments. Let us assume the solvent
densities, ρinv and ρ
out
v in the solution and solvent compartments respectively, are
uniform, with a very sharp density change at the boundary. We now define slabs
of width h (of the order of the molecular size) next to the boundary on the solvent
and solution sides, and consider the hopping of solvent particles between these slabs.
Solvent particles that hop from the solvent side into the solution experience an
energy penalty h~fout, where the outward force ~fout arises from the fact that the
total density is higher in the solution, and can be related to the osmotic pressure
∆P by ∆P = ~fout/a, where a is the slab area per particle. Setting the fluxes








= ρoutv exp [−ah∆P/(kBT )]. Noting now that ah is the
volume per particle, which is approximately the same on both sides of the membrane
— i.e. that ah ≈ 1/ρintotal ≈ 1/ρoutv , leads to the result






Equation (5.11) is in fact a standard relation, which can be derived via thermodynamic
arguments [42, 145], by setting the solvent chemical potential equal across the
membrane and making the assumption that ρintotal ≈ ρoutv . Thus the simple hopping
model developed here provides a clear mechanistic description which leads to the same
predictions as the thermodynamic/statistical mechanical pictures. The mechanistic
description of course relies on the presence of repulsive inter-particle interactions, which
generate the “outward pushing force”.
Figure 5.4 (inset; triangles) shows that Eq.(5.11) holds in our simulations, even for
solute concentrations well beyond the limit of validity of the van ’t Hoff relation. The
slight discrepancy between the prediction of Eq.(5.11) and the simulation results arises
from the assumption ρoutv ≈ ρintotal made in our derivation.
For low solute concentrations, Eq.(5.11) reduces to the van ’t Hoff relation. Noting
that ρinv = ρ
in









The van ’t Hoff relation is then recovered when we expand the logarithm to first order
in cs/ρ
out
v (which is small for low solute concentration):







The simple picture presented above provides a mechanical description which is
consistent with results obtained from thermodynamic arguments, and which is also
consistent with the force profiles measured in our simulations. To show that this
actually describes what is happening in the simulations, more complex dynamical
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mechanisms must be ruled out. A key feature of the simple picture outlined above
is that it does not predict any correlations between the configuration of the solute
particles and the hops of solvent particles across the membrane – unlike some other
proposed mechanisms, for example the solvent entrainment models discussed in Section
1.2.2, in which solvent particles are pulled across the membrane in the wake of nearby
solute particles. To look for such effects in the simulations, we must therefore test
whether correlations between solute and solvent motion influence the dynamics of
solvent particles close to the membrane.
We first ask whether the microscopic flux of solvent particles into the solution
compartment is influenced by the presence of nearby solute particles. At time t, we
focus on solvent particles which are situated less than 0.001 particle diameters1 outside
the solution compartment. Within the next timestep, some of these solvent particles
cross into the solution compartment, while others do not. Figure 5.8(a) shows the
distribution of distances to the nearest solute particle, for those solvent particles which
do cross in the next timestep (black line) and for those which do not (red line). These
distributions are indistinguishable, suggesting that proximity of a solute particle does
not make any difference to the chance that a solvent particle, located close to the
boundary, will cross into the solution compartment.


















Figure 5.8 Probability distributions for the distance d to the nearest solute particle
(a) and the perpendicular velocity v of the nearest solute particle (b),
for solvent particles located less than 0.001 particle diameters outside the
solution compartment, which do (black lines) or do not (red lines) enter the
solution compartment in the next simulation timestep. In these simulations,
cs = 0.05 σ
−3. The boundary of the solution compartment is defined as
described in Section 3.2.2.
One might also suppose that the velocity of nearby solute molecules might influence
the microscopic flux of solvent particles, e.g. a solvent particle could cross into the
1This corresponds to a similar distance to that which a particle at temperature T = 1 will move in
one timestep.
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solution in the wake of a nearby solute particle as it rebounds from the membrane.
Figure 5.8(b) shows the probability distribution for the velocity of the nearest solute
particle (perpendicular to the solution boundary), for solvent particles located close to
the solution boundary, which do and do not subsequently cross into the solution. Once













Figure 5.9 (a): A diagram illustrating the angle θ between the instantaneous velocity
of a solvent particle i as it enters the solution compartment and the vector
joining it to particle j within the solution compartment is shown. (b): The
corresponding probability distribution P (θ) for this quantity is plotted when
particle j is defined to be the nearest solute particle (black line) and when
particle j is the nearest particle of either solute or solvent (red line). In these
simulations, cs = 0.05 σ
−3. The boundary of the solution compartment is
defined as described in Section 3.2.2.
As a final test, it was ascertained whether solvent crossings occur preferentially in the
direction of the nearest solute particle. If solute particles tend to “suck” solvent particles
across the membrane, solvent crossings should be preferentially oriented towards the
nearest solute particle. To determine whether this effect is present in our hard-sphere-
like system, the angle θ between the instantaneous velocity ~vi of a solvent particle, as
it crossed into the solution compartment, and the vector ~rji = ~rj − ~ri, where ~ri and ~rj
are the position of the solvent particle and the nearest solute, respectively (see Figure
5.9(a)) was measured. Figure 5.9(b) (black line) shows the probability distribution
P (θ). The calculation was then repeated, but this time allowing particle j to be either
solute or solvent (within the solution compartment). The resulting distribution is given
by the red line in Figure 5.9(b). Again, the two distributions are indistinguishable,
showing that solvent particles do not cross the membrane preferentially in the direction
of nearby solute particles. It may therefore be concluded that correlations between
solute and solvent dynamics do not play a significant role in determining the microscopic
solvent flux in these simulations. This suggests that the simple dynamical picture
described above is indeed sufficient to describe osmosis in our simple system.
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5.4 Discussion
In this chapter, a minimal model has been used to investigate the dynamical
mechanisms underlying the maintenance of equilibrium osmotic pressure and density
gradients in a system where solute and solvent particles interact identically, and in
which there are no solvent-membrane interactions. For this system, a new expression
(Eq.(5.10)) for the osmotic pressure has been derived, in terms of the forces of
interaction between solute-solute and solute-solvent pairs of particles. This derivation
does not assume any separation of scales between the solvent and solute particles2. The
components of this virial relation for the pressure were first analysed for the minimal
model system, as a function of the solute concentration, and then compared to an
equivalent LJ system. Based on the qualitative agreement between the two systems it
was concluded that, for the LJ system, the qualitative variation in the virial components
with increasing solute concentration is dictated by the repulsive component of the
interaction potential. It was further demonstrated that the resulting osmotic pressures
for the two systems are in excellent quantitative agreement.
Analysis of the density and force profiles in the simulations led to the development of
a very simple picture, in which the density imbalance of solvent particles across the
membrane is maintained by a balance between an outward force-driven flux (due to the
higher total density in the solution) and an inward diffusive flux (due to the lower solvent
density in the solution). It was shown that a simple calculation, based on the mechanics
of hopping of solvent molecules across the membrane, can be used to derive the same
relation between the solvent density gradient and the osmotic pressure (Eq.(5.11)) as is
obtained by standard thermodynamic arguments. For low solute concentrations, this
expression reduces to the van ’t Hoff relation. No evidence was found for correlations
between the solute particles trajectories and the solvent flux, supporting the notion that
this simple “hopping” picture is sufficient to describe the dynamical basis of osmosis
in the simulations presented. Interestingly, if we consider a hypothetical ideal gas
scenario where the solute and solvent do not interact, the hopping model is no longer
valid. However, in such a system there would also be no osmotic density imbalance
– the solvent density would be equal on both sides of the membrane, thus confirming
that hard-sphere-like interactions constitute a minimal model for osmosis.
In previous work (see Section 1.2.2 and [14, 29, 56, 137]), various molecular mechanisms
2Of course, one is always free to coarse-grain the solvent particles, treating the solutes as a “gas”
with effective interactions which account for the presence of the solvent. But for systems like that
treated here, without solvent-solute scale separation, these effective interactions may be many-body.
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have been implicated in osmosis, including solute-solvent interactions and correlations
between solvent and solute dynamics. In simulations of realistic osmotic systems using
porous membranes (as discussed in Section 3.1), the dynamics of the solvent molecules
inside the pores [5, 70], interactions with the pore wall [131], interactions between
solvent and solute molecules [15, 131], and correlations between solvent flux and the
solute dynamics [21] have all been shown to play important roles. It is possible that
different dynamical mechanisms are at play in different osmotic systems, all of these
being consistent with the known, and universal, thermodynamic relations. Thus, an
important topic for further work is to better understand how the conclusions drawn in
this work change for more realistic scenarios: e.g. when the membrane presents a barrier
also to the solvent molecules (via explicit pores or, as will be studied in Chapter 6, via
a smooth potential barrier), or when the solute and solvent do not interact identically.
My aim in this chapter, however, was to focus on a minimal model system, for which
the underlying molecular mechanisms of osmosis could be characterised in detail. For




The Relaxation to the Steady
State
A basic understanding of the mechanism for solvent transport in osmosis during the
system’s relaxation to the steady state might help us design more efficient osmotic
power plants, improve the efficiency of water desalination and better understand
the fundamentals of osmosis in biology. However, despite the need for such an
understanding, this mechanism remains the subject of some debate.
In an early paper Fick outlined an argument that supported the notion that osmosis is
a diffusive flow [41]. Under this assumption, the solvent flow proceeds by the random
motion of particles down a chemical potential gradient on an individual particle basis,
i.e. it is not reliant on the bulk, collective movement of solvent particles. As discussed in
Section 1.2.1, this remains, to this day, an oft-cited explanation of the solvent flow across
the membrane. It has been known for some decades now, however, that the solvent
transfer prior to the steady state across porous membranes proceeds at a rate faster than
would be predicted by a solely diffusive mechanism [92]. In fact, osmosis has been shown
to proceed, using porous membranes, at an equivalent rate to pressure-driven flows
and, as a result, the same membrane filtration coefficient Lp, a constant that relates
the pressure gradient to the resulting flux of particles, is used to describe both types
of flow (see Section 1.2.1). However, for typical experiments with porous membranes,
it is difficult to isolate the effects that processes such as unstirred layers may have on
the solvent dynamics [28, 42]. Furthermore, it has been recently discovered that the
solvent in molecularly narrow pores can form a single file chain that “slips” through
the pore [70]. It therefore seems logical that, in order to gain a clearer understanding
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of the solvent dynamics in osmosis in the period prior to the steady state, we should
use a bottom up approach, studying the dynamics in a system which uses a simple,
minimal model for the membrane barrier. In this chapter we therefore study the solvent
transport prior to the steady state in as simple a system as possible: using a double
box, finite membrane setup.
In contrast to our previous work, the solvent particles in this chapter do interact with
the membrane barrier. Solute particles experience, as before, a steep repulsive potential
which confines them to the solution, whereas the solvent particles must cross a finite
free energy barrier in order to move between the solution and bath compartments.
This is important because the finite barrier slows down the dynamics of the solvent,
extending the transient, relaxation period prior to the steady state. This allows us to
study in detail the nature of the solvent flow during this period.
The layout of this chapter is as follows. A short review of the simulation setup is
first given before a preliminary investigation of the solvent density profiles during the
steady state is conducted. We begin our study of the relaxation dynamics of the
solvent particles in osmosis by comparing the results of simulation to the prediction of
the simplest possible hypothesis, that the process relaxes exponentially to the steady
state. However, it is discovered that the simulation results display a more interesting
behaviour, with a transition between an early, more rapid rate of solvent transfer to a
later, slower rate of solvent transfer across the membrane. The solvent dynamics using
an osmotic setup are found to be in agreement with those of an equivalent pressure-
driven flow, a result we reconcile by studying the pressure profile across the membrane
barrier. To gain better statistics, we then formulate a simple tracer experiment, where
we track the flow of solvent particles across the barrier by labeling all of the particles on
one side of the membrane at t = 0 and subsequently recording their flux into the other
compartment. We successfully model the late time dynamics of the tracer particles
using Kramers’ theory, a diffusive model which describes the rate that individual
particles cross a free energy barrier due to Brownian motion. By recording the tracer
flux in both directions across the barrier we are able to recover a relation which allows
us to apply Kramers’ theory to the study of osmotic flows across the membrane. The
results of simulation and theory for the net rate of solvent transfer demonstrate some
agreement at early times. However, at later times, based on Kramers’ theory, we would
conclude that the solvent transfer takes place at a rate which is slower than diffusion.
The consequences of this result are discussed and a qualitative model for the solvent
transfer across the membrane in our simple setup is outlined.
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6.1 Simulation details
Since the simulation setup used in this chapter is described in detail in Chapter 3,
here only a brief review is given. The solution compartment and the solvent bath
are identical, except that the solution compartment contains both solvent and solute
particles whereas the solvent bath contains only solvent particles. A schematic of the
setup and a snapshot from a simulation are shown in Figure 6.1, in which the solution
compartment is on the left hand side (LHS) of the central membrane barrier and the
solvent bath is on the right hand side (RHS).
Similar to the box in box, invisible membrane setup, the solute particles are confined to
the solution compartment using a steep potential; although here, the confining potential
acts only in the x − direction at x = 0 = Lx and x = 0.5Lx. The solvent particles,
meanwhile, experience a smooth barrier potential at these locations which they must
overcome in order to cross the membrane. As previously stated, the presence of a finite
barrier slows down the solvent particles’ transport across the membrane, extending the
transient period prior to the steady state. Periodic boundary conditions, as described
in Section 2.1.4, are implemented in the x, y and z directions. The solute and solvent
particles interact identically through the WCA potential, outlined in Section 3.2.1,
with the typical simulation parameters, σ = 1.0 and ε = kBT = 1.0. A timestep of
∆t = 0.001 is used in combination with the velocity Verlet algorithm and a Nosé-Hoover
Langevin thermostat. A total of 5000 particles are simulated, such that the overall
particle density in the simulations is ρ = 0.8 σ−3 (the packing fraction πσ3ρ/6 = 0.42)
as in previous chapters.
Solution Bath
(a) (b)
Figure 6.1 (a): Diagram illustrating the setup used. The solution compartment is
placed on the LHS of the simulation box and the solvent bath on the
RHS. The dashed lines indicate the positions of the membrane and periodic
boundary conditions are imposed in the x, y and z directions. (b): A
snapshot is shown from the simulations in the transient period before the
steady state. A barrier of height H = 15 kBT is used in combination with a
solute concentration, cs = 0.1 σ
−3.
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To ensure that the respective compartments are well mixed, the solvent particles
experience the same confining potential as the solute particles for 1800 reduced time
units — i.e. the system is equilibrated with the confining potential for both the solute
and solvent particles — before the potential is truncated, such that it now presents a
barrier of height H to the solvent particles. Once the barrier has been truncated, the
dynamics of the solvent particles are tracked for at least a further 400 reduced time
units as the system relaxes to the steady state. Results from this period presented later
on in the chapter correspond to average trajectories having conducted a large number
(≥ 150) of simulations.
In this chapter we study the flow of solvent in osmosis and, also, the flow of solvent
driven by pressure gradients across the membrane, so-called pressure-driven flows.
Using an osmotic setup, the presence of impermeant solute particles on the LHS of the
membrane ensures a gradient in the solvent chemical potential across the membrane
(see Section 5.2.1); however, in these simulations, there is no initial imbalance in
the total number of particles on either side of the membrane. In the pressure-
driven flows, however, we establish an equivalent chemical potential gradient across
the membrane (in the absence of solutes) by placing more particles on the LHS of
the membrane than on the RHS. To choose osmotic and pressure-driven systems with
equivalent chemical potential gradients we use the statistical mechanical expression for




+ µex(ρ), where ρ is the density and µex is
the excess part of the chemical potential, see Section 5.2.1 or [58] for further details.
6.2 Preliminary investigation: solvent density profiles in
the steady state
In previous chapters the membrane was invisible to the solvent particles, whereas in
this chapter a finite barrier is used. It is, therefore, of some interest to study the
solvent density profiles in the barrier region during the steady state as a function of the
barrier height. In Figure 6.2(a) the density profiles for the solvent particles are shown
for several barrier heights, H = 13, 15 and 17 kBT , by the black, red and blue lines,
respectively. For the 15 and 17 kBT barriers the solvent particles are almost entirely
excluded from the central membrane region, whereas for the 13 kBT barrier we observe
some solvent occupation of this region. Although it is to be expected that lowering the
barrier will result in a gradual “filling” of the membrane barrier, it is of interest that
the density profile becomes peaked towards the centre of the barrier region.
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This behaviour is explained in Figure 6.2(b), where the steady-state average force (black
line) and potential (red line) profiles which a solvent particle experiences due to a 5 kBT
barrier are compared to the total (i.e. including the other particles) average force (blue
line) that a solvent particle experiences using the same barrier. In our simulations
there is an interplay between an inward pushing force, which moves the particles to
the centre of the barrier, resulting from the high density of particles on either side
of the membrane, and an outward pushing force (pushing the solvent back into the
bulk), owing to the repulsive nature of the membrane barrier. For the 5 kBT barrier
we observe peaks in the total force slightly to the left and right of the centre of the
barrier. These suggest that the 5 kBT barrier is low enough that the particles at these
positions experience a larger inward than outward pushing force. Therefore, a peak in
the density profile observed in Figure 6.2(a) develops. Later on we discuss the effects
that decreasing the barrier height, and consequently allowing solvent to accumulate
within the membrane, has on the solvent dynamics prior to the steady state.





































Figure 6.2 Steady-state solvent density profiles are shown for three different barrier
heights in panel (a). In panel (b) the steady-state average potential and
force profiles that a solvent particle experiences due to the barrier (of height
H = 5 kBT ) are shown in black and red. The blue data corresponds to
the steady-state average total force that a solvent particle experiences in the
simulations with a 5 kBT barrier.
6.3 Is the osmotic flow an exponential relaxation process?
In this chapter we study the relaxation dynamics of the solvent particles in both
osmotic and pressure-driven flows. For the pressure-driven flows we initially place more
particles on the LHS of the membrane than on the RHS. Subsequently, the simplest
hypothesis that we might conceive of is that the density imbalance across the membrane





L − (N ssL −N0L)e−λpt, (6.1)
where λp is a transport coefficient associated with the net flux of solvent particles
across the membrane in the case of a pressure-driven flow. N0L in Eq.(6.1) is the initial
number of particles on the LHS of the membrane and N ssL is the steady-state number
of particles on the LHS, N ssL = N/2 = 2500, where N is the total number of particles
in the simulation.
Assuming that osmotic flows are similar to pressure-driven flows (see Section 6.4), then
Eq.(6.1) can also be used to study the relaxation dynamics in osmosis. In this case,
however, equal numbers of particles are initially placed on either side of the membrane,




L, and a net number of solvent particles will
move from right to left, into the solution compartment, by osmosis prior to the steady
state.







which we expect to decrease linearly as a function of time in our simulations, as shown
in Figure 6.3(a). The results of Eq.(6.2), measured in our simulations using a barrier
height, H = 15 kBT , are shown in Figure 6.3(b); in the main panel for a solute
concentration, cs = 0.32 σ
−3, and in the inset using a solute concentration, cs =
0.11 σ−3. For the higher solute concentration we observe two distinct regimes in the
solvent dynamics. At early times there is an initial rapid flux of solvent particles into
the solution, before the flow settles down at later times (t > 40t∗) to a slower flux of
particles into the solution. Although this behaviour is not as apparent when using a
lower solute concentration (inset to Figure 6.3(b)), it is not completely clear that the
dynamics in this case are well described using Eq.(6.2) due to the noise in the data.
Thus, for our simple setup, we are not able to determine whether or not Eqs.(6.1) and
(6.2) describe the data well at low solute concentrations; at higher solute concentrations
these relations certainly do not capture the behaviour of the system, which appears to
be more complex.
Whether or not such an expression can be used to describe the relaxation dynamics
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prior to the steady state for a pressure-driven flow will be addressed in the next section
where we compare the solvents’ relaxation dynamics in osmotic and pressure-driven
flows.














































Figure 6.3 Expression (6.2) is shown as a function of time, both assuming the relaxation
is exponential and using results from simulations. In panel (a) Eq.(6.2)
is plotted as a function of time assuming N0L = 2500, N
ss
L = 2509 and
λp = 0.05. In panel (b) results from simulations using a barrier height,
H = 15 kBT , are shown; in the main panel simulations contain a solute
concentration, cs = 0.32 σ
−3, and in the inset, cs = 0.11 σ
−3.
6.4 Equivalence of pressure-driven and osmotic flows
Both experimental [92, 93, 162] and simulation [76] work has suggested that pressure-
driven flows through a porous membrane proceed in an equivalent manner to osmotic
flows. This is typically demonstrated either by measuring the pressure profile in the
pore of the membrane and demonstrating that this is the same for the two setups or,
as discussed in the introduction to this chapter, by demonstrating that the two flows
proceed at equivalent rates, i.e. the same membrane filtration coefficient, Lp, can be
used to describe both types of flow. We first test whether our simple system reproduces
this result by recording the solvent flow across the membrane using both an osmotic
and a pressure-driven setup.
6.4.1 Solvent transfer in the period prior to the steady state
To compare the solvent transfer across the barrier as a function of time in both our
osmotic and pressure-driven setups we plot the results of Eq.(6.2) for both types of flow
in Figure 6.4. To ensure that a like-for-like comparison can be made, our simulations
of osmotic and pressure-driven flows are initialised with the same chemical potential
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gradient, i.e. N0L is chosen for the pressure-driven flows so that the initial chemical
potential gradient, calculated using the standard statistical mechanical relation (see
Section 6.1), is the same as in the osmotic simulations, containing a mixture of
solute and solvent particles. Simulations have been conducted using three different
chemical potential gradients (corresponding to solute concentrations, cs = 0.11, 0.21
and 0.32 σ−3) with a barrier height of H = 15 kBT . The two flows are in excellent
agreement for the duration of the systems’ relaxation to the steady state for each of
the three chemical potential gradients studied in Figure 6.4, thus demonstrating that
the flows proceed at equivalent rates. The agreement of the two types of flow shown in
Figure 6.4 means we must also conclude that, as for the osmotic flows, Eqs.(6.1) and
(6.2) do not describe the relaxation of the system in the pressure-driven case across a
wide range of chemical potential gradients.
Interestingly, Finkelstein and others [42, 92] have suggested that the equivalence of
the two types of flow through porous membranes is due to their having equivalent
pressure profiles within the pore. If this is true in our setup, i.e. the pressure across
the membrane is the same for the osmotic and pressure-driven flows, it would explain
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Figure 6.4 The equivalence between flows driven by an osmotic gradient and a
hydrostatic pressure gradient is shown by studying the results of Eq.(6.2)
as a function of time for both types of flow. The results for the osmotic
system, containing solute particles but no initial density gradient across the
membrane, are shown by the black lines. The results for the equivalent,
pressure-driven system, which contains no solute particles but which is
initialised with a density gradient across the membrane, are shown by the red
lines. Results for three different gradients in the solvent chemical potential
are illustrated; the chemical potential gradient increases from left to right.
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6.4.2 Pressure profiles during the relaxation to the steady state
Motivated by this conjecture, pressure profiles across the membrane region in the period
prior to the steady state were measured. To compute the pressure, the method of planes
technique outlined in Section 3.2.3 was used and seven planes were placed at sequential
locations through the membrane (the centre of the membrane corresponds to x = 14.6 σ
in Figure 6.2(a)). Using these planes, the pressure profile was recorded at three times
for a 15 kBT barrier and an intermediate chemical potential gradient (corresponding
to cs = 0.21 σ
−3) for both the osmotic simulations and for the pressure-driven system.
These times corresponded to before the barrier was truncated, shortly after the barrier
was truncated and at an intermediate point during the system’s relaxation to the steady
state. The results are shown in Figure 6.5(a). The black data represent the first
measurement, the red data the second and the blue data the final measurement; the
circles show the results from osmotic simulations and the triangles show results from
the pressure-driven simulations. At all times the pressure profile for the osmotic flow
is in excellent agreement with the pressure-driven flow. This is emphasised in Figure
6.5(b), where the difference between the pressure profiles for the two setups is plotted.
Note the scale on the y − axis in Figure 6.5(b) is significantly reduced in comparison
to that in Figure 6.5(a). Thus, as was speculated in the last section, the reason that
the two setups demonstrate equivalent flows is likely because the pressure profiles are
equivalent for the two systems.
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Figure 6.5 Pressure profiles across the membrane are shown at various times for both
osmotic and pressure-driven flows. In the figures, t∗ = 0 corresponds to the
time at which the barrier is truncated. Panel (a) shows the total pressure
profiles for the two systems at three different times: before the barrier is
truncated (black); shortly after the barrier is truncated (red); and at a later
time in the system’s relaxation (blue). The pressure profile for the osmotic
simulations is shown by the circles and the pressure-driven data is shown
by the triangles. The two results appear to be almost indistinguishable in
the figure. In panel (b) the difference in the pressure profile between the
osmotic system and the system containing a pressure-driven flow is shown
at two different times in the simulations.
6.5 Theory and simulation of tracer flows
Having established that osmotic and pressure-driven flows are equivalent, we subse-
quently study only the latter scenario. However, we no longer study the change in the
total number of particles on the LHS of our membrane, NL(t), for our pressure-driven
flows, instead we track the flow of tracer particles across the membrane. These have
the distinct advantage that better statistics are obtained because we record the net
movement of a larger number of particles.
A diagram illustrating the tracer experiment is shown in Figure 6.6; put simply, this
experiment measures the rate at which the particles on either side of the membrane
mix. We begin our tracer simulations by labeling all of the particles on the RHS of
the membrane (the blue particles in Figure 6.6). We then record the fraction of the
particles on the LHS which correspond to tracers that have moved across the membrane
from the RHS to the LHS, which we denote φL(t), over the course of the simulation.
Initially, φL is zero and in the steady state the tracer particles will distribute themselves




R is the initial density of
particles on the RHS and ρ is the average density in the system (= (ρL(t) + ρR(t))/2).
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Figure 6.6 Diagram to illustrate the mixing of tracer particles between the left and
right compartments. At t = 0 the particles on either side of the membrane
are labeled (red and blue in the figure). The tracer particles subsequently
mix into the opposite compartment as time progresses. During this time we
record the fraction of particles on the opposite side of the membrane that
are tracers at time t. The steady-state values (t = tss) for φL(t) and φR(t)
are outlined in the main text.
Based on what we have observed thus far, we do not necessarily expect the mixing
of tracer particles in our pressure-driven flows to obey an exponential relationship.
Nevertheless, we use similar expressions to Eqs.(6.1) and (6.2) as, particularly the
latter, allows for a clear comparison of the results of simulation with theory (yet to
be outlined). The resulting expressions are given below in Eqs.(6.3) and (6.4), where











In addition to tracking the movement of tracer particles across the membrane from
right to left, we can also track tracer particles which were originally on the LHS of the
membrane (the red particles in Figure 6.6). To do this we simply label all of these
particles at t = 0 and subsequently record the fraction of particles on the RHS which
correspond to tracers that have moved from the LHS to the RHS of the membrane
at time t, φR(t). As above, φR = 0 at t = 0 and in the steady state the tracers will





the initial density of particles on the LHS of the membrane. Similar relationships to
Eqs.(6.3) and (6.4) can then be written down for φR(t).
Expression (6.3) is plotted as a function of time in Figure 6.7 for two pressure-driven
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Figure 6.7 The mixing of tracer particles as a function of time is shown by recording
the fraction of particles, initially on the opposite side of the membrane to
the tracers, that are tracers at time t. The results are shown according
to Eq.(6.3) using φ0L = 0 and φ
ss
L = 0.498, 0.496, corresponding to solute
concentrations, cs = 0.2 and 0.4 σ
−3. In the inset a small region of the data
has been magnified to highlight the different rates of tracer mixing in the
two cases.
flows, equivalent to osmotic flows at solute concentrations, cs = 0.2 σ
−3 and cs =
0.4 σ−3, the black and red lines, respectively.
A key objective in this chapter is to determine whether or not the solvent flow across
the barrier in the osmotic and pressure-driven flows is diffusive in the period prior to
the steady state. To address this question, we need a theoretical prediction for the
rate of diffusive flow down a chemical potential gradient in our setup. In the following
section we derive a relation for the rate of tracer particle flux across the barrier using
Kramers’ theory. Later on we will attempt to apply this to the net flow of solvent
particles across the membrane in a pressure-driven flow.
6.5.1 Kramers’ theory and a theoretical expression for the diffusion
of tracer particles across the barrier
Kramers’ theory was originally proposed as a method for calculating the rate at
which chemical reactions take place – by overcoming potential energy barriers through
Brownian motion [78]. However, it has since proved useful in describing a host of
other barrier crossing problems, such as protein folding [112], single-molecule force
spectroscopy measurements [31] and the kinetics of ion channel gating [142]. Since
the solvent particles in our simulations have to overcome a free energy barrier to cross
the membrane, it seems appropriate to use Kramers’ theory to describe this process.
Furthermore, because the particles in Kramers’ theory cross the barrier individually,
by acquiring sufficient kinetic energy from random fluctuations, it predicts the rate at
which barrier crossings occur in the purely diffusive case. Therefore, by obtaining
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a prediction for the rate of solvent transfer from this theory and comparing it to
simulation data, we should be able to distinguish between diffusive and non-diffusive
flows in our simulations.
According to Kramers’ theory, the key quantity which affects the rate at which particles
cross a barrier from left to right is the difference between the chemical potential at the
top of the barrier, µB, and the chemical potential to the left of the barrier, µL. The
rate, κLR, at which particles cross the barrier from left to right can be expressed as
follows: κLR = P e
−(µB−µL)/kBT , where P is assumed to be a constant which is equal for
left and right crossings. A similar equation can also be written down for the counter
flux of particles from right to left. Applying this approach to our simulations, and
noting that the rate of attempted barrier crossings is also proportional to the particle
density in a region close to the membrane, we find that the net flux of particles from
left to right can be expressed as












In Eq.(6.5), ρL(t) and ρR(t) are the density of particles on the left and right hand
side of the barrier at time t and ∆x represents a narrow region near to the barrier.
Thus, ρL(t)∆x is approximately equal to the number of particles per unit area in the
region near to the left side of the barrier and C = P∆xe−µB/kBT is a constant. In
Appendix B it is demonstrated that C = λdLe
−µex(ρ)/2ρΛ3, where λd = λt in a purely
diffusive tracer experiment, L is the length of the solution/solvent compartment, µex(ρ)
corresponds to the excess part of the chemical potential and ρ is the average density
in the system (= (ρL(t) + ρR(t))/2). Our goal in this section, therefore, is to derive an
expression for the flux of tracer particles across the membrane from Eq.(6.5) which we
can integrate over time and compare to the results from our MD simulations.
We begin by writing down an expression for the rate of change in the total density
of particles on the LHS of the membrane were this process to take place in a purely















where we have substituted µL/kBT = log [ρL(t)Λ
3] + µexL (ρL(t)) in for the chemical
potential on the LHS (see Section 6.1) and used an equivalent relation for the chemical
potential on the RHS. To study the flux of tracer particles across the barrier we use
the relation ρtrL (t) = ρL(t)φL(t), where ρ
tr
L (t) is the density of tracer particles on the
























By substituting Eq.(6.6) into Eq.(6.7) we can simplify our expression for the rate of















Finally, we re-write the densities on the left and right hand sides of the membrane
in terms of perturbations from the average density in the system, such that ρL(t) =
ρ + ∆ρ(t) and ρR(t) = ρ −∆ρ(t). We further assume that ∆ρ(t) is small so that the
excess part of the chemical potential can be expanded to first order1 about the average
density in the system. This enables us to cancel the leading order term in the expansion
of eµ
ex(ρ±∆ρ(t)) with the excess chemical potential at the front of Eq.(6.8). The final
result for the rate of change of φL(t) is, therefore,

















Equation 6.9 constitutes a direct prediction for the diffusive dynamics of the solvent
relaxation in terms of tracer particles initially situated on one side of the membrane,
provided we know the diffusive transport coefficient λd.
6.5.2 Comparison of simulation data with the predictions of theory
We are now in a position to determine whether or not the tracer flow in our MD
simulations is diffusive by comparing the numerical integration of Eq.(6.9) to the results
from our MD simulations containing labeled tracer particles. First, however, we must
determine the value of λd corresponding to pure diffusion.
Determining λd
To simulate pure diffusion a similar setup to the tracer experiment described above is
used, except we now initialise the system with equal numbers of particles on either side
of the membrane. We subsequently study the relaxation of the tracer particles across
the membrane using Eq.(6.4). In Figure 6.8, Eq.(6.4) is shown as a function of time
using the data for φL(t) from our MD simulations. The different colours correspond
to three different barrier heights (H = 13, 15 and 17 kBT ). A line of best fit is then
drawn through the data shown in Figure 6.8 and the value of λd associated with the
diffusive transport of particles across the three barriers is determined. The results are
shown in Table 6.1.
Table 6.1 The different values for λd, computed from Figure 6.8 are shown along with
their corresponding errors for the 13, 15 and 17 kBT barriers studied in this
chapter.
























Figure 6.8 Expression (6.4) is shown subsequent to the membrane’s truncation for
the solvent particles in a purely diffusive system with no initial chemical
potential gradient, but in which all of the particles on one side of the
membrane are initially labeled as tracer particles. Subsequently, the
fraction of particles on the opposite side of the membrane that are tracers
is monitored. Results are shown are for three different barrier heights:
H = 13 kBT (black), 15 kBT (red) and 17 kBT (blue). By fitting lines of
best fit to the data, the diffusive transport coefficient, λd, can be computed
for each of the barrier heights shown.
Comparing theoretical prediction to simulations for the pressure-driven flow
Equation (6.9) can now be solved numerically using Euler’s method [55] and inserting
the value of λd obtained from our purely diffusive simulations (see Table 6.1). In Figure
6.9(a) we compare the predictions of Eq.(6.9), based on the diffusive transfer of solvent
particles, to our MD simulations of pressure-driven flows, having initially labeled all
of the particles on the RHS of the membrane as tracers. Results are shown for three
different chemical potential gradients (corresponding to solute concentrations, cs =
0.11, 0.21 and 0.32 σ−3) with a barrier height of 15 kBT . In the inset to the figure the
theoretical and MD results for a chemical potential gradient equivalent to cs = 0.11 σ
−3
have been isolated and magnified to clarify the agreement between the simulation data
and the prediction of theory. Thus, for each of the chemical potential gradients studied,
the prediction of theory agrees well with the results of MD simulations, supporting the
notion that the transfer of particles across the membrane prior to the steady state is
a diffusive process. Furthermore, it would appear that, based on the results presented
in Figure 6.9, the magnitude of the initial chemical potential gradient does not play
a significant role in driving the transfer of tracer particles across the membrane. This
result is perhaps somewhat counter-intuitive. However, as can be observed in the
results shown in Figure 6.11, modifying the chemical potential gradient does in fact
have some effect on the rate of change of φL(t); though it would appear that for the
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tracer experiments this effect is small.
In Figure 6.9(b) we plot the same result for a system in which the chemical potential
gradient is held fixed (equivalent to cs = 0.21 σ
−3), but for which we now vary the
barrier height. Once again the agreement between theory and simulation at later times
is good. However, for the lower barrier heights (in particular the 13 kBT barrier), the
dynamics of the solvent particles in our MD simulations do not match the prediction
of theory at early times. Instead, the solvent particles cross the barrier more rapidly
than is predicted by the diffusive model.











































Figure 6.9 In panel (a) the results of theory and MD simulation are presented alongside
one another for the fraction of RHS tracers which are in the left hand
compartment as a function of time. A 15 kBT barrier is used and three
different chemical potential gradients have been studied. The black data
corresponds to a solute concentration, cs = 0.11 σ
−3, the red data to
cs = 0.21 σ
−3 and the blue data to cs = 0.32 σ
−3. The theoretical
predictions in black, red and blue have been shifted down slightly so that
they fit the results from the MD simulations. In the inset, the data
equivalent to a solute concentration, cs = 0.11 σ
−3, has been isolated to
emphasise the agreement between simulation and theory. In panel (b) similar
results are shown for a fixed chemical potential gradient, corresponding to
cs = 0.21 σ
−3, but over three different barrier heights, H = 13, 15 and
17 kBT in black, red and blue, respectively. Once again, the results from
the theoretical computations have been shifted down the y−axis to highlight
the agreement in the gradients at later times between simulation and theory.
It is worth considering whether this effect is also apparent for the solvent flow in the
opposite direction, from the LHS to the RHS. We therefore study the equivalent relation
for the tracers on the opposite side of the membrane, φR(t). The results in Figures
6.10(a) and (b) demonstrate that the effect is indeed also apparent for the flow from left
to right and that the theory, as it stands, does not adequately reproduce the dynamics
of the solvent particles in those times shortly after the barrier is truncated.
Interestingly, as is shown in Figure 6.8, the discrepancy between the tracer dynamics
and Kramers’ theory is also observed at early times for the purely diffusive scenario,
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Figure 6.10 Similar results to those described in Figure 6.9 are presented, except here
we study the fraction of tracer particles initially situated on the LHS of the
membrane which are now on the RHS of the membrane. As in Figure 6.9,
the data in panel (a) has been taken over three different chemical potential
gradients at a fixed barrier height, whereas the data in panel (b) has been
taken over three different barrier heights using a fixed chemical potential
gradient. Similar offsets to those described in the caption to Figure 6.9 are
applied here.
in the absence of a chemical potential gradient. The effect becomes most pronounced
for lower barrier heights and its origins will be further discussed in Section 6.6. Were
one able to factor this effect into Kramers’ theory, it might be possible to reconcile the
discrepancies in the tracer dynamics observed during the early times in Figures 6.9 and
6.10.
6.5.3 Does Kramers’ theory capture osmosis?
At first glance, the predictions of Kramers’ theory for the solution and bath tracers
shown in Figures 6.9 and 6.10 appear to be linear (when plotted on a log-linear plot)
with identical gradients, such that dφR(t)/dt = dφL(t)/dt. If this were in fact the
case, then Kramers’ theory would not capture the net movement of particles across
the membrane from left to right prior to the steady state in the pressure-driven flows
studied above. In Figure 6.11 we isolate the predictions of Kramers’ theory for three
different chemical potential gradients (equivalent to cs = 0.11, 0.21 and 0.32 σ
−3) with
a barrier height, H = 15 kBT . The results shown in Figure 6.11 reveal that, at early
times, Kramers’ theory predicts that the mixing of tracer particles into the RHS occurs
faster than the counter-flux of tracer particles into the LHS (as expected if we consider
Eq.(6.9)). We further note from Figure 6.11 that the difference between the tracer
fluxes is dependent on the chemical potential gradient across the membrane, with a
























Figure 6.11 The results of integrating Eq.(6.3) over time are shown for both φR(t) and
φL(t), where φR(t) represents the fraction of particles on the RHS which
are tracers that have moved from the left to the right compartment and
φL(t) represents the flux of tracers which have moved from the RHS to the
LHS. Results are illustrated for three different chemical potential gradients,
corresponding to solute concentrations, cs = 0.11, 0.21 and 0.32 σ
−3, by
the black, red and blue lines, respectively.
Satisfied that Kramers’ theory does in fact predict a net movement of particles across
the membrane prior to the steady state, we are now in a position to compare the
predictions of Kramers’ theory, based on the diffusive transfer of solvent across the
barrier, with the results of our pressure-driven simulations. To do this we must first
recover the value for NL(t), the total number of particles on the LHS of the membrane
at time t, from the values for φL(t) and φR(t) in our theory. This is achieved using the
following relation:
NL(t) = NL(t)φL(t) + (N
0
L −NR(t)φR(t)), (6.10)
where NR(t) is the total number of particles on the RHS of the membrane at time t.
In Eq.(6.10) we have simply stated that NL(t) is equal to the number of tracers on
the LHS at time t that were originally on the RHS of the membrane plus the number
of tracers on the LHS at time t that were originally on the LHS of the membrane.





in which N is the total number of particles in the simulations (= 5000). This result
has been verified using data from simulations.
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Figure 6.12 Comparison of the prediction from Kramers’ theory for the net rate of
solvent transfer across the membrane using solvent tracers with data from
simulations of a pressure-driven flow. In panel (a) expression (6.2) is plotted
as a function of time for the 13 kBT barrier using a chemical potential
gradient equivalent to cs = 0.21 σ
−3 (red line in figure). The predictions
of theory are also shown having integrated expression (6.9) using both the
total chemical potential and having only included the ideal part (black lines
in the figure). Similar results are shown in panel (b) for a 15 kBT barrier
and a chemical potential gradient equivalent to cs = 0.32 σ
−3.
In Figures 6.12(a) and (b) we compare the results of theory and simulation for the total
number of particles on the LHS of the membrane as a function of time for the 13 and
15 kBT barriers using chemical potential gradients equivalent to cs = 0.21 σ
−3 and
cs = 0.32 σ
−3, respectively. Interestingly, when the theory is integrated including a full
evaluation of the chemical potential, i.e. taking µtotal = µideal + µexcess, the early time
dynamics of the simulations are well reproduced. However, at later times, inclusion of
the excess part of the chemical potential predicts a much sharper rate of change in the
number of particles than is observed in the simulations. That the simulation data and
the predictions of theory are not in agreement is perhaps not surprising considering we
derived our value for λd from Eq.(6.3); a relation we subsequently demonstrated did
not hold for the tracer particles at early times. Rather strangely though, the results
of simulation and theory are once again in agreement if we integrate Kramers’ theory
using only the ideal part of the chemical potential. This would, therefore, seem to
suggest that the later transfer of solvent in osmosis proceeds at a rate which is slower
than diffusion. It is not clear why this is the case and why the results of Kramers’
theory using only the ideal part of the chemical potential produce results in agreement
with the later time dynamics of the solvent particles. This finding warrants further
investigation as it appears to be a somewhat counter-intuitive result.
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6.6 Discussion
Currently, there is no clear understanding of the nature of the solvent transfer across
the membrane in osmosis, even in the most simple of systems. By simulating a simple
double box, finite membrane setup we have attempted to isolate the underlying nature
of the osmotic transport of solvent particles in our setup.
Initially we proposed a very simple hypothesis to explain the relaxation of the system
towards the steady state, that is an exponential-type behaviour in the total number
of particles on one side of the membrane. By comparing our prediction to the
results of simulation, we concluded that the dynamics of the solvent particles in
the period prior to the steady state are rather more complicated. At higher solute
concentrations a transition occurred between an initial more rapid flux of particles into
the solution compartment compared to the later, slower rate of solvent transfer across
the membrane. This behaviour was also confirmed for systems driven by a pressure
gradient across the membrane and we demonstrated that, in our system, osmotic flows
are equivalent to pressure-driven flows. This equivalence was explained by comparing
the pressure profiles across the membrane for the two setups.
Using Kramers’ theory we outlined a diffusive model for the flow of tracer particles
across the membrane, which produced results in excellent agreement with those of
simulation data at later times. This is to be expected because, certainly at later times,
we do not suppose the transfer of solvent particles across our membrane to proceed
by any means other than diffusion. At early times the dynamics in our simulations
containing labeled tracer particles demonstrated a slightly faster rate of solvent flow
than was predicted by theory. However, this was also apparent in the purely diffusive
scenario, where the system was initialised without a chemical potential gradient across
the membrane. When we used the tracers to describe the osmotic flow in our system,
however, we discovered that the opposite effect was apparent. Here, we observed
that the diffusive model somewhat reproduced the early time dynamics of the osmotic
flow, but over-predicted the rate of net solvent transfer across the membrane at later
times. This latter effect certainly warrants further investigation; possibly it requires
us to revisit Kramers’ theory and the determination of the value of λd that we use to
characterise the net solvent transfer in osmosis.
To end the chapter I discuss a simple hypothesis which attempts to explain the
transitions in the rate of solvent flows observed between early and late times in our
simple double box, finite membrane setup. We begin by considering the simplest
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case, in which there is no chemical potential gradient across the membrane, i.e. no
solute particles and no imbalance in the total density of particles across the membrane.
As the barrier is truncated for the solvent particles in this setup, we create some
additional volume on either side of the membrane into which the particles can move
(equivalent to an increase in the system’s entropy). The newly created volume produces
an initial rapid flux of particles across the barrier in both directions, equivalent to
a wave of particles moving in either direction, thus explaining the deviations from
linear behaviour observed for the labeled tracers in Figure 6.8. This hypothesis is also
consistent with the observation that these deviations grow larger as the barrier height,
H, is reduced in Figure 6.8.
This explanation can also be applied to the pressure-driven flows (in which ρ0L > ρ
0
R),
provided that we allow for the fact that, upon truncation of the barrier, more particles
on the LHS can move into this “gap”. Subsequently, we are left with more particles near
to the top of the barrier on the LHS of the membrane, creating a slight pressure gradient
in the system which pushes these particles more rapidly over the barrier than the
counter-flux of particles moving in the other direction. As the density gradient across
the membrane increases this effect becomes larger, as shown in Figure 6.4. Eventually,
at later times in the simulations, the density imbalance becomes small enough that
particles cross the barrier on a single particle basis, at which point the exponential
relation, Eq.(6.1), may capture the dynamics of relaxation.
For the osmotic simulations, although we do not start the system off with an initial
imbalance in the total number of particles on either side of the membrane, the barrier is
only truncated for the solvent particles. Thus, the initial “wave” of particles in this case
is more heavily populated by particles moving from the RHS into the LHS, creating an
equivalent (but opposite) effect to that present in the pressure-driven simulations. The
solute particles can therefore be thought of as blocking the solvents’ movement into the
newly created volume. The initial more rapid flow of solvent will, therefore, subside
once this initial blocking effect is overcome and the density of particles slightly to the
left and right hand side of the membrane barrier is redressed. Although measured in
the steady state, the density profiles shown in Figure 6.2(a) support the notion that
the density of particles on the barrier is influenced by the barrier height used adding
credence to our proposed explanation for the transition in the solvent flow between
early and late times. Despite the fact that this explanation predicts the transition in
the rate of flows between early and late times, it does not, however, account for the
net rate of solvent transfer in the pressure-driven/osmotic simulations at later times,
which proceeds slower than diffusion.
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To test our hypothesis we would need to resolve the pressure profiles across the
membrane on a much finer scale than we have done so far. This is because the density
gradients that we initially introduce in our system are very small, even for the case of
larger solute concentrations.
As a final point, I note that the explanation we have outlined for the initial more rapid
flux of solvent particles in osmotic and pressure-driven flows is similar to that proposed
by Dainty [28, 29] for porous membranes (see Section 1.2.2), although no such transition
between early and late time dynamics was discussed by Dainty. This is likely because
the early time dynamics using a porous setup are significantly extended in comparison
to our setup, as the solvent particles can only move across the membrane at specific
locations, which the solute particles can more readily block. The transition we observe
in the solvent dynamics is also consistent with the results of Vegard [162], discussed
in Chapter 1, Section 1.2.1, who also observed, albeit using a porous setup, an initial
rapid flux of solvent particles into the solution at higher solute concentrations.
Further work should investigate in more detail why Kramers’ theory apparently does




Osmosis in a Non-Equilibrium
Active System
Osmosis plays an important role in almost every soft matter and biological system,
including those containing active particles such as motile micro-organisms, synthetic
swimmers or hot nanoparticles – which are attracting increasing attention in the soft
matter physics community. Yet little is known about the basic physics of osmosis
in active systems where, because the system is far from equilibrium, the laws of
thermodynamics no longer apply. In this chapter we extend our study of osmosis
to include systems which are driven out-of-equilibrium by the introduction of active
solute particles. Before we begin our study of active osmosis a short review of the
relevant active matter literature is presented.
7.1 Active matter and osmosis
7.1.1 Active matter in a biological context
For much of their 3.8 billion year existence, microbial organisms similar to today’s
E. coli are likely to have propelled themselves along using light or ingested nutrients
as their energy source. However, until the last century or so, little was known about
this propulsion. Pfeffer (who also studied osmosis; see Section 1.1) conducted some
of the earliest studies into bacterial chemotaxis [115]. However, it was not until more
recently that the mechanism that bacteria use to propel themselves, by rotating their
flagella, was elucidated. This elaborate form of motion breaks time reversal symmetry;
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a necessary condition (Purcell [125]) that swimmers in a low Reynold’s number1 fluid
must satisfy in order that they propel themselves forwards.
It has since become clear that swimming organisms can bring about interesting and
nontrivial effects in the behaviour of the surrounding fluid. For example, Wu and
Libchaber [169] recorded the collective effects that a colony of swimming bacteria can
exert on a collection of micron-scale beads in a freely suspended (quasi-two-dimensional)
soap film. A transition in the beads’ dynamics was observed between super-diffusive
motion at short times and diffusive motion at later times.
The fact that motile bacteria are similar in size to colloidal particles naturally leads
to the question of whether manmade micro or nanoscale swimming particles might be
artificially synthesised to perform complex tasks, for example as nanomachines [49, 71]
or microswimmers for drug delivery [148].
7.1.2 Artificially produced active particles
Purcell discussed in his seminal work “Life at Low Reynold’s Number” [125] a
hypothetical framework for a model manmade swimmer consisting of two hinges, similar
to “a boat with a rudder at both front and back”. However, working out the exact
details and deriving analytical results for such a swimmer were, due to the complications
of solving the Stokes equation (−∇P + η∇2~v = 0), anything but simple. Golestanian
and Najafi [50] considered, in 2004, a simpler model for a swimmer, based on the work
of Purcell, consisting of three spheres connected by two rigid slender arms, see Figure
7.1(a). As reasoned by Purcell, for the swimmer to propel itself forwards, it must
perform a cyclical motion which breaks time-reversal symmetry. Several other model
swimmers, similar to the three-sphere system, have since been proposed, including
a dumbbell whose swimming strokes are out of phase with one another [3]. When
arranged collectively, the authors speculate that these swimmers may have applications
as micropump devices. However, none of the above mentioned swimmers has been
experimentally realised.
Janus particles2, active colloids which have two distinct faces (see Figure 7.1(b)), have,
however, been successfully produced experimentally. In [65], micron sized polystyrene
1The Reynolds number, a dimensionless quantity defined as Re = avρ
η
, in which a is the size of the
object, v its velocity, and ρ and η are the density and viscosity of the medium in which the object is
suspended, relates the viscous forces on a body to its inertial forces.
2The first reference to the term Janus appears to be in [45], where de Gennes discusses Janus grains
which have two sides, one apolar and the other polar.
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Simple swimmer at low Reynolds number: Three linked spheres
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We propose a very simple one-dimensional swimmer consisting of three spheres that are linked by rigid rods
whose lengths can change between two values. With a periodic motion in a nonreciprocal fashion, which
breaks the time-reversal symmetry as well as the translational symmetry, we show that the model device can
swim at low Reynolds number. This model system could be used in constructing molecular-sized machines.
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The usual swimming mechanism for a human being in
water involves obtaining a forward momentum from the sur-
rounding fluid due to some periodic body motion. The fact
that the displacement gained in the first half period of the
cyclic motion is not canceled out by that of the second half
period is known to be predominantly because of the inertial
effects [1]. Such a mechanism, however, does not work in
the microscopic world of biological objects( uch as bacte-
ria), where the effects of inertia are not important and the
viscous effects dominate. This case is characterized by very
low Reynolds number, the dimensionless quantity that mea-
sures the ratio between the inertial term and the viscous term
in the hydrodynamical equation of motion[2].
Most microscopic biological objects can swim very well
with velocities of the order of 1mm/s, which for such
micron-sized animals swimming in water, yields Reynolds
numbers of the order of 10−4. In his pioneering work, Purcell
showed that animals like scallops that are equipped with a
single hinge cannot swim using a simple opening and closing
procedure[3,4]. The reason is simple: since the motion is
reversible, after finishing a cycle the animal will end up be-
ing where it initially was. He proposed that a nonreciprocal
motion, which breaks the time-reversal symmetry, is needed
to produce a net displacement. This will help the animal to
propel itself, during each cycle, along some direction that is
preferred by the symmetry of the system and the motion
[5,6]. Despite the simplicity of the geometry that he
suggested—three rigid rods connected with two hinges—
quantitative analysis of the “Purcell swimmer” had not been
performed until very recently, due to the complexity of the
Stokes equation in the specific geometry[7]. We note that
there are other related locomotion mechanisms at the meso-
scopic scale in the context of molecular machines[8].
Here we use Purcell’s original idea and introduce a very
simple and experimentally accessible model system that can
swim using proposed periodic internal motions. The swim-
mer consists of three hard spheres that are linked through
two arms, and has the advantage that the details of the hy-
drodynamic interactions, as well as the swimming velocity
and direction, can be worked out with great ease, as com-
pared to the case of the Purcell swimmer.
The model swimmer that we are proposing is shown in
Fig. 1, and consists of three spheres with radiusR that are
connected by rigid slender arms aligned along thex direction
[9]. The spheres are assumed to be floating in a highly vis-
cous fluid with viscositym. There are two internal engines on
the middle sphere(sphere number 1), which act as internal
active elements responsible for making a nonreciprocal mo-
tion that is needed to propel the whole system. We consider
the initial state of the system such that the spheres numbered
2 and 3 are in equal distanceD from the middle sphere. We
divide a complete cycle of the nonreciprocal motion into four
parts as below(see Fig. 2).
(a) In the first step of the motion, the right arm has
fixed length, and the length of the left arm is decreased with
a constant relative velocityW, using one of the internal en-
gines in the middle sphere. We denote the relative displace-
ment of the spheres 1 and 2 in this stage bye.
(b) As the second step, the left arm is fixed and the
right arm decreases its length with the same constant relative
velocity W as before. The relative displacement of the
spheres 1 and 3 is againe, like the previous stage.
(c) During this step, while the right arm is kept fixed,
the left arm increases its length with the same relative veloc-
ity W to reach its original lengthD.
(d) Finally, in the last step, the left arm is kept fixed
and the right arm elongates to its original length with the
same constant velocityW. The system is now in its original
internal configuration.
As can be seen from Fig. 2, the above four-stage cycle is
not invariant under time reversal, and we can thus expect a
net translation upon completing a full cycle. To obtain a net
translational motion, the above cycle can be repeated con-
tinuously.
The general equation that describe the hydrodynamics of
low Reynolds number flow is the Stokes equation for the
velocity field u, subject to the incompressibility condition:
m¹2u − ¹ p = 0, s1d
¹ · u = 0, s2d
wherep represents the pressure field in the medium.
FIG. 1. Three linked spheres connected by two arms of negli-
gible thickness.
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Figure 7.1 Panel (a): Diagram of a proposed Low Reynolds number swimmer, taken
from [50]. Three linked spheres are connected by two arms, for which part
of the arm is of fixed length (thick line) and part is of variable length (thin
line). Panel (b): Schematic of a Janus particle. A silica/polystyrene sphere
is coated on one side (A) with a reactive material, such as platinum for a
hydrogen peroxide powered colloid or gold for a laser powered colloid, and
the other side (B) is left uncoated. The asymmetry in the colloid results in
its elevated Brownian motion through the hydrogen peroxide/laser heated
solution.
spheres were coated on one side with platinum and placed in a hydrogen peroxide
solution. Using this particular setup, the platinum surface subsequently catalyses the
dissociation of hydrogen peroxide to hydrogen and oxygen, producing an asymmetric jet
of bubbles which propels the particles in a particular direction. The directed motion is
eventually randomised due to Brownian fluctuations. More recently [36], Janus doublets
have been formed; particles which are capable of performing an autonomous run and
tumble motion, similar to bacteria. Bimetalic nanorods, where one end is coated in
platinum and the other in gold, have also been synthesised3 [114]. And, a different
variant of Janus particles, in which one half of a microsphere is coated in gold, can be
made active following the application of a defocused laser beam to the system [68].
In addition to Janus particles, active nanoparticles have also been studied [18, 99, 129,
133, 134]. Here one does not necessarily attempt to achieve directed motion through
the solution, instead the nanoparticle is heated (using a laser beam for example)
such that it moves like a “hot” Brownian particle. In a simulation study, Merabia
et al. [99] found that gold nanoparticles immersed in octane can decompose into
individual metal atoms or small clusters, causing only a minimal disturbance to the
surrounding medium. Experimentally, the dynamics of gold coated nanoparticles have
been studied in water and glycerol/water mixtures by Radunz et al. [129]. In this work,
a new spectroscopic method, Photothermal Correlation Spectroscopy (PhoCS), which
measures the temperature gradient in the surrounding solvent as a result of the active
motion of the nanoparticle, was developed as an alternative to fluorescence correlation
spectroscopy (FCS), a technique which requires fluorescent tracers and expensive single
3When placed in a hydrogen peroxide solution, the nanorods display similar behaviour to the Janus
spheres.
105
photon counting hardware to achieve single particle sensitivity.
Recently, a great deal of work has focused on studying the collective motion of these
self-propelled colloidal particles. Theurkauff et al. have reported [153] the clustering
of spherical, platinum covered Janus particles with increasing Peclet number4. In
the case of geometrically confined active colloids, Golestanian [47] has derived
analytical expressions demonstrating that thermorepulsive colloids (i.e. ones whose
Soret coefficient (ST ) is positive – ST = the ratio of thermal to regular diffusion)
can organise into hollow bands, tubes or shells. Meanwhile, for thermoattractive
colloids (ST < 0), the colloids organise into ever larger clusters as the extent of the
thermoattraction increases; above a critical attraction, the cluster becomes unstable
in “an analogous manner to a supernova”. McCandlish et al. [95] have studied
self-propelled rod-like particles using Brownian dynamics simulations in a 2D plane,
demonstrating that activity can drive the rods to segregate into various patterns. And,
inspired by living organisms such as birds and fish, Mishra et al. [100] studied the
flocking of self-propelled particles into striped regions of high and low particle density.
Thus, active colloids and Janus particles have been shown to demonstrate interesting
dynamical behaviour. However, the influence that the active component of such systems
has on the passive component, the solvent for example, has not received as much
attention. This is the subject of the work presented in this chapter.
7.1.3 Active suspensions and osmotic effects
Recently, attention has turned to the importance of studying osmotic effects in active
systems. Brady and Córdova-Figueroa have proposed a hypothetical osmotic motor
in which reactions taking place on the surface of a colloid generate a non-uniform
distribution of solute particles in the solution [25]. This in turn generates an osmotic
force, resulting in the colloidal particle’s directed motion through its surroundings. An
analytical derivation for the osmotic force is subsequently used to demonstrate that
the ratio of the reactants to the products diffusion constants (DR/DP ) is the dominant
factor in controlling the dynamics of the motor.
Valeriani et al. [159] have used MC simulations to study how osmotic effects might
drive the motion of a colloidal “chucker”. In their work, the colloidal “chucker” is
driven through the solution by the secretion of solute particles at its surface which, in
4The Peclet number (= va/D0, where v is the particle’s velocity, a its radius and D0 a so-called
“bare-diffusion coefficient”) is a measure of the ratio of heat transport by convection to heat transport
by conduction.
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turn, generates a force on the colloid, moving it down the concentration gradient of
solute particles in the system. Another study [48] has reported that, if the colloidal
particle is made permeable to the solvent species, then it may undergo an even faster
motion through the solution.
Osmotic effects have also been shown to play a key role in biologically occurring
active processes. In a recent study [141], the spreading of bacterial biofilms was
shown to be reliant on the secretion of exopolysaccharide, which generated osmotic
pressure gradients in the extracellular matrix, driving the surface motility of the cell.
Furthermore, lipid vesicles have also been shown to become active in the presence of
osmotic gradients, moving down the solute concentration profile [106].
In all of the studies discussed, osmotic effects were used to drive the active motion of
the colloidal particles. In this chapter, however, we take a slightly different approach by
considering systems in which the solute particles themselves are active. In particular,
we focus on how the solutes’ activity affects the osmotic pressure and density gradients
in the system. However, the results presented herein may be applicable in systems
which do not contain a dividing membrane, for example where a depletion interaction
exists [117, 171] (in which colloidal particles experience an attractive force due to the
exclusion of polymer molecules from their surface), or in describing the collective motion
of active solutions.
7.1.4 The concept of an effective temperature for active systems
Systems which contain active particles are intrinsically out-of-equilibrium, thus ther-
modynamic concepts such as the temperature of the system are no longer valid. To
overcome this “problem” the concept of an effective temperature, which maps the non-
equilibrium system onto an equivalent equilibrium one, has been proposed. Since I
discuss this concept later on in the chapter, I briefly introduce it here.
In equilibrium thermodynamics, the fluctuation-dissipation relation (FDR) connects
equilibrium fluctuations to perturbations of the system in the presence of some external




[C(t1, t1)− C(t1, t2)] , (7.1)
where C represents the correlation between two observables (C(t1, t2) = 〈O1(t1)O2(t2)〉),
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χ is the linear response to a perturbation, and kBT is Boltzmann’s constant times
the temperature of the system. By analogy with Eq.(7.1) we can define an effective
temperature for a non-equilibrium system as
1/Teff (C) = −dχ(C)/dC. (7.2)
The effective temperature in Eq.(7.2) therefore relates the response to a perturbation
to the magnitude of the fluctuations in the absence of this perturbation for a non-
equilibrium system. In Figure 7.2(a) results (taken from [27]) are shown for a simulation
of 500 particles which interact via a Lennard Jones-like potential and in which some
fraction of the particles are coupled to a motor force. The relationship between χ and
C is, in this case, indeed linear, supporting the notion that the effective temperature
is a meaningful quantity.
creases for increasing force strength in a linear-log scale,
similarly to the shear-thinning phenomenon. The line is 


A exp− fM / f0. At each applied force, we find 
Q−2
not shown.
The equilibrium fluctuation-dissipation theorem FDT
states that the spontaneous fluctuations are related to their
associated induced fluctuations by a model-independent for-
mula Tt , tw= Ct=0, tw−Ct , tw. C is the connected
correlation of two observables O1 and O2, measured at times
t+ tw and tw, respectively.  is the linear response of the
average of the observable O1 measured at time t+ tw to an
infinitesimal perturbation that modifies the Hamiltonian as
H→H−hO2 from tw to t: t , tw= O1ht+ tw−O1t+ tw /h.
The choice of the appropriate observables O1 and O2 follows
standard procedures, and details about the calculations can
be found in Ref. 8. Here, we recall that in interacting par-
ticle problems 8 it is customary to use O1tw
= 1Ni=1
N ie
iQ ·ritw and O2tw=2i=1
N i cosQ ·ritw, where
the field i= 1 with probability a half. With this choice,
Ct=FsQ , t. For each system configuration we averaged
over 100 field realizations and considered Q=Qmax. In Fig. 3
we show the fluctuation-dissipation relation for passive and
active matter. The plots are parametric constructions of the
integrated linear response  as a function of the correlation
function using t as the parameter 3. In the equilibrium case,
FDT holds and minus the inverse slope of C is the tem-
perature of the thermal bath, T=0.8 in this case. In general,
all curves join at C=1,=0, as imposed by normalization
at t=0. The “initial” slope is determined by the equilibrium
FDT 19. At longer time differences the curves progres-
sively depart from the equilibrium result to reach other
straight lines characterized by slopes that depend on the
strength of the motor forces. A time-or correlation- depen-
dent effective temperature is then defined as 3
1/TeffC = − dC/dC . 2
Interestingly enough, soon after departure from the equilib-
rium form, the curves approach a new straight line from
which one extracts a single value of the effective
temperature—within numerical accuracy 20.
The meaning of Teff as a temperature depends on it veri-
fying a number of conditions expected from such thermody-
namic concept. In particular, a temperature should be mea-
surable with a thermometer. A tracer particle with a long
internal time scale proportional to the square root of its
mass 3,4,8 acts as a thermometer that couples to the long-
time-delay structural rearrangements and not to the fast vi-
brations t
0, which yield the ambient temperature; see Fig.
3 and 19. We then coupled a tracer particle with mass mtr
to the active matter via the same Lennard-Jones potential, so
that we do not modify the structure factor of the fluid. The
tracer does not couple to the thermal bath. In Fig. 4 we
show the tracer velocity distributions for ten independent
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FIG. 5. Color online Effective temperature obtained from
























































































FIG. 3. Color online Parametric representation of the fluctua-
tion dissipation relation for passive and active matter. The strengths












































































































































































































FIG. 4. Color online Main panel: probability distribution func-
tion of the velocity v of different tracers with masses mtr given in
the key. The motor force intensity is fM =60%F̄. The solid lines are
fits to the Gaussian form 3. Inset: Teff as function of mtr as ob-
tained from the Gaussian fits to the data-points in the main panel.
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creases for increasing force strength in a linear-log scale,
similarly to the shear-thinning phenomenon. The line is 


A exp− fM / f0. At each applied force, we find 
Q−2
not shown.
The equilibrium fluctuation-dissipation theorem FDT
states that the spontaneous fluctuations are related to their
associated induced fluctuations by a model-independent for-
mula Tt , tw= Ct=0, tw−Ct , tw. C is the connected
correlation of two observables O1 and O2, measured at times
t+ tw and tw, respectively.  is the linear response of the
average of the observable O1 measured at time t+ tw to an
infinitesimal perturbation that modifies the Hamiltonian as
H→H−hO2 from tw to t: t , tw= O1ht+ tw−O1t+ tw /h.
The choice of the appropriate observables O1 and O2 follows
standard procedures, and details about the calculations can
be found in Ref. 8. Here, we recall that in interacting par-
ticle problems 8 it is customary to use O1tw
= 1Ni=1
N ie
iQ ·ritw and O2tw=2i=1
N i cosQ ·ritw, where
the field i= 1 with probability a half. W th this choice,
Ct=FsQ , t. For each system configuration we averaged
over 100 field realization and sidered Q=Qmax. In Fig. 3
we show the fluctuation-dissipation relation for passive and
active matter. The plots are param tric constructions of the
integr ed linear response  as a functi of the correlation
function using t as the parameter 3. In the equilib ium case,
FDT holds and minus the inverse slope of C is the tem-
perature of the thermal bath, T=0.8 in this case. In general,
all curves join at C=1,=0, as imposed by normalization
at t=0. The “initial” slope is determined by the equilibrium
FDT 19. At longer time differences the curves progres-
sively depart from the equilibrium result to reach other
straight lines characterized by slopes that depend on the
strength of the motor forces. A time-or correlation- depen-
dent effective temperature is then defined as 3
1/TeffC = − dC/dC . 2
Interestingly enough, soon after departure from the equilib-
rium form, the curves approach a new straight line from
which one extracts a single value of the effective
temperature—within numerical accuracy 20.
The meaning of Teff as a temperature depends on it veri-
fying a number of conditions expected from such thermody-
namic concept. In particular, a temperature should be mea-
surable with a thermometer. A tracer particle with a long
internal time scale proportional to the square root of its
mass 3,4,8 acts as a thermometer that couples to the long-
time-delay structural rearrangements and not to the fast vi-
brations t
0, which yield the ambient temperature; see Fig.
3 and 19. We then coupled a tracer particle with mass mtr
to the active matter via the same Lennard-Jones potential, so
that we do not modify the structure factor of the fluid. The
tracer does not couple to the thermal bath. In Fig. 4 we
show the tracer velocity distributions for ten independent
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FIG. 5. Color online Effective temperature obtained from











































































FIG. 3. Col r online Parametric repr sentation of the fluctua-
tion diss pation relation for passive and active matter. The strengths







































































































































































FIG. 4. Color online ility distribution func-
tion of the velocity v of if t t it asses mtr given in
the key. The motor force i te sit is f . The solid lines are
fits to the Gaussian for 3. Inset: Teff as function of mtr as ob-
tained from the Gaussian fits to the data-points in the main panel.
EFFECTIVE TEMPERATURE OF ACTIVE MATTER PHYSICAL REVIEW E 77, 051111 2008
051111-3
(b)
Figure 7.2 Panel (a): The time dependent response [27] to a per urbation χ(t) is plotted
versus the correlation function C(t) for increasingly active suspensions
(se legend). Th effective temperature is then obtained as the negative
reciprocal of the gradient. Pan l (b): The velocity distribution for a tracer
p rticle has been plotted [27] for increasingly massive t acer particl s (see
legend). The i s t then shows the results for the effective temp rature
(obt ined from fitting a Maxwell-Boltzmann distribution to the velocity
profile) as a functi of t tracer particle’s mass.
The FDR is not the only way to define an effec ive temperatu e, however. An
alternative definition for Teff is illustrated in Figure 7.2(b) for the self same system
described above. Ho ever, in these simulations a massive tracer particle5, which only
interacts with the active particles, h s also been included. By matching the velocity
distribution for the tr cer particle to an equivalent (equilibrium) Maxwell-Boltzmann
distribution, he ffective emperat re of the active particles can thus be inferred.
5Its being massive allows for a long internal time scale (t ∼ m1/2) that captures the long time
dynamics of the system nst ad of simply capturing the fast dynamics of the surrounding bath.
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Two other ways to define an effective temperature have been suggested by Joly et
al. [69]. Firstly, one can define a kinetic temperature, TK , related to the centre-of-mass






, where Uα is the relative velocity
between the active particle and the surrounding liquid (in the α direction). This is
similar to the method of matching velocity distributions described above, except this
method does not make use of a tracer particle to determine the effective temperature
of the active particles. Secondly, the “Einstein” temperature (which is related to the
FDR), TE , can be defined as the ratio between the diffusion coefficient, D, and the
mobility of the active particle, µ; see Section 2.2.2 for more information on the diffusion
coefficient and its calculation. Joly et al. measure D using the velocity autocorrelation
function and the mobility is measured by applying a constant force to the particle and
measuring its velocity in the direction of the force: µ = U/F . In Section 7.4 we will
return to these concepts and consider the possibility of defining yet another effective
temperature, which we term the osmotic effective temperature.
7.1.5 Chapter outline
Despite the widespread interest in active colloidal systems, to date there exists no
systematic investigation into the underlying behaviour of a simple, active osmotic
system. This is the objective of this chapter.
I first outline a minimal model to study the basic physics of osmosis in a system
containing active solute particles. Two types of active solute particles are studied; these
are referred to as “hot solutes” and “swimming solutes” respectively. The osmotic
pressure in the system is then measured for several solute activities. At low solute
concentrations, the osmotic pressure is, for all of the activities studied, linear. This leads
us to the possibility of defining a new osmotic effective temperature, the results of which
are compared to the diffusive and kinetic temperature of the solute particles. We also
discover an unexpected phenomenon: under some circumstances, active solutes can lead
to reverse osmosis. Results for this behaviour in the minimal model are presented and
reconciled using radial distribution functions which point to the solvent experiencing
an increased “effective density” in the active solution. In the discussion section the
relevance of these results to experimental systems is explored and the possibility that
an osmotic setup be used for measuring the active component of the stress tensor is
considered.
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7.2 A minimal model for active osmosis
7.2.1 Simulation overview
As in Chapter 5, the simulations described in this chapter use the box in box, invisible
membrane. This setup is described in detail in Chapter 3, Section 3.2.2, thus here I
only briefly review the key features of the simulation setup.
A solution compartment, containing both solute and solvent particles, is immersed in
a solvent bath, containing only solvent particles (a schematic of the setup is given in
Chapters 3 and 5). The solvent and solute particles interact indistinguishably with one
another via a WCA interaction (see Section 3.2.1) and there are no solvent-membrane
interactions. The solute particles, however, remain in the solution compartment for
the duration of the simulations using the steep confining potential outlined in Section
3.2.2. In the absence of activity (as we saw in Chapter 5) this setup results in the
net flux of solvent particles into the solution compartment prior to the steady state.
Here, we are interested only in the steady-state properties of the system and so the
simulations are allowed to thoroughly equilibrate for 100 reduced time units; for a
ballistic particle at temperature T = 1 this corresponds to approximately 9.5 times the
length of the simulation box6. A further 3600 reduced time units of equilibrated data
are then collected.
As in previous chapters, the parameters σ, ε, and m, corresponding to the size of
the particles, their interaction energy and their mass, are set equal to one. In all of
the simulations, a total of 5000 particles (solvent + solute) are placed in the cubic
simulation box, of length L = 18.42σ, such that the resulting overall particle density
is ρtotal = 0.8 σ
−3 (thus, the packing fraction πσ3ρtotal/6 = 0.42). Positions and
velocities are propagated using a velocity Verlet algorithm in combination with a Nosé-
Hoover thermostat and a timestep ∆t = 0.0005. The results for the osmotic density
gradients and pressure have been reproduced using both an Andersen thermostat and,
also, a Nosé-Hoover Langevin thermostat (see Section 2.1.3 for a description of these
thermostats). In all of the simulations presented in this chapter, the osmotic pressure
is computed as the solute-wall force per unit area, based on the confining potential
described above. As in Chapter 5, the solution volume is defined using the method
outlined in Section 3.2.2, where the shift along the x − axis necessary to match the
pressure-density relation for a confined gas of solute particles to that of a periodic solute





gas determines the effective boundary on the solution compartment.
7.2.2 Two models for active solutes
The key difference in the simulations presented here to those presented in Chapter 5
is the introduction of active solutes. This is achieved using two different setups: “hot
solutes” and “swimming solutes”. We use two different models for the active solutes
to ensure that the conclusions we draw are general and not simply a result of having
studied a particular type of solute particle. A schematic illustrating the two alternative




Figure 7.3 Sketch illustrating the active solute setups used in this chapter. Panel (a)
illustrates a “hot solute” particle (in green) surrounded by the solvent bath
(in blue). In panel (b) pairs of particles are bound together into dumbbell
particles (in green) by a FENE spring potential and made active through the
application of a force (F ) along the long axis of the dumbbell. For further
details of these setups see the main text.
Hot solutes
The hot solutes scenario is conceived as a minimal model for the effects of injecting
internal energy into an osmotic system. It is inspired by the work outlined above on
active nanoparticles. In this scenario the solute particles are coupled to a separate
thermostat that maintains them at a higher temperature than the solvent particles,
i.e. we impose the condition Tu > Tv, where Tu denotes the solute temperature and Tv
the solvent temperature7. A flow of energy is thus established: the solute thermostat
imparts energy to the solute particles, speeding them up, this energy is transferred to
the solvent particles through solute-solvent collisions and the energy is finally removed
from the system through the solvent thermostat.
Because the particles are rather strongly coupled to their respective thermostat,
7Results for “cold” solute particles are also presented in Sections 7.3 and 7.5, in which the solutes
are coupled to a separate, lower temperature thermostat than the solvent particles.
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Maxwell-Boltzmann-like velocity distributions are obtained for both sets of particles,
see Figure 7.4(a). In the inset to Figure 7.4(a) the tail of the solvent velocity distribution
does, however, appear to deviate slightly (red data) from that of the purely passive
system (black data) in the presence of the active solutes – thus demonstrating the
dissipation of heat between the active solutes and the passive solvent particles. In
reality this effect would be much larger [68] and we would observe broader temperature
gradients around the solute particles. However, in this work we are interested in dealing
with an idealised scenario. Also note that the results presented later on in the chapter
have been reproduced using both an Andersen and a Nosé-Hoover Langevin thermostat,
so they are not symptomatic of any particular choice of thermostat.

























Figure 7.4 Velocity distribution for the hot solutes and swimming solutes. In panel (a)
the velocity distribution for the hot solutes is shown by the dashed lines
and the solvent velocity distribution is shown by the solid lines, in black
(for Tu = Tv = 1.0) and in red (for Tu = 2Tv = 2.0). In the inset to (a)
the slight heating of the solvent particles, for the case that the solutes are
active, is shown by a sight broadening in the tail of the solvents’ velocity
distribution. In panel (b) the same results are plotted for the centre-of-mass
velocity of the dumbbell particles and the surrounding solvent, for F = 0.0
and F = 6.0 (Tv = 1.0 in both instances).
Swimming solutes
As an alternative to the hot solutes, swimming solutes have also been considered. The
inspiration for using this model comes both from studies of motile bacteria, as discussed
in Section 7.1.1, and the Golestanian swimmers work discussed in Section 7.1.2. The
model we use is similar to that discussed in [160], in which a solute particle is represented
by a dumbbell swimmer. Here we study pairs of particles bound together by a FENE












if r < R0 ,
∞ otherwise ,
(7.3)
where UWCA is the usual WCA potential, κ is the spring constant (set = 30.0 here) and
R0 is the maximum extension of the spring (set = 1.5 σ here). Using these values results
in a typical bond length of 0.96 σ. The dumbbells are propelled through the solutions
by an external force F that acts along the long axis of the dumbbell. The centre-
of-mass velocity distribution for the dumbbells is shown in Figure 7.4(b). Although
they are not directly thermostatted, the surrounding solvent acts as a thermostat,
resulting in Maxwell-Boltzmann-like velocity distributions for the dumbbells. For
passive dumbbells (black dashed line in Figure 7.4(b)), the velocity distribution is well
represented by a Maxwell-Boltzmann velocity distribution at temperature T = 1.0.
When the dumbbells are made active (red dashed line in Figure 7.4(b)), the velocity
distribution is shifted, but can nevertheless be mapped to a higher temperature
Maxwell-Boltzmann distribution. The solvent particles’ velocity distribution, on the
other hand, shows only a slight variance in comparison to that observed for the hot
solutes, see insets to Figures 7.4(a) and (b). The consequences of this on the effective
temperature in our simulations will be further discussed in Section 7.4.
7.3 The osmotic pressure of active solutions
The first results I present in this chapter explore how the osmotic pressure in the
solution, ∆P , is affected by the solute particles’ activity. The van ’t Hoff relation,
discussed in Chapter 1, states that, in dilute (i.e. when the solute concentration is low)
equilibrium solutions, the osmotic pressure is linearly proportional to the concentration
of solute particles, cu. In Chapter 5 we saw that the results of passive simulations
are consistent with this relation up to solute concentrations, cu ∼ 0.1 σ−3, before
virial corrections must be included to account for deviations from the van ’t Hoff
law. Although the systems studied in this chapter are driven out-of-equilibrium, we
expect that, as in the passive simulations, the resulting osmotic pressure will be well
represented by a linear relationship at low solute concentrations; however, the constant
of proportionality may be different from the passive case. In Figure 7.5 we see that
this is indeed the case in our simulations. For both the hot solutes and the swimming
solutes, the passive case (black circles; Tu = Tv for the hot solutes and F = 0 for the
swimming solutes) is in good agreement with the van ’t Hoff relation (solid black line) at
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(b)
Figure 7.5 Osmotic pressure (measured using the solute-wall force method, see Section
3.2.3) versus the concentration of impermeant species in the solution, for (a)
the hot solute system and (b) the swimming solutes system. For each system
results are shown for both the passive, equilibrium case (black circles) and
for two fixed activities (red squares and blue diamonds). In the passive
case, the solute particles are either thermostatted at the same temperature
as the solvent, or the force applied along the axis connecting the swimmers
is set equal to zero. In panel (b) the dumbbell concentration is shown on
the x − axis, therefore the actual concentration of solute particles is twice
this value as there are two solute particles per dumbbell. In all of the
simulations the solvent is thermostatted at Tv = 1.0. Similar errors in the
solute concentration to those presented in Figure 5.4 apply here. The errors
in the measured osmotic pressure are smaller than the symbols.
low concentrations. As the activity of the solutes is increased, the slope in the osmotic
pressure versus solute concentration relation remains linear. However, the gradient of
the slope increases as the solutes become more active, leading to more rapid deviations
from the law of van ’t Hoff. Since the constant of proportionality in the gradient of the
osmotic pressure versus solute concentration relation was equal to kBT in our passive
simulations, it is natural to define an effective temperature for the active simulations
from this same relation in those regions where the osmotic pressure relation remains
linear.
7.4 The osmotic effective temperature
The concept of an effective temperature was introduced earlier on in this chapter as
a means to map the complex behaviour of non-equilibrium systems onto the better-
understood properties of equilibrium systems. The results presented in Figure 7.5
suggest that a new, osmotic temperature T oseff might be defined by mapping the osmotic





In Figure 7.6 we plot the osmotic effective temperature over several solute activities. As
one would expect, it increases with the thermostat temperature for the hot solutes and,
in the swimming solutes model, it increases with the swimming force F . It is interesting
to compare the osmotic effective temperature with with other measures for the effective
temperature of active particles. Here we consider the two effective temperatures defined
by Joly et al. – the diffusive temperature and the kinetic temperature.
The diffusive temperature is defined using the Einstein relation, D = µkBT , where
D is the diffusion coefficient and µ is the mobility of the solute particles. Thus, by
taking the ratio between the diffusion coefficient in the active case to that measured in
the passive case we can determine the diffusive effective temperature of the particles:
T deff = DactTpass/Dpass. The diffusion coefficients are computed by measuring the
mean square displacements of the particles as a function of time; as discussed in Section
2.2.2. The second temperature we consider, the kinetic temperature, is defined using
the centre-of-mass velocity of the active solute particles, v̄. This is related to the kinetic








eff , where the sum runs over
all N hot solutes/dumbbells and mi is the mass of the i
th hot solute/dumbbell particle.
The results in Figure 7.6 demonstrate that, for both setups, T oseff is in good agreement
with the diffusive temperature T deff over a wide range of activities (Tu or F ). For
the hot solutes simulations, the kinetic temperature T keff is also in good agreement
with both the diffusive and osmotic temperatures; however, for the swimming solutes
this is no longer true. Instead, the kinetic temperature is somewhat lower than the
diffusive and osmotic effective temperatures. This may be an indication that the kinetic
temperature captures the fast dynamics which the surrounding solvent experience (close
to the equilibrium FDT), equivalent to the temperature as C(t) approaches one in
Figure 7.2(a), whereas the osmotic and diffusive temperatures describe the dynamics
corresponding to long time differences in Figure 7.2(a), as C(t)→ 0.
At first sight, the apparently good agreement between the diffusive and osmotic effective
temperatures suggest that the behaviour of the non-equilibrium osmotic systems might
be well represented by mapping to an equivalent equilibrium system. It turns out,
however, that this is not the case. Whilst the effective temperature description can
capture the osmotic pressure in our simulations, as we shall see in the next section, it
fails to reproduce the steady-state density imbalance that is established between the
solution and the solvent bath in the presence of active solutes.
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Figure 7.6 Three different methods for measuring temperature are shown as a function
of increasing particle activity for (a) the hot solute particles and (b) the
swimming solutes. In the figures, the circles show diffusive temperatures, the
squares osmotic temperatures and the diamonds the kinetic temperatures.
7.5 Reverse osmosis due to active solutes
In Chapter 5 our simulations of equilibrium osmosis reproduced the well-known result
for the steady-state density of particles across the membrane; that is a higher total
density of particles in the solution compartment compared to the solvent bath. In
Figure 7.7 results for the total density profiles are shown for simulations of osmosis,
in panel (a) using hot solute particles and in panel (b) using swimming solutes
(dumbbells). The black lines shows the results of passive simulations (i.e. when the
solute activity is set to zero) and the red lines show the results for active solutes. Here,
we see that the active simulations exhibit qualitatively different behaviour from the
passive systems. In both of the simulation models for active particles, as the activity
increases, the total density of particles in the solution compartment decreases, so that
the steady-state total density of particles in the solution is now lower than in the
solvent bath. Thus, the addition of active solutes on one side of the semi-permeable
membrane causes solvent particles to be displaced out of the solution compartment
(relative to the uniformly distributed case ρ = 0.8 σ−3) – in contrast to the equilibrium
osmotic situation, where solvent particles are displaced into the solution. Active solutes,
therefore, can induce reverse osmosis.
This qualitative behaviour is reproduced over a range of activities and solute concen-
trations in Figure 7.8. In Figure 7.8(a) an increase in the hot solutes’ temperature
causes a decrease in the total density difference across the membrane, until eventually
the solvent particles begin to move out of the solution compartment prior to the steady
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Figure 7.7 Steady-state total density profiles are shown for osmosis simulations using
the hot solutes (panel (a)) and the swimming solutes (panel (b)). In
panel (a) the simulation contained 200 solute particles, thermostatted at
a temperature Tu = Tv (black line) and Tu = 2.0Tv (red line). For
the swimming solutes, shown in panel (b), the simulations contained 100
dumbbells and forces F = 0 (black line) and F = 6 (red line) were applied.
state instead of being drawn into it. A similar behaviour is also observed for the
swimming solutes, see Figure 7.8(b).
In the insets to Figures 7.8(a) and (b) the variation in the steady-state total density
difference is plotted as a function of the concentration of active particles. In the
equilibrium, passive case (black data in the insets), we observe a steady increase in
the density difference across the membrane as the concentration of solute particles
is increased. As the solute particles are made active (red and blue data in the
insets), the density difference in the dilute solutions steadily decreases with increasing
solute concentration, producing the aforementioned reverse osmosis (∆ρtot < 0) in
our simulations. Although we observe reverse osmosis over the whole range of solute
concentrations tested here, it is apparent that for very high solute concentrations the
amount of reverse osmosis starts to decrease (i.e. there is a minimum in the plot of
∆ρtot versus solute concentration).
That the active systems studied here demonstrate reverse osmosis is clearly something
that cannot be reconciled with the notion of an effective temperature, because
simulating an equivalent passive system at an elevated temperature would not result
in reverse osmosis – indeed it would result in the opposite effect. Therefore, it appears
that qualitatively different physics to that occurring in the passive system is needed
to explain this phenomenon. Motivated by this observation, we therefore attempt to
construct a simple model that explains the reverse osmosis results illustrated here, and
which also captures the non-trivial dependence on the solute concentration shown in
the insets to Figures 7.8(a) and (b).
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Figure 7.8 The steady-state difference in the total density of particles in the solution
compartment and the surrounding bath (∆ρtot = ρsolution − ρbath) is shown
as a function of the activity of the hot solutes/swimming solutes and (in
the insets) as a function of the concentration of the hot solutes/swimming
solutes. (a): ∆ρtot is plotted as a function of the hot solutes’ temperature.
Results are shown for two different concentrations, cu = 0.05 σ
−3 and
cu = 0.25 σ
−3, by the black circles and the red squares, respectively. At
high enough activities the density imbalance becomes negative meaning
that the introduction of active solutes leads to solvent being expelled from
the solution. In the inset the density imbalance is shown as a function of
the hot solutes’ concentration for three different activities – for the black
circles Tu = Tv, for the red squares Tu = 1.4Tv and for the blue diamonds
Tu = 2.0Tv. (b): ∆ρtot is shown for the swimming solutes as a function of
the force for dumbbell concentrations of cu = 0.05 σ
−3 (black circles) and
cu = 0.13 σ
−3 (red squares). As in panel (a) the inset shows the density
imbalance as a function of the concentration of the active particles. Results
are shown for F = 0 (black circles), F = 4 (red squares) and F = 6 (blue
diamonds). The error bars in the data are smaller than the symbols.
7.6 A collision dynamics model for non-equilibrium osmo-
sis
Based on the hopping model outlined in Chapter 5, an initial attempt at explaining
the above results was made using a simple model in which particles on either side of
the membrane collide, exchanging momentum as they do so. To this end, a series
of idealised two body elastic collisions between particles located on either side of the
membrane were simulated, as in Figure 7.9. In doing so, we hypothesise that the
transfer of momentum occurring during these collisions might account for the reverse
osmosis in our simulations. This is a plausible explanation because, on average, particles
inside the solution have a greater kinetic energy than those in the bath (due to the
solutes’ activity). Therefore, the particle collisions produce a net transfer of momentum
out of the solution compartment which should be balanced in the steady state by
reducing the density of particles in the solution.
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Figure 7.9 Diagram illustrating a head-to-head elastic collision between two particles.
In this scenario the particle on the right has a velocity directed towards the
left compartment and the the particle on the left has its velocity directed
towards the right compartment. Thus, given a sufficient time window, the
two particles will collide, swap velocities and subsequently move away from
one another.
Our simulations of this highly simplified one-dimensional model proceed as follows. We
first specify the density of particles on either side of the membrane. Given this choice,
the initial positions of two particles, one on either side of the membrane, are chosen
from the following distribution, p(x0) = ρe
−ρx0 , where x0 is the initial position and ρ
is the density on the left/right hand side of the membrane. The velocities of the two
particles are subsequently chosen according to the 1D Maxwell-Boltzmann distribution
specified in Eq.(2.4), where the temperature T is set equal to one if the particle is a
solvent and T ≥ 1 if the particle is a solute. Solute particles are chosen on the solution
side of the membrane with probability, p = nu/nsolution, where nu is the number of
solute particles and nsolution is the number of particles in the solution. The positions
of the particles are then propagated forward for some time t according to the following
relation: x(t) = x0 + vt. From this we can compute the net flux of particles across the
membrane due to collisions. Three possible scenarios are possible. In the first instance,
the particles may have velocities in opposite directions, in which case they both move
away from one another and there is no transfer of momentum across the membrane.
Secondly, their velocities may be in the same direction. In this scenario, they may or
may not, therefore, collide with one another, depending on whether the time frame t
is long enough. If a collision occurs, the particles swap velocities8 and subsequently
transfer momentum across the membrane. Finally, the particles may have velocities
directed towards one another, in which case, provided the time frame t is long enough,
they will collide, swap velocities and subsequently fly apart (as in Figure 7.9). If the
8The exchange of particle velocities is a standard result in elastic collisions.
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particle in the solution compartment is chosen to be a solute, it is not allowed to cross
the membrane and, in the instance that its projected position crosses the membrane,
it performs an elastic collision with the membrane, reversing its velocity as it does
so. The osmotic pressure is calculated from summing the momentum flux across the
membrane upon solute particle collisions.
This procedure is repeated many times to obtain the average net flux of solvent particles
across the membrane for a given choice of particle densities on the left and right hand
side of the membrane. By adjusting the density imbalance across the membrane we
can determine the steady-state density imbalance – i.e. the solvent densities on either
side of the membrane that produce zero net flux.
The results from our simulations of this simple model are shown in Figure 7.10. For
a passive osmotic system, in which we set the temperatures of the solvent and solute
particles to be equal (Tu = Tv = 1.0), the results qualitatively follow those expected of
an osmotic system. Firstly, the osmotic pressure, shown by the black data in Figure
7.10(a) for a system at overall density ρ = 0.5, varies linearly with increasing solute
concentration, and, secondly, the density difference across the membrane increases
(semi-) linearly with increasing solute concentration (see black data points in Figure
7.10(b)).
Figure 7.10 also shows the results of this simple toy model for active solutes – i.e. when



































Figure 7.10 Results of collision dynamics simulations for the osmotic pressure and
density imbalance across the membrane using both passive and active
solute particles. In panel (a) results for the osmotic pressure of the passive
(black circles) and active (red squares) 1D collision dynamics simulations
are shown. For the active simulations the solute velocities were chosen
from a higher temperature MB distribution, such that Tu = 2.0Tv. In
panel (b) results are shown for the steady-state density imbalance in the
same passive (black circles) and active (red squares) simulations for the
simple toy model.
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the solute particle velocities are chosen from a higher temperature MB distribution
to those of the solvent. The red data in Figure 7.10(a) demonstrate that the osmotic
pressure is higher in our active simulations and that it still increases linearly with the
solute concentration. These results are in agreement with our MD simulations of the
full, many particle system, as shown in Figure 7.5. The density imbalance, however,
does not behave as in our MD simulations (see Figure 7.10(b)). Instead we observe
a net positive ∆ρtot, rather than the negative ∆ρtot observed in our MD simulations,
see Figure 7.8. In fact, for this toy model, active solutes actually slightly increase the
density of particles on the solution side of the membrane. Thus, reverse osmosis is not
captured by a simple one dimensional simulation model of elastic collisions.
Upon closer examination of the fluxes into and out of each of the compartments, it was
discovered that the reason for this is related to the second scenario outlined above, when
the velocities of the two particles are in the same direction. More specifically when
both velocities are directed into the solution compartment. If the solutes’ activity
is increased then, provided a solute particle is specified in the solution, it will more
often create a “vacuum” into which the solvent crossing the membrane can move.
This actually facilitates the solvent flow into the solution, rather than pushing solvent
out. The presence of active solutes does, however, also increase the rejection rate for
solvent particles entering the solution compartment – consider the case that the particle
velocities are directed towards one another, in a head-to-head collision. However, this
effect is not nearly as strong as the former, “vacuum” effect.
The simulation behaves in a similar manner at higher densities and attempts at deriving
analytical results, using a similar model to that presented here, were abandoned after
it became clear that this model does not reproduce reverse osmosis.
7.7 An alternative explanation for reverse osmosis
The results from our toy 1D collision model suggest that two body collisions at the
membrane are not responsible for the reverse osmosis that occurs in our MD simulations.
We therefore turn to an alternative, many body explanation. We speculate that,
because the solute particles have a higher kinetic energy, they exert a greater “pushing
force” on the solvent particles which may cause them to cluster together. As a result,
the solvent particles experience a higher local density in the solution compared to the
average particle density. Because of this higher local density, in the presence of active
solutes, solvent particles tend to move out of the solution – this leads to reverse osmosis
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in our simulations. To test this hypothesis, we study the radial distribution function,
g(r), of the solvent particles in a mixed system of solvent + active particles. The radial
distribution function is a measure for the local structure of the fluid, for further details
see Section 2.2.2.
In Figure 7.11(a) I show the radial distribution function for the solvent particles in a
bath containing a mixture of both solvent and active particles at a fixed concentration,
but over several values for the solutes’ activity. The shift in the peak of the g(r)
indicates that the solvent particles do indeed experience a higher local density due to
the presence of active solute particles. To quantify this effect we compute the integral
of the g(r) to the first minimum, I =
∫ rmin.
0 g(r)dr [58, 158]. For solids, I is related
to the number of neighbours in the first shell around the central atom. Although this
relation does not hold for liquids, it nevertheless provides useful information about the


















































Figure 7.11 The radial distribution function for the solvent particles is shown as
a function of increasing solute activity and total particle density for
simulations of an active-passive bath and a completely passive bath of
particles, respectively. In panel (a) results are shown for an active-passive
mixture, in which the activity of the solute particles is varied for a fixed
solute concentration, cu = 0.15 σ
−3. In panel (b) a passive bath of solvent
only particles is simulated and the total density of particles is steadily
increased. The inset to panel (b) shows the increase in the value of I (see
main text) with increasing total particle density.
In comparison, Figure 7.11(b) shows a series of g(r)s for a purely passive system at
different total densities. As the density increases, the peak in the g(r) increases, as
does the integral I (see the inset to Figure 7.11(b)). By mapping the value of I in a
mixture of solvent + active particles to an equivalent value of I in a passive system,
we can quantify the effective local density for solvent particles in the active-passive
mixture. We anticipate that the active osmotic system will reach a steady state such
that the effective local density of solvent in the solution is equivalent to what it would
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be in the passive case (with the same concentration of solute particles).
To this end, we compute the steady-state value of I for a passive system at a total
particle density equivalent to that of the solution compartment in our passive osmosis
simulations (at a specified solute concentration). From our simulations of the active-
passive mixtures we then determine the solvent density that corresponds to this value of
I in the active case. According to our hypothesis this should correspond to the steady-
state solvent density in the solution in the active case. This prediction can then be
compared to the results from the MD simulations of the active osmotic system. Figure
7.12 shows the results for the density imbalance across the membrane as a function of
increasing solute activity (at fixed solute concentrations) in (a) and as a function of
solute concentration (at a fixed activity) in (b). Firstly, we note that the prediction for
the density imbalance indeed leads to reverse osmosis, as demonstrated by the negative
values of ∆ρtot recorded in Figure 7.12(a). Moreover, the qualitative agreement between
the predictions from the g(r) approach and the MD simulations is good. In panel (b)
using the g(r) approach even manages to reproduce the gradual decrease in reverse
osmosis at higher solute concentrations. We speculate that this effect may be due to
the break up of solvent clusters by more frequent collisions with active solutes at higher
solute concentrations.
Thus, it appears that the reverse osmosis in our simulations is a result of the increased
local density of solvent particles, driven by the activity of the solutes. This could also be
viewed in terms of the solute particles exerting an active stress on the solvent particles
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Figure 7.12 The predicted osmotic density imbalance across the membrane is shown in
the MD simulations (as in Figure 7.8) and compared to the result obtained
by matching the integral of the radial distribution functions of a passive
bath at an elevated density (relative to the total density in the osmosis
simulations, ρ = 0.8 σ−3) and an active bath at a reduced solvent density.
In panel (a) results are shown versus the activity of the solute particles
for two different solute concentrations. In panel (b) the same quantity is
plotted as a function of the solute particle concentration.
7.8 Discussion
In this chapter we have demonstrated that active osmotic systems display qualitatively
different behaviour from their equilibrium counterparts. In our simulations solute
activity increases the osmotic pressure and, remarkably, can reverse the direction of
the osmotic density imbalance. While the former effect can, in principle, be described
by an “osmotic effective temperature”, such a description cannot capture the latter
effect, which is qualitatively distinct from the equilibrium case. A simple collision
dynamics model, whilst it reproduces the elevated osmotic pressure, fails to reproduce
the active osmotic density gradients. Thus, a simple picture, in which the active solute
particles cause the solvent in the solution to experience a higher density than is actually
present, has been proposed. By measuring the local density around the solvent particles,
through integration of the radial distribution function to the first minimum, we showed
that this argument can explain reverse osmosis in our system.
Our objective in this chapter was not to simulate a specific, experimentally realisable,
active system, but rather to uncover the basic physical principles using the simplest
possible, minimal model osmotic system. For this reason, we set the sizes, masses and
interaction parameters of the solvent and solute equal and represented the membrane
by a smooth confining potential. The fact that similar results are obtained for two
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types of active particle suggests that the phenomena revealed in this study may be
generic.
How relevant might these results be to realistic osmotic setups? Could active solutes be
used in the desalination of water, as discussed in Section 1.4? There are clearly many
differences between the models studied here and the experimentally realised active
setups (e.g. Janus particles or laser-heated nanoparticles) discussed in the introduction
to the chapter. Perhaps most obviously, the active particles in these setups are
typically many orders of magnitude larger than the solvent molecules. Based on the
work presented in this chapter it is not clear what effect the introduction of larger
solute particles would have on the resulting dynamics of the solvent particles. A
greater obstacle which stands in the way of possible technological developments using
these ideas is the large amount of energy required to heat the solute molecules to a
higher temperature than the surrounding solvent; how best to avoid heat conduction
between the solute and solvent? It therefore appears that reverse osmosis by active
solute particles probably does not currently provide a realistic alternative to current
desalination methods.
Although not feasible as a method for the desalination of water, an active osmotic setup
may be directly relevant for sifting colloidal systems containing a mixture of active and
passive particles. Using such a setup, the passive colloids would assume the role of the
solvent and the confinement of other “solute colloids” might be achieved, for example,
using electric bottles [80, 81].
Finally, I note that there should be an interesting connection between the osmotic
pressure and the active component of the stress in the Navier-Stokes equation. For
polarised fields (such as in liquid crystals) the active stress can be measured as σa =
−ζc ~P ~P , where ζ is the activity, c is the concentration and ~P is the polarisation of
the active particles [59, 154]. In our case the polarisation is zero and we can simply
write the active stress as σa ∝ −ζc1 [168]; the scalar pressure then follows from the
trace of this relation. However, because the active component of the stress comprises
a separate, additive term in the Navier-Stokes equation, we should be able to use our
osmotic setup to deduce the value of this quantity in a very simple manner – by simply





In this thesis molecular dynamics simulations have been used to study the fundamental
processes which occur during osmosis. I now summarise the most salient results and
discuss possible avenues for future work.
In Chapter 4 we began our study by exploring a fundamental virial relation for open
systems, which we dubbed the “Schweitz virial relation.” We demonstrated that, from
this equation, two equations for the local pressure in an MD simulation could be derived.
One of these relations was a well-known result; however, the derivation presented,
suitable for scalar systems, was based on arguably simpler geometric considerations
than the typical derivation. The second relation was new, but similar in spirit to the
method of planes technique in that it considers the flux of momentum across a planar
surface. Using MD simulations we tested our expressions for the local pressure, firstly
in an open system, in which the local and global pressures were shown to be in excellent
agreement, and further in an osmotic simulation, where the local pressure expressions
were used to measure the osmotic pressure in our simulations. By generalising the
Schweitz virial relation to a tensor form, it should be possible to extend on this work
and derive the off diagonal components of the stress tensor. This would be of particular
interest in systems which experience shear stresses.
In Chapter 5 we used a box in box, invisible membrane setup to study the steady-
state properties of a minimal model for osmosis. Using liquid state theory we first
confirmed that the results obtained for the density gradient and the osmotic pressure
in our simulations using a WCA interaction potential were in good agreement with
theoretical predictions for an equivalent hard sphere system. Next, a new formulation
for the osmotic pressure, in terms of the various solute-solute and solute-solvent virial
127
contributions to the pressure, was derived and the nature of the individual terms in the
resulting expression were analysed in both a WCA and a LJ system. The two systems
demonstrated qualitatively similar behaviour and reproduced almost identical results
for the osmotic pressure. Thus, we concluded that the repulsive part of the interaction
in these simple systems dominates the osmotic behaviour of the system.
Using a simple, mechanical hopping model for the solvent particles at the membrane
we derived a further expression for the steady-state osmotic pressure, similar to an
existing expression which is usually derived from thermodynamic considerations. Our
mechanical approach suggested that it is the balance between the net outward pushing
force, due to the imbalance in the total density of particles at the membrane, and
the net inward diffusive flux, due to the imbalance in the solvent density across
the membrane, that produces the resulting steady-state density profile and osmotic
pressure in our system. In realistic systems using porous membranes, more complicated
processes such as solvent entrainment may play a very important role in determining
the solvent dynamics in the periods prior to and during the steady state. To determine
whether such processes were also at play in our simple model system we examined
in detail the nature of the steady-state solvent crossings of the membrane, testing for
such entrainment processes. However, no such processes were observed, leading us
to conclude that they are not necessary for an understanding of osmosis at the most
fundamental level.
It is interesting to point out that, as well as studying the fundamentals of osmosis, the
osmotic setup introduced here could also be used to perform MD simulations in the
grand canonical, µV T ensemble – by partitioning the system into a region of interest
and a solvent reservoir, separated by a membrane barrier, invisible to the solvent. If
realised this would be a useful tool, since grand canonical simulations are currently
almost always conducted using the Monte Carlo simulation method [44]. Such an MD
approach would be useful when one requires dynamical information about the particle
trajectories. It would also avoid the need to perform a time-consuming Widom-type
particle insertion/deletion scheme [44], as is required for µV T MC simulations. As well
as providing a useful MD simulation tool, it is also interesting to consider how future
simulations could be conducted in the context of power generation using the principles of
osmosis. This is particularly topical given the urgent need for clean energy generation
and the recent development of several methods for power generation that are based
on osmosis. In particular, it would be of considerable interest to conduct realistic
simulations which explore how altering the particle sizes and interaction parameters
affects the resulting osmotic pressure, and therefore the total power which can be
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generated in such schemes. I note that other authors have already used simulations to
investigate the importance of the membrane and solute particle choice in determining
the rate at which water flows across a semi-permeable membrane in the period prior to
the steady state [130, 131]. Although these studies considered the rate of solvent flow in
realistic systems, the underlying mechanism of the solvent flow prior to the steady state
in osmosis remains the subject of some debate. In particular, the key factors which
determine whether this flow is diffusive or faster than diffusive remain unaccounted for.
To explore these effects further it is necessary to first develop a fundamental model for
the solvent transfer in osmosis using a simple setup.
In Chapter 6 we proceeded along these lines, using a double box, finite membrane
setup to study the solvent dynamics during the period prior to the steady state in
osmosis. We found that the resulting solvent flow is not compatible with a model
which treats the relaxation of the system to the steady state as a simple exponential
process. Instead, the solvent dynamics were observed to be more interesting and a
transition occurred in our system, particularly at higher solute concentrations, from
an initial, faster rate of solvent transfer to a later, slower transport of solvent particles
across the membrane. These results were reproduced in simulations of pressure-driven
flows, where a chemical potential gradient was set up across the membrane by imposing
an imbalance in the total density of particles across the membrane (but in which zero
solute particles were placed). The equivalence of the two flows was demonstrated to be
due to the establishment of similar pressure profiles across the barrier.
By studying the movement of labeled, tracer particles across the membrane we were
able to derive a diffusive model, based on Kramers’ theory, which captured the late-
time dynamics of particle mixing in our simulations. Using a simple relation in terms of
the fraction of tracer particles on either side of the membrane, we were further able to
recover a result for the net solvent transfer across the membrane in our pressure-driven
simulations according to Kramers’ theory. Comparison of the theoretical prediction
for the net movement of solvent particles with simulation data seemed to suggest that
the late-time solvent dynamics in pressure-driven flows proceeds at a rate slower than
expected by diffusion. It is likely that, to make further progress here, we must first
re-examine Kramers’ theory, in particular with respect to the determination of the
transport coefficient for the tracer particles. Even in the purely diffusive simulations
an interesting deviation in the solvent dynamics was observed at early times, where the
solvent tracers appeared to cross the barrier in a non-diffusive manner.
Finally, in a novel modification to the osmotic system, we investigated how the physics
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of osmosis changed when the solute particles in our osmosis simulations were made
active. We found that using active solute particles increased the osmotic pressure
and, by analogy with the van ‘t Hoff expression, we were able to define a new osmotic
effective temperature that was in agreement with the diffusive temperature of the active
particles. However, the usefulness of the concept of an osmotic effective temperature
for mapping between an active osmotic system and an equivalent passive one appears
doubtful. This is because simulations of active osmosis display qualitatively different
behaviour to their passive counterparts. In particular, the active solute particles
produce reverse osmosis – the expulsion of solvent particles from the solution prior
to the steady state; a process which does not occur in equilibrium osmosis and so
cannot be described by an osmotic effective temperature.
Using a model in which we postulated that the activity of the solute particles causes
the solvent particles to experience a higher local density, we were able to explain the
behaviour observed in our active simulations. In this picture, the active solute particles
can be thought of as an internal piston, driving the system out-of-equilibrium. We
further speculated on whether an osmotic system with active solutes could be used
in industry, in the desalination of water, for example. However, considering the large
amounts of energy required to maintain a temperature gradient in the system, between
the solute and solvent particles, we concluded that this process is very likely less efficient
than current technologies. An active osmotic setup could, however, be used for sifting
a mixture of passive and active colloidal particles. Finally, I speculate that an osmotic
setup could also be used to measure the chemical potential of the passive component of
an active-passive mixture. This could provide a well-controlled method for investigating
phase transitions in out-of-equilibrium active-passive mixtures.
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Appendix A
Determining the error on the box
in box, invisible membrane
volume
In Section 3.2.2 the solution volume is determined by matching the pressure-density
relation of a confined system of WCA (see Section 3.2.1) particles to that of an
equivalent periodic system. Here, we make use of the fact that the inter-particle
interaction is given by the WCA potential to determine the error on the position of the
effective solution boundary. At low densities, the pressure of a WCA gas is essentially
identical to that of a hard sphere gas, for which an accurate expression for the pressure
is that of the Carnahan Starling (CS) equation of state [58]:
P = ρkBT
(




In the above, ρ and η are the density and packing fraction (= π6σ
3ρ) of the particles,
and kB and T are, as usual, Boltzmann’s constant and the temperature, respectively.
Before determining the error on the boundary of the solution we must first check the
goodness of our ‘fit-by-eye” procedure to ensure that the fitted, confined data matches
the underlying CS relation as well as the periodic data does. To do this we first generate
two new distributions made up of (1) the differences between the CS relation and the
pressure of the (fitted) confined gas, Xc, and (2) an equivalent distribution for the
periodic case, denoted Xp. The level of agreement of the two samples is then compared












compares the samples’ variances. The t value as determined through Eq.(A.2) is
then tested to ensure the two results are within statistical agreement, i.e. that the
t value determined through Eq.(A.2) is less than the t value associated with the
null hypothesis1. In our case, the t value determined through comparison of the two
distributions is t = 0.74, whereas that associated with the null hypothesis is t = 2.16.
An upper and lower bound are now placed on the effective solution boundary by varying
the volume definition, such that the confined gas pressure shifts to the left and the right
in Figure 3.7(a), until the t value as calculated by Eq.(A.2) is larger than t = 2.16.
This occurs at Lsolution = 9.10 and Lsolution = 9.28, resulting in an effective boundary,
with associated errors, of 0.91+0.07−0.02σ.
1Determined from the samples’ degrees of freedom (ndof = nc+np−2 = 13) and a decision criterion,
set here to 0.05.
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Appendix B
Computing the prefactor (C) in
Kramers’ theory for the diffusive
flux of tracers across a finite
barrier
Our goal in this section is to demonstrate that the prefactor C in Eq.(6.5) can, assuming
a diffusive transfer of solvent, be expressed as C = λdLe
−µex(ρ)/2ρΛ3, where λd is the
value that λt in Eq.(6.3) takes under the purely diffusive transport of solvent across the
membrane, L is the length of the solution/solvent compartment, µex(ρ) corresponds to
the excess part of the chemical potential and ρ is the average density in the system
(= (ρL(t) + ρR(t))/2). We begin by considering a similar setup to the tracer diffusion
experiment described Section 6.5.2, i.e. an equivalent density of solvent particles are
initially placed (in the absence of solutes) on either side of the dividing barrier in our
double box, finite membrane setup. We subsequently label all of the particles on the
LHS of the membrane as tracer particles and record the fraction of the particles on
the LHS which are tracers, which we denote φL(t), over the course of the simulation.
Thus, φ0L = 1.0, where the 0 denotes t = 0, and in the steady state the tracers spread
themselves evenly across the membrane, such that φssL = 0.5. Starting from Eq.(6.7)
and writing the flux, j(t) ∼ −d(LρφL(t))/dt, where ρ is a constant (equal densities exist
on either side of the membrane) and L is the length of the solution/bath compartment,









[2φL(t)− 1] . (B.1)
In Eq.(B.1) we have taken µexL/R(ρL/R)→ µex(ρ), where µexL/R(ρL/R) is the excess part













For this purely diffusive case we expect the fraction of particles on the LHS that are
tracers to decay as an exponential, φL(t) = φ
ss
L − (φssL − φ0L)e−λdt. Using the values for
φ0L and φ
ss








Therefore, a simple comparison of relations B.2 and B.3 allows us to establish that the
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