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Abst ract - -Data  can be replicated in a database system in order to improve availability and 
performance. In this paper, we impose ahypercube structure on the copies of data items. A protocol 
is then developed using the information of the logical structure to manage replicated ata with high 
availability and at the same time minimize the communication cost incurred for some networks. The 
algorithm for this protocol is given, and properties of the protocol are investigated. © 1998 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Mutual exclusion in distributed systems has been studied for a long time. Many synchronization 
problems which demand coordination from multiple sites require that only one site among a 
number of sites is allowed to use some resources at a time. Solutions to these problems are 
expected to tolerate site and communication failures which may lead to network partitioning. 
Quorum consensus [1] is a well-studied method for such problems. 
One typical case of mutual exclusion occurs in the transaction management problem of a 
replicated atabase system. A replicated atabase is a distributed atabase in which multiple 
copies of some data items are stored at multiple sites. One of the advantages of data replication 
is to increase data availability so that the system can remain operational even though some sites 
have failed. Another advantage of data replication is to improve performance. With many copies 
of each data item being available, a user transaction is more likely to find the data it needs nearby. 
However, these benefits are offset by the cost of maintaining data consistency. Synchronization 
protocols, such as those mentioned in [2-6] are needed to coordinate the operations on the replicas. 
This increases the cost of executing operations in replicated atabases. 
One of the proposed protocols for the above problem is the hierarchical quorum consensus 
protocol [7]. In this paper, we generalize the hierarchical quorum consensus protocol and show 
that the generalized protocol can exhibit hybridized behaviour of different kinds of protocols. We 
present a special family of such protocols, which we call the hypercube  quorum consensus.  
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We show that the proposed protocol has a number of desirable properties, including small quo- 
rum size, small communication delay, high availability, and being nondominated. This protocol 
imposes a hypercube structure on the set of copies of the data items. We call this the hyper- 
cube protocol Other quorum consensus algorithms include the tree quorum protocol [6], the grid 
structure protocol [5], etc. 
We analyze one special instance of the hypercube protocol, known as the majority hypercube 
protocol. This protocol makes use of the majority quorum. We also analyse the use of other 
protocols inside the hypercube protocol. 
This paper is organized as follows. In Section 2, we describe the model of a replicated atabase. 
In Section 3, we present the notion of coterie, bicoterie, and wr-coterie which describe formally the 
requirements of the quorum conseusus protocols. Section 4 introduces the generalized hierarchical 
quorum consensus protocol. In Section 5, we present the hypercube coterie protocol, its definition 
and correctness. In Section 6, we describe a method for mapping hypercubes to a two-dimensional 
grid network which can achieve minimal communication delay. In Section 7, we present he 
quorum size and the availability analysis of the hypercube quorum protocol. Section 8 describes 
an experiment on the hybridization of the protocol. The final section is a conclusion. 
2. MODEL 
In our model, a distributed atabase system consists of a number of sites. Each pair of 
these sites are connected by bidirectional links. They communicate with each other by sending 
messages over a communication network. We assume that each site has its own memory and 
that each site can suffer from fail-stop failure. We also assume that communication li ks may fail 
to deliver messages, o that network partitioning can occur, and divide the system into two or 
more partitions. Sites within a partition can still communicate with each other; but they cannot 
deliver messages to other sites in a different partition. 
In our model, a database consists of a number of data items being stored at several sites. 
Transactions are used to manipulate these data items. A transaction is a sequence of operations 
with a number of read and write operations that manipulate the data items. The execution of a 
transaction should be atomic. 
In a replicated atabase system, data items are replicated at several sites. The data item is 
called the logical data item, whereas the copy of a data item stored at a particular site is called 
a physical data item. We adopt one-copy serializability [8] as the correctness criterion for our 
system. In order to ensure one-copy serializability, we may adopt some locking mechanisms, and 
a read/write operation on a data item X will access a read/write quorum which is a subset of the 
copies of X. We shall define a coterie for a given set of data copies (or replication sites) which 
defines what quorums are allowed for the operations. 
3. PREL IMINARIES  
In this section, we formalize the requirements and some desirable properties of a quorum 
consensus protocol. Some definitions from [9] are adopted in this paper. Let G ---- (V, E) be a 
network, where V is the set of sites and E is the set of links which connect he sites. A set S of 
subsets of V is a coterie on G if the following conditions hold. 
1. Intersection. VM1, M2 E S, M1 N M2 ~ ¢. That is, any two sets in S must have at least 
one common ode. 
2. Nonredundancy. There are no M1, M2 E S such that M1 C M2. 
If we think in terms of system operations, each operation will access one quorum in the coterie. 
Two of the desirable properties of a quorum consensus protocol are small quorum size and high 
availability in failure conditions. Some coteries are then definitely better than other coteries. 
Suppose the network contains ites a, b, and c only. Let A be coterie {{a, b}} and B be coterie 
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{{a, b}, {a, c}}. If b falls, then no operation is allowed with A, but operations are allowed with B, 
by the quorum {a, c}. Hence, B is better than A. For another example, if A is a coterie {{a, b, c}} 
and B is a coterie {{a, b}}, then B is better than A, since an operation in B needs only to access 
two sites a,b, but an operation in A needs to access three sites a,b,c. In [10], A is said to be 
dominated by B in both of the above cases. More formally, we have the following definition. 
• Let R, S be coteries on G, R dominates S iff R ~ S and, for each H • S, there is an 
H'  • R such that H' C_ H. 
A coterie S on G is dominated iff there is another coterie on G which dominates S. If there 
is no such coterie, then S is nondominated (ND). 
Finally, we define terms for the property for communication cost required in quorum consensus 
as in [11]. In the following definition, the term "distance" may represent the communication 
overhead required between two locations in the given network instead of actually a physical 
distance. 
DEFINITION 1. Given a coterie C for a network, where the length of each edge is given. For a 
site s in the network, we can find a quorum Q in C such that the maximum distance from s to 
any site in Q is minimum. In other words, among all quorums, Q is the quorum that conta/ns 
sites least distant from s. We call Q an optimal quorum for s. We call this maximum distance 
the delay of s for C. Consider the maximum of delays among a//sites. We call this maximum 
of delays the max-delay of the coterie. We refer to a coterie with a minimal value of max-de/ay 
(among all coteries) a max-delay optimal coterie. | 
3.1. Bicoteries and Wr-Coter ies 
The previous definitions consider only the problem of mutual exclusion without considering 
database transactions. Here, we consider an application of the ideas of coteries on the transaction 
management problem in distributed replicated atabase systems. In such an application, we 
distinguish read operations from write operations. 
The following definitions are from [12], in which U is the given set of sites, and a group refers 
to a set of sites. 
BICOTERIE. An ordered pair B = (P, Q), where P and Q are sets of subsets of U, is a bicoterie 
under U if 
1. for each group G in P or Q, G ~ ¢, 
2. (Intersection Property) for each group G in P and each group H in Q, G N H ~ ~b, 
3. (Nonredundaney) for any two groups G and H E P, G is not a proper subset of H, and 
for any two groups G and H 6 Q, G is not a proper subset of H. | 
WR-COTERW.. A bicoterie B = (P, Q) is called a write-read coterie (wr-coterie, for short), if it 
satisfies the following. 
• For all G, H 6 P : G N H # ~b (i.e., P is a coterie). | 
A wr-coterie B = (P, Q) can be used to form read and write quorums by selecting read quorums 
from Q and write quorums from P. 
The definition of nondomination for coteries can be extended to the case of bitcoteries, and 
hence, wr-coteries. 
A bicoterie A = (a,~) is dominated by bicoterie B = (R,S)(or B dominates A) iff the 
following conditions hold. 
1. VQ1Ea3Q2ER:  Q2CQI .  
2. VQ1 e/~ 3 Q2 • S: Q2 c__ Q1. 
3. (a, ~) # (R, s). | 
A bicoterie (wr-coterie) B is said to be nondominated (ND) if no bicoterie (wr-coterie) domi- 
nates B. | 
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Given a bicoterie over a network. When the entire network is operational, for each site s, 
there is a read (write) quorum such that the maximum distance to some sites in the quorum is 
minimum. Let us call this the read (write) delay for site s. 
DEFINITION 2. The delay of site s is the greater of its read and write delay. The max/mum 
of delays of all sites is called the max-delay of the bicoterie. A max-delay optimal bico- 
ter ie /s  one that has max-delay less than or equal to that of any other bicoterie over the same 
network. | 
4. GENERAL IZED HQC 
The Hierarchical Quorum Consensus (HQC) [7] is based on logically organizing a set of copies 
of an objects in a database into a multilevel tree of depth m and with the root at level 0. The 
following is a description of this protocol from [7]. The physical copies of an object are stored 
only in the leaves of the tree (at level m). The higher level nodes of the tree correspond to logical 
groups. A node at level i, where i varies from 0 to m - 1, is viewed as a logical group which 
in turn consists of li+l subgroups at level i 4- 1. A quorum is associated with each level and to 
access a logical group at a certain level, a quorum formed by a majority of its subgroups must 
first be assembled. Figure 1 shows an example for nine copies of a data. The copies are labeled 
A, B, C, . . . ,  I. They are arranged in a hierarchy of three levels, in which each nonleaf node 
consists of three subgroups at the next level. There are three subgroups at the lowest level. At 
the root node (node 1), we may choose a majority quorum from nodes 2, 3, 4, which correspond 
to subgroup 1, subgroup 2and subgroup 3in the figure. For example, nodes 2 and 3 is a majority 
quorum. At node 2, the subgroups correspond to nodes A, B, and C. Hence, a majority quorum 
chosen at node 2 may be {A,B}. Examples of valid quorums are {A, B, D, E}, {B, C, H, I}, etc. 
SUBGROUP I SUBGROUP 2 SUBGROUP 3 
Figure I. An example ofnine copies organized into three subgroups. 
Generalized HQC. Here we point out that the hierarchical quorum consensus (HQC) method 
proposed in [7] can be generalized in the following way. In HQC, the coterie at each branching 
of the hierarchy is a majority consensus protocol. However, we observe that the choice of coterie 
at each branching does not affect he coterie properties of HQC. In other words, each of these 
coteries can be any known coterie, and so we can use different types of coteries in the hierarchy. 
The hypercube coterie that we shall define in the next section will be a generalized HQC. 
5. HYPERCUBE COTERIE  AND WR-COTERIE  PROTOCOL 
In this protocol, we map sites to the nodes in a hypercube. An mn-hypercube is a graph 
that consists of  N = m"  nodes. We say that an mn-hypercube has n dimensions. We im- 
pose an ordering on the dimensions of the hypercube. Suppose the ordered set of dimen- 
sions are: {D1,D2, D3, . . . ,D,}.  We assume that each dimension D, has a set of m indices, 
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{ibi2,i3,... ,ira}, which can be simply the set of numbers {1,.. .  ,m}. Let the index set of di- 
mension D~ be Ii. Each node of the mn-hypercube can be expressed as a vector {Zl, z2 , . . . ,  zn}, 
where zi E Ii. There is an edge between odes {Zl,Z2,...  ,zn} and {Yx,Y2,... ,Yn}, iff z~ ~ z~ 
for a particular i, where 1 < i < n and qi = PJ for j ~ i. 
EXAMPLE. For a 32-hypercube, there are two dimensions, and each dimension has a set of three 
indices. Suppose the indices are 1, 2, and 3 in each dimension, then the nodes of the hypercube are 
A = {1,1}, B = {1,2}, C = {1,3}, D = {2,1}, E = {2,2}, F -  {2,3}, G- -  {3,1}, H - -  {3,2}, 
I = {3, 3}. 
We assume the sites in our distributed system has a one-to-one mapping to the nodes of a 
mn-hypercube. However, note that the edges in the hypercube has no relation to the physical 
links between the sites. 
Given a mn-hypercube H as above, the first dimension Dx has a set of indices It = {il, i2, i3, 
..., ira}. The subgraph with nodes {Yl, Y2,..., Yn} in the hypercube H where yl = ii for some j
forms a mn-l-hypercube G, whose index sets corresponds to the index sets of/2, I3 , . . . ,  In of H. 
The node {Yl,Y2,... ,Yn} in H will be labeled {y2,... ,yn} in G. In other words, the 1 st, 2 nd, 
3rd,. . . ,  (n -- 1) th dimensions of G correspond to the 2 nd, 3rd,. • •, ~t h dimensions of H. We call G 
the subhypercube of H subtended by index ij. 
EXAMPLE. Suppose the nodes of a 23-hypercube are given by {1,1,1}, {1,1,2}, {1,2,1}, {1,2,2}, 
{2,1,1}, {2,1,2}, {2,2,1}, {2,2,2}. Then the subhypercube subtended by index 1 in the first 
dimension has nodes {1,1}, {1,2}, {2,1}, {2,2}. 
If we treat the index set that correspond to each dimension Di in a mn-hypercube as a set of 
sites, then we can assign a coterie Ci according to a certain quorum consensus protocol Pi. For 
example, it can be a majority quorum protocol, or a tree quorum protocol and so on. We say 
that coterie Ci is used for choosing quorums in the set of indices Ii, or we simply refer to Ci as 
the  coter ie at  d imens ion i. We call such quorums index-quorums.  
EXAMPLE. For a 32-hypercube, suppose the indices for the first dimension are 1, 2, and 3, and a 
majority quorum coterie is chosen for the first dimension, then a index-quorum for dimension 1
can be {1,2} or {1,3} or {2,3}. 
An (rnn)-hypercube quorum is defined recursively as shown in Figure 2. A (mn)-hypercube 
quorum will be a set of n-dimensional vectors which corresponds to nodes in the hypercube. 1 
Def in i t ion of  a (mn)-hypercube quorum for a (mn)-hypercube H. 
A (m°)-hypercube quorum is ¢. 
Forn> 1: 
(1) Let A = {al ,a2, . . .  ,ak} be an index quorum chosen from the coterie at the first 
dimension of H. 
(2) Let Bi = be an (mn-1)-hypercube quorum for the subhypercube subtended by a~. 
(3) For each element {cl,c2,... ,cn-l} in Bi, for each a~, form the vector {a~,cl,c2,... ,c~-1}. 
(4) The set of all vectors formed by the above step is a (mn)-hypercube quorum. 
Figure 2. Definition of a (mn)-hypercube quorum. 
As an example, consider a data object with 27 copies, which correspond to nodes in 3 s- 
hypercube. Suppose the index set in each of the three dimensions is ~1, 2, 3}. Following the 
procedure given in Figure 2, according to Line 1, we may choose A = {al,a2} = {1,3} to be 
an index quorum for the first dimension (D1). By Line 2, we need to form two 32-hypercube 
quorums B1 and B2. 
1When the values ofm axid n are obvious, we simply refer to a (m'~)-hypercube quorum as ~ hypercube quorum. 
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Recursively, the 32-hypercube subtended by 1 is subjected to the procedure in Figure 2. From 
Line 1, we choose A = {al,a2} = {1,2}, to be an index quorum for the second dimension D2. 
In Line 2, we can pick B1 = {{1}, {2}}, B2 = {{2}, {3}}. From Lines 3 and 4, the 32-hypercube 
quorum {{1, 1}, {1, 2}, {2, 2}, {2, 3}}, is constructed. This is returned to the first iteration as B1. 
Recursively, the 32-hypercube subtended by 3 in the first dimension is subjected to the proce- 
dure in Figure 2. From Line 1, we may choose A = {al,a2} = {1,3}, to be an index quorum for 
the second imension D2. From Line 2, we let B1 = {{2}, {3}}, B2 = {{1}, {3}}. From Lines 3 
and 4, the 32-hypercube quorum {{1, 2}, {1, 3}, {3, 1}, {3, 3}} is constructed and this is returned 
to the first iteration as B2. 
Finally, in the first iteration, by Lines 3 and 4. The set of sites {{1, 1, 1}, {1, 1, 2}, {1, 2, 2}, 
{1, 2, 3}, {3, 1, 2}, {3, 1, 3}, {3, 3, 1}, {3, 3, 3}} is the resulting 33-hypercube quorum. 
This example can be shown more vividly by a diagram. Figure 3 shows the organization i a 33- 
hypercube. The three dimensions of the hypercube are labeled D1, D2, D3, and each dimension 
has a index set of {1,2,3}. Let us assign a majority quorum coterie to be the index coterie for 
each of the three dimensions. In the first dimension D1, we may choose indices 1 and 3 to be the 
majority index quorum. Then we need only consider the subhypercubes (3 x 3 planes) at the 
top and at the bottom of the figure. For the second imension D2 of the top plane, let us choose 
indices 1 and 3 for the majority index quorum, we then need only to handle the corresponding 
one-dimensional hypercubes (rows of size 3). For the second imension D2 of the bottom plane, 
suppose we choose indices 1 and 2 as the index quorum, then again we need to handle the two 
corresponding one-dimensional hypercubes. The resulting quorum of {{1, 1, 1}, {1, 1, 2}, {1, 
2, 2}, {1, 2, 3}, {3, 1, 2}, {3, 1, 3}, {3, 3, 1}, {3, 3, 3}} is marked by crosses in the diagram. 
DI 
D2 2 
1 2 3 
Figure 3. Constructing a hypercube majority quorum. 
THEOREM 1. For a network with m n sites, the (mn)-hypercube quornm~ satisfy the properties 
of intersection and nouredundancy of coteries. 2 
PROOF. Given two of the hypercube quorums P and Q, we check the dimensions one by one. 
Let C'~ be the coterie for dimension i in the (mn)-hypercube. By  the intersection property of U1, 
we know that in the first dimension there is some intersection of P and Q in the first index, 
hence there are some nodes in P and in Q whose first dimension indices axe the same. Let such a 
common index be xl. By  the above definition, there will be a quorum chosen from C2 in P and 
another chosen in Q for the second dimension for the subhypercube subtended by Xl. By  the 
~The theorem can also be derived from results of Theorem 6.2 of [13]. 
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intersection property of C2, there will be some nodes in P and in Q whose first dimension indices 
equal Xl and whose second dimension indices are the same, let such a common index be x2. If we 
continue with this argument, hen we see that in general, at the ith dimension, there will be some 
nodes in P and in Q whose first i dimension indices are the same. Hence at the n th dimension, 
there will be some node on P and on Q whose first n dimension indices are the same, which is 
an intersection ode of P and Q. 
At each dimension i, by nonredundancy of Ci, we choose nonredundant sets of indices, i.e., if P 
is an index quorum then no subset of P is also an index quorum. Therefore, the final quorum 
formed is also nonredundant. 1 
A mn-hypercube  coter ie  protoco l  is a mutual exclusion protocol that accesses one mn- 
hypercube quorum for each system operation. The hypercube quorum protocol is a special case 
of the generalized HQC since it is a hierarchy (tree) with n + 1 levels and with the branching 
factor at each node kept at a constant m. Each dimension in the hypercube corresponds to one 
nonleaf level in the hierarchy. 
5.1. mn-Hypercube  Wr -Coter ies  P ro toco l  
The wr-coteries are meant for handling the read and write operations of user transactions in 
a replicated istributed atabase. The mn-hypercube wr-coterie protocol is quite similar to the 
mn-hypercube coterie protocol above, except hat at each dimension, instead of choosing just 
one index quorum we need to pick both an index quorum for read and also an index quorum for 
write, let us call these the ran-hypercube r ad and write quorums. Hence, we assign a wr-coterie 
to the set of indices at each dimension of the hypercube. 
THEOREM 2. For a network with m n sites, for the hypercube the (m n)-hypercube r ad and write 
quorums atisfy the properties of intersection and nonredundancy of wr-coteries. 
PROOF. Similar to the proof for Theorem 1. Omitted. | 
5.2. Nondominat ion  
We have seen that nondomination is a desirable property of a protocol. Here we shall show 
that if we choose to use ND coterie or wr-coteries in the hypercube quorum protocol, the resulting 
protocol is also ND. We apply the following theorem in our proof. 
THEOREM 2.1. OF [10]. Let S be a coterie under U. Coterie S is dominated if[ there exists a 
group G C_ U such that 
1. G is not a superset of any group in S, 
2. G has the intersection property; that is, for all H E S, G N H ~ ¢. | 
This theorem can be generalized for the wr-coteries as follows. 
THEOREM 3. Let A = (P, Q) be a wrocoterie under U, A is dominated if[ there exists a group 
G C_ U such that 
1. G is not a superset of any group in P, and 
2. G has the intersection property; that is, for all H 6 P, G N H ~ ¢, 
or  
3. G is not a superset of any group in Q, and 
4. G has the intersection property; that is, for all H E P, G N H ~ ¢. 
We define two terms here to be used in the proof of the next theorem. Given a hypercube H and 
a set of nodes G, we say that an index x in H is quorum-complete  in G if in the subhypercube 
of H subtended by x, there exists a hypercube quorum {ql, q2,. • •, q~} such that the nodes {x, q l }, 
{ x, q2 } , . . . , { x, qk } , all exist in G. 
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EXAMPLE. For the 33-hypercube given in Figure 3, and the set G = {{1, 1, 1}, {1, 1, 2}, {1, 
2, 2}, {1, 2, 3}, {3, 1, 2}, {3, 1, 3}, {3, 3, 1}, {3, 3, 3}}, the index 1 is quorum-complete in G, 
since there is a hypercube quorum {{1, 1, 1}, {1, 1, 2}, {1, 2, 2}, {1, 2, 3}} in G for the the 
subhypercube of H subtended by 1. 
Given a set of nodes G = {ql,. . .  ,qk} in hypercube H, the set GH~ is a set of nodes in the 
subhypercube of H subtended by y, such that x E GHv iff qi = {Y, x} for some i. We say that GH v 
is a pro ject ion of G. A projection of a projection of G is also called a projection of G. 
EXAMPLE. For the 33-hypercube H given in Figure 3, and the set G = {{1, 1, 1}, {1, 1, 2}, {1, 
2, 2}, {1, 2, 3), {3, 1, 2}, {3, 1, 3}, {3, 3, 1}, {3, 3, 3}}, the set GH1 = {{1, 1}, {1, 2}, {2, 2}, 
{2, 3)}. 
THEOREM 4. For a (mn)-hypercube coterie S, if the coterie C~ for each dimension i is nondom- 
inated, then S is nondominated. 
PROOF. Assume that coterie S is dominated. By Theorem 2.1 in [10], there is a set of nodes G 
that satisfies the intersection property but is not a superset of any quorum in S. Let A1 = 
{pl,P2,... ,Pk} be the index set where Pi appears as the first index at some element in G. Let A t 
be the subset of A which consists of all elements x that are quorum-complete in G. A t cannot 
contain a quorum of coterie C1 since otherwise G would be a superset of a quorum in S. Since 
coterie C1 is nondominated, there will be a quorum Q1 in C1 which A t does not intersect. Each 
element a in Q1, is not quorum-complete in G. We can find the projection GH, for such element a. 
For such a set Ggv, let A2 = {ql, q2,... ,qt} be the index quorum where q~ appears as the first 
index at some element in GH~. If A2 = ¢, then G does not intersect with a quorum X that 
is formed by choosing Q1 and this is a contradiction to the intersection property. Otherwise, 
let A S be the subset of A2 which consists of all elements y that are quorum-complete in GH~. 
A S cannot contain a quorum of coterie C2, so there must be a quorum Q2 in C2 which A S does 
not intersect. Continue the argument for each dimension, we find a series of Q~'s in each case as 
in the above. At the n th dimension, it reduces to the fact that some projection of G does not 
contain an intersecting site with a quorum Qn, in a particular one-dimensional hypercube. Form 
the mn-hypercube quorum X by choosing these Q~'s at the corresponding subhypercubes at each 
dimension, we can see that G does not intersect X, a contradiction. | 
THEOREM 5. For a (mn)-hypercube wr-coterie S, ff the wr-coterie C~ for each dimension i is 
nondominated, then S is nondominated. 
PROOF. We need to show that it is not possible for a set G to exist as described in Theorem 3. 
That a set G cannot satisfy Conditions 1 and 2 is proved as in the proof of Theorem 4. For the 
Conditions 3 and 4, it means that there is a set of nodes G, such that G does not contain any 
read quorum in the original S, but G intersects each write quorum in S. The remaining part of 
the proof is again similar to that of Theorem 4. | 
6. OPTIMAL COMMUNICATION COST 
Here, we show how the protocol can achieve minimal communication delays in grid networks. 
The reason why we consider this is that in geographically distributed systems, the physical 
environment has only two dimensions, and a grid is a simplest wo-dimensional l yout. 
6.1. Mapp ing  a Hypercube  to a 2 -D imens iona l  Surface 
We describe here a way to map a (mn)-hypercube to a A x B rectangle, where A -- m a and 
B = rf~ b and a + b -- n. Imagine that the rectangle is a A x B grid so that each node in the grid 
corresponds to one node in the hypercube. 
Initially there is only one subrectangle which contains all the nodes in the grid and the current 
dimension is one. We keep dividing the subrectangles horizontally or vertically as follows, after 
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each division, the current dimension is incremented by one. This is repeated until all dimensions 
are handled (i.e., up to n). Finally, each subrectangle contains exactly one node. 
• Horizontal division: divide each subrectangle into rn equal subrectangles arranged in a 
horizontal row. Each node in the ith subrectangle in the row has the index of the current 
dimension equal to i. 
• Vertical division: divide each subrectangle in ra equal subrectangles arranged in a vertical 
column. Each node in the i th subrectangle of this column has the index of the current 
dimension equal to i. 
An example is shown in Figures 4 and 5, where a 34-hypercube is matched to a 9 x 9 square 
by a horizontal division for dimension 1, vertical division for dimension 2, horizontal division 
for dimension 3, and vertical division for dimension 4. In the figures, a node indicated by abcd 
corresponds to the node (a, b, c, d~ in the 34-hypercube. The first three divisions are shown in 
Figure 4, in which a label lxxx refers to nodes with first index being 1, and the remaining indices 
being 1, 2, or 3. The final result is shown in Figure 5. 
~--  lxxx 2~z 3xxx 
f horizontal division 
llxx 21xx 31xx 
12zx 22xx 32xx 
13x.x 23xx 33u 
IIIx 112x l13x 21Ix 212x 213x Mix 312x 313x 
12Ix 122x 123x 221x 222x 223x 321x 32~ 323x 
131x 132x 133x 231x 232x 233x 331x 332x 333x 
vertical division horizontal division 
Figure 4. Example of mapping hypercube to 2-dimeusional rectangle. 
I111 I1~I 1131 P I l l  ~I~I 2131 3111 3121 3131 
I I1~ I I~  1132 £I I~ £I~£ 2132 3112 3122 3132 
1113 1123 1133 2113 2123 2133 3113 3123 3133 
I~I I  I~£I 1231 £~11 ~1 2231 3211 3221 3231 
I~IP I~  1232 ~I£  £~£ 2232 3212 3222 3232 
1213 1223 1233 2213 2223 2233 3213 3223 3233 
1311 1321 1331 2311 2321 2331 3311 3321 3331 
1312 1322 1332 2312 2322 2332 3312 3322 3332 
1313 1323 1333 2313 2323 2333 3313 3323 3333 
Figure 5. ResuR of mapping a 34hypercubeto a 9 x 9square. 
6.2. Major i ty  Hypercube Coteries 
If we let each coterie in each dimension of the hypercube be a majority quorum coterie, then 
the resulting hypercube coterie is called a major i ty  hypercube coterie. We call a special case 
of the majority hypercube coterie the cross-product hypercube coterie when each quorum 
is chosen as follows: choose a majority out of the indices of each dimension in the hypercube, 
form a cross product of all the majority sets, elements in the cross product are elements of the 
quorum. For example for a 34-hypercube, suppose the indices for each dimensions are 1, 2, 3. 
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We can choose the majority quorum of {1,2} for each dimension. The cross product will be P 
= {{1,1,1,1}, {1,1,1,2}, {1,1,2,1}, {1,1,2,2}, {1,2,1,1}, {1,2,1,2}, {1,2,2,1}, {1,2,2,2}, {2,1,1,1}, 
{2,1,1,2}, {2,1,2,1}, {2,1,2,2}, {2,2,1,1}, {2,2,1,2}, {2,2,2,1}, {2,2,2,2}}. 
The difference of the cross-product hypercube coterie from the general majority hypercube 
coterie is that the choice of index-quorums i more restrictive. For example, the quorum in 
Figure 2 is not a cross-product hypercube quorum: the index quorum chosen in the second 
dimension in the top square is different from that in the bottom square. 
The mapping to grid networks that we described above can minimize the communication 
delays between sites in choosing appropriate cross-product hypercube quorum. For the example 
in Figure 5, the cross-product hypercube quorum P achieves minimum delay and is shown in 
italic font. In general minimum delay can be achieved if the majority quorums chosen for each 
dimension are contiguous indices, e.g., 1, 2, . . . ,  Fn/2] or rn/2],.. . ,  n, where n is the number of 
dimensions. 
THEOREM 6. A cross-product hypercube coterie is a max-delay optimal coterie for the grid 
network as constructed above. 
PROOF. By the property of coteries, the quorums for the sites at two opposite corners must 
intersect. To achieve minimum delay for both sites, the intersecting site should be in the middle 
(or near the middle) along the diagonal joining the two sites. Hence, the minimal max-delay 
of a coterie on the grid has value at least equal to this delay, let it be X. We see that in the 
cross-product hypercube, each site s can choose a quorum coterie which lies within a rectangle 
with distance between opposite corners being X, and s being within the rectangle. | 
COROLLARY 1. The majority hypercube coterie is a max-delay optimal coterie for the grid net- 
work as constructed above. 
The above corollary follows because a cross-product hypercube coterie is also a majority hy- 
percube coterie, so that whenever we need to pick a majority hypercube quorum, we can pick a 
cross-product hypercube quorum. Note that we are more interested in the majority hypercube 
coterie instead of the cross-product hypercube coterie because it would give us higher availability. 
6.3. Opt imal  Hypercube  Wr-Coter ie Protocol  
The following lemma helps us to reduce the problem of finding a max-delay optimal wr-coterie 
to that of finding a max-delay optimal coterie. 
LEMMA 1. For a given network, the max-delay of a max-delay optimal coterie is less than or 
equal to the max-delay of a max-delay optimal wr-coterie. 
PROOF. If the max-delay optimal bicoterie is {P,Q}, then we can form a coterie with Q, and 
the max-delay of Q is less than or equal to the max-delay of {P, Q}. | 
From the above lemma, given a network, after finding a max-delay optimal coterie P, a max- 
delay optimal wr-coterie will be {P, P}. 
COROLLARY 2. The (m")-hypercube wr-coterie formed by using the majority hypercube coterie 
to determine both read and write index quorums at each dimension of the hypercube is a max- 
delay optimal wr-coterie for a grid network. 
7. QUORUM S IZE  AND AVAILABIL ITY  ANALYS IS  
Besides communication delay, quorum size and availability are two important properties for 
coteries. These factors are evaluated in this section. Let N be the number of sites in the network, 
the smallest possible size for a HQC is given by N °'s3 [7] by setting the branching factor in the 
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hierarchy to 3. 3 Such a hierarchy can be seen as a (3k)-hypercube, for k = log 3 N. Therefore, 
the smallest quorum size for a majority hypercube coterie for a (3k)-hypercube is also N °'63. 
We consider availability of a coterie or wr-coterie to be the probability that at least one quorum 
is operational. We assume that the probability that any given site is up is p. 
7.1. Avai lab i l i ty  Ana lys is  o f  the Major i ty  Hypercube  Protoco l  
In this subsection, we compare the availability of the majority hypercube protocol [14] with 
other protocols, namely the majority quorum protocol and the grid quorum protocol [5,15]. 
For a (mn)-hypercube, there are m n sites. Let Availi be the probability that we find a majority 
hypercube quorum in the ith-dimensional subhypercube. Avail1 is simply the chance of finding an 
operational majority quorum in a one-dimensional array. Availn will be the required availability. 
Avail~ is defined recursively in the following equations. 
fro(P) = Z p'(1 - p)ra-, 
i=pm+l/2] 
Availl -- fro(P), 
Availi+l = fm(Availi). 
The formulae for the majority quorum protocol can be found in [14]. The formulae for the 
grid quorum protocol can be found in [5]. Note that the grid quorum protocol distinguishes 
between "read quorums" and '~rite quorums" for the application of read and write operations 
in replicated atabases. The grid protocol has different availabilities for read quorums and write 
quorums. 
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Figure 6. Availability of protocols with 27 sites. 
We compare the availabilities of the three protocols with 27 sites and 243 sites in the model. 
We compare the availabilities of the three protocols by varying the probability p that a particular 
aThis is because the size of a quorum at each level is 2, and there are log 3 N level, hence the total quorum size is 
2logs  N - -  NO.83 .  
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site is up. For the grid protocol, we use a 9 x 3 grid (nine rows of three sites each) for the case 
of 27 sites, and a 9 x 27 grid for the case of 243 sites. The results are shown in Figures 6 and 7, 
with the probability that a sites is up being plotted against the availabilities of the protocols. 
As we can see from the graphs, the hypercube protocol and the majority quorum protocol are 
quite close in performance. As the value of p decreases beyond 0.6, the availabilities of both 
protocols dropped significantly until p = 0.4. This shows that the two protocols perform much 
better for the value of p > 0.6. For the grid quorum protocol, the availability of the read quorum 
is better than the hypercube and the majority quorum protocols. However, the availability of 
the write quorum is worse than the two protocols. 
Although the majority quorum protocol has the best performance in availability, it has the 
major drawback of having a large quorum size of over half the number of sites. Also when 
p > 0.9, the availability of the hypercube quorum protocol is similar to that of the majority 
quorum protocol, and with current technology site availability is typically above 0.9, meaning 
that p > 0.9 can be assumed. 
We believe that the probability that a site is up is in general high. It is unusual to have 
the value of p below 0.9 in an acceptable system. Since the availabilities of the three protocols 
with p > 0.9 are all very high, we may conclude that all of them are reliable under real world 
situations. 
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b : majority quorum protocol 
c : grid quorum protocol (read) 
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Figure 7. Availability of protocols with 243 sites. 
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7.1.1. Ava i lab i l i ty  of  the  protoco l  w i th  d i f ferent  d imens ions  
Now we try to examine the availability of the system if we have different combinations of the 
value of m and n for a mn-hypercube given m n sites. Suppose we have a total number of 81 sites 
and so we can choose either ra = 3 and n = 4 or the combination m = 9 and n = 2. For each of 
the cases, we plotted the availability of the system against he value of p. The result is shown in 
Figure 8. 
We found that for the same number of sites in the system, if we increase the number of indices 
in each dimension (m), and hence decrease the number of dimension(n), better availability of the 
system may be achieved. 
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Figure 8. Comparison of hypercube protocol with equal number of sites. 
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Figure 9. Availability of hybridized protocol with 27 sites. 
Now we come up with a trade-off. The set up of m = 3, n = 4 gives a smaller quorum size, 
but the availability is a little worse than m = 9, n = 2 when p is between 0.3 and 0.7. However, 
in practical environments, the availability of each site, p, is typically high (above 0.9), we can see 
that the availabilities of the two set-ups in such cases are similar. 
8. HYBRID IZAT ION OF  PROTOCOLS 
In the generalized HQC, one can have a combination of coteries in different dimensions of the 
hypercube, we examine the possible consequence in this section. It is known that some protocols, 
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such as the grid protocol or the read-one write-all protocol, have very high availability for their 
read quorums. Therefore, we try to replace the majority quorum protocol used in the previous 
subsections with the read-one write-all protocol on the first dimension of the hypercube to see 
if it can improve the read availability of the protocol. The majority quorum protocol is used 
in the other dimensions as before. Our model is composed of 27 sites, being organized into a 
(33)-hypercube. Figure 9 shows the availability of the hypercube protocol. 
From the graphs, the new hypercube protocols outperform the original protocol in terms of the 
read availability. This shows that the hypercube protocol can adopt protocols that are known to 
behave well in a certain way in order to attain some of their characteristics. 
9. CONCLUSION 
In this paper, we present a hypercube quorum consensus protocol. This is a generalization f 
the hierarchical quorum consensus (HQC) protocol proposed in [7]. We show that our proposed 
method have the following advantages. 
(1) The protocol is shown to be nondominated. 
(2) The protocol can achieve optimal communication delay in grid network topologies. 
(3) The quorum size of the protocol is small (with a smallest size of N °'s3 as for HQC, where 
N is the number of sites). 
(4) The protocol can achieve high availability in realistic environments. 
We present not only the protocol but also the way that the hypercube can be mapped to 
a two-dimensional surface so as to achieve minimum communication delay. This is important 
because the geographical sites in real world are distributed in a two-dimensional way, and it is 
necessary for the hypercube model to map to the real world environment. 
One interesting characteristic of the hypercube quorum protocol or the generalized HQC is 
that the quorum consensus protocol used at each dimension or each branching of the hierarchy 
can vary. Our finding is that we can apply protocols of known characteristics to some dimensions 
and obtain some of the corresponding characteristics in the resulting hypercube protocol. Since 
quite a number of different quorum consensus protocols are known, and most of them have some 
advantages over others, we may try hybridization ofdifferent protocols on the hypercube quorum 
consensus to derive desirable properties for a given application. 
In the future, we may study the effect of holes in the hypercube. Currently, we assume that 
each node in the hypercube corresponds toa physical site. However, we may design a hypercube 
in which some nodes do not correspond to physical sites. A hole corresponds to a logical node 
in the hypercube which does not correspond to a physical site. The role of holes can be taken 
over by neighboring nodes. It would be of interest o find out the effects of such holes on the 
availabilities and other aspects of the protocol. We may also investigate another generalization 
of the HQC, which is to vary the branching factor of nodes located at the same level of the 
hierarchy. 
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