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A singularly perturbed Dirichlet problem for the Laplace operator in
a periodically perforated domain. A functional analytic approach
Paolo Musolino
Abstract: Let Ω be a sufficiently regular bounded open connected subset of Rn such that 0 ∈ Ω and that
Rn \ clΩ is connected. Then we take q11, . . . , qnn ∈]0,+∞[ and p ∈ Q ≡
∏n
j=1]0, qjj [. If ǫ is a small positive
number, then we define the periodically perforated domain S[Ωǫ]
− ≡ Rn \ ∪z∈Zncl
(
p + ǫΩ +
∑n
j=1(qjjzj)ej
)
,
where {e1, . . . , en} is the canonical basis of R
n. For ǫ small and positive, we introduce a particular Dirichlet
problem for the Laplace operator in the set S[Ωǫ]
−. Namely, we consider a Dirichlet condition on the boundary
of the set p+ ǫΩ, together with a periodicity condition. Then we show real analytic continuation properties of
the solution and of the corresponding energy integral as functionals of the pair of ǫ and of the Dirichlet datum
on p+ ǫ∂Ω, around a degenerate pair with ǫ = 0.
MOS: 35 J 25; 31 B 10; 45 A 05; 47 H 30
Keywords: Boundary value problems for second-order elliptic equations; integral representations, integral
operators, integral equations methods; singularly perturbed domain; Laplace operator; periodically perforated
domain; real analytic continuation in Banach space
1 Introduction
In this article, we consider a Dirichlet problem in a periodically perforated domain with small holes. We fix
once for all a natural number
n ∈ N \ {0, 1}
and
(q11, . . . , qnn) ∈]0,+∞[
n
and a periodicity cell
Q ≡ Πnj=1]0, qjj [ .
Then we denote by q the diagonal matrix
q ≡


q11 0 . . . 0
0 q22 . . . 0
. . . . . . . . . . . .
0 0 . . . qnn

 ,
by |Q| the measure of the fundamental cell Q, and by νQ the outward unit normal to ∂Q, where it exists.
Clearly,
qZn ≡ {qz : z ∈ Zn}
is the set of vertices of a periodic subdivision of Rn corresponding to the fundamental cell Q. Let
m ∈ N \ {0} , α ∈]0, 1[ .
Then we take a point p ∈ Q and a bounded open connected subset Ω of Rn of class Cm,α such that Ω− ≡ Rn\clΩ
is connected and that 0 ∈ Ω. If ǫ ∈ R, then we set
Ωǫ ≡ p+ ǫΩ .
Then we take ǫ0 > 0 such that clΩǫ ⊆ Q for |ǫ| < ǫ0, and we introduce the periodically perforated domain
S[Ωǫ]
− ≡ Rn \ ∪z∈Zncl(Ωǫ + qz) ,
1
for ǫ ∈] − ǫ0, ǫ0[. Next we fix a function g0 ∈ C
m,α(∂Ω). For each pair (ǫ, g) ∈]0, ǫ0[×C
m,α(∂Ω) we consider
the Dirichlet problem 

∆u(x) = 0 ∀x ∈ S[Ωǫ]
− ,
u(x+ qei) = u(x) ∀x ∈ clS[Ωǫ]
− , ∀i ∈ {1, . . . , n} ,
u(x) = g
(
1
ǫ
(x− p)
)
∀x ∈ ∂Ωǫ ,
(1.1)
where {e1, . . . , en} is the canonical basis of R
n. If (ǫ, g) ∈]0, ǫ0[×C
m,α(∂Ω), then problem (1.1) has a unique
solution in Cm,α(clS[Ωǫ]
−), and we denote it by u[ǫ, g](·) (cf. Proposition 2.10.)
Then we pose the following questions:
(i) Let x be fixed in Rn \ (p+ qZn). What can be said on the map (ǫ, g) 7→ u[ǫ, g](x) around (ǫ, g) = (0, g0)?
(ii) What can be said on the map (ǫ, g) 7→
∫
Q\clΩǫ
|Dxu[ǫ, g](x)|
2 dx around (ǫ, g) = (0, g0)?
Questions of this type have long been investigated, e.g., for problems on a bounded domain with a small
hole with the methods of asymptotic analysis, which aims at giving complete asymptotic expansions of the
solutions in terms of the parameter ǫ. It is perhaps difficult to provide a complete list of the contributions.
Here, we mention the work of Ammari and Kang [1, Ch. 5], Ammari, Kang, and Lee [2, Ch. 3], Kozlov, Maz’ya,
and Movchan [3], Maz’ya, Nazarov, and Plamenewskij [4, 5], Ozawa [6], Vogelius and Volkov [7], Ward and
Keller [8]. We also mention the vast literature of homogenization theory (cf. e.g., Dal Maso and Murat [9].)
Here instead we wish to characterize the behaviour of u[ǫ, g](·) at (ǫ, g) = (0, g0) by a different approach.
Thus for example, if we consider a certain functional, say f(ǫ, g), relative to the solution such as, for example,
one of those considered in questions (i)-(ii) above, we would try to prove that f(·, ·) can be continued real
analytically around (ǫ, g) = (0, g0). We observe that our approach does have certain advantages (cf. e.g., Lanza
[10].) Such a project has been carried out by Lanza de Cristoforis in several papers for problems in a bounded
domain with a small hole (cf. e.g., Lanza [11, 12, 13, 14].) In the frame of linearized elastostatics, we also
mention, e.g., Dalla Riva and Lanza [15, 16].
As far as problems in periodically perforated domains are concerned, we mention, for instance, the work
of Ammari, Kang, and Touibi [17], where a linear transmission problem is considered in order to compute an
asymptotic expansion of the effective electrical conductivity of a periodic dilute composite (see also Ammari
and Kang [1, Ch. 8].) Furthermore, we note that periodically perforated domains are extensively studied in
the frame of homogenization theory. Among the vast literature, here we mention, e.g., Cioranescu and Murat
[18, 19], Ansini and Braides [20]. We also observe that boundary value problems in domains with periodic
inclusions can be analysed, at least for the two dimensional case, with the method of functional equations.
Here we mention, e.g., Mityushev and Adler [21], Rogosin, Dubatovskaya, and Pesetskaya [22], Castro and
Pesetskaya [23].
We now briefly outline our strategy. We first convert problem (1.1) into an integral equation by exploiting
potential theory. Then we observe that the corresponding integral equation can be written, after an appropriate
rescaling, in a form which can be analysed by means of the Implicit Function Theorem around the degenerate
case in which (ǫ, g) = (0, g0), and we represent the unknowns of the integral equation in terms of ǫ and g. Next
we exploit the integral representation of the solutions, and we deduce the representation of u[ǫ, g](·) in terms
of ǫ and g.
This article is organized as follows. Section 2 is a section of preliminaries. In Section 3, we formulate
problem (1.1) in terms of an integral equation and we show that the solutions of the integral equation depend
real analytically on ǫ and g. In Section 4, we show that the results of Section 3 can be exploited to prove
our main Theorem 4.1 on the representation of u[ǫ, g](·), and Theorem 4.6 on the representation of the energy
integral of u[ǫ, g](·) on a perforated cell. At the end of this article, we have enclosed an Appendix with some
results exploited in the paper.
2 Preliminaries and notation
We now introduce the notation in accordance with Lanza [13, p. 66].
We denote the norm on a normed space X by ‖ · ‖X . Let X and Y be normed spaces. We endow the
space X × Y with the norm defined by ‖(x, y)‖X×Y ≡ ‖x‖X + ‖y‖Y for all (x, y) ∈ X × Y, while we use
the Euclidean norm for Rn. For standard definitions of Calculus in normed spaces, we refer to Prodi and
Ambrosetti [24]. The symbol N denotes the set of natural numbers including 0. The inverse function of an
invertible function f is denoted f (−1), as opposed to the reciprocal of a real-valued function g, or the inverse
of a matrix A, which are denoted g−1 and A−1, respectively. A dot “·” denotes the inner product in Rn.
Let A be a matrix. Then At denotes the transpose matrix of A and Aij denotes the (i, j)-entry of A. If A
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is invertible, we set A−t ≡
(
A−1
)t
. Let D ⊆ Rn. Then clD denotes the closure of D and ∂D denotes the
boundary of D. For all R > 0, x ∈ Rn, xj denotes the j-th coordinate of x, |x| denotes the Euclidean modulus
of x in Rn, and Bn(x,R) denotes the ball {y ∈ R
n : |x − y| < R}. The symbol idn denote the identity map
from Rn, i.e, idn(x) = x for all x ∈ R
n. If z ∈ C, then z denotes the conjugate complex number of z. Let
Ω be an open subset of Rn. The space of m times continuously differentiable real-valued functions on Ω is
denoted by Cm(Ω,R), or more simply by Cm(Ω). D(Ω) denotes the space of functions of C∞(Ω) with compact
support. The dual D′(Ω) denotes the space of distributions in Ω. Let r ∈ N\{0}. Let f ∈ (Cm(Ω))
r
. The s-th
component of f is denoted fs, and Df denotes the Jacobian matrix
(
∂fs
∂xl
)
s=1,...,r,
l=1,...,n
. Let η ≡ (η1, . . . , ηn) ∈ N
n,
|η| ≡ η1 + · · · + ηn. Then D
ηf denotes ∂
|η|f
∂x
η1
1
...∂x
ηn
n
. The subspace of Cm(Ω) of those functions f whose
derivatives Dηf of order |η| ≤ m can be extended with continuity to cl Ω is denoted Cm(cl Ω). The subspace
of Cm(cl Ω) whose functions have m-th order derivatives that are Ho¨lder continuous with exponent α ∈]0, 1] is
denoted Cm,α(cl Ω) (cf. e.g., Gilbarg and Trudinger [25].) The subspace of Cm(cl Ω) of those functions f such
that f|cl(Ω∩Bn(0,R)) ∈ C
m,α(cl(Ω ∩ Bn(0, R))) for all R ∈]0,+∞[ is denoted C
m,α
loc (cl Ω). Let D ⊆ R
r. Then
Cm,α(cl Ω,D) denotes {f ∈ (Cm,α(cl Ω))r : f(clΩ) ⊆ D}.
Now let Ω be a bounded open subset of Rn. Then Cm(cl Ω) and Cm,α(cl Ω) are endowed with their usual
norm and are well known to be Banach spaces (cf. e.g., Troianiello [26, §1.2.1].) We say that a bounded open
subset Ω of Rn is of class Cm or of class Cm,α, if it is a manifold with boundary imbedded in Rn of class Cm
or Cm,α, respectively (cf. e.g., Gilbarg and Trudinger [25, §6.2].) We denote by νΩ the outward unit normal to
∂Ω. For standard properties of functions in Schauder spaces, we refer the reader to Gilbarg and Trudinger [25]
and to Troianiello [26] (see also Lanza [27, §2, Lem. 3.1, 4.26, Thm. 4.28], Lanza and Rossi [28, §2].)
We retain the standard notation of Lp spaces and of corresponding norms.
If M is a manifold imbedded in Rn of class Cm,α, with m ≥ 1, α ∈]0, 1[, one can define the Schauder spaces
also on M by exploiting the local parametrizations. In particular, one can consider the spaces Ck,α(∂Ω) on ∂Ω
for 0 ≤ k ≤ m with Ω a bounded open set of class Cm,α, and the trace operator from Ck,α(clΩ) to Ck,α(∂Ω) is
linear and continuous. Moreover, for each R > 0 such that clΩ ⊆ Bn(0, R), there exists a linear and continuous
extension operator from Ck,α(∂Ω) to Ck,α(clΩ), and of Ck,α(clΩ) to Ck,α(clBn(0, R)) (cf. e.g., Troianiello [26,
Thm. 1.3, Lem. 1.5].) We denote by dσ the area element of a manifold imbedded in Rn.
We note that throughout the paper “analytic” means “real analytic”. For the definition and properties of
analytic operators, we refer to Prodi and Ambrosetti [24, p. 89] and to Deimling [29, p. 150]. Here we just
recall that if X , Y are (real) Banach spaces, and if F is an operator from an open subset W of X to Y, then
F is real analytic in W if for every x0 ∈ W there exist r > 0 and continuous symmetric n-linear operators An
from Xn to Y such that
∑
n≥1 ‖An‖r
n < ∞ and F (x0 + h) = F (x0) +
∑
n≥1An(h, . . . , h) for ‖h‖X ≤ r (cf.
e.g., Prodi and Ambrosetti [24, p. 89] and Deimling [29, p. 150].) In particular, we mention that the pointwise
product in Schauder spaces is bilinear and continuous, and thus analytic, and that the map which takes a
nonzero function to its reciprocal, or an invertible matrix of functions to its inverse matrix is real analytic in
Schauder spaces (cf. e.g., Lanza and Rossi [28, pp. 141, 142].)
We denote by Sn the function from R
n \ {0} to R defined by
Sn(x) ≡
{ 1
sn
log |x| ∀x ∈ Rn \ {0}, if n = 2 ,
1
(2−n)sn
|x|2−n ∀x ∈ Rn \ {0}, if n > 2 ,
where sn denotes the (n − 1)-dimensional measure of ∂Bn. Sn is well-known to be the fundamental solution
of the Laplace operator.
If y ∈ Rn and f is a function defined in Rn, we set τyf(x) ≡ f(x− y) for all x ∈ R
n. If u is a distribution
in Rn, then we set
< τyu, f >=< u, τ−yf > ∀f ∈ D(R
n) .
We denote by E2πiq−1z, the function defined by
E2πiq−1z(x) ≡ e
2πi(q−1z)·x ∀x ∈ Rn ,
for all z ∈ Zn.
If Ω is an open subset of Rn, k ∈ N, β ∈]0, 1], we set
Ckb (clΩ) ≡ {u ∈ C
k(clΩ) : Dγu is bounded ∀γ ∈ Nn such that |γ| ≤ k} ,
and we endow Ckb (clΩ) with its usual norm
‖u‖Ck
b
(clΩ) ≡
∑
|γ|≤k
sup
x∈clΩ
|Dγu(x)| ∀u ∈ Ckb (clΩ) .
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Then we set
C
k,β
b (clΩ) ≡ {u ∈ C
k,β(clΩ) : Dγu is bounded ∀γ ∈ Nn such that |γ| ≤ k} ,
and we endow Ck,βb (clΩ) with its usual norm
‖u‖
C
k,β
b
(clΩ) ≡
∑
|γ|≤k
sup
x∈clΩ
|Dγu(x)|+
∑
|γ|=k
|Dγu : clΩ|β ∀u ∈ C
k,β
b (clΩ) ,
where |Dγu : clΩ|β denotes the β-Ho¨lder constant of D
γu.
Next we turn to periodic domains. If I is an arbitrary subset of Rn such that clI ⊆ Q, then we set
S[I] ≡
⋃
z∈Zn
(qz + I) = qZn + I ,
S[I]− ≡ Rn \ clS[I] .
We note that if Rn \ clI is connected, then S[I]− is connected.
Let D ⊆ Rn be such that qz +D ⊆ D for all z ∈ Zn. We say that a function u from D to R is q–periodic if
u(x+ qej) = u(x) for all x ∈ D and for all j ∈ {1, . . . , n}.
If I is an open subset of Rn such that clI ⊆ Q and if k ∈ N, β ∈]0, 1], then we set
Ckq (clS[I]) ≡
{
u ∈ Ck(clS[I]) : u is q − periodic
}
,
which we regard as a Banach subspace of Ckb (clS[I]), and
Ck,βq (clS[I]) ≡
{
u ∈ Ck,β(clS[I]) : u is q − periodic
}
,
which we regard as a Banach subspace of Ck,βb (clS[I]), and
Ckq (clS[I]
−) ≡
{
u ∈ Ck(clS[I]−) : u is q − periodic
}
,
which we regard as a Banach subspace of Ckb (clS[I]
−), and
Ck,βq (clS[I]
−) ≡
{
u ∈ Ck,β(clS[I]−) : u is q − periodic
}
,
which we regard as a Banach subspace of Ck,βb (clS[I]
−). We denote by S(Rn) the Schwartz space of complex-
valued rapidly decreasing functions.
In the following Theorem, we introduce a periodic analog of the fundamental solution of the Laplace
operator (cf. e.g., Hasimoto [30], Shcherbina [31], Poulton, Botten, McPhedran, and Movchan [32], Ammari,
Kang, and Touibi [17], Ammari and Kang [1, p. 53], and [33].)
Theorem 2.1. The generalized series
Sqn ≡
∑
z∈Zn\{0}
1
−4π2|q−1z|2|Q|
E2πiq−1z (2.2)
defines a tempered distribution in Rn such that Sqn is q-periodic, i.e.,
τqjjejS
q
n = S
q
n ∀j ∈ {1, . . . , n} ,
and such that
∆Sqn =
∑
z∈Zn
δqz −
1
|Q|
,
where δqz denotes the Dirac measure with mass at qz, for all z ∈ Z
n. Moreover, the following statements hold.
(i) Sqn is real analytic in R
n \ qZn.
(ii) Rqn ≡ S
q
n − Sn is real analytic in (R
n \ qZn) ∪ {0}, and we have
∆Rqn =
∑
z∈Zn\{0}
δqz −
1
|Q|
,
in the sense of distributions.
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(iii) Sqn ∈ L
1
loc(R
n).
(iv) Sqn(x) = S
q
n(−x) for all x ∈ R
n \ qZn.
Proof. For the proof of (i), (ii), we refer for example to [33], where an analog of a periodic fundamental
solution for a second order strongly elliptic differential operator with constant coefficients has been constructed.
We now consider statement (iii). As is well known, Sqn is a locally integrable complex-valued function (cf. [33,
§3].) By the definition of Sqn, and by the equality
< E2πiq−1z, φ > =< E2πiq−1(−z), φ > ∀φ ∈ S(R
n) , ∀z ∈ Zn \ {0} ,
and by the obvious identity
1
−4π2| − q−1z|2|Q|
=
1
−4π2|q−1z|2|Q|
∀z ∈ Zn \ {0} ,
we can conclude that Sqn is actually a real-valued function. We now turn to the proof of (iv). By a straight-
forward verification based on (2.2), we have∫
Rn
Sqn(x)φ(−x) dx =
∫
Rn
Sqn(x)φ(x) dx ∀φ ∈ S(R
n) ,
and thus Sqn(x) = S
q
n(−x) for all x ∈ R
n \ qZn. Hence, the proof is complete ✷
We now introduce the periodic double layer potential. Let α ∈]0, 1[, m ∈ N \ {0}. Let I be a bounded
connected open subset of Rn of class Cm,α such that Rn \ clI is connected and that clI ⊆ Q. Let Sqn be as in
Theorem 2.1. If µ ∈ C0,α(∂I), we set
wq[∂I, µ](x) ≡ −
∫
∂I
(DSqn(x− y))νI(y)µ(y) dσy ∀x ∈ R
n .
In the following Theorem, we collect some properties of the periodic double layer potential.
Theorem 2.3. Let α ∈]0, 1[, m ∈ N \ {0}. Let I be a bounded connected open subset of Rn of class Cm,α such
that Rn \ clI is connected and that clI ⊆ Q. Let Sqn be as in Theorem 2.1. Then the following statements hold.
(i) Let µ ∈ C0,α(∂I). Then wq [∂I, µ] is q-periodic and
∆(wq[∂I, µ])(x) = 0 ∀x ∈ R
n \ ∂S[I] .
(ii) If µ ∈ Cm,α(∂I), then the restriction wq [∂I, µ]|S[I] can be extended uniquely to an element w
+
q [∂I, µ]
of Cm,αq (clS[I]), and the restriction wq [∂I, µ]|S[I]− can be extended uniquely to an element w
−
q [∂I, µ] of
Cm,αq (clS[I]
−), and we have
w±q [∂I, µ] = ±
1
2
µ+ wq[∂I, µ] on ∂I , (2.4)
(Dw+q [∂I, µ])νI − (Dw
−
q [∂I, µ])νI = 0 on ∂I . (2.5)
(iii) The operator from Cm,α(∂I) to Cm,αq (clS[I]) which takes µ to the function w
+
q [∂I, µ] is continuous. The
operator from Cm,α(∂I) to Cm,αq (clS[I]
−) which takes µ to the function w−q [∂I, µ] is continuous.
(iv) The following equalities hold
wq[∂I, 1](x) =
1
2
−
|I|
|Q|
∀x ∈ ∂S[I] , (2.6)
wq[∂I, 1](x) = 1−
|I|
|Q|
∀x ∈ S[I] , (2.7)
wq[∂I, 1](x) = −
|I|
|Q|
∀x ∈ S[I]− , (2.8)
where |I|, |Q| denote the n-dimensional measure of I and of Q, respectively.
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Proof. For the proof of statements (i), (ii), (iii), we refer for example to [33]. We now consider statement
(iv). It clearly suffices to prove (2.8). Indeed, equalities (2.6), (2.7) can be proved by exploiting (2.8) and the
jump relations of (2.4). By the periodicity of wq[∂I, 1], we can assume x ∈ clQ \ clI. By the Green formula
and Theorem 2.1, we have
−
∫
∂I
(DSqn(x− y))νI(y) dσy =
∫
I
∆y(S
q
n(x− y)) dy = −
|I|
|Q|
,
and accordingly (2.8) holds. Thus the proof is complete. ✷
Let α ∈]0, 1[, m ∈ N\{0}. If Ω is a bounded connected open subset of Rn of class Cm,α, we find convenient
to set
Cm,α(∂Ω)0 ≡
{
f ∈ Cm,α(∂Ω):
∫
∂Ω
f dσ = 0
}
.
Then we have the following Proposition.
Proposition 2.9. Let α ∈]0, 1[, m ∈ N \ {0}. Let I be a bounded connected open subset of Rn of class Cm,α
such that Rn \ clI is connected and that clI ⊆ Q. Let Sqn be as in Theorem 2.1. Let M [·, ·] be the map from
Cm,α(∂I)0 × R to C
m,α(∂I), defined by
M [µ, ξ](x) ≡ −
1
2
µ(x) + wq[∂I, µ](x) + ξ ∀x ∈ ∂I ,
for all (µ, ξ) ∈ Cm,α(∂I)0 × R. Then M [·, ·] is a linear homeomorphism from C
m,α(∂I)0 × R onto C
m,α(∂I).
Proof. By Theorem 2.3, M is continuous. As a consequence, by the Open Mapping Theorem, it suffices
to prove that M is a bijection. We first show that M is injective. So let (µ, ξ) ∈ Cm,α(∂I)0 × R be such that
M [µ, ξ] = 0. Then,
−
1
2
µ(x) + wq[∂I, µ](x) = −ξ ∀x ∈ ∂I ,
and thus, by Proposition A.3 of the Appendix, µ must be constant. Since
∫
∂I
µ dσ = 0, then µ = 0, and so also
ξ = 0. Hence M is injective. It remains to prove that M is surjective. So let g ∈ Cm,α(∂I). We need to prove
that there exists a pair (µ, ξ) ∈ Cm,α(∂I)0 × R such that M [µ, ξ] = g. By Proposition A.3 of the Appendix,
there exists a (unique) µ˜ ∈ Cm,α(∂I) such that
−
1
2
µ˜(x) + wq[∂I, µ˜](x) = g(x) ∀x ∈ ∂I .
Accordingly, if we set
µ(x) ≡ µ˜(x)−
1∫
∂I
dσ
∫
∂I
µ˜ dσ ∀x ∈ ∂I ,
ξ ≡ −
|I|
|Q|
1∫
∂I
dσ
∫
∂I
µ˜ dσ ,
where |I|, |Q| denote the n-dimensional measure of I and of Q, respectively, then clearly (µ, ξ) ∈ Cm,α(∂I)0×R
and M [µ, ξ] = g. Therefore, M is bijective, and the proof is complete. ✷
In the following Proposition, we show that a periodic Dirichlet boundary value problem in the perforated
domain S[I]− has a unique solution in Cm,αq (clS[I]
−), which can be represented as the sum of a periodic double
layer potential and a costant.
Proposition 2.10. Let α ∈]0, 1[, m ∈ N \ {0}. Let I be a bounded connected open subset of Rn of class Cm,α
such that Rn \ clI is connected and that clI ⊆ Q. Let Sqn be as in Theorem 2.1. Let Γ ∈ C
m,α(∂I). Then the
following boundary value problem

∆u(x) = 0 ∀x ∈ S[I]− ,
u(x+ qei) = u(x) ∀x ∈ clS[I]
− , ∀i ∈ {1, . . . , n} ,
u(x) = Γ(x) ∀x ∈ ∂I ,
(2.11)
has a unique solution u ∈ Cm,αq (clS[I]
−). Moreover,
u(x) = w−q [∂I, µ](x) + ξ ∀x ∈ clS[I]
− , (2.12)
where (µ, ξ) is the unique solution in Cm,α(∂I)0 × R of the following integral equation
Γ(x) = −
1
2
µ(x) + wq[∂I, µ](x) + ξ ∀x ∈ ∂I . (2.13)
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Proof. We first note that Proposition A.1 of the Appendix implies that problem (2.11) has at most one
solution. As a consequence, we need to prove that the function defined by (2.12) solves problem (2.11). By
Proposition 2.9, there exists a unique solution (µ, ξ) ∈ Cm,α(∂I)0 × R of (2.13). Then, by Theorem 2.3 and
equation (2.13), the function defined by (2.12) is a periodic harmonic function satisfying the third condition
of (2.11), and thus a solution of problem (2.11). ✷
Remark 2.14. Let the assumptions of Proposition 2.10 hold. We note that we proved, in particular, that the
solution of boundary value problem (2.11) can be represented as the sum of a periodic double layer potential and
a constant. However, we observe that we could also represent the solution of problem (2.11) as a periodic double
layer potential (cf. Proposition A.3 of the Appendix.) On the other hand, for the analysis of (1.1) around the
degenerate value (ǫ, g) = (0, g0), it will be preferable to exploit the representation formula of Proposition 2.10.
3 Formulation of the problem in terms of integral equations
We now provide a formulation of problem (1.1) in terms of an integral equation. We shall consider the following
assumptions for some α ∈]0, 1[ and for some natural m ≥ 1.
Let Ω be a bounded connected open subset of Rn of class Cm,α such that Rn \ clΩ is connected and that 0 ∈ Ω.
Let p ∈ Q.
(3.1)
If ǫ ∈ R, we set
Ωǫ ≡ p+ ǫΩ .
Now let
ǫ0 ≡ sup
{
θ ∈]0,+∞[ : clΩǫ ⊆ Q , ∀ǫ ∈]− θ, θ[
}
. (3.2)
A simple topological argument shows that if (3.1) holds, then S[Ωǫ]
− is connected, for all ǫ ∈] − ǫ0, ǫ0[. We
also note that
νΩǫ(p+ ǫt) = sgn(ǫ)νΩ(t) ∀t ∈ ∂Ω ,
for all ǫ ∈] − ǫ0, ǫ0[\{0}, where sgn(ǫ) = 1 if ǫ > 0, sgn(ǫ) = −1 if ǫ < 0. Then we shall consider the following
assumption.
Let g0 ∈ C
m,α(∂Ω). (3.3)
If (ǫ, g) ∈]0, ǫ0[×C
m,α(∂Ω), we shall convert our boundary value problem (1.1) into an integral equation.
We could exploit Proposition 2.10, with I replaced by Ωǫ, but we note that the integral equation and the
corresponding integral representation of the solution include integrations on the ǫ-dependent domain ∂Ωǫ. In
order to get rid of such a dependence, we shall introduce the following Lemma, in which we properly rescale
the unknown density.
Lemma 3.4. Let α ∈]0, 1[. Let m ∈ N \ {0}. Let (3.1)-(3.3) hold. Let Sqn, R
q
n be as in Theorem 2.1. Let
(ǫ, g) ∈]0, ǫ0[×C
m,α(∂Ω). Then a pair (θ, ξ) ∈ Cm,α(∂Ω)0 × R solves equation
−
1
2
θ(t)−
∫
∂Ω
(DSn(t−s))νΩ(s)θ(s) dσs−ǫ
n−1
∫
∂Ω
(DRqn(ǫ(t−s)))νΩ(s)θ(s) dσs+ξ = g(t) ∀t ∈ ∂Ω , (3.5)
if and only if the pair (µ, ξ) ∈ Cm,α(∂Ωǫ)0 × R, with µ delivered by
µ(x) ≡ θ
(1
ǫ
(x − p)
)
∀x ∈ ∂Ωǫ , (3.6)
solves equation
−
1
2
µ(x) + wq[∂Ωǫ, µ](x) + ξ = Γ(x) ∀x ∈ ∂Ωǫ , (3.7)
where
Γ(x) ≡ g
(1
ǫ
(x− p)
)
∀x ∈ ∂Ωǫ .
Moreover, equation (3.5) has a unique solution in Cm,α(∂Ω)0 × R.
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Proof. The equivalence of equation (3.5) in the unknown (θ, ξ) and equation (3.7) in the unknown (µ, ξ),
with µ delivered by (3.6), is a straightforward consequence of the Theorem of change of variables in integrals.
Then the existence and uniqueness of a solution in Cm,α(∂Ω)0×R of equation (3.5), follows from Proposition
2.9 applied to equation (3.7), and from the equivalence of equations (3.5), (3.7). ✷
In the following Lemma, we study equation (3.5), when (ǫ, g) = (0, g0).
Lemma 3.8. Let α ∈]0, 1[. Let m ∈ N\{0}. Let (3.1)-(3.3) hold. Let τ0 be the unique solution in C
m−1,α(∂Ω)
of the following problem{
− 12τ(t) +
∫
∂Ω
(DSn(t− s))νΩ(t)τ(s) dσs = 0 ∀t ∈ ∂Ω ,∫
∂Ω
τ dσ = 1 .
(3.9)
Then equation
−
1
2
θ(t)−
∫
∂Ω
(DSn(t− s))νΩ(s)θ(s) dσs + ξ = g0(t) ∀t ∈ ∂Ω , (3.10)
which we call the limiting equation, has a unique solution in Cm,α(∂Ω)0 × R, which we denote by (θ˜, ξ˜).
Moreover,
ξ˜ =
∫
∂Ω
g0τ0 dσ , (3.11)
and the function u˜ ∈ Cm,α(Rn \ Ω), defined by
u˜(t) ≡ −
∫
∂Ω
(DSn(t− s))νΩ(s)θ˜(s)dσs ∀t ∈ R
n \ clΩ , (3.12)
and extended by continuity to Rn \ Ω, is the unique solution in Cm,α(Rn \ Ω) of the following problem

∆u(t) = 0 ∀t ∈ Rn \ clΩ ,
u(t) = g0(t)−
∫
∂Ω
g0τ0 dσ ∀t ∈ ∂Ω ,
limt→∞ u(t) = 0 .
(3.13)
Proof. We first note that the unique solvability of problem (3.9) in the class of continuous functions follows
by classical potential theory (cf. e.g., Folland [34, Ch. 3].) For the Cm−1,α regularity of the solution, we refer,
e.g., to Lanza [10, Appendix A]. By Proposition A.5 of the Appendix, equation (3.10) has a unique solution
in Cm,α(∂Ω)0 × R. Moreover, as is well known, if ψ ∈ C
m,α(∂Ω), then
ψ ∈
{
−
1
2
θ(·) −
∫
∂Ω
(DSn(· − s))νΩ(s)θ(s) dσs : θ ∈ C
m,α(∂Ω)
}
if and only if ∫
∂Ω
ψτ0 dσ = 0 ,
and thus ξ˜ must be delivered by equality (3.11) (cf. e.g., Folland [34, Ch. 3] and Lanza [10, Appendix A].)
Then by classical potential theory, the function defined by (3.12) and extended by continuity to Rn \Ω solves
problem (3.13), which has at most one solution (cf. e.g., Folland [34, Ch. 3], Miranda [35], Dalla Riva and
Lanza [36, Theorem 3.1], Lanza and Rossi [28, Theorem 3.1].) ✷
We are now ready to analyse equation (3.5) around the degenerate case (ǫ, g) = (0, g0). We find convenient
to introduce the following abbreviation. We set
Xm,α ≡ C
m,α(∂Ω)0 × R .
Then we have the following.
Proposition 3.14. Let α ∈]0, 1[. Let m ∈ N \ {0}. Let (3.1)-(3.3) hold. Let Sqn, R
q
n be as in Theorem 2.1.
Let Λ be the map from ]− ǫ0, ǫ0[×C
m,α(∂Ω)×Xm,α to C
m,α(∂Ω), defined by
Λ[ǫ, g, θ, ξ](t) ≡ −
1
2
θ(t)−
∫
∂Ω
(DSn(t−s))νΩ(s)θ(s) dσs−ǫ
n−1
∫
∂Ω
(DRqn(ǫ(t−s)))νΩ(s)θ(s) dσs+ξ−g(t) ∀t ∈ ∂Ω ,
for all (ǫ, g, θ, ξ) ∈]− ǫ0, ǫ0[×C
m,α(∂Ω)×Xm,α. Then the following statements hold.
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(i) Let (ǫ, g) ∈]0, ǫ0[×C
m,α(∂Ω). Then equation
Λ[ǫ, g, θ, ξ] = 0
has a unique solution in Xm,α, which we denote by (θˆ[ǫ, g], ξˆ[ǫ, g]) (cf. Lemma 3.4.)
(ii) Equation
Λ[0, g0, θ, ξ] = 0
has a unique solution in Xm,α, which we denote by (θˆ[0, g0], ξˆ[0, g0]). Moreover, (θˆ[0, g0], ξˆ[0, g0]) = (θ˜, ξ˜)
(cf. Lemma 3.8.)
(iii) Λ[·, ·, ·, ·] is a real analytic map from ]−ǫ0, ǫ0[×C
m,α(∂Ω)×Xm,α to C
m,α(∂Ω). Moreover, the differential
∂(θ,ξ)Λ[0, g0, θˆ[0, g0], ξˆ[0, g0]] of Λ at (0, g0, θˆ[0, g0], ξˆ[0, g0]) with respect to the variables (θ, ξ) is a linear
homeomorphism from Xm,α onto C
m,α(∂Ω).
(iv) There exist ǫ1 ∈]0, ǫ0], an open neighbourhood U of g0 in C
m,α(∂Ω), and a real analytic map (Θ[·, ·],Ξ[·, ·])
from ]− ǫ1, ǫ1[×U to Xm,α, such that
(Θ[ǫ, g],Ξ[ǫ, g]) = (θˆ[ǫ, g], ξˆ[ǫ, g]) ∀(ǫ, g) ∈]0, ǫ1[×U ,
(Θ[0, g0],Ξ[0, g0]) = (θ˜, ξ˜) .
Proof. Statements (i), (ii) are immediate consequences of Lemmas 3.4, 3.8. We now consider statement
(iii). We first introduce some notation. For each j ∈ {1, . . . , n}, we denote by Rj [·, ·] the map from ] −
ǫ0, ǫ0[×L
1(∂Ω) to Cm,α(clΩ), defined by
Rj [ǫ, f ](t) ≡
∫
∂Ω
(DxjR
q
n(ǫ(t− s)))f(s) dσs ∀t ∈ clΩ ,
for all (ǫ, f) ∈] − ǫ0, ǫ0[×L
1(∂Ω). By classical potential theory and standard calculus in Banach spaces, we
note that the map from Cm,α(∂Ω)× Cm,α(∂Ω)0 × R to C
m,α(∂Ω), which takes (g, θ, ξ) to the function
−
1
2
θ(t) −
∫
∂Ω
(DSn(t− s))νΩ(s)θ(s) dσs + ξ − g(t)
of the variable t ∈ ∂Ω, is linear and continuous, and thus real analytic (cf. e.g., Miranda [35], Dalla Riva and
Lanza [36, Theorem 3.1], Lanza and Rossi [28, Theorem 3.1].) Then, in order to prove the real analyticity
of Λ[·, ·, ·, ·] in ] − ǫ0, ǫ0[×C
m,α(∂Ω) × Xm,α, it clearly suffices to show that Rj [·, ·] is real analytic in ] −
ǫ0, ǫ0[×L
1(∂Ω) for each j ∈ {1, . . . , n}. Indeed, if Rj [·, ·] is real analytic from ]− ǫ0, ǫ0[×L
1(∂Ω) to Cm,α(clΩ)
for all j ∈ {1, . . . , n}, then by the continuity of the linear map from Cm,α(∂Ω)0 to L
1(∂Ω) which takes θ to
(νΩ)jθ, and by the continuity of the trace operator from C
m,α(clΩ) to Cm,α(∂Ω), we can deduce the analyticity
of Λ[·, ·, ·, ·] in ] − ǫ0, ǫ0[×C
m,α(∂Ω) × Xm,α. Now let id∂Ω and idclΩ denote the identity on ∂Ω and on clΩ,
respectively. Then we note that the map from ]− ǫ0, ǫ0[ to C
m,α(clΩ,Rn) which takes ǫ to ǫidclΩ, and the map
from ]− ǫ0, ǫ0[ to C
m,α(∂Ω,Rn) which takes ǫ to ǫid∂Ω are real analytic. Moreover,
ǫclΩ− ǫ∂Ω ⊆ (Rn \ qZn) ∪ {0} ∀ǫ ∈]− ǫ0, ǫ0[ .
Then by the real analyticity of DxjR
q
n in (R
n \ qZn) ∪ {0} and by Proposition A.2 (ii) of the Appendix,
Rj [·, ·] is real analytic in ] − ǫ0, ǫ0[×L
1(∂Ω), for each j ∈ {1, . . . , n}. Hence, Λ[·, ·, ·, ·] is real analytic in
]−ǫ0, ǫ0[×C
m,α(∂Ω)×Xm,α. By standard calculus in Banach space, the differential ∂(θ,ξ)Λ[0, g0, θˆ[0, g0], ξˆ[0, g0]]
of Λ at (0, g0, θˆ[0, g0], ξˆ[0, g0]) with respect to (θ, ξ) is delivered by the following formula:
∂(θ,ξ)Λ[0, g0, θˆ[0, g0], ξˆ[0, g0]](ψ, ρ)(t) = −
1
2
ψ(t)−
∫
∂Ω
(DSn(t− s))νΩ(s)ψ(s) dσs + ρ ∀t ∈ ∂Ω ,
for all (ψ, ρ) ∈ Xm,α. Accordingly, by Proposition A.5 of the Appendix, ∂(θ,ξ)Λ[0, g0, θˆ[0, g0], ξˆ[0, g0]] is a linear
homeomorphism from Xm,α onto C
m,α(∂Ω), and the proof of (iii) is complete. Finally, statement (iv) is an
immediate consequence of statement (iii) and of the Implicit Function Theorem for real analytic maps in
Banach spaces (cf. e.g., Prodi and Ambrosetti [24, Theorem 11.6], Deimling [29, Theorem 15.3].) ✷
Remark 3.15. Let the assumptions of Proposition 3.14 hold. Let ǫ1, U , (Θ[·, ·],Ξ[·, ·]) be as in Proposition
3.14 (iv). Then, by the rule of change of variables in integrals, by Propositions 2.10, 3.14, and by Lemma 3.4,
we have
u[ǫ, g](x) = −ǫn−1
∫
∂Ω
(DSqn(x− p− ǫs))νΩ(s)Θ[ǫ, g](s) dσs + Ξ[ǫ, g] ∀x ∈ S[Ωǫ]
− ,
for all (ǫ, g) ∈]0, ǫ1[×U .
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4 A functional analytic representation Theorem for the solution
and its energy integral
The following statement shows that suitable restrictions of u[ǫ, g](·) can be continued real analytically for
negative values of ǫ.
Theorem 4.1. Let α ∈]0, 1[. Let m ∈ N \ {0}. Let (3.1)-(3.3) hold. Let u˜ be as in Lemma 3.8. Let ǫ1, U ,
Ξ[·, ·] be as in Proposition 3.14 (iv). Then the following statements hold.
(i) Let V be a bounded open subset of Rn such that clV ⊆ Rn \ (p + qZn). Let r ∈ N. Then there exist
ǫ2 ∈]0, ǫ1] and a real analytic map U from ] − ǫ2, ǫ2[×U to C
r(clV ) such that the following statements
hold.
(j) clV ⊆ S[Ωǫ]
− for all ǫ ∈]− ǫ2, ǫ2[.
(jj)
u[ǫ, g](x) = ǫn−1U [ǫ, g](x) + Ξ[ǫ, g] ∀x ∈ clV , (4.2)
for all (ǫ, g) ∈]0, ǫ2[×U . Moreover,
U [0, g0](x) = DS
q
n(x − p)
∫
∂Ω
νΩ(s)g0(s) dσs −DS
q
n(x− p)
∫
∂Ω
s
∂u˜
∂νΩ
(s) dσs ∀x ∈ clV . (4.3)
(ii) Let V˜ be a bounded open subset of Rn \ clΩ. Then there exist ǫ˜2 ∈]0, ǫ1] and a real analytic map U˜ from
]− ǫ˜2, ǫ˜2[×U to C
m,α(clV˜ ) such that the following statements hold.
(j’) p+ ǫclV˜ ⊆ Q \ Ωǫ for all ǫ ∈]− ǫ˜2, ǫ˜2[\{0}.
(jj’)
u[ǫ, g](p+ ǫt) = U˜ [ǫ, g](t) + Ξ[ǫ, g] ∀t ∈ clV˜ , (4.4)
for all (ǫ, g) ∈]0, ǫ˜2[×U . Moreover,
U˜ [0, g0](t) = u˜(t) ∀t ∈ clV˜ .
Proof. Let Sqn, R
q
n be as in Theorem 2.1. Let (Θ[·, ·],Ξ[·, ·]) be as in Proposition 3.14 (iv). We start by
proving (i). By taking ǫ2 ∈]0, ǫ1] small enough, we can clearly assume that (j) holds. Consider now (jj). If
(ǫ, g) ∈]0, ǫ2[×U , then by Remark 3.15 we have
u[ǫ, g](x) = −ǫn−1
∫
∂Ω
(DSqn(x− p− ǫs))νΩ(s)Θ[ǫ, g](s) dσs + Ξ[ǫ, g] ∀x ∈ clV .
Thus it is natural to set
U [ǫ, g](x) ≡ −
∫
∂Ω
(DSqn(x− p− ǫs))νΩ(s)Θ[ǫ, g](s) dσs ∀x ∈ clV ,
for all (ǫ, g) ∈]− ǫ2, ǫ2[×U . Then we note that
clV − p− ǫ∂Ω ⊆ Rn \ qZn ∀ǫ ∈]− ǫ2, ǫ2[ .
As a consequence, by the real analyticity of Sqn in R
n\qZn, and by the real analyticity of Θ[·, ·] from ]−ǫ1, ǫ1[×U
to Cm,α(∂Ω)0, and by Proposition A.2 (i) of the Appendix, we can conclude that U is real analytic from
]− ǫ2, ǫ2[×U to C
r(clV ). By the definition of U , equality (4.2) holds for all (ǫ, g) ∈]0, ǫ2[×U . Next we turn to
prove formula (4.3). First we note that
U [0, g0](x) = −DS
q
n(x− p)
∫
∂Ω
νΩ(s)Θ[0, g0](s) dσs ∀x ∈ clV .
Proposition 3.14 (iv) implies that Θ[0, g0] = θ˜, where θ˜ is as in Lemma 3.8. Then we set
w(t) ≡ −
∫
∂Ω
(
DSn(t− s)
)
νΩ(s)θ˜(s) dσs ∀t ∈ R
n .
As is well known, w|Ω admits a continuous extension to clΩ, which we denote by w
+, and w|Rn\clΩ admits a
continuous extension to Rn \Ω, which we denote by w−. Moreover, w+ ∈ Cm,α(clΩ) and w− ∈ Cm,α(Rn \Ω)
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(cf. e.g., Lanza and Rossi [28, Thm. 3.1].) Clearly, w− = u˜. Then we fix j ∈ {1, . . . , n}. By classical potential
theory, we have ∫
∂Ω
(
νΩ(s)
)
j
θ˜(s) dσs =
∫
∂Ω
(
νΩ(s)
)
j
w+(s) dσs −
∫
∂Ω
(
νΩ(s)
)
j
w−(s) dσs
(cf. e.g., Lanza and Rossi [28, Thm. 3.1].) Then the Green Identity and classical potential theory imply that∫
∂Ω
(
νΩ(s)
)
j
w+(s) dσs =
∫
∂Ω
sj
∂w+
∂νΩ
(s) dσs =
∫
∂Ω
sj
∂w−
∂νΩ
(s) dσs
(cf. e.g., Lanza and Rossi [28, Thm. 3.1].) As a consequence, since w− = u˜ and
∫
∂Ω
(
νΩ(s)
)
j
dσs = 0, we have∫
∂Ω
(
νΩ(s)
)
j
θ˜(s) dσs =
∫
∂Ω
sj
∂u˜
∂νΩ
(s) dσs −
∫
∂Ω
(νΩ(s))j u˜(s) dσs
=
∫
∂Ω
sj
∂u˜
∂νΩ
(s) dσs −
∫
∂Ω
(νΩ(s))jg0(s) dσs .
Accordingly (4.3) holds and so the proof of (i) is complete. We now consider (ii). Let R > 0 be such that
(clV˜ ∪ clΩ) ⊆ Bn(0, R). By the real analyticity of the restriction operator from C
m,α(clBn(0, R) \ Ω) to
Cm,α(clV˜ ), it suffices to prove statement (ii) with V˜ replaced by Bn(0, R) \ clΩ. By taking ǫ˜2 ∈]0, ǫ1] small
enough, we can assume that
p+ ǫclBn(0, R) ⊆ Q ∀ǫ ∈]− ǫ˜2, ǫ˜2[ .
If (ǫ, g) ∈]0, ǫ˜2[×U , a simple computation based on the Theorem of change of variables in integrals shows that
u[ǫ, g](p+ ǫt) = −
∫
∂Ω
(DSn(t− s))νΩ(s)Θ[ǫ, g](s) dσs − ǫ
n−1
∫
∂Ω
(DRqn(ǫ(t− s)))νΩ(s)Θ[ǫ, g](s) dσs +Ξ[ǫ, g]
∀t ∈ clBn(0, R) \ clΩ .
Now we set
G˜Rqn [ǫ, g](t) ≡ −ǫ
n−1
∫
∂Ω
(DRqn(ǫ(t− s)))νΩ(s)Θ[ǫ, g](s) dσs ∀t ∈ clBn(0, R) \ Ω ,
for all (ǫ, g) ∈]− ǫ˜2, ǫ˜2[×U . Then we note that
ǫclBn(0, R)− ǫ∂Ω ⊆ (R
n \ qZn) ∪ {0} ∀ǫ ∈]− ǫ˜2, ǫ˜2[ .
Accordingly, by arguing as in the proof of Proposition 3.14, we can conclude that G˜Rqn [·, ·] is real analytic from
] − ǫ˜2, ǫ˜2[×U to C
m,α(clBn(0, R) \ Ω). Moreover, G˜Rqn [0, g0](·) = 0 in clBn(0, R) \ Ω. By classical results of
potential theory and by the real analyticity of Θ[·, ·], there exists a real analytic map G˜Sn [·, ·] from ]− ǫ˜2, ǫ˜2[×U
to Cm,α(clBn(0, R) \ Ω), such that
G˜Sn [ǫ, g](t) = −
∫
∂Ω
(DSn(t− s))νΩ(s)Θ[ǫ, g](s) dσs ∀t ∈ clBn(0, R) \ clΩ ,
for all (ǫ, g) ∈] − ǫ˜2, ǫ˜2[×U (cf. e.g., Miranda [35], Dalla Riva and Lanza [36, Theorem 3.1], Lanza and Rossi
[28, Theorem 3.1].) In particular,
G˜Sn [0, g0](t) = u˜(t) ∀t ∈ clBn(0, R) \ Ω .
Then we set
U˜ [ǫ, g](t) ≡ G˜Sn [ǫ, g](t) + G˜Rqn [ǫ, g](t) ∀t ∈ clBn(0, R) \ Ω ,
for all (ǫ, g) ∈]−ǫ˜2, ǫ˜2[×U . As a consequence, U˜ is a real analytic map from ]−ǫ˜2, ǫ˜2[×U to C
m,α(clBn(0, R)\Ω),
such that (jj’) holds with V˜ replaced by Bn(0, R) \ clΩ. Thus the proof is complete. ✷
Remark 4.5. Here we observe that Theorem 4.1 (i) concerns what can be called the “macroscopic” behaviour
of the solution, while Theorem 4.1 (ii) describes the “microscopic” behaviour. Indeed, in Theorem 4.1 (i), we
consider a bounded open subset V such that clV ⊆ Rn \ (p + qZn), i.e. such that its closure clV does not
intersect the set of points in which the holes degenerate when ǫ goes to 0. Then, for ǫ small enough, clV is
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“far” from the union of the holes
⋃
z∈Zn(qz + Ωǫ), and we prove a real analytic continuation result for the
restriction of the solution to clV . Instead, in Theorem 4.1 (ii) we take a bounded open subset V˜ of Rn \ clΩ
and we consider the behaviour of the restriction of the solution to the set p + ǫclV˜ . We note that the set
p+ ǫclV˜ gets, in a sense, closer to the hole Ωǫ as ǫ goes to 0, and that it degenerates into the set {p} for ǫ = 0.
Therefore, in Theorem 4.1 (ii) we characterize the behaviour of the solution in proximity of the hole Ωǫ in the
fundamental cell Q.
We now turn to consider the energy integral of the solution on a perforated cell, and we prove the following.
Theorem 4.6. Let α ∈]0, 1[. Let m ∈ N \ {0}. Let (3.1)-(3.3) hold. Let ǫ1, U be as in Proposition 3.14 (iv).
Then there exist ǫ3 ∈]0, ǫ1] and a real analytic map G from ]− ǫ3, ǫ3[×U to R, such that∫
Q\clΩǫ
|Dxu[ǫ, g](x)|
2 dx = ǫn−2G[ǫ, g] , (4.7)
for all (ǫ, g) ∈]0, ǫ3[×U . Moreover,
G[0, g0] =
∫
Rn\clΩ
|Du˜(t)|2 dt , (4.8)
where u˜ is as in Lemma 3.8.
Proof. Let (ǫ, g) ∈]0, ǫ1[×U . By the Green Formula and by the periodicity of u[ǫ, g](·), we have∫
Q\clΩǫ
|Dxu[ǫ, g](x)|
2 dx =
∫
∂Q
Dxu[ǫ, g](x)νQ(x)u[ǫ, g](x) dσx −
∫
∂Ωǫ
Dxu[ǫ, g](x)νΩǫ(x)u[ǫ, g](x) dσx
= −ǫn−1
∫
∂Ω
Dxu[ǫ, g](p+ ǫt)νΩ(t)g(t) dσt = −ǫ
n−2
∫
∂Ω
D
(
u[ǫ, g] ◦ (p+ ǫidn)
)
(t)νΩ(t)g(t) dσt .
(4.9)
Let R > 0 be such that clΩ ⊆ Bn(0, R). By Theorem 4.1 (ii), there exist ǫ3 ∈]0, ǫ1] and a real analytic map
G˜[·, ·] from ]− ǫ3, ǫ3[×U to C
m,α(clBn(0, R) \ Ω), such that
p+ ǫcl(Bn(0, R) \ clΩ) ⊆ Q \Ωǫ ∀ǫ ∈]− ǫ3, ǫ3[\{0} ,
and that
G˜[ǫ, g](t) = u[ǫ, g] ◦ (p+ ǫidn)(t) ∀t ∈ clBn(0, R) \ Ω ∀(ǫ, g) ∈]0, ǫ3[×U ,
and that
G˜[0, g0](t) = u˜(t) + ξ˜ ∀t ∈ clBn(0, R) \ Ω ,
where u˜, ξ˜ are as in Lemma 3.8. By equality (4.9) we have∫
Q\clΩǫ
|Dxu[ǫ, g](x)|
2 dx = −ǫn−2
∫
∂Ω
DtG˜[ǫ, g](t)νΩ(t)g(t) dσt ,
for all (ǫ, g) ∈]0, ǫ3[×U . Thus it is natural to set
G[ǫ, g] ≡ −
∫
∂Ω
DtG˜[ǫ, g](t)νΩ(t)g(t) dσt ,
for all (ǫ, g) ∈] − ǫ3, ǫ3[×U . Then by continuity of the partial derivatives from C
m,α(clBn(0, R) \ Ω) to
Cm−1,α(clBn(0, R) \ Ω), and by continuity of the trace operator on ∂Ω from C
m−1,α(clBn(0, R) \ Ω) to
Cm−1,α(∂Ω), and by the continuity of the pointwise product in Schauder spaces, and by standard calcu-
lus in Banach spaces, we conclude that G[·, ·] is a real analytic map from ]− ǫ3, ǫ3[×U to R and that equality
(4.7) holds. Finally, we note that
G[0, g0] = −
∫
∂Ω
Du˜(t)νΩ(t)g0(t) dσt .
By classical potential theory and the Divergence Theorem, we have∫
∂Ω
Du˜(t)νΩ(t) dσt = 0 . (4.10)
Then, by the decay properties at infinity of u˜ and of its radial derivative and by (4.10), we have
−
∫
∂Ω
Du˜(t)νΩ(t)g0(t) dσt = −
∫
∂Ω
Du˜(t)νΩ(t)
(
g0(t)− ξ˜
)
dσt =
∫
Rn\clΩ
|Du˜(t)|2 dt
(cf. e.g., Folland [34, p. 118].) As a consequence, equality (4.8) follows and the proof is complete. ✷
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Remark 4.11. In Theorem 4.6, we have shown a real analytic continuation result for the energy integral of
the solution on the perforated fundamental cell Q \ clΩǫ, which degenerates into the set Q \ {p} for ǫ = 0.
We note that the energy integral
∫
Q\clΩǫ
|Dxu[ǫ, g](x)|
2 dx tends to 0 as (ǫ, g) goes to (0, g0) if n ≥ 3, while in
general this is not true if n = 2. Moreover, since the map from ]− ǫ3, ǫ3[ to R which takes ǫ to ǫ
n−2G[ǫ, g0] is
real analytic, Theorem 4.6 implies the existence of ǫ#3 ∈]0, ǫ3] and of a sequence of real numbers {aj}
∞
j=0 such
that ∫
Q\clΩǫ
|Dxu[ǫ, g0](x)|
2 dx =
∞∑
j=0
ajǫ
j ∀ǫ ∈]0, ǫ#3 [ ,
where the series converges absolutely in ] − ǫ#3 , ǫ
#
3 [. Clearly, analogous considerations for the “macroscopic”
and “microscopic” behaviour of the solution can be derived from the results of Theorem 4.1.
A Appendix
In this Appendix, we collect some results exploited in the article.
We have the following known consequence of the Maximum Principle.
Proposition A.1. Let I be a bounded connected open subset of Rn such that Rn \ clI is connected and that
clI ⊆ Q. Let u ∈ C0(clS[I]−) ∩C2(S[I]−) be such that
u(x+ qei) = u(x) ∀x ∈ clS[I]
−, ∀i ∈ {1, . . . , n} ,
and that
∆u(x) = 0 ∀x ∈ S[I]− .
Then the following statements hold.
(i) If there exists a point x0 ∈ S[I]
− such that u(x0) = maxclS[I]− u, then u is constant within S[I]
−.
(ii) If there exists a point x0 ∈ S[I]
− such that u(x0) = minclS[I]− u, then u is constant within S[I]
−.
(iii)
max
clS[I]−
u = max
∂I
u , min
clS[I]−
u = min
∂I
u .
Proof. Clearly, statement (iii) is a straightforward consequence of (i) and (ii). Furthermore, statement
(ii) follows from statement (i) by replacing u with −u. Therefore, it suffices to prove (i). Let u and x0 be as
in the hypotheses. By periodicity of u, supx∈S[I]− u(x) < +∞. Then by the Maximum Principle, u must be
constant in S[I]− (cf. e.g., Folland [34, Theorem 2.13, p. 72].) ✷
We now introduce the following Proposition on nonlinear integral operators (see [37].)
Proposition A.2. Let n, s ∈ N, 1 ≤ s < n. Let M be a compact manifold of class C1 imbedded into Rn and
of dimension s. Let K be a Banach space. Let W be an open subset of Rn × Rn ×K. Let G be a real analytic
map from W to R. Then the following statements hold.
(i) Let r ∈ N. Let Ω be a bounded open subset of Rn. Let
F ≡
{
(φ, z) ∈ C0(M,Rn)×K : clΩ× φ(M) × {z} ⊆ W
}
.
Then the map HG from F × L
1(M) to Cr(clΩ) defined by
HG[φ, z, f ](x) ≡
∫
M
G(x, φ(y), z)f(y) dσy ∀x ∈ clΩ ,
for all (φ, z, f) ∈ F × L1(M) is real analytic.
(ii) Let m ∈ N. Let α ∈]0, 1]. Let Ω′ be a bounded connected open subset of Rn of class C1. Let
F# ≡
{
(ψ, φ, z) ∈ Cm,α(clΩ′,Rn)× C0(M,Rn)×K : ψ(clΩ′)× φ(M) × {z} ⊆ W
}
.
Let H#G be the map from F
# × L1(M) to Cm,α(clΩ′) defined by
H
#
G [ψ, φ, z, f ](t) ≡
∫
M
G(ψ(t), φ(y), z)f(y) dσy ∀t ∈ clΩ
′ ,
for all (ψ, φ, z, f) ∈ F# × L1(M). Then H#G is real analytic from F
# × L1(M) to Cm,α(clΩ′).
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Then we have the following result of (periodic) potential theory (see also Lanza [14, p. 283], Kirsch [38].)
Proposition A.3. Let α ∈]0, 1[, m ∈ N \ {0}. Let Sqn be as in Theorem 2.1. Let I be a bounded connected
open subset of Rn of class Cm,α such that Rn \ clI is connected and that clI ⊆ Q. Let Sqn be as in Theorem
2.1. Then the following statements hold.
(i) The map wq[∂I, ·]|∂I is compact from C
m,α(∂I) to itself.
(ii) Let M˜ [·] be the map from Cm,α(∂I) to itself, defined by
M˜ [µ](t) ≡ −
1
2
µ(t) + wq[∂I, µ](t) ∀t ∈ ∂I ,
for all µ ∈ Cm,α(∂I). Then M˜ [·] is a linear homeomorphism from Cm,α(∂I) onto itself. Moreover,{
M˜ [λ] : λ ∈ R
}
= R , (A.4)
where we identify the constant functions with the constants themselves.
Proof. We start by proving (i). Let Rqn be as in Theorem 2.1. We set
w[∂I, µ](t) ≡ −
∫
∂I
(DSn(t− s))νI(s)µ(s) dσs ∀t ∈ ∂I ,
for all µ ∈ Cm,α(∂I). By classical potential theory and by the compactness of the imbedding of Cm,α(∂I) into
Cm,β(∂I) for β ∈]0, α[, we conclude that the operator w[∂I, ·] from Cm,α(∂I) to itself is compact. Indeed, case
m = 1 has been proved by Schauder [39, Hilfsatz XI, p. 618], and case m > 1 follows by taking the tangential
derivatives of w[∂I, ·] on ∂I and by arguing by induction on m. We also set
wRqn [∂I, µ](t) ≡ −
∫
∂I
(DRqn(t− s))νI(s)µ(s) dσs ∀t ∈ ∂I ,
for all µ ∈ Cm,α(∂I). Clearly, wq [∂I, µ] = w[∂I, µ] + wRqn [∂I, µ] on ∂I, for all µ ∈ C
m,α(∂I). For each
j ∈ {1, . . . , n}, we set
NRqn,j [f ](t) ≡ −
∫
∂I
(DxjR
q
n(t− s))f(s) dσs ∀t ∈ clI ,
for all f ∈ L1(∂I). By Proposition A.2 (i), NRqn,j [·] is linear and continuous from L
1(∂I) to Cm+1(clI).
Moreover, by the compactness of the imbedding of Cm+1(clI) into Cm,α(clI), NRqn,j [·] is compact from L
1(∂I)
to Cm,α(clI) (cf. e.g., Lanza and Rossi [28, Lemma 2.1].) Then by the continuity of the map from Cm,α(∂I)
to L1(∂I) which takes µ to (νI)jµ, and by the continuity of the trace operator from C
m,α(clI) to Cm,α(∂I),
we immediately deduce the compactness of wRqn [∂I, ·] from C
m,α(∂I) to Cm,α(∂I), and, as a consequence, of
wq[∂I, ·]|∂I. Hence the proof of (i) is complete. We now turn to the proof of (ii). By the Open Mapping
Theorem, it suffices to prove that M˜ [·] is a bijection. By (i) and by the Fredholm Theory, it suffices to show
that M˜ [·] is injective. So let µ ∈ Cm,α(∂I) be such that
−
1
2
µ+ wq[∂I, µ] = 0 on ∂I .
By Theorem 2.3, w−q [∂I, µ] is a solution of the following problem

∆u(x) = 0 ∀x ∈ S[I]− ,
u(x+ qei) = u(x) ∀x ∈ clS[I]
−, ∀i ∈ {1, . . . , n} ,
u(x) = 0 ∀x ∈ ∂I .
As a consequence, by Proposition A.1, w−q [∂I, µ] = 0 in clS[I]
−. In particular,
∂
∂νI
w−q [∂I, µ] = 0 on ∂I .
Then, by formula (2.5),
∂
∂νI
w+q [∂I, µ] = 0 on ∂I .
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Accordingly, by Theorem 2.3, w+q [∂I, µ]|clI ∈ C
m,α(clI) is a solution of the following problem
{
∆u(x) = 0 ∀x ∈ I ,
∂
∂νI
u(x) = 0 ∀x ∈ ∂I .
As a consequence, there exists a constant c ∈ R such that w+q [∂I, µ] = c on clS[I]. By formula (2.4),
µ = w+q [∂I, µ]− w
−
q [∂I, µ] = c on ∂I .
Therefore, by formula (2.8),
M˜ [µ] = w−q [∂I, c] = −c
|I|
|Q|
on ∂I ,
and so c = 0. Hence, µ = 0. Finally, equality (A.4) follows immediately from (2.6). Thus the proof is complete.
✷
Finally, we have the following well known result of classical potential theory.
Proposition A.5. Let α ∈]0, 1[, m ∈ N \ {0}. Let Ω be a bounded connected open subset of Rn of class Cm,α.
Let N˜ [·, ·] be the map from Cm,α(∂Ω)0 × R to C
m,α(∂Ω), defined by
N˜ [µ, ξ](x) ≡ −
1
2
µ(x)−
∫
∂Ω
(DSn(x− y))νΩ(y)µ(y) dσy + ξ ∀x ∈ ∂Ω ,
for all (µ, ξ) ∈ Cm,α(∂Ω)0 ×R. Then N˜ [·, ·] is a linear homeomorphism from C
m,α(∂Ω)0×R onto C
m,α(∂Ω).
Proof. Clearly, N˜ is linear and continuous (cf. e.g., Miranda [35], Dalla Riva and Lanza [36, Theorem 3.1],
Lanza and Rossi [28, Theorem 3.1].) By the Open Mapping Theorem, it suffices to show that it is a bijection.
By well known results of classical potential theory, we have
Cm,α(∂Ω) =
{
−
1
2
µ(·)−
∫
∂Ω
(DSn(· − y))νΩ(y)µ(y) dσy : µ ∈ C
m,α(∂Ω)
}
⊕ < χ∂Ω > ,
where χ∂Ω denotes the characteristic of ∂Ω (cf. e.g., Folland [34, Ch. 3] and Lanza [10, Appendix A].) On the
other hand, as is well known, for each ψ in the set{
−
1
2
µ(·)−
∫
∂Ω
(DSn(· − y))νΩ(y)µ(y) dσy : µ ∈ C
m,α(∂Ω)
}
,
there exists a unique µ in Cm,α(∂Ω) such that{
ψ(x) = − 12µ(x) −
∫
∂Ω
(DSn(x− y))νΩ(y)µ(y) dσy ∀x ∈ ∂Ω ,∫
∂Ω µ dσ = 0
(cf. e.g., Folland [34, Ch. 3] and Lanza [10, Appendix A].) As a consequence, for each φ ∈ Cm,α(∂Ω), there
exists a unique pair (µ, ξ) in Cm,α(∂Ω)0 × R, such that
φ(x) = −
1
2
µ(x)−
∫
∂Ω
(DSn(x− y))νΩ(y)µ(y) dσy + ξ ∀x ∈ ∂Ω ,
and so N˜ is bijective. Thus the proof is complete. ✷
Acknowledgements
This paper generalizes a part of the work performed by the author in his “Laurea Specialistica” Thesis [40]
under the guidance of Prof. M. Lanza de Cristoforis. The author wishes to thank Prof. M. Lanza de Cristoforis
for his constant help during the preparation of this paper. The results presented here have been announced
in [41]. The author acknowledges the support of the research project “Un approccio funzionale analitico per
problemi di omogeneizzazione in domini a perforazione periodica” of the University of Padova, Italy.
15
References
[1] Ammari H, Kang H. Polarization and moment tensors, Applied Mathematical Sciences, vol. 162. Springer:
New York, 2007.
[2] Ammari H, Kang H, Lee H. Layer potential techniques in spectral analysis, Mathematical Surveys and
Monographs, vol. 153. American Mathematical Society: Providence, RI, 2009.
[3] Kozlov V, Maz’ya V, Movchan A. Asymptotic analysis of fields in multi-structures. Oxford Mathematical
Monographs, The Clarendon Press Oxford University Press: New York, 1999.
[4] Maz’ya V, Nazarov S, Plamenevskij B. Asymptotic theory of elliptic boundary value problems in singularly
perturbed domains. Vol. I, Operator Theory: Advances and Applications, vol. 111. Birkha¨user Verlag:
Basel, 2000.
[5] Maz’ya V, Nazarov S, Plamenevskij B. Asymptotic theory of elliptic boundary value problems in singularly
perturbed domains. Vol. II, Operator Theory: Advances and Applications, vol. 112. Birkha¨user Verlag:
Basel, 2000.
[6] Ozawa S. Electrostatic capacity and eigenvalues of the Laplacian. J. Fac. Sci. Univ. Tokyo Sect. IA Math.
1983; 30(1):53–62.
[7] Vogelius MS, Volkov D. Asymptotic formulas for perturbations in the electromagnetic fields due to the
presence of inhomogeneities of small diameter. M2AN Math. Model. Numer. Anal. 2000; 34(4):723–748,
doi:10.1051/m2an:2000101.
[8] Ward MJ, Keller JB. Strong localized perturbations of eigenvalue problems. SIAM J. Appl. Math. 1993;
53(3):770–798, doi:10.1137/0153038.
[9] Dal Maso G, Murat F. Asymptotic behaviour and correctors for linear Dirichlet problems with simulta-
neously varying operators and domains. Ann. Inst. H. Poincare´ Anal. Non Line´aire 2004; 21(4):445–486,
doi:10.1016/j.anihpc.2003.05.001.
[10] Lanza de Cristoforis M. Asymptotic behavior of the solutions of a nonlinear Robin problem for the Laplace
operator in a domain with a small hole: a functional analytic approach. Complex Var. Elliptic Equ. 2007;
52(10-11):945–977, doi:10.1080/17476930701485630.
[11] Lanza de Cristoforis M. Asymptotic behaviour of the conformal representation of a Jordan domain with
a small hole in Schauder spaces. Comput. Methods Funct. Theory 2002; 2(1):1–27.
[12] Lanza de Cristoforis M. Asymptotic behaviour of the conformal representation of a Jordan domain with
a small hole, and relative capacity. Complex analysis and dynamical systems, Proc. Conf. Karmiel, June
19-22, 2001, Contemp. Math., vol. 364. Amer. Math. Soc.: Providence, RI, 2004; 155–167.
[13] Lanza de Cristoforis M. Asymptotic behavior of the solutions of the Dirichlet problem for the Laplace
operator in a domain with a small hole. A functional analytic approach.Analysis (Munich) 2008; 28(1):63–
93, doi:10.1524/anly.2008.0903.
[14] Lanza de Cristoforis M. Asymptotic behaviour of the solutions of a non-linear transmission problem for
the Laplace operator in a domain with a small hole. A functional analytic approach. Complex Var. Elliptic
Equ. 2010; 55(1-3):269–303, doi:10.1080/17476930902999058.
[15] Dalla Riva M, Lanza de Cristoforis M. A singularly perturbed nonlinear traction boundary value problem
for linearized elastostatics. A functional analytic approach. Analysis (Munich) 2010; 30(1):67–92, doi:
10.1524/anly.2010.1033.
[16] Dalla Riva M, Lanza de Cristoforis M. Microscopically weakly singularly perturbed loads for a nonlinear
traction boundary value problem: a functional analytic approach. Complex Var. Elliptic Equ. 2010; 55(8-
10):771–794, doi:10.1080/17476931003628216.
[17] Ammari H, Kang H, Touibi K. Boundary layer techniques for deriving the effective properties of composite
materials. Asymptot. Anal. 2005; 41(2):119–140.
[18] Cioranescu D, Murat F. Un terme e´trange venu d’ailleurs. Nonlinear partial differential equations and
their applications. Colle`ge de France Seminar, Vol. II (Paris, 1979/1980), Res. Notes in Math., vol. 60.
Pitman: Boston, Mass., 1982; 98–138, 389–390.
16
[19] Cioranescu D, Murat F. Un terme e´trange venu d’ailleurs. II. Nonlinear partial differential equations and
their applications. Colle`ge de France Seminar, Vol. III (Paris, 1980/1981), Res. Notes in Math., vol. 70.
Pitman: Boston, Mass., 1982; 154–178, 425–426.
[20] Ansini N, Braides A. Asymptotic analysis of periodically-perforated nonlinear media. J. Math. Pures
Appl. (9) 2002; 81(5):439–451, doi:10.1016/S0021-7824(01)01226-0.
[21] Mityushev V, Adler PM. Longitudinal permeability of spatially periodic rectangular arrays of circular
cylinders. I. A single cylinder in the unit cell. ZAMM Z. Angew. Math. Mech. 2002; 82(5):335–345,
doi:10.1002/1521-4001(200205)82:5〈335::AID-ZAMM335〉3.0.CO;2-D.
[22] Rogosin S, Dubatovskaya M, Pesetskaya E. Eisenstein sums and functions and their application at the
study of heat conduction in composites. Sˇiauliai Math. Semin. 2009; 4(12):167–187.
[23] Castro LP, Pesetskaya E. A transmission problem with imperfect contact for an unbounded multiply
connected domain. Math. Methods Appl. Sci. 2010; 33(4):517–526, doi:10.1002/mma.1217.
[24] Prodi G, Ambrosetti A. Analisi non lineare. Editrice Tecinico Scientifica: Pisa, 1973.
[25] Gilbarg D, Trudinger NS. Elliptic partial differential equations of second order, Grundlehren der Math-
ematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 224. Second edn.,
Springer-Verlag: Berlin, 1983.
[26] Troianiello GM. Elliptic differential equations and obstacle problems. The University Series in Mathemat-
ics, Plenum Press: New York, 1987.
[27] Lanza de Cristoforis M. Properties and pathologies of the composition and inversion operators in Schauder
spaces. Rend. Accad. Naz. Sci. XL Mem. Mat. (5) 1991; 15:93–109.
[28] Lanza de Cristoforis M, Rossi L. Real analytic dependence of simple and double layer potentials upon
perturbation of the support and of the density. J. Integral Equations Appl. 2004; 16(2):137–174, doi:
10.1216/jiea/1181075272.
[29] Deimling K. Nonlinear functional analysis. Springer-Verlag: Berlin, 1985.
[30] Hasimoto H. On the periodic fundamental solutions of the Stokes’ equations and their application to vis-
cous flow past a cubic array of spheres. J. Fluid Mech. 1959; 5:317–328, doi:10.1017/S0022112059000222.
[31] Shcherbina VA. Boundary value problems with a triple periodic solution for the Laplace equation in R3.
(Russian) Teor. Funktsi˘ı Funktsional. Anal. i Prilozhen. 1986; (45):132–139, iii, translation in J. Soviet
Math. 1990; 48(4):484–490, doi:10.1007/BF01097579.
[32] Poulton CG, Botten LC, McPhedran RC, Movchan AB. Source-neutral Green’s functions for periodic
problems in electrostatics, and their equivalents in electromagnetism. R. Soc. Lond. Proc. Ser. A Math.
Phys. Eng. Sci. 1999; 455(1983):1107–1123, doi:10.1098/rspa.1999.0351.
[33] Lanza de Cristoforis M, Musolino P. A perturbation result for periodic layer potentials of general second
order differential operators with constant coefficients. Far East J. Math. Sci. (FJMS) 2011; 52(1):75–120.
[34] Folland GB. Introduction to partial differential equations. Second edn., Princeton University Press: Prince-
ton, NJ, 1995.
[35] Miranda C. Sulle proprieta` di regolarita` di certe trasformazioni integrali. Atti Accad. Naz. Lincei Mem.
Cl. Sci. Fis. Mat. Natur. Sez. I (8) 1965; 7:303–336.
[36] Dalla Riva M, Lanza de Cristoforis M. A perturbation result for the layer potentials of general second
order differential operators with constant coefficients. J. Appl. Funct. Anal. 2010; 5(1):10–30.
[37] Lanza de Cristoforis M, Musolino P. A real analyticity result for a nonlinear integral operator. 2011.
Submitted.
[38] Kirsch A. Surface gradients and continuity properties for some integral operators in classical scattering
theory. Math. Methods Appl. Sci. 1989; 11(6):789–804, doi:10.1002/mma.1670110605.
[39] Schauder J. Potentialtheoretische Untersuchungen. Math. Z. 1931; 33(1):602–640, doi:10.1007/
BF01174371.
17
[40] Musolino P. Due problemi di perturbazione singolare su domini con perforazioni multiple. Un approccio
funzionale analitico. 2008. Laurea Specialistica Thesis, Universita` di Padova.
[41] Musolino P. A functional analytic approach for a singularly perturbed Dirichlet problem for the Laplace
operator in a periodically perforated domain. In T. E. Simos, G. Psihoyios, and Ch. Tsitouras, edi-
tors, Numerical analysis and applied mathematics. International conference of numerical analysis and
applied mathematics (ICNAAM 2010), Rhodes, Greece, 19–25 September 2010. Proceedings. Volume 2,
AIP Conference Proceedings vol. 1281, pages 928–931. American Institute of Physics, Melville, NY, 2010,
doi:10.1063/1.3498645.
18
