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1. Introduction
Let A(ξ) be an arbitrary homogeneous elliptic polynomial on ξ ∈ RN , N  2, of order m:
A(ξ) =
∑
|α|=m
aαξ
α.
We recall that a polynomial A(ξ) is said to be elliptic, if A(ξ) > 0, for any ξ ∈ RN , ξ = 0.
Consider partial integrals of the multiple Fourier integrals, related to A(ξ):
Eλ f (x) = (2π)− N2
∫
A(ξ)<λ
fˆ (ξ)ei(x,ξ) dξ, (1)
where fˆ (ξ) is the Fourier transform of a function f ∈ Lp(RN ), 1 p  2. Note if A(ξ) = |ξ |2, then Eλ f (x) is the spherical
partial integrals; the latter we denote by σλ f (x).
Let C∞0 (RN ) be the class of inﬁnitely differentiable functions on RN , with compact support. If A is the self-adjoint
extension in L2(RN ) of the operator A(D) with the domain of deﬁnition C∞0 (RN ) and {Eλ} – be a decomposition of
the identity of A, then the corresponding eigenfunction expansion of any function f ∈ L2(RN ) will coincide with (1)
(see [1]).
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expansions. Following Il’in we say that the generalized localization principle for Eλ holds in Lp(RN ), if for any function
f ∈ Lp(RN ) the equality
lim
λ→∞ Eλ f (x) = 0 (2)
holds almost-everywhere on RN \ supp( f ).
Observe, unlike the classical Riemann localization principle, here it suﬃces the equality (2) to be hold only almost-
everywhere (not everywhere) on RN \ supp( f ).
When A(ξ) = |ξ |2 (i.e. in case of σλ) the generalized localization principle in classes Lp(RN ) was investigated by many
authors (see [4–6,9]). In particular in [4,9] the authors proved that the generalized localization holds for σλ in L2(RN ) and
in [5] the validity of the generalized localization for σλ was proved in Lp(RN ) when 2 p < 2N/(N − 1).
If we consider the classes Lp(RN ) when 1 p < 2, then as Bastys [4] has proved the generalized localization for σλ is
not valid, i.e. there exists a function f ∈ Lp(RN ), such that on some set of positive measure, contained in RN\supp( f ), we
have
lim
λ→∞
∣∣σλ f (x)∣∣= +∞.
Thus the problem of generalized localization for σλ is completely solved in classes Lp(RN ), when 1  p  2: if p = 2
then we have the generalized localization and if 1 p < 2 then we do not.
In this connection, it looks natural to investigate the generalized localization of the Bochner–Riesz means of σλ for the
functions from Lp(RN ), 1 p < 2, classes.
The Bochner–Riesz means Esλ f (x) of the partial integrals Eλ f (x) of an arbitrary order s, (s)  0 (we need a complex
order in order to use the Stein’s interpolation theorem), may be deﬁned by
Esλ f (x) = (2π)−
N
2
∫
A(ξ)<λ
(
1− A(ξ)
λ
)s
fˆ (ξ)ei(x,ξ) dξ.
We proceed to the formulation of the fundamental results of the paper.
Theorem 1.1. Let the set {A(ξ) < 1} be convex and
s (N − 1)
(
1
p
− 1
2
)
, 1 p  2. (3)
If f ∈ Lp(RN ) and f (x) = 0 on an open set Ω ⊂ RN , then Esλ f (x) → 0 almost everywhere on Ω.
In other words, the theorem asserts that for the Bochner–Riesz means of order s of the multiple Fourier integrals on
the critical line s = (N − 1)(1/p − 1/2), at summation with respect to domains bounded by the level surfaces of the elliptic
polynomials, the generalized localization principle holds in the classes Lp(RN ). The same result for the spectral expansions
of the Laplace–Beltrami operator on the unit sphere was obtained in [2]. It should be noted, if s > (N − 1)(1/p − 1/2),
then Esλ f (x) → f (x) almost everywhere on RN , for all f ∈ Lp(RN ), 1 p  2 ([3], in two-dimensional case one has a better
result, see [11]).
The convexity of the set {A(ξ) < 1} is necessary to estimate the maximal operator of the Bochner–Riesz means of the
critical order (s) = (N − 1)/2 in L1. In case of Lp it is true the next result.
Theorem 1.2. Let A(ξ) be an arbitrary elliptic polynomial. If f ∈ Lp(RN ), 2 p < 2N/(N −1), and f (x) = 0 on an open setΩ ⊂ RN ,
then the partial integrals
Eλ f (x) = (2π)− N2
∫
A(ξ)<λ
fˆ (ξ)ei(x,ξ) dξ
converge to 0 almost everywhere on Ω.
So in case of an arbitrary elliptic polynomial we have the same result as for σλ f . We note that, unlike to the almost ev-
erywhere convergence, the convergence everywhere of Eλ f strictly depends on the geometry of the set {ξ ∈ RN : A(ξ) < 1},
namely on the number of nonzero curvatures of the level surface {ξ ∈ RN : A(ξ) = 1} (see [1]).
It is convenient here to introduce the maximal operator
Es∗ f (x) = sup
λ>1
∣∣Esλ f (x)∣∣. (4)
Theorems 1.1 and 1.2 are based on the following estimates of the maximal operator.
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for any r < 3 there exists a constant Cr such that∫
|x|r
∣∣Es∗ f (x)∣∣p dx Cr ∫
|x|>3
∣∣ f (x)∣∣p dx. (5)
In case p = 2 (5) holds for Es∗ f (x) with an arbitrary elliptic polynomial A(ξ).
The proof of (5) is based on estimates of Es∗ f in L1 and L2, and on a subsequent application of Stein’s interpolation
theorem [10].
The paper is organized as follows. In the next section we prove estimate (5) for p = 1. In Section 3 we discuss the Lp-
theory, 2 p < 2N/(N − 1). Finally in the last section we establish (5) by interpolating the L1 and L2 results. Theorems 1.1
and 1.2 are consequences of the estimates of the maximal operator.
2. The estimate in L1
In this section we establish the estimate for the maximal operator Es∗ f in L1, for every s with (s) N−12 .
Let us denote by Θλ(x) a spectral function of the self-adjoint operator A, deﬁned above:
Θλ(x) = (2π)− N2
∫
A(ξ)<λ
ei(x,ξ) dξ.
Let Θ(s)λ be the Bochner–Riesz means of the spectral function Θλ(x):
Θ
(s)
λ (x) = (2π)−
N
2
∫
A(ξ)<λ
(
1− A(ξ)
λ
)s
ei(x,ξ) dξ, (s) 0
(note Θ(0)λ (x) = Θλ(x)). Then for Esλ f (x) we have
Esλ f (x) =
∫
RN
Θ
(s)
λ (x− y) f (y)dy. (6)
Lemma 2.1. Let the set {A(ξ) < 1} be convex. Then for any s with (s) 0 we have
∣∣Θ(s)λ (x)∣∣
{
cλN/m, for |x|λ1/m  1,
c λ
((N−1)/2−(s))1/m
|x|(N+1)/2+(s)
∑2
j=1 H−1/2(v j(ω)), for |x|λ1/m > 1.
(7)
Here v j(ω) are the points of the surface {A(ξ) = 1} at which the support plane is orthogonal to ω, and H(v j(ω)) is the Gauss
curvature of the surface {A(ξ) = 1} at v j(ω).
This lemma is an easy consequence of the Randol’s [8] estimate of oscillatory integrals (see [3]). If we denote by K (ω)
the function H−1/2(v(ω)), then it is also proved in [8], that
‖K‖L1(SN−1) =
∫
SN−1
K (ω)dω < ∞, (8)
where SN−1 is the unit sphere in RN , and dω is surface measure on SN−1.
For the maximal operator Es∗ f (x),(s) N−12 in L1 we have
Lemma 2.2. If f ∈ C∞0 (RN ), and f is supported in {|x| 3}, then for any r < 3 there exists a constant Cr such that∥∥Es∗ f (x)∥∥L1(|x|r)  Cr‖K‖L1(SN−1)‖ f ‖L1(RN ), (s) N − 12 . (9)
Proof. Due to regularity of the Riesz means (see [1], p. 73), it is suﬃcient to prove (9) for all s with (s) = N−12 . We
ﬁx r < 3 and denote r0 = 3 − r > 0. If |x| < r and |y| > 3, then |x − y| > r0. It is not hard to see that in the domain
λ1/m|x− y| > r0 we can use the second estimate in Lemma 2.1 (the constant may depend on r0). Thus we have∣∣Esλ f (x)∣∣ Cr0 ∫ K( y − x|y − x|
)
|y − x|−N ∣∣ f (y)∣∣dy|x−y|>r0
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 Cr0
∫
SN−1
K (ω)
∞∫
r0
∣∣ f (x+ ρω)∣∣dρ dω, |x| r.
Integrating over the ball {|x| r}, r < 3, we have:∫
|x|r
Es∗ f (x)dx Cr0
∫
SN−1
K (ω)
∫
|x|r
∞∫
r0
∣∣ f (x+ ρω)∣∣dρ dxdω.
We may assume without loss of generality that x˜ = (x1,0,0, . . . ,0) has the same direction as ω. Then we will get the
uniform estimate on ω for the interior integral:∫
|x|r
∞∫
r0
∣∣ f (x+ ρω)∣∣dρ dx r∫
−r
r∫
−r
. . .
r∫
−r
∞∫
r0
∣∣ f (x1 + ρ, x2, . . . , xN )∣∣dρ dx1 dx2 . . .dxN

r∫
−r
∫
RN
∣∣ f (y)∣∣dy dx1
 C‖ f ‖L1(RN ).
Hence the lemma is proved. 
3. The estimate in Lp
In this section we obtain the estimate for the maximal operator E∗ f (x) in Lp , 2 p < 2N/(N − 1). Here we follow the
method introduced in [5]. Therefore we only prove the key lemmas.
We note that the results of this section are true for any homogeneous elliptic polynomials A(ξ).
Let us make a notation a(ξ) = [A(ξ)]1/m. Since A(ξ) is elliptic, it is not diﬃcult to see that there exist positive constants
a1 and a2 such that
a1|ξ | a(ξ) a2|ξ |, ∀ξ ∈ RN . (10)
Let f ∈ L2(RN ), and supp( f ) ⊂ {x ∈ RN : |x| 3}. We prove that for every r < 3 the following inequality holds:∫
|x|r
sup
λ>1
∣∣Eiτλ f (x)∣∣2 dx Cr,η ∫
|x|3
∣∣ f (x)∣∣2 dx|x|η , (11)
with 0 η < 1 and τ : −∞ < τ < ∞.
Note if τ = 0, by using Hölder inequality from the estimate (11) for any p, N(1− 2/p) < η and 2 p < 2N/(N − 1), one
has: ∫
|x|r
sup
λ>1
∣∣Eλ f (x)∣∣2 dx cr,η( ∫
|x|3
∣∣ f (x)∣∣p dx) 2p . (12)
Let χb(t) be the characteristic function of the segment [0,b] and φ(t) be a smooth function deﬁned for t  0, such that
χ(3−r)/3(t) φ(t) χ2(3−r)/3(t). Then we deﬁne ψ(x) = φ(|x|)− φ(2|x|) and ψ j(x) = ψ( x2 j ) for j = 1,2, . . . . We obtain
φ
(|x|)+∑
j1
ψ j(x) ≡ 1.
Let Θτ, jλ = Θ(iτ )λ ψ j . If supp( f ) ⊂ {|x| 3}, then for all x: |x| r we have
Eiτλ f (x) = Θ(iτ )λ ∗ f =
∑
j1
Θ
τ, j
λ ∗ f (x),
because (Θ(iτ )λ φ(| · |) ∗ f )(x) = 0 if |x| < r, r < 3.
The proof of (11) requires several lemmas (see [5], in this paper τ = 0). We prove those which are connected with the
elliptic polynomial A(ξ). First we consider the case when τ = 0, i.e. the partial integrals Eλ. We need to investigate ﬁrst the
Fourier transform of the “spectral function” Θ jt (x) = Θtψ j . Let mjt (ξ) = (Θˆ jt )(ξ).
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ε0|a(ξ)−t|<|y|2− j
∣∣ψˆ(y)∣∣dy.
Proof. It suﬃces to consider the case t = 1, since otherwise we may change variables. For the Fourier transform of Θ jλ we
have
mj1(ξ) = χ{a(ξ)1} ∗ ψˆ j(ξ) =
∫
a(ξ−y)<1
ψˆ j(y)dy.
Let us consider the case a(ξ) > 1. We claim that for some ε1 > 0 the set {y ∈ RN : |y| > ε1(a(ξ) − 1)} contains the set
{y ∈ RN : a(ξ − y) 1}. To show this it is suﬃcient to prove
α(ξ) = min
a(ξ−y)=1 |y| > ε1
(
a(ξ)− 1). (13)
Let us denote y = (y′, yN). Without any loss of generality we may suppose, that (0′, yN ) has the same direction as
ω = ξ|ξ | .
If y = (0′, yN), then a−1( ξ−y|ξ−y| ) = a−1(ω) ≡ a0(ω). Therefore from a(ξ − y) = 1 we have |ξ − y| = a0(ω) and α(ξ) =
|ξ | − a0(ω) = a0(ω)(a(ξ)− 1). Hence since estimates (10), for y = (0′, yN) one has α(ξ) > a−12 (a(ξ)− 1).
Let now y be an arbitrary. We denote by d(ξ) ∈ {a(ξ − y) = 1} any of points which gives minimum to |y|. Let d(ξ) =
(d′,dN ) and yN = f (y′) correspond to a(ξ − y) = 1 according to the implicit function theorem in case a(ξ) = 1. Note
f (0′) = 0. Then |d(ξ)| = √|d′|2 + ( f (d′)+ δ)2, where δ > a−12 (a(ξ) − 1). If |d′| > kδ, then |d(ξ)|  |d′| > kδ. On the other
hand if |d′| kδ and k is suﬃciently small, then f (d′) = d′∇ f (ζ ) for some ζ and we again have the estimate |d(ξ)| c1δ,
c1 > 0, since |∇ f | is bounded. Thus the inequality (13) is proved.
From (13) we have∣∣mj1(ξ)∣∣ ∣∣∣∣ ∫
a(ξ−y)<1
ψˆ j(y)dy
∣∣∣∣ ∫
ε1(a(ξ)−1)<|y|
∣∣ψˆ j(y)∣∣dy.
Taking into account the relation ψˆ j(y) = 2Njψˆ(2 j y), we obtain∣∣mj1(ξ)∣∣ ∫
ε1(a(ξ)−1)<2− j |y|
∣∣ψˆ(y)∣∣dy.
Let a(ξ) < 1. Then using the same arguments as above one can show that there exists a positive number ε2, independent
on ξ and such that the set {y: a(ξ − y) 1} contains the ball {|y| ε2(1− a(ξ))}. So making use of the equality ψ j(0) = 0,
we have∣∣mj1(ξ)∣∣= ∣∣∣∣ ∫
a(ξ−y)<1
ψˆ j(y)dy
∣∣∣∣= ∣∣∣∣− ∫
a(ξ−y)>1
ψˆ j(y)dy
∣∣∣∣ ∫
ε2(1−a(ξ))<|y|
∣∣ψˆ j(y)∣∣dy  ∫
ε2(1−a(ξ))<2− j |y|
∣∣ψˆ(y)∣∣dy.
If we denote by ε0 the minimum of ε1 and ε2, then ﬁnally we have∣∣mj1(ξ)∣∣ ∫
ε0|a(ξ)−1|<2− j |y|
∣∣ψˆ(y)∣∣dy.
The lemma is proved. 
Lemma 3.2. For any positive integer n there exists a constant C such that for any t > 0, ξ ∈ RN , j = 1,2, . . . we have the following
estimate∣∣mjt (ξ)∣∣ C
(1+ ε0|a(ξ)− t|2 j)n .
Proof. Using Lemma 3.1 and taking into account that |ψˆ(y)| ck (1+ |y|)−k , ∀y ∈ RN , k 0, we get∣∣mjt (ξ)∣∣ ck ∫
− j
1
(1+ |y|)k dy 
Cn
(1+ ε0|a(ξ)− t|2 j)n
ε0|a(ξ)−t|<2 |y|
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But since r is ﬁxed we do not present this dependence from here on. The lemma is proved. 
For the derivative of the function mjt (ξ) we obtain
Lemma 3.3. For any positive integer n there exists a constant C such that for any t > 1 and ξ ∈ RN , j = 1,2, . . . we have the following
estimates∣∣∣∣ ddtm jt (ξ)
∣∣∣∣ C2 j(1+ ε0|a(ξ)− t|2 j)n .
Proof. Note ψˆ j(y) = 2 jN ψˆ(2 j y). Therefore by applying the following transformations 2 j y → z and z− 2 jξ → xt, we obtain
mjt (ξ) =
∫
a(y−ξ)<t
ψˆ j(y)dy =
∫
a(z−2 jξ)<2 jt
ψˆ(z)dz = tN
∫
a(x)<2 j
ψˆ
(
2 jξ + xt)dx.
Therefore by differentiating the latter for t > 0 we get
d
dt
m jt (ξ) =
N
t
m jt (ξ)+ tN
∫
a(x)<2 j
∇ψˆ(2 jξ + xt)xdx
= N
t
m jt (ξ)+ 2 j
∫
a(y−2 jξ)<t2 j
∇ψˆ(z) z − 2
jξ
t2 j
dz, (14)
where in the last equality we have applied the transformation 2 jξ + xt = z.
Since ψ(0) = 0 integrating by parts one can show that∫
RN
∇ψˆ(y) y − 2
jξ
2 jt
dy = 0, ∀ξ ∈ RN ,
so as in Lemma 3.1 we can establish the estimate∣∣∣∣ ∫
a(y−2 jξ)<2 jt
∇ψˆ(y) y − 2
jξ
2 jt
dy
∣∣∣∣ c ∫
ε0|a(ξ)−t|<|y|2− j
∣∣∇ψˆ(y)∣∣(1+ |y|)dy,
where we have used the inequality |y − 2 jξ |(2 jt)−1  c(1+ |y|), t > 1.
Finally, using the estimate |∇ψˆ(y)|(1+ |y|) cl
(1+|y|)l , l 0, we obtain∣∣∣∣ ddtm jt (ξ)
∣∣∣∣ cl2 j ∫
ε0|a(ξ)−t|<2− j |y|
1
(1+ |y|)l dy 
Cn2 j
(1+ ε0|a(ξ)− t|2 j)n ,
where n = l − N > 0.
The lemma is proved. 
Now we consider Riesz means Eiτλ ,−∞ < τ < ∞. As in the case of Eλ we deﬁne mτ , jλ as Fourier transformation of
Θ
(iτ )
λ ψ j . To prove (11) for τ = 0 it is suﬃcient to establish the estimations in Lemmas 3.2 and 3.3 for the mτ , jλ (see [5]),
which is an easy consequence of listed lemmas and the following representation:
mτ , jλ (ξ) =
λ∫
0
(
1− t
λ
)iτ
dm jt (ξ).
Indeed the integral of (1− t
λ
)iτ ddtm
j
t (ξ) over the interval 0 t  λ/2 can be estimated using the integration by parts since
integrand in this interval is not oscillating, while the integrand in the integral over the interval λ/2 t  λ has oscillation
as t → λ. In the latter we use estimations |(1− t
λ
)iτ | 1 and∣∣∣∣ ddtm jt (ξ)
∣∣∣∣ C2 j ∫
j
(∣∣ψˆ(y)∣∣+ ∣∣∇ψˆ(y)∣∣(1+ |y|))dy.
ε0|a(ξ)−t|2 <|y|
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The derivation of the estimate∣∣∣∣ ddtmτ , jt (ξ)
∣∣∣∣ Cn2 j(1+ ε0|a(ξ)− t|2 j)n
is similar.
Thus according to [5] to establish (11) it suﬃcient to prove the following property of Sobolev space. Let Hα2 (R
N ) be the
(homogeneous) Sobolev space:
Hα2
(
RN
)= {h ∈ S ′: ‖h‖Hα2 =
(∫ ∣∣hˆ(ξ)∣∣2|ξ |2α dξ)1/2 < ∞}.
Lemma 3.4. Let 0 α < 1/2 and h ∈ Hα2 (RN ). Then for any t > 0 and 0< δ < 2t we have∫
|a(ξ)−t|<δ
∣∣h(ξ)∣∣2 dξ  cαδ2α‖h‖2Hα2 , (15)
where cα independent of t and δ.
Proof. It suﬃces to consider the case α > 0. We pick a small number δ0 > 0 to be determined later, and ﬁrst prove the
inequality (15) for 0< δ < δ0 and t = 1. Let Ωδ = {x ∈ RN : |a(x)− 1| < δ} and g ∈ C∞0 (Ωδ). Let us consider the functional
Lg(h) =
∫
Ωδ
h(ξ)g(ξ)dξ.
Taking into account that h ∈ Hα2 we reduce estimate (15) to the following∫
RN
∣∣gˆ(x)∣∣2 dx|x|2α  cαδ2α
∫
Ωδ
∣∣g(x)∣∣2 dx. (16)
Indeed, by Plancherel theorem we get
∣∣Lg(h)∣∣= ∣∣∣∣ ∫
RN
hˆ(x)gˆ(x)dx
∣∣∣∣= ∣∣∣∣ ∫
RN
hˆ(x)|x|α gˆ(x)|x|α dx
∣∣∣∣ (∫
RN
∣∣hˆ(x)∣∣2|x|2α dx)1/2(∫
RN
∣∣gˆ(x)∣∣2|x|−2α dx)1/2.
Therefore from the estimation (16) we obtain∣∣∣∣ ∫
Ωδ
h(ξ)g(ξ)dξ
∣∣∣∣ cδα‖h‖Hα2 ‖g‖L2 ,
which is in fact (15).
Using the equality (see [10], p. 117)∫
RN
|x|−N+2αϕ(x)dx = γα
∫
RN
|x|−2αϕˆ(x)dx,
which is valid for all α, 0<α < N/2 and ϕ ∈ S , where γα = πN/222αΓ (α)/Γ (N/2− α), we have∫
RN
∣∣gˆ(x)∣∣2 dx|x|2α =
∫
RN
(
g(ξ) ∗ g(−ξ) )∧(x)|x|−2α dx
= γα
∫
RN
g(ξ) ∗ g(−ξ)(x)|x|−N+2α dx
= γα
∫ ∫
g(x)g(y)dxdy
|x− y|N−2α .
|a(x)−1|<δ |a(y)−1|<δ
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G(g)(x) =
∫
Ωδ
g(y)dy
|x− y|N−2α
it is not hard to establish that∫
RN
∣∣gˆ(x)∣∣2 dx|x|2α  c‖G‖‖g‖2L2 ,
where
‖G‖ = sup
|a(x)−1|<δ
∫
|a(y)−1|<δ
dy
|x− y|N−2α .
To ﬁnish the proof it remains to establish that
‖G‖ cδ2α. (17)
Consider a small domain B = {|a(y) − 1| < δ} ∩ {|y − x| < ε}, the constant ε > 0 we choose later. But we may deﬁne δ0
such that 0 < δ
1−2α
N−2α
0 < ε. To prove the estimate (17) it suﬃces to consider the domain B , since outside of B the function
under the integral can be estimated by ε−(N−2α) and the domain {|a(y)− 1| < δ} has the measure Cδ.
The region of integration B can be divided into subregions as follows:
B0 = B ∩
{|y − x| < δ},
Bk = B ∩
{
kδ < |y − x| < (k + 1)δ}, k = 1,2,3, . . . ,
so that B =⋃∞k=0 Bk . Then we obtain∫
B
dy
|x− y|N−2α =
∫
B0
dy
|x− y|N−2α +
∑
k
∫
Bk
dy
|x− y|N−2α .
Note in the domain {kδ < |y − x| < (k + 1)δ} at least one coordinate which is greater than const · k · δ runs on a segment
with length const · δ and in the domain {|a(y)− 1| < δ} also at least one coordinate runs on a segment with length const · δ.
Obviously if these coordinates do not coincide, then the measure of Bk is cδ2(kδ)N−2. Using the implicit function theorem,
it is not hard to see, that we may choose ε > 0 such small that these coordinates do not coincide. This ε > 0 depends on
the elliptic polynomial A(y) and since the order m of elliptic polynomial is ﬁxed, we may choose ε independent on x. For
this ε we have |Bk| = cδ2(kδ)N−2. Therefore∫
B0
dy
|x− y|N−2α  cN
δ∫
0
rN−1
rN−2α
dr = cNδ2α
and ∑
k
∫
Bk
dy
|x− y|N−2α  c
∑
k
δNkN−2
(kδ)N−2α
 cδ2α
∑
k
1
k2−2α
 cδ2α,
as α < 1/2.
Now let t = 1 and δ0  δ < 2. Then it is not hard to see that
‖G‖ c
∫
a(y)<3
dy
|x− y|N−2α  C .
So by similar way we obtain∫
|a(ξ)−1|<δ
∣∣h(ξ)∣∣2 dξ  cαδ2α‖h‖2Hα2 ,
where cα = const · δ−2α0 .
Finally let t = 1 and 0 < δ < 2t . Then ﬁrst we do a linear transformation ξ = tη, t > 0, then use the proved inequality,
then again doing the linear transformation we will get the necessary estimate:
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|a(ξ)−t|<δ
∣∣h(ξ)∣∣2 dξ = tN ∫
|a(η)−1|<δt
∣∣h(tη)∣∣2 dη
 cαtN
(
δ
t
)2α ∫
RN
∣∣̂h(tη)(y)∣∣2 dy
= cαtN
(
δ
t
)2α ∫
RN
∣∣∣∣t−Nhˆ( yt
)∣∣∣∣2|y|2α dy
= cαδ2α
∫
RN
∣∣hˆ(y)∣∣2|y|2α dy.
The lemma is proved. 
In [5] in fact it is proved that the inequality (11) is a consequence of Lemmas 3.2–3.4. Therefore (11) is proved.
Note from (11) with η = 0 we have Theorem 1.3 in case p = 2.
4. Proof of theorems
In this section using the established facts we will prove the main results.
Proof of Theorem 1.3. Let us consider the family of operators Es(z)∗ f (x), where s(z) = N−12 z, z is complex number with
0 (z) 1. Let Br = Br(0) = {x ∈ RN : |x| r} be the ball with center at 0 and radius r, r < 3. Let f (x) ∈ C∞0 (RN ), such
that f (x) = 0, x ∈ Br . For the values (s) = 1 and (s) = 0 respectively, from estimations (9) and (11), we have∥∥E N−12 (1+i(z))∗ f ∥∥L1(Br)  C‖ f ‖L1(Br),
and ∥∥Ei N−12 (z)∗ f ∥∥L2(Br)  C‖ f ‖L2(Br). (18)
These estimates show that the operators Es(z)∗ f (x), are bounded in L1 and L2. The Stein’s theorem (see [10]) about the
interpolation of an analytic family of linear operators can be applied for the family of the nonlinear maximal operators
{Es(z)∗ }, 0 (z)  1, using the standard techniques as in [1,10] (main idea is the approximation of the maximal operator
Es(z)∗ f (x) by absolute values of linear operators Es(z)λ j(x) f (x), j = 1,2, . . . , where λ j(x) are positive measurable functions on
RN taking ﬁnitely many different values).
Applying Stein’s interpolation theorem we obtain for all t: 0< t < 1,∥∥Es(t)∗ ( f )∥∥Lp(|x|r)  cp(r)‖ f ‖Lp(RN ), (19)
where cp(r) is a constant depending on p and r, s(t) = N−12 t , 1p = 1−t2 + t1 , and excluding t , we have s = (N − 1)( 1p − 12 ).
We note here that if s > (N − 1)( 1p − 12 ), then the estimation (19) is valid for every functions f ∈ Lp , 1 < p < 2 (see [3],
Lemma 6). Theorem 1.3 is proved. 
Proof of Theorem 1.1. Let f ∈ Lp(RN ) and f (x) = 0 on an open set Ω ⊂ RN . We must prove that Esλ f (x) → 0 almost
everywhere on Ω , or if x0 ∈ Ω is an arbitrary point, then on the ball Br0(x0) ⊂ Ω. Therefore without loss of generality we
assume that supp( f ) ⊂ RN\Br0(x0), for some r0 := r0(x0) small enough. Due to the invariance of Esλ f (x) with respect to the
translation and dilation, we can reduce the problem to the consideration of the functions with supp( f ) ⊂ {|x| 3}.
Thus we have to prove that if s  (N − 1)(1/p − 1/2),1  p  2 then for any function f ∈ Lp(RN ) with supp( f ) ⊂
{|x| 3}, one has Esλ f (x) → 0, almost everywhere on {|x| < r}, r < 3. But this is a consequence of Theorem 1.3 (see [10]).
Theorem 1.1 is completely proved. 
The same proof remains valid in case of Theorem 1.2. Here we make use of the inequality (12) instead of Theorem 1.3.
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