domain analysis (Spradley, 1979a (Spradley, , 1979b , semiotics (Barley, 1983; Eco, 1976; Feldman, 1995) , life histories (Dollard, 1935; Fetterman, 1989; Mandelbaum, 1973; Marshall & Rossman, 1995; Taylor & Bogdan, 1984) , deconstruction (Feldman, 1995, p. 51; Geertz, 1983) , bracketing (Berg, 1995, pp. 72-73; Husserl, 1913 Husserl, /1962 , experiential analysis (Clarke, 1975, p. 120; Douglas, 1976, pp. 93-103; Wax, 1971, p. 202; Wolff, 1964; Zola, 1982) , and narratives (Connelly & Clandinin, 1990; Marshall & Rossman, 1995) . Weitzman and Miles (1995) distinguish between two basic classes of computer programs for qualitative analysis developed by qualitative researchers: "code-and-retrieve programs" and "code-based theory builders." The code-and-retrieve programs replace the manual tasks of cutting text into chunks and assigning codes with a process in which the computer is used to mark segments of text, assign codes to those segments, and then use the computer to perform search-and-retrieval operations on those segments (Weitzman & Miles, 1995, p. 17) . The code-based theory builder programs generally share the same basic features for identifying segments of text, assigning codes, and then retrieving segments in complex queries. However, code-based theory builder programs also have additional capabilities that support theory building. Those include the ability to specify a hierarchy of linked codes (as illustrated by NUD*IST), to create visual diagrams of links among codes to facilitate developing a theory (as illustrated by ATLAS/ti), or to automatically test specific hypotheses (as illustrated by HyperRESEARCH).
However, as many researchers have pointed out (Brent, 1984; Gerson, 1984; Weitzman & Miles, 1995) , these programs do not actually build the theory for you. Instead, they facilitate many of the tedious tasks such as identifying segments and assigning codes and automate some of the repetitive time-consuming tasks such as the search and retrieval of segments having various combinations of codes. There is still much to be done before these programs can contribute seriously to more complex qualitative analysis tasks, changing, in Gerson's (1984) terms, from a metaphor of the computer as mindless clerk to the computer as research assistant. Early efforts to incorporate more intelligent computing strategies into qualitative research and theory building (Brent, 1986; Carley, 1993; Heise, 1989; Sylvan & Glassner, 1985) have for the most part not been incorporated into widely used, commercially available qualitative research programs.
As an important aside, we must note that using computers to assist with qualitative analysis in the tradition of qualitative analysis programs, as developed here, should not be confused with computer-based content analysis (Krippendorff, 1980; Stone, Dunphy, Smith, & Ogilvie, 1966; Weber, 1985) . The latter typically employs a number of quantitative and statistical strategies to identify patterns in texts, working up from the text to develop generalizations. In contrast, qualitative data analysis programs assist researchers in coding and analyzing texts. The computational strategies described in this section focus on helping human coders develop codes, elaborate the relationships among codes, and assign codes to segments of text. In a broad sense, these two approaches apply computers to the analysis of text (and other media such as photographs, videos, or audio files). However, the specifics of their strategies are quite different. Content analysis is a worthy method, perhaps more easily automated than qualitative data analysis, whereas qualitative data analysis tends to be more theoretical and more qualitative. The focus of this article is on efforts to use computers to facilitate qualitative data analysis.
When intelligent programming strategies have been used in existing widely used commercial qualitative analysis programs, they have been used in only limited ways, and they fail to take full advantage of their capabilities. For example, the visual diagrams that can be automatically drawn linking concepts in ATLAS/ti use semantic networks to help researchers visualize theory, yet the program does not use that information to reason about the data to test hypotheses or generate interpretations. The ability to conduct searches for codes that take into account more general codes in a hierarchy of codes available in NUD*IST enjoys some of the benefits of semantic networks, but those networks are limited to hierarchical links only. Similarly, although production rules are used to automatically test hypotheses in HyperRESEARCH, those rules are not used for any other purpose in the program. This means that the ways these programs help the researcher code in qualitative studies is by speeding up tedious tasks much like an efficient clerk. For the most part, these programs are still incapable of offering substantive advice or of helping code in an active manner.
Consider, for a moment, the process of coding qualitative data using qualitative coding computer programs. The researcher identifies source files of text or other materials to be coded. Those files are then opened using the coding program. The researcher examines the text on-screen and marks segments for coding. They can then select codes from lists of available codes. Once satisfied, a segment is coded adequately, and they can go on to mark the next segment and continue the process. Codes can be linked hierarchically to form general categories linking more abstract concepts with specific ones. In some cases, links can be diagrammed and users can specify their own types of links. As new codes are added to the list of possible codes, the program can be used to search and retrieve segments having particular Boolean combinations of text or codes. Those segments can be assigned new codes either automatically or at the discretion of the human coder.
There are a number of important implications of this process. In general, the work required for the coder for the second segment to be coded, or even the thousandth segment to be coded, is as great as it was for the first segment. There might be even greater work for later segments, because new codes are often identified during the coding process. The level of knowledge and the attention to detail required of the coder is as great or greater near the end of the project as it was at the beginning. As a result, coding is widely recognized to be a tedious, detailed, repetitive, even mind-numbing task.
Yet, between the time when the first segment is coded and the time when the last code of the project is entered, the researcher has amassed a vast database of coded data, typically including hundreds or even thousands of segments of text (or other materials). Each text segment has a specific combination of words, a context as reflected in its location relative to other segments in a data source, and has been assigned a specific combination of one or more codes. The codes themselves have probably expanded considerably throughout the study, becoming more numerous and more refined. Codes are linked to one another in a system of hierarchical relationships as well as through theoretical propositions and general trends. The codes occur with a given frequency in the data (with some codes being very numerous and others very rare). Combinations of codes likewise vary in frequency, with some combinations quite likely to occur and other combinations rare or impossible. The patterns of data that result have a clear structure, a "rhythm" if you will, that provides the underlying "beat" within which the "melody" of codes is experienced. Together, these diverse elements of knowledge about the data (the metaknowledge 1 ) provide a surprisingly informative set of cues as to what codes might be expected for any segment. Unfortunately, this knowledge is largely untapped by traditional qualitative analysis programs.
Understanding the metaknowledge implicit in coded cases is important not only for coding qualitative data but for developing theory and for understanding how data shape theory. By specifying how codes are determined in qualitative research, computer programs such as the one described in this article force us to examine our assumptions and better understand the relationships between theory and data.
The objective of this article is to develop an integrated framework of intelligent computational strategies that take advantage of the knowledge embedded in coded cases to offer substantive advice and assistance to the researcher in coding. To do this, we build on past work by expanding the use of intelligent strategies found in existing qualitative analysis programs (such as production rules and semantic networks) and integrating those with additional strategies including case-based reasoning, natural-language understanding, and intelligent agents. These strategies permit the expression of complex knowledge in the computer and permit the computer to reason about that knowledge. Such strategies could be used to reason with the information contained in coded data to help the researcher perform additional coding, interpret specific instances, reason about the data using the evolving theory, and even assess and improve the theory.
To test this approach, these strategies are implemented in a computer program, Qualrus™. This program is designed to act as an intelligent agent, taking an active role, drawing on the knowledge in the evolving knowledge base of coded cases to offer advice and assistance with the tasks of qualitative data analysis. Knowledge is represented internally through a combination of production rules and a semantic network. This permits the program to not only retrieve information on request but also to reason about that information, interpret it, and offer suggestions. Case-based reasoning is employed to make explicit the knowledge that is implied by previously coded cases. The program interacts with the researcher in a freeform dialogue, using natural-language understanding strategies to suggest appropriate codes based on patterns found in text and to generate insightful text accounts reporting both its knowledge and the results from reasoning about it. These capabilities permit the program to provide researchers with a comprehensive tool useful for developing, elaborating, testing, and even disseminating qualitative theories.
In this article, we focus on ways in which intelligent computational strategies dramatically transform the task of coding. Those strategies also can help with the more broad issues of qualitative data analysis: expressing and communicating theory, validating theory, and addressing specific applications. However, those issues are beyond the scope of this article and will be addressed elsewhere.
We first examine the task of qualitative coding and identify key objectives. Then we consider a brief example of text to illustrate those coding issues. Next, we discuss several intelligent programming strategies and show how they can be used to address those issues. Finally, we examine the performance of this program by coding the sample data to assess how intelligent strategies can enhance the coding process.
The Measurement and Coding Task
Although qualitative research takes many forms, they all emphasize the underlying meaning and essential nature of things, that is, "qualities," rather than attempting to count, measure, or quantify those things (Dabbs, 1982, p. 32) . Qualitative research seeks to capture and discover meaning by immersion in data; measures are not created in advance but evolve from the data; data are often documents, observations, transcripts of interviews; theory is often noncausal and inductive; and analysis often involves extracting themes or generalizations from evidence and organizing data into a coherent picture or narrative (Neuman, 1994, p. 317) .
Coding in qualitative research seeks to describe faithfully important details of the phenomenon and to organize the data to identify underlying patterns. Extensive verbatim quotations often provide vivid detail for the reader that make the research understandable, meaningful, and interesting. "Thick description" (Geertz, 1983) provides an emic account, incorporating the intentions (Maxwell, 1996, p. 98 ) that give those actions meaning to the actors. Together, those often provide a great deal of face validity, helping readers to better understand the motives of those studied, including their feelings, pain, anger, and joy (Fetterman, 1989, p. 114; Maxwell, 1996, p. 98) .
Data are often organized (Fetterman, 1989, pp. 92-93) by categorizing the information to identify mutually exclusive and exhaustive categories and contextualizing the information by preserving its link with the context in which it occurred to make it easier to understand and interpret. Organization inevitably involves progressive abstraction from the original data to more analytic categories, often facilitated by "analytic memo writing" (Charmaz, 1983, pp. 120-124; Neuman, 1994, pp. 409-410) , in which the researcher records possible explanations and interpretations of the data. In exploratory research, the researcher often begins with no fixed framework for organizing the information and only ends after achieving "crystallization"-the point in the study when the many bits of information from a study suddenly take on new meaning as they are seen in relationship to a whole (Fetterman, 1989, p. 101) .
Some researchers stress that coding begin with as few initial preconceptions by the researcher as possible, as in grounded theory (Glaser & Strauss, 1967) , but coding can begin also with an initial set of codes from the literature or a theory (Miles & Huberman, 1984, p. 56) . Coding encompasses several distinct tasks often described as open coding, axial coding, and selective coding (Glaser & Strauss, 1967; Strauss, 1987; Strauss & Corbin, 1990) .
Open coding links codes to segments of the original text, such as field notes. Open-coding themes and labels are often at a fairly low level of abstraction and are derived from the language of those people being studied, the literature, or new ideas that occur as the study progresses (Strauss & Corbin, 1990, p. 69) .
Axial coding identifies logical connections among codes, collapses some codes into broader categories, and creates hierarchies of codes (Neuman, 1994, p. 409) . In axial coding, much of the generalization and abstraction occurs as concepts are refined to be more precise or generalized to recognize broad patterns. Whereas open coding is categorizing, or splitting things into distinct categories, axial coding is contextualizing, or putting things back together by relating specific codes to broader categories or themes and to one another (Strauss & Corbin, 1990, pp. 96-97) .
Selective coding usually occurs near the end of the research project, after the researcher has already identified most or all of the major themes that will be incorporated into the descriptive narrative of the report. In selective coding, the researcher scans the data and previous codes looking "selectively" for cases illustrating key themes and making comparisons and contrasts (Neuman, 1994) . Selective coding is the most analytic of the three coding stages, and it is during selective coding that much of the analysis takes place, including identifying basic patterns in the data, testing emerging hypotheses, and validating theory.
AN EXAMPLE TEXT TO CODE
To illustrate the coding process, let us consider the hypothetical segments of text from field notes displayed in Table 1. 2 These notes are modeled after those Erving Goffman might have produced in his doctoral dissertation research in which he conducted observations in a hotel in an island community. There he observed the behavior of hotel employees and customers in various public and private settings. This example illustrates some of the difficulties of coding real data and provides a way to highlight some of the ways intelligent programming strategies can assist in coding.
For example, consider the first segment of text:
In the kitchen, one of the waiters, Jonathan, was collecting pats of butter from plates returned from the tables, reshaping the least damaged of them as though new and placing them in the refrigerator with the new butter to be served to guests once again.
To code this segment, the researcher would need to identify codes (either already present in the coding scheme or new ones) and assign them. For example, she might code the context as "kitchen," the actor as "waiter," and the act as "reuse butter." From the perspective of dramaturgical theory, the most important aspect of this behavior is embedded in its location-the kitchen. Why does the waiter do this in the kitchen and not in the dining room in sight of the customers? It is behavior the waiter is likely to want to hide from customers. So we might add the code "backstage setting" to indicate that this corresponds to Goffman's notion of a setting in which people can relax and not be as concerned about self-presentation. Reserving this behavior for a backstage setting is consistent with one of the general goals Goffman attributes to all people with respect to self-presentation-to hide secret economies. This example begins to illustrate how difficult good qualitative coding of data can be and how careful and deliberative the researcher needs to be to code the most important elements. It also points out how easy it would be to overlook some of the more subtle meanings of passages while coding-particularly as the tedium of coding hundreds or thousands of passages challenges the coder's concentration. Although the coder might become more practiced, the same concentration and attention to detail is required to code the last segment as the first.
Coding With Intelligent Computational Strategies
We are now ready to examine how intelligent computational strategies can help with coding.
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TABLE 1 Hypothetical Field Notes
In the kitchen, one of the waiters, Jonathan, was collecting pats of butter from plates returned from the tables, reshaping the least damaged of them as though new and placing them in the refrigerator with the new butter to be served to guests once again. When things got busy and he was in danger of getting behind, the dishwasher, Charles, instead of washing all water glasses, would sometimes briefly scan incoming glassware, selecting only the obviously dirty for washing and stacking the rest with glasses ready for service. It was routine practice, in the kitchen, for waiters to "sample" desserts with their finger. The more meticulous ones would take care to hide evidence of their act. Others seemed to take pleasure in leaving the food obviously disturbed, evidently in the hope that other waiters would not notice and customers would complain. When things were slow, waiters would often "horse around" with one another in the kitchen while waiting for orders. Jonathan seemed to set the pace for work in the kitchen, urging others to work faster when it was busy, being the first to crack a joke when things were slow. Waiters acted respectful and formal to one another and to the guests in the dining room. Teenage girls sitting at a table in the dining room were laughing loudly and joking about how dumb a teacher was in class today. A middle-aged man wearing a suit coat and tie sits down at a table near the teens. At first the teens did not notice the middle-aged man and continue joking loudly. Then the teens appear to notice the man and whisper for a while among themselves. The rest of their meal, the teens act subdued.
Initially, this program looks much like other qualitative analysis programs in its coding view (see Figure 1) . The file to be coded (in this case a rich-text file that can include pictures and various fonts, including boldface and underlining) is displayed in a scrollable screen. To the right is a linked screen containing markers to indicate the location of different text segments and codes assigned to those segments. To code a segment, the researcher first marks it by holding down the left mouse button and dragging it across the text in the segment, then pops up a menu of possible actions by pressing the right mouse button while the mouse is located on the highlighted segment.
When "Code" is selected from this pop-up menu, the coding form shown in Figure 2 is displayed. Like other qualitative analysis programs, this provides a list of all available codes that might be applied to each segment. However, at this point, this program becomes very different from other programs by actively suggesting appropriate codes for this segment (codes in the "suggested by the program" field). The researcher can accept these codes by double clicking on them with the left mouse button or highlighting the code and clicking on the right arrow to move it to the list of codes assigned to this segment on the right. To suggest appropriate codes, InteQual employs a variety of intelligent strategies, the first of which is an embedded expert system.
Embedded Expert Systems
Expert systems represent knowledge in a manner that permits the program to reason about that knowledge much as a human expert might (Benfer, Brent, & Furbee, 1991; Hayes-Roth, Waterman, & Lenat, 1983) . One way knowledge is represented in this program is as production rules or statements of the general form: "If X then Y" (Waterman & Hayes-Roth, 1978 ). These rules can have Boolean combinations of multiple conditions as antecedents, permitting them to perform complex reasoning. By chaining together rules in which the antecedents of some rules are the consequences of others, systems of production rules can be constructed to perform complex and sophisticated reasoning tasks. We have embedded throughout the program a number of different expert systems components capable of reasoning about the information contained in the data and the qualitative codes to offer advice to the researcher on coding and to help with other tasks of qualitative data analysis and presentation. When the researcher selects a segment for coding, those expert systems components examine information in the database and use that information to recommend codes.
To see why a specific code is recommended, the user can click the right mouse button on any of the suggested codes. This brings up the "Coding Decision Help" screen shown in Figure 3 . This screen provides the researcher with a list of all rules that suggest the code. When a code is highlighted, it displays the sources of the recommendation. By selecting each source, the user can view a description of why the code is recommended.
Here we see, for example, that the code "sacrifice standards whose loss can be concealed" is recommended by a production rule that predicts codes linked through some predictive relationship to other codes. This Code Is Recommended because "recycle dirty dishes" is consistent with the self-presentation goal shared by all people (Goffman, 1959) of sacrificing standards whose loss can be concealed. The rule that generates this recommendation is displayed in the window in the bottom right of this screen so the user can evaluate its logic.
The program can either suggest codes using such rules, as illustrated here, letting the researcher make the final decision, or it can automatically code by scanning text segments, looking for combinations of codes that have been assigned to the segment then (based on combinations found) assigning additional codes. Thus, these rules can make coding much more efficient and can improve the quality of coding for the initial assignment of codes to segments (open coding) and, when segments are revisited, can determine whether additional codes should be added (selective coding).
Generic rules included with the program handle many common relationships, thus reducing the need for each researcher to develop rules specific to their project. They also can be used as templates by researchers to create their own rules. The rule illustrated in Figure 3 is an example of one broad rule: the predictive association rule. This rule uses conceptual links among codes such "X causes Y" or "X is associated with Y" to predict one code when a linked code is present. For example, the link, "X causes Y" leads the program to predict code Y when X is found. In general, for any link between codes that the researcher indicates is predictive, this rule will apply and the researcher has no need to develop specific rules.
Another class of default rules, co-occurrence rules, are employed when certain combinations of codes are found to be more likely in the data than others. In the sample data, for example, "kitchen" and "customer" are unlikely to occur together because customers rarely or never go into the restaurant kitchen. In a restaurant, customers are much more likely to be found in the dining room. Hence, for the following segment of text in which customers are present, this rule suggests the code "dining room" because customers are more likely to be found there, even though there is no reference to where the observation took place:
At first the teens did not notice the middle-age man and continued joking loudly. Context rules are invoked when adjacent segments of text often have a similar context but that context is not explicitly described in the text. When the context is not evident in a segment based on the text, this rule infers that the context might be the same as the most recent prior segment. The context rule looks for the presence of a code of a particular type (i.e., location) in a segment. If no code of that type is present (i.e., no location is coded), then it recommends the code of that type from the last prior segment (i.e., if the last segment was coded "kitchen" then it recommends that code here too). If another code for location has already been suggested (i.e., if "dining room" is suggested based on the text), then the context rule does not fire and no additional context is suggested.
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The context rule can be illustrated for the following two example segments of text.
Teenage girls sitting at a table in the dining room, were laughing loudly and joking about how dumb a teacher was in class today.
A middle-aged man wearing a suit coat and tie sits down at a table near the teens.
These two segments occurred one after another in the hypothetical field notes. There is no location obvious in the text of the second segment, so "dining room" is suggested because it applied to the previous segment. Because there was an actor apparent in the second segment based on the phrase "middle-age man" in the text, no additional actors were recommended. In situations where there is considerable overlap of codes in successive segments, context rules can help preserve the context of codes and save the coder much time.
Machine Learning
This example provides an opportunity to illustrate another feature of the programmachine learning. Machine-learning strategies (Cohen & Feigenbaum, 1982; Winston, 1970 Winston, /1975 ) permit a program to learn from the outcomes of past decisions. For each program rule that recommends a code, the program tracks its successes (when the code is confirmed by the user) and its failures (when the user rejects the code). When the success-failure ratio drops below a threshold value (adjustable by the user), the rule's recommendations are no longer displayed. In essence, it is as though the program learned that its advice was flawed because it was often rejected, so it quits giving the advice. Even when a rule's advice is not being displayed, the rule is still assessed each time its antecedent conditions are fulfilled. If the human coder continues to make coding decisions consistent with the rule, its performance improves and it may once again display its advice. This form of learning permits the program to apply all of its rules, thus learning which ones are appropriate for this data set and hence should be kept and which ones should be rejected. None of the rules used by the program performed badly enough to be made dormant for the sample data set.
The program also can learn from co-occurrences of codes. In this method, every time two or more codes occur for the same segment, that information is used to estimate the conditional probability of each code given that each other code is found. The researcher can establish a threshold probability (the default is set at .80) and a minimum number of segments for which both codes occur (the default is 10). Then, for any code having values above those thresholds, if the X term is found in a segment, then the program also will predict Y. The sample data set in this article was too small to invoke any co-occurrence rules.
These machine-learning strategies are not as complex statistically as neural networks (Rummelhart, Hinton, & Williams, 1986) or many other machine-learning strategies (Cohen 290 SOCIAL SCIENCE COMPUTER REVIEW & Feigenbaum, 1982) . However, the results are much more interpretible (Garson, 1990; Schrodt, 1990) and useful for generating and testing theory.
Associative (Semantic) Networks
Codes in qualitative studies are markers for the presence or absence of concepts, and philosophers of science distinguish different kinds of "meaning" for concepts. The systemic meaning of a concept is derived from its logical connections to other concepts (Kaplan, 1964, p. 64) . A wide range of relationships might be included, such as causal relationships, hierarchical relationships, and other semantic or associative links among codes. For example, an audience might be defined as a special case of persons and the people whom a person tries to impress. Special cases of audience for this example include a customer, a waiter, a cook, a teacher, and a student. These logical relationships between audience and other concepts characterize the systemic meaning of this concept.
This program uses associative networks to represent and reason about the systemic meaning of codes in much the way that humans might. Associative networks are more general forms of semantic networks. Semantic networks (Quillian, 1968) were developed to represent the knowledge within English sentences. Associative networks are not limited to semantic relationships (Gonzalez & Dankel, 1993, p. 159) . Associative networks are labeled, directed graphs in which the nodes are concepts or objects and the arcs or links connecting nodes represent different relationships or associations between those concepts or objects. In qualitative analysis programs, associative networks can be used to represent the relationships among codes.
Common links in associative networks are hierarchical links such as "is_a" or "part_of." For example, white-collar crime "is_a" type of crime and secondary deviance is a "part_of" the deviance career. Other common links are "causes" and "is_associated_with." The program includes these and other links as defaults. In addition, InteQual permits the researcher to define additional links to fit their particular research problem and indicate their properties such as connectivity, symmetry, and transitivity.
These associative networks can be used for axial coding in which relationships among codes are specified in the network. Those relationships can be displayed in automatically generated graphs such as the one in Figure 4 . InteQual has no restrictions on the kinds of links a researcher may define; it permits the researcher to diagram those links to visualize their theory, and it is also capable of using those links to reason about codes throughout the program.
The systemic meaning expressed in links among codes in the associative network is an integral part of many of the core rules included in the program. The context rule described above, for example, uses hierarchical links to look for codes of similar types. Any code with an "is_a" link to the code "actor" is an actor. So if one of those codes is indicated for a segment, the context rule does not suggest any additional codes that are also actors.
Natural-Language Understanding
Qualitative coding of text would be far easier if computer programs could understand natural language. However, natural-language understanding is an incredibly difficult task (Barr & Feigenbaum, 1981) . The problem has been addressed from many different perspectives, from early efforts at machine translation (Weaver, 1955) Chomsky 's (1957) theory of generative grammar to approaches that emphasize substantive domain knowledge and semantics (Schank & Abelson, 1977) . InteQual uses a combination of strategies to aid the program with understanding and generating natural language. Here, we briefly describe how Qualrus detects codes in text. Elsewhere (Brent, 2002; Brent & Thompson, 2000) , we discuss how the program generates sensible theoretical descriptions of codes, relationships among codes, and analyses of coded text segments.
A key component of the natural-language capabilities of this program is provided by the code name and list of synonyms the users specify whenever they define a code. The program then searches for the code name or one of its synonyms in any text segment that is to be coded. For example, if a code is "cook" and its synonyms include "chef," whenever either of those terms appear in a text segment to be coded, the program will suggest the code "cook" be added to that segment. This procedure is relatively simple but can help identify codes accurately in a wide range of circumstances. For more precise determinations of the meaning found in text passages, we typically need to consider not just semantics but also the syntax used in writing those passages. The program includes some simple rules that give examples of how syntax can be used to help clarify the meaning of passages. Users can then take those basic rules and modify them to provide additional understanding of the text segments. It is possible to develop many different such rules to infer codes from patterns in the text, and they can be combined in a cumulative manner and might become quite sophisticated. For example, Brent, Thompson, and Mirielli (1995) used such natural-language understanding rules to correctly predict some codes for doctor-patient interviews more than 90% of the time.
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Figure 4: Graph of Relationships Among Codes
These natural-language understanding rules have the advantage that they may provide useful codes even for text segments that have no codes attached to them. Their disadvantage is that they often require much more complex logic to distinguish between the many ways concepts might appear in naturally occurring text. For example, a rule stating that text segments containing both "waiter" and "kitchen" should be coded as backstage behavior would miss segments where the waiter's name appears but not the term "waiter."
Case-Based Reasoning
Case-based reasoning (Leake, 1996) has natural appeal to many people because it is based on the common strategy of reasoning by remembering past cases (Schank, 1982) . Casebased reasoning is employed routinely by people in many professions. Doctors, for example, often diagnose cases by recognizing similarities between them and previously diagnosed cases. Lawyers use case law to reason about new cases based on past court decisions in similar cases. Case-based reasoning generates possible solutions by retrieving the most relevant cases from memory and then adapting them to fit new situations (Leake, 1996, p. 3) . Casebased reasoning can be illustrated by the example in Table 2 . The segment of text in the lefthand column in the top section of Table 2 is to be coded. Based on other procedures, the program has already identified "Jonathan," "waiter," "kitchen," "horse around," and "hide secret indulgences" as appropriate codes. Those codes are displayed in the right-hand column in the top section of Table 2 . When the case-based reasoning module is called, the program searches its database for coded text segments having similar patters of codes, then it shows the user a list of the most similar segments. The researcher can examine these similar cases to determine if they appear comparable. In the bottom section of Table 2 is displayed the segment of text found by the program to be most similar to the segment in the top part of Table 2 . The left-hand column contains the text of the comparison segment, the middle column contains the codes assigned to that segment, and the right-hand column contains codes suggested by the case-based reasoning component.
The case-based reasoning module begins with the codes observed in the comparison case, then modifies that list of codes, adding or subtracting codes based on any differences between the comparison case and the case to be coded. Those modifications are based on other production rules, linguistic phrases in the text, the co-occurrences of codes, causal relationships, associations, and context. In this case, the role, act, and setting are already specified in the segment to be coded, so those codes replace the comparable role, act, and setting for the comparison case. The last code, "backstage setting," however, is not overruled by codes already assigned to the segment being coded, so this example of case-based reasoning recommends that the code "backstage setting" be added to the list of suggested codes based on the similarity to this other segment. When there are important recurring patterns of codes that have not yet been systematized as production rules, case-based reasoning can help identify those emerging patterns in the data. Case-based reasoning is most effective when there are more cases. Thus, as researchers develop a database of coded examples, case-based reasoning will become more powerful and useful. Qualrus itself thus becomes more "intelligent" and helpful in the coding process as the project develops. Case-based reasoning also helps ensure continuity and reliability during coding by reminding the coder of earlier, similar cases and of how they were treated.
Evaluating the Program's Coding Suggestions
Together, these intelligent strategies provide a number of ways in which the computer can actively assist with coding. To get a sense of just how much this transforms the coding process, we applied the program to each of the 10 text segments in the sequence in which they occurred. In Table 3 are displayed each text segment (in the left-hand column), codes suggested by the program (in the middle column), and the final codes assigned by the human coder (in the right-hand column). In parentheses by each suggested codes are indicated the basis for the program's suggestion ("NLU" indicates codes detected using natural-language understanding, "pred" indicates codes predicted from the presence of other related codes, "context" indicates codes predicted from their presence in the most recent prior segment, and "CBR" indicates codes predicted from case-based reasoning). If more than one procedure suggested a code, then all are indicated inside parentheses. An "X" marks the errors: suggested codes not included among the final codes and final codes the program failed to suggest.
For these 10 segments of text, there were 68 codes assigned by the expert human coder. The program correctly suggested 66 (97%) of the 68 codes. However, the program also suggested 8 codes that were not correct for a false positive rate of 11% (8 of the 72 codes suggested). A specific code can be suggested by more than one strategy, and this redundancy helps to further validate the program's suggestions. Forty codes were suggested from context, with 34 (85%) of them being correct. A total of 35 codes were detected using naturallanguage understanding strategies. Of those, 33 (94%) were correct and 2 were false positives. Twenty codes were predicted from their relationships to other codes in the same segment. All of those (100%) were correct. Twelve codes were predicted from case-based reasoning, 8 correct (67%) and 4 incorrect. Machine-learning strategies could not tested, because the data set was so small.
Several factors can degrade the program's performance. For example, this very favorable performance is found when all of the codes, links among codes, and natural-language cues were in the program before the coding. More likely, some of these might not have been anticipated and will need to be added. The first time a new code is encountered, for example, the program will not be able to suggest it based on natural-language understanding strategies until the code and its synonyms have been entered. There were 13 instances when a code was encountered for the first time and suggested by natural-language understanding techniques. If all of these had not been suggested, this would lower the correctly coded codes to 53 of the 294 SOCIAL SCIENCE COMPUTER REVIEW NOTE: NLU = codes detected using natural-language understanding; pred = codes predicted from the presence of other related codes; context = codes predicted from their presence in the most recent prior segment; CBR = codes predicted from case-based reasoning; X = the errors; suggested codes not included among the final codes and final codes the program failed to suggest. a. First time for this code to be detected with natural-language understanding. b. First time for this predicted code.
68 codes, or 78%. General goals predicted from specific acts require that those acts be anticipated or else the goal cannot be predicted the first time an act is encountered. This occurred six times and might further lower performance to correctly predict only 47 of the 68 codes, or 69%. So a realistic performance level for early in the coding process might be closer to 69% than to 97%. A number of factors will influence how quickly it can rise from 69% to 97%, including the number of distinct codes, the similarity in phrases used in different segments, and the faithfulness with which links among codes are entered.
Other factors might enhance performance of the program. The machine-learning strategies used by the program were not tested here due to the abbreviated data set. Those strategies should further improve performance for larger data sets. Case-based reasoning also should become more effective with larger data sets and more cases. The program, as tested, uses only code names and synonyms for detection of codes in text. Including complex natural-language understanding rules could enhance that performance. Performance could be enhanced if the text to be coded uses standard rather than unique phrases; however, this is not always possible. In general, the small size of the test data set probably degraded performance significantly. Performance should be higher for larger data sets as long as those data sets display consistent patterns. These performances are likely to improve as additional segments of text are coded, thus providing more information that the program can use to recommend codes. The program also is likely to improve its performance as additional links are specified among codes.
Assessment of this program should not be restricted to the number of codes correctly suggested. The greatest benefits might be to improve the quality of coding by human coders and to make the coding task far more bearable. For example, the human coder is helped more when the program suggests too many codes rather than too few. It is much easier for a coder to eliminate incorrect codes than it is to search the list of all possible codes to include codes not suggested. To the extent that the program can focus the greatest part of the human coder's effort on accepting or rejecting a small number of likely codes, this greatly simplifies their task, dramatically reduces boredom, and should significantly increase reliability and validity.
Even in those instances where the program cannot suggest codes the first time through, it can still be helpful. The failure of the program to suggest the code prompts the coder to attempt to modify the program so that it could detect the code the next time. This requires coders to critically assess their codes and examine their reasoning. Whether the coder ultimately retains the code or drops it, both the coder and the program are better prepared for further coding afterward.
This test of the feasibility of employing multiple intelligent strategies to assist the human coder clearly demonstrates that this approach can provide useful advice to the researcher. However, much work remains to be done to assess the limits of this approach and to identify optimal combinations of strategies. Based on these promising results, we are now conducting further systematic tests of the program in a study funded by the National Science Foundation.
4
DISCUSSION AND CONCLUSIONS
In this article, we describe a comprehensive set of methods for offering advice in the coding of qualitative data. We then demonstrate the feasibility of those methods by describing how they have been implemented in a qualitative analysis program. By "feeling the beat" and by being sensitive to the information embedded in the database of coded cases, these procedures offer systematic, insightful advice to coders, actively assist in coding subsequent 298 SOCIAL SCIENCE COMPUTER REVIEW cases, reduce the mind-numbing boredom of coding, and provide a means for assessing and improving coding quality. This approach also offers advantages for assessing and improving reliability, supporting team research, and facilitating studies that replicate and generalize previous research.
Reliability is a concept that needs to be interpreted cautiously for qualitative research, because interpretive subjective understanding is often the focus of such research. Nevertheless, it is often a fair question to ask whether those interpretations have been explicated clearly enough so that others could reproduce the same codes. The program's ability to generate its own codes using a variety of procedures provides a means to assess and improve the reliability of coding by the researcher. Agreement between the coder and the program is tracked automatically in Qualrus and provides a useful indicator of coder reliability. This program also can actually improve the reliability and validity of coding. By recommending specific codes for segments, the program can help keep the coder's attention focused and reduce the mind-numbing boredom of coding so the coder can focus on the more difficult coding issues and generate new insights. The program also can be used to help train new coders, providing immediate feedback and support for their coding decisions.
This program facilitates team research and collaborations among researchers at different sites because the knowledge base of coded cases, the semantic network of relationships among codes, and the production rules developed by the researchers can all be made available to researchers scattered around the globe. A coder in a remote site will get the same feedback and coding assistance from the program that is available at any other research site. Each researcher has available to them, as they code, the cumulative wisdom of all the researchers as expressed in previously coded cases, production rules, and the semantic network of relationships among codes. The program itself provides a consistent standard to guide coding at multiple sites.
This program also facilitates replication of studies by other researchers in other sites. Much more than a static fixed text description of the theory and coding procedures, the knowledge embedded in the program provides a clear and unambiguous record of how coding decisions were made in a study that can be used immediately by researchers in other settings. For example, if the program had been used for classic studies such as Howard Becker's Boys in White (Becker, Geer, Hughes, & Strauss, 1961) , Making the Grade (Becker, Geer, & Hughes, 1968) or "Becoming a Marijuana User" (Becker, 1963) , the codes, links among codes, and rules for assigning codes from that project could be incorporated into a contemporary study to serve as a starting point for an updated replication of that research. We have collaborated with Howard Becker to produce sample Qualrus projects for those studies and posted them on our web site at www.qualrus.com/QualrusProjects.shtml. Researchers or students can use these projects as jumping off points for similar studies or replications.
Cautions and Limitations
This approach is both promising and powerful. However, a few cautions should be sounded. For most projects, the researcher will need to develop the list of codes and their synonyms and an extensive associative network linking codes and additional production rules to assist with coding. Hence, this process might not be cost-effective for very small projects involving small data sets. The availability of a core of general rules and generic links for semantic relationships included with the program provides a good start and can reduce the effort required. As existing projects become available from previous research, the theories developed for those projects-already expressed in codes, links codes, and rules-can be Brent, Slusarz / FEELING THE BEAT 299 applied to other substantive topics, both reducing development costs for further studies and providing a powerful test of the generalizability of theories developed in the earlier projects. Poorly developed rules could cause the program to give bad advice. For this reason, untrained coders should not be permitted to enter or modify rules. As a precaution, the program tracks who makes each change, so if a coder is later found to be suspect, his or her codes and rules can be examined by other more experienced project staff and, if necessary, deleted from the project.
Because researchers will typically develop new codes and expand the semantic network over time, the program learns patterns in the data over time, and coded cases to be used in case-based reasoning are added over time, the program will be less effective earlier in the research and more effective later. Hence, the breadth and utility of advice offered by the program near the end of the project is likely to be much greater than at the beginning. The benefits of this approach will be larger to the extent that key elements can be determined early in the study and then can be employed effectively by the program when coding many subsequent segments. It also is advisable to review the coding of early cases after the project has matured. Of course, this problem of learning and the evolution of thinking that takes place is not unique to this program but characterizes all exploratory research.
It is not clear at this point whether the program "privileges" any particular kinds of research over others, but we should be wary of that possibility. The program includes within it the capacity to perform specific forms of reasoning. Other legitimate forms of reasoning might be difficult or impossible to implement with the program. For this reason, the program is appropriately viewed as a way to assist with some forms of reasoning for qualitative data, but it should not be used to impose a restrictive framework on a research project. The program or components of the program also might be more effective at different stages in the research. For example, the simple natural-language rules to detect codes based on synonyms appearing in the text would probably be more useful for descriptive, less analytic codes that characterize the early stages of open coding in a grounded theory approach-that is, coding whether a specific actor is present. They are likely to be of little use for highly analytical codes such as frontstage or backstage settings that require multiple conditions and complex links among codes. On the other hand, the systemic meaning of links among codes is much more analytic, and that feature would probably neither be available nor useful in the early stages of open coding in a grounded theory approach but could give considerable help coding more analytic codes later.
Implications for Qualitative Coding
Finally, this work has implications for the nature of qualitative coding in general. The solid performance of this program in suggesting codes that are generally appropriate, even after very little training on the data, points to how much of qualitative coding is based on relatively low-level cognitive activities that can be assisted with the computer. Many of the logical inferences we make in coding are relatively simple straightforward inferences of a few broad types that also can be incorporated into programs.
This metaknowledge about coding and the multiple intelligent strategies for extracting it do not capture everything there is to know about coding. We deliberately call this process "feeling the beat" because it is only one aspect of coding and perhaps not even the most important aspect. There is still a significant role for human insight and interpretation. But this metaknowledge captures a surprisingly large amount of information. It provides the musical beat within which we can find the melody. You cannot sing along if you do not listen to the beat. And you cannot code if you do not pay attention to the many cues provided by 300 SOCIAL SCIENCE COMPUTER REVIEW
