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Abstract
In this work, we discuss the maximal number of limit cycles which appear under perturbations in Hopf
bifurcations by using degenerate first-order Melnikov function with multiple parameters.
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1. Introduction
We shall consider a plane system of the form
x˙ = Hy + p(x, y, , δ)
y˙ = −Hx + q(x, y, , δ) (1.1)
where  is a small parameter, δ ∈ D ⊂ Rn with D bounded, n ≥ 1, and H, p, q are C∞ functions.
Suppose the unperturbed Hamiltonian system
x˙ = Hy
y˙ = −Hx (1.2)
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has a family of periodic orbits {Lh : h ∈ J } with J an open internal. We may suppose that J = (0, h0)
and the limit limh→0 Lh = L0 exists and is an elementary center. If the limit limh→h0 Lh = Lh0 exists
finitely, it is usually a separatrix cycle. For Eq. (1.1) the problem is to find the maximal number of limit
cycles in a given neighborhood of the union
⋃
0≤h≤h0 Lh . For details of some of this work we refer the
reader to [1–15].
In this work, we consider the problem of cyclicity in the Hopf bifurcation for general system (1.1)
with multiple parameters. We suppose that Eq. (1.2) has an elementary center at the origin and that
H(x, y) = K (x2 + y2) + O(|x, y|3), x2 + y2  1, K > 0 (1.3)
and that the periodic orbits Lh are level curves of H .
In studying, we use a return map of the form
P(h, , δ) − h = M(h, δ) + M2(h, δ)2 + · · · ,
where
M(h, δ) =
∮
Lh
(Hyq + Hx p) dt|=0, (1.4)
and we call M(h, δ) the first-order Melnikov function of system (1.1).
2. The main results and proof
Theorem 2.1. Suppose that the C∞ system (1.1) satisfies Eq. (1.3). Let
M(h, δ) = b0(δ)h + b1(δ)h2 + · · · + bk(δ)hk+1 + O(hk+2), 0 < h  1, (2.1)
and
b j (δ0) = 0, j = 0, 1, . . . , k,
det
∂(bi0, . . . , bik)
∂(δ1, . . . , δk+1)
(δ0) = 0, i = 0, 1, . . . , s − 1,
det
∂(bs0, . . . , bsk)
∂(δ1, . . . , δk+1)
(δ0) 	= 0, (2.2)
where δ0 ∈ D, δ0 = (δ10, . . . , δn0), n > k ≥ 1, bi j = ∂
i b j
∂δij
, i = 0, 1, . . . , s, j = 0, 1, . . . , k, and s is a
nonnegative integer. If there exists a vector valued function φ(, δk+2, . . . , δn) ∈ Rk+1 such that Eq. (1.1)
has a center at the origin for (δ1, . . . , δk+1) = φ(, δk+2, . . . , δn), then Eq. (1.1) has at most k limit
cycles near the origin for δ ∈ D and || + |δ − δ0| sufficiently small, and k limit cycles can appear for
some (, δ). In other words, (1.1) has cyclicity k at the origin for δ ∈ D and || + |δ − δ0| sufficiently
small.
The proof is analogous to that of [6, Theorem 1.2, 1.3].
Proof. Let u(t, c) denote the solution of Eq. (1.2) with the initial value (c, 0). From Eq. (1.3), we have
H(c, 0) = c2(K + S(c)), S(0) = 0, S ∈ C∞.
Let r(c) = c√K + S(c). Then r ∈ C∞ in c. Since H is a first integral of (1.2), we have
H(u(t, c)) ≡ r2(c), t ∈ R.
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Let c = c(r) be a unique inverse of r = r(c) and v(t, r) = u(t, c(r)). Then H(x, y) = r2 defines a
closed curve Lr which is a periodic orbit of Eq. (1.2) with period T (r). Thus we have
H(v(t, r)) ≡ r2, v(T (r), r) = (c(r), 0).
Obviously, v(t, r) and T (r) are C∞ functions and T (0) > 0. Let
G(θ, r) = v
(
T (r)θ
2π
, r
)
.
Then G is C∞ and 2π -periodic in θ . By [10, Lemma 5.14] or [14, Lemma 4.4.3], the transformation
(x, y) = G(θ, r) carries Eq. (1.1) into the system
θ˙ = 2π
T (r)
[
1 + Gr ∧ (p(G, , δ), q(G, , δ))
Gr ∧ (Hy(G),−Hx (G))
]
,
r˙ = 
2r
DH(G) · (p(G, , δ), q(G, , δ))T . (2.3)
By H(G) = r2, we have DH(G)Gr = 2r . Using (1.3), we have Gr ∧(Hy(G),−Hx (G)) = ±2r . Noting
that p(G, , δ), q(G, , δ) = O(r), Eq. (2.3) is C∞. Then we obtain the following C∞ 2π -periodic
equation:
dr
dθ
= R(θ, r, , δ) (2.4)
where
R(θ, 0, , δ) = 0, R(θ, r, 0, δ) = T (r)
4πr
DH(G) · (p(G, 0, δ), q(G, 0, δ))T . (2.5)
It is clear that system (1.1) has a limit cycle near the origin if and only if the cylinder Eq. (2.4) has two
2π -periodic solutions near r = 0 (one is positive, the other is negative).
Let P(r, , δ) denote the Poincaré map of Eq. (2.4). Then we can write
P(r, , δ) = r + r F(r, , δ), (2.6)
where
r F(r, 0, δ) =
∫ 2π
0
R(θ, r, 0, δ) dθ ≡ R0(r, δ).
Since θ˙ > 0 for  small, the origin is stable (resp., unstable) for Eq. (1.1) if and only if the zero solution
of Eq. (2.4) is stable (resp., unstable). We have
r [P(r, , δ) − r ] = r2 F(r, , δ) ≥ 0 (or ≤ 0), for all r small (2.7)
for fixed (, δ).
By [6, Proof of Theorem 1.2], we obtain the relation between the function R0(r, δ) and M(h, δ):
M(h, δ) = r R0(r, δ),
for r = √h, h ≥ 0. From Eq. (2.1) we have
R0(r, δ) = r
[
k∑
j=0
b j (δ)r2 j + O(r2k+2)
]
.
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Note that the Poincaré map P(r, , δ) is C∞ in r . We can write
F(r, , δ) =
2k+1∑
j=0
C j (, δ)r j + r2k+2 Q(r, , δ), (2.8)
where Q is C∞ in r and
C2 j (0, δ) = b j (δ), C2 j+1(0, δ) = 0, j = 0, 1, . . . , k.
By Eq. (2.2), the equations bsj = C2 j (, δ), j = 0, 1, . . . , k, have a vector valued solution of the form
(δ1, . . . , δk+1) = φ¯(, bs0, . . . , bsk, δk+2, . . . , δn) (2.9)
for δ ∈ D and || + |δ − δ0| sufficiently small. Since Eq. (1.1) has a center at the origin for
(δ1, . . . , δk+1) = φ(, δk+2, . . . , δn), we have P(r, , δ) − r = 0 and especially C2 j (, δ) = 0, j =
0, 1, . . . , k. The implicity function theorem implies that
φ¯(, bs0, . . . , bsk , δk+2, . . . , δn) = φ(, δk+2, . . . , δn) ⇔ bsj = 0, j = 0, 1, . . . , k. (2.10)
Substituting Eq. (2.9) into Eq. (2.8) yields that
F(r, , δ) =
k∑
j=0
[
bsjr2 j + C2 j+1(, φ¯, δk+2, . . . , δn)r2 j+1
]
+ r2k+2 Q(r, , φ¯, δk+2, . . . , δn)
≡ F∗(r, , µ), (2.11)
where µ = (bs0, . . . , bsk , δk+2, . . . , δn). Then from Eq. (2.10) and our assumption, we have that
F∗(r, , µ) = 0 for bsj = 0, j = 0, 1, . . . , k. Hence we can write
C2 j+1(, φ¯, δk+2, . . . , δn) = 
k∑
i=0
bsi Ai j (, µ),
Q(r, , φ¯, δk+2, . . . , δn) =
k∑
i=0
bsi Qi (r, , µ). (2.12)
By (2.7) and (2.11), we have
C2 j+1(, φ¯, δk+2, . . . , δn) = 0 as bi = 0, i = 0, 1, . . . , j, j = 0, 1, . . . , k.
Thus, from Eq. (2.12), we have
Ai j = 0 for j + 1 ≤ i ≤ k, j = 0, 1, . . . , k − 1. (2.13)
Substituting Eqs. (2.12) and (2.13) into Eq. (2.11), we have
F∗(r, , µ) =
k∑
j=0
bsj r2 j Pj (r, , µ), (2.14)
where
Pj (r, , µ) = 1 + 
k∑
i= j
A j i(, µ)r2(i− j)+1 + r2(k− j)Q j (r, , µ), 0 ≤ j ≤ k.
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From Eq. (2.11), it is easy to see that F∗ can have k positive roots in r for some (, bs0, . . . , bsk). From
Eq. (2.14) and by the technique of Bautin [1], we can prove that F∗ has at most k roots in r > 0. The
proof is analogous to that of [6, Theorem 1.3]. This completes the proof of Theorem 2.1.
Corollary 2.2 ([6]). Suppose that the C∞ system (1.1) satisfies Eq. (1.3). Let
M(h, δ) = b0(δ)h + b1(δ)h2 + · · · + bk(δ)hk+1 + O(hk+2), 0 < h  1,
and
b j (δ0) = 0, j = 0, 1, . . . , k,
det
∂(b0, . . . , bk)
∂(δ1, . . . , δk+1)
(δ0) 	= 0,
where δ0 ∈ D, δ0 = (δ10, . . . , δn0), n > k ≥ 1. If there exists a vector valued function φ(, δk+2, . . . , δn)
∈ Rk+1 such that Eq. (1.1) has a center at the origin for (δ1, . . . , δk+1) = φ(, δk+2, . . . , δn), then Eq.
(1.1) has at most k limit cycles near the origin for δ ∈ D and || + |δ − δ0| sufficiently small, and k
limit cycles can appear for some (, δ). In other words, (1.1) has cyclicity k at the origin for δ ∈ D and
|| + |δ − δ0| sufficiently small.
Theorem 2.3. Suppose that the C∞ system (1.1) satisfies Eq. (1.3). Let p, q be polynomials of degree
s + 1 for δ and let bs j of Eq. (2.1) satisfy
(1) rank ∂(bs0,...,bsk)
∂(δ1,...,δn)
(δ0) = k + 1, n > k, δ0 ∈ D, bi j = ∂
i b j
∂δij
, i = 0, 1, . . . , s, j = 0, 1, . . . , k;
(2) as bsj (δ) = 0, j = 0, 1, . . . , k, Eq. (1.1) has a center at the origin.
Then Eq. (1.1) has at most k limit cycles near the origin for δ ∈ D and ||+ |δ−δ0| sufficiently small,
and k limit cycles can appear for some (, δ). In other words, (1.1) has cyclicity k at the origin for δ ∈ D
and || + |δ − δ0| sufficiently small.
Proof. By (1), without loss of generality we may suppose that
det
∂(bs0, . . . , bsk)
∂(δ1, . . . , δk+1)
(δ0) 	= 0.
Since p, q are polynomials of degree s + 1 for δ, b j ( j = 0, 1, . . . , k) are polynomials of degree s + 1
for δ. Then the equations bsj = 0, j = 0, 1, . . . , k, have a vector valued solution of the form
(δ1, . . . , δk+1) = φ(δk+2, . . . , δn).
Then (δ10, . . . , δ0,k+1) = φ(δ0,k+2, . . . , δ0n). By Theorem 2.1, Eq. (1.1) has cyclicity k at the origin for
|| + |δ − δ0| sufficiently small. The proof is completed.
3. Example
Example. Consider the system
x˙ = y − [δ21 x + δ22x2 + (δ1 + δ2)x3 + δ2x4],
y˙ = −(x + x2), (3.1)
where  is a small parameter, δ = (δ1, δ2) ∈ D ⊂ R2 with D bounded.
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Let
H(x, y) = 1
2
y2 + 1
2
x2 + 1
3
x3;
then Eq. (1.3) holds. By Eq. (1.4), we have
M(h, δ) = δ21 M1(h) + δ22 M2(h) + (δ1 + δ2)M3(h) + δ2 M4(h),
Mi (h) =
∮
H=h
xi dy, i = 1, 2, 3, 4. (3.2)
Note that x2 = 2h − y2 − 23 x3, 2h − y2 = x2 + 23 x3; along H = h, we have
M2(h) =
∮
H=h
(
2h − y2 − 2
3
x3
)
dy = −2
3
M3(h),
M4(h) =
∮
H=h
[
(2h − y2)2 − 4
3
x3(2h − y2) + 4
9
x6
]
dy
=
∮
H=h
[
−4
3
x3
(
x2 + 2
3
x3
)
+ 4
9
x6
]
dy
= −4
3
M5(h) − 49 M6(h).
Inserting the above into Eq. (3.2), we have
M(h, δ) = δ21 M1(h) −
2
3
δ22 M3(h) + (δ1 + δ2)M3(h) −
4
3
δ2 M5(h) − 49δ2 M6(h)
= δ21 M1(h) +
(
δ1 + δ2 − 23δ
2
2
)
M3(h) − 43δ2 M5(h) −
4
9
δ2 M6(h).
By Green’s formula and letting
x = r cos θ, y = r sin θ,
we can obtain by [6]
M2i+1(h) = Ni0hi+1 + O(hi+2), i = 0, 1, 2,
M6(h) = O(h4),
where
Ni0 = −(2i + 1)2
i
i + 1
∫ 2π
0
cos2i θ dθ 	= 0, i = 0, 1, 2.
Thus we have
M(h, δ) = b0(δ)h + b1(δ)h2 + b2(δ)h3 + O(h4)
with
b0(δ) = N00δ21
b1(δ) = a1δ21 + N10δ1 + N10δ2 −
2
3
N10δ22
b2(δ) = a2δ21 + a3δ1 + a3δ2 − a3
2
3
δ22 −
4
3
N20δ2
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where a1, a2, a3 are constants independent of δ. Then we have
b j (0) = 0, j = 0, 1, det∂(b0, b1)
∂(δ1, δ2)
(0) = 0, det∂(b10, b11)
∂(δ1, δ2)
(0) 	= 0.
By [6, Lemma 3.1], Eq. (3.1) has a center at the origin. By Theorem 2.3, Eq. (3.1) has cyclicity 1 at the
origin for || + |δ| sufficiently small.
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