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Abstract
Determinants of higher derivatives of composite functions are evaluated as limits of the corresponding
ones concerning ﬁnite differences. As examples, several interesting identities of Wronskian and Hankel
determinants are consequently derived.
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1. Finite differences
For a real or complex function f (x), the ﬁnite difference operator  with increment ε is
deﬁned, in succession, by
0f (x) :=f (x) and f (x) :=f (x + ε) − f (x);
1+nf (x) :={nf (x)} for n = 1, 2, . . .
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In general, we have the following Newton–Gregory formula:
nf (x) =
n∑
k=0
(−1)n+k
(
n
k
)
f (x + kε). (1)
Denote byD the derivative operator with respect to x. Then both operators andD are connected
through the following well-known limiting relation:
lim
ε→0
nf (x)
εn
= Dnf (x). (2)
There is a large class of determinant identities concerning higher derivatives of composite func-
tions. One typical example is the following Wronskian identity discovered by Mina [12, 1905]
det
0i,jn
[
Di{w(x)f j (x)}
]
= wn+1(x){f ′(x)}
(
n+1
2
) n∏
k=0
k! (3)
which has been generalized by Wilf [19]. By means of the Faà di Bruno formula on higher
derivatives of composite functions, Chu [4] has recently established several similar determinant
identities.
This paper will present an alternative approach to investigate further the related determinant
evaluations. By applying the limiting relation between difference operator  and derivative oper-
ator D, we shall derive the corresponding determinant reduction formulae in the next section.
They will be utilized to evaluate some Wronskian determinants which may be considered as
variants and generalizations of Mina’s (3). In the third section, we will prove reduction formulae
for the determinants on higher derivatives of bivariate composite functions and show six related
examples. Finally, the same reduction formulae on bivariate determinants will be exploited, in the
fourth section, to review some Hankel determinant identities.
Throughout the paper, we shall use [Cij ] as an abbreviation for the square matrix [Cij ]0i,jn
when there is no risk of confusion. For complex numbers {λk}nk=0, the correspondingVandermonde
determinant will be shortened as
V (λ) := det
0i,jn
[λji ] =
∏
0i<jn
(λj − λi). (4)
2. Wronskian determinants
This section proves the fundamental theorems of reduction formulae on determinants of higher
derivatives. They will be utilized to evaluate some Wronskian determinants of higher derivatives
of composite functions, which are variants and generalizations of Mina’s (3).
Lemma 1 (Determinant reduction formula)
det
0i,jn
[
i{wi(x)fj (x)}
]
= det
0i,jn
[fj (x + iε)]
n∏
k=0
wk(x + kε).
Proof. Applying the Newton–Gregory formula (1), we have the following matrix decomposition:[
i{wi(x)fj (x)}
]
0i,jn
=
[
(−1)i+k
(
i
k
)
wi(x + kε)
]
0i,kn
× [fj (x + kε)]0k,jn.
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Then the identity in the lemma follows from the fact that thematrix in themiddle is lower triangular
with the determinant equal to the product of its diagonal entries. 
In view of the limiting relation (2), dividing across the equation in Lemma 1 by ε
(
n+1
2
)
with
εk being distributed to the kth row for the matrix on the left hand side and then letting ε → 0, we
derive the following relation.
Theorem 2 (Wronskian determinant)
det
0i,jn
[
Di{wi(x)fj (x)}
]
= lim
ε→0
det[fj (x + iε)]
ε
(
n+1
2
)
n∏
k=0
wk(x + kε).
Making the substitutions fj (x) → φj (f (x)) for 0  j  n and then observing that
lim
ε→0
det[φj (f (x + iε))]
ε
(
n+1
2
) = lim
ε→0
det[φj (f (x + iε))]
det[f j (x + iε)]
∏
0i<jn
f (x + jε) − f (x + iε)
ε
= lim
ε→0
det[φj (f (x + iε))]
det[f j (x + iε)] × {f
′(x)}
(
n+1
2
) n∏
k=0
k!
we establish, from Theorem 2, another reduction theorem.
Corollary 3 (Composite Wronskian determinant)
det
0i,jn
[
Di
i! {wi(x)φj (f (x))}
]
= {f ′(x)}
(
n+1
2
)
lim
ε→0
det[φj (f (x + iε))]
det[f j (x + iε)]
n∏
k=0
wk(x + kε).
The informed reader will notice that this corollary resembles very much Theorem 4.1 in [4].
We are now ready to show some concrete Wronskian determinant formulae.
§2.1. Let pk(y) be a polynomial of degree k in y with the leading coefﬁcient equal to ck for
0  k  n. Then there holds the following evaluation formula (cf. [11, Proposition 1]):
det
0i,jn
[pi(yj )] = V (y)
n∏
k=0
ck. (5)
Applying this formula to Corollary 3, we ﬁnd the following determinant identity.
Example 4. Let pk(y) be a polynomial of degree k in y with the leading coefﬁcient equal to ck
for 0  k  n. Then there holds the following determinant evaluation formula:
det
0i,jn
[
Di
i! {wi(x)pj (f (x))}
]
= {f ′(x)}
(
n+1
2
) n∏
k=0
ckwk(x).
Deﬁne now the generalized shifted factorial of order n through {γk}k0 by
〈x|γ 〉0 ≡ 1 and 〈x|γ 〉n :=
n−1∏
k=0
(x + γk) for n = 1, 2, . . . (6)
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When γk = k for k ∈ N0, it reduces to the usual rising factorial:
(x)0 ≡ 1 and (x)n :=x(x + 1) · · · (x + n − 1) for n = 1, 2, . . . (7)
If we takepk(y) = 〈y|γk〉k with γk = {γ k }0, thenwe derive from the last example the following
identity:
det
0i,jn
[
Di
i! {wi(x)〈f (x)|γj 〉j }
]
= {f ′(x)}
(
n+1
2
) n∏
k=0
wk(x).
Specifying further with wk(x) = w(x), γ kj = γj and γ kj = γj − k, we get, respectively, the fol-
lowing two determinant formulae:
det
0i,jn
[
Di
{
w(x)
(f (x) + γj )j
j !
}]
= wn+1(x){f ′(x)}
(
n+1
2
)
; (8)
det
0i,jn
[
Di
{
w(x)
(
f (x) + γj
j
)}]
= wn+1(x){f ′(x)}
(
n+1
2
)
. (9)
Among these two determinant identities, the former one recovers (3) for γk ≡ 0.
§2.2. Deﬁne the elementary symmetric functions in variables {yk}nk=0 by
e0 ≡ 1 and em(y0, y1, . . . , yn) :=
∑
0k1<k2<···<kmn
m∏
ι=1
ykι . (10)
For the Schur functions (cf. [13, Section 1.3]), there is a special Vandermonde-like determinant
evaluation (cf. [6, Theorem 4.1])
det
0in
0jn+1
[yji ]j /=k = V (y) × e1+n−k(y0, y1, · · · , yn).
Then the determinant identity corresponding to Corollary 3 reads as follows.
Example 5 (Wronskian determinant)
det
0in
0jn+1
[
Di
i! {wi(x)f
j (x)}
]
j /=k
=
(
n + 1
k
)
f 1+n−k(x){f ′(x)}
(
n+1
2
) n∏
k=0
wk(x).
Similarly according to Nägelsbach–Kostka identity (the dual Jacobi–Trudi identity; see Mac-
donald [13, Eq. (3.5), p. 25]), there holds the identity (cf. [6, Theorem 4.7])
det
0in
0jn+2
[yji ]j /=k, = V (y){e1+n−ke2+n− − e2+n−ke1+n−}(y0, y1, . . . , yn).
Applying Corollary 3 to it, we may derive another determinant identity.
Example 6 (Wronskian determinant)
det
0in
0jn+2
[
Di
i! {wi(x)f
j (x)}
]
j /=k,
=  − k
n + 2 {f
′(x)}
(
n+1
2
) n∏
k=0
wk(x)
×
(
n + 2
k
)(
n + 2

)
f 3+2n−k−(x).
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§2.3. Recall the determinant evaluation (cf. [5, Theorem 2.7]):
det
0i,jn
[
(yi + aj )j
(yi + c)j
]
= V (y)
n∏
k=0
(c − ak)k
(c + yk)n .
Applying Corollary 3, we can get the following determinant identity.
Example 7 (Wronskian determinant)
det
0i,jn
[
Di
i!
{
wi(x)
(aj + f (x))j
(c + f (x))j
}]
= {f
′(x)}
(
n+1
2
)
(c + f (x))n+1n
n∏
k=0
{(c − ak)kwk(x)}.
Moreover, performing the replacements aj → ajM, c → cM and f → fM , then letting M →
∞, we derive from the last identity the following limiting form.
Example 8 (Wronskian determinant)
det
0i,jn
[
Di
i!
{
wi(x)
(
aj + f (x)
c + f (x)
)j}]
= {f
′(x)}
(
n+1
2
)
{c + f (x)}n2+n
n∏
k=0
(c − ak)kwk(x).
§2.4. Mina (1905) and Wilf (2000). In Theorem 2, let fj (x) = f λj (x). Then the Jacobi–Trudi
identity (cf. [13, Chapter I]) on the Schur functions asserts that
det[f λj (x + iε)] = det[f j (x + iε)] × det[hλj−i (f (x), f (x + ε), . . . , f (x + nε))],
where the complete symmetric functions in variables {yk}nk=0 are deﬁned by
h0 ≡ 1 and hm(y0, y1, . . . , yn) :=
∑
0k1k2···kmn
m∏
ι=1
ykι .
According to Vandermonde determinant evaluation, it is almost trivial to compute
lim
ε→0
det[f j (x + iε)]
ε
(
n+1
2
) = ∏
0i<jn
lim
ε→0
f (x + jε) − f (x + iε)
ε
= {f ′(x)}
(
n+1
2
) n∏
k=0
k!
Recalling the determinant identity (cf. [5, Proposition 3.8]):
det
0i,jn
[(
λi + μj
n
)]
= (−1)
(
n+1
2
)
V (λ)V (μ)∏n
k=0(k!)2
we can evaluate another determinant limit
lim
ε→0 det[hλj−i (f (x), f (x + ε), . . . , f (x + nε))]
= det
[(
n − i + λj
n
)
f λj−i (x)
]
= det
[(
n − i + λj
n
)]
{f (x)}
∑
(λk−k)
= V (λ)∏n
k=0 k!
{f (x)}
∑
(λk−k).
Then Theorem 2 leads us to the following determinant evaluation.
Example 9 (Wilf [19]: Wronskian determinant)
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det
0i,jn
[
Di{wi(x)f λj (x)}
]
=
{
f ′(x)
f (x)
}( n+1
2
)
{f (x)}
∑n
k=0 λkV (λ)
n∏
k=0
wk(x).
When λk = k for 0  k  n, the corresponding identity due to Mina [12, 1905] has been
anticipated in (3). Instead, if specifying Example 9 with λj = j for 0  j < k and λj = j + 1
for k  j  n, we recover the identity displayed in Example 5. Similarly, one can show that
Example 6 is also a special instance of Example 9.
§2.5. In Corollary 3, letting φj (y) = yj + y−j and then evaluating the limit of determinantal
fraction through the denominator formula [9, Ex A66] associated with the root system of Lie
algebra Dn
det
0i,jn
[yji + y−ji ] = 2(y0y1 · · · yn)−n
∏
0i<jn
(yi − yj )(1 − yiyj ),
we establish the following strange determinant identity.
Example 10 (Wronskian determinant)
det
0i,jn
[
Di
i! (wi(x){f
j (x) + f −j (x)})
]
= 2
{
f ′(x) − f
′(x)
f 2(x)
}( n+1
2
)
n∏
k=0
wk(x).
Instead, combining Corollary 3 with the denominator formula [9, Example A52] associated
with the root system of Lie algebra Cn
det
0i,jn
[yj+1i − y−j−1i ] =
n∏
k=0
y2k − 1
yn+1k
∏
0i<jn
(yi − yj )(1 − yiyj )
would lead us to another strange determinant identity.
Example 11 (Wronskian determinant)
det
0i,jn
[
Di
i!
(
wi(x){f j+1(x) − f −j−1(x)}
)]
=
{
f ′(x) − f
′(x)
f 2(x)
}( n+1
2
) {
f (x) − f −1(x)
}n+1 n∏
k=0
wk(x).
§2.6. Analogously, we can apply Corollary 3 further to the denominator formula [9, Example
A62] associated with the root system of Lie algebra Bn
det
0i,jn
[
y
j+ 12
i + y
−j− 12
i
]
=
n∏
k=0
yk + 1
y
n+ 12
k
∏
0i<jn
(yi − yj )(1 − yiyj )
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and derive the following determinant identity.
Example 12 (Wronskian determinant)
det
0i,jn
[
Di
i!
(
wi(x)
{
f j+
1
2 (x) + f −j− 12 (x)
})]
=
{
f ′(x) − f
′(x)
f 2(x)
}( n+1
2
) {
f
1
2 (x) + f − 12 (x)
}n+1 n∏
k=0
wk(x).
Remark. The determinant identities proved in the last three examples may be considered as
generalizations of (3) originally due to Mina [12, 1905]. In fact, replacing f (x) by Mf (x),
dividing by M
(
n+1
2
)
,M
(
n+2
2
)
and M
(n+1)2
2 the equations displayed respectively in examples 10,
11 and 12 and ﬁnally letting M → ∞, we ﬁnd that the limiting cases of all the three examples
become equivalently (3).
Furthermore, applying Corollary 3 to the formula (cf. [6, Theorem 4.5])
det
0in
0jn+1
[yj+1/2i ± y−j−1/2i ]j /=k =
n∏
j=0
yj ± 1
y
n+3/2
j
∏
0i<jn
(yi − yj )(1 − yiyj )
×
n+1∑
=k
e{e−k ∓ e−k−1}(y0, y1, . . . , yn)
we establish the following determinant identity.
Example 13 (Wronskian determinant)
det
0in
0jn+1
[
Di
i!
(
wi(x)
{
f j+
1
2 (x) ± f −j− 12 (x)
})]
j /=k
=
{
f ′(x) − f
′(x)
f 2(x)
}( n+1
2
) {
f
1
2 (x) ± f − 12 (x)
}n+1 n∏
k=0
wk(x)
×
n+1∑
=k
(
n + 1

){
f (x)
(
n + 1
 − k
)
∓
(
n + 1
 − k − 1
)}
f 2−k−n−2(x).
Following the limiting process just described in the Remark, one can show without difﬁculty that
the last identity implies Example 5.
3. Bivariate determinants
Denote by x and y two difference operators of increments ε and δ with respect to x and y,
respectively. With the same argument as in the last section, we may derive the reduction formulae
and several bivariate determinant identities.
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Lemma 14 (Determinant reduction formula)
det
0i,jn
[
ix
j
y{ui(x)vj (y)F (x, y)}
]
= det
0i,jn
[F(x + iε, y + jδ)]
×
n∏
k=0
uk(x + kε)vk(y + kδ).
Dividing both sides of the last equation by (εδ)
(
n+1
2
)
and then letting ε → 0 and δ → 0, we
establish the following useful theorem.
Theorem 15 (Determinant limiting relation)
det
0i,jn
[
DixD
j
y{ui(x)vj (y)F (x, y)}
]
= lim
ε→0
δ→0
det[F(x + iε, y + jδ)]
(εδ)
(
n+1
2
)
×
n∏
k=0
uk(x + kε)vk(y + kδ).
Further in Theorem 15, making the substitution F(x, y) → (f (x), g(y)) and then observing
that
lim
ε→0
δ→0
det[(f (x + iε), g(y + jδ))]
(εδ)
(
n+1
2
)
= lim
ε→0
δ→0
det[(f (x + iε), g(y + jδ))]
det[f j (x + iε)] det[gj (y + iδ)]
×
∏
0i<jn
{
f (x + jε) − f (x + iε)
ε
}{
g(y + jδ) − g(y + iδ)
δ
}
= {f ′(x)g′(y)}
(
n+1
2
) n∏
k=0
(k!)2 × lim
ε→0
δ→0
det[(f (x + iε), g(y + jδ))]
det[f j (x + iε)] det[gj (y + iδ)] ,
we therefore have the following reduction formula.
Corollary 16 (Determinant limiting relation)
det
0i,jn
[
DixD
j
y
i!j !
{
ui(x)vj (y)(f (x), g(y))
}]
= {f ′(x)g′(y)}
(
n+1
2
)
× lim
ε→0
δ→0
det[(f (x + iε), g(y + jδ))]
det[f j (x + iε)] det[gj (y + iδ)]
n∏
k=0
uk(x + kε)vk(y + kδ).
Several bivariate determinant identities are exhibited in the following examples.
§3.1. By means of matrix decomposition[
1 − (XiYj )n+1
1 − XiYj
]
= [Xki ] × [Y kj ],
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it is trivial to have the following determinant evaluation
det
0i,jn
[
1 − (XiYj )n+1
1 − XiYj
]
= V (X)V (Y ). (11)
This leads us through Corollary 16 to the following determinant formula.
Example 17 (Bivariate determinant identity)
det
0i,jn
[
DixD
j
y
i!j !
{
u(x)v(y)
1 − {f (x)g(y)}n+1
1 − f (x)g(y)
}]
= {u(x)v(y)}n+1 {f ′(x)g′(y)}( n+12 ) .
§3.2. For 0  i  n, replacing Xi by X−1i in (11), we have equivalently the determinant
evaluation
det
0i,jn
[
Xn+1i − Yn+1j
Xi − Yj
]
= (−1)
(
n+1
2
)
V (X)V (Y ).
Then Corollary 16 yields the following determinant formula.
Example 18 (Bivariate determinant identity)
det
0i,jn
[
DixD
j
y
i!j !
{
u(x)v(y)
f n+1(x) − gn+1(y)
f (x) − g(y)
}]
= {u(x)v(y)}n+1 {−f ′(x)g′(y)}( n+12 ) .
§3.3. Recall the determinant with the entries of binomial coefﬁcients (cf. [5, Proposition 3.8]):
det
0i,jn
[(
Xi + Yj
n
)]
= (−1)
(
n+1
2
)
V (X)V (Y )∏n
k=0(k!)2
.
We get from Corollary 16 the following determinant formula.
Example 19 (Bivariate binomial determinant)
det
0i,jn
[
DixD
j
y
{
u(x)v(y)
(
f (x) + g(y)
n
)}]
= {u(x)v(y)}n+1 {−f ′(x)g′(y)}( n+12 ) .
§3.4. Similarly, in view of the determinant (cf. [5, Proposition 3.9])
det
0i,jn
[(Xi + Yj )n] = (−1)
(
n+1
2
)
V (X)V (Y )
n∏
k=0
(
n
k
)
,
we derive, from Corollary 16, the following determinant formula.
Example 20 (Bivariate determinant identity)
det
0i,jn
[
DixD
j
y
{
u(x)v(y)
{
f (x) + g(y)}n
n!
}]
= {u(x)v(y)}n+1 {−f ′(x)g′(y)}( n+12 ) .
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§3.5. Combining the determinant of formal shifted factorials (cf. [5, Theorem 3.7])
det
0i,jn
[〈Xi + Yj |γ 〉n] = (−1)
(
n+1
2
)
V (X)V (Y )
n∏
k=0
(n
k
)
(12)
with Corollary 16, we obtain the following determinant formula.
Example 21 (Bivariate determinant identity)
det
0i,jn
[
DixD
j
y
{
u(x)v(y)
〈f (x) + g(y)|γ 〉n
n!
}]
= {u(x)v(y)}n+1 {−f ′(x)g′(y)}( n+12 ) .
§3.6. There exists also the multiplicative form of (12):
det
0i,jn
[〈XiYj |γ 〉n] = V (X)V (Y )
n∏
k=0
ek(γ0, γ1, . . . , γn−1). (13)
In fact, the following expansion:
〈XiYj |γ 〉n =
n∑
k=0
Xki Y
k
j en−k(γ0, γ1, . . . , γn−1)
is equivalent to the matrix decomposition
[〈XiYj |γ 〉n] = [Xki ] × [Y kj en−k(γ0, γ1, . . . , γn−1)],
which leads us immediately to the determinant identity in (13).
Consequently, we get from Corollary 16 the following determinant formula.
Example 22 (Bivariate determinant identity)
det
0i,jn
[
DixD
j
y
i!j ! {u(x)v(y)〈f (x)g(y)|γ 〉n}
]
= {u(x)v(y)}n+1 {f ′(x)g′(y)}( n+12 )
×
n∏
k=0
ek(γ0, γ1, · · · , γn−1).
4. Hankel determinants
Let {ck}k0 be a sequence with the exponential generating function
f (x) =
∑
n0
cn
xn
n! .
According to Theorem 15, we can evaluate the corresponding Hankel determinant through the
following limiting expression.
Proposition 23 (Hankel determinant evaluation)
det
0i,jn
[ci+j ] = lim
ε→0
δ→0
det[f (iε + jδ)]
(εδ)
(
n+1
2
) .
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This proposition will be utilized to review few Hankel determinant identities.
§4.1. Derangement polynomials. These polynomials are given by
Dn(τ) :=n!
n∑
k=0
(−1)k
k! τ
n−k
and their exponential generating function reads as
f (x) :=
∑
n0
Dn(τ)
xn
n! =
e−x
1 − xτ .
Recalling the additive form [3] of the Cauchy double alternant
det
0i,jn
[
1
Xi + Yj
]
= V (X)V (Y )∏
0i,jn(Xi + Yj )
, (14)
we may calculate the limit
lim
ε→0
δ→0
det[f (iε + jδ)]
(εδ)
(
n+1
2
) = lim
ε→0
δ→0
det
[
exp(−iε − jδ)
1 − τ(iε + jδ)
]/
(εδ)
(
n+1
2
)
= τn(n+1)
n∏
k=0
(k!)2.
According to Proposition 23, we recover the following Hankel determinant identity.
Example 24 [16, Section 8]
det
0i,jn
[Di+j (τ )] = τn(n+1)
n∏
k=0
(k!)2.
When τ = 1, the corresponding Hankel determinant on the numbers of derangements can be
found in Ehrenborg [8, Theorem 4]. For τ = 2, Example 24 gives the determinant evaluation of
binomial mean sequence [17, Corollary 5.2].
§4.2. Ordered Bell numbers. The ordered Bell numberBn is the number of ordered partitions
of n-elements. They can be expressed in terms of Stirling numbers of the second kind S(n, k) (cf.
Wilf [18, Section 5.2])
Bn :=
n∑
k=0
k!S(n, k) =
∑
k0
kn
2k+1
,
which admit the following exponential generating function:
f (x) :=
∑
n0
Bn
xn
n! =
1
2 − ex .
Applying again Proposition 23 and the additive Cauchy double alternant we can compute the limit
lim
ε→0
δ→0
det[f (iε + jδ)]
(εδ)
(
n+1
2
) = lim
ε→0
δ→0
det
[
e−iε
2e−iε−ejδ
]
(εδ)
(
n+1
2
) = 2
(
n+1
2
) n∏
k=0
(k!)2
and recover consequently another Hankel determinant identity.
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Example 25 [15, Eq. (42)]
det
0i,jn
[Bi+j ] = 2
(
n+1
2
) n∏
k=0
(k!)2.
§4.3. Euler numbers and polynomials. Recall that the Euler polynomials (cf. [7, Section
1.14]) are deﬁned by the exponential generating function
f (x) :=
∑
n0
En(τ)
xn
n! =
2eτx
1 + ex .
Evaluating the following limit:
lim
ε→0
δ→0
det[f (iε + jδ)]
(εδ)
(
n+1
2
) = lim
ε→0
δ→0
det
[
2 exp{τ(iε+jδ)}
1+exp{iε+jδ}
]
(εδ)
(
n+1
2
) = (−1)
(
n+1
2
)
2n(n+1)
n∏
k=0
(k!)2,
where we have invoked the multiplicative form [2] of the Cauchy double alternant
det
0i,jn
[
1
1 − XiYj
]
= V (X)V (Y )∏
0i,jn(1 − XiYj )
. (15)
We therefore recover the following Hankel determinant identity.
Example 26 [1, Eq. (5.2)]
det
0i,jn
[Ei+j (τ )] =
(
−1
4
)( n+1
2
)
n∏
k=0
(k!)2.
For Euler numbers deﬁned (cf. [7, Section 1.14]) by the exponential generating function
F(x) :=
∑
n0
En
xn
n! =
2ex
1 + e2x ,
one may analogously establish the Hankel determinant identity.
Example 27 [1, Eq. (4.2)]
det
0i,jn
[Ei+j ] = (−1)
(
n+1
2
) n∏
k=0
(k!)2.
This may be deduced directly from Example 26 by putting τ = 1/2 in view of the well-known
relation Em = 2mEm
(
1
2
)
. See Wimp [20, Eq. (77)] and Junod [10, Example 7 in p. 67] for
different proofs.
§4.4. Eulerian polynomials. They are given by (cf. [7, Section 6.5])
An(τ) := (1 − τ)n+1
∑
k0
knτ k
and have the exponential generating function
f (x) :=
∑
n0
An(τ)
xn
n! =
1 − τ
1 − τex(1−τ) .
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By means of (15), we have the limit
lim
ε→0
δ→0
det[f (iε + jδ)]
(εδ)
(
n+1
2
) = lim
ε→0
δ→0
det
[
1−τ
1−τ exp{(1−τ)(iε+jδ)}
]
(εδ)
(
n+1
2
) = τ
(
n+1
2
) n∏
k=0
(k!)2,
which yields the following interesting Hankel determinant.
Example 28 (Hankel determinant of Eulerian polynomials)
det
0i,jn
[Ai+j (τ )] = τ
(
n+1
2
) n∏
k=0
(k!)2.
A similar result can be found in Al-Salam and Carlitz [1, Eq. (8.1)].
§4.5. Hermite polynomials. They are deﬁned by (cf. [14, Chapter 11])
Hn(τ) :=n!
∑
0kn/2
(−1)k(2τ)n−2k
k!(n − 2k)!
with the following exponential generating function:
f (x) :=
∑
n0
Hn(τ)
xn
n! = e
2τx−x2 .
In view of the Vandermonde determinant, we may evaluate the limit
lim
ε→0
δ→0
det[f (iε + jδ]
(εδ)
(
n+1
2
) = lim
ε→0
δ→0
det[exp{2τ(iε + jδ) − (iε + jδ)2}]
(εδ)
(
n+1
2
)
= lim
ε→0
δ→0
det[exp(−2ijεδ)]
(εδ)
(
n+1
2
) = (−2)
(
n+1
2
) n∏
k=0
k!,
which results in the following Hankel determinant identity.
Example 29 [16, Section 7]
det
0i,jn
[Hi+j (τ )] = (−2)
(
n+1
2
) n∏
k=0
k!.
§4.6. Numbers of involutions. Let Tn be the number of permutations of n letters whose square
is the identity permutation (cf. Wilf [18, Section 3.8]). They have the explicit expression
Tn :=n!
∑
0kn/2
(1/2)k
k!(n − 2k)! ,
as well as the following exponential generating function:
f (x) :=
∑
n0
Tn
xn
n! = e
x+x2/2.
According to Proposition 23, we can recover the Hankel determinant identity.
Example 30 [15, Eq. (42)]
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det
0i,jn
[Ti+j ] =
n∏
k=0
k!.
It is not hard to see that this follows also from Example 29 with τ = √−1/2.
The author believes that there exist more examples beyond those displayed in this paper. The
interested reader is encouraged to make further attempts.
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