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In questa tesi si sono analizzate le attività di neuroni in coltura estratti dalla corteccia
cerebrale di ratto. Per registrarne il potenziale extracellulare, che è stato poi conver-
tito sotto forma di spike, questi neuroni sono stati accoppiati con un Multi-Electrode
Array a 60 canali. Sebbene presentano varie limitazioni, le reti neurali in vitro con-
sentono un maggior controllo sul sistema perciò sono molto utilizzate nello studio
delle funzionalità cerebrali, sia a riposo che stimolate. Tuttavia, essi sono influenzati
da diversi fattori, come la densità, l’età e l’animale di provenienza dei neuroni, che
ne rendono lo studio complicato. Lo scopo di questa tesi è proprio quello di carat-
terizzare questa variabilità attraverso vari metodi statistici, dai più tradizionali alle
tecniche di Machine Learning, per capire l’attendibilità di questi sistemi semplificati.
Inoltre, gli strumenti analitici utilizzati possono essere adattati a studi che utilizzano
la stessa metodologia sperimentale. Utilizzando un software sviluppato in Python
si sono estratte 40 misure che cercano di descrivere un ampio spettro delle attiv-
ità, sia del singolo elettrodo che dell’intera rete, come lo spiking e i network bursts,
attraverso tecniche standard, di correlazione e i più sofisticati Poicaré plots. Tutte
queste misure sono state sistematicamente analizzate con l’obiettivo di classificare
correttamente i campioni, tenendo conto anche dei fattori di confusione. Si inizia
studiando le distribuzioni ed effettuando la PCA per vedere la segregazione dei dati
nelle classi considerate. In seguito vengono implementati due classificatori, un K-
Means Clustering e un Random Forest. Il primo, in accordo con i risultati ottenuti
sulla separabilità delle classi, non raggiunge un’accuratezza elevata, mentre nel sec-
ondo le perfomance raggiunte sono migliori. Inoltre, questo metodo ci permette di
calcolare l’importanza relativa delle feature usate nella classificazione, riscontrando
che non c’è un gruppo particolare di misure che si contraddistingue dalle altre. In
generale, vista la complessità dei dati, per ottenere una buona accuratezza occorrono
molte feature. Un problema che si riscontra quando si stratificano i dati affetti da alta
variabilità è l’overfitting dovuto alla scarsità dei campioni. Per far fronte a questa
problematica si sono divise le serie temporali degli spike in modo da moltiplicare
i dati a disposizione. In questo modo è stato studiato anche l’effetto del sottocam-
pionamento temporale sulle misure, determinando che anche prendendo un quarto
del campione si sono potute estrarre misure con un contenuto informativo significa-
tivo. Un altro tipo di sottocampionamento preso in considerazione è quello spaziale,
un aspetto importante le cui consequenze ricadono su tutti i dispositivi che regis-
trano l’attività cerebrale. Le misure si sono dimostrate abbastanza robuste perchè, a
parte il caso in cui sono stati analizzati i dati registrati da soltanto 10 elettrodi, sig-
nificativi cambiamenti non sono stati osservati. Questo studio sulla robustezza alla
variabilità e al sottocampionamento delle misure ricavate dalla attività spontanea
dei neural network in vitro ha ripercussioni sulle dinamiche perturbate da sostanze




In this thesis we analysed cultured neural network activity, extracted from rat cor-
tex. In order to record the extracellular potential, converted then into spikes, these
cultures were coupled with a 60-channels Multi-Electrode Array. Although with its
limitations, in vitro neural networks are really useful for understanding the brain
functions, both in resting and stimulated state, because they allow more control
over the system. However, many factors could influence their activity, i.e. plat-
ing density, culture age and batch, making their study tricky. To understand the
faithfulness of this simplified system, this work aims to quantitative characterize
this rich variability through various statistical methods, from the more traditional
to machine learning techniques. Specifically, 40 different measures were extracted
with a Python custom-made software, describing a wide spectrum of activity, both
at single-channel and network level, such as the spiking and network bursts, by
means of standard methods, correlations and more sophisticated Poincare plots. All
these measures have been systematically analysed with classification purpose, be-
ing aware of the role of the confounding factors. We started looking at the distribu-
tions and performing the PCA to check if the selected samples shown class segrega-
tion. Afterwards, two classifiers were implemented, K-Means Clustering and Ran-
dom Forest, an unsupervised and a supervised method, respectively. The former, in
agreement with the preliminary results on class separability, did not achieve a high
accuracy, while in the latter the performance considerably improved. Moreover, us-
ing this technique we could compute the relative feature importance, noticing that in
almost all the classifications, a particular group of measures that contributed more
was not found and, due to the complexity of the data, many features were needed
to obtain good results. Due to the scarcity of data, overfitting is a common problem
that come up when stratifying the data affected by many confounding factors. Data
augmentation by splitting the recording in equal parts could overcome this issue.
In this way we also studied the effect of temporal subsampling on the measures,
determining that even with a quarter of the recording, we extracted measures that
still retained meaningful information. Furthermore, we assessed spatial subsam-
pling because it has crucial consequences on all the neural recording devices. Except
the case when only 10 electrodes were considered, the measures were not substan-
tially affected by the electrodes removal. Studying the measures robustness under
variability and subsampling in spontaneous activity has an important impact on






1 In vitro Neural Networks 5
1.1 Dissociated Neural Cultures . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.1 Disadvantages . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.2 Advantages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Multi-Electrode Array . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.1 Functioning and Electronics Insight . . . . . . . . . . . . . . . . 8
1.2.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Network Burst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3.1 Network Burst Evolution in Spontaneous Activity . . . . . . . . 14
2 Materials and Methods 17
2.1 Dataset Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.1 Data Organization . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.2 Qualitative Description of the Data . . . . . . . . . . . . . . . . . 20
2.2 The Analysis Pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.1 Preliminary Steps . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2 Burst Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.3 Machine Learning Techniques . . . . . . . . . . . . . . . . . . . 31
2.3 Measure Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.1 Standard Measures . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.2 Poincaré Plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.3.3 Spike Train Synchrony . . . . . . . . . . . . . . . . . . . . . . . . 43
3 Results 47
3.1 Exploratory Statistic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1.1 Reproducibility of the Original Results . . . . . . . . . . . . . . 47
3.1.2 Measurement Trends . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1.3 Class Separability . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.2.1 K-Means Clustering and Random Forest . . . . . . . . . . . . . 71
3.2.2 Subsampling Effects . . . . . . . . . . . . . . . . . . . . . . . . . 76








The brain is among the most complex systems in nature because it is composed by
an enormous number of interconnected components. The brain consists of about
100 billion neurons and each neuron can have up to 105 inward connections. Thus,
the whole brain represents a huge network with complex connectivity. Furthermore,
brain networks possess multi-scale organization, from microscopic scale of networks
of neurons to macroscopic networks between brain regions. In order to understand
how the brain works we need to understand all these scales of organization.
In this work we focus on the microscopic scale of neuronal networks. These net-
works can be studied using various preparations. If a study focuses on fundamental
biological mechanisms in cells, synapses and small networks, the experiments can
also be done in vitro. These experiments are cheaper, it is easier to control them, to
collect and analyse the data, and they also pose less ethical issues. In particular, we
focus on one specific in vitro experimental preparation, the dissociated cortical cell
cultures. In this preparation, neural cells are extracted from the brains of young an-
imals, e.g. the cells can be obtained from the cortex of just born rats. These cells are
plated in a Petri dish, regularly fed, and used to collect recordings for up to a month.
A recording technique that allows long-term recordings and uniform sampling of
activity from the entire cell culture is multi-electrode array (MEA). The MEA consists
of a planar grid of electrodes embedded into the central part of the dish, which al-
lows that plated neurons grow in proximity of the electrodes. Each electrode collects
the summed activity originating from a few neurons located close to the electrode.
This raw activity in form of time-series data is further processed to extract relevant
signals, which will be further discussed in Methods.
The typical recordings obtained from dissociated cell cultures using MEA show
network bursts. Network bursts are stereotypical spatio-temporal patterns that con-
sist of shorter intervals of intensive activity spreading across multiple points in the
network. In-between bursts, the network activity is sparse and unsynchronized.
We extracted a wide range of measures that were carefully analysed to assessed
quantitatively the amount of intrinsic variability of the data. The whole characteriza-
tion of the neural network activity was performed using different type of statistical
and machine learning tools [8], implemented by means of a Python custom-made
software. In particular, these tools were applied to the data collected from various
culturing protocols and days in vitro. As MEA recordings represent heavily sub-
sampled representation of network activity [25], the sensitivity of these tools to sub-
sampling is carefully examined.
The data analysis pipeline proposed in this study can easily be applied to any
work that utilizes MEAs to record from dissociated cell cultures. The combination
of dissociated cell cultures and MEAs has been widely used to study underlying
mechanisms of neural excitability and information transmission in neural circuits
[49, 47, 56, 54]. Moreover, the dissociated cell cultures are routinely used in phar-
macological screening, and for testing of neuro-toxicity [20, 44]. Finally, dissociated
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neural cultures obtained from human stem cells are a very promising and ethically
acceptable way to study human neural systems in health and pathology.
Each of these applications uses a similar setup, a set of recordings is collected
from the unperturbed ’control’ cultures, and another set of recordings is collected
from the cultures perturbed in some way, e.g. by applying chemicals or having a ge-
netic variability specific for some disease. The conclusions are obtained by assessing
similarity/differences between the recordings from control and perturbed cultures.
Clearly, the steps used to extract relevant features from the raw recordings as well as
the methodology used to compare the two data sets can have huge effect on the final
conclusion. Therefore, before performing this kind of tests is crucial to understand
the deep-rooted source of variability of this kind of data. Thus, in this thesis we
considered a multi-parametric approach, i.e. classification method, to reliably pre-
dict culture age, density and batch, by performing feature selection for the specific
classification task.
This thesis would yield contributions by testing typical methods to extract fea-
tures from the data, by testing the state-of-the-art methods to classify control vs
perturbed data. Classification allows precise way to compare the data, to quantify
(dis)similarity between data sets, and to evaluate significance of the comparison.
Furthermore, we assessed to analyse how the subsampling of the neural network
affects classification. In principle, more electrodes provide more information about
the neural network. But less electrodes mean less heavy data, less demanding data
analysis step, more efficient experimental protocols.
Briefly, the aim of this work is to meticulously studying a comprehensive set
of measures to characterize to what extend the complex dataset obtained from the
unperturbed activity of in vitro neural network is affected by variability and subsam-
pling. This should lead to a more meaningful utilization of this methodology, that
is, by choosing a suitable set of features that separate the different neural dynamics,
being careful at the confounding factors that can bias the outcomes.
In general, the thesis can be divided into two main parts, the first chapter, the
background, ad the last two chapters, the original work.
In the first chapter the state-of-the-art about the dissociated neural network,
Multi-Electrode arrays and network burst dynamics is shortly reported. Specifi-
cally, it is introduced the experimental methodology used for obtaining the data,
the neural networks in vitro models. First, a general overview of dissociated neural
cultures is given, focusing on their limitations and advantages. Next, MEA device
is described, illustrating its electronic structure, the physics behind its functioning
and showing its most important applications in Neuroscience. Moreover, the last
section of the chapter gives a brief insight into the in vitro neural network dynamics,
focusing on the most striking property of this system, the network burst.
In the second chapter the dataset is accurately described, illustrating which kind
of recordings contains and how the database is organized according to different fac-
tors, e.g. culture age, density and batch. Furthermore, the developmental evolution
of the spiking activity of the cultured neural network is qualitatively shown. Then,
the analysis pipeline is reported, from the preliminary steps used to extract the mea-
sures, i.e. the burst detection, to the machine learning methods implemented for
studying the feature robustness. In the last part of the chapter, the focus is given to
the several techniques used for quantifying the neural network dynamics, reporting
both standard methods, more sophisticated approach adopted from chaotic time-
series analysis, and spike train synchrony.
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The final chapter shows the main results of the analysis. All the measures ex-
tracted from the neural activity data were systematically explored by plotting all
the developmental trends, checking also how they are qualitatively influenced by
density and batch. Subsequently, a more quantitative approach was conducted at
various levels, starting from preliminary exploratory statistics, such as some basic
distribution comparison and PCA visualization to check the linear separability of the
classes. Finally, also more advanced analysis based on machine learning techniques
were implemented, using both unsupervised and supervised methods. Here, differ-
ent classifications to separate classes belonging to different densities, ages or batches
were performed, also in the presence of temporal and spatial subsampling. Using
the Random Forest algorithm the relative feature importance was analysed as well.
In conclusion, it came out that the data sets analysed were highly complex, as
for each culture condition we considered, e.g. density, days in vitro and batch, the
classes were not linearly separable. However, the supervised classification achieved
good performances using the comprehensive set of measures we extracted from
the recordings. The contribution of the features in the classification task was case-
specific to the condition to discriminate. Moreover, the measures were not consider-




In vitro Neural Networks
In the first chapter is introduced the cultured neural network, that coupled with
Multi-Electrode or Microelectrode Array (MEA) technology, represents an impor-
tant in vitro model for studying the neural properties widely used in neuroscience
research. This experimental methodology was used in [55] for obtaining the data
analysed in this work. After a general overview on cultured neural network prepa-
ration, the MEA device is described, illustrating its functioning and some techno-
logical and clinical applications. Furthermore, the network burst activity is shortly
described.
1.1 Dissociated Neural Cultures
Dissociated neuronal cell cultures are one of the standard experimental preparations
used in neuroscience research. They allow easy recording (e.g. using electrodes or
microscopy) and manipulation (e.g. using electrical stimulation or pharmacology)
of neurons and networks of neurons. They were first proposed by an American
biologist Ross Granville Harrison and soon spread to many other laboratories. For
more than a century, this methodology has been improved to provide healthier cells,
better differentiation and growth, longer survival of cells and cultures, leading to
better quality of recordings and better reproducibility of results [5].
In order to understand the experimental methodology behind the extraction of
the neural network activity data, we report some basic information about cell cul-
turing, focusing on the neural cultures preparations used in [55]. The technique that
permits to control in a in vitro environment cell growth is called cell culture. In par-
ticular, if the cells are extracted from the tissue and re-grown ex novo the method is
called dissociated cell cultures. The neural tissue is taken from a specific part of the
brain of young animals because cells from a young brain can easier adapt to new
conditions in a culture. The brain area could be, e.g., prefrontal cortex [49], cortex
including somatosensory, motor and association areas [55], hippocampus [47]. As
we are dealing with neural tissue taken form cortex, in this case the experimental
methodology is also called cortical cell culturing. While many animals can be used
as cell donors, we focus on rodent (mice and rats) cultures that are the most common
choice. The tissue is taken either from yet unborn animals (prenatal), or soon after
birth (postnatal). We used data from rat embryos at day 18 of gestation (E18). The
cells are extracted from the tissue using mechanical and pharmacological dissocia-
tion. The result of dissociation protocol is a liquid containing all cell types naturally
found in the considered brain area, including neurons and glia cells, the unit blocks
of the brain. The density of the cells in the liquid can be measured and it is an upper
bound of the density of cells in the culture, as some cells inevitably die in culture.
The liquid containing cells extracted from the tissue is then placed in a Petri dish
where cells continue to grow in vitro, that is usually properly pre-treated to enhance
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the life-span of the cells. Moreover, the cultures area grown under a sealed chamber
to prevent contamination and reduce evaporation. In a dish, neurons can re-grow
neurites removed during dissociation, specifically, the dendrites and the axons, the
neuron ramifications involved in the afferent and efferent signal transmission, re-
spectively. The synapses, the specialized structure that enables the neurons to com-
municate, are also formed between these neurites. The cells start interacting already
during the first days in a dish, and in [55] the neural activity, composed by sparse
and random spikes, was detectable from the third day in vitro. At the end of the
first week in vitro some more structured activity patterns were recorded, as tiny net-
work bursts. This means that the creation of new connections among the neurons
starts after few days after plating the cells, make it possible to early record the neural
network activity.
Here it is provided a short description of the main attributes of in vitro neuronal
networks, highlighting the potential of this experimental methodology as well as its
limitations.
1.1.1 Disadvantages
Although cultured neural networks led to improvements in the field of neuroscience,
similarly to any simplified model, they have also many drawbacks.
When the neurons are extracted from the neural tissue and suspended in solu-
tion, their original connections are destroyed. The neurons suspension is left grow
under a controllable setting for enabling the condition to form new synapses link-
age. Thus, the new connectivity is drastically changed from the original template,
influencing in such way also the functionality.
Moreover, cultured networks are usually plated in a Petri dish so the neurons
have to be placed in a single-layer sheets of cells. This implies an even more dis-
rupted connectivity, that from a three-dimensional architecture becomes a flat layer
of neurons that lacks the original richer interconnectivity. This method could retain
some functional properties of the tissue of origin even if as we saw, anatomically, dis-
sociated cultures are far from being similar to the complex neural tissue structure.
This disadvantage is overcome by new protocols that allow growth of organoids.
The cells are growing ex vivo so no sensory inputs affects cell growth. In vivo,
it is known that sensory inputs significantly affect development. The sensory de-
privation could have consequences on the normal cell development and they could
express different network activity patterns [38].
An issue to not underrate when dealing with this kind of experimental prepara-
tion is their lack of longevity, due to neuron death. The neurons grow in an artificial
environment and the protocols have to be carefully carried out to provide healthy
cells and networks. Some experiments need to follow morphology changes and the
activity alterations of the network for months, in particular, when one wants to as-
sessed learning and memory mechanisms. Thus, enabling long-time recording and
making the cultures survive as long as possible is crucial [40, 32].
1.1.2 Advantages
First of all, it represents a simplified neural model, a good compromise considering
that sometimes studying realistic complex in vivo models can be really hard or even
impossible due to ethical issue. It allows researchers to investigate neuronal activity
in a much more accessible environment than would be possible in a living organism
because the experimental protocol is easier and cheaper to prepare. These in vitro
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systems still possess basic biological mechanisms of neurons and neuronal networks
and allow studying integration of cellular, synaptic and network mechanisms.
Moreover, pharmacological analysis of neurons and their environment is more
easily accomplished than in an in vivo setting, as cultured neural networks offer
easy control when applying chemical compounds [41], making them a useful setup
for drug testing.
Neurons cultures made by rodents brain tissue has been an economical com-
promise in many studies. Seen the advantages of this experimental preparation,
non-human cell cultures keep to be an acceptable source of cells for many purposes.
In order to improve the accuracy of predictions, human pluripotent stem-cells are
believed to be a good replace because they will allow us to study human neurons
with less ethical issues. This makes the stem-cells cultures a promising experimental
model of diseases. In this work we implemented a methodology for analyzing data
from cell cultures that can be used for any type of cultures. Thus, we used a standard
and well known protocol, rodent cell cultures, to test and develop methodology that
can be used also for other type of 2D cultures including human stem-cell cultures.
1.2 Multi-Electrode Array
Understanding the maturation, arrangement, and emergent patterns of neuronal
networks in vitro has been facilitated by advances in Multi-Electrode Array (MEA)
technology. The possibilities offered by MEA devices allow the simultaneous mon-
itoring and stimulation of many units non-invasively for long-term recording. This
allows to analyse complex emergent neural properties and the underlying princi-
ples behind plasticity, connectivity, and information processing. Moreover, dissoci-
ated neuronal networks coupled with MEAs have been used as a standard model to
investigate drugs neurotoxicity and human disease.
From the first introduction of MEAs (see [50, 16, 37] for the pioneering stud-
ies) many types and configurations have been developed. Depending on the re-
search purpose, on the experimental preparation and the required resolution, differ-
ent MEA settings have been used, with different number of electrodes, geometrical
disposition, thickness and materials. For some particular phenomena high spatial
sensitivity down to single cellular level is required in order to get more insights
from the neural activity. The CMOS technology had led to build high-density MEAs
to fulfill this need, permitting high spatial resolution recording almost at single neu-
ron scale. Moreover, when dealing with neural network activity measures, to ensure
robustness over the high inter-culture variability, a certain number of recordings is
usually performed, as in drug screening experiment. In order to satisfy this require-
ment multi-well MEAs have been introduced that allow multiple recordings at the
same time on a singe plate. A drawback of this platform is that the number of elec-
trodes per well tends to decrease with the number of wells per plate. Thus, multi-
well/high-density systems are in the wish list of the future neuroscience-related
technology developments.
The authors of the data [55] used MEAs with 59 electrodes with a diameter of
30 µm, purchased from Multichannel Systems (Reutlingen, Germany), as the one on
the upper left plot in figure 1.1. The electrodes were organized in a square grid with
the corners missing, spaced 200 µm center-to-center. One electrode on the edge of
the array was also absent because replaced by a large ground electrode.
8 Chapter 1. In vitro Neural Networks
FIGURE 1.1: Some of the MEAs produced by Multi Channel System
(Reutlingen, Germany). Image from www.multichannelsystems.com.
MEA is an extracellular recording devise because allows measures of the ex-
tracellular activity from a population of neurons growing in close proximity to the
electrodes. The output of the recording is a time series representing the extracellu-
lar potentials/voltages generated by several neurons located in vicinity of the elec-
trodes. Such recordings reflecting the activity of several neurons are called multi-
unit recordings. In [55] recordings took place in the same incubator used for main-
taining the cultures and it started immediately after transferring each culture into
the recording device. Then, those recordings were preprocessed by removing noise
by filtering. Each time the extracellular voltage recording exceeds a certain threshold
a time stamp, called spike, is saved. Spikes reflect action potentials from all neurons
close to the electrode. An action potential is an event cause by an abrupt change of
the membrane potential of a cell due to alterations in the ion concentrations, both in
the intra- and extra-cellular environment. Specifically, the neuron strongly depolar-
izes the membrane voltage and, after a short time, this value is restored to the resting
state, a mechanism that follows a coherent trajectory. In [55] MEA Bench software
[53] was used for data acquisition and online spike detection. Spikes were detected
set a threshold to 4.5 times of the estimated noise, both for upward or downward
excursion of the voltage. A collection of spikes recorded during the entire recording
time is called spike train. Each active electrode records one spike train. The spike
trains from all electrodes can be combined into a population spike train. Both indi-
vidual spike trains from electrodes, as well as the population spike train are typically
analyzed to extract significant features of the cell culture activity.
1.2.1 Functioning and Electronics Insight
This section describes the technology behind the most common MEA chips, giving
emphasis towards the physical prerequisites for an adequate extracellular stimula-
tion and recording. Moreover, a short overview about the electronic design is given.
The main goal of a MEA chip is to record a signal from cells with the size of
the order of micrometers so proper design and materials are needed to achieve a
good signal quality when dealing with this reduced scale. In order to build a well-
designed device one has to carefully select the main components, namely, substrate,
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conductors, insulators, electrodes and culture chambers. Moreover, the materials
used to fabricate the components have to be properly chosen.
FIGURE 1.2: The fabrication steps for building a typical MEA chip:
metal patterning, insulation, and electrode opening [22].
The figure 1.2 taken from [22] schematically illustrates the main fabrication steps.
A patterned patina of metal is used to cover the substrate that represents the base
of the device. The number of microelectrodes and the distance among them are
determined by the pattern design. The conductor lines are covered by an inert insu-
lator resistant to ionic solutions. Moreover, electrodes and contact pads are defined
through holes on the insulator that expose the metal surface (connected with ampli-
fier and filter) and the dimension of the opening determines the electrode size.
In order to obtain good quality recordings (or stimulation) with an high signal-
to-noise ratio, a low electrode-culture medium impedance is desirable. Since the
electrode size is of the order of the neuron size, the surface is modified with high-
conductive materials to decrease the impedance [32].
Basically, MEA device is a flat ensemble of extracellular voltage probes allocated
with a specific geometry (e.g. square, hexagonal) that can be used both for recording
or stimulating the excitable cells it is coupled with. Therefore, at the base of the
MEA functioning is the neuron-electrode coupling. In fact, as it is shown in figure
1.3, in order to detect the extracellular potential change, the neurons have to grow
nearby or upon the electrode. The cell-electrode interface can be interpreted as an
electronic component and its physical configuration explains the main properties of
the recording, as the shape and the quality of the detected signal [32, 30].
The neurons grow on the MEA chip and soon they start to make contact with
the surface of the electrodes. For example, in [55] MEA starts to detect spikes after
3 days. There are different physical theory attempting to explain how the recording
(or stimulation) works. For instance, one can think at the cell-electrode interface as a
circuit where the area of interaction between them can be represented as a resistance
within which flows a current caused by the extracellular potential variation during
a spike. In particular, the resistance can be high enough to produce a detectable volt-
age ranging from tens to hundreds of µV [22]. Physically a neuron can be imaged
as a dipole where sink and source correspond to axon hillock and dendrites, respec-
tively. Using a distributed current dipole model, it can be explained how the voltage
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FIGURE 1.3: On the left the neuron-electrode interaction of a MEA
chip in the second week in vitro. On the right dissociated neurons
coupled with a MEA. Images taken from [32]
polarity depends on the position of the electrode with respect to the dipole (neuron).
As the neurons directly grow on the electrodes (see figure 1.3) when recording the
neural activity for a long time one should consider many aspects that may affect the
performance of the detection. For example, the continuing culture development, e.g.
the neuron extension and the adhesion to the electrode surfaces, the glial growth or
the protein deposition, may increment the insulation of the micro-electrode reducing
the quality of the signal [22].
There are many factors that affect the action potential shape, such as cell mor-
phology, distance and coupling strength with the electrodes. All these different fac-
tors could change during neurons maturation leading to a spike waveform evolution
in long-term recordings. Moreover, it can happen that a cell die, migrate or is re-
placed by another active cell, determining changes action potential amplitude. The
main source of spike variability during maturation is associated with ion channel
and synapses creation that obviously influences the membrane excitability. How-
ever, the neurons are not the only cells present in the cultures. The glial cells have
a strong contribution in modulating the action potential, strengthening or weaken-
ing the signal depending on the relative position with respect to the electrode, and
also by metabolic effects. As the electrodes are placed in the extracellular medium
they are able to detect just the super-threshold activity, that is the action potentials,
limiting the analysis insights to a small part of the neural signal. However, new
technological developments are trying to overcome this issue allowing also in-cell
recordings via MEA [32].
1.2.2 Applications
MEA device has been an essential biosensor for studying not only the neuronal plas-
ticity and information processing but also in drug and toxin effects on neurons, mod-
eling brain disorders and for machine-brain interfaces (see figure 1.4).
The good spatiotemporal resolution of the MEA device, together with the high
sensibility towards the chemical environment of cultured neural networks, makes
this experimental technique very useful in drug screening and toxicology testing.
The monitoring after treating a neural culture in vitro with chemical compounds
takes place starting from few days, for studying the acute affect, up to months,
when long-term consequences have to be assessed [20]. The high-throughput data
obtainable from MEA recordings are suitable for extracting information about the
functional connectivity of the network subject to external perturbations, as well as
the usual aspect of the neural activity, i.e. spikes and network bursts. Below, the
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FIGURE 1.4: Table summarizing the main applications of MEA de-
vice, i.e. drug and toxicology screening, modeling brain disease and
building machine-brain interfaces and prosthesis.
advantages of MEAs for screening compounds for potential neurotoxicity are sum-
marized [20]. As we already said in Section 1.1.2, these systems in vitro are simple
and easy-controllable models for studying the drug effect on neural activity. This
technology, combined with the advanced machine learning tools (e.g pattern recog-
nition analysis), could lead to an advancement in pharmacological treatment and
toxic substance effect at the network level as well as at sub-cellular scale of ionic
channels and receptors. Moreover, the long-term recording permits also to asses the
developmental effect under repeated or chronic chemical perturbation performing
the measurement multiple times on the same network. Studying the effect of mul-
tiple compounds or multiple targets (e.g. multiple receptors) is also possible. As it
will be better described in the next chapter, this experimental setup allows to extract
a rich information content just from the analysis of the extracellular voltage record-
ings, as spike trains, network bursts and synchronicity. Calculating an high number
of diverse measures has the advantage to achieve an in-depth study of many differ-
ent neural network mechanism. It also permits a better usage of the classification
task, indispensable for this type of drug screening when testing the global effect of
an unknown substance [44].
This short paragraph illustrates how in vitro systems can be used to study brain
dysfunctions at cellular and sub-cellular level, as well as looking at disrupted net-
work dynamics. For example, disorders associated with circulation problems (e.g.
stroke [5]), excitability (e.g. epilepsy [5] and memory (e.g. Alzheimer [5]) have been
studied with this experimental methodology. Through the use of dissociated neural
networks coupled with MEA the researchers are able to investigate disrupted phys-
iology mechanisms, to identify novel biomarkers and treatment, or to pursue high-
throughput drug screening. As we already discussed in Section 1.1.2, the in vitro
models have less practical and ethical issues. The same considerations are valid for
studying brain disease, as using in vitro surrogates has less complications than in
vivo or animal models.
In what follows an example of brain disease studied in vitro is reported, i.e. the
epilepsy, a disorder associated with an excess of neuronal excitability. One of the
more prominent spatiotemporal pattern shown by the dissociated neural cultures
are the network bursts, an highly synchronized activity that resembles the epilep-
tic dynamics in vivo. Dissociated neurons display this characteristic hyper-excitable
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activity even in absence of external electrical stimuli or chemical manipulation. In-
deed, some studies (see [47, 56]) found a connection between increased spiking activ-
ity and lack of afferent input in disembodied systems. In fact, when neural cultures
are electrically stimulated or pharmacologically perturbed, network bursts can di-
minish or even disappear [56].
We already mentioned that one of the main drawback of dissociated neural net-
works is the absence of feedback stimuli. In a brain any sensation formed through
association of different phenomena are self-referential, meaning that the neurons are
embodied with a sensory and motor system and situated in a environment to inter-
act with. One solution to overcome this issue is to connect cultured neurons with
computers or robots so they can experience artificial sensory inputs from the inter-
actions with some external entities or simulated environments. In this way, using a
neuro-engineered platform, it is possible to study learning, plasticity and informa-
tion processing in a more realistic context. Understanding the cognition mechanism
can increment our knowledge in neural pathology, neural interface and artificial
intelligence [3].
In vitro neural interfaces can be used to help developing brain-machine pros-
thesis. The most prominent example is the retinal implant devices where the high
spatio-temporal resolution of MEA chips can be used to replace the retinal ganglion
cells. The final goal of this technology is to recover the sight in blind patients by
means of electrical stimulation of disrupted retinas. [45].
The analysis tools developed in this thesis is applied to spontaneous activity.
However, as the in vitro model is the same also when considering the applications
listed above, our methodology can easily be used in experiments that attempt to
studyThe analysis tools developed in this thesis is applied to spontaneous activity.
However, as the in vitro model is the same also when considering the applications
listed above, our methodology can easily be used in experiments that attempt to
studying drug effects, neural diseases and neural interfaces.
1.3 Network Burst
This section gives a brief insight into the in vitro neural network dynamics, focusing
on the most striking property of this neural system, the network burst (NB). Below
its underlying biological mechanism, properties and role in neural processing and
plasticity are illustrated, reporting some case studies.
Network burst is a spatiotemporal pattern activity occurring when a large clus-
ter of neurons within a network spikes or bursts in a synchronized manner and in
a short period of time. It is usually characterized by an initial rapid phase, called
burst onset, when some neurons overcome the threshold potential level, start gener-
ating action potentials and through the synaptic connectivity propagate the excita-
tion in other neurons. Finally, negative feedback mechanisms restore the dynamics
to the quiescent pre-burst level and this phase, called offset, is usually longer the the
previous ones, at least for mature cultures. An example of how a NB looks when
analysing spiking data recorded via MEA is reported in figure 1.5. Specifically, the
plot on the left shows the spatiotemporal organization of the spikes in a raster plot
and the right-hand plot the network burst rate profile peak with visible onset and
offset phases. This stereotypical neural network dynamics is a prominent feature
of in vitro systems, although, similar type of activity has been observed also in the
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FIGURE 1.5: The plot on the left illustrates a network burst extracted
from a typical population spike train of a cultured neural network
recorded via MEA. The data come from a dense mature culture of 28
DIVs (dataset obtained in [55]). On the right the rate profile illustrates
the network burst frequency peak with an abrupt rising and a longer
tailed falling.
developing brain in vivo or in epilepsy. In fact, some studies state that this activity
is due to lack of sensory input in the disembodied cultures. However, others think
that NBs are normal and crucial for various brain functions, as information pro-
cessing and memory [19]. In any case, understanding this neural activity can help
to shed light in various phenomena, in healthy and pathological neural systems [39].
When talking about bursts, it should be stressed out that another phenomena,
called (single) neuron burst, also exists. It order to avoid misunderstanding, it is
important to also give a definition of neuronal burst. Moreover, single neuron burst
can play a role also in the more complex network burst activity because neurons may
synchronously bursting together when generating the characteristic spatiotemporal
pattern. A neuron is considered to burst when periods of rapid action potential spik-
ing are followed by quiescent periods much longer than typical inter-spike intervals.
Various cellular mechanisms determine neuron bursts, but further discussion is out
of the scope of this study [19].
In order to unravel the underlying biochemical and biophysical processes behind
the generation, the propagation and the termination of a network burst, different
researches have studied the effect on the network burst of different perturbation
protocols, as electrical stimulation [56, 52] and synaptic or intrinsic current blockers
[49, 47]. Initiation, spread and suppression of network bursting is a combination
of various cellular, synaptic and network level mechanisms. Also, some putative
mechanisms are still investigated and not fully understood. The mechanism behind
network bursts is really complex and an exhaustive description of this activity is
out of the scope of the thesis. However, in what follows we briefly summarize in a
simplistic way the main biological mechanisms.
It has been understood that this spatiotemporal patter is due to a complex inter-
play between excitatory and inhibitory pathway in synaptic transmission and intrin-
sic membrane current [49, 47]. During the quiescent period a slow intrinsic current
depolarizes some neurons, and eventually the potential reaches the threshold to gen-
erate spikes. These neurons are called the initiation sites as they are spontaneously
activated and drive the NB in the onset phase [36]. This initial activation is then
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propagated across the network thanks to the contribution of the fast and slow exci-
tatory synaptic receptors, following the specific connectivity among the neurons that
influences the speed of the propagation. However, also other factors, as the actual
state of the neurons and the synaptic delays shape this phase [36]. In a short time,
with respect to the timescale of the phenomenon under study, the network reaches
is maximum firing rate. Afterwards, bursts are terminated due to various mecha-
nisms including synaptic depletion, hyperpolarization of neuronal cell membrane
following spiking/bursting interval, recurrent synaptic inhibition and others. Some
of the mechanisms might not be fully understood. A returning to the resting state
after an intensive bursting period is needed to the neurons and synapses because it
allows them to recover before they become able to produce spikes or initiate synap-
tic transmission again. Thus, in the network burst cycle, a longer period of inactivity
between two bursts is fundamental.
1.3.1 Network Burst Evolution in Spontaneous Activity
The in vitro neural network dynamic is closely related with the morphological changes
during the development. In fact, the maturation of the cultured neurons and their
connections (e.g. synaptic formations) affects the properties of the spatiotemporal
patterns, i.e. the network bursts. From the first days in vitro, when almost no con-
nections are found, until the maturity reached after few weeks, when the network is
fully formed, the activity ranges from sparse and random spikes to synchronous and
intense network bursts. The interaction among the neurons forms the basis for these
stereotyped events that usually involve most of the network. Thus, the structure-
function relationship is crucial, as the spontaneous activity shapes the synaptic de-
velopment through activity-dependent plasticity mechanisms and, at the same time,
the emergent dynamics is strongly influenced by the underlying network connectiv-
ity [36].
Let us illustrate how to record the spontaneous changes in cultured neurons cou-
pled with MEA chips. Usually, the first spikes are detected after a few days in vitro
(DIVs). In the succeeding DIVs, the firing frequency increases in the overall cul-
ture. The activity recorded by individual electrodes can greatly vary as it depends
on the number of neurons close to the electrode. This variability between different
electrodes is also reflected in the individual network burst. Even if network bursts
are synchronized firing activity at the network level, still the individual electrodes
show differences in their firing rate profile. For instance, after few DIVs new sites
can become active or silence, show changing in the maximum firing rate, in the du-
ration of the sustained activity or in the temporal order between individual sites,
due to both single neurons maturity and network connectivity evolution. Despite
of that, in the short timescale of a network burst a constant underlying dynamics is
expected due to the invariant factors in the synaptic connectivity, as topology and
synaptic strength. This aspect is evident when averaging different network bursts
closely recorded, in such a way to filter out inter-burst fluctuations and highlighting
the main spatiotemporal patterns. For example, this is shown in figure 1.6 taken
from [35], where it is possible to notice the amount of changing in the averaged net-
work burst rate profile in neural cultures development.
The changes in the rate profile, concerning both the shape, the duration and the
maximal firing rate are clear when taking into account few weeks in vitro (WIVs).
As we already stressed out, they are due to the underlying morphological develop-
ment both at neuron and network level. In [35] the authors reported an increase of
the NBRP duration up to the 3rd WIV followed by a decrease; in fact, as it is possible
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FIGURE 1.6: The upper part of the panels represents the 4 s network
burst firing rate profiles at 15, 19 and 28 DIV averaged over all the
network bursts found in a recording of 4 h. The lower part shows
the correspondent averaged firing rates recorded by each electrode.
Adapted from [35].
to see in figure 1.6 the NBRP at 19 DIV is shorter than the one at 28 DIV and, specifi-
cally, the shortening regards the onset phase. As far as it is concerned the structural
changes, in the first three WIVs the neurons in vitro had developed more excitatory
than inhibitory synapses. This synaptic unbalance enhance the overall network ex-
citation causing the longer duration of the NBs. From the 4th WIV the excitatory
synapses start pruning out but the same does not happen at the inhibitory counter-
parts, changing in this way the excitatory-inhibitory balance towards the latter. This
means a more tuned propagated activity through the network that leads to a shorter
and more efficient NB onset phase.
Another example of how the spontaneous in vitro cortical network dynamics
evolve during the first five weeks is given in [6]. In this study also the cross-correlation
analysis is performed in order to get insights in how the functional connectivity
emerged during the culture maturation. Moreover, the results have been compared
with morphological studies through electron microscopy showing how the number
of synapses changes across the DIVs. Also in this case it was observed the typical
developmental patterns also reported in [35]. 1) The sparse random firing at few
DIVs (figure 1.7.A) mainly due to neurons connected via gap junctions. 2) The low-
frequency and large NBs before the 3rd WIV (figure 1.7.B) with a more elevated cor-
relation function due to ’far’ and ’fast’ connections. 3) The short and high-frequency
NBs after the 4th WIV (figure 1.7.C) with functional connectivity dominated by more
local and mature excitatory connections.
As we already stated, the developmental changes are highly influenced by the
activity-dependent mechanisms [54]. In fact, it can be speculated that the first period
is mostly dominated by a global and intense neuronal interaction. After that, during
the fourth and fifth WIV, the synaptic maturation leads to more specific dynamics
with richer and more elaborated NB patterns, a transient decline of the synapses
number and an higher balance between excitatory and inhibitory connections.
It is still not well understood how the information is processed and stored in our
brain although some theories suggest that the key properties are to be searched in
the dynamically linked cluster of neurons create by activity-dependent mechanism,
such as the spike timing dependent plasticity. Since self-organized neural networks
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FIGURE 1.7: Raster plots showing the different global firing rate over
60 s of recording in three days in vitro (DIV), namely 7 DIV (A), 14
DIV (B), 35 DIV (C). Image adapted form [6].
in vitro are also capable to spontaneously reproduce recurring spatiotemporal emer-
gent patterns, such as network bursts, they represent an optimal model for studying
the neural abilities and plasticity mechanisms [42]. One of the most used experimen-
tal protocol is to analyse the effect of the electrical stimulation on the spontaneous
neural network activity during development. These kind of experiment are making
possible to better grasp the influence of structure-dynamic relationship in not yet




From this chapter starts the original work of this thesis, that is, the statistical charac-
terization of neural network activity recorded via MEA by means of machine learn-
ing techniques, both unsupervised and supervised. Firstly, the dataset obtained in
[55] is described, illustrating which kind of recordings it contains and how it is or-
ganized. Then, the pipeline is reported, from the steps used to extract the measures
to the machine learning methods performed for checking the feature robustness.
2.1 Dataset Description
This study uses a dataset published in [55] and considered a benchmark in the field.
The access to the data was courteously provided on request by the authors of [55]. In
the following paragraph are illustrated the main characteristics of the dataset, giving
a brief overview of its properties by summarizing the main information contained
in [55], and explaining how it will be used in this work.
2.1.1 Data Organization
The data were recorded from cultured cortical cells of rats by means of a Multi-
Electrode Array (MEA) device (Multichannel System, www.multichannelsystems.
com). The data present an in-depth study of development of burst patterns in cortical
cultures over the course of the first five weeks in vitro (WIV) , encompassing a total
of 963 half-hour-long recordings from 58 cultures of different sizes and suspension
densities, determined by the plating volume (V) and the number of cells per plating
volume (D), respectively. In total the dataset comprises five different experimental
conditions, i.e. dense (V:20 µL; D:2500 cells/µL), small (V:5 µL; D:2500 cells/µL),
sparse (V:20 µL; D:625 cells/µL), small and sparse (V:5 µL; D:625 cells/µL), ultra
sparse (V:20 µL; D:156 cells/µL). However, in this study we decided to select just
dense and sparse cultures (see Table 2.1), because they were the conditions with
more recordings, making them more suitable for our classification purpose. The cul-
tures exhibited a wide spectrum of spontaneous activity patterns, characterized by
network bursts of different shapes, sizes and frequencies. Hence, this kind of data
well fitted the main aim of the thesis - to quantitatively characterize the variability
of neural network dynamics.
Dissociated neurons in culture began growing new neurites immediately after
plating and soon formed densely interconnected circuits. In figure 2.1 (adapted from
figure 2 in [55]) one can see how the neurons grown in dense and sparse dishes.
While at 1 DIV the density difference between dense and sparse cultures is clearly
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visible (see figure 2.1, right most panels), after four WIVs it is not possible to see den-
sity differences just using basic microscopy images as the two culture conditions at
32 DIV are not distinguishable anymore (see figure 2.1 left most panels). We should
keep this in mind when analysing the differences between dense and sparse mea-
sures in Section 3.1.2, when we will quantitatively determine how different is the
activity between these two types of cultures during development.
FIGURE 2.1: Photographs of three typical cultures of different densi-
ties, at 1, 15 and 32 DIV. Scale: electrode spacing is 200 µm center to
center. Adaptation from [55].
Table 2.1 also shows some important plating parameters of the cortical neural
cultures used for obtaining the data in [55]. The neurons were plated using different
densities of suspension that determined the number of cells plated because the size
of the Petri dish used (culture diameter) and the plating volume were the same in
both cases. Moreover, the number of cultures followed were 30 for dense and 10 for
sparse condition, divided among 8 and 3 batches, respectively. A batch is composed
of all the cultures obtained from the same solution of dissociated cells. The cells are
typically extracted from several rat pups taken from different litters, then mixed all
together during the process of cell extraction from the cortex tissue. The end product
is a solution containing various cells from several animals and drops of this solution
are plated into individual cultures.
Plating Parameters Dense Sparse
Plating volume (µL) 20 20
Density of suspension (cells/µL) 2500 625
Number of cells plated (nominal) 50000 12500
Culture diameter (mm) 4.9 ± 0.4 4.9 ± 0.4
Drop thickness (mm) 1.69 ± 0.24 1.69 ± 0.24
Density at 1 div (x103 cells/mm2) 2.5 ± 1.5 0.60 ± 0.24
Number of cultures followed 30 10
Number of batches 8 3
Total number of samples 526 159
TABLE 2.1: Plating parameters for dense and sparse cultures. Adap-
tation from [55].
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FIGURE 2.2: Samples from the dense (blue label) and sparse (red la-
bel) culture. If both densities were present the label was coloured in
purple. It is also reported the total number of samples in each culture
and batch (horizontal summation) and the total number of samples
in each DIV and WIV (vertical summation). The table starts from the
third DIV because the earlier cultures did not show any activity that
could be recorded using MEA.
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These cultures belonging to the same batch contain genetically similar cells (though
the exact similarity cannot be known) which reduces one source of variability. For
this reason we will also try to classify the cultures according to the batch.
Different number of cultures means also different number of samples (i.e. record-
ings), an important parameter that one has to take into account when performing
the classification. The organization and the number of the recordings are also well
illustrated in the table 2.2. In fact, in figure 2.2, the blue and red squares represent
the dense and the sparse samples, respectively (purple means that both types are
present). In the table the samples are divided according to the culture and the DIV.
In turn, the cultures are grouped in batches and the DIVs in WIVs. In addition, the
total number per culture/batch/DIV/WIV of the recordings available in the dataset
are reported. As it is possible to see from figure 2.2, starting form the third DIV, the
authors recorded half an hour of spontaneous activity on most days. In dense cul-
tures, cells typically began firing detectable action potentials around 4-5 DIV. Tonic
firing persisted for lifetime of the culture, but network bursts emerged later, which
dominated the activity throughout the rest of development. In the next section we
will give further insights in the qualitative changes in the bursting activity, by re-
analyzing the data from [55] and reproducing the majority of results reported in
[55].
2.1.2 Qualitative Description of the Data
The development of the activity of a typical cultures passes through various stages,
characterized by different degrees of burstiness, different burst shapes and size, and
different distributions of burst intervals. In figure 2.3 (replicated from figure 3.A in
[55]) a detailed classification of the burst type found in the recordings is reported.
The figure is divided between dense and sparse cultures and samples belonging
to the same batch are grouped together. Moreover, along the row the samples are
ordered according to the culture age, showing how the activity changes during de-
velopment. As indicate by black bars in figure 2.3, half of the medium was replaced
approximately every five days in most experiments. In some cultures the entire
medium was replaced every week to test effect of the feeding schedule on the activ-
ity. No significant differences were observed in the activity patterns with respect to
the other preparations. From figure 2.3 is possible to notice at one glance the rich
variability of activity in different conditions. The main objective of this thesis is to
quantitatively analysed this variability and to understand which measure better de-
scribes (and discriminates) the various activity patterns that are affected by different
factors, i.e., densities, ages and batches.
The dataset is characterized by a rich variability mostly due to the wide diversity
in the network burst patterns shown among the cultures. As we will better describe
in the Results, the quantitative details of the development of different cultures var-
ied widely depending on the culture ages, density and batch. Indeed, cultures from
different platings could show visible qualitative differences in the activity patterns
during development. In the paper [55] the authors devised a classification of the
recordings following criteria based on the NB features, which are briefly reported
below. The first NB characteristic that the authors in [55] considered is the level of
burstiness, that is, how many electrodes were involved in the formation of a NB.
Thus, they classified the NB tiny if less than 5 electrodes were involved. If not clas-
sified as tiny, the NBs were classified according to other spatio-temporal patterns.
Then, they looked at the NB size, i.e. the number of spikes contained within the NB.
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According to this feature the recordings were labelled as fixed size, variable size and
bimodal size. Moreover, the authors checked the property of the termination phase
in the NB which is usually longer than the initialization. If most of the falling times
of the recorded NB was prolonged by an extended period of several seconds dur-
ing which several channel continued bursting, the samples were named long-tailed.
Another important NB characteristic that shows high variability in the recordings is
the NB rate. If the spacing between two consecutive NBs was not regular but shown
a chaotic behaviour, the sample was considered highly variable.
FIGURE 2.3: Overview of the different classes of bursting behaviour
observed, according to shape, rate and superburstiness. The legend
is reported in the upper part of the figure. The x-axis indicates the
DIVs. The samples are grouped based on the density and the batch,
the number in parenthesis. The black bars indicates the ’feeding time’
of the cultures. Replication from Figure 3.A in [55].
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FIGURE 2.4: Examples of NB patterns at different culture ages visi-
ble from the rate profile (NBRP). All the recordings were taken from
dense cultures. Starting from the upper plot, the spike activity does
not show any NB (1st), then after some DIVs the NBs appear (2nd),
sometimes in a superburst fashion (3rd). As the cultures keep de-
veloping, they show more pronounced NBs (4th) but they can still
present some small NBs (5th). When they are mature the activity is
made mostly by high-rate NBs (6th) or sometimes in elder culture in-
verted superbursts could appear (7th).
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Finally, one pattern that appears in around half of the recordings was the super-
burstiness, a second order of activity organization when network bursts occurred in
short, sharply defined trains. This particular type of activity is usually observed in
early ages (first 2 WIVs). This phenomenon occurred when within a NB the maxi-
mum firing rate shows several peaks (see the third plot in figure 2.4). The recordings
showing superbursts were classified according to the number of firing peaks within
the superbursts. They were labelled regular, short and long superbursts if the num-
ber of bursts were highly conserved, variable but less than ten, variable with higher
average, respectively. If the maximum number of spikes increased in the successive
network bursts, as in the older cultures (after 30 DIV), the shape was considered in-
verted (see the last panel in figure 2.4).
From now on, following the numeration in [55], the samples will be labeled with
three numbers, e.g. 5-1-35, indicating the batch, culture and the DIV, respectively.
In what follows we will briefly describe how the NB patterns generally evolve dur-
ing the first five WIVs checking at the network burst rate profile (NBRP), i.e., the
trend of the spiking frequency across the time in one recording. NBRP reflects the
spiking activity across the entire culture and integrates the activity from all elec-
trodes, thus, including both spatial and temporal averaging. We will consider only
dense cultures because they show a richer spectrum of patterns. However, usually
the sparse cultures just had a delayed appearing of the pattern activity with respect
to the dense counterparts. For instance, network bursting usually began after 5-7
DIV in dense cultures, and later in sparse cultures, after the second WIV. NB patters
changed with culture age, and these changes were still ongoing after 30 DIV. Even
between batches of the same density large differences existed both in terms of devel-
opment speed and in terms of the type of burst. In the figure 2.4 some examples of
NBRPs in some DIVs covering all the 5 WIVs of recordings are reported. The figure
gives a simplistic glimpse of how cultured neural networks can change NB activity
patterns during the development, passing from no detected NB to a superburst pat-
terns. Specifically, after a WIV the first low-frequency NBs started appearing and
in some batches they have been recognized as superbursts. In the third WIV the
NB activity shown higher and irregular activity, both in frequency and intervals. In
the fourth WIV the NB maximum firing rate kept increasing but some smaller NBs
were still present until the last DIVs of the same week, when a more high-frequency
regular activity occurred. At the fifth WIV some cultures shown also inverted su-
perburstiness.
2.2 The Analysis Pipeline
In the following paragraphs all the steps of the analysis performed in this work are
described in detail. It starts from the preprocessing and then it goes through the
burst detection method. The machine learning techniques used in the last part of
the analysis are also reported at the end of this section. Although we did not follow
the actual order of the workflow in the description, due to the importance of the
measures extracted in the analysis, they are reported separately in the last section of
this chapter. The diagram shown in figure 2.5 schematically illustrates the main steps
of the pipeline in the right order they occurred in the analysis. It should be stressed
out that the last step also contains the subsampling analysis, where the classifications
were repeated both shortening the recordings and removing the spiking activity of
some electrodes.
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FIGURE 2.5: A simplified scheme of the pipeline. All the steps will be
further explained in the next paragraphs.
2.2.1 Preliminary Steps
This step is not actually a preprocessing of the data since the samples are already in
form of spike time-stamps with their respective channels. In this step the data were
undergone to just some preliminary elaborations to facilitate the next analysis.
Firstly, in order to have an idea of how the recordings look like, it is important to
check at the raster plots. This is a graph where all the spikes are represented in
point-like form ordered across the recording duration. In each row are reported the
spikes of a single electrode. This type of representation permits to see the synchro-
nization of the electrodes at once. An example of raster plot is given in figure 2.6,
where it is clearly possible to see the NBs . The spikes, represented by blue points,
are placed more closely both in time and in space in the typical synchronized pat-
tern of the NB. For this reason these plots will be used for testing the goodness of
the burst detection, taking advantage of the clear visibility of NBs when the density
of the points is higher than the baseline spiking activity.
FIGURE 2.6: Example of raster plot taken from culture 5-1-35. The
blue dots represent the population spikes, the x-axis the recording
time and the y-axis the channels.
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Although the raster plot is useful to test the burst detection, this procedure is
performed starting from the Network Burst Rate Profile (NBRP) , an overall mea-
sure of the instantaneous global activity. We calculated the NBRPs using the defi-
nition given in [49]. The NBRPs were calculated by smoothing the spike counts in
the bins via convolution with a Gaussian kernel. In literature, as in [55], the NBRP is
also called array-wide spike detection rate (ASDR). Working with the NBRP is much
better than working with the entire spiking recordings because it merges in a one-
dimensional time series the properties of a multi-channel activity. Hence, it reduces
the number of points to work with, making possible to use simpler univariate statis-
tics. In order to calculate the spike counts we needed to bin the recording using a
proper bin width, neither too short nor too long. In the latter case, when the time
resolution is too low, one could not catch the right overall rate; in the former case,
if the time binning is shorter of the time delay due to the signal transmission speed
between the neurons, it is possible to come out with misleading results. Therefore,
in order to obtain the maximal time delay one needs to find a lower bound for the
velocity conduction in rat neuron cortex and the diameter of the MEA device (i.e.
the maximal distance between the electrodes). From the literature [29, 28] the neu-
ronal conduction seems to be not lower than 0.5 m/s and from [55] we know that
the maximal MEA dimension is 1.72 mm so, with a straightforward calculation, the
maximal time delay is 3.44 ms. Therefore, after some visual inspection of several
NBRPs taken from different culture conditions, we concluded that a proper value
for the time binning is 50 ms, a value that is high enough to avoid unwanted delay-
ing effects and small enough to capture well the overall spike frequency, avoiding all
the setbacks mentioned above. Moreover, this value is also used in other studies, as
in [57]. Then, the spike count in each bin is divided by the bin width and by a factor
of 1000 to obtain the spike frequency in kHz. The value averaged across the entire
recording is called the overall firing rate (OFR) and this measure will be used for
reproducing some results in [55]. Finally, in order to get a smooth curve a Gaussian
kernel, with a standard deviation of 5 bin steps (SD=5) is applied. Some examples
of NBRPs are illustrated in figure 2.4. As it will better explained in the next section,
the spiking activity peak overcoming a certain threshold indicates a NB.
In this step, Inter-Spike Intervals (ISI) are also calculated, namely, the time in-
tervals between each pair of consecutive spikes taken from all the channels. The ISIs
are going to be used as a measure of the neural activity. Nevertheless, ISI can be
used also in the burst detection as it will be illustrated in Section 2.2.2.
Furthermore, the recordings are split in their respective electrodes, that is, in-
stead of having the spikes of all the electrodes ordered in time, they are also ordered,
and binned, with respect to their recording channels. In other words it was calcu-
lated a matrix where the row indicated the electrodes and the columns the recording
times, or if binned, the spiking frequencies. The binned spiking matrix will be use-
ful when the multivariate measures will be computed (see Section 2.3.3).
2.2.2 Burst Detection
There are several methods for detecting the bursts and network bursts [2, 7]. In this
work two methods were compared, one based on the ISI and the other on the NBRP.
Both are different from the method used in [55]. In [55] the NBs were detected us-
ing the SIMMUX algorithm. Briefly, each electrode trace was searched for burstlets:
sequences of at least four spikes with all inter-spike intervals less than a threshold
(set to 1/4 of that electrode’s inverse average spike detection rate, or to 100 ms if the
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electrode’s average spike detection rate was less than 10 Hz). Any group of burstlets
across several electrodes that overlapped in time was considered a NB.
The burst detection method based on ISI tested in this work followed the imple-
mentation used in [49]. Spontaneous NBs were detected according to the following
criteria:
• the first ISI < 100 ms defined the onset time of the NB;
• the first ISI > 100 ms defined the offset of the NB;
• a minimum of 10 electrodes must be active during the NB;
• a minimum of 10 spikes must be recorded per NB.
The ISI threshold was set at the fix value of 100 ms but it can be found also in a self-
adapting way. The algorithm presented in [34] is based on the computation of the
logarithmic inter-spike interval histogram and automatically detects the best thresh-
old to distinguish between inter- and intra-burst spike intervals. However, it turned
out that this approach is not easily applicable with all the experimental conditions
we analysed, as for example sparse or early DIV cultures. In fact, the minimum
of the logarithmic inter-spike interval histogram was not always easily defined and
many visual inspections were needed. This induced our decision to adopt a simpler
method.
Instead of using the spike times, an alternative method consists of detecting burst
according to the spike frequency, that is, looking at the NBRP. The idea of the algo-
rithm is rather simple: each peak in the NBRP above a certain threshold is inter-
preted as a NB. Nevertheless, it is not that straightforward because there are several
issues to deal with. In the following paragraph it is briefly explained how the algo-
rithm works, and it will be compared with the ISI-based method, justifying our final
decision to adopt this method.
Initially, the peaks are detected using different thresholds, set according to the NB
frequency. For each kind of NB also a different minimal distance between the peaks
(d), a minimal width of the burst, i.e. the time length (w), and the relative height
parameter (h) were set. Specifically, the NB peaks were classified in 4 categories:
• Ultrahigh burst: frequency peak higher than 10 kHz (d=0.5 s , w=0.5 s, h=0.98);
• High burst: frequency peak from 5 to 10 kHz (d=0.5 s , w=0.5 s, h=0.95);
• Middle burst: frequency peak from 1 to 5 kHz (d=0.25 s , w=0.35 s, h=0.85);
• Low burst: frequency peak from a variable low threshold to 1 kHz (d= 0.25 s,
w=0.25 s, h=0.60).
The lower threshold is not fixed because for detecting small bursts more caution is
needed. The detection of tiny bursts strongly depend on the baseline activity, cal-
culated as the average spiking frequency, because the rate within a burst should be
higher than the overall activity. In this way it is possible to detect small bursts in
different conditions, both for low activity in early DIV or sparse cultures and in high
activity of older dense cultures. However, below 0.1 kHz the bursts are discarded.
From 0.1 kHz to 0.5 kHz, the rate was divided in 4 steps of 0.1 kHz width and for
each range a different threshold was set. This division was mostly done in order to
find a proper peak width. In fact, for each type of burst was used a different rela-
tive height parameter, that is, the distance from the peak and the peak ground, from
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which the width was calculated. The smaller values for lower peaks were chosen to
not include into the NB too many noisy spikes, avoiding a broader width not justi-
fied from visual inspection of the raster plot. On the other hand, the width for high
and sharp peaks has to be calculated close to the base of the peak because in this case
the spikes are better clusterized within the burst and less border noisy spikes were
visible in the raster plot.
Using this method, it can happen that when detecting two close peaks their
widths overlap, as in the figure 2.7 where the case of a superburst is shown. To
avoid this drawback this burst detection algorithm deletes the peaks with lower
height, considering the overlapping NBs as a whole bigger NB with the MFR of the
higher peak.
FIGURE 2.7: The plot on the left shows an example of peak overlap-
ping and the plot on the right the peak detection after the correction.
The figure illustrates the case of a superburst in a dense culture (5-1-
35). It has to be noticed that burst detection on the right plot is not
completed because in a superburst the smaller bursts are merged in
just one burst.
Once the peaks are detected, some post-processing steps are also included in the
algorithm. From visual inspection in the raster plots of the right borders of NBs, the
offsets, we noticed that the detected offsets often cut the NB tail. Hence, the offset
was shifted a little bit on the right, proportionally to the width and the height of the
peak. Moreover, the left border of the NB (onset) often included more spikes that
actually present in the raster plot, maybe due to the smoothing step in NBRP calcu-
lation. Also in this case, the onset was moved closer to the peak proportionally to the
width and the peak height. The figure 2.8 shows the results of this borders correc-
tion. The upper plot is without correction, with the tails cut and with the onsets that
include spikes which seem not to be part of the NBs. The lower plot shows the effect
of the borders correction: the onset is closer to the beginning of the NB and the offset
is moved further away to include more spikes within the NB. This correction is also
motivated by the usual NB shape described in literature (cfr. Section 1.3.2 where it
is described the spontaneous neural activity during development), characterized by
short abrupt onset and a long tailed offset, at least for mature cultures.
Then, it was applied a further post-processing correction, namely, merging NBs
separated by a really tiny time interval. This correction it was useful when small
NBs where detected close to each other, in particular in the case of superbursts in
young cultures when small NBs are nearly located. Or when a small NB is close to a
bigger NB and it can be incorporated by this one (figure 2.9). This is also the case of
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FIGURE 2.8: Example of border correction. The upper plot shows the
onset and the offset detected in two NBs in a mature dense culture
(6-1-32) without correction (red lines). The plot below shows the cor-
rection, both the onsets and the offsets are shifted on the right.
the inverted superbursts in older cultures (see figure 2.7) when few smaller NBs are
placed after a bigger one at the beginning. Therefore, this a posteriori correction was
mainly thought for not splitting a superburst in many smaller NBs.
FIGURE 2.9: Example of merging correction. The left plot shows the
onset and the offset detected in a NB in a mature dense culture (6-1-
32) without corrections (red lines). The right plot shows the correc-
tion, as the small NB is incorporated in the bigger one.
In the next three figures some of the pros and cons of both methods are shown.
The upper plots with the green lines report the results of the ISI method while the
lower plots with the red lines show the NBRP method. In figure 2.10 an example of
border comparison shows how usually the ISI-based method detect more neat NB
borders. Figure 2.11 illustrates the overcounting of tiny NBs in ISI-based method
and figure 2.12 shows how the ISI-based method could incorrectly detect big NBs in
high-frequency baseline activity.
In general, the NBRP-based method is quite fast and accurate in detecting NBs
but it has also some throwbacks, making the ISI method more suitable; for example:
• even with the adapting low threshold, sometimes it discards tiny NBs, in par-
ticular in samples that show high average activity or irregular bursting;
• it needs a lot of parameter tuning while the ISI method has only three free
parameters;
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• even with the border correction sometimes it does not detect perfectly NB tails,
in particular when the NB show a long falling time (figure 2.10) .
On the other hand, the ISI method presents also some issues and it makes the NBRP-
based method more appropriate. In the following bucket list its main disadvantages
are listed:
• The ISI-based detection is more time consuming due to the enormous number
of spikes usually detected from these neural cultures.
• Sometimes it counts as a NB very little cluster of spikes, as for example in low
activity recordings it detects quite many NBs not detectable by visual inspec-
tion (overcounting) as it is shown in figure 2.11.
• In high baseline activity the method tends to undercount the NBs because it
merges them. It detects also NBs lasting several minutes because it is not able
to recognize the pause between two consecutive NBs. Moreover, it can detect
a NB with a too long onset (see figure 2.12). This case can degenerate in a
erroneous burst detection in elder culture when the spiking activity shows a
really high frequency baseline.
These issues, as the undercounting and the overcounting, make the method not re-
ally reliable and it would need to be improved. This can be done by changing the
parameters or adding a post-processing algorithm. The previous bucket lists are
summarized in Table 2.2, that shows the pros and cons of the two methods.
ISI NBRP
border detection 3 7
number of parameters 3 7
small bursts in low activity 7 7
small bursts in high activity 7 3
computational time 7 3
TABLE 2.2: Summary of the pros and cons of ISI-based and NBRP-
based detection methods. The check mark means that the meth-
ods behaves well, conversely the cross mark means that the method
shows some issues.
Both the methods are not perfect and they need fine-tuning of parameters, post-
processing and visual verification of the results. As Cotterill and Eglen already
stated in [7], so far there is no ideal burst detection method that can be adapted
for any kind of data. However, an alternative might to merge the two methods com-
bining the positive aspects of the two. For example, taking the NB counting through
frequency peak method and the borders detection from the ISI-based method. How-
ever, this could be too computationally demanding and after all the NBRP seems
to be more suitable for the scope of this thesis. The main issues in the NBRP-based
method is the NB border and the tiny NBs detection. However, these errors do
not occur that often and they are relatively small so they should not affect the next
analysis. Moreover, these errors are distributed equally in all the detected NBs and
averaging out the measures over various samples, they should not create any bias in
the outcomes.
The choice of using the NBRP-based method for detecting the NBs and the ISI-
base for detecting the burst in the one-channel spiking activity is also in agreement
with the guideline reported in [2], a comprehensive study of the burst detection
methods.
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FIGURE 2.10: In this figure is reported an example of the border de-
tection with the ISI-based (green lines) and the NBRP method (red
lines). Usually the ISI-based method detects more accurate onsets
and offsets even if exceptions were founded.
FIGURE 2.11: In this figure is reported an example of the tiny NBs
detection with the ISI-based (green lines) and the NBRP method (red
lines). Usually the ISI-based method tends to over-detect really small
NBs, although sometimes the NBRP seems to discard many small
NBs.
FIGURE 2.12: In this figure is reported an example of detection in the
high baseline activity with the ISI-based (green lines) and the NBRP
method (red lines). When the overall activity is high the ISI-based
method detect really big NBs because it cannot distinguish the rate
increasing due to a NB from the baseline.
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2.2.3 Machine Learning Techniques
Now we will skip to the last pipeline step, that is, the machine learning techniques
used in the analysis. Then, we will reserve the entire last section of this chapter for
an in-depth description of the measures used to quantitatively characterize the data
variability.
Machine learning is a cutting-edge research field at the intersection of statistics,
artificial intelligence and computer science that allows to extract knowledge from
raw data.
In this work we will use some methods from supervised and unsupervised learn-
ing with the final aim of classifying neural network activity recordings. We believe
that these methods are suitable for dealing with the rich complexity of the biological
data, making them a proper tool for testing the robustness of a wide range of mea-
sures. For more details about machine learning and useful Python implementation
with Sklearn package refer to the textbook [31].
The principal component analysis (PCA) is one of the most used dimensional-
ity reduction method. PCA orthogonally transforms the feature space into a set of
linearly uncorrelated variables, called principal components, in such a way that the
first principal component has the largest variance. In order to perform dimension-
ality reduction, the first 2 or 3 new features (principal components), the ones with
more information contents, are selected for visualizing the dataset. However, the
new axes do not correspond to the original feature space axes as they are usually a
linear combination of them.
Dimensionality reduction is used to create a more understandable representa-
tion of the data, compressing an high-dimensionality dataset into two- or three-
dimensional feature space. The reduced space tries to keep most of the information,
making it an ideal procedure for inspecting visually the data contents. If the number
of features is not that high one could visualize pair plots. However, some interest-
ing aspect of the data could be revealed only by their global interaction. Thus, this
method is often used in exploratory or preprocessing steps before applying more
precise supervised algorithms.
In the unsupervised learning the right output is unknown so the knowledge has
to be automatically extracted from the data. An example of unsupervised learning
used here is the clustering, a group of algorithms which try to split the data into
clusters according to some intrinsic property of the data (e.g. their spatial disposition
in the feature space) without knowing the right class label of the samples. In this
sense, clustering may be thought as a classification without a priori knowledge about
the labels.
One of the simplest and more popular algorithms is the K-means clustering
which is based on two main steps: assigning each sample to the closest cluster cen-
ter and then setting a new cluster center as the mean of the data points belonging
to that cluster. The initial centers are assigned randomly. The algorithm stops when
changes are no longer reported (figure 2.13). K-means can only detect simple shapes
as the cluster is just defined by its center, it assumes that the clusters have almost
the same size and all the directions have the same importance. These properties will
affects the unsupervised classification outcomes as we will discuss in Results.
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FIGURE 2.13: Input data and three steps of the k-means algorithm.
Example taken from [31].
As it will be explained in the next section, we also used the agglomerative clus-
tering, an algorithm that starts with the simplified assumption that each point rep-
resents a cluster and then merges two similar clusters until a stopping criterion is
satisfied. Since we wanted to find the number of clusters, we set a distance threshold
as a stopping criterion, that is, the linkage distance threshold above which clusters
will not be merged anymore. This value was found as the maximum diameter of the
dispersed data points in the feature space (see Section 2.3.2). The ward linkage was
set as a similarity rule, i.e., two clusters merge when the variance within all clusters
increases the least. This algorithm often leads to almost equally-sized and simple-
shaped groups, and it was suitable with the type of clusters we were trying to find.
The supervised counterparts attempt to predict a certain outcome given the in-
put/output pairs from which the algorithm can learn. As the true labels are avail-
able, this type of methods are more powerful than the classification based on the un-
supervised learning. After the initial training the supervised algorithm should be
able to make accurate prediction with new unlabelled data. In this work we only im-
plemented a supervised machine for performing classification because our aim was
to predict a discrete number of class labels, e.g., dense/sparse, different WIVs and
batches. The main goal of a classification algorithm is to generalize from the training
set to the test set (that should be made by different data), being careful to not build
a too complex model that fit too closely the training set, an issue called overfitting.
Conversely, underfitting problems are met when choosing a simple model that is not
able to be accurate on test data. Therefore, in order to find a good trade-off between
overfitting and underfitting, selecting the right model complexity is often a delicate
task. However, a rule of thumb is that the model complexity depends on the size
and variability of the dataset. Data augmentation is a popular technique that can be
really useful when few samples are available to train the model so it can be helpful
against overfitting issues. As we will better discuss in Chapter 3, to overcome the
problem associated to a limited amount of data, we generated synthetically more
samples by splitting in equal parts the recordings.
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Another way to assess higher generalization performance is by cross-validation,
a statistical method for a more optimized and robust splitting of the data into train-
ing and test set. In k-fold cross validation, where k is the number of equal-sized
partitions or folds, the data are split k times. Each time a partition is left for testing
the model that is trained with the remaining k-1 folds. In this way all the samples
are used at least once for training the model, improving the generalization and con-
sequently the classification accuracy. However, the computational cost increases if
a large dataset is used. To make the splitting even more efficient and the estima-
tions more reliable, we implemented stratified cross-validation, where in each fold
the proportion of the classes is the same of the whole dataset, as illustrated in fig-
ure 2.14. In our implementation the number of fold was set to 5 due to the limited
amount of samples.
FIGURE 2.14: Comparison of standard cross-validation and stratified
cross-validation when the data is ordered by class label. Image taken
from [31].
In this thesis we implemented a supervised classifier based on Random Forest
(RF), an algorithm that was first created by Ho in 1995 [51]. This algorithm is based
on decision trees, hierarchical partition models where at each test the feature space
is split along one axis. The partitioning is repeated recursively until each region,
called leaf, contains a wanted target. The region gets the label of the more numerous
target that lies inside. If all the samples in that region belong to the same class the
leaf is called pure. Usually building a complex model that yield to pure leaf may
overfit the training dataset, unless it is quite homogeneous. Hence, stopping the
partitioning process earlier, or merging leaves containing little information, could
prevent overfitting issue. In our case we used the sklearn in-build method left with
the default parameters. Thus, the algorithm did not stop until all pure leaves were
obtained. We made this choice because we had few samples and the overfitting issue
was already prevented by averaging over many decision trees (number of estimators
set at 200), as it will be better described later.
In our implementation the metrics used for spitting the data to test the homo-
geneity within the subsets is the Gini Impurity, an index that quantify how often
an element from the set would be incorrectly labelled if it was randomly labelled
according to the distribution of labels in the subset. Decision trees permit also to cal-
culate the relative feature importances which score the contribution of each feature
in partitioning the data, assigning a number between 0 and 1, the worst and the best
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score, respectively. However, if a feature has a low feature importance, it does not
mean that it is uninformative but more likely that another feature encodes the same
information.
Apart from being a model that can be easily visualized, the algorithm is invari-
ant to scaling of the data so it does not need preprocessing steps, as normalization.
However, the decision trees on their own tend to overfit so, if the generalization
performance has to be improved, they should be used in ensembles, as in RF. In
fact, building many decision trees the amount of overfitting is reduced by averaging
each single tree’s result. The averaged outcome provides a more faithful picture of
the data making the RF a powerful method, although can be time consuming if the
dataset is large. The higher robustness of the RF outcomes is guaranteed because
each tree is randomized by selecting a part of the data points (bootstrap sampling)
and of the features. Averaging between more decision trees leads to less overfitting,
provides more smooth decision boundaries (see figure 2.15), and more reliable fea-
ture importances. We tested the classifier, calculating accuracies and feature impor-
tances, with the original dataset and different subsampled versions, both temporally
and spatially.
FIGURE 2.15: Decision boundaries found by averaging the predic-
tions of five randomized decision trees. Image taken from [31].
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2.3 Measure Extraction
After the network bursts were detected, measures were extracted to characterize the
neural activity of the cultures. Afterwards, using the machine learning techniques
explained in the previous section, they will be used in a classification task to see
which one has the best discriminatory power when dealing with the data’s intrinsic
variability. This section reports the description of all the measures extracted, ex-
plaining both the theoretical background and the procedure of calculation adopted
for our recordings. In literature we found an extensive list of measures that attempt
to describe in a precise manner the spatiotemporal properties of the neural network
dynamics.
MULTI-CHANNEL MEASURES
Network Burst Population Spike NBRP
Burst Rate OFR Autocorrelation 1st Minimum*
Burst Length ISI CV First Harmonic*
Falling Time Mutual Information*
Rising Time Correlation Dimension*
















Burst Rate OFR Synchrony
Burst Length ISI CV Fano Factor
Burst Size Pearson (entire recording)
Firing Rate within Burst Pearson (sliding window)
IBI CV Mutual Information
Bursting Electrodes Van Rossum Distance
Burstiness Spike Time Tiling Coefficient
TABLE 2.3: Table with the multi- and single-channel measures ex-
tracted from the MEA recordings. For each division we made sub-
groups (the columns) based on what the measure describes, e.g. NB,
burst, spike, NBRP or correlation. Moreover, we divided the mea-
sures according to the technique they were extracted with. In black
are reported the measures calculated with standard methods, in blue
the measures extracted using Poincaré plots and in red the correla-
tions. The asterisk indicates the novel measures. Abbreviations: OFR
- overall firing rate, ISI - inter-spike interval, IBI - inter-burst intervals,
IPI - inter-peak interval, CV - coefficinet of variation.
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In this work we selected a group of heterogeneous measures, covering a huge
spectrum of types, as reported in Table 2.3. Computing all the measures we found
in literature is out of the scope of this thesis, also because many of them are quite
similar and correlated, as they describe similar property of the neural activity, so
likely they will not add information in the classification task. Moreover, some of
the measures are not easy to implement because they were used for different kind
of recordings, with different conditions or culture preparation (e.g. different neural
cells). Thus, the adaptation for this dataset is not straightforward to implement.
Therefore, we selected measures taken from different techniques (Standard, Poincaré
Plots, Spike Train Synchrony) that try to describe the most comprehensive spectrum
of the activity (single spike, population spike, burst, NB, NBRP, correlation) and
they were classified according to these properties (see Table 2.3). Specifically, the
first division starts from the origin, that is, if the recording comes from all the MEA
electrodes or just one single electrode, i.e., multi-channel (MC) or single-channel
(SC) measures, respectively. In the former case a measure is chosen according to
which neural network activity to characterize: the NB, the overall spiking activity
or the NBRP. In the latter case two possibilities are met: the univariate case, where
it is possible to use almost the same measures of the MC recordings for describing
the spike and burst patterns, and the multivariate case, where the inter-correlation
between the electrodes activity is described. The Table 2.3 illustrates a total of 40
measures, divided in 24 MC and 16 SC. Half of the MC measures were not found in
the literature we are aware of so they were marked with an asterisk.
This section illustrates the measures dividing them according to the technique
used, that is, standard method, Poincaré plots and spike train synchrony.
All the measures were extracted by means of a custom-made software developed
in Python 3.7.5, implemented with the usual scientific computing libraries NumPy,
SciPy and MatPlotLib. Some methods, in particular the ones related to the machine
learning analysis, were taken from Sci-kit Learn package.
2.3.1 Standard Measures
In this section the ’standard’ measures are illustrated. With standard are meant the
more intuitive and biological features regarding the firing rate, the NB shape, and
all the spatial and temporal properties that could characterize the bursting and the
spiking activity of a neural network recorded via MEA. These measures are quite
widespread in the literature; for example, an exhaustive list can be found in [49, 47,
8].
Let us begin describing the measures related to the NB shape which can be cal-
culated from the Network Burst Rate Profile (NBRP), computed by smoothing the
spike counts in the bins, via convolution with a Gaussian kernel (see Preliminary
Steps, Section 2.2.1). From figure 2.16 is clear how to calculate the Maximum Firing
Rate (MFR) within the NB, i.e. the peak of the NB profile that indicates when the NB
reaches its maximum firing activity. As far as it is concerned the duration of the NB,
it is possible to determine three features:
• Rising Time (RT) , the time between the burst onset and the peak of the burst
profile;
• Falling Time (FT) , the time between the NB peak and the offset;
• Burst Length (BL) , the sum of the RT and FT.
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The actual calculation of these measures depend on how the onset and the offset of a
NB are detected. In our case they are found by intersection of a specific rate thresh-
old used for identifying the NB (cfr Section 2.2.2), a methodology first used in [15].
FIGURE 2.16: Sketch of a Network Burst Rate Profile (NBRP). The x
axis represents the time and the y axis the instantaneous firing rate.
From this construction it is possible to calculate different NB features
concerning its shape. Given the burst detection threshold it is possible
to individuate the onset and the offset by its intersection with the
NBRP curve. The highest peak correspond to the Maximal Firing Rate
(MFR). The rising time (RT) is calculated from the onset to the MFR
and the falling time (FT) from the MFR until the offset. The sum of
RT and FT gives the Burst Length (BL). The example is taken from
the dense culture 6-1-13, recorded before the end of the second WIV,
a period when superburstiness often occurred. In fact, the NB shows
also a secondary smaller peaks.
As far it is concerned the NB shape, once the onset and the offset of a NB are
individuated, one can calculate the Burst Size (BS) , i.e., the total number of spikes
within the NB, a value that is correlated with the area under the curve in figure 2.16.
Moreover, the electrode Recruitment Count (RC) , i.e., the active electrodes during
the NB, can be found. The latter can be used also for normalizing the former in or-
der to have a more suitable measure when comparing different NBs. The number of
spikes within a NB can be also normalized with the total number of spikes recorded,
obtaining the so called Burstiness Index (BI) . We report also the BI version calcu-
lated in [55] as in Section 3.1.1 we will try to reproduce their results. The authors in
[55] counted the array-wide number of spikes in non-overlapping 1 s windows, and
determined what fraction of the total number of spikes was contained in the 15%
most active windows. Since NBs always occupied fewer than 10% of 1 s windows,
this number, f15 , is close to one if most spikes occur in NBs. Conversely, if spikes
are evenly spaced in time, f15 is close to 0.15. Then, they defined burstiness index as
BI = ( f15–0.15)/0.85, making BI normalized between 0 (no NBs) and 1 (all spikes in
NBs).
In order to capture the spatiotemporal organization of the neurons during the
NB is interesting to measure the network recruitment speed of the active electrodes
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at the beginning of the NB, that is, how fast the neurons in the network start spiking
in a synchronized manner at the NB onset. The recruitment speed was calculated
as the maximum number of active electrodes divided by the time needed to achieve
the maximum activation of the electrodes, approximated by the rising time.
Furthermore, also the superburstiness was taken into account, that is, the num-
ber of superbursts normalized with the total number of network bursts detected in
one recording. First, in order to calculate this quantity, the number of peaks within
a NB was found. In fact, as it is also possible to see from figure 2.16, NBs sometimes
show smaller secondary peaks. We set a threshold at three peaks, above which a NB
was labelled as a superburst. Although superbursts were already studied [54], these
two measures were never used before.
Taking the average of NBRP it was possible to calculate the Overall Firing Rate
(OFR) of one recording. In addition, also the network Burst Rate (BR) was calculated
dividing the number of detected NBs by the recording time, converted into minutes.
The NBRP can be thought as one dimensional signal of the overall activity of the neu-
ral network and before applying the more sophisticate approach based on Poincaré
plots (see Section 2.3.2) we calculated the first minimum of the autocorrelation
function and the first harmonic of the spectrum that account for the periodicity
and the intrinsic frequency of the NBRP, respectively.
Measures that are related to the frequency can be extracted from the interval
distributions. For example, the Inter-spike Intervals (ISI) distribution is calculated
from the time intervals between consecutive spikes. This measure is related to the
overall firing rate because when neurons spike more frequently the ISI distribution
tends to be peaked in the lower values as the times between spikes are less spaced.
The same distribution can be determined for the NB, i.e. the Inter-Burst Interval
(IBI) , defined as the intervals between two consecutive NBs, more specifically, the
time distance between the offset of a NB and the onset of the consecutive one. This
measure is related to the Burst Rate. An alternative distribution is the Inter-Peak In-
tervals (IPI) , that is, the frequency distance between two consecutive NB peak. The
IPI distribution can indicate how much variability a recording shows in the NB fre-
quency. For example, a flat distribution means that all the NBs have the same MFR.
A common way to calculate the variability and compare different distributions is the
Coefficient of Variation (CV) , the variance normalized with the mean of a distribu-
tion.
Analogous definitions have been used for the SC spike- and burst-related mea-
sures, that is, the OFR, ISI CV, BR, BL, BS, firing rate within burst, IBI CV and BI.
Here, the only difference can be found in how the bursts were detected because in
this case the ISI-based method was used (cfr Section 2.2.2). The only measure which
is calculated just for SC type is the bursting electrodes, that is, the number of elec-
trodes that show bursting behaviour.
For the sake of completeness, some other measures related to NB are shortly
mentioned, although they are not used in this work. In [52] the authors averaged the
NBRP of each NB in a recording and fitted the curve obtained with a known func-
tion in order to find quantitative parameters that describe its shape. More complex
characterization of the spatio-temporal pattern of NBs could be obtained by means
of the correlations measures, like in [49] where the authors computed the correlation
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coefficient (CC) between pairwise-spike-time-difference matrices, or in [46] where
the CCs were used to quantify changes between NBs. Finally, in [47] the authors
quantified the spectral content of NBs by studying the low-frequency component of
the local field potential.
2.3.2 Poincaré Plots
This section illustrates the measures extracted using the Poincaré plots, a tool de-
rived from the chaotic time-series analyses. To better understand this approach, a
brief introduction about chaotic dynamical system theory is given.
The chaotic regime has been proved to be an essential property in normal brain func-
tions as it facilitates the quick adaptation to mutable conditions. Thus, chaos theory
has turned an important tool for understanding the complex mechanisms of the ner-
vous system and the non-linear dynamics behind the human behaviour [26, 11].
When dealing with non-linear time series, in order to use dynamical system tech-
niques one should embed the time evolution in some phase space [21], a mathemat-
ical construction in which the coordinates represent the variables that specify the
state of the system. The trajectory in the phase space provides the evolution of the
system from which we can study interesting geometrical and dynamical property.
For the sake of simplicity, let us consider just deterministic discrete dynamical sys-
tems as we are dealing with experimental data. If x is a vector that specifies a state
in the phase space, the evolution can be described by a map
xn+1 = F(xn), n ∈ Z (2.1)
A sequence of points xn, solving the above equation is the trajectory of the dynam-
ical system, with initial condition x0. The simplest examples of attractors are the
fixed points and the limit cycles, that determine a stationary state and periodic mo-
tion, respectively. If the dynamic is characterized by chaotic behavior the attractor
can exhibit complicated fractal structure and it is called strange attractor.
Given the condition stated in the embedding Takens’ theorem [48], a chaotic
dynamic system can be reconstructed from a time series (such as a spiking recording)
by the method of delays. In formulas, the scalar measurements can be written as
sn = s(x(n∆t)) + ηn (2.2)
a time series of some quantity x taken at multiples of a fixed sampling time ∆t.
We look at the system through some measurement functions s and make obser-
vation up to some random noise ηn, that we will discard at this level of study. A
delay reconstruction in m dimensions is then formed by the vectors sn , given as
sn = (sn−(m−1)τ, sn−(m−2)τ, ..., sn−τ, sn), with n > (m - 1)τ. The time difference in
number of samples τ (or in time units, τ∆t ) between adjacent components of the
delay vectors is called lag or delay time. Under general circumstance the geomet-
rical object embedded in a m dimensional phase space formed by the vectors sn is
equivalent to the original sequence xn if the dimension m of the delay coordinate
space is larger than twice of the dimension D of the attractor, i.e. roughly speaking,
larger than twice the number of active degrees of freedom. Depending on the appli-
cation, even smaller m values satisfying D < m < 2D can be sufficient.
However, at the beginning we neither know the attractor dimension nor the time
lag. For determining the optimal embedding parameters m and τ one can start the
analysis with a guess and then tune them according to the results. Apart to meet the
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condition of the Takens theorem, a minimum value of m is desirable for reducing
the computational effort and unwanted redundancies. Thus, we started using the
minimum value permitted, m=2, and later we checked the goodness of the analysis.
As far as it is concerned the time lag, embeddings with the same m but different τ
are equivalent in mathematical sense, but in reality a good choice of τ facilitates the
analysis. If τ is small compared to the internal time scales of the system, successive
elements of the delay vectors are strongly correlated, making vectors sn clustering
around the principal diagonal of the phase space. If τ is very large, successive ele-
ments are almost independent, and the points are spread in an uninformative large
cloud. However, most of the time, a reasonable choice of τ can be visually verified
[21]. Below we will illustrate our choice of m and τ in the two cases taken under
study, when building Poincaré plots from IBI/IPI distributions (figure 2.17 lower
panels) and from NBRP (figure 2.17 upper panels), a discrete and a continuous sig-
nal, respectively.
FIGURE 2.17: The upper panels show the case of embedding in a two
dimensional phase space the entire NBRP signal (left-hand panel);
in fact, all the points (marked in red) are considered for building
the Poincaré plot (right-hand panel). The trajectory in a two dimen-
sional phase space is obtained by plotting NBRP against NBRP+τ,
with τ=500 ms. The lower plots report the case of a Poincaré plot
construction considering the IPI distribution (left-hand panel). Here
just the intervals between the points indicating a NB are considered
(marked with red dots). Two state variables (m=2) shifted by one in-
terval step (τ=1) are used to draw the trajectory in the phase space
(right-hand panel). The IBI Poincaré plot are analogously built. The
recording come from the dense culture 6-1-22.
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Let us start from the Poincaré plots obtained from IBI and IPI distributions.
These measurement sequences were embedded in a two dimensional phase space
(m=2) using the second state variable shifted by one interval step (τ=1), that is, plot-
ting the time series Xi, Xi+1 (see figure 2.17 lower panels), where X can be IBI or
IPI. We used a two dimension phase space because it was already possible to see
interesting attractor patterns. Thus, in order to reduce the time consumption of the
algorithm we did not increase the dimension further. The choice of the time delay
is usually the one used for discrete signals, as we wanted to see the relation be-
tween consecutive NBs. From the correlation matrix of the two delayed time series,
the eigenvalues ratio was calculated to evaluate the dispersion of the points. More
dispersed points correspond to a more variable signal, meaning that the NBs are ir-
regularly spaced (IBI case) or that they reach different MFR in a single recording (IPI
case). As it is shown in figure 2.17 (lower right-hand panel), another way to mea-
sure this variability is to quantify the clustering properties, as some points are con-
centrated on a particular area of the phase space. Then, we calculated the number
of clusters in the scatter plot by means of the agglomerative clustering algorithm.
We did not set the number of clusters but just the maximal distance threshold as the
maximum diameter span by the points (cfr Section 2.2.3).
Next, other measures related to the NBRP were extracted using the Poincaré
plot method. We embedded the NBRP continuous signal in a two dimensions phase
space (m=2) and we set the time delay between the two state variables at 500 ms,
that is, we plotted the trajectory in the space (NBRP,NBRP+τ), with τ=500 ms (see
figure 2.17, upper plots). We used a two dimensional embedding space for reducing
the computational time, as the attractors already looked well-shaped. Afterward,
we calculated the dimension of the trajectory to see if the condition of the Takens
theorem holds. In order to calculate the right time delay, the methods explained in
[26] were followed. One of the most common method is based on the first mini-
mum of the mutual information function. However, this function is monotonically
decreasing with these data, that is, it does not show a sharp minimum, at least for
short time delays. Then, an alternative method based on the first zero-crossing of
autocorrelation function was tried. Also in this case the method was not applica-
ble, as the autocorrelation function was strictly positive. Next, we calculated the
first minimum of the autocorrelation, and except for the really young cultures, this
value is not suitable because too high. However, we kept this measure for the next
analysis. Then, after some visual inspections we decided to take the fix value of 500
ms (same value used in [54]) because the plots shown well defined attractors. Using
this time delay, the mutual information between NBRP and NBPR+τ was calculated
and used as a measure for the subsequent steps.
As it can be seen from figure 2.17 (upper right-hand panel) we obtained well-looking
trajectory, that resembled the shape of strange attractors. To characterize the attrac-
tor, some basic concepts of chaotic dynamical system theory have been used, such
as correlation dimensions and Lyapunov exponents. These parameters are invariant
under the evolution operator of the system and thus are independent of changes in
the initial conditions of the orbit. In addition, both are independent of the coordi-
nate system in which the attractor is observed, making them suitable to be used with
experimental data. Another advantage of these quantities is that each one of them
will turn a sequence of data into a single number, which is convenient for comparing
different time series [26].
To quantify the fractal dimension characterizing a strange attractor we used the
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correlation dimension because it can be easily extracted from the data. For calculat-
ing the Correlation Dimension (CD), we divided the attractor into boxes of radius ε
and then calculated how many boxes, N(ε), we needed to cover all the points in the
dataset. Considering the relative frequency Pi with which the trajectory enters the








In order to calculate the CD the Grassberger-Procaccia algorithm [14] was used. We
used a publicly available Python implementation of the algorithm (see github reposi-
tory of JC Vasquez-Correa, https://github.com/jcvasquezc/Corr_Dim/blob/master/
Corr_Dim.py). Let the N points be denoted by x1, . . . xN , in some metric space with
distances
∥∥xixj∥∥ between any pair of points. For any positive number r, the correla-




N(N − 1) ∑i<j
Θ(r− |xi − xj|) (2.4)
where Θ(x) is the Heaviside step function. C(r) is monotonically decreasing to zero
as r → 0 . If C(r) decreases like a power law, C(r) ∼ rCD, then CD is the correlation






so the simplest and most naive way to estimate CD is to plot C(r) against r on a
log-log plot and to fit a straight line to the small-r tail of the curve. CD is then the
slope of this line. Calculating the fractal dimension of the attractor is also useful for
testing the goodness of the chosen embedding dimension. It came out that the at-
tractors obtained with our data have CD usually lower than 2 (see Section 3.1.2), so
the choice of the embedding dimension used to build the Poincaré plots is justified
because the condition CD<m<2CD is satisfied.
Lyapunov Exponent (LE) is one of the most important quantity for characteriz-
ing chaotic systems because a positive maximal LE is a strong signature of chaos.
Conversely, a zero maximal LE denotes a periodic orbit and a negative maximal LE
represents a fixed point. Therefore, LE is a measure of exponential divergence of
nearby trajectories or, otherwise stated, of the difference between a given trajectory
and the path it would have followed in the absence of perturbation. Assuming two
points x1 and x2 initially separated from each other by a small distance δ0, and at
time t by distance δt, then the LE is determined by the relation
δx(t) = δx(0)e
λt (2.6)
where λ represents the LE. An m-dimensional system has m LE with λ1, ..., λm in de-
scending order. Then, LE is a measure of sensitive dependence on initial conditions,
i.e. how quickly two nearby states diverge. Now consider two points in the time-
series, ti and tj, whose values are very close. That means the system reached near the
same state at the ith and jth iterations. Now consider the two sequences ti, ti+1, ti+2
. . . and tj, tj+1, tj+2 . . . We wish to know how these two sequences diverge from
each other. For this, consider the distance between the two sequences after k steps:
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d(k) =
∥∥ti+k, tj+k∥∥ (where ‖.‖ is the Euclidean distance). If the system is chaotic,
d(k) will initially rise exponentially with k. For this, one can plot ln(d(k)) against k
and apply a linear fit. The slope will be an estimate for the LE. However, since the
system is bounded, the two nearby states will not diverge indefinitely though. Their
exponential divergence will stop after some length. We must fit the straight line only
within this region, so we set the fit just for the first 4 steps (k). Now, this was for a
single pair of initial states. The LE is an average of this divergence exponent over all
nearby initial pairs. So we defined <d(k)>, the average over all starting pairs ti, tj,
such that the initial distance d(0) =
∥∥ti, tj∥∥ is less than some fixed small value. The
algorithm implemented finds all such initial pairs, calculates <d(k)> against k, and
the slope of the initial linear part gives us the LE. In order to speed up the calcula-
tion, we did not use all the pairs of points but just some of them (the first 1000). This
method is described in [4].
In literature the method of studying time series as attractors in an embedding
space is also called return plots methods. For example in [52] the authors used
this technique for studying the effect of low-frequency electrical stimulation in long-
lasting alterations in spontaneous activity of cortical neuronal networks. In [54] Wa-
genaar et al. used this method for studying the complex spatio-temporal pattern
of superbursts. Moreover, another widespread application of Poincaré Plots can be
found in Hearth Rate studies. For example in [17] the authors analysed the box
counting dimension of heart rate signal in both two- and three-dimensional Poincaré
plots in a group of post myocardial infarction patients. Another interesting imple-
mentation of the chaotic time-series methods can be found in [18] where the authors
extracted different features from Poincaré plots for classifying patients with arrhyth-
mia and healthy controls.
2.3.3 Spike Train Synchrony
When analysing experimental data obtained by recording the neural systems with a
multi-channel devise it is fundamental to quantify the correlation among the spike
trains. The activity synchronization can give us many important information about
neural coding process, the network state of development, or the presence of some
functional relations that reflect structural changes (cfr Section 1.3.2).
However, this task is not always so straightforward and some forethought should
be kept in mind when performing this kind of analysis. The action potential is not
an instantaneous point event but it has a certain extended time structure because the
spike is just a construction that we made up for facilitate the analysis. Then, consid-
ering also the time delay of signal transmission between neurons (see Section 2.2.1),
the synchrony should be calculated with reference to a range of time. Moreover,
the spiking activity (approximately from 1 Hz to 15 kHz, from quiescent periods
to high-frequency NBs, respectively) is much sparser than the sampling frequency
(typically set at 20 kHz). Thus, conventional approaches are usually not well suit-
able for measuring the spike correlation [9]. In [9] Cutts at al. summarized all the
necessary properties of a well-designed correlation measure for spiking data. This
measure should be robust to spike rate variability, to the recording duration and to
the timescale used to determine the synchronicity.
After an extensive literature research the authors in [9] classified the correlation
measures into six categories. Covering all the six categories is out of the scope of
the thesis as we wanted to test a wide-range of measures and not just correlations.
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However, we managed to extract seven different measures, based on pair-wise com-
parison of both continuous and discrete time series [24, 23] and on the overall net-
work dynamic synchrony [13]. Below the measures implemented in this work are
illustrated.
The simplest and most widely used measure of synchronization is the Pearson
correlation. Given two random variables X and Y, which correspond to two spiking





where cov(X,Y) is the covariance, and σX and σY the standard deviation of X and Y,
respectively. Its value is symmetric in X and Y and attains a maximum value of 1 for
complete synchronization, a minimum value of -1 for completely anticorrelated sig-
nals, and values close to 0 for linearly independent signals. In our implementation
the Pearson correlation was calculated from the binned spiking matrix (see Section
2.2.1) using the in-build Numpy function, through two different approaches. We
took into account the spikes in the entire recording and in sliding windows, with
a window width of 10 bins and an overlap of one bin. The latter permits to check
how the correlations changed over the time, between the bursting and not bursting
period, obtaining a more faithful value of the correlation.
In contrast to the cross correlation, mutual information quantifies not only linear
but also nonlinear dependencies between spike trains X and Y. It is a measure orig-
inating from information theory and is based on the Shannon entropy, a measure
which quantifies the uncertainty of a probability distribution. It is defined as
I(X, Y) = H(X) + H(Y)− H(X, Y) (2.8)






as well as the Shannon entropy of the joint distribution







pxy(i, j)logpxy(i, j) (2.10)
Here px(i) i=1,...,Mx (py(j), j = 1, ..., My) represent the normalized probabilities of
the i-th (j-th) state in X-space (Y-space). Their joint probability is denoted by pxy(i, j),
while Mx and My denote the respective numbers of states. Mutual information is
symmetric in X and Y and quantifies the amount of information about X obtained by
knowing Y and vice versa. If the logarithms are defined with base 2, it is measured
in bits. Mutual information is zero if and only if the two time series are indepen-
dent. We calculated this measure from the binned spiking matrix using the in-build
function in Sklearn library.
Another spike train distance used in our analysis was introduced by van Rossum
in [43]. Here the discrete spike trains X and Y are transformed into continuous func-
tions by convolving each spike tk with an exponential kernel. This kernel shape is
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motivated by its causality and its resemblance to the shape of postsynaptic currents.









For this method, the time constant τR of the exponential acts as the parameter that
sets the timescale, i.e., the temporal relationship between the spikes is evaluated for
low τR, while for high τR the distance is only sensitive to differences in rate. The
DR were calculated adapting the code from Elephant (Electrophysiology Analysis
Toolkit, https://elephant.readthedocs.io/en/latest/overview.html), an open-
source library for the analysis of electrophysiological data in Python programming
language.
In [9] the authors tested a wide range of correlation measures to see if they ful-
filled all the desirable properties they have reported. As none of the measures found
in literature passes the test, they ended up defining a novel measure covering all
the mentioned hallmarks, called spike time tiling coefficient (STTC) . To quantify
the correlation between spike trains X and Y, they looked for spikes in X which fall
within ±∆t of a spike from Y. They considered the proportion of spikes in X (PX)
which have this property. They account for the amount of correlation expected by
chance by making the minimal assumption that one expects the proportion of spikes
from X falling within ±∆t of a spike from Y by chance to be the same as the pro-
portion of the total recording time which falls within ±∆t of a spike from Y (TY).
Any extra spikes in X which have this property are indicative of positive correla-
tion. They therefore used the quantity PX - TY which is positive if spikes in train X
are correlated with spikes from train Y, and negative if there is less correlation than
expected by chance. Moreover, the normalization factor (1 - PXTY) ensures that the
coefficient lies in the range [-1, 1]. The coefficient should be symmetric so they con-
sidered both (PX - TY) and (PY - TX), combine the contributions from both trains and











The spike time tiling coefficient uses the proportion of the recording which falls
within ±∆t of spikes from X to determine whether the proportion of spikes in Y
which also have this property is indicative of correlation (i.e., more than is expected
by chance). Also this measure was calculated adapting the code from Elephant open-
source python library.
Synchrony is a property of the activity of large neuronal networks that can be
defined in several way. Here we used the definition given in [13]. One of the sim-
plest cases is a network of N neurons where the coupling between cells does not de-
pend on the distance between them. Such networks can settle into two generic states
called asynchronous and synchronous, depending on the temporal fluctuations of a
global neural variable, such as the population-average voltage or spiking activity. In
the asynchronous state, the variance of such quantity vanishes as N increases. On
the other hand, in synchronous states, the temporal fluctuations are on a global scale
and do not vanish as N increases. Since synchrony is related to the fluctuations of
global variables, it can be defined by averaging these fluctuations over a long time.
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To normalize the synchrony measure, this average is divided by the average fluctua-
tions in the variables of single neurons. Here we report the terminology used in [13],
where they derived the equation using the membrane potential V although the for-
mulation can be straightforward adapted to the instantaneous activity of neurons.
One evaluates at a given time, t , the average quantity V(t) = (1/N)∑Ni=1 Vi(t). The






malization of σV to the average over the population of the single cell variable one










χ(N) spans between 0 and 1. It is possible to show that χ(N) is related to the cross
correlation (CC) between the activity of pairs of neurons [13]. As we already said,
we are not considering the continuous voltage recording but the discrete spiking
data. Therefore, in order to calculate χ(N) of the cultured neural networks, we built
a binned spiking matrix reporting the number of spike within 50 ms bin (normal-
ized for obtaining the spike frequency) across the recording time for each electrode.
Then, we applied straightforward the equation 2.14 substituting the voltage with the
spiking frequency.
In statistics, the Fano factor (FF) , like the coefficient of variation, is a measure of
the dispersion of a probability distribution and it can be viewed as a kind of noise-





where σ2W is the variance and µW is the mean of a random process in some time win-
dow W. As a metric of comparison one can consider the Poisson process, in which
the variance is equal to the mean so FF=1. If the time window is chosen to be infin-
ity, FF is similar to the variance-to-mean ratio which in statistics is also known as the
index of dispersion. FF, along with the coefficient of variation, has been used in neu-
roscience to describe variability in recorded spike trains, quantifying the amount of
variance in the spiking activity relative to the mean spike rate [10]. Using the same
binned spiking matrix as the last measure, FF was calculated as the standard devia-




This chapter shows the main results of the analysis. All the measures extracted
from the neural activity data were systematically explored, checking how they are
influenced by different factors, namely, culture age, density and batch. This was
conducted at various levels, from preliminary exploratory statistics to some basic
distributions comparison. Finally, also more advanced analysis based on machine
learning techniques were performed.
3.1 Exploratory Statistic
Before applying sophisticated analysis, it is important to characterize and under-
stand the underlying properties of the data. In this section we are going to perform
some basic preliminary statistic, studying the effect of different factors on the in vitro
neural activity. This task was achieved plotting the measure distributions, dividing
them in a systematic way among the different elements that could affect the data,
as the age, density and batch. Then, in order to quantify the variability in the data
some simple statistical tests were performed.
3.1.1 Reproducibility of the Original Results
First of all, we tried to reproduce some of the results shown in [55], the original paper
that describes the dataset of neural network activity used in this work. Specifically,
we wanted to obtain a similar trend of the firing rate, the burstiness and lengths
(including the rising and falling times), over the different DIVs. These comparisons
were also performed for testing the goodness of the previous steps of the pipeline,
in particular, the burst detection. Here we focused only on the dense cultures but in
the next sections we will also look at the other density condition.
Furthermore, we also checked the bursting variability among different cultures,
comparing the recordings with the table reported in figure 2.3. We visually inspected
if the burst types observed and detected with our own implementation reflected the
ones reported in [55]. As it is already described in section 2.1.2, the authors in [55]
classified the bursts observed in the data according to different features, as the burst
size, burst rate, tail and ‘superburstiness’. In order to visually compare the burst
behaviour of the recording, we randomly picked some samples from the dense and
sparse dataset, we calculated the NBRP (also called AWSD) and we checked if we
could qualitatively classify the activity as in [55]. Hence, we could distinguish the
types of burst reported in the figure 2.3 as, for instance, little burst, long-tailed burst,
variability in burst rate and different kind of superbursts, both in early and elderly
cultures.
Subsequently, it was reproduced some of the scatter plots reported in [55], specif-
ically the figures 4 and 6. The former shows the averaged development of firing
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(baseline activity) and bursting activity in dense cultures, i.e the ASDR and the Burti-
ness Index (BI) along the days in vitro, respectively. The figure 3.1 from [55] was
visually compared with our own plots reported in figure 3.2. We could not com-
pare them quantitatively, i.e. studying their correlation, because we had just the raw
spiking activity and not the processed data.
FIGURE 3.1: A) Median ASDR as a function of developmental age.
Medians were taken across all 1800 one-second-wide time bins in in-
dividual half-hour long recordings. B) Burstiness index as a function
of developmental age. Dots in A and B are measurements from indi-
vidual cultures, colored by plating batch. Black lines are interpolated
averages across all cultures, using a Gaussian window with a half-
width of 1 day. Dots were horizontally jittered by ± 0.25 days for
visual clarity. Image taken from [55].
FIGURE 3.2: On the left the OFR (calculated as the ASDR in [55]) and
on the right the burstiness index along the DIVs. These scatter plots
were reported for reproducing the results shown in fig.3.1. The blue
dots represent the values for each culture and the black line is the
average over one DIV.
All the plots report the median culture value over the recording (dots) and the
overall average value across the different cultures with the same age (black line),
smoothed with a Gaussian kernel (SD = 1 DIV). It should be stressed out that the
measures are calculated until the 35th DIV, discarding the samples of latter age. The
dataset comprises of really few samples at 36-39 DIV, as it can be seen in table 2.1.
As far as it is concerned the firing rate (plots on the left in figures 3.1 and 3.2), the
two graphs are really similar, both in shape and scale. In fact, both the plots show
a baseline activity increasing up to 200 Hz until approximately the 28th DIV (with a
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steady increasing until the 15th DIV where the firing rate reaches almost 150 Hz) and
then a slightly decreasing until the 35th DIV.
Also in the case of burstiness index it is possible to see a similar rising trend.
However, the two curves are not perfectly the same because the definition of bursti-
ness used in this work is quite different from the one in [55] (cfr Section 2.3.1). How-
ever, the differences are really tiny. In general, the two curves show a rapid increas-
ing up to ∼ 0.3 until the 8th DIV and then they slightly decrease until the 15th DIV.
Afterwards, the trend starts to grow again, with some oscillation between the 20th
and the 28th DIV, until it reaches ∼ 0.75 at the end of the DIVs considered.
The next comparison is about the network burst lengths, namely the burst total
duration (BL), the rising time (RT) and the falling time (FT). As it can be seen from
figure 3.3, in [55] the authors plot the trend across the DIVs of the lengths, onsets and
offsets duration of all the bursts detected in all the dense cultures recordings. The
black line is the average across all the culture with the same age. They obtained these
plots measuring the ASDR as a function of time during the burst, smoothed with a
10 ms Gaussian filter. The 20% and 80% points between baseline and ASDR peak
were determined and used to define the burst phases. Thus, besides the different
detection method, they also used another definition for RT and FT.
FIGURE 3.3: From the left: the total length of individual bursts, du-
ration of onset and offset phases (Note the y log scale). In all panels,
dots represent individual bursts, horizontally jittered for clarity, and
colored by plating batch. Lines are interpolated averages, computed
in log-space, using a Gaussian window with a half-width of 1 DIV.
Adapted from [55].
FIGURE 3.4: Scatter plots of burst lengths, rising times and falling
times across the DIVs with log y-axis. The blue dots represent the
value for each culture sample. For each DIV the average is calculated
(black line).
All the plots in figure 3.3 decrease until the 20th DIV and then it follows an almost
steady behaviour, with a little rising in BL and FT. The lengths and the offsets lie
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between 1 s and ∼ 0.1 s while the onsets span to ∼ 0.01 s. In fact, as it was also
demonstrated in other studies [6], usually the burst shows a fast rising time and
a slower falling time, explaining the similarity between the BLs and the FTs. Our
reproduction of these plots, shown in figure 3.4, used a different definition of onsets
and offsets. As it was already explained in Section 2.3.1, the onset and the offset were
detected from the base of the burst to the peak. In general, the average lengths are
almost one order of magnitude bigger than the ones in [55], as on average the RTs
lies between 0.3 s and 2 s and the FTs between 0.8 s and 6 s. Thus, also in this case the
RTs are shorter than the FTs. Moreover, contrarily of what is shown in figure 3.3, all
the curves show an increment at the early ages, from 3th DIV to ∼ 8th DIV, and then
a slightly decreasing behaviour until the maturity (∼ 20th DIV). This phenomenon
is in line with what is reported in literature (e.g. in [6]), that is, a broadening of
bursts duration after few days the dissociated neurons were plated and a shrinking
when the cultures approach the maturity. After the 20th DIV the duration seems to
undergo to a small increasing with some oscillation between the 25th and the 30th
DIV, likely due to the different developmental batch behaviours.
These differences are certainly also due to the burst detection method imple-
mented. In the paper they first looked at single channel burst (‘burstlets’) and they
counted as a network burst if a minimum number of burstlets overlap. In our im-
plementation we analyzed the overall firing rate, looking for peaks above a certain
threshold (cfr Section 2.2.2). In this way we discarded really little NBs made by few
single bursts than not really affect the overall firing rate, a consequence particularly
present in mature cultures whit high baseline activity.
3.1.2 Measurement Trends
In this paragraph is shown a systematic study of the main properties regarding all
the measures extracted from the recordings. This will be useful for giving us a gen-
eral overview of the behaviour in different experimental conditions. It has been
reported (see [6]) that in vitro neural networks show rich variety of dynamics that
depend on density, culture age and the specific biological properties of neurons in
the culture (changing from batch to batch). In order to understand this variability
is important to graphically illustrate the activity considering each of these factors.
Therefore, for each measure two plots are reported, one for each density condition.
In figure 3.5 the column on the left reports the dense cultures and the column on
the right the sparse cultures and each row shows the trend for a different measure.
In these plots the median (black bold curve), the 25th and the 75th percentiles (black
dotted curves) of the measures are plotted against the culture age. Moreover, for
each batch, the overall average is drawn, showing the variability between different
preparations (coloured lines).
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FIGURE 3.5: Plots showing the trends across the DIVs (x-axis) of all
the 40 measures extracted (y-axis). The small blue dots are the sam-
ples. The black thick line represent the median calculated over all the
samples belonging to one DIV and the dotted lines are the 25th and
the 75th percentiles. The coloured lines are the average behaviour for
each batch. All the lines are smoothed with a Gaussian kernel (SD =
1). On the left column (A) the dense cultures and on the right column
(B) the sparse cultures.
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Let us start describing how the spiking activity evolves during the culture mat-
uration, focusing on how much differently the preparations behave. In the last sec-
tion, we already described the OFR trend across the DIVs in dense cultures. Here we
are going to illustrate the OFR in sparse conditions (figure 3.5.12B). Also in this case
the activity increases, at least after the 20th DIV, but it reaches lower averaged values
(the maximum is around 0.05 kHz at the 34th DIV). Conversely, the OFR does not
decrease in elder cultures but keeps increasing. Moreover, it is interesting to notice
how in different batches, both in dense and sparse density, the cultures show a dif-
ferent spiking frequency level but an overall similar trend during the development.
A related measure of the spiking activity is the ISI and the figures 3.5.13A-B show
how the intervals between two spikes evolve. The CV says about the regularity of
the spiking activity and an evident increasing during the development indicates the
presence of more bursts. Both dense and sparse culture show an ISI CV increasing
but in the latter the difference between young and mature cultures is more promi-
nent because it reaches a maximum value of 4 while in the former the highest value
is hardly 3. However, among the batches a diverse trend is shown.
The same measures taken from the single-channel recordings show a slightly
different behaviour because the overall increasing of the spike rate across the DIVs
is less accentuated (figures 3.5.32A-B). The most striking difference in the ISI CV can
be found in the sparse cultures (figure 3.5.33B) because it does not show the same
increase as in the multi-channel case.
As we already stated, the increase in ISI CV means that the spikes are more ir-
regularly interspersed. Indeed, the spikes start to be grouped within NBs, the most
prominent spatio-temporal pattern of the cultured neural network activity. In what
follows we will describe how the NB shape evolves in our cultures. In the previous
section, when we tried to reproduce some of the results in [55], we have already
discussed about the NB lengths, rising times and falling times in dense cultures.
In figures 3.5.2A-3A-4A can be also noticed how much variability is present among
the batches since, in general, they show a quite different averaged lengths, some-
times also of an order of magnitude. Conversely, when looking at sparse cultures,
no striking differences are found (figures 3.5.2B-3B-4B).
Another property to take into account in NB shape is the size, that is, the number
of spikes within the NB, and the related measure of burstiness, i.e. the NB size
normalized by the total number of recorded spikes. As expected, the NB size shows
an overall increase, more evident between the 18th DIV and the 25th DIV in dense
cultures. On the other hand, in sparse cultures the trend shows an initial raise before
the 18th DIV and after the 27th DIV. Moreover, between the dense and the sparse
cultures there is a gap of almost an order of magnitude and in both conditions the
batches show different average levels. For instance, in figure 3.5.6A it is possible
to see a NB batch with more than 104 spikes and another one that stays below 103
spikes.
In the normalized case (burstiness) the overall spikes augmentation is more ev-
ident (figures 3.5.9A-B), proving that the increasing of NB size is not only due to an
higher spiking activity but actually the spikes tend to be more concentrated in NBs.
In order to get a complete image of the spatio-temporal properties of the NBs are
important to check also the number of active sites involved in bursting activity. In
figures 3.5.7A-B the overall trend for dense and sparse cultures is reported. In agree-
ment with the NB size measurement, also the number of active electrodes seems to
slightly increase. In the dense preparations the electrodes vary on average from 50
to 55, while in sparse cultures they range from 20 to 40, an expected lower number
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because the neurons are placed farther with respect to the electrodes. Furthermore,
the trend of the sparse culture shows an unexpected drop at the 4th WIV, an odd
behaviour probably due to the batch variability.
In addition to the number of active sites it is also important to know how fast the
electrodes are recruited during a burst, i.e. the speed of the electrodes recruitment.
This is reported in figures 3.5.8A-B where the two trends are quite similar as both
have a steady behaviour around 0.03 electrode/ms. Also in this case the batches
show various trends.
Let us now compare the last measures with the single-channel (SC) counter-
parts. The burst lengths (figures 3.5.26A-B) show a small decrease across the DIVs
and the values are slightly lower than the multi-channel (MC) case. Conversely, the
burst size plots show an overall rising and also here the sparse cultures have less
spikes within the bursts compared to the dense ones (figures 3.5.27A-B). However,
if we are considering the burstiness, this diversity almost disappear as the values
range between 102 and 101 in both cases (figures 3.5.31A-B). It is also interesting to
notice the number of bursting electrodes in figures 3.5.30A-B. Analogously at the
number of active site in NBs, also here the bursting electrodes tend to increase dur-
ing the culture development and the sparse condition shows a much lower bursting
activity. Also at SC level the measures show a strong batch variability. For example,
in the number of bursting electrode in dense cultures, one batch shows a lower value
compared to other batches in early ages and another batch tends to decrease instead
of keep increasing or be steady in the elder stages of development.
Furthermore, in order to determine the NB shape we quantified not just the num-
ber of spikes but also their distribution in time. For example, in figures 3.5.5A-B the
maximum firing rate (MFR) is reported. We have already mentioned that the num-
ber of spikes within bursts tends to increase while the burst lengths diminish. Logi-
cally, one would expect an augmentation of the firing rate in the NBs. Indeed, these
figures confirm this hypothesis in both dense and sparse cultures. In the former
case the NB peaks on average reach a frequency of ∼3 kHz (with some batches that
overcome 10 kHz) and the higher frequency peak is reached after the 20th DIV. The
sparse trend is lower as it barely reaches 1 kHz, it shows more homogeneity between
different preparations and a more constant growing during the development.
In order to quantify the NBs variability of the MFR in one recording, we mea-
sured the IPI CV (figures 3.5.17A-B). In dense cultures the trend is quite stable
around 1, meaning that on average the NB peaks irregularity has a SD close to the
mean. Moreover, it shows a slight increase in the 2nd WIV and a little drop in the 5th
WIV, with a similar behaviour among the batches. The level of variability in sparse
culture is lower, with a more pronounced raising over the DIVs.
Through the Poincare plots we calculated also the eigenvalue ratio and the num-
ber of clusters of the IPI embedded in a two-dimensional phase space (cfr Section
2.3.2). The first case, reported in figures 3.5.18A-B, shows a steady behavior in all
the stages of development in the dense condition (even though some batches have
their own trend) while the sparse cultures show more variability, confirming some-
what the results shown in figures 3.5.17A-B. We tried to catch the variability of the
NB peaks also by means of the clustering property of the Poincare plots. In figures
3.5.19A-B both the curves for dense and sparse cultures exhibit an overall increasing
across the culture age in a similar range, namely, between 1 and 4.
As we have already reported in Section 2.1.2, quite many recordings present a
second level organization of the spikes, i.e., the superbursts. We firstly measured
the number of peaks within a NB, that is, how many times the overall firing rate
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increases above the baseline in the time-scale of a burst. The dense cultures show
a slightly drop during the development, even if some batches show the opposite
behaviour (figure 3.5.10A). The sparse cultures, instead, present three phases: the
2nd − 3rd and the 5th WIV report a multi-peaks behaviour while in the 4th WIV this
phenomenon is reduced almost to mono-peak burst activity. Surely, this is due to
the different behavior reported by the batches (figure 3.5.10B).
If the number of peaks overcame three we called the NB superburst (SB). In
figures 3.5.11A-B we report the ratio of SBs over all the NBs detected in dense and
sparse conditions, respectively. In accordance to what is reported in [55], the SBs are
more present in really young or elder cultures although the variability among the
batches is quite high.
In the single-channel counterpart, the firing rate property of the bursts is illus-
trated in figures 3.5.28A-B. In both dense and sparse conditions the overall firing
rate within the bursts tends to slightly increase (more pronounced in sparse cul-
tures) but not as much as it happens in the NB firing rate, confirming one more time
how important is the synchronization through the network more than the single
neural activity in shaping the NB patterns.
Another interesting feature that could be extracted from the recordings is the
NB rate, i.e. how many times the network synchronizes its activity showing up
the NB pattern. The figures 3.5.1A-B show an overall raising of the NB rate in
both dense and sparse cultures, with a similar trend reported in the OFR plots,
but unsurprisingly with a different scale as they were measured differently (kHz
and burst/minute, respectively). In dense cultures it increases until the maturity
(around the 22th DIV) and then it shows some oscillations most likely due to the
different batches behaviour. On the other hand, sparse cultures trend shows a more
regular increasing across all the DIVs.
One related measure to the NB rate is the IBI. As for the case of the IPIs, we
measured this quantity in three ways, through the CV (figures 3.5.14A-B), the eigen-
value ratio (figures 3.5.15A-B) and the number of clusters (figures 3.5.16A-B). The
last two measures were extracted from the Poincaré plots. In dense cultures the IBIs
show a steady variability with respect to the mean while in sparse culture seems
to slightly increase during the culture development. This behavior is also reflected
in the eigenvalue ratio trends. The number of clusters tend to increase across the
DIVs in both dense and sparse cultures, with a higher rising slope in the young cul-
tures. Hence, the rate of the bursts seem to increase during the development with an
almost constant IBI variability or with a small increment, in particular in early ages.
As for the spiking frequency, also the SC burst frequency does not show an
abrupt increment during the development (figures 3.5.25A-B ); in fact, the ontogeny
of the NB patterns in the network is mostly due to the more coordinated activity of
the neurons, as we will also see later when analysing the correlation measures. Like-
wise, the IBI CV in single electrodes shows similar constant trend around 1 in both
density conditions (figures 3.5.29A-B), trend not in accordance with the MC case.
In order to get the whole picture of the bursting dynamics in an one dimensional
time series we calculated the NBRP, i.e. the global instantaneous activity of the
network. From the NBRP we extracted some more ’sophisticated’ measures, as the
first minimum of the autocorrelation (figures 3.5.20A-B) and the first harmonic of
the power spectra (figures 3.521.A-B). The autocorrelation is the similarity between
two slided copies of the time series as a function of the time lag between them.
Hence, the first minimum indicates after how much time the signal will lose much
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of the self-similarity and, eventually, the periodicity of the signal. Both in dense and
sparse cultures this value increases until the maturity of the culture to around 5 s in
both conditions, and then is subjected to a small drop. The first harmonic indicates
the intrinsic frequency of the signal and, in agreement with the rate results already
reported, its value raises all over the development with a more abrupt increment
from the 3rd to the 4th WIV, where in the sparse cultures the frequency makes a jump
of almost two order of magnitude (from 10−6 to 10−4 Hz), one order more than in
dense cultures (from 10−5 to 10−4 Hz).
Moreover, we embedded the NBRP signal in a two dimensional phase space,
building the so called Poincare plots, and we extracted other measures using some
tools adapted from chaos theory that permitted us to quantify the neural network
activity from a dynamical system’s point of view. Firstly, we calculated the mutual
information between the original and the 500 ms delayed signal (figures 3.5.22A-B),
telling us how much correlation exists between them. In dense culture the value
shows an increment between the 18th and the 30th DIV while in sparse cultures we
did not report any relevant changes during the development.
Afterwards, from the attractor obtained in the phase space we extracted two
measures, the correlation dimension and the Lyapunov exponent, useful to quantify
the geometrical and dynamical properties of the attractors, respectively. In figures
3.5.23A-B the correlation dimensions decrease across the DIVs in both dense and
sparse cultures, but the latter seems to have a slightly higher overall fractal dimen-
sion of the attractors (dense cultures span from 1.6 to 1.0 while sparse from 1.7 to
1.2). In figures 3.5.24A-B the Lyapunov exponents are reported and in both density
conditions the values seem to be almost steady during culture development without
any striking overall changes. Just the level in sparse cultures, which ranges between
0.3 and 0.4, is little bit lower than in dense cultures, which is instead around 0.5.
One of the most important factors in the NB activity is the synchronization of
the neural activity among the network. The following measures try to quantitative
estimate this pivotal mechanism in neural networks that is at the base of all the main
brain functions. One simple measure that try to quantify the activity synchrony is
the Fano factor. However, as it is possible to see in figures 3.5.35A-B, it does not
seem to catch the right evolution of the network as the value is quite steady across
all the DIVs, contrary to what we have seen from other NB measures.
On the other hand, the synchrony measure taken form [13] behaves as expected
because in both dense and sparse cultures the general synchrony level increases dur-
ing the culture maturation (figures 3.5.34A-B). The major difference between the two
culture densities can be found at the beginning of the development where the sparse
neural networks do not show any coordinate activity until the 20th DIV while the
dense cultures present a little level of synchrony already at early DIVs.
Then, we also checked the conventional Pearson correlation coefficient, calcu-
lated from the entire recording (figures 3.5.36A-B) and with a sliding window pat-
tern (figures 3.5.37A-B). The former tends to increase even if at the last two WIVs
shows some irregularity due to the anomalous decreasing behaviour of some batches.
The latter slightly increases, mostly in the last two WIVs and the values are always
quite low, as they barely reach a correlation of 0.1. Indeed, the Pearson correlation
is usually not suitable for sparse data like the spiking recordings, whose have long
period of really low activity between two consecutive NBs. This drawback is partic-
ularly visible in the sliding window approach where the correlations are quite low
because the NB is present only in a small percentage of all the recording while most
of the time neurons are uncorrelatedly firing.
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As already mentioned in Section 2.3.3, a more suitable measure for this kind of
data is the spike time tiling coefficient (STTC), shown in figures 3.5.38A-B. It has
a similar behavior of the synchrony, at least in dense cultures because in the sparse
condition the coefficient just achieves a value of 0.1 in the elder cultures.
The last two considered correlation measures are the mutual information (fig-
ures 3.5.39A-B) , a measure similar to the Pearson correlation but that it takes into
account also non-linear terms, and the van Rossum distance (figures 3.5.40A-B). In
both cases the measures do not show a great variability across the DIVs but only a
small increment in the elder cultures. Moreover, also the difference between dense
and sparse cultures is moderate, although the dense counterpart reaches higher val-
ues, as expected.
3.1.3 Class Separability
After have qualitatively characterized all the extracted measures, now we will check
if the classes present in the data, namely density, WIV for dense and sparse cultures,
batch for dense and sparse cultures, are linearly separable. Specifically, the distribu-
tion differences and the PCA technique will be used for this scope. However, first
we need to choose the samples for each class. The table 3.1 reports the number of
samples for each class in every condition. In the bucket list below it is summarized
how the samples where chosen based on the confounding factors present in the data.
For a better understanding of how the choice were made refer to the table 2.3.
• When considering the density condition, namely dense and sparse cultures, we
included the samples from the 8th to the 35th DIV and the batches 5,6,7 which
are both present in sparse and dense cultures. For reducing the confounding
factors we considered just the last two WIVs (22th − 35th DIVs) and only the
batch 6, the one with more samples.
• In the case of culture age, we divided all the DIVs in 4 classes, one for each
WIV. In each density condition we considered all the batches or just one (batch
2 for dense and batch 6 for sparse) when trying to reduce the confounding
factors.
• When the classes were divided according to their batch (batch 1-8 in dense
condition and 5-7 in sparse condition), we chose the samples in two ways: 1)
with all DIVs in the data base; 2) with only the last two WIVs.
When we wanted to reduce the confounding factors (CF) in the density and batch
classes we picked only the samples in the last two WIVs because it is usually be-
lieved that from the third WIV the cultures are mature. It should be noticed that
when the data are strongly stratified, as in our case, in order to reduce the variability
for obtaining a more realistic and faithful classification accuracy we would meet an-
other problem, the overfitting due to the scarcity of samples. However, determining
the minimum number of necessary samples is hard because it depends on the com-
plexity of the classifier and the number of features. In fact, if we look at table 3.1, the
number of samples in the case without CFs is between one half and one fifth of the
subsets with CFs. Also for this reason we could not stratify anymore the data, for
example just considering few DIVs in density and batch classes.
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Density WIV Dense Batch Dense WIV Sparse Batch Sparse
Samples dense: 86 2nd wiv: 141 batch 1: 69 2nd wiv: 38 batch 5: 21
per class sparse: 125 3rd wiv: 123 batch 2: 137 3rd wiv: 28 batch 6: 48
(w/ CF) 4th wiv: 101 batch 3: 96 4th wiv: 21 batch 7: 56





Total 221 437 437 125 125
Samples dense: 18 2nd wiv: 40 batch 1: 10 2nd wiv: 12 batch 5: 12
per class sparse: 27 3rd wiv: 37 batch 2: 60 3rd wiv: 9 batch 6: 27
(w/o CF) 4th wiv: 30 batch 3: 41 4th wiv: 15 batch 7: 20





Total 45 137 173 48 59
TABLE 3.1: For each class the number of samples is reported. The
upper and the lower part of the table report the samples with and
without the confounding factors, respectively.
The first step of the statistical characterization of the dataset is to check the class
separability by determining the distribution differences between the classes. We cal-
culated the p-value through the Kolmogorov-Smirnoff test (KS). In table 3.2 the re-
sults are reported for each class. In order to get more faithful results, the confidence
level (0.05) was divided by the number of comparisons (Bonferroni correction). The
most striking outcome is that the majority of the distributions do not show any sig-
nificant differences (p-value higher than the corrected level of confidence) and, in
general, when the confounding factors are discarded the distributions do not tend
to be more dissimilar. This can be explained by the fact that the samples are not
linearly separable (as we will see better when visualizing the sample in the feature
space), when considering one measure at once. In order to separate the class we need
to consider more features together and just their interplay will enable us to classify
the data. Moreover, we should also remember that when removing the variability
factors the number of samples is drastically reduced and this can affect the distri-
butions, biasing the results. Afterwards, we will discuss more specifically about the
measures that seem to separate some distributions. Hence, in what will follow we
will not talk about the measures that do not show any discriminatory power.
In general the single-channel measures seem to have more discriminatory power
maybe because at the electrode level the activity can be more variable and thus dis-
tinguish our classes. At network level the activity is somehow averaged out and
the differences between the classes could be more tricky to detect using just one
measure. As far as it is concerned the spiking activity measures, as the OFR, the
distributions seem to be diverse in density and batch in the case with the CFs, while
also the WIVs classes are separable when we took out part of the CFs. The ISI CV
shows some promising results only in the latter case.
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MEASURE Density WIV Dense Batch Dense WIV Sparse Batch Sparse
Class 2 (1) 4 (6) 8 (28) 4 (6) 3 (3)
OFR 1 | 0 0 | 0 3 | 1 1 | 0 0 | 0
NB ISI CV 0 | 0 0 | 0 0 | 0 0 | 0 0 | 0
NB Peaks 1 | 1 0 | 0 2 | 1 0 | 0 0 | 0
NB Lengths 0 | 1 0 | 0 0 | 0 4 | 2 0 | 1
NB Rising 0 | 1 0 | 2 0 | 5 3 | 0 1 | 1
NB Falling 1 | 1 0 | 0 0 | 1 4 | 3 0 | 0
NB Electrodes 1 | 1 0 | 0 0 | 0 3 | 3 0 | 0
NB Rate 0 | 0 0 | 0 0 | 0 2 | 0 1 | 0
NB Elect. Speed 0 | 0 3 | 3 10 | 6 3 | 0 0 | 0
NB Size 1 | 1 0 | 0 0 | 2 4 | 3 0 | 0
NB Burstiness 1 | 0 0 | 0 0 | 2 2 | 0 1 | 0
NB S.burstiness 1 | 1 0 | 0 1 | 0 0 | 0 0 | 0
NB n. Peaks 0 | 0 0 | 0 0 | 0 3 | 0 1 | 1
NB IBI CV 0 | 0 0 | 0 0 | 0 0 | 0 0 | 0
NB IPI CV 1 | 0 0 | 0 0 | 0 0 | 0 0 | 0
NB IBI Eigen. Ratio 0 | 0 0 | 0 0 | 0 0 | 0 0 | 0
NB IBI Clusters 0 | 0 0 | 0 0 | 0 0 | 0 0 | 0
NB IPI Eigen. Ratio 0 | 0 0 | 0 0 | 0 0 | 0 0 | 0
NB IPI Clusters 0 | 0 0 | 0 0 | 0 0 | 0 0 | 0
NB 1st Harmonic 0 | 0 0 | 0 4 | 0 0 | 0 0 | 0
NB Autocorr. 1st min 0 | 0 0 | 0 0 | 0 0 | 0 0 | 0
NB Lyapunov 1 | 0 0 | 0 1 | 0 0 | 0 0 | 0
NB Corr. Dim. 0 | 0 0 | 0 0 | 6 0 | 0 0 | 0
NB Mutual Info 0 | 0 0 | 0 0 | 0 0 | 0 0 | 0
SC ISI CV 0 | 0 2 | 1 2 | 1 3 | 3 2 | 2
SC OFR 1 | 1 1 | 0 6 | 7 1 | 0 0 | 0
SC Lengths 0 | 0 0 | 0 0 | 0 0 | 0 0 | 0
SC Burst Rate 1 | 1 2 | 2 16 | 14 2 | 0 0 | 1
SC in-Burst Rate 1 | 1 3 | 3 12 | 10 1 | 1 0 | 0
SC Burst Size 1 | 1 0 | 0 0 | 3 1 | 2 0 | 0
SC Burstiness 0 | 0 0 | 0 1 | 0 2 | 2 0 | 0
SC IBI CV 1 | 1 0 | 0 14 | 8 1 | 0 0 | 0
SC Bursting Elect. 0 | 0 2 | 0 1 | 0 0 | 0 0 | 0
Synch 1 | 0 1 | 0 5 | 0 2 | 0 2 | 0
Fano Factor 1 | 0 0 | 0 0 | 0 0 | 0 0 | 0
Pearson 1 | 0 3 | 1 8 | 2 1 | 0 0 | 0
Pearson (SW) 1 | 0 2 | 0 1 | 0 2 | 1 2 | 2
Mutual Info 1 | 0 0 | 0 0 | 0 0 | 0 0 | 0
STTC 1 | 0 0 | 0 0 | 0 0 | 0 1 | 1
van Rossum 1 | 1 3 | 1 19 | 19 3 | 3 0 | 1
TABLE 3.2: Table with the number of different distributions for each
classes. The first row reports the number of distributions for each
condition and in the brackets the number of comparisons, used in the
Bonferroni correction when performing the pair-wise Kolmogorov-
Smirnoff test . The remaining rows show the number distribution
pairs with p-values lower than 0.05 divided by the number of com-
parison. Two cases were reported, with and without confounding
factors, on the left and on the right, respectively.
66 Chapter 3. Results
FIGURE 3.6: Upper plots: The first two Principal Components. The
samples are divided according to the density. On the left the plot
with the confounding factors , on the right with reduced confounding
factors. Lower part: the correlation of the measures that contribute to
the first two principal components for two conditions, with (upper)
and without (lower) CFs.
FIGURE 3.7: Upper plots: The first two Principal Components. The
samples are divided according to their WIV in dense cultures. On the
left the plot with the confounding factors, on the right with reduced
confounding factors. Lower part: the correlation of the measures that
contribute to the first two principal components for two conditions,
with (upper) and without (lower) CFs.
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FIGURE 3.8: Upper plots: The first two Principal Components. The
samples are divided according to their batch in dense cultures. On the
left the plot with the confounding factors, on the right with reduced
confounding factors. Lower part: the correlation of the measures that
contribute to the first two principal components for two conditions,
with (upper) and without (lower) CFs.
FIGURE 3.9: Upper plots: The first two Principal Components. The
samples are divided according to their WIV in sparse cultures. On the
left the plot with the confounding factors, on the right with reduced
confounding factors. Lower part: the correlation of the measures that
contribute to the first two principal components for two conditions,
with (upper) and without (lower) CFs.
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FIGURE 3.10: Upper plots: The first two Principal Components. The
samples are divided according to their batch in sparse cultures. On
the left the plot with the confounding factors, on the right with re-
duced confounding factors. Lower part: the correlation of the mea-
sures that contribute to the first two principal components for two
conditions, with (upper) and without (lower) CFs.
It is interesting to notice how the IBI- and IPI-related measures (CV, eigenvalue
ratio and number of clusters) in the multi-channel case show the worst results. Also
the NBRP-related measure do not seem good in significantly distinguish the classes,
as just in the batch dense class we calculated some p-values below the level of con-
fidence. Better results are given by the measures that describe the shape of a NB
(e.g. size, length) even if we do not consider the CFs the distributions do not show
considerable improvements. For example, good results are shown by the electrode
speed measure in dividing the WIV and Batch (only dense) classes. However, the
single-channel counterparts show better results in all the classification type but not
in the batch sparse case. For instance, the burst rate and the frequency within the
burst present good discriminatory power in all the classes unless the batch sparse
case. Moreover, the multivariate measures (e.g. correlations) present quite well sep-
arated distribution, with the van Rossum distance showing the best results and the
Fano factor and the mutual information the worst ones.
The first classification approach was to look at the distributions, studying indi-
vidual contribution of each measure. However, we could not come up with any
satisfactory results seen the complexity of the data we are dealing with. Below, the
results obtained with PCA are illustrated. PCA was mostly useful to see if when con-
sidering all the measures together the samples were linearly separable. Therefore,
we plotted the samples in the N dimensional space, where N is the total number
of features, and then projected the data in the first two dimensions that show more
variability (Principal Components), to visually see if the samples clustered in their
belonging classes.
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In figure 3.6 the two upper plots show the scatter of the samples divided by their
density condition, that is, between dense and sparse cultures. On the left the classes
slightly overlap while on the right the classes are more separated although the num-
ber of samples is highly reduced. The lower plots show the level of correlation be-
tween the measures involved in the first two principal components. The two cases,
with or without the confounding factors, are quite similar. In the first component the
measures seem to be almost all positively correlated, in particular the multivariate
measures. However some measures present anticorrelation, such as the correlation
dimension and Fano factor. The second component is more complex, having some
features that are correlated, as the NB lengths, superburstiness and the peak within
the bursts and some that show opposite behaviour, e.g. NB rate and the first har-
monic. Also in this case the multivariate measures have similar trend.
The PCA dimensional reduction for the WIV dense classes is reported in fig-
ure 3.7. In the presence of the CFs the four classes are hardly distinguishable and
when we removed the CFs the classes seem to be more separated even if the over-
lapping did not completely disappear. As far as it is concerned the contribution
of each measures in the first two principal components, in the first component the
measures do not show a strong correlation between them except for the multivariate
measures that are positively correlated, and correlation dimension and Fano factor
that are negatively correlated. In the second component we could find a group of
measures, as the NB lengths and superburstiness that are correlated, and a second
group of anticorrelated measures, as the multivariate ones and the first harmonic. In
the case without CFs the trend just slightly changes. The multivariate and some NB
measures (peaks, size, burstiness) show correlation and other anticorrelation (Fano
factor, SC length and correlation dimension) and in the second component almost
all the measures present the same trend (anticorrelation) with some exception (e.g.
Fano factor and SC length).
The figure 3.8 illustrates the first two principal components in case of batch
dense classes. Also here the different batch classes are overlapping with some re-
duction in the case with lower CF levels. However, the lower number of samples
and the higher number of the classes (8) do not permit a good definition of the class
clusters. The graphs that show the features contribution in the first two compo-
nents for the sample choice with and without CFs, are quite similar. Similarly at
the previous plots, in the first principal component the multivariate and some of
the single-channel measures are positively correlated with an opposite trend for the
Fano factor and the correlation dimension. In the second component we could iden-
tify two groups of measures with different correlation, the NB measures (lengths and
superburstiness) and the multivariate with the SC length and the first harmonic.
Then we looked at the sparse recordings and it held the same considerations
made for the dense classes. In figure 3.9 it is possible to notice the usual overlap-
ping of the four WIV sparse classes with an improvement when discarding the CFs.
The two principal components show the correlation for the multivariate measures
with the opposite behaviour of the Fano factor. In the first component we see also
a similar trend for the NB measures with a discording behaviour of the correlation
dimension, while in the second component we notice a similar correlation just for
the IPI- and IBI-related measures and no underlying patterns in the other NB mea-
sures. When reducing the CFs the correlation differences seem to be smoother, that
is, the measures tend to be more uncorrelated with respect to the case with more
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CFs, although the usual motives are still present.
The last figure 3.10 reports the batch sparse classes. The dimensionality reduc-
tion shows that some classes (e.g. batch 7 ) are quite separated from the rest of the
samples. When removing the CFs the situation does not show a significant improve-
ment, probably due to the lack of enough samples. The relation between the mea-
sures shows the already reported patterns, i.e. same correlation for the multivariate
measures (except for the Fano factor), positively correlation for the NB measures
with different trend for the IBI- and IPI-related measures and a stronger deviation
for the correlation dimension. In the second component the main difference can be
found in the fact that the NB-related measures seem to be more uncorrelated. Simi-
lar behaviors are present in the case with reduced CFs in which a slightly increasing
of the anticorrelated measures is reported.
In summary, in all the classification types we could identify a strong correlation
between the multivariate measures (with the exception of the Fano factor that shows
a discordant behaviour also in the developmental trends reported in section 3.1.2 ) as
expected because all of them quantify the level of the synchrony in the spiking activ-
ity. Moreover, an expected result was the correlation among the IBI- and IPI-related
measures and among the measures that characterize the size and shape of the NB, as
the NB length, rising time and falling time. It is also interesting the opposite behav-
ior often shows by the correlation dimension of the Poincare plot attractors, that can
be explained looking at the figures 3.5.23 where clearly the correlation dimension
tends to decrease.
Class density wiv dense batch dense wiv sparse batch sparse
w/ CF 50.97% 42.28% 42.28% 54.95% 54.95%
w/o CF 54.78% 48.88% 43.53% 55.25% 54.93%
TABLE 3.3: The percentage of variability explained by the first two
principal components in each type of classification. The first and the
second row report the values for the classes with and without con-
founding factors, respectively.
The table 3.3 reports the percentage of variability explained by the first two prin-
cipal components. The best score is given by the sparse cases even if they do not
show an improvement when the CFs are taken out. Conversely, the samples chosen
to classify the densities, the WIVs and the batches dense class show higher percent-
ages of explained variability without the CFs. This confirm also what we visually
inspected from the PCA plots in figures 3.6-10. In fact, in the sparse cases the classes
separability did not visually improved in the reduced CFs plots. As we already
stated, this problem is likely due to the lack of data, an issue more intense in sparse
cultures.
3.2 Classification
Using the same sample choices of the previous section for studying the distribu-
tions and the class segregation, we will show the classification results, performed
with two methods, the K-means clustering (KMC) and the Random Forest (RF), an
unsupervised and supervised technique, respectively.
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3.2.1 K-Means Clustering and Random Forest
Firstly, we tried to classify the data using an unsupervised method, the k-means
clustering. In table 3.4 the classification accuracies are reported. We checked the
degree of similarity between the clusters determined by the algorithm and the real
classes. The clusters were found without any hint about the real structure of the
classes but just studying the closeness of the samples in the features space. Hence, in
order to compute the accuracy, we assigned the predicted label to the k-means clus-
ters the same label of the nearest sample to the cluster centers. We also compared
this results with the probability to individuate the correct class by chance, reported
in the first row of table 3.4. The initialization of the cluster centers is random so
we set different seeds and run again the clustering algorithm to see how the perfor-
mance changed. However, the accuracy did not show different values with different
initialization seeds, so for this reason in table 3.4 is not reported any accuracy error.
In the table two values for each classification are shown, one with CFs and one
with reduced CFs, the same sample subsets used in the previous section. In general,
the accuracies are not really good compared to classification by chance. For exam-
ple, in the density classification the accuracy is below 0.5 and in the other cases the
results are only slightly higher than the random accuracy. When discarding most of
the CFs one would expect a better result but actually the accuracies did not improve
that much or, as in the case of WIVs classification it got worst. This can be due to the
low amount of data after removing the CFs. In fact, given the number of features
and the number of classes, the samples could not be enough numerous to correctly
distinguish the classes. For example, in the case of the WIV sparse the accuracy drop
from 0.49 to 0.19, below the accuracy given by chance. Just when we try to classify
dense and sparse samples the accuracy increased, passing from 0.41 to 0.76, above
the value given by chance.
Class density wiv dense batch dense wiv sparse batch sparse
by chance 0.5 0.25 0.13 0.25 0.33
KMC (CF) 0.41 0.33 0.16 0.49 0.32
KMC (no CF) 0.76 0.28 0.27 0.19 0.46
RF (CF) 0.91 ± 0.05 0.74 ± 0.05 0.89 ± 0.02 0.70 ± 0.05 0.90 ± 0.07
RF (no CF) 1.0 ± 0.0 0.80 ± 0.07 0.93 ± 0.04 0.76 ± 0.09 0.80 ± 0.14
TABLE 3.4: Accuracies of the k-Means clustering (KMC) and random
forest (RF) classifications, for the samples with and without CFs. The
first row reports the accuracy for classifying the samples by chance.
In the RF classification the accuracies are written in the form mean ±
SD, determined after running the algorithm for 5 times.
Subsequently, in order to predict with more precision the classes we performed
the random forest classification. We followed the analysis unrolled in [8] where the
authors examined the neural network ontogeny studying the recordings made in
multi-well MEA over the first 12 DIVs. They selected only 12 features to describe the
network activity and built a random forest classifier to predict the age of each well.
In this case a supervised method should yield higher value of accuracy. In fact, as it is
possible to see in the last two rows of table 3.4 we fulfilled better performances, with
values ranging from 0.7 to 1, all clearly above the accuracy given by chance. We set
up the random forest classifier fixing the random state for reproducibility aims, and
the number of decision tree at 200 to get rid as much as possible of overfitting issues.
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For the same reason, we repeated the classification partitioning the data between
training and test sets using a stratified 5-fold cross validation method. That is, we
repeated the classification for five times, each time we randomly split the samples
in five parts containing the same proportionality of the samples for each class. This
technique should lead to a less biased results. In these 5 subsets, four were used for
training the classifier and one for testing it. We did not use an higher k-fold because
our dataset was not big enough. Already with k=5 we could average out the biases
due to a wrong train-test portioning, containing to a low level the computational
times. As we iterated the RF five times, the mean and SD was computed.
The accuracies are around 0.9 for the density and batch classification, while for
the WIVs around 0.7. This is probably due to the higher variability within this classes
that comprise cultures belonging to different DIVs. This is a proof of how the cul-
tures are subjected to variability even in short range of DIVs. However, due to the
lack of recordings we could not shrink the dataset anymore, for example, trying to
classify specific culture ages. In the last row of table 3.4 the results with reduced CFs
are illustrated. Except for the odd behaviour of batch sparse classes, the classifica-
tion performances improved. Interestingly, the density classification show a perfect
output, with accuracy equal to one, but this is not always a good sign as usually
means overfitting issues, likely due to the scarcity of data. In the next section we
will see how data augmentation will affect the RF classification.
Following the example in [8] we also calculated the relative feature importances
(FIs) in each of the ten classifications performed, determined according to how much
they reduced the Gini index in the decision trees. This will give us an idea of how
the measures are involved in the segregation of the data, i.e. how much they define
the class separability in each condition. This method could be useful as a feature
selection if other classifiers were used (e.g. support vector machines as in [8]).
In figure 3.11 the FIs in density classification are reported. In the presence of
the CFs, the first three measures are the SC bursting electrode, the number of active
electrodes in NBs and the OFR in single-channel (SC) activity. When we discarded
the CFs the measure ranking slightly changed, with a higher importance for the
length’s measures (NB rising, falling and lengths). However, the SC OFR and the
NB electrodes are still in the first places. Another interesting difference is that many
measures in the case without CFs do not influence at all the classification, reporting
almost a null value of FI. For example, the IPI cluster dropped from the sixth spot to
zero FI.
The left side of figure 3.12 shows the FIs in WIV dense classification with CFs. All
the measures show similar FIs score but the first three are the NB rate, the Pearson
correlation (SW) and the mutual information of the Poincare plots. After the CFs
were removed most of the FIs tend to be more concentrate in fewer measures and the
ranking changed completely, at least for the first places. Now most of the importance
is held by the NB peaks. However, the worst measures did not shift as the IBI and
IPI clusters remained in the last positions.
In figure 3.13 the FIs derived from the batch dense classification is illustrated.
Here the relative values did not undergo to a lot of derangement after the Cfs were
taken out. In fact, the SC bursting electrodes and the NB ISI CV kept the higher level
of FIs. Conversely, the features positioned in the last places show more changes
because the NB IPI and IBI cluster from mid ranking positions became the worst
features.
3.2. Classification 73
FIGURE 3.11: Relative feature importances (FI) in RF classification
between dense and sparse cultures. The FIs were determined based
on the amount they reduced the Gini index. The horizontal bars
coloured by red indicate the features that count for the half of the
importance. Left: FIs with CFs; Right: FIs without CFs.
FIGURE 3.12: Relative feature importances (FI) in RF classification
among different WIVs in dense cultures. The FIs were determined
based on the amount they reduced the Gini index. The horizontal
bars coloured by red indicate the features that count for the half of
the importance. Left: FIs with CFs; Right: FIs without CFs.
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FIGURE 3.13: Relative feature importances (FI) in RF classification
among different batches in dense cultures. The FIs were determined
based on the amount they reduced the Gini index. The horizontal
bars coloured by red indicate the features that count for the half of
the importance. Left: FIs with CFs; Right: FIs without CFs.
FIGURE 3.14: Relative feature importances (FI) in RF classification
among different WIVs in sparse cultures. The FIs were determined
based on the amount they reduced the Gini index. The horizontal
bars coloured by red indicate the features that count for the half of
the importance. Left: FIs with CFs; Right: FIs without CFs.
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FIGURE 3.15: Relative feature importances (FI) in RF classification
among different batches in sparse cultures. The FIs were determined
based on the amount they reduced the Gini index. The horizontal
bars coloured by red indicate the features that count for the half of
the importance. Left: FIs with CFs; Right: FIs without CFs.
The next plots (figure 3.14) shows the FIs of the WIV sparse classification. Also
in this case the changes after the exclusion of the CFs are not that relevant, at least
for the measures with higher level of FI. As a matter of fact, the synchrony, the NB
rate and the SC burstiness keep being important, also with some score gaining with
respect to the other measures. Just the SC burst rate dropped from the second posi-
tion to the 15th ranking spot. As far as it is concerned the measures with the worst
FIs, it is worthy to notice how the NB ISI CV shifted from a mid position to the last
place.
Finally, we described the case of the batch sparse classification (figure 3.15). In
this case, removing the CFs brought to a drastic alteration of the ranking. When
the CFs were taken into account most of the FIs were due to the first measures,
namely, the IBI- and IPI-related measures. After reducing the CFs, the FIs were more
distributed over more measures and the first places were occupied by the Fano factor
and the NB ISI CV (that was important also before) and the IPI and IBI CV dropped
to the last ranking spots. Conversely, the superburstiness stayed in both cases with
the worst FI score.
In general, we can state that there is not any specific measure or a class of mea-
sure (NB, SC or correlations) that is more important in classification purpose because
it strongly depends on which type of class we wanted to individuate ad if we consid-
ered the CFs. Although, sometimes some features seemed to be more robust when
underwent to the reduction of the CFs. This is a different result that the conclusions
reported in [8] where the IBI CV and the ISI CV were found to be the more important
features. However, in that study they classified just the first DIVs and they obtained
the recordings from another type of MEA. We will come back on the overall FI in the
last section, after we will test the subsampling effects.
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In addition, we could not find a small group of measures detaining the major-
ity of the FI in almost all the classification because the FI differences among the
measures were usually tiny, meaning that, in order to achieve a good accuracy, the
classifier needed many measures and not just a bunch of them. In figures 3.11-15
the red bars show the measures contributing for half of the total FI. The number of
this measures ranges from 5 (in density classification with no CFs) to 15 (WIV clas-
sification in dense cultures with CFs) so, in general, there is no preference into few
features.
Moreover, we could notice a general trend: the number of features holding the
50% of the importance decreased when the CFs were reduced. The only exception is
reported in the batch sparse classification, an odd behaviour in agreement with the
drop of the accuracy illustrated in table 3.4.
In conclusion, one has to pick quite many measures (both in quantity and variety)
when dealing with this kind of data as for example in drug screening or to classify
healthy and pathological neural networks in order to achieve good classification
performances and get meaningful results.
3.2.2 Subsampling Effects
This section shows the results of the Random Forest classification under the effect of
subsampling, both temporal and spatial. As far as it is concerned the temporal sub-
sampling, we split the recordings in equal parts mainly for data augmentation pur-
pose. In fact, when we reduced the CFs the remained samples were not enough to
ensure a good classification performance without risking to meet overfitting draw-
backs. Since the recordings are quite long (around 30 minutes) we checked how the
accuracy changed by splitting the recordings by one half, one third and one quarter,
in order to double, triplicate and quadruplicate the number of samples, respectively.
In other words, we calculated again each measure for every piece of the shorter
recording obtained from partitioning in equal length the 30-minutes-long spiking
time-series. In this way it was possible to check if reducing the recording length
we still included enough spikes and bursts for extracting meaningful measures that
were used to get a more faithful classification accuracy, bypassing overfitting issue
due to lack of data.
Furthermore, we studied the effects of classification performance after reducing
the number of electrodes, checking in this way the robustness of the measures un-
der spatial subsampling. We sequentially took out from the recordings the spikes
coming from 10, 20, 30, 40 and 50 channels, which were picked up randomly. Rather
than run the recording again using different devices or switching off part of the elec-
trodes, we simulated the subsampled recording by randomly removing all data com-
ing from a given number of electrodes, computing again all the measures, and then
repeating the RF classification to see how well the classes could be discriminated in
subsampled conditions. Studying the spatial subsampling effect in this kind of data
is fundamental because recording spiking activity from a neural network in vitro or
in a living brain with the current technology, only a very small fraction of all neurons
can be actually accessed. Hence, to infer global properties, it is necessary to extrapo-
late from this small sampled fraction to the full system. Then we tested the validity
of the measures against this issue by further subsampling the already subsampled
recordings. As far as it is concerned the MEA device, it can evaluate recordings from
59 multi-units. This is only a small fraction of the entire cultured neural network,
which comprised around 50,000 neurons. To investigate this phenomenon, we com-
puted each measure applying a further subsampling, that is, evaluating a subset of
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the recorded units, following the analysis on the spatial subsampling reported in [25]
where the authors used the same neural network in vitro dataset. However, in that
study the authors used experimental data to test the validity of their novel analyt-
ical approach of the effect of spatial subsampling on the distributions of the neural
avalanches, a phenomenon that we did not take into account, though strongly re-
lated to the NB pattern.
The plots in figure 3.16 illustrate how the classification accuracy is affected by
the temporal and spatial subsampling, that is, by shortening the recording time and
removing the electrodes, respectively. In order to quantitatively determine accuracy
differences between each of the subsampled classification and the normal result, we
performed t-test statistic. In figure 3.16 we changed the point marker into a cross if
the p-value was below the level of confidence (set at 0.05), divided by the number
of comparisons (Bonferroni correction), that are three and five for the temporal and
spatial subsampling, respectively.
The first two plots report the accuracy in density classification. As expected,
when affected by temporal subsampling the accuracy steadily increased, at least in
the case with CFs, even if the changes are not statistically significant. In the clas-
sification with reduced CFs the accuracy is almost always the maximum possible,
with an out-of-trend behaviour when the recordings were split by half. It would
be interesting to test the accuracy while further splitting the recordings to check if
the case with CFs will reach similar values of the case of reduced CFs, or at some
point the accuracy will start to decrease because the recordings become too short for
extracting measures (e.g. shorter than a typical NB duration). We did not perform
this analysis because of computational time issue. A similar steady trend is reported
in the spatial subsampling case, where the classification accuracies considering CFs
do not show significant changes if electrodes were removed. Unexpectedly, also the
case with reduced CFs was not affected by the spacial subsampling, being the ac-
curacy around 1 in each subsampled condition. All in all, in density classifications
we could not observe significant differences maybe because sparse and dense cul-
tures are conditions that can be easily distinguished, as it was already visible in the
exploratory statistic analysis.
In the second row of plots of figure 3.16 the WIV dense classification accuracies
are shown. Starting from the temporal condition with reduced CFs, although the
accuracy passed from 0.80 to 0.85, we did not notice a significant increment when
splitting the recordings. However, when the CFs were considered, the accuracy sig-
nificantly increased from 0.74 to 0.85, reaching the same performance of the classifi-
cation of samples without CFs. As we already said, classifying the WIVs in normal
condition was a little tricky because the cultures show high day-by-day variability,
at least in the range of time we considered, as the cultures were under the influ-
ence of the fast initial development. In fact, in this case the accuracy shown the
worst performance but we could not stratify more the dataset because the number
of samples was too low for the number of features we were testing. As we obtained
more samples after performing data augmentation, it could be interesting to see how
the performance would change if shrinking the DIVs interval up to the ideal case
of comparison between two single DIVs. However, for this purpose probably the
recordings have to be split even more. Looking at the plot showing the spatial sub-
sampling effect, no relevant alteration can be noticed, as the accuracies are constant
in both the two different CFs cases, although in the last point (10 electrodes) the ac-
curacy for the reduced CFs seems to decrease approaching the value of the full CFs
case, around 0.70.
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FIGURE 3.16: The accuracy trends of RF classifications using subsam-
pled measures, both temporally (left column) and spatially (right col-
umn). All ten classifications are shown, i.e., density, WIV dense, batch
dense, WIV sparse and batch sparse for the sample choice with CFs
(red) and without CFs (blue). As a 5-fold cross validation was used
for splitting training and test set, the standard deviation of the ac-
curacy is also reported. If the accuracy is significantly different with
respect to the not subsampled case, the dot is replaced by a cross.
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As far as it is concerned the batch dense classification, when we split the record-
ings the accuracy slightly raised, from 0.89 to 0.92 in the case with CFs and from
0.93 to 0.98 in the condition with reduced CFs. However, after performing the t-test
it came out that these changes are not significant. Considering the trend maybe we
would find significant increment if we would further partition the recordings un-
less the measures will be affected by the temporal subsampling. On the other hand,
the classification performance affected by spatial subsampling shown significant de-
creasing, for each subsampled condition, at least when considering full CFs, as the
accuracy drop from almost 0.89 to values around 0.80. The case with reduced CFs
did not show significant changes, as the accuracies oscillate in the range 0.92-0.89,
thus, showing more robustness with respect to the case including full CFs.
Next, let us describe the plot reporting the classifications involving the sparse
samples. The WIV sparse classifications affected by temporal subsampling clearly
reported an accuracy improvement due to data augmentation effect. In the case
with full CFs all the subsampled accuracy shown a significant increment, up to 0.83,
when the recordings are split in four equal parts. In the case with reduced CFs, only
when the number of splitting is three, it was possible to notice a significant difference
with the non-subsampled condition, even if a general improvement is visible since
all the accuracies are above 0.85 while the non-subsampled counterpart is 0.76. In
the spatial subsampling the accuracies did not show significant differences. Just in
the last case, when only ten electrodes were considered in the measure extraction,
the accuracy shows a little drop to 0.58 and 0.65 for the CFs and reduced CFs case,
respectively. Conversely, the other accuracies range in the interval 0.65-0.70 in the
former case and 0.70-0.80 in the latter case.
Lastly, the batch sparse classification in the normal condition without subsam-
pling reported an odd behaviour because the case with reduced CFs has a lower
accuracy than the case with full CF. We speculated that this strange outcomes could
be due to overfitting. Indeed, when performing data augmentation the normal trend
was restored. The subsampled accuracies have a slightly increasing trend reaching
a value of 0.84 and 0.92 for the case with CFs and with reduced CFs, respectively.
However, also in the case of the spatial subsampling the accuracies switched posi-
tion, so probably the odd high-accuracy classification level reached with the CFs is
due to other external factors. If this accuracy value is discarded, in the last plot the
accuracies did not seem to be strongly affected by the spatial subsamplig as they
oscillate between 0.65 and 0.75 (CFs) or 0.75 and 0.85 (reduced CFs) since the signif-
icant differences reported in the plot by a cross are due to the outlier first value.
Summing up, we show the overall patterns came out after studying the accuracy
trends under the effect of subsampling. We can state that, as expected, the classi-
fication performance benefits from the splitting of the recordings in multiple parts,
in particular, when including CFs in the samples selection. This improvement was
more prominent in the WIVs classification in which, due to the high variability dur-
ing development and the lack of data, the accuracy shown the worst scores. As far
as it is concerned the spatial subsampling, removing the electrodes did not have a
strong effect on the classification performance since the accuracy did not report sig-
nificant changing, except for the extreme case of recordings extracted only from ten
electrodes where in some conditions the accuracy shown a significant decline.
Nevertheless, to obtain more meaningful insights from this analysis is important
to look at the role of single feature in different subsampled conditions. Below, we
will discuss about the feature ranking determined by their importance in classifica-
tion, focusing on the changes due to the subsampling. In particular, we will describe
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the features that count for the half of the importance (reported in the red cells in the
tables below) and with the worst scores. Also, we will stress out the alteration be-
tween the two CFs conditions, a discussion already started in the previous section.
Moreover, for the sake of clarity, we just reported the feature names without the ac-
tual FI value. This choice was also determined by the fact that the FI value is relative
to one particular classification so it would not be meaningful compare directly the
FI belonging to different subsampled classification. Thus, we will analyse their rel-
ative ranking order and the number of features holding half of the importance, a
threshold arbitrarily chosen for facilitating the comparisons.
In figure 3.17 the case of density classifications is illustrated. The upper table
reports the feature rankings in the case with CFs. Let us start from the temporal
subsampling. In the first three place we can notice the SC OFR, the MC OFR and the
number of active electrode in NB, and below, but still in the red area, the bursting
electrode (previously in the first place), van Rossum distance and STTC. It is also
interesting to check the last places that are occupied by the number of cluster and
eigenvalues ratio of IBI and IPI which in normal condition were placed in the first
half of the ranking. Moreover, the NB ISI CV is drop out from the red area. However,
apart this changes, the ranking seems to be quite robust under temporal subsam-
pling. Similar behavior can be seen in the spatial subsampling case, although here
the features counting for half of the importance is reduced when the number of re-
moved electrodes increases. When considering reduced CFs, the number of features
in the red area is constant in all the subsampled condition. The features occupying
the first places are similar to the previous case, e.g. OFR, SC OFR and number of
active electrodes. However, here it seems to be important also the duration of the
NB (NB length, NB rising, NB falling). Interestingly, in the last column, when only
10 electrodes are considered, the Lyapunov exponent and the van Rossum distance
are robust. As far as it is concerned the worst positions, also here the IBI/IPI re-
lated measures did not much contribute in the RF classification. Also other features
show low scores, as NB rate, NB mutual info for the temporal subsampling and NB
ISI CV, superburstiness, NB correlation dimension and SC bursts size for the spatial
subsampling.
In figure 3.18 the feature rankings obtained from the WIV dense classification
are illustrated. In the case with full CFs almost half of the measures lie in the red
area. As we already said, due to high variability within cultures with few DIVs of
difference, classify different WIVs is a non-trivial task. Thus, the classifier needed as
many features as possible. In all the cases, the most important measure is the NB rate
that is always placed in the top of the ranking. Then, also the NB mutual informa-
tion was always well ranked, together with van Rossum distance, Pearson (siding
window), and NB correlation dimension in the spatial subsampling classifications.
Some features that were important for the density classification keep being in the
red area also in this case, as the OFR, both SC and MC. Analogously, the IBI and
IPI related measures, in particular the number of cluster and the eigenvalue ratio,
were found in the lower part of the ranking, together with the superburstiness, the
number of peak within a NB, and, in the case of spatial subsampling, the number
of bursting electrodes, that in the density classification occupied higher positions.
A similar trend for the worst scored features is also found in the case with reduced
CFs. Conversely, the top-ranked features are different in this case. Now, the most
important features are the NB peaks, SC burst size, NB ISI CV, SC rate within burst
and the NB burstiness, where the latter gained importance at the most spatially sub-
sampled conditions. Though in the temporally subsampled case OFR and SC OFR
are in the red area, in the spatially subsampled ranking they lost importance.
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FIGURE 3.17: Table illustrating the feature importance ranking in
density RF classification with CF (upper plot) and with reduced CF
(lower plot). Every subsampled condition is reported, both tempo-
rally (columns 2,3,4) and spatially (columns 50,40,30,20,10). For clar-
ity, also the ranking without subsampling is shown in the first col-
umn. The red area represents the features that count for half of the
importance in the classification.
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FIGURE 3.18: Table illustrating the feature importance ranking in
WIV dense RF classification with CF (upper plot) and with reduced
CF (lower plot). Every subsampled condition is reported, both tem-
porally (columns 2,3,4) and spatially (columns 50,40,30,20,10). For
clarity, also the ranking without subsampling is shown in the first
column. The red area represents the features that count for half of the
importance in the classification.
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FIGURE 3.19: Table illustrating the feature importance ranking in
batch dense RF classification with CF (upper plot) and with reduced
CF (lower plot). Every subsampled condition is reported, both tem-
porally (columns 2,3,4) and spatially (columns 50,40,30,20,10). For
clarity, also the ranking without subsampling is shown in the first
column. The red area represents the features that count for half of the
importance in the classification.
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FIGURE 3.20: Table illustrating the feature importance ranking in
WIV sparse RF classification with CF (upper plot) and with reduced
CF (lower plot). Every subsampled condition is reported, both tem-
porally (columns 2,3,4) and spatially (columns 50,40,30,20,10). For
clarity, also the ranking without subsampling is shown in the first
column. The red area represents the features that count for half of the
importance in the classification.
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FIGURE 3.21: Table illustrating the feature importance ranking in
batch sparse RF classification with CF (upper plot) and with reduced
CF (lower plot). Every subsampled condition is reported, both tem-
porally (columns 2,3,4) and spatially (columns 50,40,30,20,10). For
clarity, also the ranking without subsampling is shown in the first
column. The red area represents the features that count for half of the
importance in the classification.
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Afterwards, we discuss about the batch dense classifications (see figure 3.19). In
the case with CFs (upper table), the most striking difference with the normal con-
dition is the loss of the first place of the NB ISI that drop out from the red area. Its
place was taken by the SC bursting electrodes, except in the case of the highl spa-
tially subsampled recordings (20 and 10 electrodes), where the SC lengths and the
NB electrodes are more important. Following the previous trends, the OFR, SC OFR,
NB first mminimum of autocorrelation and van Rossum distance keep being in the
red area and the IPI/IBI related measure in the last positions, together with super-
burstiness. On the other hand, when the samples were chosen considering reduced
CFs, the NB ISI CV is still important, even in subsampled conditions. However, also
here the SC bursting electrodes and the number of active electrodes in NB, as well as
the NB burstiness, are high-scored features. It is interesting to notice the multivari-
ate measures present in the red area in the spatially subsampled condition because
in the last column five over twelve features are correlations, even if van Rossum is
not included. In addition, the OFR and SC OFR do not seem to be that important as
they almost never lie in the red area. Also in this case, among the worst features we
could find the IBI/IPI related measures and superburstiness.
In figure 3.20 the classifications based on the WIV sparse condition are illus-
trated, both with CFs (upper table) and reduced CFs (lower table). In the former
case, among the most important features there are the mutual info, NB ISI CV, syn-
chrony and SC burst rate. Also some multivariate features, as Fano factor and Pear-
son (sliding window) play an important role in the classification. In the last place,
together with the usual IPI/IBI related measures and superburstiness, we could find
the NB electrode speed. Conversely, in the case with reduced CFs, apart the NB ISI
CV, the ranking considerably changed. Here, among the best-scored features it is
possible to find the NB rate and the SC burstiness, particularly important for the
temporally subsampled case, and NB first harmonic and Fano factor for the spa-
tially subsampled case, except for 10 electrodes recordings, as the first two places
are occupied by Pearson (sliding window) and the correlation dimension. Differ-
ently to the other classifications, the OFR and the SC OFR do not show good results
as sometimes they even appear in the last positions. Moreover, among the worst
scored features there are also the van Rossum distance, the SC bursting electrode
and the number of active electrode in NB in the spatially subsampled case, as well
as the IBI/IPI related measures and the superburstiness, which are also particularly
predominant features in the temporally subsampled lower rankings.
Finally, the case of the batch sparse classification is reported in figure 3.21. As
we already said, the classification with CFs shows an odd behaviour due to the high
level of accuracy and the IPI/IBI related measures that occupy the red area. How-
ever, when considering classification affected by subsampling, the ’normal’ trend is
restored. In the temporally subsampled classification, the best scored features are
OFR and SC OFR, together with the STTC and the van Rossum distance. In the spa-
tial subsampling, among the best ranked features one can find the SC IBI CV, the
SC burst rate and the Fano factor, as well as the already mentioned features in the
temporal subsampling case. In the spatial subsampling classification, together with
the usual IBI/IPI related measures, the NB burstiness also appears in the lower part
of the ranking. When reducing the CFs the feature that seem to be more involved
in the classification is the SC burst rate and, even if in lower position, also the NB
rate. For the temporally subsamples FI, also the NB ISI CV plays an important role.
As far as it is concerned the lower ranking positions, the correlation dimension, the




Due to the high variability between classifications it is not easy to find an underly-
ing pattern about the most important features. Thus, according to the classification
task of interest, one should carefully choose the most appropriate features, looking
at every factor that could affect the performance, such as experimental conditions,
confounding factors and level of subsampling, both temporal and spatial. Never-
theless, we highlight some general trends, unraveled after carefully analysing every
case, reported in the following bucket list.
• Let us start from the worst features, the IBI/IPI number of clusters and eigen-
value ratios, as well as the CVs, that are always placed in the lower part of
the rankings. A possible explanation for their bad behaviour can be found in
the fact that they need many NBs to be properly calculated. In other words,
in order to extract meaningful information from these measures, long record-
ings are needed. Thus, seeing the problems related with the culture survival,
they are not suitable measures for this kind of analysis if extended recordings
cannot be performed.
• We reported considerable changes when performing the same type of classi-
fication with different levels of confounding factors, at least for the decisive
features in the classification performance. When performing classification with
complex data is important to carefully select the samples in order to drop out
as much variability as possible, stratifying the data but being aware of the
overfitting issue by keeping enough samples.
• Interestingly, the number of features counting for half of the importance (fea-
tures placed in the red area in the previous tables) did not change significantly
in the different subsampled conditions. This could mean that the number of
features needed to perform the classification is not affected by the subsam-
pling. As we already said, many features usually yields to better performances
despite of the recording length and the number of electrodes considered.
• When we looked at the rankings under spatial and temporal subsampling, we
usually did not observe striking differences between the two conditions, even
if some exception have been reported. Hence, the classifications are quite ro-
bust when the recordings are affected by subsampling. Although a single
measure can be affected by subsampling, the overall classification still shown
good performances.
• In this thesis our main focus was on the measures extracted from the network
bursts. However, we tested also many measures extracted from spiking activ-
ity and single channel recordings. It came out that they are actually important
to characterize cultured neural network activity as the OFR, many SC measures
and correlations often occupied high-ranked feature importance positions. In
other words, they are more affected by the intrinsic variability of the neural
activity in vitro.
In addition to the specific-case classification analysis, we wanted to study the gen-
eral robustness of the extracted measures considering the overall effect of the culture
variability due to density, WIV and batch, as well as the temporal and spatial sub-
sampling influence. Therefore, we calculated the number of times each feature fell
in the red area of the previous tables, that is, how many times it counted for half
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of the importance in the classification. Then, we normalized this value for the total
number of classifications performed and we called it Half Importance Index (HII) .
FIGURE 3.22: Ranking of all the 40 features according to the number
of time they account for half of the importance in the RF classification,
normalized by the total number of classification performed. For the
sake of brevity we called it Half Importance index. Considering also
the subsampling analysis we performed 90 different classifications.
In figure 3.22 we ranked the features in decreasing order of importance. First
of all, the only features that have an HII above 0.5 are the NB ISI CV, the SC burst
rate, the van Rossum distance and the SC OFR, noticing that the last three derived
from single-channel recordings. Moreover, we found out that the most important
feature is the NB ISI CV, confirming somewhat the study reported in [8]. In this study
they also found the NB IBI CV to be important while in our work it does not show
a good behaviour. However, we should remember that in [8] they only classified
cultures in the early developmental stages (first two WIVs), without considering
other experimental conditions or subsampling effects.
Looking at the worst features, together at the already mentioned IBI/IPI related
measures, the superburstiness has null value of HII, probably due to its high diver-
gences among the cultures as it did not show to follow a pattern according to the
experimental conditions. However, this spatiotemporal activity is not yet well un-
derstood and should be further analysed because it is believed to play an important
role in information processing [54].
In general, the multivariate measures have an important role in the classifica-
tions, and in addition to the van Rossum distance, also the synchrony and the STTC
have a good HII score. As expected the Pearson correlation is not really suitable for
spiking data although the sliding window approach shows better results because it
behaves better with quiescent activity periods.
As far as it is concerned the NB measures, the NB rate is the one with higher HII.
However, the general trend of this kind of measures shows quite low importance, as
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for example for the measures related to the duration. Though the rising time seems
to behave well, the NB length and falling time report low HII values.
Considering the novel measures that we calculated, just the first minimum of the
autocorrelation appears among the best positions. Conversely, all the features ex-
tracted by means of the Poincare plots do not show high value of HII, making them
not good measures for characterize the neural network activity for our classification
purpose, that is, for discriminating cultures with different age, density and batch.
Moreover, an high computational effort is needed for calculating them so they will
make the classification task quite time-consuming if they have to be extracted for
an high number of recordings. However, we are not neglecting their utility in other
analysis purpose. For example, the attractor-based measures, like Lyapunov expo-
nent and correlation dimension, are quite stable over different experimental condi-
tions so they could describe intrinsic dynamical and geometrical properties of the
culture system and they can be useful in classification task where the spontaneous
culture variability has to be discarded.
In conclusion, due the importance shows by the multivariate features, alterna-
tive ways for characterizing cultured neural network activity should be addressed
to network-based measures. In fact, from correlation measures one can derive a
functional network from which novel features can be studied [12]. As we already
mentioned in Chapter 1, the cultured neurons networks are extremely characterized




In conclusion, we discuss the most important results at the light of the motivation
behind the analysis, with a particular focus on the difficulties met and the possible
future developments to improve this work.
The data analysed in this work represent the spiking activity of cultured neu-
ral networks recorded via multi-electrode array (MEA) [55]. The neurons cultured
in vitro are a cheap and simplified experimental protocol that allows to study the
neural network activity in a more controlled manner. MEA is a device designed for
multi-unit an high temporal resolution recordings of the neural network activity is
coupled with. One of the most interesting patterns emerging from the activity is the
network burst, a stereotyped spatiotemporal event that involves the spiking or the
bursting activity from many points in the network in a short period of time. This
highly synchronized events are separated by longer periods of sparse and random
activity. The characterization of the cultured neural network is mostly based on the
description of the changes in the network bursts activity. In the cultured neural net-
works many factors could affect this activity, i.e. the plating density, the culture
age, inter-batch and intra-batch culture variability. The latter could be due to ge-
netic differences between the embryos even if they come from the same mother or
if analysing cultures harvested from different brain tissues. However, usually the
culture-by-culture variability is lower than the other factor (see [55]) and we did not
considered it in our analysis.
This thesis aims to characterize these sources of variability extracting a broad
range of measures that exhaustive describe a wide variety of activity patterns, as
network bursts and spikes, both at single channel and network level. We also cal-
culated measures using techniques borrowed from spike train synchrony methods
and Poincaré plots. The analysis were performed by means of different statistical
methods: checking the trends and distributions of each measure, using unsuper-
vised learning as PCA and clustering, and finally implementing a random forest
classifier. The classification tasks considered were five: dense vs sparse, different
WIVs in dense condition, different WIVs in sparse condition, different batches in
dense condition and different batches in sparse condition.
The analysis tools developed in this work can be used with any data obtained
from experiments involving cell cultures coupled with MEAs. The ultimate goal of
this work is not just classifying different culture conditions, as density, age or batch,
but implementing a general analysis methodology that can be used also for data
coming from stimulated network activity, both chemically and electrically. Study-
ing how the neural network responds to stimuli can lead to new insights in brain
functions and pathological disrupted mechanisms. Also the network behaviour per-
turbed by chemical compounds and drugs could lead to new findings useful for
disease treatments and toxicology screening.
According to the literature [6, 35, 55] the activity in vitro starts with random
sparse spiking on few channels. During the first two weeks in vitro the networks
grow fast, create new connections, boost the level of synchronicity, and finally give
rise to bursting activity, a pattern that appears in different forms, depending on the
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developmental stage, density and batch. We confirmed the results found in liter-
ature: the neural network transits from low activity at early developmental ages
(e.g., the first week in vitro) to high-frequency coordinated bursting at later stages
(e.g., the second week in vitro and beyond). The NB changed shape, from broad and
infrequent NBs, to frequent sharp NBs with a prominent peak.
Before performing the classification, we checked the class segregation to pre-
ventively inspect how much variability affects the data simply looking at the single
distributions or by means of unsupervised learning methods, as PCA and cluster-
ing. The complexity of the data yield to non-linearly separable classes, as it was
difficult to visually delineate neat groups in the reduced feature space obtained by
PCA or find the right class labels by means of K-means algorithm. From this pre-
liminary analysis came out that only the density classes were quite distinguishable.
Separate sparse and dense classes was the easiest task because the cultures shown
considerable different behaviors in the two densities. For example, the overall activ-
ity is in general lower in sparse condition as the neuron-electrode coupling is fainter
due to the higher spread of neurons in the plating volume. Moreover, the NB pat-
tern appeared with delay in sparse cultures, their shapes also differed as they were
in general shorter and less frequent and, as the neurons made less connections, the
multivariate measures shown lower values. For the other cases the class separability
analysis did not show good results. Thus, more sophisticate methods are needed to
discern the high diversity of the neural activity, that is, by using supervised learning
technique as random forest, the same method used in [8].
The outcomes of the random forest classifier confirmed the results about the den-
sity classification, as it achieved the highest accuracy with respect to the other clas-
sification tasks. As far as it is concerned the WIV classes, even using a wide range
of features, it was hard to recognize the right WIV class also with the random forest
classification. Thus, considering an entire WIV is not advised and comparing activ-
ity in distinct DIVs should lead to better results, if one possesses enough recordings
from the same culture age. The worst results shown by the WIV classifications are
due to the changes induced by development in vitro. As the neural network grows, it
creates new synaptic connections between neurons trough activity-dependent mech-
anism. The other factor considered is the inter-batch variability, a subtle element
that actually affected the detected activity. In fact, the random forest classifications
shown good performance results, even higher than the ones reported in WIV classifi-
cations, demonstrating the possibility of distinguish cultures coming from different
batches. Each batch contains neurons extracted from different pups so they could
still retain some innate characteristics and properties originating from the brain tis-
sue they were derived from. Despite these neurons having been dissociated before
plating, the activity may be determined by genetic factors. Thus, more sophisticate
statistical methods are needed while try to include in the same analysis non-sister
cultures recordings. The analysis methodology implemented in this thesis can be
useful to individuate the features that are less affected by batch variability.
We implemented a random forest algorithm because, in addition to performing
classification, it is able to estimate the contribution of each feature to the prediction
capacity, the so-called feature importance score. The first impression we obtained
from the classifications was the number of feature needed to reliably identify the
categories examined. We counted how many features were involved for half of the
importance. Although for each condition the parameters with higher importance
were different, the classifier always needed many features to achieve good perfor-
mance. This shows how using multiple features collectively provides more robust
discriminatory power then relaying on a single or few measures.
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Another consideration about the classifications is the role of the confounding
factors. As we already said, the data are characterized by high intrinsic variability
that has to be considered when choosing the samples to classify. When reducing the
confounding factors the classification accuracy was considerably higher, and usually
less features were needed. However, when trying to get rid of the confounding
factors one has to be careful to not discard too many samples.
When we reduced the confounding factors the number of remaining samples
was too low so to avoid overfitting we decided to split in equal parts the recordings.
As expected, the classification performance improved and more reliable results were
obtained. Moreover, we could test the robustness of the measures over the temporal
subsampling, that is, how the classification is affected if shorter recordings are used.
From the results we may speculate that the 30-minutes-long recordings can be re-
duced to one quarter and still faithful measures can be extracted. The only features
that do not seem to behave well under temporal subsampling were the IBI/IPI re-
lated measures that due to their nature they require to be calculated from a recording
containing many network bursts. It would be interesting to keep splitting the record-
ings until the overall accuracy starts to decline. However, due to time-consumption
problem (the computation of all the measures from all the recordings needed few
days) we could not go further with the splittings. Nevertheless, we could speculate
that if we split the recording up to several seconds, the average length of a NB, we
might still extract meaningful measures from the time-series.
Another problem due to the nature of the neural recording devices is the spa-
tial subsampling cause they have to assess an enormous number of neurons with a
limited spatial resolution. Thus, investigate to which extend the network properties
can be defined with fewer electrodes is important because we can extrapolate the
robustness of the features when recorded with the full device. Moreover, studying
the spatial subsampling can have implication on in vitro experiments using multi-
well MEAs. These devices are usually built with a reduced number of electrodes per
well for permitting to study many cultures in just one plate. Moreover, assessing the
robustness of the measures extracted with less electrodes can be useful in the case
of malfunctions of the MEA chip, as many times some electrodes are deteriorated
or do not detect the extracellular potentials for other reasons. Our finding suggests
that, in general, reducing the number of electrodes does not affect considerably the
classification. Probably the activity patterns were gross enough to be detected even
with fewer electrodes or maybe the more important features are the single-channel
measures that by definition are not affected that much by subsampling. In order to
better assess which measures are more affected by subsampling it would be inter-
esting to repeat the classification just using a particular group of measures in order
to adopt only the most robust. An exception was found for the case with extremely
subsampled recordings, i.e. with only 10 electrodes, where the more subtle changes
in the activity could not be easily detected.
Also in the case of the subsampling, both temporal and spatial, we checked how
the feature importance was affected. Apart the IBI/IPI related measures, we did not
find a particular group of features more sensitive to subsampling, because for each
type of classification we observed different trends. Therefore, as the type of mea-
sures available for describing neural network activity are innumerables, depending
on the aim of the research one should pick the more suitable features. However,
when we calculated the Half Importance Index, it came out that the more robust
measure is the NB ISI CV, as well as other measures extracted form single-channel
recordings and multivariate measures. Surprisingly, the network burst related mea-
sures were not of primarily importance in the classification. Probably, multi-channel
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measures are less affected by intrinsic variability as they take into account the activ-
ity recorded by many electrodes. Some of the measures, even if correlated, shown
different importances, as for example the rising time has higher feature score than
the network burst length or falling time, or among all the multivariate measures the
van Rossum distance shows the highest HII.
In some studies, e.g. in classification between spontaneous and perturbed ac-
tivity, the inner sources of variability, due to density, age and batch, have to be
discarded. This implies that the features that have an high HII score in our clas-
sifications, which try to discriminate these culture conditions, might not be suitable
for any purpose. Thus, in each classification task some case-specific measures have
to be extracted using the analysis pipeline here implemented.
The measures extracted by means of the Poincaré plots shown quite poor sensi-
tivity, making them not that suitable for our classification purpose. However, as we
have already stressed out, in different classification conditions they can still be good
measures.
Due to the results obtained with the multivariate measures, an alternative way to
characterize these data is by means of network-based measures. As we are dealing
with neural network activity, these measures seem the natural way for studying their
underneath spatio-temporal patterns. We could apply the complex network theory
for analysing this kind of non-linear data because from the multivariate measures
one can obtain a functional connectivity. From the functional connectivity is possi-
ble to extract graph theory-like measures of segregation and integration, as degree
distribution, centrality and connectivity. Moreover, if the neural network structure is
available, the link between functional and structure connectivity could be assessed
and the activity-dependent mechanisms that play a pivotal role in shaping the net-
works during development can be studied.
Furthermore, the analysis pipeline could be tested also using synthetic data. Us-
ing computational models, properly fitted with experimental data, is useful for hav-
ing more control over some parameters, as for example for testing the role of the
network structure over the dynamics. Studying the role of the network topology
and its relationship with the functional connectivity can shed lights on pivotal neu-
ral mechanisms not yet well understood. Moreover, using simulated neural network
one could ideally record or stimulate every neurons, getting rid of the spatial sub-
sampling issues. Through the use of computational model it is possible to study how
the noise influences the network activity, as it is thought to play an important role
on dynamics. The optimal noise level indicates the presence of stochastic resonance,
which allows the network dynamics to respond with high sensitivity to external sig-
nals, facilitating learning and adaptation. Moreover, in a simulated neural network
one can inspect the role of excitatory and inhibitory competitive balance, an inter-
play that is important for the emergence of network burst patterns and for many
neural functions.
As far as it is concerned the machine learning techniques, we used random forest
classification because it calculates also the feature importance score. However, the
next steps of the analysis should be selecting the best features to apply in a more
performant classifier. In addition, also other type of data could be tested, for exam-
ple coming from different preparations, cells (e.g. human stem cells) or recorded
with more performant MEA devices, as high-density MEA or multi-well MEA. The
technological advance together with new powerful analysis approaches will enable
us to deeply understand the more intricate mechanisms behind the brain functions.
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MFR Maximum Firing Rate
MC Multi Channel
MEA Multi-Electrode Array
NBRP Network Burst Rate Profile
NB Network Burst
OFR Overall Firing Rate






STTC Spike Time Tiling Coefficient
SD Standard Deviation
χ(N) Synchrony
DR van Rossum Distance
WIV Week In Vitro
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