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This paper studies the H1 performance for the uncertain recurrent neural networks with
both nonlinear external disturbance and Markovian jump parameters, in which the time
delay is varying. Our objective is to design robust controllers, that are independent of
the time delay, such that the uncertain system is stochastic stable with a generalized H1
disturbance attenuation level c. For the given uncertain stochastic system, new controllers
which are composed of a linear controller and an adaptive controller are proposed to real-
ize H1 control by introducing a switching function and using the idea of completing
square. Based on Ito^’s differential formula and Lyapunov stability theory, new sufﬁcient
conditions are obtained in terms of linear matrices inequalities. A numerical example is
constructed to show effectiveness of the designed controller in this paper.
 2010 Elsevier Inc. All rights reserved.1. Introduction
It has been well recognized that the stochastic modeling has become to play an important role in many branches of
science and engineering applications. A class of linear stochastic systems, introduced by Krasovskii and Lidskii in [1], has
received notable attention in the past decades. This family of systems is a class of special hybrid systems with two compo-
nents in the vector states: the model, described by a continuous Markov process with ﬁnite state space, and the states
described by a couple of differential equations. Recently, a large number of attentions has been paid to the stability, control
and ﬁltering for Markovian jump systems [2–8].
In practical implementation of neural networks, uncertainties are inevitable in neural networks because of the exis-
tence of modeling errors and external disturbance. The presence of the time delay, as a source of instability is very com-
mon in practical dynamical systems. In the real word, time-varying delay in neural networks is more practical than the
constant time delay. Extensive research has been conducted to study the stability and control of the uncertain systems
with both constant delay and time-varying delay [9–15]. A notable fact is that a signiﬁcant number of fundamental re-
sults for deterministic systems have been extended to stochastic systems. For exzmple, [16] discussed the control for. All rights reserved.
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jump parameters and time delays has been studied in [17], where some useful stochastic stability conditions are given
in terms of Linear Matrices Inequality. Also, in [18], the nonlinear H1 control of stochastic time-delay systems with
Markovian switching has been investigated. However, the authors did not consider the stochastic system with uncertain-
ties and time-varying delay. Also, the term representing the Brownian motion is a linear state-feedback, which is not
practical enough in the real word.
Though the issues of stability, stabilization, control and ﬁltering of the delayed system have been well investigated, as
far as we know, the control of uncertain time-varying delayed system with both nonlinear disturbance and Markovian
jump parameters has not been discussed yet. In [19], the control design of uncertain stochastic system has been dis-
cussed, however, the proposed controller is a linear state feedback controller and the system is without the Markovian
switching and nonlinear disturbance. In [20,21], adaptive controller has been proposed for the stochastic systems. In this
paper we considered H1 control for uncertain recurrent stochastic system with nonlinear external disturbance and
Markovian switching, in which the time delay is varying. Based on Itô’s differential formula and Lyapunov theory, we
proposed new robust controllers such that the given system is stochastic stable with the desired disturbance attenuation
level.
The structure of this paper is outlined as follows. Section 2 describes the target system with its assumption and presents
some preliminaries which are used in the following sections. Section 3 presents the main results for the designed controller,
which is composed of a linear controller and an adaptive controller. A numerical example is given in Section 4 to show the
effectiveness of the proposed results. Finally, concluding remarks and our future works are given in Section 5.
2. Problem statement and preliminaries
Let r(t)(tP 0) be a right-continuous Markov chain on a probability space ðX;F ; fF tgtP0;PÞ taking values in a ﬁnite state
space N ¼ f1;2; . . . ;mg with generator P = {pij} given by:Pfrðt þ DÞ ¼ jjrðtÞ ¼ ig ¼ pijDþ oðDÞ; i–j;
1þ pijDþ oðDÞ; i ¼ j:

ð2:1ÞHere D > 0; limt!þ1
oðDÞ
D ¼ 0;pij P 0 is the transition rate from i to j if j– iwhile pii ¼ 
Pm
j¼1;j–ipij for each mode i. Note that if
pii = 0 for some i 2 N, then the ith mode is called ‘‘terminal mode’’ [22].
In this paper, we consider the following uncertain stochastic control neural network:dxðtÞ ¼ ½ðAðrðtÞÞ þ DAðrðtÞÞÞxðtÞ þ ðAhðrðtÞÞ þ DAhðrðtÞÞÞxðt  hðtÞÞ
þf ðx; xðt  hðtÞÞ;v ; rðtÞÞ þ ðBðrðtÞÞ þ DBðrðtÞÞÞuðrðtÞÞdt
þrðt; xðtÞ; xðt  hðtÞÞ; rðtÞÞdxðtÞ;
zðtÞ ¼ CðrðtÞÞxðtÞ;
8>><
>>:
ð2:2Þwhere xðtÞ 2 Rn is the state and zðtÞ 2 Rp is the control output; r(t), tP 0 is the continuous-time Markov process which de-
scribes the evolution of the mode at time t; h(t) is the time-varying delay and the initial conditions are given by
xðtÞ ¼ wðtÞ 2 Cð½h;0;RÞ with h ¼ sup
tP0
hðtÞ and Cð½h;0;RÞ denoting the set of all continuous functions from ½h;0 to
R;uðrðtÞÞ 2 Rm is the control input of the random jumping process r(t) and A(r(t)), Ah(r(t)), B(r(t)) represent the feedback con-
nection weight matrices, the delayed feedback weight matrices and the input feedback connection weight matrices, respec-
tively; DA(r(t)), DAh(r(t)) and DB(r(t)) represent the uncertainties in the system parameters and f(x,x(t  h(t)),v,r(t)) denotes
the continuous nonlinear function of the mode r(t), which may contain uncertain time varying factors of the system and un-
known external disturbance v(t) 2 L2[0,1).
x(t) = (x1(t),x2(t), . . . ,xn(t))T is a n-dimensional Brownian motion deﬁned on a complete probability space ðX;F ;PÞwith
a natural ﬁltration fF tgtP0 generated by x(s): 0 6 s 6 t, where we associate F with the canonical space generated by x(t),
and denote F the associated r-algebra generated byx(t) with the probability measure P. Here the white noise dxi(t) is inde-
pendent of dxj(t) for mutually different i and j, and r : Rþ  Rn  Rn ! Rnn is called the noise intensity function matrices.
This type of stochastic perturbation can be regarded as a result from the occurrence of random uncertainties from the neural
network. It is assumed that the right-hand side of system (2.2) is continuous so as to ensure the existence and uniqueness of
the solution for every well-posed initial condition.
For each possible value of rðtÞ ¼ i 2 N, we have A(r(t)) = Ai, Ah(r(t)) = Ahi, B(r(t)) = Bi, DA(r(t)) =DAi, DAh(r(t)) = DAhi,
DB(r(t)) =DBi where Ai, Ahi, Bi are known constant matrices and DAi, DAhi, DBi are uncertain matrices of appropriate dimen-
sions. On the other hand, we have u(r(t)) = ui(t).
Before proposing the main results, the following assumptions are made regarding to the uncertainties, nonlinear distur-
bance, the time-varying delay and noise intensity function matrices:
A(1) : DAi and D Ahi is unknown but mismatch norm-bounded time-varying uncertaintyDAi ¼ HiFiðtÞEi; DAhi ¼ HhiFhiðtÞEhi;
Z. Wang et al. / Applied Mathematical Modelling 35 (2011) 1983–1993 1985where Hi, Hhi, Ei and Ehi are known constant real matrices with an appropriate dimensions. Fi(t) and Fhi(t) are unknownmatri-
ces function and satisfy FTi ðtÞFiðtÞ 6 I and FThiðtÞFhiðtÞ 6 I for every mode i 2 N.
A(2) : DBi is unknown but match norm-bounded time-varying uncertaintyDBi ¼ BiDði; tÞEi; kDði; tÞEik 6 wi < 1; t P 0;
where Ei is a known constant real matrices with an appropriate dimensions. D(i, t) is an unknownmatrices function and wi is
a known non-negative constant for every i 2 N.
A(3) : The nonlinear disturbance f(x,x(t  h(t)),v, i) satisﬁes the so-called matching condition for all x and v:f ðx; xðt  hðtÞÞ;v ; iÞ ¼ Bif1ðx; xðt  hðtÞÞ;v ; tÞ; kf1k 6 k1kxk þ k2kxðt  hðtÞÞk þ k3kvk; ð2:3Þ
where k1, k2 and k3 are positive constants which may be known or unknown.
A(4) : The time-varying satisfy the following condition;hðtÞ 6 h; _hðtÞ 6 h < 1; ð2:4Þ
where h and h are constant numbers.
A(5) : The noise intensity function matrices r : Rþ  Rn  Rn ! Rnn is locally Lipschitz continuous and satisﬁes the linear
growth condition [23]. Moreover, r satisﬁestrace½rTðt; xðtÞ; xðt  hðtÞÞ; iÞrðt; xðtÞ; xðt  hðtÞÞ; iÞ 6 kMixðtÞk þ kMhixðt  hðtÞÞk: ð2:5Þ
Before formulating the problem to be coped with, we ﬁrst introduce the following stability concepts and H1 disturbance
attenuation performance of the jump time-delay systems (2.2).
Deﬁnition 2.1 ([24]). The autonomous jump time-delay system (2.1) and (2.2) is said to be stochastically stable, when
v(t) = 0, if for all ﬁnite wðtÞ 2 Rn deﬁned on ½h;0 and initial mode r0 2 N, there exists a M > 0 satisfyinglim
T!1
E
Z T
0
xTðtÞxðtÞdtjw; r0
 
6 xTð0ÞMxð0Þ: ð2:6ÞDeﬁnition 2.2 ([24,4]). For a real number c > 0, the autonomous jump time-delay system (2.1) and (2.2) is said to possess
the c disturbance attenuation property if for all v(t) 2 L2[0,1), v– 0, the system (2.1) and (2.2) is stochastically stable and
the response z : ½0;1 ! Rp under zero initial condition, i.e., w = 0, satisﬁesE
Z 1
0
zTðtÞzðtÞdt
 
6 c2
Z 1
0
vTðtÞvðtÞdt; ð2:7Þor, equivalently,J ¼ E
Z 1
0
ðzTðtÞzðtÞ  c2vTðtÞvðtÞÞdt
 
6 0; xð0Þ ¼ 0: ð2:8ÞLetkzk2 ¼ E
Z 1
0
zTðtÞzðtÞdt
  1=2
; kvk2 ¼
Z 1
0
vTðtÞvðtÞdt
 1=2and Tzv denote the system from the exogenous input v(t) to the controlled output z(t), then the H1 norm of Tzv iskTzvk1 ¼ supvðtÞ2L2 ½0;1Þ
kzk2
kvk2
:Hence, (2.8) implies kTzvk1 6 c. In other words, c disturbance attenuation implies c-suboptimal H1 control.
Now we introduce some lemmas which will be used in the following sections.
Lemma 2.3 [25]. Given matrices R = RT, H, E and Q = QT > 0 of appropriate dimensions, thenRþ HFðtÞEþ ETFTðtÞHT < 0
for all FT(t)F(t) 6 I, if and only if there exists a positive number e > 0 such that R + e1HQ1HT + eETQE < 0.Theorem 2.4 (Schur Theorem [26]). Let C 2 Rnn be a positive deﬁnite matrices and let B 2 Rnm. Then for any A 2 RmmF ¼ A B
T
B C
" #
> 0if and only if A > BTC1B.
From Schur Theorem, we get the following corollary, which will be used in the following proof.
1986 Z. Wang et al. / Applied Mathematical Modelling 35 (2011) 1983–1993Corollary 2.5. Let A, X, H1, H2, Q, Bd, E1, E2 be appropriate matrices. IfAX þ ATX þ Q þ e11 ET1E1 XBd XH1 XH2
BTdX Q þ e12 ET2E2 0 0
HT1X 0 e11 I 0
HT2X 0 0 e12 I
2
66666664
3
77777775
< 0;thenAX þ XAT þ Q þ e1XH1HT1X þ e2XH2HT2X þ e11 ET1E1 XBd
BTdX Q þ e12 ET2E2
" #
< 0:3. Main results
Here, the objective is to design the controller ui(t) such that the system (2.1) and (2.2) achieves the generalized H1 dis-
turbance attenuation performance related to the system initial conditions as follows:E
Z 1
0
ðzTðtÞzðtÞ  c2vTðtÞvðtÞÞdt
 
6 0; ð3:1Þwhere c is a prescribed attenuation level. In this case, the stochastic system (2.2) is said to be H1 controllable.
Assume the upper bounds k1, k2 and k3 are known constants, the following theorem gives the sufﬁcient condition for sto-
chastic system (2.2) to be H1 controllable.
Introduce the Lyapunov–Krasovskii-type functionVðx; rðtÞÞ ¼ xTðtÞPðrðtÞÞxðtÞ þ
Z t
thðtÞ
xTðsÞQxðsÞdsþ 1
2
~h2; ð3:2Þwhere P(r(t)) is a positive symmetric constant matrices and Q is a positive constant matrices. ~h will be deﬁned later.
According to the analysis in paper [4,27], the system (2.1) and (2.2) is stochastically stable and (3.1) is fulﬁlled for any L2-
bounded input v(t)– 0 ifLV 6 c2vTðtÞvðtÞ  zTðtÞzðtÞ: ð3:3ÞTheorem 3.1. If there exist a series of positive deﬁnite matrices Pi ¼ PTi > 0;Q > 0 and a series of positive numbers ei,1, ei,2, qi such
the following LMIs:Ui;1 PiAhi PiHi PiHhi
AThiPi Ui;2 0 0
HTi Pi 0 e1i;1 I 0
HThiPi 0 0 e1i;2 I
2
66664
3
77775 < 0; ð3:4Þ
Pi 6 qiI ð3:5Þ
hold with the given constant g1 > 0, whereUi;1 ¼ PiAi þ ATi Pi þ
Xj¼m
j¼1
pijPj þ Q þ e1i;1 ETi Ei þ qiMTi Mi þ g1I þ CTi Ci;
Ui;2 ¼ ð1 hÞQ þ e1i;2 EThiEhi þ qiMThiMhi þ g1I:
Based on A(1)–A(5), choose the controller via a switching function riðxÞ ¼ BTi PixðtÞ as:uiðx; tÞ ¼ ui;LðtÞ þ ui;aðtÞ; ð3:6Þ
where ui;L ¼  k
2
1þk22
2ð1wiÞg1 ri denotes the linear controller and ui;a ¼ 
h^i
2ð1wiÞri describes the adaptive controller with the following
adaptive law:_^hi ¼ g2ðh^i  hÞ þ krik2; ð3:7Þ
in which h ¼ k23c2 > 0 and g2 > 0 is a adjustable scalar. Then the system (2.2) is H1 controllable.
Z. Wang et al. / Applied Mathematical Modelling 35 (2011) 1983–1993 1987Proof. Consider the Lyapunov function candidate (3.2) with ~hi ¼ h^i  h. Along the trajectories of system (2.2), we have:LVðx; iÞ ¼ xTðtÞðPiAi þ ATi Pi þ
Xj¼m
j¼1
pijPj þ QÞxðtÞ þ 2xTðtÞPiDAixðtÞ þ 2xTðtÞPiAhixðt  hðtÞÞ
 ð1 _hðtÞÞxTðt  hðtÞÞQxðt  hðtÞÞ þ 2xTðtÞPiDAhixðt  hðtÞÞ þ 2xTðtÞPiBiðui;LðtÞ
þ ui;aðtÞÞ þ 2xTðtÞPiDBiðui;LðtÞ þ ui;aðtÞÞ þ 2xTðtÞPif ðx; xðt  hðtÞÞ;v ; tÞ
þ trace½rTðt; x; xðt  hðtÞ; iÞÞPirðt; x; xðt  hðtÞ; iÞÞ þ ~hi _~hi: According to A(1) and Lemma 2.3, we can get that:2xTðtÞPiDAixðtÞ ¼ 2xTðtÞPiHiFiðtÞEixðtÞ6 ei;1xTðtÞPiHiHTi PixðtÞþ e1i;1 xTðtÞETi EixðtÞ;
2xTðtÞPiDAhixðthðtÞÞ ¼ 2xTðtÞPiHhiFhiðtÞEhixðthðtÞÞ6 ei;2xTðtÞPiHhiHThiPixðtÞþ e1i;2 xTðthðtÞÞEThiEhixðthðtÞÞ:
ð3:8ÞUsing A(2) and the description of ui,L(t), we can obtain:2xTðtÞPiBiui;LðtÞ þ 2xTðtÞPiDBiui;LðtÞ 6 2xTðtÞPiBiui;LðtÞ þ 2kxTðtÞPiBikkDiðtÞEikkui;LðtÞk
6  k
2
1 þ k22
ð1 wiÞg1
krik2 þ wiðk
2
1 þ k22Þ
ð1 wiÞg1
krik2  k
2
1 þ k22
g1
krik2: ð3:9ÞBy A(2) and the description of ui,a(t) with the update law (3.7), we can obtain:2xTðtÞPiBiui;aðtÞ þ 2xTðtÞPiDBiui;aðtÞ ¼  h^i1 wi
xTðtÞPiBiBTi PixðtÞ þ
h^i
1 wi
kxTðtÞPiBikkDðtÞEikkBTi PixðtÞkk
6  h^i
1 wi
jrik2 þ wih^i1 wi
krik2: ¼ h^ikrik2: ð3:10ÞIn view of A(3), we can get2xTðtÞPiBif1ðx; xðt  hðtÞÞ; v; tÞ 6 2kxTðtÞPiBikðk1kxk þ k2kxðt  hðtÞÞk þ k3kvkÞ
6 2k1krikkxk þ 2k2krikkxðt  hðtÞÞk þ hkrik2 þ c2vTðtÞvðtÞ: ð3:11ÞAgain using adaptive law (3.7) and (3.9)–(3.11), we can get that:2xTðtÞPiðBi þ DBiÞui;LðtÞ þ 2xTðtÞPiðBi þ DBiÞui;aðtÞ þ 2xTðtÞPif ðx; xðt  hðtÞÞ;v ; iÞ þ ~hi _~hi
6  k
2
1 þ k22
g1
krik2  h^ikrik2 þ 2k1krikkxk þ 2k2krikkxðt  hðtÞÞk þ hkrik2 þ c2vTðtÞvðtÞ
þ ðh^i  hÞ½g2ðh^i  hÞ þ krik2
6 g1xTðtÞxðtÞ þ g1xTðt  hðtÞÞxðt  hðtÞÞ þ c2vTðtÞvðtÞ: ð3:12ÞAccording to A(5) and (3.5), it is obvious that:trace½rTðt; x; xðt  hðtÞÞ; iÞÞPirðt; x; xðt  hðtÞÞ; iÞÞ 6 qixTðtÞMTi MixðtÞ þ qixTðt  hðtÞÞMThiMhixðt  hðtÞÞ: ð3:13Þ
Therefore, from (3.8), (3.12) and (3.13), it follows that:LVðx; iÞ 6 xTðtÞðPiAi þ ATi Pi þ
Xj¼m
j¼1
pijPj þ qiMTi Mi þ Q þ ei;1PiHiHTi;1Pi þ ei;2PiHhiHThiPi þ e1i;1 ETi Ei þ g1I þ CTi CiÞxðtÞ
þ 2xTðtÞPiAhixðt  hðtÞÞ þ xTðt  hðtÞÞðð1 hÞQ þ qiMThiMhi þ e1i;2 EThiEhi þ g1IÞxðt  dÞ  xTðtÞCTi CixðtÞ
þ c2vTðtÞvðtÞ:If there exist Pi, Q, ei,1,ei,2, qi such that the following LMI holds,Ui;3 PAhi
AThiP Ui;4
" #
< 0; ð3:14ÞwhereUi;3 ¼ PiAi þ ATi Pi þ
Xj¼m
j¼1
pijPj þ Q þ qiMTi Mi þ ei;1PiHiHTi Pi
þ ei;2PiHhiHThiPi þ e1i;1 ETi Ei þ g1I þ CTi Ci
Ui;4 ¼ ð1 hÞQ þ qiMThiMhi þ e1i;2 EThiEhi þ g1I;
ð3:15Þ
1988 Z. Wang et al. / Applied Mathematical Modelling 35 (2011) 1983–1993it follows thatLVðxÞ 6 zTðtÞzðtÞ þ c2vTðtÞvðtÞ: ð3:16Þ
Using Corollary 2.5, if there exist Pi,Q,ei,1, ei,2, qi such LMIs (3.4) and (3.5) hold, then LMI (3.14) will hold. It follows from (3.3)
that the system (2.2) is stochastic stable at zero with the H1 disturbance level c.
Remark 3.1. Compared with the invariant constant disturbance attenuation level in Deﬁnition 2.2, the disturbance
attenuation level can be chosen according to the requirement of practical applications in this paper. For the given
disturbance attenuation level, we can design the adaptive controller related to the real disturbance attenuation level. So, the
H1 control problems discussed in this paper is more practical than the existing results for H1 control problems.
If there is no uncertain terms in the stochastic neural network, that is DAi = 0,DAhi = 0 and DBi = 0. From Theorem 3.1, it is
easy to get the following corollary.Corollary 3.2. If there exist a series of positive deﬁnite matrices Pi ¼ PTi > 0;Q > 0 and a series of positive number qi such the
following LMIs:PiAi þ ATi Pi þ
Pj¼m
j¼1
pijPj þ Q þ qiMTi Mi þ g1I þ CTi Ci PAhi
AThiPi ð1 hÞQ þ qiMThiMhi þ g1I
2
64
3
75 < 0;
Pi 6 qiIhold with the given constant g1 > 0, Based on A(1)–A(5), choose the controller via a switching function riðxÞ ¼ BTi PixðtÞ as:
uiðx; tÞ ¼ ui;LðtÞ þ ui;aðtÞ;where ui;L ¼  k
2
1þk22
2g1
ri denotes the linear controller and ui;a ¼  h^i2 ri describes the adaptive controller with the following adaptive
law_^hi ¼ g2ðh^i  hÞ þ krik2;
in which h ¼ k23c2 > 0 and g2 > 0 is a adjustable scalar. Then the nominal system of (2.2) is H1 controllable.
In the network (2.1) and (2.2), let us assume that the network evolves at one mode only. In other words, there is no
Markovian mode jumping. In the sequel, we will denote the matrices associated with the ith mode by:Ki,KðrðtÞ ¼ iÞ ¼ K;
where the matrices K could be A, DA, Ah, DAh, B, DB. We can get the following corollary.
Corollary 3.3. If there exist positive deﬁnite matrices P = PT > 0,Q > 0 and positive numbers e1, e2, q such the following LMIs:U1 PAh PH PHh
AThP U2 0 0
HTP 0 e11 I 0
HThP 0 0 e12 I
2
66664
3
77775 < 0; ð3:17Þ
P 6 qI ð3:18Þ
hold with the given constant g1 > 0, whereU1 ¼ PAþ ATP þ Q þ e11 ETEþ qMTM þ g1I þ CTC;
U2 ¼ ð1 hÞQ þ e12 EThEh þ qMThMh þ g1I:Based on A(1)–A(5), choose the controller via a switching function r(x) = BTPx(t) as:uðx; tÞ ¼ uLðtÞ þ uaðtÞ; ð3:19Þ
where uL ¼  k
2
1þk22
2ð1wÞg1 r denotes the linear controller and ua ¼ 
h^
2ð1wÞr describes the adaptive controller with the following adap-
tive law_^h ¼ g2ðh^ hÞ þ krk2; ð3:20Þ
in which h ¼ k23c2 > 0 and g2 > 0 is a adjustable scalar. Then the system (2.2) is H1 controllable.
In the following, we assume the upper bounds k1, k2 and k3 are unknown constants and can’t be directly used in the linear
controller. In this case, we can design an adaptive controllers makes the system can be H1 controllable.
Z. Wang et al. / Applied Mathematical Modelling 35 (2011) 1983–1993 1989Theorem 3.4. If there exist a series of positive deﬁnite matrices Pi ¼ PTi > 0;Q > 0 and a series of positive numbers ei,1, ei,2, qi such
(3.4) and (3.5) hold. Based on A(1)–A(5), choose the controller via a switching function riðxÞ ¼ BTi PixðtÞ as:uiðx; tÞ ¼  h^1 þ h^22ð1 wiÞg1
ri  h^32ð1 wiÞ
ri; ð3:21Þwith the following adaptive laws:_^h1 ¼ s1ðh^1  h1Þ þ 1g1
krik2; _^h2 ¼ s2ðh^2  h2Þ þ 1g1
krik2; _^h3 ¼ s3ðh^3  h3Þ þ krik2; ð3:22Þin which h1 ¼ k21; h2 ¼ k22; h3 ¼ k
2
3
c2 > 0 and s1 > 0, s2 > 0,s3 > 0 are adjustable scalars. Then the stochastic system (2.2) is H1
controllable.Proof. Consider the Lyapunov function candidateVðx; iÞ ¼ xTðtÞPixðtÞ þ
Z t
thðtÞ
xTðsÞQxðsÞdsþ 1
2
~h21 þ ~h22 þ ~h23
 
;where Pi is a positive constant matrices and ~h1 ¼ h^1  h1; ~h2 ¼ h^2  h2 and ~h3 ¼ h^3  h3. Along the trajectories of system (2.2),
we have:LVðx; iÞ ¼ xTðtÞðPiAiþATi Piþ
Xj¼m
j¼1
pijPjþQÞxðtÞþ2xTðtÞPiDAixðtÞþ2xTðtÞPiAhixðthðtÞÞ ð1 _hðtÞÞxTðthðtÞÞQxðthðtÞÞ
þ2xTðtÞPiDAhixðthðtÞÞþ2xTðtÞPiBiuiðx; tÞþ2xTðtÞPiDBiuiðx; tÞþ2xTðtÞPif ðx;xðthðtÞÞ;v ; tÞ
þ trace½rTðt;x;xðthðtÞ; iÞÞPirðt;x;xðthðtÞ; iÞÞþ ~h1 _~h1þ ~h2 _~h2þ ~h3 _~h3:Using A(2) and the description of ui(x, t), we can obtain:2xTðtÞPiBiuiðx; tÞ þ 2xTðtÞPiDBiuiðx; tÞ 6 2xTðtÞPiBiuiðx; tÞ þ 2kxTðtÞPiBikkDði; tÞEikkuiðx; tÞk
6  h^1 þ h^2ð1 wiÞg1
krik2 þ wiðh^1 þ h^2Þð1 wiÞg1
krik2  h^31 wi
krik2 þ wih^31 wi
krik2
6  h^1 þ h^2
g1
krik2  h^3krik2:  ð3:23ÞAccording to adaptive laws (3.22), (3.11) and (3.23), we can get that:2xTðtÞPiðBi þ DBiÞuiðtÞ þ 2xTðtÞPif ðx; xðt  hðtÞÞ; v; tÞ þ ~h1 _~hi;1 þ ~h2 _~h2 þ ~h3 _~h3
6  h^1 þ h^2
g1
krik2  h^3krik2 þ 2k1krikkxk þ 2k2krikkxðt  hðtÞÞk þ h3krik2 þ c2vTðtÞvðtÞ þ ~h1 _~h1 þ ~h2 _~h2 þ ~h3 _~h3
6  1
g1
½ðk1krik  g1kxkÞ2 þ ðk2krik  g1kxðt  hðtÞÞkÞ2 þ g1kxk2 þ g1kxðt  hðtÞÞk2 þ c2kvk2 
h^1
g1
krik2
þ
h1
g1
krik2 þ ðh^1  h1Þ½s1ðh^1  h1Þ þ 1g1
krik2Þ  h^2g1
krik2 þ
h2
g2
krik2 þ ðh^2  h2Þ½s2ðh^2  h2Þ þ 1g1
krik2Þ
 h^3krik2 þ h3krik2 þ ðh^3  h3Þ½s3ðh^3  h3Þ þ krik2 6 g1xTðtÞxðtÞ þ g1xTðt  hðtÞÞxðt  hðtÞÞ þ c2vTðtÞvðtÞ: ð3:24ÞTherefore, from (3.8), (3.13) and (3.24), it follows that:LVðx; iÞ 6 xTðtÞðPiAi þ ATi Pi þ
Xj¼m
j¼1
pijPj þ qiMTi Mi þ Q þ ei;1PiHiHTi Pi þ ei;2PiHhiHThiPi þ e1i;1 ETi Ei þ g1IÞxðtÞ þ xTðtÞCTi CixðtÞ
þ 2xTðtÞPiAhixðt  hðtÞÞ þ xTðt  hðtÞÞðð1 hÞQ þ qiMThiMhi þ e1i;2 EThiEhi þ g1IÞxðt  hðtÞÞ  xTðtÞCTi CixðtÞ
þ c2vTðtÞvðtÞ:By a similar argument as in the proof of Theorem 3.1, we can get the system (2.2) is stochastic stable with the H1 disturbance
level c.
If the state variable is not measurable, using x(t) to construct the switching function is not reasonable. For the system
(2.2), we can add an output vector y(t) = D(r(t))x(t), which is measurable. If there exists G(r(t)) such that B(r(t))P(r(t)) =
G(r(t))D(r(t)). Under this condition, we can have the following corollary.
1990 Z. Wang et al. / Applied Mathematical Modelling 35 (2011) 1983–1993Corollary 3.5. If there exist a series of positive deﬁnite matrices Pi ¼ PTi > 0;Q > 0 and a series of positive numbers ei,1, ei,2, qi such
(3.4) and (3.5) hold. Based on A(1)–A(5), choose the controller via a switching function riðxÞ ¼ GTi yðtÞ as:uiðtÞ ¼  h^1 þ h^22ð1 wiÞg1
ri  h^32ð1 wiÞ
ri ð3:25Þwith the following adaptive laws_^h1 ¼ s1ðh^1  h1Þ þ 1g1
krik2; _^h2 ¼ s2ðh^2  h2Þ þ 1g1
krik2; _^h3 ¼ s3ðh^3  h3Þ þ krik2; ð3:26Þin which h1 ¼ k21, h2 ¼ k22, h3 ¼ k
2
3
c2 > 0 and s1 > 0, s2 > 0, s3 > 0 are adjustable scalars. Then the stochastic system (2.2) is H1
controllable.
In the network (2.1) and (2.2), let us assume that the network evolvest one mode only. We can get the following corollary.
Corollary 3.6. If there exist positive deﬁnite matrices P = PT > 0,Q > 0 and positive numbers e1,e2,q such (3.17) and (3.18) hold.
Based on A(1)–A(5), choose the controller via a switching function r(x) = BTPx(t) as:uðx; tÞ ¼  h^1 þ h^2
2ð1 wÞg1
r h^3
2ð1 wÞr; ð3:27Þwith the following adaptive laws_^h1 ¼ s1ðh^1  h1Þ þ 1g1
krk2; _^h2 ¼ s2ðh^2  h2Þ þ 1g1
krk2; _^h3 ¼ s3ðh^3  h3Þ þ krk2; ð3:28Þin which h1 ¼ k21; h2 ¼ k22; h3 ¼ k
2
3
c2 > 0 and s1 > 0, s2 > 0,s3 > 0 are adjustable scalars. Then the stochastic system (2.2) is H1
controllable.Remark 3.2. If there exists a known scalar-valued function e(x, t)P 0 in A(3), that isf ðx; xðt  hðtÞÞ;v ; iÞ ¼ Bif1ðx; xðt  hðtÞÞ;v ; tÞ;
kf1k 6 k1kxk þ k2kxðt  hðtÞÞk þ k3kvk þ eðx; tÞ;
ð3:29Þwhich is proposed in [28] where the author haven’t considered the singularity problem. Similar to the controller in the the-
orem 3.1, we just let ui;Lðx; tÞ ¼  k
2
1þk22
2ð1wiÞc ri 
eðx;tÞ
ð1wiÞkrikri and ui;aðtÞ ¼ 
h^i
2ð1wiÞri the controller can make the system H1 control-
lable. However, it is important to note when x(t)? 0 the norm of krik? 0. So we modiﬁed the linear controller ui,L(x,t) in0 1 2 3 4 5 6
0
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1
1. 5
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2. 5
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4
Fig. 1. The switching signal of system.
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Fig. 2. The states of example without the controller.
Z. Wang et al. / Applied Mathematical Modelling 35 (2011) 1983–1993 1991theorem 3.1 to be ui;Lðx; tÞ ¼  k
2
1þk22
2ð1wiÞc ri 
eðx;tÞ
ð1wiÞkrikþe ri, where e is a small positive constant, which is used to overcome the
singularity problem.4. Numerical example
In this section, we present an example to illustrate the proposed stability criterion. Let us consider a system described by
two modes. In the following example, we show the effectiveness of Theorems 3.1 and 3.4.
Example. Consider the system (2.2) with two neurons. As a special case, we assumed the generator P ¼ 0:4 0:40:3 0:3
 	
,
which will generate the following switching signal depict in Fig. 1:A1 ¼
5:5 1
1:8 4:5
 	
; Ah;1 ¼
0:1 0:2
0:4 0:1
 	
; A2 ¼
3:2 1
0:6 2:5
 	
; Ah;2 ¼
0:1 0:1
0 1:
 	
;
C1 ¼ E1 ¼ E2 ¼ Eh;1 ¼ Eh;2 ¼ I; H1 ¼ 0:2I; H2 ¼ 0:25I; Hh;1 ¼ 0:4I; Hh;2 ¼ 0:1I;
C2 ¼
1 1
0 1
 	
; B1 ¼ B2 ¼
0
1
 	
; DB1 ¼ DB2 ¼
0
1=2sint
 	
; hðtÞ ¼ 1þ 0:5 sinðtÞ
10
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Fig. 3. Asymptotically stability of the states x1(t), x2(t) and the adaptive law h^ðzÞ for t 2 [0,6].
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Fig. 4. Asymptotically stability of the states x1(t), x2(t) and the adaptive laws h^1ðzÞ; h^2ðpÞ; h^3ðqÞ for t 2 [0,6].
1992 Z. Wang et al. / Applied Mathematical Modelling 35 (2011) 1983–1993rðt; xðtÞ; xðt  hðtÞÞÞ ¼ 0:1kxðtÞk 0
0 0:1kxðt  hðtÞÞk
 	
;The trajectories of system without controller are shown in Fig. 2.
It is obvious that h ¼ 0:15;h ¼ 0:05;M ¼ M1 ¼ 0:1I, where I is the identity matrices. It is easy to see that the assumptions
A(1)–A(4) are satisﬁed. The nonlinear external disturbance is described f1 = sin (t)x1 + sin (t)x2(t  h(t)) + 0.1 sin(0.5pt) and
w(t) = sin(0.5pt) is the external disturbance. From the nonlinear function f1, we estimate the upper bounds as k1 = k2 = 1 and
k3 = 0.1. So we choose constants g1 = 0.985 and c = 0.1. Based on Theorem 3.1, a feasible solution can be given as:P1 ¼ I; P2 ¼ 2I; Q ¼ 2:6I;q1 ¼ 1; q2 ¼ 2; e1;1 ¼ e1;2 ¼ e2;1 ¼ e2;2 ¼ 1;so the switching function is r1 = x2, r2 = 2x2. Then the linear controller is denoted as u1,L = 2.0305x2, u2,L = 4.061x2 and the
adaptive controller is presented as u1;a ¼ h^1x2;u2;a ¼ 2h^2x2 with the adaptive law is _^h1 ¼ h^1 þ 1þ x22; _^h2 ¼ h^2 þ 1þ 4x22.
As shown in Fig. 3, the system is obviously asymptotically stable.
If k1, k2 and k3 are unknown constants, based on Theorem 3.4, we choose the constant g1 = 0.985, s1 = 1, s2 = 2, s3 = 3. The
controller is designed u1ðtÞ ¼ ð2:0305h^1;1 þ 2:0305h^1;2 þ h^1;3Þx2; u2ðtÞ ¼ ð4:061h^2;1 þ 4:061h^2;2 þ 2h^2;3Þx2, with the adaptive
laws as follows:_^h1;1 ¼ ðh^1;1  1Þ þ 1:015x22; _^h1;2 ¼ 2ðh^1;2  1Þ þ 1:015x22; _^h1;3 ¼ 3ðh^1;3  1Þ þ x22; ð4:1Þ
_^h2;1 ¼ ðh^2;1  1Þ þ 4:06x22; _^h2;2 ¼ 2ðh^2;2  1Þ þ 4:06x22; _^h2;3 ¼ 3ðh^2;3  1Þ þ 4x22: ð4:2ÞAs shown in Fig. 4, the system is obviously asymptotically stable. It is easy to see that it is stable. The designed controller is
effective and can stabilize the delayed stochastic system.5. Conclusion
In this paper we proposed a method to design the controller related to desired attenuation level such that the uncertain
stochastic time-delay system with both nonlinear perturbations and Markovian jump switching can be H1 controllable.
Based on Itô’s differential formula and Lyapunov theory, we designed a robust controller such that the given system is stoch-
atic stable with the desired disturbance attenuation level. The effectiveness and advantages of the proposed controllers are
shown via numerical examples. Extending these results to the uncertain stochastic networks with different time-varying de-
lays to different Markovian jumpmodes using a similar Lyapunov function in [29] and removing the condition _hðtÞ 6 h < 1 of
time-varying delay using the method in the proof of Theorem 2 in [19] are our future works.
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