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Abstract 
This paper discusses an approach to controlling autonomous and mobile robotic production units, which can change tasks and 
position in the shop floor to enable random production flow. The concept integrates control in two levels. At line level, a service-
oriented architecture control deals with manufacturing operations assignments made to mobile and stationary resources and enables 
the autonomous communication between resources in order for adaptation actions to be decided on.  At unit level, the logic enables 
the autonomous operation of resources, integrating information from sensors as well as mechatronic data. The paper focuses on the 
definition of the current state and the identification of the challenges for the implementation of such an approach 
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1. Introduction 
Fixed sequences of operations where manual and 
automated tasks are repeated in the same, optimum way 
during the duration of each cycle have been into the 
industrial assembly practice for long time. This 
paradigm is very efficient when the production is set to 
the maximum throughput, but with technical problems 
and malfunctions in some cases. . Furthermore, 
flexibility is the key to adapting to the changes taking 
place in the market and in the global economic 
environment [1]. This paper discuses a different 
paradigm, namely the introduction to autonomous 
production/handling units, capable of changing task and 
position on the shop floor.  These units can cooperate 
among themselves and are able to recover from failures 
in any robot/tool by switching position/job.  They may 
also be auto reconfigured in order for the tools and the 
line to answer quickly to potential production changes. 
2. Cooperating robots framework 
The framework encompasses the following elements: 
x Reconfigurable tools that enable autonomous 
flexible assembly equipment to easily adapt 
production process to process disturbances, 
integrating advanced sensing capabilities. The use 
of mobile robotic units that can efficiently be 
transferred around the shop floor and automatically 
take up tasks, in cooperation with the robots already 
installed in the assembly line, further enhances the 
reconfigurability of the system.  
x Intelligent Control & Monitoring systems enable 
the enhanced performance and high level re-
configurability of production processes with the use 
of distributed and open controls linked to 
information from sensors.  The control and 
monitoring module, utilizes a sensor driven 
approach to empower a decentralized control 
framework, based on a Service Oriented  
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Fig. 1: Line and unit level reconfiguration strategies 
 
Architecture. The sensing network is enabled by 
tactile or non-contact sensors, such as machine 
vision [2] and laser scanners as well as 
identification technologies such as RFID and other 
[3][4]. This ensures recognition of the parts’ 
orientation for their automatic grasping and 
handling, the detection of disturbances to be 
addressed in real time. 
x Integration and communication architecture to 
enable the transparent integration and networking of 
the control systems by utilizing service oriented and 
ontology technologies. 
Three main technology and scientific areas have been 
highlighted as enablers for advancing autonomy in 
assembly systems: a) Reconfigurable Manufacturing/ 
Assembly Systems (RMS/RAS) [6][7], b) intelligent 
control methods and architectures and c) intelligent 
computing methods utilizing heterogeneous 'smart' 
objects. Control logics concept and challenges 
Two control levels namely the line and local level are 
considered within the discussed paradigm. In Figure 1, 
these levels are depicted and examined, in more detail, 
in the following sections. 
2.1. Local control 
Based on the cooperation scenario that is shown in 
Figure 1, at the unit level, coordination between the 
mobile unit and a malfunctioning robot is necessary. 
Depending on the task to be performed, advanced tools 
may be required. For instance, in a handling task, 
grippers with multiple connection points (to the robot) 
would provide great flexibility by enabling the passing 
of the gripper, along with the handled part, from one 
robot to another. In this case, the assembly tolerances are 
not compromised, since the parts remain securely 
grasped by the gripper.  
With respect to Figure 1, a typical example would 
include the following workflow: 
 
1. The mobile robot service retrieves information from 
an overall cell sensor, which is implemented by an 
ontology to identify the status of the task and 
receive the remaining operations. 
2. The mobile robot service determines the actions to 
be performed: a) How the gripper is picked up 
(motion) from a broken robot and b) trajectory, 
points in space etc. 
3. The mobile robot service communicates with the 
malfunctioning robot to coordinate the gripper 
exchange.  
4. After the gripper exchange, the robot service adjusts 
motion in order to automatically derive and evaluate 
new paths and eventually achieve the required 
welding positions (see Figure 2). 
5. Once the task has finished, the unit performs the 
next one or moves to the next assigned area. 
 
Mobile robots 
The scientific research done on mobile production 
resources, during the previous years was extensive, but 
the industrial applications were restricted to cases that 
operated under limited conditions, such as the 
Automated Guided Vehicle-AGV. Some recent 
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examples of robots, contributing to increasing flexibility, 
are the utilisation of a robot cell, called “mobicell” 
coming from BMW, and the utilisation of redundant 
robots from PSA. Based on the “mobicell” concept, the 
robot cell can be bodily moved from one plant to another 
and put into production in a new location within 2-3 
days [8] Nevertheless, the flexibility of this approach is 
limited due to the cumbersomeness of the complete cell 
to be moved and installed. On the other hand, the PSA’s 
307 body shop incorporates redundant robots that can 
automatically take over tasks from mainline robots that 
are experiencing problems [9]. This is also adding 
flexibility to the bodyshop with prerequisites that the 
robots be already installed across the line and wait to be 
used if needed; this can be translated as an extra cost.  
The aim for the development of mobile robotic units 
is that the existing robot platforms be used and the 
research focus on how this base will be complemented in 
order for a fully operative mobile robot to be provided, 
at both hardware and software levels. At hardware level, 
this means that the different sensors and the robotic arm 
designed be integrated into the mobile platform.  At 
software level, novel localization and mapping 
techniques, being successfully used by the robotic 
scientific community, need to be implemented and 
become robust for industrial requirements. Software 
modules for perception, navigation [10][11], obstacle 
avoidance and path planning will be developed in an 
architecture specific for the task. Considering the current 
trend in this field, the Robotic Operating System (ROS) 
[12] provides services including hardware abstraction, 
low-level device control, implementation of commonly-
used functionality, message-passing between processes, 
and package management. On top of ROS, other aspects 
of the main autonomy challenges of mobile robots, such 
as re-planning, dynamic obstacle perception and 
avoidance, 3D perception, and localization have to be 
considered. The robust integration of reconfigurable end 
effectors, robotic units and mobile bases will create a 
new versatile way of reconfiguring the assembly line. 
The moving robot is challenged to: 
x automatically negotiate with stations that exhibit 
disturbances in their functionality,  
x navigate its way to the station,  
x plug itself in an available area, 
x communicate with the adjacent robots through the 
on-board running services, 
x decide on a task to be carried out, and 
x perform the task and allow the line to remain 
operational until the problem is worked out. 
Cooperating robots 
The use of cooperating robots is the main enabler in 
order for the reconfiguration to be achieved at unit level. 
Cooperating robots, i.e. robots communicating with each 
other for carrying out common tasks, can be used for 
reducing the number of required fixtures as well as for 
shortening the process cycle time, whilst addressing the 
accessibility constraints introduced by the use of fixtures 
[13][14][15].  Their control is based either on the use of 
single controllers, which are capable of multi-tasking 
and controlling multiple robots or on the use of special 
frameworks, allowing standard controllers to cooperate 
with each other, by exchanging motion data, as well as 
synchronization and safety signals.  The cooperating 
robots’ applications comprise characteristics, such as 
[16]: Workspace sharing, Motion synchronisation, which 
is the capability of allowing multiple machines in a cell 
to begin and complete a motion command 
simultaneously. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2: Robot motion generation 
 
Industrial examples of the cooperating robots’ use, 
involve the heavy truck assembly process, and more 
specifically, the assembly of different model cabs, each 
one featuring a different type of sunroof [17].  Another 
example is that of the laser welding technology being 
used for mounting the front end bumper module, of a 
family car, via two cooperative robots [18].  The 
challenges one is faced with for achieving an 
autonomous cooperation scheme are the following: 
x A Service Oriented control is required to be used as 
the basis for allowing resources to exchange content 
rich information, namely the status of execution of 
operation and parts’ data, the communication 
between them as well as the autonomous initiation 
of new cooperation activities. 
x In most of today’s applications, robot cooperation is 
perceived and implemented in the sense of motion 
synchronization. Robots neither have cognition 
capabilities, nor can they make decisions on how to 
react to unplanned events. There is a need to 
systematically represent and eventually automate 
the procedure for deriving new motion plans, based 
on sensorial feedback . 
x On the other hand, the service-oriented 
communication between the robots should allow for 
the exchange of soft or in some cases, hard real time 
messages during each robot’s operation and 
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eventually allow them to actually cooperate towards 
handling unexpected disturbances. 
x A multi robot architecture should integrate a 
sensorial network, aiming to increase the robots’ 
awareness and therefore, allow them to cooperate 
and coordinate with much higher accuracy, which is 
one of the weak points of today’s applications. The 
advantages of the service oriented control 
architecture need to be adopted and combined with 
the autonomy, provided by sensor based local 
control algorithms.  
2.2. Line level reconfiguration 
At the line level, a Service Oriented Architecture 
enables the communication of resources and derives 
alternative adaptation actions that will be evaluated 
against user criteria, such as the adaptation time vs. 
energy consumption. This logic will have as a result the 
assignment of a set of operations to production resources 
that will enable the line to carry out the production tasks. 
At this level, the main enabler is the mobility and 
autonomy of the mobile robotic units. A mobile unit in 
the scenarios considered can to move from one station to 
another.  
Figure 1, shows an example of a shop floor layout, 
where mobile robots are used. On the assumption of a 
robot’s breakdown, a trigger broadcasting a request for a 
resource to continue and finalize the task, is activated. 
Each mobile unit depending on its state (busy, idle) and 
whether it is suitable for undertaking the task, it starts 
creating alternatives that involve two main decisions: a) 
acquiring a suitable tool from a tool repository and b) 
creating a path to the docking area. In each alternative, 
the unit travels through a tool repository and picks up an 
appropriate tool before moving to a docking station, 
within the station, where the problem is identified.  
 
Control software technological challenges 
Over the years, hierarchically controlled computer-
integrated manufacturing systems have been growing, 
however, they tend to become complex and their 
designability, maintainability, expandability and fault 
tolerance deteriorate. The traditional manufacturing 
control systems are not designed to exhibit the 
capabilities of responsiveness, flexibility, robustness and 
re-configurability, since they are built upon a weak 
response to changes, due to the rigidity and 
centralization of their control structures [19][20]. Such 
centralized hierarchical organization, normally leads to 
situations that the whole system is shutting down by 
single failures at one point of the system’s hierarchy 
[21][22].  In [23], agent-based control algorithms and 
multi agent systems are presented as a solution, 
characterized by application feasibility, robustness, 
flexibility, reconfigurability and redeployability. 
Examples of industrial applications of the agent-based 
control have been reported within the cylinder head 
manufacturing facilities of DaimlerChrysler [24][25] and 
in the case of an automotive engine assembly system 
[26]. Nevertheless, the encounters of such 
implementations, in actual assembly/production 
environments, are poor mainly due to [20]: 
x the absence of industrial controllers with multi-
agent system capabilities to enable the agents, 
running directly on controllers, in parallel with the 
low-level control programs and not separately on a 
PC as it is the usual case today, 
x the inability of the existing platforms to handle the 
great number of agents/services, required for the 
operation of real life assembly plants, and 
x the interoperability issues, which in order to be 
solved require the use of standard platforms that 
support the transparent communication between 
distributed control components or applications. 
Similar to the agents’ concept, the Service Oriented 
Architectures have emerged as a means of controlling 
the manufacturing system and so far, they have 
demonstrated benefits such as [27]: Installation time/cost 
reduction, Interoperability, Reduced complexity for 
technology suppliers, Programming time reduction, 
Maintenance optimization, Cost reduction through 
increased utilization, Optimization through better 
visibility,  Reactivity through reconfigurability, 
Reduction of human involvement in programming and 
error fixing,  and finally, Legacy system support through 
open interfaces.  
Figure 3, describes the structure of the open 
architecture as well as the decentralized nature of the 
local resource controls schemes.  The plant consists of 
Units; each unit comprising machines with their tooling 
and it is bound to a set of software components, called 
Services. A service consists of: 
x the Sensing component that offers the necessary 
sensing functionality,  
x the Control component, which utilises information 
from sensors and generates alternatives for reaction 
to environmental disturbance, 
x the Networking component, which facilitates the 
communication from service to service. 
 
Open integration and inter machine communication 
The scope of this research area is to allow an open 
integration and networking of the control systems by 
utilizing service oriented and ontology technologies. In 
this context, an open architecture of manufacturing 
systems is necessary that will allow for the automated 
realization of cooperative production systems, requiring 
minimum programming effort. Such development is 
expected to:  
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Fig. 3: Service oriented assembly line operation and control 
 
 
x minimize the complex programming practices, 
x reduce the existing centralized decision making with 
fixed control logic, 
x provide for, with generic control models that aim at 
replacing large monolithic software packages, 
developed and adapted case by case, 
x reduce the costs when implementing, maintaining or 
reconfiguring the control application, and 
x support efficiently the requirements, in terms of 
flexibility, expansibility, agility, re-configurability.  
Standard robot software platforms are appearing with 
software development kits to simplify integration and 
robot development, produced by specialist robotics 
suppliers, such as the open source initiative of the Robot 
Operating System (ROS) [12]. Furthermore, the concept 
of ‘Plug and Produce’, proposed in [28], is in direct 
analogy to the Plug & Play concept in the IT systems. In 
[5], a holonic assembly system is newly implemented, 
based on the Plug & Produce concept, which is also 
addressed in [30], but with manual calibration and setup 
of the robots.  Nevertheless, the latest industry based 
reports have identified that the software still remains the 
greatest challenge for the robotics research and the 
developers 
The main challenges of applying a service oriented 
architecture are the following: 
x The service oriented architecture is expected to 
enable the execution of changes on the 
configuration of a line and the automated 
setup/calibration of the newly inserted components, 
via the use of software services and the interaction 
of a manufacturing ontology, aiming to significantly 
increase the autonomy of the production systems.  
x The manufacturing ontology should be able to 
handle processes, such as knowledge capturing, 
analysis and classification and to use it for guiding 
the decision making at different levels (achieving 
both local and global autonomy and flexibility).  
Ontologies are indeed regarded as the means of 
solving interoperability issues [20] within 
decentralized production systems, which are 
becoming more knowledge intensive [30][31].  
x Implement a proper negotiation and decision 
making logic that will be generating alternative 
operation assignments for the production resources.  
Data will have to be exchanged among the 
production resources during this generation of 
production assignments and this data exchange has 
to be implemented in a way that the communication 
network would not be overloaded, thus preventing 
communication bottlenecks. 
x Finally, the suggested approach, focusing on the use 
of open source operating systems, is highly 
significant as it enables the introduction of 
standardised software modules. The latter are 
connected via standardised signal interfaces and are 
programmed via common, open application 
programming interfaces and APIs and therefore, the 
development with plug and play is efficiently faster.  
For the maximum possible compatibility with the 
existing systems to be ensured, the current open source 
initiatives are considered. Indicative examples are the 
Devices Profile for Web Service (DPWS) [32], Robot 
Operating System (ROS) [12].  
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3. Summary and outlook 
Autonomous operations are considered as the 
enablers of the next generation production systems. The 
current paper discussed the following enablers for 
enabling autonomy and intelligent operation of 
manufacturing resources:  
x Use of flexible and autonomous machines and 
devices managing a high variety of parts.   
x Modular control software, capable of being 
integrated in a variety of shop floor control systems. 
x Intelligent control systems utilising information 
from sensors, exhibiting automatic decision making 
and monitoring functionality. 
x Open communication architecture, allowing the 
transparent integration of new manufacturing 
components and their automatic operation. 
Further work involves the investigation and 
experimentation of the above discussed concepts into a 
variety of industrial scenarios. 
Acknowledgements 
This research has received funding from the European 
Union's Seventh Framework Programme FP7/2007-2013 
under grant agreement n° 285189 - AUTORECON. 
References 
[1] Chryssolouris, G., 2006. Manufacturing Systems: Theory and 
Practice, Springer. 
[2] Reinhart, G., Tekouo, W., 2009. Automatic programming of 
robot-mounted 3D optical scanning devices to easily measure 
parts in high-variant assembly. CIRP Annals - Manufacturing 
Technology 58, 25–28. 
[3] Makris, S., Michalos, G., Chryssolouris, G., 2012. RFID driven 
robotic assembly for random mix manufacturing. Robotics and 
Computer-Integrated Manufacturing 28, 359–365.  
[4] Makris, S., Michalos, G., Efthymiou, K., Georgoulias, K., 
Alexopoulos, K., Papakostas, N. Eytan, A., Lai, M., 
Chryssolouris, G. 2010, Flexible assembly technology for highly 
customisable vehicles. Proceedings of the International 
Conference Competitive and Sustainable Manufacturing, 
Products and Services, Como, Italy (2010). 
[5] Scholz-Reiter, B., Freitag, M., 2007. Autonomous Processes in 
Assembly Systems. CIRP Annals - Manufacturing Technology 
56, 712–729. 
[6] Michalos, G., Makris, S., Papakostas, N., Mourtzis, D., 
Chryssolouris, G., 2010. Automotive assembly technologies 
review: challenges and outlook for a flexible and adaptive 
approach. CIRP Journal of Manufacturing Science and 
Technology 2, 81–91. 
[7] Koren, Y., Heisel, U., Jovane, F., Moriwaki, T., Pritschow, G., 
Ulsoy, G., Van Brussel, H., 1999. Reconfigurable Manufacturing 
Systems. CIRP Annals - Manufacturing Technology 48, 527–540. 
[8] Kochan, A., 2005. BMW uses even more robots for both 
flexibility and quality. Industrial Robot: An International Journal 
32, 318–320. 
[9] Kochan, A., 2002. Robots help Peugeot meet targets. Industrial 
Robot: An International Journal 29, 500–502.A., 2002. 
[10] Dang, Q.-V., Nielsen, I.E., Steger-Jensen, K., 2011. Scheduling a 
Single Mobile Robot for Feeding Tasks in a Manufacturing Cell, 
in: Proceedings of the International Conference Advances in 
Production Management Systems, Value Networks: Innovation, 
Technologies and Management (APMS). Stavanger, Norway. 
[11] Meyer-Delius, D., Beinhofer, M., Kleiner, A., Burgard, W., 2011. 
Using Artificial Landmarks to Reduce the Ambiguity in the 
Environment of a Mobile Robot, in: Proceedings of the IEEE 
International Conference on Robotics and Automation (ICRA). 
Shanghai, China. 
[12] URL ROS, http://www.ros.org [Accessed January 16, 2012]. 
[13] Ranky, P.G., 2003. Collaborative, synchronous robots serving 
machines and cells. Industrial Robot: An International Journal 30, 
213–217. 
[14] Papakostas, N., Alexopoulos, K., Kopanakis, A., 2011. Integrating 
digital manufacturing and simulation tools in the assembly design 
process: A cooperating robots cell case. CIRP Journal of 
Manufacturing Science and Technology 4, 96–100.  
[15] Papakostas, N., Michalos, G., Makris, S., Zouzias, D., 
Chryssolouris, G., 2011. Industrial applications with cooperating 
robots for the flexible assembly. International Journal of 
Computer Integrated Manufacturing 24, 650–660. 
[16] Koeppe, R., Engelhardt, D., Hagenauer, A., Heiligensetzer, P., 
Kneifel, B., Knipfer, A., K.Stoddard, 2005. Robot-Robot and 
Human-Robot Cooperation in Commercial Robotics Applications, 
in: Dario, P., Chatila, R. (Eds.), Robotics Research, Springer 
Tracts in Advanced Robotics. Springer Berlin,  202–216. 
[17] Wilson, M., 1999. Vision systems in the automotive industry. 
Industrial Robot: An International Journal 26, 354–357. 
[18] Kochan, A., 2004. Volkswagen makes a success with lasers. 
Assembly Automation 24, 357–360. 
[19] Duffie, N., 1987. Non-hierarchical control of a flexible 
manufacturing cell. Robotics and Computer-Integrated 
Manufacturing 3, 175–179. 
[20] Leitão, P., 2009. Agent-based distributed manufacturing control: 
A state-of-the-art survey. Engineering Applications of Artificial 
Intelligence 22, 979–991. 
[21] Colombo, A.W., Schoop, R., Neubert, R., 2006. An agent-based 
intelligent control platform for industrial holonic manufacturing 
systems. IEEE Transactions on Industrial Electronics 53, 322–
337. 
[22] Balasubramanian, S., Brennan, R.W., Norrie, D.H., 2001. An 
architecture for metamorphic control of holonic manufacturing 
systems. Computers in Industry 46, 13–31. 
[23] Maione, Maione, G., Naso, D., 2004. Modelling adaptive multi-
agent manufacturing control with discrete event system 
formalism. International Journal of Systems Science 35, 591–614. 
[24] Bussmann, S., 2004. Multiagent systems for manufacturing 
control : a design methodology. Springer, Berlin; New York. 
[25] Schild, K., Bussmann, S., 2007. Self-organization in 
manufacturing operations. Communications of the ACM 50, 74–
79. 
[26] Bussmann, S., Sieverding, J., n.d. Holonic control of an engine 
assembly plant: an industrial evaluation. IEEE, 3151–3156. 
[27] URL Socrades, Socrades. Available at: http://www.socrades.eu/ 
[Accessed January 13, 2012]. 
[28] Arai, T., Aiyama, Y., Maeda, Y., Sugi, M., Ota, J., 2000. Agile 
Assembly System by “Plug and Produce”. CIRP Annals - 
Manufacturing Technology 49, 1–4. 
[29] Arai, T., 2001. Holonic assembly system with Plug and Produce. 
Computers in Industry 46, 289–299. 
[30] Arai, T., Maeda, Y., Kikuchi, H., Sugi, M., 2002. Automated 
Calibration of Robot Coordinates for Reconfigurable Assembly 
Systems. CIRP Annals - Manufacturing Technology 51, 5–8. 
[31] Martinez Lastra, J.L., Delamer, I.M., n.d. Ontologies for 
Production Automation, in: Dillon, T.S., Chang, E., Meersman, 
R., Sycara, K. (Eds.), Advances in Web Semantics I. Springer 
Berlin Heidelberg, Berlin, Heidelberg, pp. 276–289. 
[32] URL DPWS, OASIS Devices Profile for Web Services (DPWS). 
Available at: http://docs.oasis-open.org/ws-dd/ns/dpws/2009/01 
[Accessed January 16, 2012]. 
 
