ABSTRACT Alcoholism is a socio-economical syndrome in which human being may lose his/her health and wealth. The paper reports a novel approach for the rapid detection of alcoholism using Electroencephalogram (EEG) sensor. The proposed method employs absolute gamma band power used as a feature and ensemble subspace K-NN used as a classifier to categorize alcoholics and normal subject. Furthermore, an Improved Binary Gravitational Search Algorithm (IBGSA) is reported as an optimization tool to select the optimum EEG channels for the rapid screening of alcoholism. The results obtained by the proposed method are compared with the optimization algorithms like a genetic algorithm (GA), binary particle swarm optimization (BPSO), and binary gravitational search algorithm (BGSA). Fitness function for these optimization algorithms is evaluated using accuracy obtained from ensemble subspace K-NN classifier. The proposed IBGSA methodology provides a detection accuracy of 92.50% with only 13 EEG channels. Thus, it is the best candidate to bridge the trade-off of detection accuracy and the number of channels used for detection.
I. INTRODUCTION
Alcoholism is a phenomenon arising due to the habitual and excessive consumption of alcoholic beverages by an individual. The chronic consumption of alcohol develops its dependency on the individuals and leads to alcohol abuse and even to death. Slowly but sturdily, alcoholism has spread its arm in the society irrespective of the socio-economical strata of the individuals. The World Health Organization (WHO) study report states that approximately 2 billion people across the world drink alcoholic beverages and out of them, 76.3 million have alcohol dependency syndrome. Approximately 58.3 million people (4.8% of total) are suffering from disability-adjusted life, and 1.8 million deaths (3.2% of total deaths) are caused due to alcoholism [1] . Alcoholism badly affects the brain activities of an individual. The cause-effect analysis of alcoholism on the human brain is difficult due to the chaotic nature of the human brain [2] . Considering the severity of the alcoholic syndrome, it is the need of the hour to device a cost-effective, accurate and reliable mechanism to differentiate between alcoholic and non-alcoholic individuals.
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Brain neuronal activity can be recorded by using PET (Positron Emission Tomography), MRI (Magnetic Resonance Imaging), FMRI (Functional Magnetic Resonance Imaging) and EEG (Electroencephalogram) techniques. Out of these techniques, EEG is found as the best candidate for interpreting the neuro-psychological signals due to its inherent characteristics such as the real-time signal capture of the subject under test, non-invasive and excellent correlation with the complex dynamics of brain activities [3] . The presentday brainwave analysis technology captures EEG by placing electrodes of recording machines on the human scalp. EEG signals are recorded using different electrode placement system like 8 channels, 14 channels, 21 channels, 32 channels, and 64 channels. The EEG recording machines agreed to use internationally accepted 10-20 Electrode placement systems to describe the location of the electrode on the scalp [4] . Increased number of channels to capture EEG signals increases the spatial resolution of the detected signals at the cost of large data processing. This aspect may cause a bottleneck in the real-time prediction of alcoholism. Hence, a methodology is the need of the hour that will use only the necessary and sufficient electrodes to capture the EEG signals for rapid prediction of the alcoholism in the individuals. Motivated by this fact, the paper reports a novel electrode placement system for the prediction of alcoholism using EEG signals. The proposed methodology provides the most sensitive area of the human brain based on the location of the channels used to capture the EEG.
Notable contributions are reported in the area of EEG based alcoholic syndrome identification and classification such as EMD method, functional connectivity, automatic computer-aided tool, spectral entropy-based method, horizontal visibility graph entropy, EEG rhythm feature, analytic wavelet transform, and orthogonal wavelet filter bank method [5] - [12] . However, these contributions do not speak about the most vulnerable area of the brain (sensitive channels) under the effect of alcoholism. Most vulnerable brain area to alcohol addiction can be identified by comparing alcoholic EEG with normal EEG based on the location of the channel. EEG channels that contribute more discriminant information between alcoholic and normal EEG are selected as vulnerable channels.
The rest of the paper is organized as: Section II provides the technology overview for the detection of the alcoholism. The proposed methodology is described in section III. The outcome and its analysis are presented in section IV. The conclusions and the scope for future work are discussed in section V.
II. THE TECHNOLOGY OVERVIEW
Considering the inherent characteristics of EEG signals, it is used as the tool for the analysis of alcoholism in human being. EEG based detection techniques have gained popularity as the non-invasive methodology for alcoholic detection in human beings since its first report in the early '90s [13] . In recent research, it is reported that excessive alcohol consumption affects the brain activity of a human being as it destroys the white (connecting fiber) and gray matter (cell membrane) of the brain. Reduction in white and gray matter results in loss of functional connectivity between neurons and the reduction of neurons, respectively [14] . Alcoholism, most prominently, disturbs the motor system. Hence, the cerebral motor cortex area is considered to be most susceptible to alcoholism [15] . This major outcome paved the way for a new era of research for selecting specific region channels for alcoholism analysis.
The reported EEG channel selection methods are stuckup with the reduction in accuracy due to the reduction in a number of channels [5] , [6] , [16] - [18] . A greedy maximal weight matching is used to measure the functional connectivity in alcoholics. This method provides a significant difference in the gamma band of control alcoholic subject and alcoholic subject [5] . The computer-aided diagnostic technique, with feature selection using a t-test, was demonstrated in [6] without the channel selection. Principal component analysis (PCA) was used for the selection of a subset of EEG channels to classify alcoholics and non-alcoholics. However, this method was unattractive due to the fact that the classification accuracy is directly proportional to the number of the channel [16] . Combination of model-based spectral analysis and correlation matrices was reported to select channel subset based on the mean gamma band power. However, this method compares only the mean absolute power for each channel between alcoholics and control subject [17] . R. Palaniappan et al. used a genetic algorithm (GA) for optimization of EEG channel to efficiently distinguish alcoholics and controls using fuzzy art map (FA) classifier and multilayered perceptron-back propagation (MLP-BP) network. Two different classifiers at fitness and classification stages of operation limit this approach [18] . The reported methodologies of channel selection were infeasible due to one or more reasons like the use of different classifiers, impaired detection sensitivity, and accuracy with a reduction in a number of channels and large computational overhead. Hence, there is a need to study the impact of different optimization algorithm for EEG optimal channel selection. Advanced information about the optimal channel with high detection accuracy may permit a decrease in the essential hardware and computation time. Table 1 shows the state of the art for the optimal channel selection for the analysis of alcoholism.
III. THE METHODOLOGY A. PROBLEM FORMULATION
Initially, EEG signals are captured from the human subject under test. The captured signals are band separated using a bandpass filter to get a dominant signal for classification human subjects. This signal is applied to the optimization algorithms to select the optimal channels which will be necessary and sufficient to describe the status of a human being under test. Further, channels so obtained are verified by using different classifiers for their accuracy.
EEG data recorded with 64 channel sensor setup covers all locations over the scalp (Brain region). According to region, location, and hemisphere, the nomenclature is assigned to each electrode as a standard and worldwide accepted practice. Effect of alcoholism is un-uniform over the different regions of the brain. Hence, all EEG channels may not contribute discriminant information about the effect of alcoholism. Most of the EEG sensors capture signals from all the 64 channels for the analysis of alcoholism effect in the subject under test. This may lead to a huge computation and in turn, delayed prediction of alcoholism effect on the subject under test. This phenomenon can be improved if a particular brain region channels with significant variation in specific EEG feature is focused for analysis. Further, the optimization process will eliminate the redundant channels or the channels with less detection accuracy from the detection process. Conceptual block diagram of the proposed methodology is shown in Fig. 1 .
The set of aforementioned operations will ensure that with a reduced number of channels too, the detection accuracy is constant. The trade-off between a reduced number of detection channels and the accuracy can be obtained by deriving a problem fitness/objective function by considering constraint (Number of channels and Accuracy). The proposed fitness function defined as:
Here, Fit, Acc, N, and M stand for fitness value, accuracy, the total number of channels and selected channels respectively. P 1 is the weight for classification accuracy, and P 2 is the weight for several channels selected, such that P 1 + P 2 = 1. During the optimization process, initially P 1 = 0.7 and P 2 = 0.3. These constants are decided based on the best suitable fit for optimization of channels and accuracy by doing experimental analysis.
B. DATABASE
The EEG database used for the present analysis is obtained from the University of California, Irvine Knowledge Discovery in Database (UCI KDD) Archive [19] . This database has 64 electrodes placed on the scalp of the human subjects and while recording the signals, they were shown stimuli (Pictures). EEG data used for experiments is recorded with single stimuli shown the subject under test. Each subject of 10 trials are used with one-second epoch. Signals were sampled at 256 Hz (3.9msec epoch) for one second. The stimuli contain pictures from the 1980 Snodgrass and Vander wart set. The noise presents while signals recording, such as power line noise and eye blinks were removed in baseline itself. Details of recording signal, procedure, recording environment are available at [13] . The database includes a total of 122 subjects; all were having a normal or normal corrected vision. The control group consists of 48 male subjects with age ranging from 20 to 39 years (mean age = 25.81 years). The alcoholic group contains 77 male having age ranging from 20 to 50 years (mean age = 35.83 years). Trials with the excessive body, eye and muscles movement were rejected for experimentation. After rejection 40 data files from alcoholics and 40 data files from the control category were available. While recording data, all subjects were abstinent from alcohol for at least 30 days. A symbolic 2-second sample of alcoholic and normal EEG signal is shown in Fig. 2 .
C. FEATURE EXTRACTION METHOD
Butterworth bandpass filters of fourth order are used to separate EEG signals into delta (0 Hz -4 Hz), theta (4 Hz -8 Hz), alpha (8 Hz -12 Hz), beta (12 Hz -28 Hz), and gamma (28 Hz -50 Hz) band as per their frequency range. Phase and delay distortions caused due to Butterworth filtering are compensated by using zero phase filtering (filtfilt function in Matlab). Initially, for the complete database, the percentage of power from each EEG band is obtained from all 61 channels and compared between alcoholics and normal person EEG. Fig. 3 indicates band power comparison between alcoholic EEG with a normal one. Fast Fourier Transform (FFT) of each EEG band is calculated to compare EEG power in each band between alcoholics and control groups. The power spectrum plot almost remain same for all subjects under test. Fig. 4 shows a comparison between alcoholic and normal subject spectrum in each band for the frontal region channel FP1 for a single subject under test. This is a symbolic representation of the EEG power analysis for the entire database.
It is clear from Fig. 3 and 4 that the major power difference is observed at the gamma band. Percentage power change in gamma rhythm is dominant as compared to delta rhythm. This indicates that the gamma band rhythm plays a major role in extracting discriminant information as compared to other rhythms under alcoholic syndrome. Percentage power change in delta rhythm may be due to eye artifacts which are below 4 Hz. The beta band demonstrates the changes in spectral variation among alcoholic and control subject. However, the average effect over the wide spectrum of the band makes it unusable for classification purpose. Further, the neurological research study implied that the dynamic process of the brain such as attention; memory and cognitive memory are related to the synchronizations of phaselocked gamma band. It is also observed that the visual feature binding process is synchronized with the gamma band [20] , [21] . Hence, Gamma band power features are selected for the present analysis. Here, the feature selection is carried out by using cost functions like variance, skewness, kurtosis, rhythm power, sample entropy and approximate entropy using Pearson Correlation Coefficient (p) statistical test. The statistical analysis in [22] proves that gamma band power has very low p-value which in turn indicates gamma band is the strongest feature to discriminate alcoholic and normal subject.
D. OPTIMIZATION ALGORITHM
The objective of the optimization algorithm is to select the most sensitive channel for alcoholism detection. Classically, BPSO, GA and BGSA are used for feature selection and channel selection [18] , [23] - [25] .
1) GENETIC ALGORITHM
Genetic algorithm is frequently used optimization technique, based on bio-inspired operators such as mutation, crossover, and selection. GA is divided into four phases; initialization, fitness evaluation and reproduction, crossover and mutation. In the initialization phase, the initial population is generated randomly, by selecting, any random solution in search space for each population. Now each population can hold a different solution (set of the optimal channel). After initialization, features are selected from only selected channel to evaluate fitness value from each population. Higher fitness values populations are higher chance to be selected and reproduced whereas other populations likely to be eliminated. The selected population gets reproduced from crossover and produce new populations by interchanging their own gene information. Crossover normally tries to change only with the information which the present population has. Mutation gives new information by randomly flipping one gene's information on selected populations with low mutation probability. These four phases are repeated until it produces optimal channels [26] . For experimentation, we used crossover probability as 0.8 and mutation probability as 0.011.
2) BINARY PARTICLE SWARM OPTIMIZATION
In 1995 PSO algorithm developed by Kennedy and Eberhart which is based on the simulation of social behavior of birds [27] . In BPSO each particle has a potential solution to the search problem. Here search problem is to find optimal channel out of 61 channels that preserve the accuracy of 61 channel input. Initially, the particle can take any value (a binary string of 61 bit) over the search space. Each particle gains the knowledge from the discoveries and preceding knowledge of all other particles of the swarm. Every particle is searching for the best solution for a given problem in the search space. The position (x i (t)) and velocity (v i k+1 ) of the particle are updated as follows.
where xgbest is global best solution; p i k is the position of i th particle at k th location. c 1 is a cognitive component and c 2 is a social component; i denotes each particle. c 1 , c 2 controls the movement of a particle in a single trial. When c 1 >c 2 , more importance given to personal best as compared to the global best solution and vice versa. w is inertial weight value which constrains the previous velocity, which is reduced as iteration goes on increasing. In our experimentation, we kept c 1 = c 2 = 2 and w = 0.9 these values are set based on parametric study on coefficients [27] . r 1 , r 2 are arbitrary random values between 0 and 1.
Binary PSO is a discrete adaptation of PSO. Velocity update is the same as in particle swarm optimization. The only difference is that the particles have either a 0 or 1 value in BPSO, and position revise rule is different. Following equation gives the revised rule for BPSO. where, Ø is a random value between 0 and 1. Channel space acting as the solution space for the searching problem, and each particle's location can have a value of either 0 or 1. '0' indicate channel not selected for classification and '1' indicate channel selected for classification.
3) BINARY GRAVITATIONAL SEARCH ALGORITHM
However, one of the undesirable conditions that may arise in the optimization technique is stagnation. Stagnation is a state that object falls in a local optimum. BGSA has the potential to escape from local optimum by modification in its transfer function.
The main objective of the BGSA is to find an object, which has the best fitness value. Initially, random objects are created with an arbitrary solution, and fitness value is calculated for each object. The equivalent mass of each object is computed as:
Here N is the total number of objects, M i (t) and fit i (t) are the mass and fitness values of the i th object respectively, and worst(t) is worst (minimum value) fitness function. Object with higher fitness value consider as denser, and it will produce more forces towards other objects. Then, the total force of object towards other object is calculated using the below formulas Eq. 7 (Law of gravity).
where, F d i (t) Force of an i th object over other objects, R i,j (t) is the hamming distance between objects i and j, G(t) is the gravitational weight which will decrease as algorithm converge. F d i (t) is a force of i th object over other objects, randj is a random number generated by uniformly distributed function in interval [0, 1] and x d i (t) and x d j (t) is a binary vector indicating the position of the i th and j th object respectively, d stands for dimention which takes value 1 to 61. Afterword, acceleration of each object is calculated with the law of motion according to Eq. 9.
a d i (t) is an acceleration of the i th object. After calculating the acceleration, it's easy to determine the velocity of the objects and can be calculated as:
where, v d i (t) is the velocity of the i th object. The algorithm updates the velocity using Eq. 10. Then, the object positions are updated with a probability according to Eq. 11. It means the velocity is defined as the probability of position changing from 0 to 1 or vice versa. (11) After this, the predefined logical rule is employed to find a new position of objects as: Sigmoid and tanh look very similar transfer function. tanh is a scaled sigmoid function. In the IBGSA method, we proposed to use the transfer function in Eq. 13.
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Factor A is preventing the algorithm from converging at local minima. After some iteration all objects move considerably in the direction of the best position, the velocity of the objects turns into zero. Then, using Eq. 12, the probability of updating the position becomes zero. Now by referring Eq. 13, for an object, if the velocity becomes zero, the probability of changing the position becomes A, where A = 1 − exp(NC) and NC is no change counter, will be incremented by 1 if algorithm stuck to local minima else it set to 0. Observed that when NC = 0, the value of A becomes 0 and transfer function looks like an only hyperbolic function. This indicates that if the algorithm is not stuck in local optima, the transfer function becomes the same as normal BGSA. This adjustment provides a chance to the algorithm not to trap in the local optima and pursuit for a different solution The optimization process is carried out based on the fitness function defined in Eq. 1. Initially, a random population is generated as a binary string for each object as shown in Table 2 . An object having bit '1' means that channel is selected and '0' means the channel is not selected for calculating fitness function. Algorithmic steps involved in the selection of optimal channels are:
Feature of selected channels was applied to the classifier to classify an alcoholic and control subject.
E. CLASSIFICATION
For classification of an alcoholic and normal subject, a gamma band power used as a feature. The standard Classifier learning app available in MATLAB 2017 is used for classification [28] . The Classification Learner app trains models to classify data with various classifiers like Discriminant analysis, SVM (Support Vector Machine), K NN (K Nearest Neighbor) and Ensemble classifier with a different kernel function.
Algorithm 1 : Operation of the proposed methodology 1. The capture of raw input EEG data of 64 channels and removal of three reference electrodes data.
For all channels for i = 1: 61 (N )
Filter signals into a different band. 3. Extract the gamma band power as a feature from CH i i = 1,2,..N and store it as a feature database. 4. Set particle/object size as 50.
Each particle/object randomly select (M ) channels and select only those channel features from feature database 5. For i = 1:50 (object size) Calculate the classification (ACC i ) 6. For i = 1:50 (object size) Evaluate fitness functions Fit i .
and v i (t)for i = 1,2,...popsize; Update the position of each particle/object according to
and jump to step 5} 8. Selected channels are optimal for classification of alcoholics and control EEG signal.
Exit.
The discriminant analysis assumes that different classes generate data based on different Gaussian distributions. For linear discriminant analysis, the model has the same covariance matrix for each class, only the mean vary whereas in the quadratic discriminant analysis (QDA), both mean and covariance of each class vary. Predict classifies so as to minimize the expected classification cost [29] 
whereŷ is the predicted classification, K is the number of classes,P (k/x) is the posterior probability of class k for observation x, and C (y/k) is the cost of classifying an observation as y when its true class is k. The SVM binary classification algorithm searches for an optimal hyperplane that separates the data into two classes. For distinguishable classes, the optimal hyperplane maximizes a margin (space that does not contain any observations) surrounding itself, which creates boundaries for the positive and negative classes. For inseparable classes, the objective is the same, but the algorithm imposes a penalty on the length of the margin for every observation that is on the wrong side of its class boundary. The final decision function in SVM classifier is given below [30] f (x) = n j=1α j y j K x, x j +b (16) where x j is the j th input feature vector, y j (−1 or +1) is the class label of x j ,b is the estimate of the bias,α j is the j th estimate of the vectorα, j = 1,2, . . . . , n and K(x,x j ) is a kernel function.
In this work, we tested linear, quadratic and cubic kernels. A k-nearest neighbor classifier based on a distance metric [31] . In this work cosine, Minkowski with exponent 3 (cubic) and Euclidean (weighted) distance metric used with a value of K as 10.
Ensemble classifier uses a set of different classifier and then uses their vote for prediction of class [32] . In our work, we used five ensemble classifier Ensemble Boosted Trees, Ensemble Bagged Trees, Ensemble Subspace Discriminant, Ensemble Subspace K NN, Ensemble RUSBoosted Trees. Details of a parameter used for each classifier shown in Table 3 .
The detail block diagram of the proposed system is shown in Fig. 5 .
IV. RESULTS AND ANALYSIS
The algorithms are implemented and verified in MATLAB 2017a platform using a computer with 8 GHz of RAM and 5 th Gen Intel®Corei5 processor. The experiments are carried out in two parts:
1. Classification of alcoholics with normal subject and 2. Optimal channel selection for detection of alcoholism. EEG of 40 alcoholics and 40 normal human subjects, with ten trials of each, is used for Experimentation. First EEG signals are passed through a bandpass filter to decompose it into different EEG band. Absolute gamma band power is extracted from each band for alcoholic as well as a control subject. Kruskal-Wallis test is applied to check the discriminant power of feature. The p-values of these features delta power, theta power, alpha power, beta power, and gamma power, are presented in Table 4 . It is validated from the table that the gamma band feature has discrimination capability. KruskalWallis plot based morphological analysis of extracted absolute power feature is presented in Fig. 6 . Performance of each classifier is evaluated by using standard 10-fold cross validation method to verify the correctness of the classification accuracy and to ensure no statistical biasing present in classification results. During 10-fold cross validation complete dataset is divided into ten groups. In each iteration, nine groups are used for training while remaining one has been used for testing purpose.
Finally, the effect of all ten modules will be combined to calculate accuracy. Different classifiers shown in Table 3 were analyzed to select the most accurate one. The maximum classification accuracy is achieved with Ensemble Subspace K-NN classifier. The classification accuracy with the conventional method is 95% at the cost of analysis of data from all 61 channels. Hence, the fitness functions of all optimization algorithms are evaluated using Ensemble Subspace K-NN classifier.
Further, the optimization algorithms are applied to select optimal channels from 61 channels. In this experiment, the parameters of optimization such as maximum iteration, particle/objects, and fitness function are kept constant for all four optimization algorithms under test.
For each optimization algorithm, particle size and maximum iteration are kept 50 and 100 respectively. Each particle holds a binary string of length 61 (Table 2) . Fitness function is evaluated by using each particle with Eq. 1 based on classification accuracy. The particle which gives maximum fitness value will be selected as a global best particle. Then the position of particles will be updated according to different optimization techniques. Classification accuracy using all 61 channels and selected channels using GA, BPSO, BGSA, and IBGSA are compared with each other. The classification results, with and without optimization, are summarized in Table 5 .
With the help of optimization, the numbers of channels are reduced and hence less number of the channel are required for the analysis. For selected classifier, Conventional method provides 95.1% classification accuracy; whereas, GA, BPSO, BGSA and proposed IBGSA provides 92.25, 92.88, 93.88 and 92.50 % accuracy respectively. Further, the classification accuracy obtained with the help of optimization techniques is a very close approximation with the accuracy of non-optimized one.
There is a trade-off between the detection accuracy and the number of the channel required for the detection process.
These two parameters are, in general, directly proportional to each other. The proposed methodology of detection of alcoholism hardly compromised the accuracy in detection on account of the reduced number of channels. This is the catch line advantage of the present method. Table 6 summarizes the performance of the present method with the traditional technique in terms of its detection accuracy. It is evidenced from Table 6 that a 4-fold reduction in a number of channels and processing time is achieved at the cost of marginal 2 to 3% reduction in detection accuracy, as compared with the traditional method.
BGSA provides 93.88% accuracy with 15 optimal channels whereas IBGSA gives 92.50% accuracy with 13 optimal channels. With mere 1.38 % reduction of accuracy reduces 99678 VOLUME 7, 2019 FIGURE 7. Channel Selection: (A) using GA (16 Channels) (B) using BPSO (14 Channels) (C) using BGSA (15 Channels) (D) using IBGSA (13 channels).
two channels from calculations and thereby reducing the processing time by 3.3% as shown in table 6. In real-time applications with very huge datasets, the requirement of number of channels for classification process will significantly affect the processing of the applications. Our principal aim is to reduce the number of channels without much compromise with the classification accuracy. Hence, IGBSA is recommended for classification purpose. The proposed IBGSA method provides 13 optimum channels (Fig.7 D) as FP1, FPz, FP2, AF7,  AF8, FC5, FC6 , T7, TP7, TP8, Cz, PO8 and PO7 with a detection accuracy of 92.5%. The biological significance of selected channels using IBGSA is presented in Table 7 .
V. DISCUSSION Fig. 7 indicates the selected optimal channels using a GA, BPSO, BGSA and IBGSA method. The optimization algorithms selected similar channels. This is an indication of the fact that the selected channels correspond to the brain region which is most affected due to alcohol consumption.
Corpus callosum is a major white matter commissure connecting the left and right hemispheres, and it allows the interhemispheric exchange of sensory, motor and cognitive information. Due to the consumption of alcohol, there is a loss of corpus callosum [33] . The resultant channels after the optimization process have a symmetrical distribution structure between left and right hemisphere. This is due to the fact of loss of Corpus callosum.
Clinically, the prefrontal cortex area of the brain is most vulnerable to alcohol. This is validated by the optimization algorithm as the different algorithm selects most of the channels from this region. Biochemically, this region of the brain is responsible for logical thinking and decision-making process. Hence prefrontal cortex can be considered a focal area of the brain for alcoholism detection.
Further, the optimization algorithm selects a few channels from the motor cortex area. The motor cortex is responsible for the reception and transmission of a signal from other parts of the body effectively [15] . The selected channels in this area indicate the inability of an alcoholic subject to perform motor cortex functions. The net effect of damage in those areas may cause blurred vision, deficiency in speech and motor action control. The selected channels with the present approach maintain overall accuracy as that of using all 61 channels. It indicates other channels (brain region) have the minor impact of alcohol as compared to the selected brain region channels. Based on the results of optimization, it can be summarized that:
1) The outcome of optimization algorithms in terms of channel selection is more or less similar for all four optimization methods. 2) There is a drastic reduction in the number of channel requirement for the detection purpose.
3) The accuracy of detection using optimization techniques is at-par of the conventional method. 4) Selected channels have a symmetrical structure between left and right hemisphere. 5) Mostly prefrontal cortex channels are selected under the effect of alcoholism. Table 8 provides the qualitative comparative analysis of the proposed method with existing methodologies. Methods reported in [5] , [7] , [16] - [18] attempted to estimate the optimum channels for the detection of alcoholism using common database available.
However, these methods are unattractive due to one or other reasons like complicated computational methodology or reduction in detection accuracy with a reduction in channels. The proposed method used four different optimization algorithms to pick up the best suitable combination of EEG channels for identification of the alcoholic subject. With the proposed, method there is a large reduction in the number of channels for the detection process at the cost of a marginal decrease in detection accuracy (less than 3%) as compared with the traditional method.
Further, the methodology proposed by R. Palaniappan et al. is similar to the proposed one in terms of the use of the Gamma band power feature. They had used GA and fuzzy ARTMAP classifier to identify the optimal channel [18] . GA may stuck-up with the problem of local optima for a large database. This drawback has been eliminated in our approach by using IBGSA.
Alcoholism has already acquired the status of social abuse; especially in developing countries due to lack of education and awareness. It is observed that roughly 50% of alcoholic subjects undergo the rehabilitation treatment; out of which nearly 90% converge to the alcoholism due to the altered biochemistry on account of consumption of alcohol [1] .
The rehabilitation process in alcoholic subjects will be effective if it is quickly and accurately detected. The detection of gamma band power using the proposed optimum channels will be helpful to the medical practitioners in the early prediction of alcoholism and allied medical attention. Further, the early detection of alcoholism by using the proposed methodology will also be a boon for the HR teams of multinational companies to recruit its manpower. The proposed method is the best candidate to early predict the alcoholism as it uses optimum channels with high detection accuracy. 
VI. CONCLUSION AND FUTURE SCOPE
Improved BGSA has been proposed and analyzed, in this paper, for the detection of alcoholism using EEG signal. The proposed method provides the optimum channels which are necessary and sufficient to detect and predict the alcoholism. The IBGSA provided 92.50% detection accuracy with only 13 EEG channels: FP1, FPz, FP2, AF7, AF8, FC5, FC6, T7, TP7, TP8, Cz, PO8 and PO7. Further, the detection accuracy with these channels is at par of detection accuracy using all 61 channels. The proposed methodology is compared with traditional optimization algorithms such as GA, BPSO and BGSA. The proposed IGBSA outsmarts all these methods in terms of its detection accuracy and the number of channels for detection. Experimentally selected optimal channels match with the empirical biological significance associated with an alcoholic person. Hence, the proposed methodology will be the best candidate in the early detection and prevention of alcoholic disorders in human beings. In the future, the proposed work can be extended to improve the detection accuracy by using different combinations of optimization algorithms and deep learning techniques. Further, the claims in this paper can be verified in real-time mode on the alcoholic subject. 
