ILLUSTRATIONS

ABBREVIATIONS
COD
Chemical oxygen demand in storm-runoff load, in pounds, or in storm-runoff mean concentration, in milligrams per liter.
CU
Total recoverable copper in storm-runoff load, in pounds, or in storm-runoff mean concentration, in micrograms per liter.
DA
Total contributing drainage area, in square miles. DP Dissolved phosphorus in storm-runoff load, in pounds, or in storm-runoff mean concentration, in milligrams per liter.
IA
Impervious area, as a percent of total contributing drainage area.
INT Maximum 24-hour precipitation intensity that has a 2-year recurrence interval, in inches.
LUC
Commercial land use, as a percent of total contributing drainage area.
LUI Industrial land use, as a percent of total contributing drainage area.
LUN
Nonurban land use, as a percent of total contributing drainage area.
LUR
Residential land use, as a percent of total contributing drainage area.
MAP-R-P Model adjustment procedure based upon regression with observed values against predicted values.
MAR
Mean annual rainfall, in inches.
IV
ABBREVIATIONS (continued)
MJT Mean minimum January temperature, in degrees Fahrenheit MNL Mean annual nitrogen load in precipitation, in pounds of nitrogen per acre.
O Observed values of storm-runoff loads or mean concentrations.
PB
Total recoverable lead in storm-runoff load, in pounds, or in storm-runoff mean concentration, in micrograms per liter.
Pu Predicted values of storm-runoff loads or mean concentrations.
SE
Standard error of estimate.
SS
Suspended solids in storm-runoff load, in pounds, or in storm-runoff mean concentration, in milligrams per liter.
TKN
Total ammonia plus organic nitrogen as nitrogen in storm-runoff load, in pounds, or in storm-runoff mean concentration, in milligrams per liter.
TN
Total nitrogen in storm-runoff load, in pounds, or in storm-runoff mean concentration, in milligrams per liter.
TP
Total phosphorus in storm-runoff load, in pounds, or in storm-runoff mean concentration, in milligrams per liter.
TRN
Total storm rainfall, in inches.
ZN
Total recoverable zinc in storm-runoff load, in pounds, or in storm-runoff mean concentration, in micrograms per liter.
INTRODUCTION
Storm runoff has been determined to be a major source of nonpoint-source pollution in metropolitan areas. The city of Little Rock is a growing urban center in central Arkansas with an estimated population of 176,870 in 1992 (Arkansas State Data Center, oral commun., 1994 . As in any metropolitan area, municipal storm sewer systems have been installed to provide drainage for developed areas. In a widespread area supporting a large population such as Little Rock, the storm-runoff loads associated with discharges from separate storm sewers can have significant impact on water quality in receiving streams even though the storm-runoff concentrations are often low relative to many industrial and municipal wastewater discharges. Urban water-quality managers need data on storm-runoff loads for representative watersheds in their city to design remedial programs.
The final rule implementing the Water Quality Act of 1987, published by the U.S. Environmental Protection Agency, requires municipalities with a population of 100,000 or greater to:
characterize the quality and quantity of discharge from representative storm-sewer outfalls during representative storm events; and estimate annual and seasonal pollutant loadings from each major storm-sewer outfall in the reporting area (U.S. Environmental Protection Agency, 1990, p. 47990-48091) .
In 1992, the U.S. Geological Survey, in cooperation with the city of Little Rock, began a study to characterize the storm-runoff water quality and to investigate procedures for estimating storm-runoff loads and concentrations for selected constituents. Rainfall, discharge, and water-quality data were collected during representative storm events between June 1992 and January 1994, at five representative catchment areas in the city of Little Rock. The local data collected were used to verify and adjust regional regression models for estimating storm-runoff loads and concentrations (Driver and Tasker, 1990) . A model adjustment procedure (Hoos and Sisolak, 1993) was used to adjust the selected regional models for use in the Little Rock area.
Purpose and Scope
This report presents and describes an approach for estimating urban storm-runoff quality for the Little Rock area. Verification and calibration error statistics are presented for regional regression models used to estimate storm-runoff loads and mean concentrations. Calibration coefficients are presented for three load models and two concentration models. Simple estimators (mean of observed values) are described for two load models and five concentration models that could not be verified or adjusted. Also presented is an example that demonstrates the use of an adjusted model to estimate the load of total recoverable copper in storm runoff from an unmonitored catchment. The storm-runoff quality data collected at 5 sites during 22 storms are included in the appendix.
Description of Study Area
Little Rock is located in the geographic center of Arkansas ( fig. 1 ), and drained solely by the Arkansas River. This area is divided physiographically into the Interior Highlands in the northwestern part and the Coastal Plain in the southeastern part (Plebuch and Hines, 1967) . The Interior Highlands are underlain by consolidated rocks and the Coastal Plain is underlain by a thick sequence of unconsolidated sediments.
Little Rock occupies about 105 square miles, of which 11 percent is industrial; 10 percent commercial; 35 percent residential; and 42 percent undeveloped land use. Little Rock also consists of 2 percent agricultural land use.
For the Little Rock area, the maximum 24-hour precipitation intensity that has a 2-year recurrence interval (INT) is 4.1 inches (Hershfield, 1961) . The mean annual rainfall (MAR) is 49.25 inches (National Weather Service, oral commun., 1993) . The mean annual nitrogen load (MNL) in precipitation is 14.2 pounds of nitrogen per acre (Arkansas Department of Pollution Control and Ecology, oral commun., 1993) . The coldest weather usually occurs in January with a mean minimum January temperature (MJT) of 29. 4° F (National Weather Service, oral commun., 1993) . 
LITTLE ROCK DATA BASE
Samples were collected at 5 sites during 22 storms from June 1992 through January 1994. The waterquality data were compiled in a data base referred to in this report as the Little Rock data base. The station locations were selected based upon representative basin characteristics including total contributing drainage area, impervious area, industrial land use, commercial land use, residential land use, and undeveloped land use (table 1) . Flow-weighted composite water-quality samples were collected during the duration of the storms or during the first 3 hours of the hydrograph if the duration of the storms exceeded 3 hours. Total storm rainfall (TRN) was calculated for each event by summing the measured rainfall amounts before and during the sampling only. Storm-runoff volume was calculated from the measured discharge that occurred during sampling. Storm-runoff loads were calculated for chemical oxygen demand (COD), suspended solids (SS), total nitrogen (TN), total ammonia plus organic nitrogen as nitrogen (TKN), total phosphorus (TP), dissolved phosphorus (DP), total recoverable copper (CU), total recoverable lead (PB), and total recoverable zinc (ZN). Values for the storm-runoff loads were calculated by multiplying the storm-runoff mean concentrations (see appendix) by the storm-runoff volumes and by a conversion factor.
Predicted values of storm-runoff load and mean concentration for each of the monitored storms were computed from the linear regression models for region III presented in table 2 (Driver and Tasker, 1990) . Region III consists of areas within the United States that have mean annual rainfalls equal to or greater than 40 inches. If appropriate, a model adjustment procedure was used to provide a more accurate estimate (as compared to the regional models) for storm-runoff quality in Little Rock. The model adjustment procedure can be expected to provide more accurate estimates of storm-runoff quality at a wide range of monitored sites in Little Rock if the Little Rock data base used for the adjustment represents a large range of physical, land-use, and storm characteristics. The range, mean, and median are determined from all 22 observations in the data base (table 3) . These values may be slightly different for data sets from which water-quality data for certain storms are missing. Ranges of values for TRN, DA, LUI, LUC, LUR, MAR, and MJT in the Little Rock data base are within the ranges of values in the Nationwide Urban Runoff Program (NURP) region III data base, which were used to develop the regional regression models (compare to Driver and Tasker, 1990, table 4) . Maximum values for LUN, INT, and MNL in the Little Rock data base, however, are considerably larger than the maximum values in the NURP region III data base.
VERIFICATION AND ADJUSTMENT OF REGIONAL REGRESSION MODELS
Comparison of observed values (O) of storm-runoff load and mean concentration in the Little Rock data base to predicted values from the regional regression models (Pu) shows large prediction errors for almost all constituent models. Values for root mean square error (RMSE) range from 0.251 log units (63 percent) for TN load to over several thousand percent for CU load (table 4, column 2). The RMSE's for the COD, TN, and TP load models and the COD, TN, and TKN concentration models are smaller than 0.36 log units (100 percent), which can be considered reasonable for water-quality models.
Differences between O and Pu are caused by variability in the Little Rock data base or by error in the regional models. For most of the constituents, the RMSE is too large to be reasonably explained by variability alone. Some of the prediction error is attributed to error in the regional models due in part to differences in physiographic settings. In the NURP region III data base, 8 of the 11 cities are in, or very close to, a coastal setting (Driver and Tasker, 1990, figure 1) . Furthermore, most of the cities in the NURP region III data base are larger and have been established longer than Little Rock.
With such high RMSE's, it would be inappropriate to use several of the regional regression models to estimate storm-runoff loads and mean concentrations in Little Rock. Because of a maximum data set size of 22, local regression models could not be developed using only the Little Rock data base. An alternative is to use model adjustment procedures to combine the regional model predictions with local data, thereby effectively increasing the size of the local data base (Hoos and Sisolak, 1993) . .
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Data Analysis
Due to the size of the data set, the only model adjustment procedure (termed MAP-R-P) considered is based on linear regression with O against Pu. In this procedure, the log-transformed observed values are regressed against the log-transformed predicted values from the unadjusted regional model (Hoos and Sisolak, 1993) . To apply MAP-R-P, O and Pu need to be positively correlated and have a consistent direction of bias. Values for these test statistics are presented in table 4. For all of the load models, except TKN and DP, much of the variation in O is explained by the regional models. Of these models, the direction of bias of Pu relative to O is not consistent for COD, SS, TP, and ZN, thereby validating the unadjusted regional models. For TN, CU, and PB, the direction of bias of Pu relative to O is consistent and positive; that is, the regional models consistently overestimated O, and MAP-R-P can be used to provide a better estimate. Because the regional models do not explain much of the variation in O for TKN and DP, neither the unadjusted regional models nor the MAP-R-P is appropriate. A simple estimator, such as the mean of the observed load values (table 5) may be used, or additional data may be collected to calibrate a local model. For the concentration models TP, DP, CU, and ZN, much of the variation in O is explained by the regional models. Of these models, the direction of bias of Pu relative to O is not consistent for TP and DP, thereby validating the unadjusted regional models. For CU and ZN, the direction of bias of Pu relative to O is consistent and positive; therefore, MAP-R-P can be used to provide a more accurate estimate. For the remaining five constituents COD, SS, TN, TKN, and PB, the regional models do not explain much of the variation in O, thus neither the unadjusted regional models nor the MAP-R-P is appropriate. A simple estimator such as the mean of the observed concentration values (table 5) may be used, or additional data may be collected to calibrate a local model.
Calibration and Error Analysis
Observations in the Little Rock data base were used to derive coefficients for the MAP-R-P used with the appropriate constituent models (table 6). Calibration error is reported as standard error of the estimate (SE). SE measures how well the estimated values from the MAP-R-P agree with the observed values from the calibration data set. Calibration results may be biased because of the limited data set sizes in the Little Rock data base. Standard error of estimate for the MAP-R-P's ranges from 0.197 log units (48 percent) for the TN load model to 0.432 log units (130 percent) for the PB load model. The relatively large values of SE for some of the adjusted models, although representing significant reduction (at least 50 percent) in prediction error compared to estimation with Pu alone, may be unacceptable for some applications. The user may need to collect additional local data for these constituents and repeat the model adjustment procedure analysis or calibrate an independent local regression model. Standard error of estimate for the adjusted CU load model (122 percent) is larger than the SE for the adjusted CU concentration model (53 percent). This disparity should not encourage the user to use an estimate from the adjusted CU concentration model, in conjunction with an estimated runoff volume, to estimate CU load. SE values may be larger for load models because the variation in load values is naturally greater, which is caused by the greater variability in values of runoff volume.
Example Application
In an example application, an engineer in Little Rock, Arkansas, needs to estimate a storm-runoff load for CU for an unmonitored site where DA is 0.50 square mile, LUI is 75 percent, LUC is 20 percent, LUN is 5 percent, and storm i where TRN is 1.10 inches. UNIT for the Little Rock area is 4.1 inches. Using the CU load model for region III (table 2), the engineer calculates the predicted value (P^ for the unmonitored site and storm i from the unadjusted regional model as follows: Pui (CU) = 7.03 pounds.
Before adjusting the estimate using MAP-R-P, the engineer needs to first consider whether the characteristics of unmonitored site and storm i are within the range of site and storm characteristics in the Little Rock data base (table 3) . In this example, values for unmonitored site and storm i are within the range of the data base.
Using the MAP-R-P for the CU load model (table 6), the engineer calculates the adjusted predicted value (Pj^) as follows:
(0 700) Pai (CU) = 10* *"*' X (7.03) X 1.464
Pai (CU) = 0.011 pound.
The city engineer can estimate annual and seasonal urban-runoff load at the unmonitored site i by calculating P^ for a recorded series of storms producing a synthetic record of storm loads. The estimated mean annual load can be determined from the synthetic record by dividing the sum of loads from each storm by the number of years in the period of synthetic record. The estimated mean seasonal load can be determined by dividing the sum of loads from storms only in the particular season by the number of years in the period of synthetic record.
Mean seasonal load also can be estimated by calculating P^ for a single storm representing average seasonal conditions for TRN, then multiplying P^ (the average seasonal storm load) by the average number of storms per season (Driver and Tasker, 1990) . The mean annual load also can be estimated by summing the mean seasonal loads.
SUMMARY
Storm-runoff has been determined to be a major source of nonpoint-source pollution in metropolitan areas. Urban water-quality managers need data on storm-runoff loads from representative watersheds in their city to design remedial programs. Verification statistics and calibration error statistics for regression models used to estimate storm-runoff loads and mean concentrations for the Little Rock area are presented in this report. Data collected at 5 representative sites during 22 storms from June 1992 through January 1994 compose the Little Rock, Arkansas data base.
Comparison of observed values of storm-runoff load and mean concentrations to the predicted values from the regional regression models shows large prediction errors for almost all constituent models, ranging from 63 percent to over several thousand percent. The root mean square errors for COD, TN, TP load models and COD, TN, and TKN concentration models are less than 100 percent, and can be considered reasonable for water-quality models.
Differences between observed values (O) and predicted values (Pu) are caused by variability in the Little Rock data base or by error in the regional models. For most of the constituents, the prediction error is too large to be explained reasonably by variability in the data alone. Some of the prediction error is probably a result of error in the regional models. Where it was applicable, a model adjustment procedure (MAP-R-P) based upon a regression with O against Pu, was applied to improve predictive accuracy For the load models COD, SS, TP, and ZN, much of the variation in O is explained by the regional models and the direction of bias of Pu relative to O is not consistent, thereby validating the unadjusted regional model. For TN, CU, and PB, the direction of bias of Pu relative to O is consistent and positive; that is the regional models consistently overestimate O; therefore, MAP-R-P can be used to provide a better estimate. For the constituents TKN and DP, the regional models do not explain much of the variation in O, thus neither the unadjusted regional models nor the MAP-R-P is appropriate. A simple estimator, such as the mean of the observed load values, may be used.
For the concentration models TP and DP, much of the variation in O is explained by the regional models and the direction of bias of Pu relative to O is not consistent, thereby validating the unadjusted regional models. For CU and ZN, the direction of bias of Pu relative to O is consistent and positive; therefore, MAP-R-P can be used to provide a better estimate. For the remaining five constituents, COD, SS, TN, TKN, and PB, the regional models do not explain much of the variation in O, thus neither the unadjusted regional models nor the MAP-R-P is appropriate. A simple estimator, such as the mean of the observed concentration values, may be used.
Standard error of estimate for the adjusted models ranges from 48 percent to 130 percent. Calibration results may be biased because of the limited data set sizes in the Little Rock data base. The relatively large values of SE for some of the constituent models may be unacceptable for some applications. The user may need to collect additional local data and repeat the model adjustment procedure analysis or calibrate an independent local regression model. 
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