I.
INTRODUCTION
Hindi is the most widely spoken language in India, therefore, a speech recognition scheme for Hindi is expected to be of widespread use in diverse fields like railway ticket reservations, cellular phone based banking services, air-ticket reservations etc.
Our approach is primarily concerned with exploring a new feature extraction method using the Discrete Wavelet Transform (DWT) and the Linear Predictive Coding (LPC) coefficients calculation. We have avoided Hidden Markov Models (HMMs) [2, 4] in our scheme as our main focus is confined to showing, how the features derived by applying the DWT ,can be used to recognize Hindi Speech. Earlier works on Hindi Speech recognition using wavelets [3] have employed linear prediction on the DWT coefficients too, but our approach does not involve calculation of linear prediction coefficients separately for the approximation and detail coefficients. In our scheme, we find the LPC coefficients of the DWT coefficients in a manner very similar to that used in finding the LPC coefficients of an actual speech signal [4] .The use of DWT for speech recognition has also been investigated in [8] .
To demonstrate our scheme for Hindi recognition, we first constructed a data base of 10 Hindi words (the numbers 1 through 10 in Hindi) sampled at 8KHz.Ten samples of each word were taken, Thus, a 100 words database was constructed.DWT and LPC analysis was carried out on each of the words, followed by K-Means Algorithm [1, 4] the same ten words) was taken and recognition was then attempted for each of the words in the test sample. Thus, a total of 100 recognition attempts were made. All the Hindi speech samples: both for forming the database for constructing the VQ codebook, and the 100 samples of the ten Hindi words to be tested, were taken from the same speaker (An adult male native speaker.)
II. THE DISCRETE WAVELET TRANSFORM
The DWT can be used for Multi Resolution Analysis (MRA) [5, 6] ,where a given signal is decomposed into what are known as the approximation and detail coefficients . A given function f(t) satisfying certain conditions [5] , can be expressed through the following representation Where φ(t) is the mother wavelet and θ (t) is the scaling function. a(L,k) is called the approximation coefficient at scale L and d(j,K) is called the detail coefficient at scale j.The approximation and detail coefficients can be expressed as Based on the choice of the mother wavelet φ(t) and scaling function θ(t), different families of wavelets can be constructed [5, 6, 9, 10] .We used three distinct families of DWTs namely: the Daubechies wavelets (db), the Discrete Meyers wavelets (dmey) and the Coiflets (coif) in our recognition scheme. 
A. Constrction of Database
An adult male, native speaker of Hindi was asked to utter the Hindi words (1 through 10, see Table-1) , and his voice was sampled at 8KHz.The speech signal of each word was then isolated from silence. The samples were then stored in ascending order: first, the ten samples corresponding to word one ("ek") were stored, then the ten samples of two and so on.
B. Caculating the DWT approximation and detail coefficients
Each of the 100 speech samples were then decomposed into approximation and detail coefficients using DWT. Five different sets of decomposition were carried out on each of the 100 speech samples, using 5 different DWTs (of 3 different wavelet families). Of the five different decomposition sets, three sets of decompositions were carried out using the Daubechies wavelets as they have been reported to be highly successful in speech compression schemes using wavelets [7] .A single decomposition of the 100 samples was performed using each of the remaining two wavelet families: Coiflets and discrete Meyer wavelets. Fig.1 shows this decomposition process. The DWTs and their symbols used in this paper are
Coiflets5, 5-Level decomposition (coif5, Lev5) • Discrete Meyer Wavelets [10] : Discrete Meyer, 5-Level decomposition (demy Lev5) Figure 1 . Decomposition of speech signal using DWTs
IV. FORMATION OF VQ CODEBOOK AND TESTING
We obtained five sets of DWT coefficients from the previous step. Each of these sets had 100 entries. Each entry was actually the collection of DWT coefficients of the speech signal from which it was derived.
A. Computing LPC coefficients from the approximation and detail coefficients
To compute LPC coefficients from the DWT coefficients, we employed a method similar to that used for finding LPC coefficients of speech signals [4] .
• The DWT coefficients of each speech signal were arranged in descending order, starting from the corresponding highest level approximation coefficients, followed the same level's detail coefficients ,followed subsequently by lower levels detail coefficients in descending order.
• Then, the DWT coefficients were framed into frames of 160 samples in length.
• Overlap between successive frames was kept at 80 samples • Each frame was multiplied by a 160 point Hamming window. No pre-emphasis [4] was done unlike the speech signals.
• The 10th order LPC coefficients for each frame were found, and the whole process was carried on the first 9 frames of the DWT coefficients (for each speech signal .Thus, we obtained a total of 90 LPC coefficients, ten for each frame (of length 160 samples) for the DWT coefficients of a single speech signal .In effect, we used the first 900 terms from each of the 100 DWT coefficients. At the end of this stage, we got five sets of LPC coefficients, each of which had 100 rows (corresponding to the 10 utterances of each word) and 90 columns (corresponding to the 90 LPC coefficients derived from the DWT coefficients of each speech signal). These sets were then used to construct their respective database, which was to be used in recognition (discussed later).
B. Using K-Means algorithm to form a VQ codebook
We chose to use K-means Algorithm [1, 4] to perform clustering of the LPC coefficients (computed in the previous stage) into ten clusters, in order to form the VQ Codebook. The algorithm clustered the points in the 100 by 90 LPC coefficients matrix into ten clusters, and returned the index and cluster centroid location for each of the 100 entries in the matrix. Since our recognition scheme relied on the K-Means Algorithm for recognition and, we did not use HMMs in the later stages for recognition, we proposed the following algorithm to form a VQ codebook
As the order of entries in the 100 by 90 LPC coefficients matrix was known (the first 10 entries corresponded to the word one, the next ten for two and so on), we used this information, to our advantage in forming a VQ code book
• Starting from the first ten indices, returned by the KMeans algorithm, we choose the index appearing the largest number of times in the group (of ten) as the index of the group. The corresponding centroid was designated the centroid of the group.
• The same process was repeated for the next ten indices. We continued this till all 10 groups (i.e. a total of 100 entries) were assigned to ten different groups. This simple algorithm would have failed, if a certain index were in majority in more than one group, because then, the assigning of index to both the groups would have become ambiguous. However, such a situation was not observed. So, unique indices were assigned to each of the ten groups (group1 through group10). In fact, we did have a conflict resolution scheme to form a VQ table, for the simplified case, when a given index appeared in majority in two groups. However, for the more complex case of more than two, the simple conflict resolution scheme that we present (later), will not work. However, such an ambiguous case is least expected to occur as we did not encounter any. Group1 corresponded to the first ten entries of the LPC coefficients matrix, which were actually the LPC coefficients derived from the first ten original speech signals' DWT coefficients .So we used the index of group 1 as the index for the Hindi word one (i.e. "ek") and the corresponding centroid was identified as the centroid of the cluster in which LPC coefficients derived from the word one lay. Similarly, we obtained the indices and centroids for each of the remaining nine Hindi words ( two through ten).This information was then used to form a VQ table with the corresponding Hindi word as its index and the related centroid as its content.
C. Conflict Resolution Scheme to form a VQ Codebook
Consider the case when the same index appears in majority in more than one group. As mentioned previously, it becomes difficult to assign unique indices to the different groups in such a case. To overcome this, we propose the following simple approach.
• Case 1:
The same index appears in majority in two, but its distribution is unequal. In other words, the number of times the index (which is in majority), appears in the two groups is not equal. For this particular case, we can resolve the ambiguity by simply assigning the index to that particular group, in which the index appears the more number of times.
• Case 2: The same index appears in majority in two groups, and the distribution in both of them is equal. In this case, the assigning of the index to a particular group is arbitrary. Once an index is assigned to a particular group, the other group is searched for the index that appears the second largest number of times. This index is then assigned as the index of the group. We were also tempted to test our approach for forming the VQ code book from the DWT coefficients themselves, rather than using the algorithm on the LPC coefficients derived from them. To this end, we attempted to run our codebook formation algorithm on the DWT coefficients derived from the speech signals.
Much to our disappointment, we found that the algorithm failed completely on the DWT coefficients. In fact, all the DWT coefficients of the 100 samples failed to get grouped in ten clusters with ten different indices in majority. Surprisingly, all of them had a few indices in majority in all the ten groups, making the assignment of a particular index to a group, virtually impossible. This ruled out any possibility of using the DWT coefficients directly, since our approach relied on obtaining a ten entry VQ code book. Table 2 shows the number of distinct indices that were in majority in the ten groups, according to our simple rule of assigning an index to a group, as discussed previously, ruling out any possibility of performing recognition without finding the LPC coefficients of the DWT coefficients. To sum up, we needed ten distinct indices to recognize ten different words, while this approach assigned just a single index to all the ten groups! So, it was rejected. 
D. Testing isolated words using the centrods and indices of the VQ Codebook
To test a given Hindi word, we first found its DWT coefficients, then, the LPC coefficients of the DWT coefficients were found. The LPC coefficients were then matched with each entry in the VQ table and a decision was made in favor of the index, the content (i.e. the centroid) of which gave minimum squared Euclidean Distance with respect to the word under test. We tested 10 different samples of each Hindi word. Thus, a total of 100 samples were tested for each of the five DWT types. Fig. 2 shows the overall recognition scheme employed in our approach, taking db8 Lev3 (Daubechies 8, 3 Level) decomposition as an example.
Similarly, recognition was carried out for each of the four remaining DWT decompositions based approaches, and the performance in each case was noted. 
E. Effect of number of terms of the DWT coefficients (used in LPC coefficients) on recognition.
We were also interested in observing if varying the number of terms (of the DWT coefficients) that were used in the LPC coefficient calculation, had any effect on the overall recognition process.
For this, we used the same procedure, but with the difference that instead of finding the 90 LPC coefficients from the first 800 samples of each of the DWT coefficients, we utilized the first 1600 terms for the LPC coefficients.
In this case, for each speech signal, we obtained a 190 element row vector (19 frames) after the LPC coefficients calculation stage. Thus, for a total of 100 speech signals, we obtained a matrix of 100 by 190 entries. Everything else remained similar to what we have already discussed for the case when we took the first 800 samples only (as in IV.B). Table 3 shows the success percentage of each of the five types of DWT based approaches, when we used the first 800 samples to form the 90 LPC coefficients vector (for each word). Table 4 shows the results when we took the first 1600 samples, and formed a 190 elements row vector of LPC coefficients, for the particular cases of db8 Lev3 (Daubechies8, 3 level) and db8, Lev 5 based decompositions.
V. RESULTS
We would like to emphasize that other DWTs are also expected to give different results when the number of samples vary; we chose these two, just to examine the nature of the effect. Ten("dus") 100 100
Fig .3 shows the average success percentage of each of the five DWTs based recognition scheme. Fig.4 shows the average success percentage of recognition of each of the ten words. Note that both of these correspond to the original case, when we had taken 800 terms of the DWT coefficients to find the 10 th order LPC coefficients. To, appreciate the effect of increased number of samples on the recognition of words , Fig. 5 shows the percentage increase in performance for each of the two cases in which, double the original number of samples were used (i.e. 1600 samples ). As seen from the results, when working with the first 800 samples of the DWT coefficients to compute LPC coefficients, the Daubechies8, 5-level decomposition gave the highest percentage of success in the recognition of Hindi Speech. Clearly, it emerges as the candidate of choice for our DWT based speech recognition scheme. Daubechies10, 5-level decomposition and the Discrete Meyer wavelets gave comparable performance, while the Daubechies8, 3-level decomposition gave the poorest performance. The recognition of word eight ("aath") had the poorest success percentage of getting recognized in this approach.
Doubling the number of samples had a very positive impact on the performance, in fact, the recognition by db8 Lev3 increased by an overwhelming 23 percent. However, it should be kept in mind that the price paid for this increase in performance, was an overall increase in computational complexity. Also, important is the fact that the recognition of the word eight also improves greatly, suggesting that the DWT coefficients in the first 800 samples of the word were relatively inefficient in recognition of this word.
This paper aimed at exploring the DWTs as a tool for recognition of Hindi Speech. But, our main focus in this paper was to identify the type of DWT, which would most likely give superior performance over other DWT types in speech recognition. The Recognition approach in this paper, after the feature extraction stage is clearly not very robust, as we have tried to keep our approach limited to identifying the best possible wavelets family which can be used for DWT based Hindi Speech recognition.
It should also be observed that this approach can be used for recognition of speech in other languages as well. Any modification to our scheme to make it speaker independent will require taking a large number of utterance samples from speakers of different age groups, gender, accent etc. Then, the data (index and centroid) obtained after applying the K-Means algorithm on the LPC coefficients, can be used to train HMMs [2, 4] and an HMM based speech recognition scheme can be employed [2] .Such a scheme is expected to give good performance for speaker independent speech recognition.
