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RESUMEN
En este artículo se presenta un método para la identificación y control de sistemas no lineales usando
modelos difusos tipo Takagi-Sugeno. La identificación se basa en técnicas de clustering y el control se
realiza mediante técnicas predictivas. En primer lugar se hace una descripción global de la técnica de
clustering haciendo referencia a los Algoritmo Fuzzy C-means y Gustafson Kessel para la generación de
los clusters y sus correspondientes funciones de pertenencia. En segundo lugar se detalla la técnica de
control GPC (Control Predictivo Generalizado) que se aplicó al modelo difuso obtenido en la fase
anterior. Finalmente esta técnica de identificación por clustering y control predictivo difuso se implementó
en una planta hidráulica no lineal compuesta de dos tanques acoplados a la que se le modeló la altura
del segundo tanque en función del flujo de entrada del primer tanque. Para validación del proceso de
identificación y control se desarrolló un modelo teórico de la planta para comparar los resultados obte-
nidos experimentalmente.
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I. INTRODUCCIÓN
Un modelo es una herramienta que permite
predecir el comportamiento de un sistema sin
necesidad de experimentar sobre él. Existen
dos métodos principales para obtener el mo-
delo de un sistema: el primero es un modelaje
teórico realizado de forma analítica, en el que
se recurre a leyes físicas para describir el com-
portamiento dinámico de un proceso; el segun-
do o identificación de sistema [ 10] es un mé-
todo experimental que permite obtener el mo-
delo a partir de datos reales recogidos de la
planta bajo estudio.
La identificación usando modelos difusos
Takagi-Sugeno (TS) es una herramienta efecti-
va para la aproximación de sistemas dinámicos
no lineales basada en la información suminis-
trada por los datos de entrada — salida, mediante
la interpolación de modelos locales lineales.
Este modelo (TS) consiste de reglas if-then con
antecedentes difusos y funciones matemáticas
en el consecuente. [5]
El Clustering difuso es otra herramienta que
se usa para obtener las funciones de pertenen-
cia del antecedente. Y una de sus característi-
cas más importantes es la identificación simul-




tánea de las funciones de pertenencia del ante-
cedente con los modelos lineales locales del
consecuente.
El desarrollo de la ley de control de cada mo-
delo local difuso TS se realiza mediante téc-
nicas predictivas. Los métodos de control
predictivo se basan en la idea de realizar una
formulación de un criterio de control en un
tiempo dado explícitamente, en términos de
las predicciones de las salidas futuras que son
obtenidas del modelo de la planta del proceso
a controlar. De las técnicas existentes en con-
trol predictivo se usa GPC (Generalized
Predictive Control) [3]. Este método es de
gran aceptación en la industria [4] porque pro-
porciona un buen control en malla cerrada
cuando se presentan variaciones principalmen-
te en el tiempo muerto y en el orden de la
planta [8].
El modelo de la planta es muy importante para
aplicar control predictivo. Cuando los proce-
sos son altamente no lineales se hace muy com-
plicado obtener su formulación matemática;
esta dificultad justifica el uso de técnicas de
modelamiento no lineal. Por esta razón se apli-
ca Control Predictivo Generalizado a modelos
difusos tipo TS, con el fin de aprovechar las
características de robustez del control y la ca-
pacidad de interpolación de estos modelos.
Este artículo está organizado de la siguiente
manera. La sección II, hace referencia a la apli-
cación del modelo difuso Takagi-Sugeno a sis-
temas dinámicos. En la sección III, se explica
el algoritmo de Clustering, diferenciando Fuzzy
c-means y Gustafson Kessel. En la sección IV
se hace una revisión de los conceptos de Con-
trol Predictivo Generalizado para sistemas
SISO lineales como también la técnica GPC
difusa de ponderación de modelo. En la sec-
ción V se muestran los resultados de la ejecu-
ción del algoritmo de clustering para la identi-
ficación de una planta hidráulica no Lineal,
como también el desarrollo de la estrategia de
control predictivo difusa. Por último la sección
VI presenta conclusiones.
II. MODELO DIFUSO TAKAGI-SUGENO DE UN
SISTEMA DINÁMICO
En el modelo difuso propuesto por Takagi y
Sugeno, la estructura del antecedente descri-
be regiones difusas en el espacio de entrada, y
la del consecuente presenta funciones no difu-
sas de las entradas del modelo. [13] Las reglas
son de la forma:
R : If x is A, then y, = f,. (x), i =1,2,...,K
El consecuente se puede expresar de manera
sencilla en forma de un modelo lineal de pri-
mer orden:
R :If x is A; then y, =aTx+b,, i=1,2,...,K
La representación gráfica de 3 reglas difusas
de este tipo se muestra en la siguiente figura.
Figura No.1 Modelo Difuso Takagi - Sugeno.
El modelo anterior puede representar múlti-
ples entradas, múltiples salidas, sistemas diná-
micos o estáticos.
La salida global y de un modelo TS es calcula-
da mediante ponderación de los modelos loca-
les lineales.
En el contexto de la identificación de sistemas
dinámicos, el antecedente de un modelo difu-
so TS define una región difusa sobre los regre-
sandos (y(k) y u(k)) mientras que el consecuen-
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Sujeto a las siguientes restricciones:
te o regresor (y(k+ 1)) es, en la mayoría de los
casos, un modelo autoregresivo. Por ejemplo:
R :lf y(k) is A, and u(k) is B, then y(k +1) =a,y(k)+b,u(k) +e,
Ri :Lf y(k) is A. and u(k) is B, then y(k +1) =a2y(k)+1,,u(k) +c,
III. TÉCNICA DE IDENTIFICACIÓN BASADO EN
CLUSTERING DIFUSO k	 1,t =1
k =1,..., N,
Un cluster es un grupo de objetos que presen-
ta una similitud matemática entre ellos más
fuerte que con otros objetos. Se le denomina
clustering a la detección de subespacios (clus-
ters) en el espacio de datos.
Los datos son observaciones de procesos físi-
cos y son organizados en una matriz Z por con-
catenación de una matriz que contiene en sus
columnas los regresores y un vector que con-
tiene la información de los regresandos [1]. Por
ejemplo un sistema SISO de segundo orden
de la forma
y(k) = F(y(k —1), y(k — 2), u(k —1),u(k — 2))
al que se le hicieron N medidas, es organizado
en la matriz Z, de la siguiente forma:
y(2) y(3) • y(N —1)
y (1) y(2) ... y(N — 2)
Z = u(2) u(3) u(N —1)
u(1) u(2) • u(N — 2)
y(3) y(4) ... y(N)
Donde las primeras 4 filas contienen los
regresores (y(k-1), y(k-2), u(k-1) y u(k-2)) y
la última fila el regresando y(k).
El vector en la k-esima columna de la matriz Z
será denotado zk. Este vector contiene la infor-
mación completa acerca del sistema en el ins-
tante de tiempo k, es decir el estado del siste-
ma.
La mayoría de algoritmos de clustering difuso
están basados en la optimización de la siguien-
te función objetivo
0<tl . k <N,	 i=1,...,c
k=1
Donde µ i k , representa el grado de pertenen-
cia de cada dato zk
 al centro del prototipo de
cluster v
La determinación de los clusters se hace a par-
tir de la matriz Z, y se puede realizar de varias
formas como por ejemplo:
• El Algoritmo Fuzzy C-Means. La forma de
los clusters obtenidos mediante este algo-
ritmo es circular debido a que la matriz que
contiene las distancias desde el centro de
cluster a los datos (matriz de forma induci-
da A) es la identidad. [11]
• El Algoritmo Gustafson-Kessel. La estruc-
tura propia (valores propios li y vectores
propios asociados fi) de la matriz de
covarianza de cluster provee información
acerca de la forma y la orientación del clus-
ter. [6]
IV. CONTROL PREDICTIVO GENERALIZADO
(GPC)
GPC se basa en la minimización del siguiente
criterio:
J(M, N2, NU,í^)= 
N2
j=N1	 j=1
sujeto Au(t+ j) = O a para j = NU, ..... ,N2
En donde: N1: Mínimo horizonte de costo.
N2: Máximo Horizonte de Costo.
NU: Horizonte de Control
e(t + j) = w(t + j)— y(t + j)





Siendo w(t + g) una futura secuencia de set-
point conocida.
El resultado de esta minimización produce un
vector
µ = [Au(t),Au(t+1),...,Au(t+NU —1)]
pero solamente Au(t) es aplicado, y en el tiem-
po t+1 un nuevo problema de optimización es
resuelto. El objetivo de la ley predictiva es de-
terminar una función de control para el tiempo
futuro de tal manera que el sistema controlado
alcance el valor de la referencia. Adicionalmen-
te es importante la elección de N1, N2, A. y tiem-
po de muestreo en donde presentan un gran
efecto sobre la robustez y estabilidad [9] .
Con el fin de obtener la solución del criterio
de optimización expuesto en (1), GPC utiliza
el modelo CARIMA (Controlled Autoregres-
sive and Integrated Moving Average) para re-
presentar el comportamiento de la planta de
tal forma que se puedan realizar unas buenas
predicciones. El modelo es como sigue:
A(q -')y(t)=B(q-1)u(t- 1)+ C(q')^t) (2)
Donde u(t) es la entrada de control, y(t) es la
salida y el polinomio C(q- 1 ) representa los dis-
turbios. Por facilidad se escoge C(q') = 1.
Además del modelo CARIMA para la solución
de (1), se va a determinar el Banco de Predic-
tores que es una ecuación que relaciona y(t +
j) en función de u(t + j - 1) , para esto se hace
uso de la ecuación de Diophantine:
u (G T G 	 I) i G T (w f)	 (5)
Finalmente de la ecuación (5) se obtiene la ley
de control que cumple con el criterio de opti-
mización, en el cual solo se toma la primera
fila que corresponde a la acción de control en
el tiempo presente t.
Control Predictivo Basado En Modelos Di-
fusos.
Actualmente existen varias estrategias de con-
trol Predictivo no lineal basadas en modelos
difusos tipo Takagi-Sugeno [2], [12].
A continuación se presenta una de las estrate-
gias que se aplican en GPC difuso.
Planteamiento por CIPRIANO & RAMOS
(1].
El controlador se diseña usando las mismas
premisas del antecedente del modelo difuso
mientras que el consecuente corresponde a una
una ley de control GPC lineal derivada de la
salida para cada regla, de la siguiente forma:
R.	 Si y(t I) Al	 y...y y(t n , ) es An ,.
y u(t 1) es B1, y....y	 u(t n„ ) es Bn„,
entonces	 u , ( )	 f ( u(t 1),.., y(t), y(t 1),..)




C G -1 ) = E JG 1 )A (g	 F 	 (3)
Utilizando las ecuaciones (2) y (3) la ecuación
del Banco de Predictores es:
y(t + j)= G ^ Du(t+ j - 1) +F^ y(t)
Desarrollando esta ecuación con base en la in-
formación anterior, el vector 1a resultante es:
Esta estrategia tiene la ventaja que es de fácil y
rápida implementación y tiene la desventaja de
que no siempre se obtiene el mínimo global,
aunque si se garantiza un mínimo local para cada
regla.






No 4. Simulación Modelo Difuso
Para el Tanque 1
= 0.000025318vjh,
q, = O.00038547(h, (t) —
A, = 0.01
Para el Tanque 2
donde
La planta utilizada para la aplicación de cluste-
ring, consistió en dos tanques acoplados, uno
de los cuales era no lineal y se modeló la rela-
ción entre la salida h2 y el flujo de entrada qi
- N>.2 Planta Real
El rango de las variables de entrada y salida es:
y, (t) 	 >0 < q ; (t) < 0.00OO45 	
t, (t) 	 >05_ h,(t)<_ 0.35m
El modelo matemático que representa la rela-
h,
ción entre - es:
= 0.0000411644h 2 (t)
h2 (I)<0	 A=0
	
O  h 2 (1) <0.1	 A= 0.01
	
A= 0.1<h2 (t) <0.2	 A=0.2h2 (1)
0.2 h2 (1) < 0.3 A= 0.08-0.2h2 (t'
h2 (1)? 0.3	 A= 0.02
donde
q2 es laminar y q1 y qz son turbulentos.
A este modelo se le aplicó la técnica de cluste-
ring, excitando el sistema y tomando los datos
de entrada y los datos de salida:
\o, 3 Toma de datos del modelo teórico
Los resultados obtenidos trabajando con el
modelo teórico comparados con los resultados
de la simulación (figura 4) del modelo difuso






Salida Planta — Salida Modelo Di-
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Añora aplicando el algoritmo de clustering a la
planta real, es decir excitando la planta con una
señal persistente y tomando los datos a la en-
trada y la salida de la misma, se obtuvo el si-
guiente espacio entrada-salida.
Figura No. S Espacio Entrada —Salida Planta Real
Las funciones de pertenencia generadas por el
algoritmo se muestran a continuación:
Y por ultimo la estimación de los parámetros
del consecuente, arrojó como resultado el si-
guiente conjunto de regias:
1.Ify(k -1 )isA lt and u(k-1 jisAl2then
y(k) = 9.92 10 1 i'l` k - 1 )+ 9.94 10 1 	- 1 ) - 1 3014 	 10-3
— 1 ) is A 41 and u( k- 1 ; iS A 42 then
y(k) = 988 10 ly(k-1) !-5.85 10 1 14(k- 1) +5.75 10^
Al simular este modelo difuso de la planta real
con diferentes amplitudes de entradas paso,
para excitar la planta en varios puntos de ope-
ración se obtuvo:
Figura No. 8 Salida Modelo Difuso
Comparando las figuras 8 y 9, se puede obser-
var que el modelo obtenido es válido princi-
palmente en los puntos de estado estable. En
el segundo punto de operación se observa el
mayor error. Esto es debido a que faltó excitar
un poco más la planta por estos puntos.
Diseño del controlador no lineal
Con base en la identificación anterior (Mode-
lo real) se diseña el controlador no lineal uti-
lizando las mismas funciones de pertenencia
del antecedente y linealizando (Eliminando
offset) el conjunto de reglas del consecuente,
Es decir:
If	 - 	 and u(k -1 jas .i32then
= 9.95• 10 -1y( k	 1 )+ 6. 16 10 1 u(k-1)-9.40• 10
il Pt i`_ E8 á; D	 NNNN
M
	 k) = 0.992 y(k— 	 99.4u(k-1)
Al 2 	
 y(k )
 = 0.988v(k — ) + 58.5u(k —1)
M 3 	 > y(k.) = 0.995y(k- )+61.6u(k —1)
Debido a las limitaciones que tiene el flujo de
entrada de la planta, el parámetro, para este
diseño es de mucha importancia por que per-
mite ajustar la salida del controlador.
Para cada modelo local se diseño una lev de
control predictiva. A continuación se muestra
el resultado para un modelo local
Ajustando al modelo CARIMA se obtiene:
Asignando N, = N 7 = N = I y con un valor
v	 L
óptimo de 	 los resultados fueron los siguien-
tes:
R = 0.0214 - 0. J1 0.7z - i
T = 0=0 108
Tomando como setpoint un escalón de 0.2. L
salida del sistema es:
Esquemático Ponderación ley de con-
Figura 12. Salida Ponderación ley de control
Al realizar la implementación en la planta de




Salida Ponderación lev de control en la
real
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Después de diseño de los controladores para
cada uno de áoc modelos locales, los resultados
obtenidos en simulación (figura 11) del con-
trolador TS se muestran en la figura 12
. acuitad de s n eenieria
Los resultados obtenidos (Figura 1,5_
 J muestran
una oscilación en los puntos de operación. Este
fenómeno se debe a las limitaciones del flujo
de entrada que producen conmutaciones brus-
cas en los parámetros. Al comparar con los re-
sultados de la Figura 12 (Simulación) existen
diferencias apreciables debido a que no se in-
cluyó en el modelo teórico el retardo generado
por la bomba de entrada.
VI. CONCLUSIONES
El algoritmo de clustering da una buena aproxi-
mación de plantas no lineales, siempre y cuan-
do la señal de entrada, para la identificación,
recorra la mayoría de los puntos de operación
como tambien excite localmente el sistema.
Aplicar el algoritmo de clustering difuso en
plantas reales o industriales es bastante lento,
debido a que es necesario encontrar una señal
que recorra la mayoría de los puntos de opera-
ción.
GPC (que es utilizado en cada modelo local)
es una estrategia de control de fácil implemen-
tación, y es un algoritmo robusto que se adap-
ta a pequeñas variaciones que puedan llegar a
presentarse en la planta. Adicionalmente es
posible ajustar la acción de los actuadores mo-
dificando el horizonte de predicción.
La formulación GPC está basada en modelos.
Cuando se cometen errores en la obtención de
modelos a procesos complejos no lineales, se
presentan complicaciones en el control de la
planta. Por esta razón es importante el uso de
control predictivo difuso con el propósito de
aprovechar las características del control GPC
y la capacidad de interpolación de los modelos
difusos.
Actualmente se están continuando los estudios
de control de procesos no lineales usando mo-
delos difusos acoplados a varias técnicas de
control.
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