INTRODUCTION
Let [W(s, t) : (s, t) E R+7, R+2 = [0, co) x [0, co), be the standard twoparameter Wiener process defined on a complete probability space (Q, F, P), i.e., a Gaussian stochastic process with EW(s, t) = 0 and EW(s, t) W(s', t') = Min(s, s') Min(t, t'). We shall also assume, as we may do without restricting the generality, that W(s, t; UJ) is sample path continuous, i.e., for each w, W(.; U) is a continuous function on R+". Let F,$ , (s, t) E R+2, be the u-field generated by the random variables [W(U, 0): 0 < u ,< s, 0 < z, < t] and augmented by the P-null sets in F.
In order to define the quadratic variation of a two-parameter process we need a notation for rectangles and also the notion of the increment of a process over a rectangle. Suppose (s, t) and (s', t') are in R+2. Ifs < s' and t < C, ((s, t), (s', t')] will denote the rectangle (s, s'] x (t, t']. S imilarly one can define [(s, t) , (s', t')] and KS, t), (s', f)) in an obvious manner. Now given A = ((s, t), (s', r')] as above, the increment of a two-parameter process Y(s, t), (s, t) E R+s, over A is Y(A) = Y(s', t') -Y(s, t') -Y(s', t) + Y(s, t).
( (ii) Let [urna: m = 1, 2,...; n = 1,2,...] be a double sequence of real numbers. Then lim(m,n)ym amp, = ii means that given E > 0, there exists M > 0 such that 1 umn -ii 1 < E whenever m, n 3 M. An obvious modification should be made when umn's are not real numbers. We shall always assume that /I II,,,, (1 = Max&(s& -sim), (tj"+i -tj*)] ---f 0 as (m, n) + co. 'Furthermore we shall drop the superindices m, n and we shall identify K(m), I
by m, n, respectively, when no danger of confusion arises. The purpose of this paper is to study the quadratic variation of the twoparameter Wiener functionals of the form Y(s, t) = f( W(s, t)), where f is a function on the reals. In [l], Cairoli and Walsh obtained a two-parameter version of the Ito formula for C4 functions. It is easy to see that one can drive the quadratic variation of f(W(s, t)), for f~ C4, from their formula. Our result, Theorem 3, says that if f' is locally absolutely continuous and if f" is locally square integrable then Qr"(fP')> = ss, Kf')2P'(u, 4) + W"WW +I du dv in probability.
ETEMADI AND WANG
In our way of searching for Qra(f(IV)), we shall encounter several types of summations (see formulas (3)-(6)); th e are worth studying by themselves. Our y results concerning the limit behavior of these summations are proved in Section 2 and summarized in Theorems 1 and 2. r Lemmas 1 and 3 are generalization of results given in Wong and Zakai [6] . For the informations used in this paper concerning the sample path properties of the multiparamater Wiener process we refer the reader to Orey and Pruitt [3] and Zimmerman [7] . Finally we may advise the readers to consult Wang [5] for the most recent results on quadratic variation of functionals of one-parameter Wiener processes.
SOME PRELIMINARY RESULTS
Let Y be adapted to FSt . Define 
Proof. By (3) and (5), 
LEMMA 4. Let f e&(R), then the process [f (W(s, t)), (s, t) E T] is uniformly integrable and is continuous in L,(O, P).
Proof. Since f E L,(R) the uniform integrability follows easily by observing that as IV-+ a~ For f E Cam the continuity off ( W(s, t)) in L&Z?, P) follows immediately by applying the bounded convergence theorem. For the general case, f ELI(R), there exist a sequence of functions, [f,,] zn=l , in Corn such that f,, converges to f in L,(R). Hence
Now given E > 0, there exists an 71 such that 2(2vab)-l12 11 fn -f I/ < 4~. But fn E Corn, therefore when (s', t') is sufficiently close to (s, t) the right hand side of (10) is smaller than E. Q.E.D.
Since we are mainly interested in the processes of the form [f(W(s, t)), (s, t) E T], we summarize our results and state it in the following theorem. 
Furthermore, we have convergence in probability in both (1 I) and (12) iff E LyC(R). as (nz, n) + co. Here C is a constant which does not depend on m and n. From now on we shall use such a C to represent a "universal constant" in the sense that it does not depend on m and n but it may vary from place to place. To prove that I1 also goes to zero, it suffices to discuss the summation in II in the following three cases: (i) p > i and q > j, (ii) p > i and q = j, and (iii) p > i and q < j. For other cases follow 'by symmetry. where N does not depend on m and n. This is sufficient to carry out the proof. Finally to get the convergence in probability for f EL?(R), one can follow the proof given in Theorem 1.
MAIN RESULT
Before stating our main result in the following theorem we need the notion of the maximal function. We shall only give the definition here and we refer the reader to Stein [4] for the properties of this function which will be used in this work. Now an easy argument shows that there exist constants MI and &I, such that for all (s, t) E T, EKf')2w(s~ 9ll G MI 9 W' )*VW,
It follows that (f')2(W(~, t)), (s, t) E T, is uniformly integrable. Hence by Lemmas 1 and 2, ,,l$IW I& = 0.
.
--t (23)
To see how I,, also goes to zero, note that =El&nI +El%nI> (say>.
ETEMADI AND WANG
By (21) and our assumption that f" EL,(R) and an easy computation, 
Now for fixed w E Q using mean value theorem we obtain 
Now (32) and (26) imply the truth of (19) as we claimed. For the case f" E L?(R), we refer the reader to the proof of Theorem 1. Remark 1. Theorem 3 does not hold true in that generality, for it is not hard to see that Lemma 4 fails. However, one can impose more conditions either on the function f or on the partitions l7,,,, in order to achieve the same result. Remark 2. A generalizatjon of, Theorem 3 also holds true, by a standard limiting argument, for the case when T is a region in the positive plane that could be "exhausted" by rectangles. 
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