1 A wireless communication network is considered, consisting of a source, a destination and an eavesdropper, each equipped with a single antenna. The communication is assisted by multiple multi-antenna helpers, which independently transmit jamming noise to confound the eavesdropper. The optimal structure of the jamming noise that maximizes the secrecy rate is derived. A suboptimal solution that results in nulling at the legitimate receiver is also considered. Unlike the optimal solution, which requires global channel information, the suboptimal solution requires local channel information only, i.e., each helper needs to know only its own channel to the destination. Although the nulling solution results in lower secrecy rate as compared to the optimal solution, simulations show that the difference is rather small, with the inexpensive and easy to implement nulling scheme performing near optimal.
I. INTRODUCTION
Physical layer secrecy exploits channel conditions to maximize the rate of reliable information delivered to the legitimate destination, with the eavesdropper being kept as ignorant of that information as possible. The area has attracted significant interest since Wyner [1] showed that when an eavesdropper's channel is a degraded version of the source-destination channel, the source and destination can exchange secure messages perfectly at a non-zero rate, while the eavesdropper can learn almost nothing about the messages from its observations.
When the channel to the destination encounters more fading than the channel to the eavesdropper, a positive secrecy rate can not be guaranteed [2] . One way to overcome this problem is to use helpers who amplify-and-forward, or decode-andforward the source signal, or perform cooperative jamming (CJ). In the latter case, helpers just transmit noise to degrade the channel to the eavesdropper, therefore increasing the secrecy rate [3] , [4] , [5] . The aforementioned methods require global channel information at the relays, including eavesdropper channel information. Different from these methods, [6] , [7] propose transmitting structured noise, rather than weighted random noise. In [6] , all nodes have multiple antennas and transmit jamming noise which could be coordinated (requiring public information), or uncoordinated (UCJ) (without requiring public information). In UCJ, the helpers minimize the interference to the destination autonomously by sending the jamming signals along the right singular vector that correspond 1 Work supported by the National Science Foundation under grant CNS-0905425.
to the smallest singular value of their channel to the destination. During this process, no eavesdropper channel information is needed.
In this paper, we consider a scenario in which the source, the destination and the eavesdropper are all equipped with a single antenna, while each relay is equipped with at least two antennas. We study two jamming noise schemes, the local nulling noise and the general structured noise. In local nulling, each helper completely cancels its interference at the destination, using only local information of its link to the destination. For achieving local nulling, the jamming noise of each helper is designed to lie in the null space of the helper's channel to the destination; this requires that the relay has at least two antennas. Taking cost, size limitation into consideration, we proceed with two antennas and but the result can be directly extended for any number of antennas at relays. The optimal structure for the jamming noise that maximizes the secrecy rate is also derived.
The proposed work is related to the UCJ scheme of [6] . However, in [6] , depending on the degrees of freedom of each helper's channel matrix, the helper's interference to the destination is not necessarily canceled locally. For example, when the helper's channel matrix is full column rank, it can be shown that local nulling is not possible. The model is a special case of [6] . For our case, we find the secrecy rate for general structured noise exactly, and compare the nulling solution and the general structured noise. We should note that in [6] , an exact solution of the generally structured noise is not provided.
Notation -Throughout this paper, the following notation is adopted. Upper case and lower case bold symbols denote matrices and vectors, respectively. Superscripts * , T and † denote respectively conjugate, transposition and conjugate transposition. Tr(A) denotes the trace of the matrix A. λ max (A) denotes the largest eigenvalue of the matrix A. A � 0 denotes that the matrix A is Hermitian positive semidefinite. |a| denotes absolute value of the complex number a. �a� = √ a † a denotes Euclidean norm of the vector a. I n denotes the identity matrix of order n (the subscript is dropped when the dimension is obvious). E{·} denotes expectation operator.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a wireless network model consisting of a source node (Alice), N trusted relays, a destination node (Bob) and a eavesdropper node (Eve), as shown in only passively receive signals from the source and the helpers (relays). Alice, Bob, Eve, have one antenna each and operate in half-duplex mode. Each helper has two antennas. We denote the channels between ith relay and Bob, and ith relay and Eve as h i and g i (both 2 × 1), respectively. The channels AliceBob, and Alice-Eve are denoted by h 0 and g 0 , respectively. The source transmits a symbol √ P s x with E{|x| 2 } = 1. The individual power budget of relay i is P i .
A cooperative jamming scenario is considered, i.e., while Alice is transmitting, the relays independently transmit noise signals, which are independent of the source message. In particular, relay i transmits the 2 × 1 noise vector
In the following, we address two different scenarios for the transmitted noise, i.e., the nulling noise and the optimally structured noise. For the nulling case, the relay i only requires knowledge of its own link (i.e., h i ) and determines the noise locally. For the optimally structured noise, global information is required.
A. Nulling Noise
In this section, we design the noise to lie in the null space of the channel, so that it will jam Eve but cause no interference to Bob. A simple solution to this problem can be obtained.
In this scheme, only local information is required. Interestingly enough, analysis and numerical simulation show that, the nulling solution achieves a good approximation of the optimal solution in average sense.
For a noise vector n i , associated with node i, to cause nulling at Bob, it must hold
Let h
be an orthonormal basis for the null space of h T i with �h
We can express n i as
where v i is a zero mean Gaussian random random variable with unit covariance, w i is the weight to be determined. This corresponds to
Using the fact that h 
with n b and n e denoting AWGN at the reception point. For simplicity, let us assume that
The secrecy rate of the above system can be expressed as
Obviously, to maximize R 1 , it should hold that |w i | 2 = P i , ∀i. Thus, the noise n i is given by
and the secrecy rate equals
where
Discussion-The relays do not need information on the eavesdropper channel. Further, relay i requires knowledge of its own link only, i.e., h i , and hence determines its weight localy. As a result, such system can be implemented in a distributed fashion, which greatly facilitates a real world implementation.
B. General Structured Artificial Noise
The above described nulling scheme is not optimal in terms of secrecy rate. One would not know how much secrecy rate is lost with the nulling scheme unless one compares that solution to the optimal one. In this section we derive the optimal solution for the jamming noise. This solution will require global channel information available at each relay. Interestingly, it turns out that the added cost of the global channel information does not buy significant secrecy rate improvement, thus suggesting that the nulling solution might be preferable in a real world implementation.
Suppose that the i-th relay transmits n i ∼ CN (0, P i Σ i ) with Σ i � 0 and Tr(Σ i ) ≤ 1, i = 1, · · · , N . The received signal at Bob and Eve will be, respectively,
The secrecy rate is given by
where γ 0 and γ i 's are defined in (8) and (9) . The problem is formulated as Next we solve the problem of (13). Using the method in [9] 
. Thus, the domain of z is
Obviously, for fixed z (i.e.,
should be maximized. With this observation, we let
The problem of (15) is a convex problem which can be effectively solved by CVX [10] . Moreover, we have the following result.
Lemma 1: F (z) is a concave function of z. The proof is given in Appendix A. From the analysis above, the problem of (13) becomes
The problem of (16) is equivalent to
(17) Since F (z) is a concave function, using the result in [8, Theorem 3] , we have the following result. Discussion: z = 0 corresponds to the nulling solution, that is, R 2 (0) = R 1 . next, we show that that under some conditions, the nulling solution is a good approximation to the optimal solution.
In (7), let us define β = R1 log(1+γ0|h0| 2 ) . Then 0 < β < 1 and
is sufficiently large, β is near 1. This condition can be satisfied by either using more relays (i.e., large N ) or having higher γ i . In part III, we give examples showing that the nulling solution achieves a good approximation to the optimal solution for moderate number of relays and γ i in the average sense.
III. SIMULATION AND ANALYSIS
In this section numerical simulations are provided to illustrate the nulling scheme and compare it to the general noise scheme. For illustration purposes, we consider a Gaussian wiretap channel where there are N = 5 relays, h 0 = 0.24 + 0.78i, g 0 = 1.12 − 1.15i. For this case, g 0 is much stronger than h 0 , i.e., the eavesdropper channel direct link is much stronger than the legitimate channel direct link; The artificial noise helps to achieve positive secrecy rate. h i 's and g i 's are drawn from a Gaussian CN (0, I). In particular, we consider, Let the SNR at the source and the 5 relays be (γ 0 , γ 1 , · · · , γ 5 ) = (5, 2, 2, 2, 2, 2) dB. The domain of z is [0, 7.1278]. The secrecy rate of nulling solution is R 1 = 0.6332. Fig. 2 plots the function R 2 (z) over part of the domain of z. The optimal z is z � = 0.0091 with the objective value R 2 = 0.6439. It can be seen that R 1 ≈ R 2 , i.e., the nulling solution is near optimal. Then we vary γ 0 from 5 dB to 10 dB. Fig. 3 plots R 1 and R 2 for different values of SNR. We also consider the case in which the g i 's are drawn from CN (0, I). Fig. 4 plots R 1 and R 2 for 30 samples of g i 's. It can be seen from Fig. 3 and 4 that the nulling solution achieves good approximation of the optimal solution. For some channel conditions, the nulling solution is near optimal.
IV. CONCLUSIONS
In this paper, we have proposed a optimal structured Gaussian noise for cooperative jamming, which results in the maximum secrecy rate. We have also studied a nulling solution showed that for certain SNR range, the optimal noise performs almost the same as the nulling noise. This is particularly encouraging, as the nulling noise is very simple to obtain in a distributed manner and without eavesdropper channel knowledge, as opposed to the general noise that requires centralized processing.
APPENDIX A PROOF OF LEMMA 1
We need to prove that, for any feasible z 1 and z 2 F (tz 1 +(1−t)z 2 ) ≥ tF (z 1 )+(1−t)F (z 2 ), ∀t ∈ [0, 1]. (18) Let {Σ (1) i } and {Σ (2) i } be the optimal {Σ i } associated with z 1 and z 2 , respectively. Consider the problem associated with tz 1 + (1 − t)z 2 , i.e., It is easy to verify that {tΣ
i } is feasible with the corresponding objective value tF (z 1 )+(1−t)F (z 2 ). Thus, (18) holds and F (z) is concave. This completes the proof.
