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Abstract
The objective of optimal experimental design is to determine the values of the
predictor variables at which to take observations in order to maximize the qual-
ity of data obtained by the experiment. When the response variable is, at least
approximately, independent and normally distributed with a constant variance,
an optimal design can be obtained by accessing the prolific body of established
classical design techniques. When these assumptions are not satisfied, the de-
sign solution is not easily obtainable.
The difficulty in designing an experiment for a response with a nonlinear model
is that the optimal design depends upon the values of the unknown parameters
of the model, but the model parameters are estimated from the results obtained
after running the experiment. This has been a major factor contributing to the
complexity, and hindering the development, of design methodology for nonlinear
models. As a consequence, the majority of results, including those in this thesis,
are obtained utilizing numerical techniques.
We examine two design methods for a multinomial response, utilizing the
generalized linear model framework. One technique, D-optimality, is based on
minimizing the volume of the confidence ellipsoid of the parameter estimates
and the other, IMSE-optimality, is based on minimizing the mean squared error
of the estimated probabilities of occurrence of the possible responses. These
methods are developed using point estimates of the parameters of the linear
iii
predictor. When estimates are unavailable, we use partial knowledge about the
parameters to make designs more robust to uncertainty in the parameter val-
ues. We also develop designs which allow for some uncertainty in the model by
examining different types of predictors.
The experimental design space is shown to play an important role, especially
in IMSE-optimality, and a quantitative method is presented to determine the
design space based on the limits of the underlying multinomial probabilities.
Although the two design methods examined are based on different criteria, our
simulations strongly suggest that they are asymptotically equivalent. The D-
optimal design algorithm is shown to be faster to implement, compared to the
IMSE-optimal design algorithm, and is free to determine the number of support
points. The IMSE-optimal approach requires more computation as it requires
taking expected values of estimated probabilities and specifying the number of
observations at each support point.
These design techniques are applied to a practical example, a dose response
experiment, and we develop design methods allowing for some uncertainty in
the form of the predictor and the values of the parameter estimates.
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