Abstract: The state-dependent nonlinear external disturbance compensation problem is considered. No prior information about the disturbance is assumed except the periodicity of the disturbance with respect to a state variable, which is termed a 'state-dependent periodic disturbance. ' The key idea of the proposed new adaptive compensation method is to make use of this known state-dependent periodicity. In the first period, an adaptive compensator is designed to guarantee the L 2 -stability of the overall system. From the second period and onwards, a stateperiodic adaptive compensator is designed to stabilise the system by using the information stored in the previous period. The Lyapunov stability analysis is performed on the evolution along the trajectory axis. The validity of the proposed state-periodic adaptive control method is illustrated through a simulation example.
Introduction
Disturbance compensation is essential in many control systems, in general, and motion-control systems, in particular. Most of the previous efforts have been focused on timedependent adaptive disturbance compensation [1 -5] , where the disturbance could be a sinusoidal form. Recently, the time-varying disturbance compensation method was developed based on an observer [6] ; the time-periodic adaptive learning controller was introduced in [7] , and the timeperiodic adaptive friction compensation problem was solved in [8] . In fact, historically, the time-periodic disturbance compensation problems have been studied popularly under iterative learning control [9 -14] , and repetitive control [10, 15] . However, generally, the external disturbances considered in iterative learning control and repetitive control are assumed to be time-periodic or time-dependent forces. Moreover, in iterative-learning control, the desired trajectory should be time periodic. Hence, the purely statedependent external disturbance compensation problem and state-dependent trajectory tracking problem have not been addressed in this work. In practice, however, the statedependent external disturbances (i.e. position-dependent or velocity-dependent disturbances) exist in various engineering problems. For example, in [16, 17] , the engine crankshaft speed pulsation was expressed as a Fourier series expansion as a function of position; in [18] it was shown that the network congestion intensity can be a function of the transmission rate; in [19] , the external disturbance of the satellite was modelled as a function of the position; in [20] , the tyre/ road contact friction was represented as a function of the system state variable; and in [21 -24] , cogging forces have been described as position dependent periodic disturbances because of the slotted nature of the primary core. Generally, a cogging force is modelled as a Fourier expansion of the state parameter x. However, very few research efforts have been devoted to the state-dependent adaptive disturbance compensation problem. In nonlinear statedependent adaptive disturbance compensation, two different approaches are noticeable. The first approach is related to mechanical nonlinearities, such as frictions, because the friction force depends on the velocity. For this case, following the work in [25 -27] , several adaptive friction compensation controllers were designed in [28 -30] . However, these efforts were restricted to Coulomb friction, which is a constant disturbance with a discontinuity at zero velocity. The second approach is related with the state-dependent eccentricity [31] [32] [33] and servo-motor speed control [34] . In [32] , the eccentricity adaptive compensation problem, which is a position-dependent oscillatory disturbance, was solved. However, in [32] , the disturbance was specified in the following form
where L, v, and F are unknown. In [34] , the speed of the servo-motor was controlled with an unknown disturbance (just position-dependent) using iterative-learning control.
For visual examples and a more detailed explanation about the position-dependent disturbance, we refer the interested reader to [32] . This paper is mainly concerned with the general external disturbance of the rotary dynamic systems similar to [16, 19, 32, 34] without assuming the specific wave form (i.e. sinusoidal, as given in [32] ). Our problem is defined as: a system continuously rotating with unknown external state-dependent disturbance in a general wave form. In such a case, we want to be able to control the system so as to follow a desired speed trajectory. The disturbance could be any kind of nonlinear function depending on position. This unknown external disturbance is assumed to be continuously differentiable with respect to the travel trajectory. Moreover, the system is rotating in one direction. Fig. 1 illustrates the system we consider in this paper. From the fact that the disturbance could be any kind of nonlinear function, our result is different from [32] . In addition, from the fact that the position-dependent desired speed trajectory (not a constant speed and not time periodic), is obtained by the state-dependent periodic adaptive compensation, our method also differs from the work in [12] and [34] . Hence, this paper's contribution is to show that the state-dependent periodic disturbance of a general form can be compensated for by making use of the state-dependent periodicity in an adaptive control law. Clearly then, even though we use a learning mechanism for the control input update, the problem tackled in this paper is different from the problems treated in traditional learning control or repetitive control [9] [10] [11] [12] [13] [14] .
Preliminary definitions and assumptions
In this section, the state-dependent periodic adaptive disturbance compensator is presented. Here, the external statedependent disturbance is denoted as a(x). The results of this paper are only given for a single degree of freedom, that is, second-order state equation. Before proceeding to the main results, the following definitions and assumptions need to be given.
Definition 1:
The total passed trajectory is given as
where x is the position and v is the speed. In [31] , it was defined as the curvilinear abscissa associated with the trajectory of the relative motion. In our definition, since s is the summation of the absolute position increase along the time axis, s is a monotonous growing signal. Physically, it is the total passed trajectory, hence it has the following property
Then, we can define an operator [31] as
Definition 2: Concepts of equilibrium points, stability, and asymptotical stability of a state-dependent nonlinear system are defined based on Definition 4.4 of [35] . Given a state-dependent nonlinear system
Also, for our main theoretical development, a formal definition is needed for the Lyapunov stability analysis on the s-domain (refer to [35 -37] for Lyapunov function and stability analysis on the time domain). The following definition is made based on [35 -37] .
Definition 3: Let G be a set in < n and let G Ã be an open set of < n containing Ḡ (the closure of G). For the nonautonomous nonlinear system (2), V is a Lyapunov function on G if it is continuous and locally Lipschitzian (see Note 1) on s [ (0, 1) Â G Ã and if:
(i) given x in Ḡ , there is a neighbourhood N of x such that V(s, x) is lower bounded for all s ! 0 and all x in N > G;
(ii) _ V ðs; xÞ ÀW ðxÞ 0 for all s ! 0 and all x in G, where W is continuous on G.
Now, using the Lyapunov function defined in Definition 3, the stability condition is immediate:
Definition 4: (Theorem 4.1 of [37] ). If, in a ball around the equilibrium point x ¼ 0 of (2), there exists a Lyapunov function V(s, x) . 0 and V (s, x) 0, the equilibrium point is then stable.
Assumption 1:
The external disturbance, a(s), is smooth and Lipschitz continuous along the trajectory (s), that is, there exists the following smooth derivative
The dynamic system is evolving in one direction and v(t) = 0. This assumption is required in order not to make the denominator of (1) zero.
Remark 1:
The Assumption 2 is true in many engineering problems such as in a rolling mill [1] , a satellite [19] , the shear force between two rotation bodies, orbit/trail systems, a roller-coaster, and a engine crankshaft [16] .
Remark 2: With Assumption 2, the derivative operator is re-defined as
Now, with the above definitions and assumptions, we are ready to state our main results. Similar to the system considered in [32] , we consider the following servo control problem of the rotating system
where x is the position such as angular displacement, a(x) is the unknown position-dependent disturbance, v is the speed, and u is the control input such as torque. Note in the rotating system, the property 0 x , 2p, while 0 s(x) , 1 where s(x) was defined in Definition 1. Avoiding notational [35 -37] . However, in this paper, we use the 'Lipschitzian' on the s-domain. This Lipschitzian concept on the s-domain is straightforward by replacing t with s. So, a formal definition for this is not provided.
where s p is the state-dependent period. The following relationship is given to avoid conceptual confusion
where m is the integer part of the quotient of s/s p . In a rotary system, it is reasonable to assume that s p is fixed as 2p radians as depicted in Fig. 1 . Before proceeding with the stability analysis on the s domain, let us examine the relationship between t, s, and x. Given a particular time t, there always exists the corresponding s because there is a bijective relationship between t and s. Furthermore, given a particular s, there also exists the corresponding x such that x ¼ s 2 ms p holds. Thus, the relationships a(t) ¼ a(x) ¼ a(s) and The control objective is to track or servo the corresponding desired velocity v d (s) with a tracking error as small as possible. In practice, it is also reasonable to assume that a(s) and v d (s) are all bounded (Note 2). Our compensation approach is summarised as follows: (i) When s , s p , we control the system to be bounded input bounded output (in L 2 -norm).
(ii) When s ! s p , we stabilise the system to track the desired speed. By state-dependent periodic adaptation, we can also estimate the unknown a(s). Then, from (9), the magnitude difference between two discrete points in two consecutive periods can be calculated as 
Then using the control law (7), we can rewrite re v as
So, by inserting (13) 
Now, using the same procedure as in (10) - (15), we have
Therefore, using (13) and (17) 
where
. Now, from Fig. 2 , when the slope of line A is given as rV(s) ¼ h 2 /4K, curve V(s) is bounded in 0 s , s p , because the slope of V(s) cannot be bigger than the slope of A. Therefore, it is obvious that if rV(s)
since â is bounded, we conclude that v(s) is also bounded; hence e v (s) is L 2 -bounded when 0 s , s p . Thus, the proof is completed. A
Remark 5:
In Theorem 2, the assumption of 'a(s) is continuously differentiable along s including at s p 2 ' could make the proof trivial. However, this assumption is physically valid in most engineering problems like sinusoidal disturbance [32] , cogging force [21 -23] , and servo-motor control [34] . However, we also note that this 'continuously differentiable' assumption could not be true in friction force compensation [8, [25] [26] [27] .
Recall that we have developed the control law and adaptation law when s , s p to bound e a and e v ; then, we used the information of one past period (i.e. â(s 2 s p )) to stabilise e a and e v as s ! 1 when s ! s p . It is important to emphasise that the Lyapunov analysis was performed along the statetrajectory axis (s). Finally, the following remark is provided for the stability on the time domain.
Remark
Remark 7:
The state-dependent disturbance compensation scheme presented in this section may be generalised to include known-velocity dependent terms such as viscose friction, in (4) , that is, v ¼ f(v) 2 a(x) þ u, because they can be cancelled by the control law. However, when f(v) is unknown, it is uncertain whether the state-dependent disturbance compensation scheme presented in this section can be applied, because two disturbance compensation schemes, that is on v and x, have to be designed at a time point.
4
Simulation illustration
For numerical simulations, the servo-motor speed control is considered. The desired motor speed and the desired angular acceleration are given as functions of the position such as Clearly, a(x) ¼ a(x þ 2p). In the simulation, the initial position, initial velocity and initial disturbance are assumed to be zeros. Fig. 3 shows the velocity tracking results. In Fig. 3a , the dashed-line is the desired speed trajectory and the solid-line is the tracked speed, all with respect to the position (rotation angular displacement in radians); in Fig. 3b the corresponding speed tracking error is shown. In Fig. 3c , the dashed-line is the desired speed 
Concluding remarks
In this paper, we have developed an adaptive compensator for position-dependent periodic disturbance. To summarize:
(i) the unknown external state-periodic disturbance is estimated by the suggested adaptation scheme (ii) the unknown state-periodic disturbance could be any kind of nonlinear function as far as the Lipschitz condition is satisfied and (iii) the precision tracking of the desired speed trajectory is achieved by using the proposed state-periodic adaptive compensator.
Hence, our work is different from the previous works in that the external disturbance is not specified to be in any special form, the state-periodic adaptive controller is used to compensate the external state-periodic disturbance asymptotically, and the non-constant desired speed trajectory can be tracked easily. To the authors' best knowledge, the Lyapunov stability analysis on the purely state domain (position or velocity) has not been addressed in the literature. Hence, the authors believe that the results presented in this paper are unique and it will contribute to control engineering, for example in hard electromechanical nonlinearity compensation problems. It is the belief of the authors that the suggested compensation method can be used in various kinds of practical applications such as servo-motor control, tyre-speed control, factory process control, roboticmanipulators, coordinate formation control, etc. Finally, we emphasise the main contribution of this paper as 'the statedependent external disturbance can be completely compensated by using a state-dependent periodic adaptive compensator.' 
