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LARGE TIME EXISTENCE OF EULER-KORTEWEG
EQUATIONS AND TWO-FLUID EULER-MAXWELL
EQUATIONS WITH VORTICITY
CHANGZHEN SUN
Abstract. The aim of this paper is to study the influence of the vor-
ticity on the existence time in fluid systems for which global smoothness
and decay is known in the case of small irrotational data. We focus
on two examples: the Euler-Korteweg system and the two-fluid Euler
Maxwell system. We prove that the lower bound of the lifespan of these
systems is no less than the inverse of the Hs (s > 5/2) norm of the
rotational part of the initial velocity. Our approach is based on energy
estimates and the fast time decay results of global solutions to these
systems with irrotational initial data.
1. Introduction
In this paper, we are concerned with the well-posedness of 3-d compress-
ible Euler-Korteweg system which reads


∂tρ+ div(ρu) = 0,
ρ∂tu+ ρu · ∇u+∇P (ρ)− ρ∇
(
K(ρ)∆ρ+
1
2
K ′(ρ)|∇ρ|2
)
= 0,
u|t=0 = u0, ρ|t=0 = ρ0.
(1.1)
where ρ, u are the density and velocity of the fluid, P (ρ) is the pressure and
is assumed to obey the so-called γ-law, that is P (ρ) = Aργ , A > 0. K(ρ) is
the Korteweg tensor, which takes the capillary effects into account.
As the modifications of compressible Euler equation through the adjunc-
tion the Korteweg stress tensor, Euler-Korteweg system is a mathemati-
cal model arising from hydrodynamics and quantum hydrodynamics. In
fact, in hydrodynamics, it can be used to describe at interface the flow
of capillary flows, for example, a liquid-vapor mixture. Moreover, when
K(ρ) = cρ , P (ρ) =
1
2ρ
2, the Euler-Korteweg system can be transformed for-
mally by the so-called Madelung transform [8] ψ =
√
ρeiφ, u = ∇φ to the
Gross-Pitaevskii equation which is a very important equation in geometric
optics and quantum mechanics.
In the last two decades, some interesting results concerning the well-
posedness of compressible Euler-Korteweg have been obtained. For the
cauchy problem of Euler-Korteweg in one dimension, local well-posedness
1
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for smooth perturbations of travelling profiles was established by Benzoni-
Gavage, Danchin and Descombes [6] by using Lagrangian coordinate. Later
on, in [7], the same authors extend the result to multi-dimension by refor-
mulating the system into a nonlinear degenerate Schro¨dinger equation incor-
porated with the ’gauge’ technique (by introducing some ’gauge’ function
to recover some cancellations in order to avoid losing derivatives). More
precisely, for d(d ≥ 1) dimensional Euler-Korteweg system, they proved
the local existence under Hs+1 × Hs (s > d/2 + 1) perturbations to the
stationary solution (ρ¯, 0)(ρ¯ > 0). Recently, Bezoni-Gavage and Chiron [5]
establish some uniform estimate in several different wave regimes and jus-
tify the asymptotic limit. Concerning the global well-posedness, it is shown
by Audiard and Haspot [3] that 3-D Euler-Korteweg system admits global
small irrotational solutions, by enforcing the so-called ’space-time resonance’
method which turns out to be the efficient tools to get the global existence
of some models that admits dispersive properties with critical nonlineari-
ties. One can refer to [9,10,12]. Regarding to the large time existence with
nontrivial vorticity, Audiard proved in [2] that the lifespan T⋆ of 3-D Euler-
Korteweg system is no less than the inverse of the size of the rotational
part in some suitable weighted space. His strategy is to study rigorously
the highly coupled system composed by the equations of the ’rotational’
and ’irrotational part’ of the velocity. Nevertheless, in this process, one
needs to deal with the complicated interactions between ’rotational’ parts
and ’irrotational’ part. The first aim of this paper is to give an alternative
approach for the lifespan estimate of Euler-Korteweg system with vorticity,
where merely energy estimates are used. We remark also that our proof
does not need the localization assumption on the ’rotational’ part of initial
velocity.
We denote P the Leray projector that maps a vector in L2(R3)3 to its
divergence free part and P⊥ = Id− P the ’curl-free’ projector.
The following is the main results:
Theorem 1.1. Suppose that the Korteweg tensor K(ρ) is smooth and sat-
isfies: K(ρ) ≥ K0 > 0 for ρ¯/2 ≤ ρ ≤ 3ρ¯/2. There exists three constants
δ1, ǫ1 > 0 small, and N large. If the initial datum (ρ0 − ρ¯, u0) satisfies the
following:
‖Pu0‖Hs < ǫ1,
‖P⊥u0‖HN + ‖ρ0 − ρ¯‖HN+1 + ‖x(ρ0 − ρ¯,P⊥u0)‖L2
+ ‖u0‖W 6,1 + ‖ρ0 − ρ¯‖W 7,1 ≤ δ1,
where 5/2 < s ≤ 3. Then there exists Tǫ1 & ǫ−11 such that the Euler-Korteweg
equation (1.1) has a unique solution and
(ρ− ρ¯, u) ∈ C([0, Tǫ1 ],Hs+1(R3)×Hs(R3)).
In addition, if Pu0 ∈ HN , then the solution
(ρ− ρ¯, u) ∈ C([0, Tǫ1 ],HN+1(R3)×HN (R3)).
3with exponential growth: for any 0 ≤ t ≤ Tǫ1,
‖(ρ− ρ¯, u)(t)‖HN+1×HN . ect‖(ρ− ρ¯, u)(0)‖HN+1×HN .
To prove Theorem 1.1, a natural attempt is, as in [2], to study the highly
coupled system by considering the ’rotational’ parts Pu and ’irrotational’
parts P⊥u = u − Pu. However, when one tries to extend the lifespan of
Pu to 1/‖P⊥u0‖Hs (s > 5/2), it is necessary to prove that the irrotational
part of velocity P⊥u enjoys the integrable time decay. However, when using
’space-time resonance’ method to perform decay estimate for P⊥u, one needs
to study the ’dispersive× vorticity’ interactions which bring a lot of extra
work. On the other hand, since one need that Pu is in some weighted space
in order to prove its decay property, this ’dispersive× vorticity’ interactions
will forces us to assume that the P⊥u also belongs to some weighted space.
In the following, we propose a shorter approach that do not require the
rotational part P⊥u lies in any weighted space.
To explain the main ideas, we will restrict ourselves to the more abstract
setting. Consider a system:{
∂tU + JLU = U
′ · ∇U
U |t=0 = U0 (1.2)
where U(t, x) = (U1, U
′) : R+×R3 → R4, is a four-elements vector function,
J is a skew symmetric differential matrix, L is self-adjoint and positive in
some suitable space in the sense that (Lu, v)L2 = (u,Lv)L2 , (LU,U)L2 ≥
‖U‖2L2 . For example
J =
(
0 div
∇ 0
)
, L =
(
Id−∆ 0
0 Id3×3
)
,
is the Euler-Korteweg type equations (the simplified case that the term
ρdivu is dropped in (1.1)1 and P (ρ) =
1
2ρ
2,K(ρ) = 1 in (1.1)2 is assumed)
while
J =
(
0 div
∇ 0
)
, L =
(
Id+ (−∆)−1 0
0 Id3×3
)
,
is the one fluid Euler-Poisson type equations.
We suppose firstly that for the curl-free (curlU ′0 = 0) smooth initial da-
tum, there exists global solutions in some Sobolev space HN (where N is
large enough) which decays fast enough to 0 as the time goes to infinity.
More precisely, we suppose that ‖U‖W 4,∞ . (1 + t)−α with α > 1. Now,
we want to analyze the large time existence of system (1.2) with general
(not necessarily curl-free) smooth initial data. Our strategy is to split the
system (1.2) into two systems, with initial data (U1,P⊥U ′0) and (0,PU ′0).
To be more concrete, we write U =W+V , whereW solves (1.2) with initial
data (0,P⊥U ′0), and V satisfies the equation:{
∂tV + JLV = (V
′ +W ′) · ∇V + V ′ · ∇W =: F (V,W )
W |t=0 = (0,PU ′0) (1.3)
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To study the long time existence of (1.3), it suffices for us to get appropriate
a priori energy estimates. Let us define energy functional
Es(t) =
∫
R3
ΛsV · LΛsV (t)dx
where Λ =
√
1−∆ and s > 5/2. Taking Λs on system (1.3), and testing
LΛsV , we then get
∂tEs ≤
∫
R3
ΛsF (V,W ) · LΛsV dx
which yields by commutator estimate, if L is lower order operator (for ex-
ample Euler-Poisson system), we could get that:
∂tEs . E
3
2
s + ‖W‖W s+1,∞Es . E
3
2
s + (1 + t)
−αEs
from which, one deduce by the Gro¨nwall inequality and continuation ar-
guments, that, there exists solutions for system (1.3) in C([0, T ),Hs) for
T & 1/‖PU ′0‖Hs . However, when L is higher order (for example Euler-
Korteweg type), direct energy estimate will inevitably lose derivatives. In
this case, the ’gauge’ technique used in [7] need to be employed.
We would like to mention that this strategy is inspired by the former
work of the author with Rousset [16] where the uniform stability for Navier-
Stokes-Poisson system in the inviscid limit is established. It turns out
that this approach is flexible for many models that admit global solutions
with integrable time decay under the irrotational initial perturbation to
equilibria, one could consider Euler-Poisson, Euler-Maxwell (one fluid, two-
fluid)...Moreover, the method proposed in this paper will simplify the proof
to large extend when the ’space-time resonance’ of phase function is difficult
to analyze, since one do not need to take care of the new resonances aris-
ing from the ’dispersive×vorticity’ interactions. We will prove the similar
results to Theorem 1.1 for ’two-fluid’ Euler-Maxwell equation (3.1) which is
new. Note in [13], Ionescu and Lie prove the long time existence for one-
fluid Euler-Maxwell equations, although their method is likely to be adapted
to prove the similar results for ’two-fluid’ case, the proof will be much so-
phisticated since the ’space-time resonance’ is harder to analyze than the
’one-fluid’ case.
Organisation of the paper We will use the strategy stated above to
prove Theorem 1.1 in Section 2. We then prove the similar result for ’two-
fluid’ Euler-Maxwell equations in Section 3. Finally, we recall some useful
lemmas in appendix.
2. Proof of Theorem 1.1
As explained in the Introduction, we split the original system (1.1) into
two systems by letting
ρ = (ρ¯+ ̺) + n =: ρ˜+ n,
u = w + v,
5such that the unknowns (̺,w) satisfy the system

∂tρ˜+ div(ρ˜w) = 0,
∂tw + w · ∇w + g(ρ˜)∇ρ˜ = ∇(K(ρ˜)∆ρ˜+ 12K ′(ρ˜)|ρ˜|2),
w|t=0 = P⊥u0, ρ˜|t=0 = ρ0,
(2.1)
and the unknowns (n, v) satisfy the system

∂tn+ div(ρv + nw) = 0,
∂tv + (w + v) · ∇v + v · ∇w + g(ρ¯)∇n
= ∇(K(ρ)∆n+ 1
2
K ′(ρ)∇n · ∇(n+ 2ρ˜))+ F,
v|t=0 = Pu0, n|t=0 = 0.
(2.2)
where we denote g(ρ) = P ′(ρ)/ρ and
F = −(g(ρ)− g(ρ¯))∇n− (g(ρ)− g(ρ˜))∇ρ˜
+∇[(K(ρ)−K(ρ˜))∆ρ˜+ 1
2
(
K ′(ρ)−K ′(ρ˜))∇|ρ˜|2]. (2.3)
For the system (2.1), we recall the global existence result established in [3],
Theorem 2.1. Theorem 2.2 , [3] :
There exists a small number δ > 0 and a large integer N ≥ 6, such that
if the initial data satisfy
‖P⊥u0‖HN + ‖ρ0 − ρ¯‖HN+1 + ‖x(ρ0 − ρ¯,P⊥u0)‖L2
+ ‖u0‖W 6,1 + ‖ρ0 − ρ¯‖W 7,1 ≤ δ1,
then the Cauchy problem (2.1) admits a global solution (̺, u) in
C
(
[0,∞),HN+1 ×HN) satisfying for any t ≥ 0,
|̺(t)| ≤ 1
4
min{ρ¯, 1}, (2.4)
Moreover, there exist α > 1 and C > 1 such that
sup
t≥0
(‖u(t)‖HN + ‖̺‖HN+1 + (1 + t)α‖(̺, u)‖W 6,∞) ≤ Cδ1. (2.5)
To prove the first part of Theorem 1.1, it suffices to show the following:
Theorem 2.2. Suppose (̺,w) are global solutions to the system (2.1) given
by Theorem 2.1. There exists ǫ1 small enough, if ‖Pu0‖Hs ≤ ǫ1 (52 < s ≤ 3),
then one can find some Tǫ1 & ǫ
−1
1 such that the system (2.2) has a unique
solution and (n, v) ∈ C([0, Tǫ1 ],Hs+1(R3)×Hs(R3)).
Proof of Theorem 2.2 The Cauchy problem (2.2) is well-posed in
C([0, T ),Hs), s > 5/2 for some positive T > 0 (e.g. [7]). We are thus left to
show the lifespan of (2.2) has the order of O(ǫ−11 ) by developing an a priori
estimate.
The direct energy estimate will cause the loss of derivatives due to the lack
of dissipation and the presence of the high order term ∇(K(ρ)∆n) in (2.2)2.
To get round this difficulty, one needs to introduce certain weight function
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(which is called ’gauge’ function [7]) coherent to the energy functional to
eliminate this kind of terms.
Denote Λ the Fourier multiplier with symbol 〈ξ〉 =
√
1 + |ξ|2. We will
work on the following energy functionals:
Es(t) = 1
2
∫
φs(ρ)
(
g(ρ¯)|Λsn|2 +K(ρ)|Λs∇n|2 + ρ|Λsv|2) dx,
where the ’gauge’ function φs(ρ) = (ρK(ρ))
s
2 . The role of this gauge function
is to avoid the loss of derivative when Pv = 0. We shall comment that φs(ρ)
depend on both n and ̺ (recall that ρ = ρ¯+ ̺+ n).
Taking the time derivative on functional Es and using the equations (2.2),
one obtains
d
dt
Es(t) =
∫
g(ρ¯)∂tφs|Λsn|2 + ∂t(Kφs(ρ))|Λs∇n|2 + ∂t(ρφs(ρ))|Λsv|2 dx
−
∫
g(ρ¯)φs(ρ)Λ
snΛsdiv(nw)− ρφs(ρ)Λsv · ΛsFdx
− g(ρ¯)
∫
φs(ρ)
(
ΛsnΛsdiv(ρv) + ρΛsvΛs∇n)dx
−
∫
ρφs(ρ)Λ
svΛs
(
(w + v) · ∇v + v · ∇w) +Kφs(ρ)Λs∇nΛs∇div(nw)dx
−
∫
Kφs(ρ)Λ
s∇nΛs∇div(ρv)
− ρφs(ρ)Λsv · Λs∇
[
K(ρ)∆n+
1
2
K ′(ρ)∇n · ∇(n+ 2ρ˜)] dx
=: I1 + I2 + I3 + I4 + I5.
(2.6)
Among the five terms Ii, 0 ≤ i ≤ 5, the term I5 is the most difficult one
since it involves the loss of derivatives, we will postpone handling it later on
and first deal with the other four easier terms.
For I1, by rewriting (1.1)1 as ∂tρ = −div
(
ρ(w + v)
)
, one may estimate
|I1| . ‖ρ‖W 1,∞(‖w‖W 1,∞ + ‖v‖W 1,∞)‖(∇n, v)‖2Hs . (2.7)
Note that we have used the fact that K(ρ) and φs(ρ) are smooth functions
and the a priori assumption ρ¯/2 ≤ ρ ≤ 3ρ¯/2.
For I2, by Ho¨lder inequality, product estimate (4.5) and Corollary 4.6,
|I2| . (‖n‖W 1,∞ + ‖w‖W s+1,∞)‖(n,∇n)‖2Hs + ‖v‖Hs‖F‖Hs
. (‖(n,∇n)‖Hs + ‖(w, ̺)‖W s+3,∞)‖(n,∇n, v)‖2Hs .
(2.8)
We remind the reader that in order to make use of the fast decay property
of ‖(̺,w)(t)‖L∞x , we shall always attribute L∞x norm on (̺,w) when we
estimate the product terms that could be considered roughly as ̺n,wn.
7For I3, integrating by parts, applying product estimates (4.5) and com-
mutator estimates (4.7),(4.8), we get:
I3 = g(ρ¯)
∫
∇(φs(ρ))ΛsnΛs(ρv) dx+ g(ρ¯)
∫
φs(ρ)Λ
s∇n[Λs, ρ]v dx
.
(‖(n, v)‖W 1,∞ + ‖(̺,w)‖W s,∞)‖(n,∇n, v)‖2Hs .
(2.9)
More precisely, writing [Λs, ρ]v = [Λs, ̺]v + [Λs, n]v, we use (4.7) to get
‖[Λs, ̺]v‖L2 . ‖̺‖W s,∞‖v‖Hs−1 ,
and use (4.8) to obtain
‖[Λs, n]v‖L2 . ‖∇n‖L∞‖v‖Hs−1 + ‖v‖L∞‖n‖Hs .
In the same fashion as I3, the term I4 can be handled by
I4 =
1
2
∫
div
(
ρφs(w + v)
)∣∣Λsv∣∣2 + div(Kφsw)∣∣Λs∇n∣∣2dx
−
∫
ρφsΛ
sv · ([Λs, w + v]∇v + Λs(v · ∇w)) dx
−
∫
Kφs(ρ)Λ
s∇n(Λs∇(ndivw) + [Λs∇, w]∇n) dx
.
(‖(n, v)‖W 1,∞ + ‖(̺,w)‖W s+2,∞)‖(n,∇n, v)‖2Hs .
(2.10)
To estimate I5, it will be helpful to extract the principle term of Λ
s∇[K(ρ)∆n+
1
2K
′(ρ)∇n · ∇(n+ 2ρ˜)] that may lose derivatives. At first,
Λs∇(1
2
K ′(ρ)∇n · ∇(n+ 2ρ˜))
=
1
2
[Λs∇,K ′(ρ)](∇n · ∇(n+ 2ρ˜)) + 1
2
K ′(ρ)Λs∇(∇n · ∇(n+ 2ρ˜))
= l.o.t+K ′(ρ)∇ρ · Λs∇∇n
(2.11)
where the notation l.o.t stands for terms which can be controlled by
‖l.o.t‖L2 . (‖(n, v)‖Hs + ‖̺‖W s+2,∞)‖(∇n, v)‖Hs .
Similarly, we have that:
Λs∇(K(ρ)∆n) = [Λs,∇K]∆n+KΛs∇∆n+∇KΛs∆n+ [Λs,K]∇∆n
= l.o.t+KΛs∇∆n+K ′Λs∆n∇ρ+ sK ′∇ρ · Λs∇∇n
(2.12)
Note that we have used the commutator estimate (4.9)-(4.10) to get that:
[Λs,K]∇∆n− sK ′∇ρΛs∇∇n
= [Λs,K]∇∆n− 1
i
{〈ξ〉s,K}(D)∇∆n− sK ′∇ρΛs−2∇∇n
= l.o.t
(2.13)
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where we used Poisson bracket: {a, b} = ∂ξa · ∂xb− ∂ξb · ∂xa. We are now in
position to estimate I5. In view of (2.11) and (2.12), we have by integrating
by parts that:
I5 =
∫
ρφsΛ
sv
(
KΛs∇∆n+K ′Λs∆n∇ρ+ (s+ 1)K ′∇ρ · Λs∇∇n)
−KφsΛs∇nΛs∇div(ρv) dx
=:
3∑
j=1
∫
Λs∂jn ·Gjs dx+R,
(2.14)
where R stands for the terms that can be controlled by
R . (‖(n,∇n, v)‖Hs + ‖(̺,w)‖W s+2,∞)‖(n,∇n, v)‖2Hs .
and
Gjs = −ρφsK ′∇ρ ·
(
(s+ 1)∇Λsvj + ∂jΛsv
)
+ ∂jdiv(ρKφsΛ
sv)−Kφs∂jdivΛs(ρv)
To find the cancellation, we extract the lower order terms as:
Gjs = −ρφsK ′∇ρ ·
(
(s+ 1)∇Λsvj + ∂jΛsv
)
+ ρ∂j(Kφs)Λ
sdivv
+ ρ(Kφs)
′∇ρ · ∂jΛsv −Kφs[Λs, ρ]∂jdivv +Kφsv · ∇Λs∂jn+ l.o.t
Note again that by Lemma 4.4,
[Λs, ρ]div∂jv − s∇ρ · Λs∂jP⊥v
= [Λs, ρ]div∂jv − s∇ρ · Λs−2(1−∆)∂jP⊥v
= [Λs, ρ]div∂jv + s∇ρ · ∇Λs−2div∂jv − s∇ρ · Λs−2∂jP⊥v
= [Λs, ρ]div∂jv − 1
i
{〈ξ〉s, ρ}(D)(div∂jv)− s∇ρ · Λs−2∂jP⊥v
= l.o.t
We thus have, by combining the fact v = Pv + P⊥v and ∂j(P⊥v)l =
∂l(P⊥v)j , that
Gjs =
(
(Kφs)
′ρ− sKφs − (s+ 2)ρφsK ′
)∇ρ · Λs∂j(P⊥v) + ρ(Kφs)′∂jρΛsdivP⊥v
− (s+ 1)ρφs∇K · Λs∇(Pv)j +Kφsv · ∇Λs∂jn+ ρKφ′s∇ρ · ∂jΛsPv + l.o.t
= ρ(Kφs)
′
(
∂jρΛ
sdiv(P⊥v)−∇ρ · Λs(∂jP⊥v)
)
− (s+ 1)ρφs∇K · Λs∇(Pv)j +Kφsv · ∇Λs∂jn+ ρKφ′s∇ρ · ∂jΛsPv + l.o.t
(2.15)
Note that in the second equality, we have used the definition of φs(ρ) =
(ρK(ρ))
s
2 which satisfies:
2(Kφs)
′ρ = sKφs + (s+ 2)ρφsK
′.
We first observe that the contribution of the term Kφsv · ∇Λs∂jn of Gjs
in the integral I5 may be easily handled by integration by parts. Indeed,
9∫
Λs∇n · (Kφsv · ∇Λs∇n) dx = −1
2
∫
div(Kφsv)|Λs∇n|2 dx
. ‖v‖W 1,∞(1 + ‖(̺, n)‖W 1,∞)‖(∇n, v)‖2Hs .
(2.16)
Moreover, integrating by parts twice, using the fact that ∂j(P⊥v)l = ∂l(P⊥v)j ,
one gets∫
ρ(Kφs)
′Λs∂jn
(
∂jρΛ
sdiv(P⊥v)−∇ρ · Λs(∂jP⊥v)
)
dx
=
∫
Λs(P⊥v)j
(
∂l
(
(Kφs)
′ρ∂lρ
)
Λs∂jn− ∂j
(
(Kφs)
′ρ∂lρ
)
Λs∂ln
)
dx
. ‖(n, ̺)‖W 2,∞‖(∇n, v)‖2Hs .
(2.17)
Similarly, using that div(Pv) = 0, we have by integrating by parts twice∫
ρφs∇KΛs∂jn · Λs∇(Pv)j dx
=
∫
Λs(Pv)j
(
∂j(ρφs∇K)Λs∇n− div(ρφs∇K)Λs∂jn
)
dx
. ‖(̺, n)‖W 1,∞‖(∇n, v)‖2Hs .
(2.18)
Gathering (2.14)-(2.17), we achieve that:
I5 =
3∑
j=1
∫
ρKφ′sΛ
s∂jn∇ρ · ∂jΛsPvdx+R (2.19)
where
R . (‖(n,∇n, v)‖Hs + ‖(̺,w)‖W s+3,∞)‖(n,∇n, v)‖2Hs .
One see that I5 is likely to lose one derivative if Pv is not identical to
zero. To overcome this difficulty, it is necessary to introduce another gauge
function to find more cancellations. Performing Λs on (2.2)2, and multiply-
ing it by a function ϕs(ρ) (which will be determined later) that is positive
on the interval ρ¯/2 ≤ ρ ≤ 3ρ¯/2, we get
∂t(ϕs(ρ)Λ
sv) + g(ρ¯)∇(ϕsΛsn)−∇[ϕsΛs
(
K(ρ)∆n+K ′(ρ)∇n · (∇n+ 2∇ρ˜))]
= −Λs(K(ρ)∆n)∇ϕs − ϕsΛs(u · ∇v) + ∂tϕsΛsv + g(ρ¯)Λsn∇ϕs − ϕsΛs(v · ∇w)
+ Λs(K ′(ρ)∇n · (∇n+ 2∇ρ˜))∇ϕs + ϕsΛsF
= −Λs(K(ρ)∆n)∇ϕs − ϕs(u · ∇Λsv) + l.o.t,
(2.20)
where l.o.t stands for the terms whose L2 norm can be controlled by
‖l.o.t‖L2 . (‖(̺,w)‖W s+3,∞ + ‖(n,∇n, v)‖Hs )‖(n,∇n, v)‖Hs . (2.21)
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Multiplying (2.20) by P(ϕs(ρ)Λsv) and using integration by parts, one
has
1
2
d
dt
∫
|P(ϕs(ρ)Λsv)|2 dx = −
∫
P(ϕs(ρ)Λsv)Λs(K(ρ)∆n)∇ϕs dx
+
1
2
∫
div(ϕ2su)|ΛsPv|2 dx+R
=
3∑
j,l=1
∫
∂lϕsΛ
s(K(ρ)∂jn)∂j
[P (ϕsΛsv) ]l dx+R
=
3∑
j,l=1
∫
∂lϕsϕsK(ρ)Λ
s∂jn∂j(PΛsv)l dx+R
(2.22)
where R represents the terms that do not lose derivatives, that is
|R| . (‖(̺,w)‖W s+3,∞ + ‖(n,∇n, v)‖Hs)‖(n,∇n, v)‖2Hs (2.23)
We mention that we have used the estimate
‖[∂j(Id− (∆)−1∂ldiv), f ]g‖L2 . ‖g‖L2‖f‖Hs ,
due to (4.4).
We now choose ϕs(ρ) satisfying the condition (ϕ
2
s(ρ))
′ = −2ρφ′s which
cancels the the first terms of (2.19) and (2.22). More precisely, one can
choose
ϕs(ρ) =
√
As(ρ) (2.24)
where As is one primitive of function: ρ → −2ρφ′s(ρ) which has posi-
tive lower bound on the interval: ρ¯/2 ≤ ρ ≤ 3ρ¯/2. (For some special
case, say K(ρ) ≡ 1, one could write φs(ρ) explicitly by choosing ϕs(ρ) =√
− 2ss+2ρs+2 +Ms with a constant Ms = 2 · (32 ρ¯)
s
2
+1 + 1 which ensures that
ϕs(ρ) > 1 uniformly in s on the interval ρ¯/2 ≤ ρ(t, x) ≤ 3ρ¯/2).
Gathering the estimates (2.19)-(2.23), we find that:
1
2
d
dt
∫
|P(ϕs(ρ)Λsv)|2 dx+ I5 = R (2.25)
where R stands for those terms that do not lose derivatives, namely, we have
that:
|R| . (‖(̺,w)‖W s+3,∞ + ‖(n,∇n, v)‖Hs)‖(n,∇n, v)‖2Hs .
We define the modified energy by
Es(t) =
1
2
∫
φs(ρ)
(
g(ρ¯)|Λsn|2 +K(ρ)|Λs∇n|2 + ρ|Λsv|2)+ |P(ϕsΛsv)|2 dx.
where φs(ρ) = (ρK(ρ))
s
2 .We claim that Es(t) is equivalent to ‖(n,∇n, v)‖2Hs
as long as ‖̺ + n‖Hs is sufficiently small. Since K(ρ) ≥ K0 > 0 for 12 ρ¯ ≤
ρ ≤ 32 ρ¯, we see that the first three terms are equivalent to ‖(n,∇n, v)‖2Hs ,
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we thus only need to take care of the last term in Es(t). Indeed, by the
identity
P(ϕsΛsv) = ϕs(PΛsv) + [P, ϕs]Λsv,
and the commutator estimate (4.1),
‖[P, ϕs]Λsv‖L2 . ‖∇(ϕs(ρ))‖Hs−1‖v‖Hs−1 = ‖∇(ϕs(ρ)− ϕs(ρ¯))‖Hs−1‖v‖Hs−1
≤ C(‖ρ− ρ¯‖L∞)‖ρ− ρ¯‖Hs‖v‖Hs−1 ,
(2.26)
for s > 52 . By recalling ρ− ρ¯ = ̺+n, one easily see that, as long as ‖̺+n‖Hs
is sufficiently small, it holds that
‖P(ϕsΛsv)‖2L2 ≈ ‖ϕs(PΛsv)‖2L2 ≈ ‖PΛsv‖2L2 .
Hence
1
C0
‖(n,∇n, v)‖2Hs ≤ Es(t) ≤ C0‖(n,∇n, v)‖2Hs , (2.27)
for some positive constant C0.
We conclude from (2.7)-(2.10) and (2.25) that
d
dt
Es(t) . ‖(n,∇n, v)‖3/2Hs + ‖(̺,w)‖W s+3,∞‖(n,∇n, v)‖Hs
≤ C1
(
E3/2s (t) + ‖(̺,w)‖W s+3,∞Es(t)
)
,
for some positive constant C1. Moreover, by Theorem 2.1, one has that:
‖(̺,w)(t)‖W s+3,∞ ≤ Cδ1(1 + t)−α
which leads to:
d
dt
Es(t) ≤ C1
(
E3/2s (t) + Cδ1(1 + t)
−αEs(t)
)
(2.28)
Conclusion for Theorem 2.1. Theorem 2.1 stems from a standard con-
tinuity argument. We define the maximal existence time T⋆ by
T⋆ = sup{T
∣∣(n,∇n, u) ∈ C([0, T ],Hs) : Es(T ) ≤ 2MC0ǫ21}, (2.29)
where M = e
CC1
α−1
δ1 , C,α are constants that appear in the statement of
Theorem 2.1. In view of (2.27), as long as ǫ1 is sufficitenly small, we have:
‖n(t)‖L∞ ≤ ρ¯/2 for any 0 ≤ t ≤ T∗, which, combined with (2.4), yields
ρ¯/2 ≤ ρ ≤ 3ρ¯/2 for 0 ≤ t ≤ T∗.
Define further T0 = min{T⋆, κǫ−11 } with κ being small to be chosen later.
By (2.28), one easily gets by Gro¨nwall’s inequality for t ≤ T0 ≤ κǫ−11 that
Es(t) ≤ exp
( ∫ t
0
C1Cδ1(1 + τ)
−αdτ
)(
Es(0) + C1
∫ t
0
E3/2s (τ) dτ
)
≤M
(
Es(0) +C1
∫ t
0
E3/2s (τ) dτ
)
≤M
(
C0ǫ
2
1 + C1T0(2KC0ǫ
2
1)
3
2
)
≤ 3
2
KC0ǫ
2
1,
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by choosing κ =
(
2C1C
1
2
0 (2K)
2
3
)−1
, which leads to, by combining the local
existence theory, T0 = κǫ
−1
1 < T⋆.
Proof of the second part of Theorem 1.1 To finish the proof of
Theorem 1.1, we suppose further that Pu0 ∈ HN , we prove briefly that the
solution belongs to (1.1) satisfies:
(ρ− ρ¯, u) ∈ C([0, Tǫ1 ],HN+1(R3)×HN (R3)).
Let us define functional:
EN (t) =
1
2
∫
φN (ρ)
(
g(ρ¯)|ΛN (ρ− ρ¯)|2 +K(ρ)|ΛN∇ρ|2 + ρ|ΛNv|2)+ |P(ϕNΛNv)|2 dx.
where φN = (ρK)
N
2 , ϕN (ρ) is defined in (2.24). By calculations similar to
that in the proof of Theorem 2.2, one could prove that:
d
dt
EN (t) . ‖ρ− ρ¯‖W 2,∞∩HsEN (t). (2.30)
Note that we will always use tame estimate (4.6) and commutator estimate
(4.8),(4.9) for the product terms and commutator terms in the expression
of ddtEN (t).
In light of the fact ρ − ρ¯ ∈ C([0, Tǫ1 ],Hs+1(R3)) (s > 5/2), energy in-
equality (2.30) and Gro¨nwall inequality, we have for any 0 ≤ t ≤ Tǫ1
EN (t) . e
ct
EN (0)
for some constant c.
3. Large time existence of two-fluid Euler-Maxwell equation
To show the versatility of the approach proposed in the Introduction, we
will prove the similar results analogue to Theorem 1.1 for ’two-fluid’ Euler-
Maxwell system. As a physical model to describe the dynamics of plasma,
namely electrons and ions, ’two-fluid’ Euler-Maxwell system reads:

∂tn+ div
(
(1 + n)v
)
= 0,
ι(∂tv + v · ∇v) + d∇n+ E + v ×B = 0,
∂t̺+ div
(
(1 + ̺)u
)
= 0,
∂tu+ u · ∇u+∇̺− E − u×B = 0,
∂tB +∇× E = 0,
∂tE − 1ι∇×B = [(n+ 1)v − (̺+ 1)u]
divB = 0,divE = ̺− n
(n, v, ̺, u,E,B)|t=0 = (n0, v0, ̺0, u0, E0, B0).
(3.1)
where 1 + n, v(resp. 1 + ̺, u) stand for the density and velocity of electrons
(resp. ions), E, B stand for the electric and magnetic field, ι, d are two
constant parameters. Note that we have chosen the reference state being
(1, 0, 1, 0, 0, 0). Before going further, we shall point out some observations.
At first, from the equation for B,E, divB(t) = 0,divE(t) = ̺(t) − n(t) for
any t > 0, as long as divB0 = 0,divE0 = ̺0 − n0. Secondly, as indicated
13
in [13] there are two important generalized vorticities Y (t) =: B − 1ι∇× v
and W (t) =: B +∇× u which satisfy the evolution equations:
∂tY = ∇× (v × Y ) ∂tW = ∇× (v ×W ) (3.2)
Note that by direct energy estimate, if Y 0 = B0 − 1ι∇× v0 = 0 and W 0 =
B0+∇×u0 = 0, then this property will propagate, and we call this kind of
flow as ’generalized irrotational flow’.
Unlike the compressible Euler equation for which singularity formation
happens for finite time [14], [17] global small smooth solutions of (3.1) has
been constructed in [11] with generalized irrotational initial datum by using
’space-time resonance’ technique and delicate Fourier analysis.
Theorem 3.1 (Theorem 1.1 of [11] ). There exists δ0 > 0 small, N0 large
enough, β > 1, if the initial data satisfy the following:
‖(n0, v0, ̺0, u0, E0, B0)‖HN0∩Z ≤ δ0,
divE0 − ̺0 + n0 = 0, B0 − 1
ι
∇× v0 = B0 +∇× u0 = 0,
then the system (3.1) has a unique global solution in C([0,∞),HN0) and
satisfies the following:
‖(n, v, ̺, u,E,B)‖HN0 + (1 + t)β‖(n, v, ̺, u,E,B)‖W 4,∞ . δ0. (3.3)
Remark 3.2. In the statement of last Theorem, Z stands for the norm
involving localization of both space and frequency which is compatible to the
fractional weighted norm ‖x1+f‖L2 . For precise definition, one could refer
to definition 4.1 of [11].
Remark 3.3. In contrast with the global existence for small irrotational so-
lutions, the formation of singularity is likely to happen for large initial data.
In [15], the blow up result is obtained for spherically symmetric solutions
to ’one-fluid’ Euler-Poisson equations, which is a special case of two-fluid’
Euler-Maxwell equations by neglecting the motion of ions and the effects of
magnetic field. The method proposed by them seems could be extend to the
general case.
In the following, we aim to study the long time existence of solution of
(3.1) with general data, that is B0 − 1ι∇× v0 6= 0 or B0 +∇× u0 6= 0. We
have by (3.2) and identity: ∇× (v × Y ) = Y · ∇v − v · ∇Y − Y divv that
∂tY = Y · ∇v− v · ∇Y − Y divv, ∂tW =W · ∇u− u · ∇W −Wdivu (3.4)
for which there is no any dispersive or dissipation structure that can be used.
It seems that one can only expect the lifespan of Y,W in some Sobolev space
(say Hs, s > 52) is proportional to 1/‖Y 0‖Hs .
The following is the main result concerning to ’two-fluid’ Euler-Maxwell
equations:
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Theorem 3.4. There exists three constants δ, ǫ > 0 small, 52 < s ≤ 3 and
N0 large. If the initial datum (n
0, v0, ̺0, u0, E0, B0) satisfies the following:
divB0 = 0, divE0 + n0 − ̺0 = 0,
‖(n0,P⊥v0 + 1
ι
(∆)−1∇×B0, ̺0,P⊥u0 − (∆)−1∇×B0, E0, B0)‖HN0∩Z < δ,
‖(0,Pv0 − 1
ι
(∆)−1∇×B0, 0,Pu0 + (∆)−1∇×B0, 0)‖Hs < ǫ.
Then the Euler-Maxwell equation (3.1) admits a solution in C([0, Tǫ],H
s)
with Tǫ & ǫ
−1.
In addition if Pv0− 1ι (∆)−1∇×B0,Pu0+(∆)−1∇×B0 belongs to HN0 ,
then the solution lies in C([0, Tǫ],H
N0) with an exponential growth:
‖(n, v, ̺, u,E,B)(t)‖HN0 . ect‖(n, v, ̺, u,E,B)(0)‖HN0 .
Proof of Theorem 3.4. As explained in the introduction, we split the system
into two systems. More precisely, we write
(n, v, ̺, u,E,B) = (n1, v1, ̺1, u1, E1, B1) + (n2, v2, ̺2, u2, E2, B2),
where (n1, v1, ̺1, u1, E1, B1) is the global solution of system (3.1) provided
by Theorem 3.1 with initial data (n0,P⊥v0 + 1ι (∆)−1∇ × B0, ̺0,P⊥u0 −
(∆)−1∇ × B0, E0, B0). Then (n2, v2, ̺2, u2, E2, B2) solves the equations
which is a perturbation of the original system by that of (n1, v1, ̺1, u1, E1, B1).
That is:

∂tn2 + div((1 + n)v2 + n2v1) = 0,
ι(∂tv2 + v · ∇v2 + v2 · ∇v1) + d∇n2 + E2 + v ×B2 + v2 ×B1 = 0,
∂t̺2 + div((1 + ̺)u2 + ̺2u1) = 0,
∂tu2 + u · ∇u2 + u2 · ∇u1 +∇̺2 − E2 − u×B2 + u2 ×B1 = 0,
∂tB2 +∇× E2 = 0,
∂tE2 − 1ι∇×B2 = [(n + 1)v2 + n1v2 − (̺+ 1)u2 − ̺1u2]
divB2 = 0,divE2 = ̺2 − n2
(n2, v2, ̺2, u2, E2, B2)|t=0 = (0,Pv0 − 1
ι
(∆)−1∇×B0, 0,Pu0 + (∆)−1∇×B0, 0, 0).
(3.5)
We shall then prove Theorem 3.4 by direct energy estimate. Define the
energy functional:
Es = 1
2
( ∫
d|Λsn2|2 + ι(1 + n)|Λkv2|2dx+
∫
|Λs̺2|+ (1 + ̺)|Λsu|2dx
+
∫
|ΛsE|2 + 1
ι
|ΛsB|2dx)
where n = n1 + n2, ̺ = ̺2 + ̺2.
Taking the time derivative of Es and using the equations (3.5), we easily
get:
∂tEs = −
∫
dΛsn2
(
Λsdiv
(
(1 + n)v2
)− div ((1 + n)Λsv2)
)
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+Λs̺2
(
Λsdiv ((1 + ̺)u2)− div ((1 + ̺)Λsu2)
)
dx
−
∫
dΛsn2Λ
sdiv(n2v1) + Λ
s̺2Λ
sdiv(̺2u1)dx
−
(∫
ι(1 + n)Λsv2(v · ∇Λsv2) + (1 + ̺)Λsu2(u · ∇Λsu2)dx
−
∫
ι∂tn|Λsv2|2 + ∂t̺|Λsu2|2dx
)
−
∫
ι(1 + n)Λsv2
(
[Λs, v2]∇v2 + Λs(v2 · ∇v1)
)
+(1 + ̺)Λsu2
(
[Λs, u2]∇u2 + Λs(u2 · ∇u1)
)
dx
−
∫
(1 + n)Λsv2Λ
s(v ×B2 + v2 ×B1) + (1 + ̺)Λsu2Λs(u×B2 + u2 ×B1)dx
+
∫
ΛsE2
(
[Λs, n]v2 − [Λs, ̺]u2 + n2v1 − ̺2u1
)
dx
=: J1 + J2 + · · · J6
We now estimate J1-J6 rigorously. For J1, we write:
Λsdiv
(
(1+n)v2
)−div ((1 + n)Λsv2) = [Λs, n]divv2+v2 ·Λs∇n+[Λs,∇n, v2],
Λsdiv
(
(1+̺)u2
)−div ((1 + ̺)Λsu2) = [Λs, ̺]divu2+u2 ·Λs∇̺+[Λs,∇̺, u2],
where we denote for k ≥ 1, [Λs, f, g] = Λs(fg)− gΛsf − fΛsg.
For J1, we use integration by parts and commutator estimates (4.7)-(4.8)
to get:
J1 .
(‖∇(n2, v2, ̺2, u2)‖L∞ + ‖(n1, v1, ̺1, u1)‖W s+1,∞)‖(n, v, ̺, u,E,B)‖2Hs .(3.6)
For example, by Lemma 4.3, we have:
‖[Λs, n1]divv2‖L2 . ‖n1‖W s,∞‖∇v2‖Hs−1 .
J2, could be controlled in the same manner:
J2 = −ℜ
∫
dΛsn2
(
v1 · ∇Λsn2 + [Λs, v1]∇n2 + Λs(n2divv1)
)
+Λs̺2
(
u1 · ∇Λs̺2 + [Λs, u1]∇̺2 + Λs(̺2divu1)
)
dx
. ‖n2‖2Hk‖∇v1‖W s,∞ + ‖̺2‖2Hs‖∇u1‖W s,∞ . (3.7)
Next, from the equation satisfied by n, ̺, ((3.1)1, (3.1)3): ∂tn + div((1 +
n)v) = 0, ∂t̺+ div((1 + ̺)u) = 0 we have J3 = 0.
For J4, by commutator estimate (4.7)-(4.8) again, we have that:
J4 . (1 + ‖n‖L∞)‖Λsv2‖L2(‖∇v2‖L∞‖v2‖Hs + ‖∇v1‖W s,∞‖v2‖Hs)
+(1 + ‖̺‖L∞)‖Λsu2‖L2(‖∇u2‖L∞‖u2‖Hs + ‖∇u1‖W s,∞‖u2‖Hs)
.
(‖∇(v2, u2)‖L∞ + ‖(v1, u1)‖W s+1,∞)‖(v2, u2)‖2Hs (3.8)
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Similarly:
J5 .
(‖(v2, u2, b2)‖L∞ + ‖(v1, u1, B1)‖W s,∞)‖(v2, u2, B2)‖2Hs . (3.9)
J6 .
(‖∇(n2, v2, ̺2, u2)‖L∞ + ‖(n1, v1, ̺1, u1)‖W s,∞)
‖(E2, n2, v2, ̺2, u2)‖2Hs . (3.10)
We thus get by collecting the above estimates (3.6)-(3.10)
Es . ‖(n2, v2, ̺2, u2, E2, B2)‖3Hs
+‖(n1, v1, ̺1, u1, E1, B1)‖W s+1,∞‖(n2, v2, ̺2, u2, E2, B2)‖2Hs .
Gronwall’s inequality and continuation arguments then give the lower bound
of lifespan Tǫ ≥ ǫ−1. Since it is similar to the case of Euler-Korteweg, we
omit the details.

4. Appendix
In this appendix, we recall and prove some basic commutator estimates
frequently used in showing Theorem 1.1, based on a Littlewood-Paley de-
composition. Let ψ ∈ [0, 1] be a cut-off function satisfying ψ ≡ 1 on
B(0, 3/2) and ψ ≡ 0 on B(0, 2)c. Set φj(x) = φ(2−jx), with φ(x) =
ψ(x) − ψ(2x) which is supported on the annulus {34 ≤ |x| ≤ 2}. Then
it holds that
1 = ψ(x) +
∑
j≥1
φj(x), for all x ∈ R3.
We also recall the homogeneous dyadic block ∆˙k defined by
∆˙kf = F−1
(
φk(ξ)fˆ(ξ)
)
, for all k ∈ Z,
and homogeneous low-frequency cut-off operator S˙l given by
S˙l =
∑
k≤l−1
∆˙k, for all l ∈ Z.
Similarly, the nonhomogeneous dyadic block ∆k and homogeneous low-
frequency cut-off operator Sl are defined respectively by
∆−1f = F−1
(
ψ(ξ)fˆ(ξ)
)
, ∆kf = F−1
(
φk(ξ)fˆ(ξ)
)
, for all k ∈ N.
and
Sl =
∑
−1≤k≤l−1
∆k, for all l ∈ Z.
Let R be the Riesz potential, and Λs (s ≥ 0) be the Fourier multiplier
with symbol (1 + |ξ|) s2 . We first prove the following:
Lemma 4.1. We have for s > 32 ,
‖[R, f ]Λsg‖L2 . ‖∇f‖Hs‖g‖Hs−1 . (4.1)
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Proof. We use decomposition:
fg =
∑
j∈Z
S˙j−1f∆˙jg + ∆˙jfS˙jg = T˙fg +
˜˙Tgf
to rewrite [R, f ]Λsg as:
[R, f ]Λsg = [R, T˙f ]Λsg +R( ˜˙TΛsgf)− ˜˙TRΛsgf.
The last two terms can be easily treated by Bernstein’s inequality:
‖R( ˜˙TΛsgf)‖L2 + ‖ ˜˙TRΛsgf‖L2 .
∑
j
‖S˙jΛs−1g‖L2‖∆˙j∇f‖L∞
. ‖g‖Hs−1‖∇f‖B˙0
∞,1
.
(4.2)
We next handle the first term. Since the frequency of T˙fΛ
sg localizes on the
annulus, there exits a C∞c function φ˜ supported away from origin such that
[R, T˙f ]Λsg =
∑
j
φ˜(2−jD)
(
S˙j−1f∆˙jΛ
sg
)−S˙j−1f(φ˜(2−jD)∆˙jΛsg) =: ∑
j
Aj .
For j ≤ 0, taking advantage of the Bernstein inequality, it is direct to see
that:
‖Aj‖L2 . ‖S˙j−1f‖L∞‖∆˙jg‖L2 . ‖∇f‖Hs−1‖∆˙jg‖L2
Now for j ≥ 1, denote χ˜j = F−1(φ˜(2−jξ)(1 + |ξ|2) s2 ), one may write
Aj(x) =
∫
χ˜j(y)∆˙jg(x− y)(S˙j−1f(x)− S˙j−1(x− y)) dy
=
∫
χ˜j(y)∆˙jg(x− y)
∫ 1
0
y · ∇S˙j−1f(x− y + τy) dτdy.
Hence
‖Aj‖L2 . ‖∇S˙j−1f‖L∞‖∆˙jg‖L2‖| · |χ˜j‖L1 . ‖∇f‖Hs‖∆˙jg‖L22j(s−1).
Taking l2j norm of sequence (Aj), one has
‖[R, Tf ]Λsg‖L2 . ‖∇f‖Hs‖g‖Hs−1 . (4.3)
The desired result (4.1) follows from (4.2) and (4.3). 
Corollary 4.2. For any s > 32 , one has also the commutator estimate:
‖[∇R, f ]g‖L2 . ‖∇f‖Hs‖g‖L2 . (4.4)
Proof. We have the following estimates similar to (4.1):
‖[R, f ]∇g‖L2 . ‖∇f‖Hs‖g‖L2
Then (4.4) is the consequence of this estimate and the identity:
[∇R, f ]g = R(g∇f) + [R, f ]∇g.

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We will use also the following commutator and product estimates whose
proof are standard and thus omitted. One could refer to [4] for example.
Lemma 4.3. Let s ≥ 1, we have
‖Λs(fg)‖L2 . ‖f‖W s,∞‖g‖Hs , (4.5)
‖Λs(fg)‖L2 . ‖f‖L∞‖g‖Hs + ‖g‖L∞‖f‖Hs , (4.6)
‖[Λs, f ]g‖L2 . ‖g‖Hs−1‖f‖W s,∞ , (4.7)
‖[Λs, f ]g‖L2 ≤ ‖∇f‖L∞‖g‖Hs−1 + ‖g‖L∞‖f‖Hs . (4.8)
Given two functions a(x, ξ), b(x, ξ), the Poisson brackets reads
{a, b} = ∂ξa · ∂xb− ∂ξb · ∂xa.
Lemma 4.4. Let 2 ≤ s ≤ 72 , we have
‖[Λs, f ]g − i−1{〈ξ〉s, f}(D)g‖L2 . ‖∇2f‖L∞∩H 32 ‖g‖Hs−2 , (4.9)
and
‖[Λs, f ]g − i−1{〈ξ〉s, f}(D)g‖L2 . ‖f‖W s+ǫ,∞‖g‖Hs−2 . (4.10)
Proof. One can refer to [7, Lemma A.3] for the proof of (4.9). We only
sketch the proof of (4.10).
We denote by ∂k, ∂
k the space derivative and frequency derivative respec-
tively. We use decomposition:
[Λs, f ]g − i−1{〈ξ〉s, f}(D)g = [Λs, Tf ]g + iT∂kf (∂kΛs)(D)g︸ ︷︷ ︸
G1
+Λs(T˜gf)− T˜Λsg(f) + sT˜Λs−2∂kg(∂kf)︸ ︷︷ ︸
G2
Taking φ˜ (defined in the proof of Lemma 4.1), noticing that φ˜j ≡ 1 on
the support of φj , we may decompose G1 as
G1 =
∑
j∈Z
(
Λsφ˜(2−jD)
(
Sj−1f∆jg
)
− Sj−1f
(
φ˜(2−jD)Λs∆jg
)
+ iSj−1∂kf
(
∂k(φ˜(2−j ·)〈·〉s)(D)∆jg
))
=:
∑
j∈Z
Aj .
where we denote 〈·〉 = (1 + | · |2) 12 . For j = 0, it is easy to see that:
‖A0‖L2 . ‖f‖L∞‖∆0g‖L2 .
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For j ≥ 1, denote χ˜j = F−1(φ˜(2−j ·)〈·〉s). By Taylor expansion, one has
Aj(x) =
∫
χ˜j(y)∆jg(x− y)
(
Sj−1f(x− y)− Sj−1f(x) + ∂kSj−1f(x)yk
)
dy
=
∫
χ˜j(y)∆jg(x− y)
∫ 1
0
yT ·D2Sj−1f(x− ty) · y(1− t) dtdy,
which yields, for j ≥ 1
‖Aj‖L2 . ‖| · |2χ˜j‖L1‖∆jg‖L2‖D2Sj−1f‖L∞
. 2j(s−2)‖∆jg‖L2‖D2f‖L∞ .
Taking l2j norm of of sequence (A
j), one obtains
‖G1‖L2 . ‖g‖Hs−2‖f‖W s+ǫ,∞ . (4.11)
As for G2, it can be estimated easily
‖G2‖L2 .
∑
j≥−1
2js‖Sjg‖L2‖∆jf‖L∞
. ‖g‖L2‖f‖Bs
∞,1
. ‖g‖L2‖f‖W s+ǫ,∞ .
(4.12)
The desired result (4.10) follows from (4.11) and (4.12).

We recall the composition estimate whose proof could be found in [1]
or [4].
Lemma 4.5. Let h : R → R a smooth function with h(0) = 0. Suppose
u ∈ Hs(R3) ∩ L∞(R3)(s > 0), then h(u) ∈ Hs(R3), and the following holds:
‖h(u)‖Hs(R3) ≤ C(s, |h|C[s]+1 , ‖u‖L∞)‖u‖Hs(R3). (4.13)
If in addition, h′(0) = 0, then
‖h(u)‖Hs(R3) ≤ C(s, |h|C[s]+1 , ‖u‖L∞)‖u‖L∞(R3)‖u‖Hs(R3). (4.14)
and for any u, v ∈ Hs(R3) ∩ L∞(R3)(s > 0), one has that:
‖h(u) − h(v)‖Hs(R3) ≤ C(s, |h|C[s]+1 , ‖(u, v)‖L∞ )‖u− v‖L∞∩Hs‖(u, v)‖L∞∩Hs .
(4.15)
Corollary 4.6. Recall F is defined in (2.3), we have for s > 5/2,
‖F‖Hs ≤ C(‖(̺, n)‖Hs+1)(‖n‖W 1,∞ + ‖̺‖W s+3,∞)(‖(n,∇n)‖Hs . (4.16)
Proof. We will control the term F by product (4.5)-(4.6) and composition
estimates (4.13)-(4.15). For instance, by product estimate (4.6) and compo-
sition estimates (4.14),
‖(g(ρ) − g(ρ¯))∇n‖Hs ≤ g(ρ¯)‖(̺ + n)∇n‖Hs + ‖h(̺+ n)∇n‖Hs
. ‖∇n‖Hs‖n‖L∞ + ‖∇n‖L∞‖n‖Hs + ‖̺‖W s,∞‖∇n‖Hs
+ ‖h(̺+ n)‖L∞‖∇n‖Hs + ‖h(̺+ n)‖Hs‖∇n‖L∞
. (‖(n,∇n)‖L∞ + ‖̺‖W s,∞)‖(n,∇n)‖Hs .
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where h(y) = g(ρ¯+ y)− g(ρ¯)− g′(ρ¯)y satisfies g(0) = g′(0) = 0.
For the term
∇((K(ρ)−K(ρ˜))∆̺) = (K(ρ)−K(ρ˜))∇∆̺+∇(K(ρ)−K(ρ˜))∆˜̺ =: (1)+(2),
We only estimate (1) as (2) is similar. Denote h1(x) = K(ρ¯+ x)−K(ρ¯) −
K ′(ρ¯)x, we have that:
(1) =
(
K ′(ρ¯)n+ h1(̺+ n)− h1(̺)
)∇∆̺ (4.17)
We thus have by (4.5) and (4.15):
‖(1)‖Hs . (‖n‖Hs + ‖h1(̺+ n)− h1(̺)‖Hs)‖̺‖W s+3,∞
. (1 + ‖(̺, n)‖Hs∩L∞)‖n‖Hs∩L∞‖̺‖W s+3,∞ . ‖n‖Hs‖̺‖W s+3,∞ .
(4.18)
The other terms in the expression of F can be controlled in the same manner,
we omit the proof. 
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