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Abstract It has been well demonstrated that the nonlinear Kelvin-Helmholtz (KH) instability plays a
critical role for the solar wind interaction with the Earth’s magnetosphere. Although the two-dimensional KH
instability has been fully explored during the past decades, more and more studies show the fundamental
diﬀerence between the two- and three-dimensional KH instability. For northward interplanetary magnetic
ﬁeld (IMF) conditions, the nonlinear KH wave that is localized in the vicinity of the equatorial plane can
dramatically bend the magnetic ﬁeld line, generating strong antiparallel magnetic ﬁeld components at
high latitudes in both North and South Hemispheres, which satisfy the onset condition for magnetic
reconnection. This high-latitude double reconnection process can exchange the portion of magnetosheath
and magnetospheric ﬂux tubes between those two reconnection sites. This study used a high-resolution
3-D magnetohydrodynamic simulation to demonstrate that nonlinear KH waves can generate a large
amount of double-reconnected ﬂux during the northward IMF condition, which can eﬃciently transport
the plasma with a high diﬀusion coeﬃcient of 1×1010 m2 s−1 for typical magnetopause conditions at the
Earth. The presence of the magnetic ﬁeld component along the shear ﬂow direction not only decreases
the KH growth rate but also causes north-south asymmetry, which generates more open ﬂux and reduces
the eﬃciency of the plasma transport process.
1. Introduction
The Kelvin-Helmholtz (KH) instability driven by a large sheared ﬂow (Chandrasekhar, 1961) is often considered
as one of the major mechanisms of the “viscous-like” interaction (Axford, 1964) between the solar wind and
the Earth’s magnetosphere during northward interplanetary magnetic ﬁeld (IMF) conditions (Johnson et al.,
2014). Nonlinear KHwaves are ubiquitously observedbydiﬀerent spacecrafts (Chen&Kivelson, 1993; Eriksson
et al., 2016; Fairﬁeld et al., 2000; Hasegawa et al., 2004, 2006; Li et al., 2016; Nakamura et al., 2013; Nykyri et al.,
2006; Stawarz et al., 2016; Vernisse et al., 2016) at low latitudes under both northward and southward IMF
conditions (Hwang et al., 2011; Kavosi & Raeder, 2015; Walsh et al., 2015; Yan et al., 2014), as well as at high
latitudes for dawnward and duskward IMF conditions (Hwang et al., 2012; Ma, Otto, Delamere, et al., 2016),
which are consistent with global magnetohydrodynamics (MHD) simulations (Guo et al., 2010; Hwang et al.,
2011; Li et al., 2012; Merkin et al., 2013). Therefore, it is of importance to identify and quantify how eﬃciently
the nonlinear KH instability transports magnetic ﬂux, mass, ﬂux tube entropy, and momentum.
Two-dimensional (2-D) simulationswith diﬀerent descriptions (i.e., MHD, Hall MHD, and two ﬂuid simulations)
demonstrated that nonlinear KHwaves can dramatically twist magnetic ﬁeld lines if the boundary conditions
have small magnetic ﬁeld components along the sheared ﬂow direction. Such a process can generate large
antiparallelmagnetic components and consequently triggermagnetic reconnection, even if the initial bound-
ary conditions have no magnetic shear. Thus, plasma can be transported from the solar wind into Earth’s
magnetosphere via the nonlinear KH instability (Otto & Fairﬁeld, 2000; Nakamura & Fujimoto, 2005; Nakamura
et al., 2006, 2008; Nykyri & Otto, 2001, 2004). For typical magnetopause conditions at the Earth, MHD, Hall
MHD, and hybrid simulations quantiﬁed that the diﬀusion coeﬃcients via the 2-D KH instability are on the
order of 109 m2 s−1 (Cowee et al., 2009, 2010; Nykyri & Otto, 2001, 2004). This value is close to the canonical
diﬀusivity required to populate the low-latitude boundary layer (Sonnerup, 1980). Furthermore, at Saturn’s
magnetopause, the diﬀusion coeﬃcient due to KH plasma mixing is expected to be more than 1010 m2 s−1
(Delamere et al., 2011), which can play a signiﬁcant role in driving magnetospheric dynamics.
The nonlinear dynamics of the KH instability in three-dimensional (3-D) conﬁgurations is fundamentally dif-
ferent compared with two dimensions (Otto, 2008). Both the KH instability and magnetic reconnection can
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Figure 1. Sketch of 3-D KH instability. The black and red lines are represented for the closed magnetospheric ﬁeld line
and solar wind ﬁeld line before (left) and after (right) high-latitude double reconnection operates, respectively. The blue
circles highlight the high-latitude reconnection sites.
operate simultaneously under southward IMF conditions (Chen, 1997; Chen et al., 1997). A fast Petschek
reconnection rate can be achieved during the nonlinear interaction between the KH instability and a mag-
netic reconnection event without including kinetic physics, but the total open ﬂux is limited (Ma et al.,
2014a, 2014b). Although a strong tangential magnetic ﬁeld component around the magnetopause under
Parker-Spiral IMF conditions tends to stabilize the growth of KHmodes, nonlinear KHmode can still occur for
the KH wave with a k vector tilted out of equatorial plane (Adamson et al., 2016; Grygorov et al., 2016).
For northward IMF conditions, nonlinear KH waves that are localized in the vicinity of the equatorial plane
can twist the magnetic ﬁeld, which drives pairs of high-latitude magnetic reconnection sites, transporting
plasma by exchanging the part of magnetic ﬂux tube between these two reconnection sites (Borgogno et al.,
2015; Faganello et al., 2012; Leroy & Keppens, 2017; Otto, 2008). This process is sketched in Figure 1, showing
a closed magnetospheric ﬁeld line (black) and solar wind ﬁeld line (red) before (left) and after (right) high-
latitude double reconnection operates. The blue circles highlight the high-latitude reconnection sites. Note
that the high-latitude reconnection sites are expected to be several Earth radii away from the equatorial plane
and far from the cusp region. The resulting plasma transport process is highly dependent on the total amount
of double-reconnected ﬂux. In a highly symmetric conﬁguration, reconnection at the northern and southern
reconnection sites proceeds simultaneously, thereby capturing a section of a magnetosheath ﬂux tube with-
out the generation of open ﬂux. However, in a realistic situation this symmetry is broken such that open ﬂux is
generated in addition to capturingmagnetosheath ﬂux tubes similar to high-latitude (cusp) reconnection for
northward IMF. In principle, the symmetry of these two reconnection sites canbebrokenbecause of the asym-
metric boundary conditions or with asymmetric perturbations, which reduces the total double-reconnected
ﬂux and consequently decreases the plasma transport eﬃciency. As such, it is important to identify the pri-
mary factors that control the total open and double-reconnected ﬂux, and a tightly related question is to
quantify the eﬃciency of this plasma transport process under typical magnetopause conditions at the Earth.
This process is expected only for mostly northward IMF because for southward IMF a large section of the
ﬂank boundary including the equatorial region is subject to magnetic reconnection such that KH-mediated
reconnection is not anymore conﬁned to regions above and below the equatorial plane. Corresponding
investigations for southward IMF have been conducted by Ma et al. (2014a, 2014b). This paper will address
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Table 1
Normalization Units
Quantity Value
Magnetic ﬁeld B0 16 nT
Number density n0 11 cm
−3
Length scale L0 600 km
Velocity VA 105 km s
−1
Time t0 5.7 s
these two questions by using three-dimensional MHD simulations for mostly
northward IMF. The numerical model is introduced in section 2. The results,
discussion, and summary are presented in sections 3–5, respectively.
2. Methods
2.1. Numerical Model
We use a leap frog scheme to numerically solve the full set of normalized resis-
tive MHD equations (Potter, 1973; Birn, 1980; Otto, 1990), because this scheme
has the advantage of second-order accuracy and low-numerical diﬀusion. All
physical quantities are normalized to the typical value, that is, the length scale,
L, to the half width of the initial sheared ﬂow, L0; density, 𝜌, to, 𝜌0 = n0m0, with
the number density, n0, and ion mass, m0; the magnetic ﬁeld, B, to B0; the velocities to the typical Alfvén
speed, VA = B∕
√
𝜇0𝜌0, with vacuum permeability, 𝜇0; the thermal pressure, p, to, P0 = B20∕(2𝜇0); and time, t,
normalized to the Alfvén transit time, t0= L0∕VA. The values for the normalization of the simulation units are
summarized in Table 1.
The simulations are carried out in a rectangular domain |x| ≤ Lx , |y| ≤ Ly , and |z| ≤ Lz , which is resolved by
201 grid points along each direction (i.e., uniform along the y direction, and nonuniform along the x and z
directions with the best resolution ofΔx=0.15, andΔz=0.2 in the center); see Figure 2. The x direction is the
normal direction of the sheared ﬂow layer, the z direction points to the north, and the y direction is along the
sheared ﬂow direction, which is determined by the right-hand rule. Hence, the right half domain (i.e., x> 0) is
referred to as Region 1 or themagnetosheath side, while the left half domain (i.e., x<0) is referred to as Region
Figure 2. A perspective view of the selected magnetic ﬁeld lines
obtained at t = 92 for Case 1. The color index represents the plasma
density, the black arrows indicate the in-plane bulk velocity, the red
and blue patches are the isosurface of 0.85max E∥ and 0.85min E∥ ,
respectively. The yellow line is an open ﬁeld line at t = 92. The pink and
blue lines are the traced ﬁeld line at t = 91 and t = 92, respectively.
2 or the magnetospheric side. The upper half domain (i.e., z> 0) is referred to
as the North Hemisphere, and the lower half domain (i.e., z < 0) is referred to
as the South Hemisphere. The z=0 plane is referred to as the equatorial plane.
The simulation domain in the x direction, Lx = 30, is large enough such that
boundary conditions in the x direction have minor inﬂuence on the simulation
results. The simulation domain in the y direction, Ly=20, corresponds to a typi-
cal KHwavelength in themagnetospheric ﬂank region (i.e., 4 Earth radii) (Otto &
Fairﬁeld, 2000). It hasbeendemonstrated that the sizeof theKHunstable region
along the z direction, Lz , also limits the longest KHwavelengthmode in the sys-
tem (Ma et al., 2014a). In the realmagnetopause, the size along the z direction is
determined by the curvature of themagnetic ﬁeld. As such, unstable KHwaves
have a wavelength limited by the size along the z direction, Lz , are expected.
We run test simulations with diﬀerent sizes of the simulation domain along the
z direction and found that the KH growth rate saturates when Lz ≥ 40. Thus, in
this study, the size of the simulation domain along the z direction, Lz , is set to
be 40.
The KH instability is treated as an initial value problem. The initial steady state
is a one-dimensional (1-D) transition layer. The sheared ﬂow proﬁle is given by
Vy=V0 tanh(x), where the magnitude of sheared ﬂow, V0, as a free parameter
varies from 0.5 to 1. This implies that the simulation frame is roughly moving
with the KH vortex rather than being ﬁxed to the magnetosphere. The density
proﬁle is 𝜌= ?̄?+ 𝛿𝜌 tanh(x), where, ?̄?= 1
2
(𝜌1 + 𝜌2) and 𝛿𝜌=
1
2
(𝜌1 − 𝜌2). The y and
z components of magnetic ﬁeld are given by B = „B + 𝛿B tanh(x), where vector
B = [By , Bz], „B =
1
2
(B1 + B2), 𝛿B =
1
2
(B1 − B2), and Bi = [Bi sin 𝜃i, Bi cos 𝜃i]. Here
the angle between the magnetic ﬁeld and the z direction is 𝜃; the subscript,
i = 1 or 2, refers to Regions 1 and 2, respectively. The thermal pressure p(x) is
determined by the total pressure balance, B2 + p =max(B1, B2)2 + p∞, where
the thermal pressure on the magnetosheath side, p∞, is set to be 1. The value
of the free parameters for each case is listed in Table 2.
Our initial conditions are intrinsically KH unstable to a wide range of perturba-
tions. A systematic approach to the properties of the KH instability is through
eigenmodes (e.g., Chandrasekhar, 1961), but analytical solutions for compress-
ible 3-D conﬁgurations with a ﬁnite width of the sheared ﬂow are not available.
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Table 2
Summary of Cases Used in This Study
Case number 𝜌1 𝜌2 B1 B2 𝜃1 𝜃2 jc Perturbation
1 1.5 0.5 1.2 0.8 5∘ −5∘ 0.4 fs
2 1.0 1.0 1.0 1.0 0∘ 0∘ 0.4 fs
2.a 1.0 1.0 1.0 1.0 0∘ 0∘ 0.4 fa
2.d 1.8 0.2 1.0 1.0 0∘ 0∘ 0.4 fs
2.j 1.0 1.0 1.0 1.0 0∘ 0∘ 1.4 fs
3 1.0 1.0 1.0 1.0 10∘ −10∘ 0.4 fs
3.d 1.8 0.2 1.0 1.0 10∘ −10∘ 0.4 fs
4 1.0 1.0 1.0 1.0 20∘ −20∘ 0.4 fs
4.d 1.8 0.2 1.0 1.0 20∘ −20∘ 0.4 fs
5 1.0 1.0 1.0 1.0 30∘ −30∘ 0.4 fs
5.a 1.0 1.0 1.0 1.0 30∘ −30∘ 0.4 fa
5.d 1.8 0.2 1.0 1.0 30∘ −30∘ 0.4 fs
5.j 1.0 1.0 1.0 1.0 30∘ −30∘ 1.4 fs
Note. Here 𝜌, B, and 𝜃 are plasma density, the magnitude of magnetic ﬁeld, and
angle between themagnetic ﬁeld and the z direction, respectively. The subscript,
i = 1 or 2, refers to Regions 1 and 2, respectively. The critical current density in the
current-dependent resistivity model is jc . The symmetric and asymmetric initial
perturbation is labeled by fs and fa, respectively.
Nevertheless, such eigenmodes for long-wavelength conditions are expected to be close to the eigenmodes
for incompressible 2-D conﬁgurations with an inﬁnitely thin width of the sheared ﬂow. Hence, the velocity
perturbation is set to be 𝛿v = 𝛿vf (z)∇Φ(x, y)× ‚ez , where the amplitude of the perturbation, 𝛿v = 0.025V0, the
stream function is Φ = −k−1 cosh−2(x∕2) cos(ky), KH wave number, k = 𝜋∕Ly , and the localization function
along the z direction is f (z, z1, z2) = 0.5{tanh[(z− z1)∕6] − tanh[(z− z2)∕6]}. Here variables, z1 and z2, deter-
mine the width and location of the perturbation. To investigate the inﬂuence of the symmetrical properties
of the initial perturbation, two types of the localization functions are applied in this study, that is, symmetrical
localization fs(z) = f (z,−15, 15), and asymmetrical localization fa(z) = f (z, 0, 15), (see Figure 3).
Figure 3. The symmetrical localization function, fs(z), the asymmetrical
localization function, fa(z), and the friction coeﬃcient, 𝜈(z).
This study investigates the process where a nonlinear ideal instability (i.e., the
KH instability) triggers a secondary nonideal evolution (i.e., the tearing mode
or more precisely component magnetic reconnection), which requires the
presence of nonzero resistivity only in the diﬀusion region. Hence, we applied
a current-dependent resistivity model, which is given by 𝜂(j) = 𝜂0
√
j2 − j2c
H(j−jc)+𝜂b (Nykyri &Otto, 2001, 2004;Ma et al., 2014a, 2014b). HereH(x) is the
Heaviside unit step function (Arfken et al., 2011), the critical current density,
jc, is set to be 0.4, and 1.4, the coeﬃcient 𝜂0 = 0.2, and background resistivity,
𝜂b, is 0.002. As such, the resistivity is very small (i.e., 0.002) almost everywhere
except in the location where the relative electron and ion drift speeds are
large. High-latitude reconnection also occurs by using a constant resistivity
model (Borgogno et al., 2015), suggesting that this process is insensitive to
the resistivity model.
It is conventional to set periodic boundary conditions along the y direction.
The boundary conditions along the x direction are given by vx =0, and 𝜕x =0
for other quantities. For the boundary conditions along the z direction, we
add an artiﬁcial friction term, −𝜈(z)𝜌(V − V0), on the right-hand side of the
momentum equation, localized at the top and bottom boundaries to mimic
the magnetic ﬂux tube being carried by the fast tailward moving solar wind
and to limit the KH unstable region along the z direction (Ma et al., 2014a; Ma,
Otto, & Delamere, 2016). Here V0 is the initial sheared ﬂow proﬁle, and the
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Figure 4. The overall dynamics of Case 1. From top to bottom: the
growth of KH mode, the maximum parallel electric ﬁeld, the open and
double-reconnected ﬂux, the change of mass on closed ﬁeld line in
Regions 1 and 2, and the normalized average of the xy component
of the Maxwell and Reynolds stresses, respectively.
friction coeﬃcient is given by 𝜈(z) = 0.5{2 − tanh[(z + 30)∕3] + tanh[(z −
30)∕3]}, (see Figure 3). This dissipation term damps the energy in the per-
turbation, maintaining the initial velocity proﬁle. As such, the boundaries
between magnetosheath and magnetospheric sides, (i.e., x=0), at top and
bottom boundaries, do not move during the whole process.
In this study, for any given time,magnetic ﬁeld lines can be traced by solving
the ordinary diﬀerential equation, dx∕d𝜏 = B(x), from a speciﬁed starting
point, x0, at 𝜏 = 0, where d𝜏 is an inﬁnitesimal length along the mag-
netic ﬁeld line, and B(x) is the magnetic ﬁeld as a function of position, x.
Analogously, ﬂuid parcels can be traced by solving the ordinary diﬀerential
equation, dx∕dt = V(x), from a speciﬁed starting point, x0, at t = 0.
At the Earth’s magnetopause, a closed magnetospheric ﬁeld line means a
magnetic ﬁeld line traced from the Southern Hemisphere will eventually
meet the ionosphere in the Northern Hemisphere. In contrast, an open ﬁeld
linemeans that amagnetic ﬁeld line from either hemisphere does not reach
the opposite hemisphere but extends into the magnetosheath. The same
concept applies here, where x< 0 refers to the magnetosphere side, and
x> 0 represents the magnetosheath side at the unperturbed top and bot-
tomboundaries. If the footprints of themagnetic ﬁeld at the top andbottom
boundaries are on the same side of the magnetosphere-magnetosheath
boundary (i.e., x =0), then this is a closed ﬁeld line. In contrast, if the foot-
prints of the magnetic ﬁeld at top and bottom boundaries are on diﬀerent
sides of the magnetosphere-magnetosheath boundary (i.e., x=0), then it is
an open ﬁeld line. If at t= t1 the top and bottom footprints of a ﬁeld line are
in Region 1, and at t = t2 the footprints are in Region 2, then it is a double-
reconnected ﬁeld line.
3. Results
3.1. Overall Dynamics
Figure 4 shows central properties that represent the overall dynamics for
Case 1. Linear theory implies exponential growth of the perturbations for an
eigenmode (Chandrasekhar, 1961). As such, both the growth of the velocity
Vx component and themagnetic Bx component can be employed to directly
determine the growth of the KHmode. Other quantities require a separation
of steady state and perturbation. However, the magnetic Bx component is strongly modiﬁed after the occur-
rence of magnetic reconnection. Therefore, the growth of the KH mode is chosen to be represented by the
range of the velocity Vx component,ΔVx = max(Vx) −min(Vx), in Figure 4 (ﬁrst panel), showing that the non-
linear stage starts around t = 70. Figure 4 (second panel) shows themaximum parallel electric ﬁeld, max |E∥|,
indicating that reconnection operates at the end of the linear stage when the maximum current density is
greater than the critical density.
The unperturbed top and bottom boundaries provide a well-deﬁned boundary between themagnetosheath
and the magnetospheric sides. Thus, the open and double-reconnected ﬂux can be identiﬁed through the
connectivity ofmagnetic lines. For instance, Figure 2 shows the plasma density (color index), and the in-plane
bulk velocity (black arrows) in the equatorial and bottom planes during the nonlinear stage of Case 1 (t=92),
indicating strong KH vorticities in the equatorial plane and an unperturbed bottom plane. The localized par-
allel electric ﬁeld components (red and blue isosurfaces) indicate the higher-latitude reconnection sites. The
upper footprint (i.e., the footprint in the top plane) of the yellow line is in Region 1 (i.e., x> 0), while the bot-
tom footprint (i.e., the footprint in the bottomplane) is in Region 2 (i.e., x<0), which is a typical open ﬁeld line.
In contrast, a selected ﬂuid element originating in the equatorial plane on the magnetosheath side is traced
in the simulations. The pink and blue lines are the magnetic ﬁeld lines through this selected ﬂuid element at
t = 91 and t = 92, respectively. Note that the upper and bottom footprints of the pink line are in Region 1,
which is typical of a magnetosheath closed ﬁeld line. However, both footprints cross the boundary at t = 92
(i.e., blue line), implying that the magnetic ﬂux frozen-in by this selected ﬂuid element experienced double
reconnection between t=91 and t=92.
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Figure 5. The ﬂux tube mass (left) and ﬂux tube entropy (right) of the
traced magnetic ﬁeld lines from the top boundary at t=92 (top) and
their average values along the y direction at t=0 and 92 (bottom) for
Case 1. The open-closed boundary is represented by the white line.
In this study, the total amount of openﬂux,Φo, is identiﬁedby tracing 1.6×105
magnetic ﬁeld lines from the top boundary for each snapshot, which proved
to be a suﬃcient number of ﬁeld lines for this purpose. The same number
of ﬂuid elements initially in the equatorial plane are traced to identify the
total amount of double-reconnected ﬂux, Φd . The adequacy of the traced
ﬂuid elements is veriﬁed by comparing the total amount of open ﬂux with
the results obtained by tracing the ﬁeld lines from the top boundary. Figure 4
(third panel) shows the total amount of open ﬂux, Φo, and the total amount
of double-reconnected ﬂux,Φd . The total amount of double-reconnected ﬂux
rapidly increases after reconnection has turned on and eventually saturates
at a high value of 145 after t=130. In contrast, the total amount of open ﬂux
slowly increases and saturates at a low value of 10, which ismuch smaller than
the total amount of double-reconnected ﬂuxmainly becausemagnetic shear
is small in Case 1 (i.e., 𝜃1 =−𝜃2 = 5∘). It can be shown analytically that recon-
nection should occur symmetrically in the absence ofmagnetic shear. Wewill
discuss the primary factors that control the total amount of open and double-
reconnected ﬂux in more detail in section 3.3.
It can be readily demonstrated that the ﬂux tube mass, Mft = ∫ (𝜌∕B)d𝜏 , and
ﬂux tubeentropy,Hft=∫ (p1∕𝛾∕B)d𝜏 , are conservedquantities, and the change
of these quantities can be only due to the violation of the frozen-in condi-
tion through magnetic reconnection from the MHD perspective (Birn et al.,
2006). Figure 5 (top) represents the ﬂux tubemass (left), and ﬂux tube entropy
(right) of traced magnetic ﬁeld lines from the top boundary at t=92 for Case
1, showing a fully mixed boundary layer due to ﬂux tube exchange driven by
the double reconnection process. Figure 5 (bottom) shows the spatial aver-
age over one wave period of these two quantities at t=0 and 92, indicating a
signiﬁcation diﬀusion (transport of mass and ﬂux tube entropy) compared to
the initial boundary layer.
For Case 1, there is a net mass transport from the magnetosheath side to the
magnetospheric side. As such, the total amount of mass in the closed ﬂux
regions of the magnetosheath and magnetosphere can be deﬁned as, Mc =∫∫ MftdΦc, where the integral is
taken for the close ﬁeld lines on the magnetosheath or magnetospheric sides. Figure 4 (fourth panel) shows
the change of the total mass in the closed ﬂux, ΔM(t) =Mc(t) − Mc(0), for both Region 1 (magnetosheath
side) and Region 2 (magnetospheric side). The rapid increase ofΔM2 and decrease ofΔM1 are consistent with
the fast increase of the double-reconnected ﬂux, suggesting that the mass transport is mostly through the
exchange of ﬂux tubes. It is expected that ΔMi eventually becomes saturated at the end of the simulation,
when the nonlinear KH waves form a wide boundary layer.
Apparently, the mass loss on the magnetosheath side is greater than the mass gain on the magnetospheric
side, because the change of the mass in the closed ﬂux is due to the change of the mass through the recon-
nected ﬂux tube exchange, as well as the loss of mass through the open ﬂux. This also explains the loss of
magnetospheric mass near t=80, when the total amount of open ﬂux is relatively signiﬁcant compared with
the total amount of double-reconnected ﬂux. In our simulation, the change of mass through the exchange
of the ﬂux tubes can be measured by integrating the change of the ﬂux tube mass over the closed ﬂux,
Mex(t)=∫∫ [Mft(t)−Mft(0)]dΦc. (The change of the ﬂux tubemass for a closed ﬂux tubewithout involving dou-
ble reconnection is zero, i.e.,Mft(t) −Mft(0)=0.) The yellow line in Figure 4 (fourth panel) shows that the total
exchanged mass,Mex , is a bit greater than the mass gain on the magnetospheric side,ΔM2, being consistent
with the mass loss through the open ﬂux.
As a large-scale viscous-like process, the nonlinear KH instability also transports a signiﬁcant amount of
momentum through the boundary evenwithout involvingmagnetic reconnection (Miura, 1984). In principle,
themomentumtransport canbedescribedby theMaxwell stress,TM=BB, and theReynolds stress,TR=−𝜌VV,
where the Reynolds stress depends on the reference frame (Miura, 1982, 1984). It is convenient to choose the
magnetosphere as the rest frame. Figure 6 shows the xy component of the Maxwell stress, TMxy=BxBy , and the
Reynolds stress, TRxy=−𝜌VxV
′
y in the x=0 plane at t=92 for Case 1, where V
′
y=Vy + V0 is the y component of
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Figure 6. The xy component of the Maxwell (left) and Reynolds (right) stresses in the x=0 plane at t=92 for Case 1.
the velocity in themagnetospheric frame. The Reynolds stress with awave-like structure ismostly localized at
low latitudes, being consistent with the nonlinear KH waves. In contrast, the Maxwell stress is mainly located
at high latitudes, where the magnetic ﬁeld lines are dramatically bent.
Figure 4 (ﬁfth panel) shows the spatial average ofMaxwell, TMxy , and Reynolds, T
R
xy , stresses over the x=0 plane,
which are normalized by the magnetosheath dynamic pressure in the magnetospheric frame, T0 = 4𝜌1V20 .
The Reynolds stress dominates in the linear stage with a peak value of 0.015T0 and becomes small and even
negative, meaning a small reverse transport, during the nonlinear stage. In contrast, the Maxwell stress
reaches its peak value of 0.015T0 in the early nonlinear stage (i.e., t≈90) and becomes saturated at a relatively
large value of 0.008T0. This result suggests that the magnetic ﬁeld lines, which cross the magnetosheath-
magnetospheric boundary (i.e., x = 0), play the dominant role in dragging the solar wind and transport
momentum from the solar wind into the magnetosphere (i.e., “viscous-interaction”) (Burkholder et al., 2017).
3.2. Magnetic Reconnection and Parallel Electric Fields
Magnetic reconnection can be investigated through the change of magnetic ﬁeld line connections, as well as
through local physical quantities. The strong parallel electric ﬁeld, E∥, only exists in the vicinity of the diﬀusion
region for 3-D magnetic reconnection. Figure 7 shows the integral of the parallel electric ﬁeld along the y
direction, 𝜙y=∫ E∥dy, illustrating the localization of the parallel electric ﬁeld at high latitudes (i.e., z ∼ ±30).
Meanwhile, the dynamic processes near the equatorial plane remain quasi 2-D. Thus, magnetic reconnection
operates at low latitudes when a small magnetic ﬁeld component along the sheared ﬂow direction is present
in the boundary conﬁguration. In the next section, wewill demonstrate that this conﬁguration is north-south
asymmetric. Figure 8 shows the localized strong parallel electric ﬁeld (color index) at the edge of the vortex
region and the region that connects the two neighboring vortices (hereafter referred to as the “spine region”)
close to the equatorial plane (i.e., z=−4.6), indicated by the in-plane magnetic ﬁeld (white arrows), which is
consistent with the 2-D simulation results (Otto & Fairﬁeld, 2000; Nakamura et al., 2006, 2008).
General magnetic reconnection theory (Schindler et al., 1988) shows that for B ≠ 0 magnetic reconnection
with global eﬀects occurs if and only if the integral of the parallel electric ﬁeld along the magnetic ﬁeld line,
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Figure 7. Integral of parallel electric ﬁeld along the y
direction at t = 92 for Case 1.
𝜙r = ∫ E∥d𝜏 , (hereafter referred as the “residual potential”) is nonzero on a measurable set of
ﬁeld lines in the diﬀusion region (Hesse & Schindler, 1988). For the 3-D geometry with a single
reconnection site, the maximum value of the residual potential yields the same rate of recon-
nected ﬂux (Hesse & Birn, 1993). Figure 9 shows the residual potential of themagnetic ﬁeld lines
traced from the top plane (color index). The open-closed boundary (i.e., green contour lines) are
located in the region where the magnitude of residual potential is large, indicating that those
ﬂux tubes have been newly reconnected. In contrast, the large amount of open ﬂuxwithout sig-
niﬁcant residual potential (e.g.,−10<y<5region) has likely been reconnected at amuch earlier
time. Meanwhile, closed ﬂux with a strong residual potential (e.g., red and blue patches in the
y> 0 region) can be caused by asynchronous double reconnection.
The parallel electric ﬁeld, E∥, is mostly antisymmetric along the z direction because of the
relatively large-scale MHD symmetry, (see Figure 7). In a strictly north-south symmetric conﬁg-
uration, all high-latitude double reconnection operates simultaneously and there is no open
ﬂux, which yields double-reconnected ﬂux with a zero residual potential. However, the integral
of the magnitude of the parallel electric ﬁeld along those magnetic ﬁeld lines (and here-
after referred as the “total potential”), 𝜙t = ∫ |E∥|d𝜏 , can be large. Figure 10 shows the total
potential, 𝜙t , on the ﬁeld lines traced from the top plane (color index), where the large total
potential is mostly associated with double-reconnected ﬂux. This is also conﬁrmed by compar-
ison with Figure 9 where the maximummagnitude of the residual potential is slightly less than
half of the total potential, implying that ﬁeld lines with large total potential have multiple con-
tributions from reconnection regions with diﬀerent signs of E∥ relative to the magnetic ﬁeld
direction.
As we will discuss in section 4, the descriptions of reconnection from connectivity of magnetic
lines aspects and parallel electric ﬁeld aspects are not equivalent. The purpose of this study is to
quantify the transport process, which is directly associated with connectivity of magnetic lines.
The reconnected ﬂux in this paper is therefore quantiﬁed via the connectivity ofmagnetic lines.
3.3. Magnetic Shear and Reconnected Flux
The presence of open ﬂux is an indication of the asymmetry of high-latitude reconnection,
which motives us to understand the local mirroring symmetry of the MHD equations (Otto
et al., 2007). In order to maintain the symmetry of the MHD system along the z direction in the conﬁguration
with a nonzero magnetic ﬁeld Bz component, and nonzero bulk velocity Vy , and Vx components, these three
variables, and all positive deﬁnite variables (e.g., the plasma density), must be symmetric along the z direc-
tion, and the plasma bulk velocity Vz component, and the magnetic ﬁeld Bx , and By components must be
antisymmetric along the z direction (Otto et al., 2007). As such, the sheath-sphere asymmetric plasma density,
pressure, and magnetic ﬁeld Bz component cannot break the symmetry along the z direction. However, the
presence of the magnetic ﬁeld component along the sheared ﬂow direction, i.e., By , in the initial 1-D steady
state proﬁle will cause the north-south asymmetry.
Cases 2, 3, 4, and 5 have a symmetric density (along the x direction) and symmetric initial perturbation (along
the z direction), but with an antiparallel magnetic By component, i.e., 𝜃1 = −𝜃2 = [0, 10, 20, 30]. The case with
no magnetic shear (i.e., Case 2) is an ideally symmetric case, which serves as the reference case.
The solid lines in Figure 11 represent the results from Cases 2, 3, 4, and 5. Figure 11 (ﬁrst panel) is the
double-reconnected ﬂux,Φd , showing that a large amount ofmagnetic ﬂux is exchanged by the high-latitude
double reconnection process in the symmetric case (Case 1, purple line). However, the presence of a mag-
netic By component signiﬁcantly decreases the double-reconnected ﬂux. In contrast, Figure 11 (secondpanel)
shows the open ﬂux,Φo. Note the diﬀerent scales for the open (second panel) and double (ﬁrst panel) recon-
nected ﬂux. This shows that the open ﬂux increases and saturates with increasing magnetic shear. This is
because (a) the total ﬂux through the top plane (i.e., Bz = B cos 𝜃) decreases with the increase of the mag-
netic shear, (b) the magnetic By = B sin 𝜃 component, which has the stabilization eﬀect on the KH instability,
increaseswith the increaseofmagnetic shear. The reason (b) is consistentwith Figure 11 (thirdpanel), showing
that the half width of the total reconnected ﬂux, Lr =Φr∕(2LyBz), decreases with increasing magnetic shear.
Here the half width of the total reconnected ﬂux is normalized by themagnetic Bz component and the dimen-
sion along the y direction, 2Ly , which somewhat represents the half width of the boundary generated by the
KH instability. Figure 11 (fourth panel) shows the ratio of the open to the total reconnected ﬂux,Φo∕Φr during
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Figure 8. The parallel electric ﬁeld (color index)
and in-plane magnetic ﬁeld (white arrows) in
the z = −4.6 plane at t = 92 for Case 1.
the nonlinear stage, where the total reconnected ﬂux Φr = Φo + Φd . For the symmetric case
(i.e., Case 2), the open ﬂux is mostly caused by the numerical background noise, and it is indeed
negligible compared to the total reconnected ﬂux, i.e., about 5 % (purple line). For other cases,
the ratio,Φo∕Φr = 1, at the beginning of the nonlinear stage (t ≈ 40), indicating that those pro-
cesses generate open ﬂux before the double-reconnected ﬂux. This sequence is not important
for the overall dynamics, because the amount of open ﬂux is tiny (see second panel), and the
ratio, Φo∕Φr , eventually saturates. Figure 11 (fourth panel) shows that the proportion of open
ﬂux increases with the increase of themagnetic shear; however, except for Case 5 (i.e., 𝜃1 = 30),
the double-reconnected ﬂux still dominates the total reconnected ﬂux.
A north-south asymmetry can also be caused by background turbulence, which is somewhat
represented by the numerical noise from the MHD simulations (e.g., Case 2). Especially, the
current-dependent resistivity model is expected to amplify the asymmetry, which is exam-
ined in Cases 2.j and 5.j. We also include an asymmetric initial perturbation to increase the
north-south asymmetry (i.e., Cases 2.a and 5.a).
Cases 2.a and 5.a are similar to Cases 2 and 5, respectively, except for using an asymmetric initial
perturbation, which are represented by purple and orange dashed lines in Figure 11 (fourth
panel). It suggests that an asymmetric initial perturbation (or a large background noise) may
generate relatively more open ﬂux for zero magnetic shear case (purple dashed line). However,
the inﬂuence from the initial perturbation is negligible for the caseswith a largemagnetic shear
(orange dashed line). This is expected, because the KH instability is indeed a boundary value
problem rather than an initial value problem,whichmeans that the overall dynamics, especially
during the nonlinear stage, aremostly determined by themagnetospheric andmagnetosheath
conditions instead of the upstream perturbation.
Cases 2.d and 5.d are represented by the dashed dots lines in Figure 11 (fourth panel) and are
similar to Cases 2 and 5, respectively, except for using a large sheath-sphere density asymmetry
(𝜌1∕𝜌2 = 9). It shows that thepresenceof the sheath-spheredensity asymmetry in a south-north
symmetric conﬁguration cannot generate open ﬂux (purple dashed dots line). Although the
sheath-sphere density asymmetry increases the proportion of open ﬂux for the cases with a large magnetic
shear, the diﬀerence is relatively tiny (orange dashed dots line).
The dotted lines represent the cases (i.e., CaseS 2.j and 5.j) with a higher critical current density (jc = 1.4) in
the resistivity model, which requires magnetic reconnection to operate in a thinner current density layer (or
reconnection diﬀusion width). The almost identical results between 2.j and 2, and 5.j and 5 suggest that the
overall reconnected ﬂux is mostly determined by the KH wave (or sheath-sphere conditions) rather than the
speciﬁc detail of the reconnection diﬀusion region once reconnection operates.
3.4. Diﬀusion Coeﬃcient
The KH instability is often considered as a diﬀusion process, which widens the boundary layer and mixes the
plasma. Therefore, it is important to quantify the analogous diﬀusion coeﬃcients whose dimension is area
per unit time. As we have shown, the KH instability transports or mixes the ﬂux, mass, and momentum. Thus,
the diﬀusion coeﬃcients associatedwith diﬀerent physical transport processes are sometimesmeasuredwith
diﬀerent methods, and their values can be diﬀerent.
Based on themomentum transport process, Miura (1984) suggested that the diﬀusion coeﬃcient (or “anoma-
lous viscosity”) in an MHD ﬂuid can be deﬁned as
𝜈ano =
T̄Mxy + T̄
R
xy
𝜌1dV ′y∕dx
.
HereV ′y is the spatial averageof the velocityVy component over onewaveperiod in themagnetosphere frame.
Figure 12 (ﬁrst panel) shows the peak values of the spatial average of theMaxwell stress, T̄Mxy , and the Reynolds
stress, T̄Rxy , over one wave period as a function of magnetic shear angles for the symmetric and asymmetric
density cases (Cases 2–5 and 2.d–5.d), in units of the magnetosheath dynamic pressure, T0. For the sym-
metric case, the Maxwell stress is about several percent of the magnetosheath dynamic pressure, which is
on the same order of magnitude of the results by Miura (1984). The Reynolds stress is about half of the
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Figure 9. The residual potential of the traced magnetic
ﬁeld lines from the top boundary at t = 92 for Case 1.
The open-closed boundary is represented by the
green line.
Maxwell stress. The presence of a density asymmetry decreases the KH onset condition and
consequently decreases the stresses. Figure 12 (second panel) shows the anomalous viscosity,
which has a similar tendency as the stresses. The diﬀusion coeﬃcient is about 0.1 in our nor-
malization unit (i.e., 0.06aV0 in Miura, 1984, unit), which is about 4 times greater than the 2-D
results. For typical Earth-like parameters, this yields a diﬀusion coeﬃcient of 6 × 109 m2 s−1,
which is consistent with the value suggested by Sonnerup (1980).
In hybrid simulations, Cowee et al. (2009, 2010) suggested that the diﬀusion coeﬃcient is
determined by the mean square perpendicular displacement of particles over time. Equiva-
lently, Delamere et al. (2011) used the time derivative of the square of the width of themixing
region, where mixed cells contain between 25% and 75% of ions that were initialized on a
given side of the sheared ﬂow boundary. For MHD simulations, the mixing region cannot be
determined by the source of the particles. However, plasma mixes when reconnection con-
nects magnetic ﬂux from diﬀerent regions. As such, the width of the total reconnected ﬂux
is equivalent to the width of the mixing region suggested by Delamere et al. (2011), and the
diﬀusion coeﬃcient can be deﬁned as
Dmix =
4dL2r
dt
.
Figure 12 (third panel) shows the peak value of the diﬀusion coeﬃcient associated with
reconnected ﬂux,Dmix, as the function ofmagnetic shear angle for both symmetric and asym-
metric cases. The results suggest that the diﬀusion coeﬃcient ranges from 0.6 to 2.2, (i.e.,
2.8–14 × 10 10 m2 s−1), being one order of magnitude greater than the 2-D results by Cowee
et al. (2009, 2010) and Delamere et al. (2011).
The diﬀusion coeﬃcient also can be measured through the net mass transport in a density
asymmetric condition. Nykyri and Otto (2001, 2004) suggested that an average entry velocity
is given by
Ve =
dM
dt
1
2Ly𝜌1
,
where M is the mass of the magnetic island in 2-D, and the equivalent diﬀusion coeﬃcient, (i.e., Dent = VeL)
assuming a boundary layer width of L = 10×103 km. As such, for 3-D, the equivalent diﬀusion coeﬃcient can
be deﬁned as
Dent =
dMex
dt
1
2Ly𝜌1
.
Figure 12 (bottom) shows the peak value of the diﬀusion coeﬃcient based on the exchange of plasma,Dent, as
a functionofmagnetic shear angle,which is very close to thediﬀusion coeﬃcient associatedwith reconnected
ﬂux, Dmix.
4. Discussion
The transport process driven by the KH instability is highly dependent on the growth of the KH instability, and
consequently sensitive to the direction of the KHwave vector. In our simulations, the localized KHwave along
the z direction indicates a z component of the KHwave vector. As such, the KH growth rates for the conditions
with antiparallelmagneticBy components are smaller than theywere for the conditionswithparallelmagnetic
By components. The diﬀerence can be signiﬁcant for a large magnitude of the magnetic By component. Here
we only investigated the case with antiparallel magnetic By components. The case with parallel magnetic By
components can be converted to the case with nomagnetic By component (however, with a ﬂow shear along
the z direction) by rotating the coordinates, which is beyond the scope of this paper. At the magnetopause,
the KH instability is expected to operate along themost unstable direction, which can be easily deduced from
linear theory (Adamson et al., 2016).
In the 2-D conﬁguration, the presence of the antiparallel magnetic By components in the initial conﬁguration
can trigger so called “type-I reconnection” (Nakamura et al., 2008). This type of reconnection operates when
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Figure 10. The total potential of the traced magnetic ﬁeld lines from
the top boundary at t = 92 for Case 1. The open-closed boundary is
represented by the green line.
the initial current layer (i.e., the gradient of the magnetic By component)
in the KH spine region is compressed by the nonlinear KH waves. As such,
type-I reconnection connects the magnetosheath ﬂux with the magneto-
spheric ﬂux, i.e., the open ﬂux. In contrast, parallelmagnetic By components in
the initial conﬁguration can cause so called “type-II reconnection” (Nakamura
et al., 2008), which only operates when the KH vortex completely twists the
in-planemagnetic ﬁeld lines, formingantiparallelmagnetic ﬁeld components.
As such, magnetic reconnection actually operates on the same ﬁeld line,
which generatesmagnetic islands and associated plasma transport. However,
the actual plasma transport in 3-D and the question of whethermagnetic ﬂux
is open or closed cannot truly be resolved in two dimensions and requires
three-dimensional studies.
In principle, magnetic reconnection can be described (or deﬁned) from the
connectivity of magnetic ﬁeld lines and local physical (i.e., parallel elec-
tric ﬁeld) aspects. In some idealized situations, these two aspects can be
equivalent. For instance, in a strictly north-south symmetric conﬁguration, all
high-latitude double reconnection operate simultaneously and there is no
open ﬂux. As such, the double-reconnected ﬂux is associated with a large
total potential and a tiny (or strictly zero) residual potential. The maximum of
total potential can presumably represent the reconnection rate of simultane-
oushigh-latitudedouble reconnection.However, thepresenceof north-south
asymmetry is expected to generate an asymmetry in the high-latitude recon-
nection and thus a nonzero residual potential and net open ﬂux. A newly
opened ﬂux tube can be generated by single reconnection at low-latitude,
high-latitude single reconnection, or simultaneous double reconnection for
an already open ﬂux tube. The formation of double-reconnected ﬂux can be
both simultaneous and asynchronous. On the other hand, a closed ﬂux tube
(from the connectivity of magnetic lines perspective) can be caused by twice
double reconnection or reconnection between the ﬂux from the same sides
of the boundary (e.g., type-II reconnection in 2-D conﬁguration (Nakamura
et al., 2008; Otto & Fairﬁeld, 2000)).
Figure 11. From top to bottom: The double-reconnected ﬂux, the open
ﬂux, half width of the total reconnected ﬂux, and the ratio of open to
the total reconnected ﬂux vary with diﬀerent magnetic tilt angles.
The relation to the theory of general magnetic reconnection (Hesse &
Schindler, 1988) is complicated because of the presence of multiple recon-
nection sites in our system. In a suﬃciently simple system with one recon-
nection site, the total 3-D reconnection rate is determined by the maximum
of the ﬁeld-aligned integrated parallel electric ﬁeld (here termed residual
potential). However, in the presence of several reconnection regions this
is not anymore valid. In fact, in an exactly symmetric system the recon-
nection rate as deﬁned by general magnetic reconnection is zero. General
reconnection assumes that reconnection indeed changes the connection
of magnetic ﬁeld lines. But this is not the case for “double reconnection”
because a ﬁeld line with a particular footprint location in the Northern Hemi-
sphere which is originally connected to some footprint in the Southern
Hemisphere remains connected to this point after double reconnection. So
would this imply that this type of reconnective ﬂux tube exchange should not
be addressed as magnetic reconnection? We believe that this would be mis-
leading based on two arguments: First, high-latitude reconnection is fast in
our simulation (close to the Petschek rate, see max |E∥| in Figure 4). Second,
when half of the system is considered (e.g., north), the reconnection at the
northern boundary of the wave would be consistent with general magnetic
reconnection since the physics at this northern side is mostly independent of
the presence of a southern reconnection site.
Mass transport via the exchange ofmagnetic ﬂux tubes implies that the direc-
tion of the transport is against the gradient of density permagnetic ﬁeld rather
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Figure 12. The peak value of the average of the Maxwell and the
Reynolds stresses that are normalized by the magnetosheath dynamic
pressure, T0, (top), the anomalous viscosity, 𝜈ano (second), diﬀusion
coeﬃcient, Dmix (third), and Dent (bottom) for diﬀerent magnetic shear.
The circles represent the symmetric density case, while diamonds
represent the asymmetric density case.
than density alone. For the Earth, the magnetosheath plasma density is often
one order of magnitude greater than the magnetospheric plasma density,
while themagnitude of themagnetic ﬁeld on both sides is comparable. Thus,
there is always a net mass transport frommagnetosheath tomagnetosphere,
unless the magnetosphere is inﬂuenced by the plasma plume (Walsh et al.,
2015). For the giant planets, the plasmamass density permagnetic ﬂux on the
magnetosheath and magnetosphere sides is comparable, which potentially
can transport the internal plasma source into the solar wind.
Flux tube entropy can be transported when the magnitude of magnetic
ﬁeld in themagnetosheath andmagnetosphere arediﬀerent.Magnetosheath
plasma ismuch colder thanmagnetospheric plasma. Therefore, the exchange
of ﬂux tubes can dramatically reduce the magnetospheric ﬂux tube entropy.
These low entropy ﬂux tubes are expected to move radially into the mag-
netosphere due to stability requirements (Birn et al., 2009). This process is
akin to the interaction between the Kelvin-Helmholtz and the Rayleigh-Taylor
instability, which is potentially important for the coupling between the solar
wind and the magnetosphere and deserves further investigation.
The diﬀusion coeﬃcient has been measured with three diﬀerent methods.
The anomalous viscosity, 𝜈ano, represents the transport of momentum, which
is based on the Reynolds and Maxwell stresses (Miura, 1984). The diﬀusion
coeﬃcient, Dmix, which is based on the width of the mixing region, is some-
what equivalent to the diﬀusion coeﬃcient deﬁned in hybrid simulations
(Coweeet al., 2009, 2010;Delamere et al., 2011). Thediﬀusion coeﬃcient,Dden,
quantiﬁes the eﬃciency of plasma transport via ﬂux tube exchange process
through high-latitude double reconnection, which is somewhat equivalent
to the diﬀusion coeﬃcient deﬁned in 2-D MHD simulations (Nykyri & Otto,
2001). All three of those parameters in a 3-D conﬁguration are greater than
they are in a 2-D conﬁguration and consistently show a decrease with a reduced KH growth rate. The anoma-
lous viscosity is about one order of magnitude smaller than the other two diﬀusion coeﬃcients. This could
be partially because the measurement of anomalous viscosity is based on the average of the whole simu-
lation domain, including the high-latitude KH stable region. Note that anomalous viscosity and a diﬀusion
coeﬃcient based on the reconnected ﬂux can be determined for both north and southward IMF conditions.
In contrast, the diﬀusion coeﬃcient associatedwith ﬂux tube exchange is only available under northward IMF
conditions with an asymmetric density per magnetic ﬁeld.
The concept of high-latitude reconnection driven by the nonlinear KH instability has been proposed a decade
ago (Otto, 2008). However, until recently, there were only few studies trying to look for the in situ observa-
tional signature of this process (Vernisse et al., 2016). We will compare the observational data and numerical
simulation in our next study. The KH instability is expected to play a more important role for the interaction
between the solar wind and giant magnetospheres (i.e., Jupiter’s and Saturn’s magnetospheres), due to the
fast rotational magnetodisc. The combination of rotational magnetosphere plasma and tailward solar wind
ﬂow causes a large sheared ﬂow on the dawnside, which triggers rapidly growing KH instability and rapidly
diﬀuses the boundary. As such, in situ observation can hardly identify clear observational signatures of KH
waves (Ma et al., 2015). In contrast, KH waves originating from the subsolar point stop further evolution while
they are advected to the duskside by the net tailward ﬂow due to the lack of sheared ﬂow. However, the
preserved boundary modulation by the KH wave can be relatively easily identiﬁed through the in situ obser-
vational magnetic data (Delamere et al., 2013; Masters et al., 2009). This large-scale dawn-dusk KH instability
asymmetry is expected to cause a dawn-dusk momentum transport asymmetry, which is recently conﬁrmed
by the Cassini Plasma Spectrometer data (Burkholder et al., 2017).
5. Summary
In this study we quantitatively analyzed the transport process driven by the KH instability under northward
IMF conditions. Both the plasma and the ﬂux tube entropy can be transported via a ﬂux tube exchange pro-
cess driven by high-latitude double reconnection. Such a double reconnection process can be simultaneous
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as well as asynchronous. The presence of magnetic shear along the shear ﬂow direction breaks south-north
symmetry, which generates more open ﬂux. A large magnetic shear decreases the KH growth rate and
increases the portion of open ﬂux, which signiﬁcantly reduces the plasma and the ﬂux tube entropy transport
eﬃciency. For awell-developednonlinear KHwave at Earth’smagnetopause, the anomalous viscosity is about
6× 109 m2 s−1, consistentwith the value suggested by Sonnerup (1980). In contrast, the diﬀusion coeﬃcient is
greater than 1× 1010 m2 s−1, which is one order ofmagnitude greater than the results from the 2-D geometry.
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