Abstract. We propose a method to describe how a person is dressed, using an innovative way to extract Visual Information exploiting the Human Pose Estimation. Given the lack of algorithms in this field, we aims to pave the way giving a baseline and publishing a detailed dataset for future comparisons. In particular in this study we show how using the Human Pose Estimation, we are able to extract the essential features for the description of the Visual Attributes. Furthermore, the proposed method is able to manage the problems highlighted in literature regarding the extraction of features from images of people due to their articulated poses. For this reason we also propose a formalization of how describe people's clothing in order to give a starting point and facilitate the analysis and the Visual Attributes extraction phase. Moreover we show how the use of Deformable Structures let us to extract Visual Attributes without the using of segmentation algorithms.
Introduction
Over the last years we are witnessing to a growing interest regarding the use of multimedia applications [6] and therefore all the aspects regarding the management of large amounts of image data are becoming of fundamental importance. The methods of indexing and retrieval of multimedia information from these databases are often the critical points in the usage of these applications. For these reasons, research is moving from the study of low-level features to more sophisticated algorithms able to reduce the so called semantic gap with more high level semantic [16] .
In particular the information associated with the Visual Attributes of the Object of Interest can facilitate the process of information extraction. For these reasons, the proposed method lies in those algorithms which use low-level features to map highlevel information in order to bridge the semantic gap [16] .
Our case of study concerns the analysis of the images containing people in particular focusing on their clothing and we propose an innovative procedure to extract Visual Attributes using the Human Pose Estimation.
The information, extracted analyzing how people are dressed, is a very recent field which can be very useful in different areas. In advertising methods, it is possible to match the correct advertisement in according to the information contained in the image [18] . For the surveillance systems, clothing can improve the tracking of people with the possibility of recognizing them even when the face is not visible or they are turned from the back [23] . There are many works related with the tagging of people in photo collections which take advantages of this kind of information [22] [1], in particular using the information about how a person is dressed permits to manage all the cases where people change their pose and scale, move around and partially occlude each other. Another emerging field is Visual Shopping [14] which is becoming increasingly popular in particular regarding the fashion domain because it is more effective to perform a visual query than type a text to describe a particular cloth.
Regarding the analysis of the segmentation and representation of the clothing in [4] they present a context sensitive grammar in a And-Or graph representation in order to represent different clothes typologies. In particular their aim consist in inferring the composition of a cloth template given an image. In [24] they propose a segmentation algorithm based on a large number of part detectors which is able to separate upper and lower clothing regions. We followed an object-based approach dividing a person into Starting from an image representing a person (a), we use a Human Pose Estimation approach (b) to extract a set of patches from which we extract the features used to extract the visual information required to build the textual description.
sub regions in order to build a semantic structure understandable by a human. In this way from each of these regions it is possible to extract the pixel-based features which have the characteristic of being related to a particular region and therefore have additional information about their spatial context. Using this information it is possible to easily make reasonings based on a knowledge domain considering the contextual information. The field of object-based image analysis is relatively recent and is mainly used in the field of Geographic information science [12, 13] . Object-based Image Analysis is not intended to replace pixel-based Image Processing, but to enhance it. Its strength consists in the extension of pixel-based methods when they reach their limits and when it becomes important to include semantic concepts and domain knowledge into the analysis process. We chose to exploit an innovative approach based on the Articulated Human Pose Estimation and we have decided to analyze and use the algorithm proposed in [10, 8] . This method is composed by two parts, a generic detector which uses a weak model of poses and a second step in which the detected parts are pruned by a grabcut model. This method was trained and evaluated starting from a dataset of TV and movie video-shots, but it can be easily adapted to other context, like the one tackled in this study.
After the detection of the area of interest within the image, the next step consists in the extraction of the Visual Attributes. They are firstly formalized and analyzed by [9] who proposed a generative model for learning simple color and texture attributes and [7] which learnt a richer set of attributes including parts, shape, materials, etc. A recent work has highlighted the aspects of Visual Attributes, going beyond the usual features based only on color and texture, trying to extract more semantic information [19] . In [3] they propose a part-based approach to extract information such as gender, hair style and type of clothes using the so called poselets which represents a salient pattern corresponding to a specific viewpoint and local pose and they are used to decompose the aspect of an image to extract the attributes information. This approach obtained good results but is able to extract only a small set of generic visual attributes. In [25] they use for the first time the information related with the human pose to segment different part of the body in order to extract the Visual Information related with the clothing. This information is particularly useful to classify the type of clothes. The segmentation approach is very powerful because is able to give the exact location of a visual attributes and the pixels belonging to, but at the same time is a hardest problem than detect only if a visual attribute is present or not.
In this study, in order to clarify the concept of Visual Attributes, we have classified them into three categories: Object Visual Attributes related with the subparts of the object of interest, which in our case are the different type of clothes; Local Visual Attributes which can be found only in specific locations; Global Visual Attributes which represent more general properties that are typically confined within the boundaries of the object they describe.
For each of these categories, we selected some of the most important attributes and we have evaluated how the proposed method is able to extract them. The proposed method can easily be extended to recognize additional Visual Attributes in this and other domains, by properly selecting the best configuration of all the features to be used.
Proposed Method
The proposed method follows a supervised learning approach, and in particular we use a SVM for the classification of visual attributes, consequently the whole process is divided in a training and a test phase. The extraction process of the pattern that describes an image is divided into two main phases: we extract the information on the pose estimation obtaining the so called Stick Image Figure 1 (a) and subsequently for each sticks of the Stick Image, we extract a feature using Spatial Pyramid Histogram of Oriented Gradient (PHOG) [2] , color histograms [17] and raw pixels intensity [21] .
The advantage of using a phase of Pose Estimation lies in the possibility to effectively select and manage the position where it is possible to extract the Visual Attributes, managing the problems relating to the different human poses and finally guaranteeing that the extracted features are independent from the body parts rotation, Figure 1(b) .
For the Object Visual Attributes Extraction the first step consists in the detection of the subparts which corresponds to the clothes worn by a person and for each of these parts a textual representation is associated, which we use to compose the whole textual description. After the detection of one of this Object Visual Attributes we classify them in one of the available types using our trained algorithm, for example after have detected the presence of a "Top" Object Visual Attributes we predict its type from the trained classes: camisole, shirt, sweater, etc.
The Global Visual Attributes considered in this work are color and texture [20] , which are well suited to characterize particular segments within the image, e.g. the area containing a T-shirt or a skirt. The most important issue related to global attributes is that they require that the object is segmented in order to avoid erroneous inclusion of the background in the computation of the color and texture features, which can significantly decrease the attributes extraction accuracy. Starting from the sticks extracted in the previous step, we want to trace the boundary of the area where we wants to extract the color and texture features. Consequently we have adopted the Pictorial Structures model [11] and considered the human body as a collection of rigid parts that can be connected and therefore in relation with each other. Unfortunately, boundaries of the rigid parts within a Pictorial Structures model does not provide sufficient precision for the purpose of extracting color and texture aims in this study, so we chose to use a more accurate model, called Deformable Structures [26] . They are an extension of Pictorial Structures and are able to capture the non-rigid shape deformations of the human body. Using Deformable Structures, even if the poses of people are complex, the boundaries of the parts to be analyzed are very accurate [26] . Figure 2 shows an example of Pictorial and Deformable Structures applied to an example image, where it is possible to notice how the Deformable Structures provides a much more realistic boundary for the red dress. After the segment identification phase, the information on color and texture is extracted as in the CBIR system proposed in [20] . In this way we avoid to use the common methods for automatic segmentation method which are not enough accurate and reliable for the aim of this study. The local visual attributes are based on two main characteristics: their position is semantically recurrent in the images and for each cloth there is a different set of local visual attributes. Therefore, for each visual attribute we know the position where it is possible to find it, using the Human Pose information. For this reason in the extraction step, for each Visual Attribute, we selected only the areas that contribute to provide a useful information. For example, to test if a pants is short or long, we use the features extracted from the stick of the "left" and "right legs", passing them to the classifier avoiding to use the information about the "head stick" because is not essential in this case. Due to the limited resolution of the images in the dataset, for some types of clothes, some attributes that may be trivial can not be extracted directly from the image. So if we had a very high resolution images, it would be possible to extract more details using the proposed method, which is not a limit of the proposed method but a limit due to the images resolution. Also for the Local Visual Attributes we have a textual representation that we used in order to build the whole textual description.
Experiments
In this section we evaluated the performance of our algorithm in the extraction of the Visual Attributes using Overall Accuracy and K-Value [5] . We started our experiments using a standard dataset for Human Pose Estimation called Buffy Dataset [10] which consists of a set of images taken from a TV series, with a manual annotation for each image concerning their pose estimation. We have manually annotated each image with a set of label from the Local Visual Attribute classes: Sleeves and Neckline, obtaining the results showed in Figure 3 . A basic characteristic of this dataset lies in the fact that people, who are represented in it, are dressed mostly in the same way, but in different poses. Consequently, the results showed in Figure 3 , show how the proposed algorithm is able to extract consistent features related to a specific dress according to the change of the people poses with a very high accuracy. We could not test other Visual Attributes given the lack of clothing variety in the dataset. Because the main datasets for the analysis of clothes are composed by images extracted by TV series where there is a lack of variability. Moreover other datasets in this particular domain suffers of main problems, as an example the most recent dataset in this field [25] consists only of images of women.
So we built a dataset of images, taken from the web, of celebrities and models, called Red Carpet Dataset. This is very challenging because there are men and women, photographed in their everyday life with changes in poses, different brightness, perspective distortions, environment occlusions, etc. This dataset consists of 500 images of different resolutions (from 400px to 1000px), associated with manual annotations related to the
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Human Pose and the type of Visual Attributes. We have considered the following Object Visual Attributes: Belt, Hat, Glasses, Top Wear, Bottom Wear, Full Wear; the following Local Visual Attributes: Sleeves, Neckline and the following Global Visual Attributes: Color and Texture. We have evaluated the extraction of these Visual Attributes reported in Table 1 . We applied the proposed method on the Red Carpet Dataset and, for each Visual Attribute, we report its confusion matrix. From the results, it is possible to notice that some Visual Attributes are more problematic than others. We compared the proposed algorithm with the latest algorithm of extraction of Visual Attributes related with the fashion domain [19] on the Red Carpet Dataset showing how this method outperforms the state of the art, the results are reported in Table 1 .
Unlike in the dataset [19] in which most of the dresses was not worn and did not appear more than one subject for each image, in this dataset the extraction of the visual attributes is performed on images of people wearing the dress in question and often these people are in complex environments. For these reasons there are still challenges that need to be resolved such as intra-occlusions: arms which overlap the body or are located behind the body and therefore does not remain visible; long hair which often occlude parts of the collar which makes problematic the correct extraction of attributes; etc..
We report the results of the Visual Attributes extraction on the Red Carpet dataset for the Object and Local Visual Attributes in Figure 4 and for the Global Visual Attributes in Figure 5 . We report also the computational time evaluated using a single thread C# code, using the OpenCV library 1 In this experiment we compared the results in the extraction of color and texture using the Pictorial Structure and Deformable Structure. As can be see from Figure 5 , the use of the Deformable Structures allows to increase the performance of extraction for both these Global Visual Attributes. The experimental results show how the proposed system is able to describe how a person is dressed with an acceptable accuracy level [15] , in order to allow the use of the proposed method in a real application. However, the results also bring to light issues related to intra-occlusions in which there are body parts that are not visible or which occlude key elements for proper recovery of Visual Attributes, such an example the hair which cover the neckline of a shirt, which are the reasons that make the extraction of the Visual Attributes very challenging. For these reasons, we open the way for a future analysis in order to improve the proposed model handling these unsolved problems.
Conclusion
In this study we have presented a novel technique that exploits a Human Pose Estimation method to extract Visual Attributes to automatically provide a description of human clothing in a textual way. The robustness of the method was proven by testing, in the experimental section, the individual steps that contribute to the extraction of visual attributes. The major advantage of obtaining a text description of the object of interest consists in the fact that it can be easily indexed and retrieved by a simple textual search query. These results open a wide prospects in the application of this method: context based advertising, surveillance systems, automatic photo tagging and visual shopping, to name a few examples. We hope that this work could pave the way for further research aimed to improve the quality of the results obtained, both for the human pose estimation, in which we have relied on the state of the art, and for the automatic extraction of visual attributes.
