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Abstract
As Computer Vision algorithms move from passive anal-
ysis of pixels to active reasoning over semantics, the
breadth of information algorithms need to reason over has
expanded significantly. One of the key challenges in this
vein is the ability to identify the information required to
make a decision, and select an action that will recover
this information. We propose an reinforcement-learning ap-
proach that maintains an distribution over its internal infor-
mation, thus explicitly representing the ambiguity in what
it knows, and needs to know, towards achieving its goal.
Potential actions are then generated according to particles
sampled from this distribution. For each potential action a
distribution of the expected answers is calculated, and the
value of the information gained is obtained, as compared to
the existing internal information. We demonstrate this ap-
proach applied to two vision-language problems that have
attracted significant recent interest, visual dialog and vi-
sual query generation. In both cases the method actively
selects actions that will best reduce its internal uncertainty,
and outperforms its competitors in achieving the goal of the
challenge.
1. Introduction
In most problems in Computer Vision it is assumed that
all of the information required is available a-priori, and suit-
able to be embodied in the code or the weights of the solu-
tion. This assumption is so pervasive that it typically goes
unsaid. In fact this assumption is satisfied by a small sub-
set of problems of practical interest. Problems in this set
must be self-contained, tightly specified, relate to a very
prescribed form of data drawn from a static distribution,
and be completely predictable. Many important problems
do not satisfy these criteria, even though researchers have
found many that do.
Context Encoder
Is it a person?
Is it a hat?
Is it a snowboard?
Is it the red one?
No
No
Yes
No
How many cubes that 
are behind the 
cylinder are large?
Information Seeker
Is it the one being 
held by the person in 
blue?
1. filter_shape(scene, cylinder)
2. relate(behind)
3. filter_shape(scene, cube)
4. filter_size(scene, large)
5. count(scene)
Goal Executor
Answer：3
Yes
Answerer
Figure 1. Two goal-oriented vision-and-language tasks, broken
up into four constituent parts: a context encoder, an information
seeker, a answerer and a goal executor. The given examples are
chosen from a goal-oriented visual dialog dataset GuessWhat [9]
(upper from the red dash-line) and, a compositional VQA dataset
CLEVR [17] (lower).
The majority of problems that computer vision might be
applied to are solvable only by an agent that is capable of
actively seeking the information it needs. This might be
because the information required is not available at train-
ing time, or because it is too broad to be embodied in the
code or weights of an algorithm. The ability to seek the in-
formation required to complete a task enables a degree of
flexibility and robustness that cannot be achieved through
other means, but also enables behaviors that lie towards the
Artificial Intelligence end of the spectrum.
Applications that lie at the intersection of vision and lan-
guage are examples of such problems. They are more chal-
lenging than conventional computer vision problems be-
cause they often require an agent (model) to acquire in-
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formation on the fly to help to make decisions, such as vi-
sual dialog [6, 8] and visual question answering [20, 9, 40].
More recently, a range of tasks have been proposed that use
‘language generation’ as a mechanism to gather more in-
formation in order to achieve another specific goal. These
tasks offer a particular challenge because the information
involved is inevitably very broad, which makes concrete
representations difficult to employ practically.
In visual dialog, and particularly goal-oriented visual
question generation, an agent needs to understand the user
request and complete a task via asking a limited number of
questions. Similarly, compositional VQA (e.g. [17]) is a vi-
sual query generation problem that requires a model first to
convert a natural language question to a sequence of ‘pro-
grams’ and then obtain the answer by running the programs
on an engine. The question-to-program model represents an
information ‘seeker’, while the broader goal is to generate
an answer based on the information acquired.
Agents applicable to these tasks normally consist of
three parts: a context encoder, an information seeker and
a goal executor, as shown in Fig.1. The context encoder is
responsible for encoding information such as images, ques-
tions, or dialog history to a feature vector. The information
seeker is a model that is able to generate new queries (such
as natural language questions and programs) based on the
goal of the given task and its seeking strategy . The infor-
mation returned will then join the context and internal infor-
mation to be sent to the goal executor model to achieve the
goal. The seeker model plays a crucial role in goal-oriented
vision-and-language tasks as the better seeking strategies
that recovers more information, the more likely it is that the
goal can be achieved. Moreover, the seeker’s knowledge of
the value of additional information is essential in directing
the seeker towards querying what is needed to achieve the
goal. In this paper, we focus on exploring the seeker model.
The conventional ‘seeker’ models in these tasks follow a
sequence-to-sequence generation architecture, that is, they
translate an image to a question or translate a question to a
program sequence via supervised learning. This requires
large numbers of ground-truth training pairs. Reinforce-
ment learning (RL) is thus employed in such goal-oriented
vision-language to mediate this problem due to its ability
to focus on achieving a goal through directed trial and er-
ror [9, 52]. A policy in RL models specifies how the seeker
asks for additional information. However, these methods
generally suffer from two major drawbacks: (1) they main-
tain a single policy that translates the input sequence to
the output while disregarding the strategic diversity needed.
Intuitively a single policy is not enough in querying di-
verse information content for various goals–we need mul-
tiple strategies. In addition, (2) the RL employed in these
approaches can be prohibitively inefficient since the ques-
tion generation process does not consider its effect in di-
recting the agent towards the goal. In fact, the agent does
not have a notion of what information it needs and how it
benefits in achieving its goal.
To this end, in contrast to conventional methods that use
a single policy to model a vision-and-language task, we
instead maintain a distribution of policies. By employing
a Bayesian reinforcement learning framework for learning
this distribution of the seeker’s policy, our model incorpo-
rates the expected gain from a query towards achieving its
goal. Our framework uses recently proposed Stein Varia-
tional Gradient Descent [24] to perform an efficient update
of the posterior policies. Having a distribution over seeking
policies, our agent is capable of considering various strate-
gies for obtaining further information, analogous to hu-
man contemplation of various ways to ask a question. Each
sample from the seeker’s policy posterior represents a pol-
icy of its own, and seeks a different piece of information.
This allows the agent to further contemplate the outcome
of the various strategies before seeking additional informa-
tion and considers the consequence towards the goal. We
then formalize an approach for the agent to evaluate the
consequence of receiving additional information towards
achieving its goal.
We apply the proposed approach to two complex vision-
and-language tasks, namely GuessWhat [9] and CLEVR
[17], and show that it outperforms the baselines and
achieves the state-of-art results.
2. Related work
Goal-oriented Visual Dialog Visual dialog is a recently
proposed vision-and-language task that began with image
captioning [47, 19, 49] and, includes visual question an-
swering [4, 33, 50]. Das et al. [6] proposed a visual dia-
logue task that requires an agent to engage in conversation
with a human centred on the content of a given image.
Das et al. [7] establish two reinforcement learning based
agents corresponding to question and answer generation re-
spectively, to finally locate an unseen image from a set of
images. The question agent predicts the feature representa-
tion of the image and the reward function is given by mea-
suring how close the representation is compared to the true
feature. De Vries et al. [9] propose a Guess-What game
dataset, where one person asks questions about an image to
guess which object has been selected, and the second person
answers questions as yes/no/NA. Lee et al. [21] adapt the
information theoretic approach which allows a questioner
to ask appropriate consecutive questions in the GuessWhat
setting.
Compositional VQA Visual question answering is an AI-
complete task that requires a model to answer image-related
questions. An increasingly popular research direction in
this area is to consider modular architectures. This approach
involves connecting distinct modules designed for specific
desired capabilities such as memory or specific types of rea-
soning. Neural Module Networks (NMNs) were introduced
by Andreas et al. in [1, 2]. There the question parse tree
is turned into an assembly of modules from a predefined
set, which are then used to answer the question. Johnson et
al. [17] propose a Compositional Language and Elementary
Visual Reasoning (CLEVR) dataset that allows the ques-
tion to be transferred to a sequence of functional problems,
which can be further used to query information for the struc-
tured scene representation to help to answer the question. In
this paper, our ‘seeker’ model is used as a program genera-
tor to generate functional programs from questions.
RL in Vision-and-Language Reinforcement learning
(RL) [18, 45] has been adopted in several vision-and-
language problems, including image captioning [25, 34,
35], VQA [1, 13, 54], and aforementioned visual dia-
logue system [7, 27] etc. Recently, some works [5, 41]
make an effort to integrate the Seq2Seq model and RL.
RL has also been widely used to improve dialogue man-
agers, which manage transitions between dialogue states
[39, 32].Most recently, Wu et al. [51] combines reinforce-
ment learning and generative adversarial networks (GANs)
to generate more human-like dialogues. However, nearly
all of the methods use a single policy that translates the in-
put sequence to the output while disregarding the strategic
diversity needed. In our work, we instead maintain a distri-
bution of policies. And The posterior in our RL framework
is updated based on its evaluation of how much it gains to-
wards achieving its goal once the additional information is
obtained. Our agent is capable of considering various strate-
gies for obtaining further information, analogous to human
contemplation of various ways to ask a question.
Intrinsic rewards The notation of intrinsic reward which
focuses of the rewards beyond what is gained from the en-
vironment has recently gained attention in the RL commu-
nity. These rewards are motivated by sparse nature of the
environment rewards and a need for better exploration. For
example, curiosity [30] is one such intrinsic reward mecha-
nism within which agents are encouraged to visit new states.
This idea has been extended to employ Bayesian methods to
learn the expected improvement of the policy for taking an
action [12, 15, 44]. We use the expected gain from the an-
swer in the vision-language task as an intrinsic reward to
improve our model. Nevertheless, our approach is flexible
enough that can be easily integrated with any of such addi-
tional intrinsic rewards.
3. Goal-oriented Vision-Language Task
We ground our goal-oriented vision-and-language prob-
lem as an interactive game between three agents. One agent
called seeker takes as the input the encoded image and
context feature to generate a query to seek more informa-
tion from an answerer agent, who will generate a re-
sponse. This process can be performed multiple rounds un-
til the seeker gathered enough information. The queried
information are sent to the third agent executer who will
make the final prediction. The game is recognized as a suc-
cess if the prediction hits the given goal.
Formally, for each game at the round of t, we have a
tuple (I, C, q(t)), where I is the observed image, C is the
context information at the current round and q(t) is a query
generated from the seeker agent to query the information.
In the next step, the q(t) is sent to the answerer, who
will generate a response a(t). After T rounds of this ‘seek-
answer’ process, the tuple (I, C, {q(t)}Tt=1, {a(t)}Tt=1) is
sent to the executer, who will select the target from
O = {o1, o2, ..., oN} which is a candidate list. The ground
truth target is denoted as o∗ and the game is success if the
o∗ is successfully selected by the executer.
To be more specific, in the visual dialog (Guesswhat) set-
ting, C is the dialog history and q(t) is a natural language
question. O is the candidate object bounding boxes. In the
VQA (CLEVR), C is a single question asked by users and
q(t) is a functional program, while the O is a candidate an-
swer vocabulary. In this paper, we adapt pre-trained, fixed
answerer and executer in the game and only focus on
training a better seeker, which will be illustrated in the
following section.
4. Preliminaries
We introduce the background of reinforcement learning
and discuss policy gradient estimation method that we will
modify for a contemplation-based question generation.
4.1. Reinforcement Learning
Reinforcement learning considers agents interacting
with their environment by taking a sequence of actions and
assessing their effect through a scalar reward for each ac-
tion. The agent’s task is to learn a policy that maximizes the
cumulative rewards.
Consider the dialog generating agent asking questions
q(t) ∈ Q at each time step t given the state s(t). Each
s(t) encompasses the history of the dialog (including past
question-answer pairs) and the input image. Upon taking
receiving an answer a(t) ∈ A, the agent then observes a new
state s(t+1) and receives a scalar reward r(s(t), q(t)) ∈ R.
The goal of dialog generating reinforcement learning is to
find a questing policy pi(q(t)|s(t)) for choosing an action
given state s(t) to maximize an expected return:
J(pi) = Es0,q0,...∼pi[
∞∑
t=0
γtr(s(t), q(t))],
where 0 ≤ γt ≤ 1 is a discount factor. The expected re-
turn J depending on pi because q(t) ∼ pi(q(t)|s(t)) drawn
from the policy (distribution) pi. The state s(t+1) ∼
P (s(t+1)|s(t), q(t)) is generated by the dialog’s environ-
mental dynamics which are unknown. The state value func-
tion V pi(s(t)) = Ea(t),s(t+1),...∼pi[
∑∞
i=0 γ
ir(s(t+i), q(t+i))]
is the expected return by policy pi from state s(t). The an-
swer a(t) is a response from the answerer, who takes q(t)
as input. The answerer is a neural network that learns the
potential answer by mapping the input (s(t), q(t)) to a(t).
4.2. Policy Gradient Estimation
In policy-based reinforcement learning approaches, the
policy is parameterized by θ as pi(q|s;θ). Then the ob-
jective is to iteratively update θ to optimize J(θ) :=
J(pi(q|s;θ)). We use the shorthanded notation J(θ) for
clarity from now on. In policy gradient algorithms [46] such
as the well-known REINFORCE [48], the gradient∇θJ(θ)
is estimated by samples from the policy pi(q|s;θ) using the
likelihood ratio trick. Specifically, REINFORCE uses the
following approximator of the policy gradient
∇θJ(θ) ≈
∞∑
t=0
∇θ log pi(q(t)|s(t);θ)r(s(t), q(t)) (1)
based on a single rollout trajectory, where r(s(t), q(t)) =∑∞
i=0 γ
ir(s(t+i), q(t+i)) is the accumulated return from
time step t. It was shown that this gradient is an unbiased
estimation of∇θJ(θ). Typically a baseline function b(s(t))
is considered to reduce the variance of this estimator, then:
∇θJ(θ) ≈
∑∞
t=0∇θ log pi(q(t)|s(t);θ)(r(s(t), q(t)) −
b(s(t))) It is common to use the value function V pi(s(t))
as the baseline where r(s(t), q(t)) − V pi(s(t)) is known as
the advantage function.
5. Information Seeker and Answerer Imitation
This section introduces our main framework. We dis-
cuss three main parts of the framework: answerer imitation
(Subsection 5.1), the seeker’s belief (Subsection 5.2) and
the seeker’s update (Subsection 5.3).
In the answer imitation, the agent models a belief over
the potential answers and evaluates the gain from querying
at a given time. The seeker considers a belief over the
policies that could generate queries to obtain additional in-
formation. In sharp contrast to existing methods, we are
interested in not only finding a right policy, but more im-
portantly we model a multi-modal distribution of policies,
to enable learning diverse seeking policies in analogy to hu-
man contemplation using multiple strategies.
Finally, in seeker’s belief update, the agent updates its
belief over the distribution of the policies incorporating the
feedback from the environment.
5.1. Answerer’s Imitation
In our approach the agent keeps a model of the
answerer to be able to predict which question worth ask-
ing. The agent uses this model to imitate the behavior of
the goal executer and anticipate its potential response to
the question. Utilizing this imitating model, the agent asks
the questions whose answers bring it closer to achieving its
goal. In particular, the agent asks a question q(t) at time
t only if it believes the answer a(t) it receives ultimately
maximizes the gain in achieving its goal at state s(t):
Gω(s(t), q(t)) = Ea[u(a∗|q(t), s(t), C, I,ω)]
− Ea[u(a|q(t), s(t), C, I,ω))]
= Ua∗,ω(s
(t), q(t))− Uω(s(t), q(t)) (2)
where u is the utility function that measures the perfor-
mance of the answerer. In addition, ω is the set of pa-
rameters of the answerer that we learn. Particularly we
find ω such that Ea∼p(a|s(t),C,I,ω)[p(o|a, s(t))], where
p(a|s(t), C, I,ω) =
∫
p(a|q(t), s(t);ω) (3)
× pi(q(t)|s(t);θ)pi(θ|C, I)dθ
is maximized. Here, p(a(t)|q(t), s(t);ω) is the probability
that the query seeker produced, yields a particular answer.
Note that we have taken the distribution of the parameter
θ which indicates the answerer has to imitate the goal
executioner for all possible questions produces by the
policies. Since policies and answerer’s response are uncer-
tain, we devise a bound on the gain. Using Chebyshev’s
inequality, we have:
p
(∣∣Gω(s(t), q(t))− µˆω(s(t), q(t))∣∣ < βσˆω(s(t))) ≥ 1− 1
β2
(4)
where µˆω(s(t), q(t)) = (Uˆa∗,ω(s(t), q(t))− Uˆω(s(t), q(t)))
is the empirical difference of the expected utilities in Eq.
2 and σˆω(s) is its standard deviation. Moreover, β > 0
is an appropriate constant. With high probability we have∣∣Gω(s(t), q(t)) − µˆω(s(t), q(t))∣∣ < βtσˆω(s(t), q(t)) which
in turn defines an optimistic upper bound on the gain from
asking a question:
Gˆω(s(t), q(t)) = µˆω(s(t), q(t)) + β2σˆω(s(t), q(t)) (5)
This measure defines the expected upper bound on the
gain at state t for potentially seeking q(t). Note that this
is not simply a difference of expected utilities, because a
simple difference will be too greedy and does not consider
that the estimate of the distribution of the answers for the
agent might not be correct. As such, the agent needs to
gather more information about the potential answers it is
not confident about.
In order to integrate this measure into an RL framework,
inspired by curiosity-driven and information maximizing
exploration [12, 30], we modify the reward function to in-
corporate this intrinsic motivation to consider the gain, i.e.
rnew(s(t), q(t)) = r(s(t), q(t)) + ηGˆω(s(t), q(t)) (6)
J(θ) = Epi(s,q|θ)[
∞∑
t=0
γtrnew(s(t), q(t))], (7)
for η ≥ 0 that controls the intrinsic reward. In this new re-
ward, an agent’s anticipation of the answer is taken into ac-
count when updating the policy. When the seeker knows the
answer and its gain is small, the parameters are not changed
significantly. In other words, there is no need for further
changes to the questions where the answer is known. On
the other hand, when the agent anticipates a large gain from
the answer and receives a large reward, the policy has to be
adjusted by a larger change in the parameters. Similarly, if
the agent expects a large gain and is not rewarded, there has
to be significant update in the policy.
The advantage of this approach is twofold: (1) it helps
deal with sparse rewards and (2) we encourage the method
to ask the most informative questions. This allows the agent
to learn to mimic the behavior of the goal executor and gen-
eralize to unseen cases.
5.2. Information Seeker’s Belief
Considering Eq. 3 and the need for the answerer to
consider the distribution of the policies, instead of finding a
single policy as parameterized by θ, we model the seeker’s
policy distribution. Each sample of the parameter θ gives
rise to a different questioning policy allowing us to model
policy distribution.
This distribution allows for the agent to consider alterna-
tives, or contemplates, various question policies to improve
the overall dialog performance. As such, here we consider
the policy parameter θ as a random variable (leading to ran-
dom policies that we can model their distribution) and seek
a distribution to optimize the expected return. We incorpo-
rate a prior distribution over the policy parameter, for in-
stance, for when we have no answer for question-answer
pairs or to incorporate prior domain knowledge of param-
eters. We formulate the optimization of pi as the following
regularized problem:
max
pi
{
E[J(θ)]− αKL(pi‖pi0)
}
, (8)
where pi maximizes the expected cumulative reward regu-
larized by a relative entropy KL(pi‖pi0),
KL(pi‖pi0) = Epi(θ|a∗,q(t),C,I)[log pi(θ|a∗, q(t), C, I)
− log pi0(θ|C, I)].
Effectively we seek a parameter distribution that gives
rise to policies that both maximize the expected reward
while remain close to the prior. It is easy to see if we use
an uninformative prior such as a uniform distribution, the
second KL term is simplified to the entropy of pi. Then opti-
mization in Eq. 8 becomes maxpi
{
Epi(θ)[J(θ)] +αH(pi)
}
which explicitly encourages exploration in the parameter
space θ. This exploration yields diverse policies that result
in varied queries.
By taking the derivative of the objective function in (8)
and setting it to zero, the optimal distribution of policy pa-
rameter θ is obtained as
pi(θ|a∗, q(t), C, I) ∝ exp (J(θ)/α)pi0(θ|C, I). (9)
In this formulation, pi(θ|a∗, q, C, I) is similar to the
“posterior” of the parameters θ in the conventional
Bayesian approach. Here, exp(J(θ)/α) is effectively the
“likelihood" function. The coefficient α is the parameter
that controls the strength of exploration in the parameter
space and how far the posterior is from the prior. As α→ 0,
samples drawn from pi(θ|a∗, q(t), C, I) will be concentrated
on a single policy around the optimum of E[J(θ)] and lead
to less diverse seekers.
Remember from Eq. 7 that the “likelihood” here consid-
ers the agent’s anticipation of the answer. If its reward is
higher, then a larger change to the parameter is needed to
allow exploitation of new knowledge about the effect of the
current policy on the goal.
Similar ideas of entropy regularization has been investi-
gated in other reinforcement learning methods [29, 37, 26].
However, in our approach we use the regularization to
obtain the posterior for the policy parameters in the in-
formation seeking framework where the imitation of the
answerer refines the policy distribution.
5.3. Seeker’s Posterior Update
A conventional method to utilize the posterior in Eq. 9
is MCMC where samples from this distribution are used.
However, MCMC methods are computationally expensive,
suffer from slow convergence and have high-variance due
to stochastic nature of estimating J(θ). Since estimating
J(θ) by itself is a computationally demanding task and may
vary significantly for each policy, we look for an efficient
alternative. Thus, rather than J(θ), we use the gradient in-
formation ∇θJ(θ) that points to the direction for seeker’s
policy change using the Stein variational gradient descent
(SVGD) for Bayesian inference [24, 23]. SVGD is a non-
parametric variational inference algorithm that leverages ef-
ficient deterministic dynamics to transport a set of particles
{θi}ni=1 to approximate given target posterior distributions
pi(θ|a∗, q(t), C, I). Unlike traditional variational inference
methods, SVGD does not confine the approximation within
a parametric families, which means the seeker’s policy does
not need to be approximated by another. Further, SVGD
Algorithm 1 Seeker
Input: Learning rate θ, ω , kernel k(θ,θ′), initial policy
particles {θi}, context history C, image I .
for iteration t = 0, 1, .., T do
for particle i = 1, . . . , n do
Sample q(t) ∼ pi(q|s(t), C, I;θi)
Sample a(t) ∼ pi(a|s(t), C, I;ω)
Compute G(s(t), q(t)) from Eq. (5).
Compute new rewards rnew from Eq. (6).
Compute∇θiJ(θi) in Eq. (7).
∆ω ← ∆ω +∇ω log
(
p(o|a(t), s(t))
)
end for
ω ← ω + ω∆ω
for particle i = 0, 1, .., n do
Jnew(θj) =
1
αJ(θj) + log pi0(θj)
∆θi← 1n
∑n
j=1
[
∇θjJnew(θj)k(θj ,θi) +∇θjk(θj ,θi)
]
θi ← θi + ∆θi
end for
end for
converges faster than MCMC due to the deterministic up-
dates that efficiently leverage gradient information of the
seeker’s policy posterior. This inference is efficiently per-
formed by iteratively updating multiple “particles” {θi} as
θi = θi + θψ
∗(θi), where θ is a step size and ψ(·) is
a function in the unit ball of a reproducing kernel Hilbert
space (RKHS). Here, ψ∗ is chosen as the solution to mini-
mizing KL divergence between the particles and the target
distribution. It was shown that this function has a closed
form solution, and an empirical estimate [24]:
ψˆ(θi) =
1
n
n∑
j=1
[∇θj log pi(θj |a∗, q(t), C, I)k(θj ,θi)
+∇θjk(θj ,θi)]. (10)
where k is the the positive definite kernel associated with
the RKHS space. In this update rule ψˆ, the first term in-
volves the gradient ∇θ log pi(θ|a∗, q(t), C, I) which moves
the seeker’s policy particles θi towards the high probabil-
ity regions by sharing information across similar particles.
The second term ∇θjk(θj ,θi) utilizes the curvature of the
parameter space to push the particles away from each other,
which leads to diversification of the seeker’s policies.
An example of the landscape of the policies is shown in
Fig. 2. Each initial sample from the policy distribution can
move towards one of the modes of a highly multi-modal dis-
tribution. These moves are governed by the gradient of the
policy that in our case consists of the agent’s belief about
the answer and its consequence once its response is known.
In addition, kernel k controls the distance between the pa-
rameters to deter from collapsing to a single point in multi-
modal distribution. It is intuitive from the figure that a better
gradient from the rewards by incorporating the answers and
considering the distribution of policies improves the perfor-
mance of the seeker by guiding the parameter updates.
It is important to note that diversification
in the parameter space allows for an accurate
modeling of a highly multimodal policy space.
Figure 2. A multi-modal dis-
tribution of the policies. Un-
like conventional policy gra-
dient only explores nearest
mode ignoring other modes,
our novel approach always
use a number of initial points
(i.e. the policy parameters) to
explore multiple modes col-
laboratively in analogy of hu-
man contemplation of multi-
ple strategies. We only show
two initial points, a red rect-
angle and black asterisk, for
the ease of visualization.
Otherwise, the policy dis-
tribution collapses to a sin-
gle point which is the same
as the conventional max-
imum a posteriori (MAP)
estimate. This MAP esti-
mate only considers a sin-
gle policy that in the highly
complex task of vision-
language is inadequate.
6. Experiments
To evaluate the per-
formance of the proposed
approach we conducted
experiments on two
different goal-oriented
vision-and-language
datasets: CLEVR [17]
and GuessWhat [9]. The
former one is a visual
question answering task
while the later is a visual dialog task. In both experiments
we pre-train the networks using the supervised model and
refine using reinforcement learning, which is a normal
practice in this area [8, 9, 22]. Without using supervised
learning first, the dialog model may diverge from human
language. In both cases we generate the policies by
sampling from the policy posterior θ ∼ pi(θ|a∗, q(t), C, I)
and generate the query with the highest gain measured by
the answerer. Our approach outperforms the baseline and
previous state-of-art in both cases, which will be detailed
discussed in the following sections.
6.1. CLEVR
CLEVR [17] is a synthetically generated dataset contain-
ing 700K (image, question, answer, program) tuples. Im-
ages are 3D-rendered objects of various shapes, materials,
colors, and sizes. Questions are compositional in nature and
range from counting questions to comparison questions and
can be 40+ words long. An answers is a word from a set
of 28 choices. For each image and question, a program
consists of step-by-step instructions, on how to answer the
question. During the test, the programs are not given, which
need to be generated conditioned on the input question.
Implementation Details We follow the experiment setup
of [16, 17] in which a ResNet [10] is used to encode
Q: what color is the right metal  cube in front?
color unique Shapecube right front
Shape 
cube metal
color unique Shapecube metal right
Shape 
cube front
G
re
en
C
ya
n …
Figure 3. An example of a question and the programs generated using samples from the posterior in CLEVR. Samples from the policy
distribution take the input image and the question and generate its corresponding programs. As observed, these two samples produce
different program sequences which enable to explore multiple distributions over the goal (final answer) shown on top in the cloud. Expected
utility of each question Uˆω(s(t), q(t)) gives us an indication of which one is better to ask.
the given images and a standard Long short-term memory
(LSTM) [11] for the Seq2Seq model to generate programs
in the context encoder. Note that our context encoder is
a pixel level model that does not extract objects explicitly
from the given image. For the goal executer, we use a modu-
lar network [3]. We use 10 particles in Algorithm 1 to model
the policy distribution using samples from the pre-trained
model with added noise so that they correspond to different
initial policies. For more efficient implementation, we use
two sets of shard parameters for the encoder in the under-
lying Seq2Seq model and use independent parameters for
the LSTM decoder. In addition to efficiency, this parame-
ter sharing ensures there are common latent representations
that particles learn. We use our information seekermodel
in Section 5 to generate samples or programs for each ques-
tion and consider the consequence of that program using
the answerer internally to choose one. Once a program
is generated, it is then executed by the goal executer
to obtain the feedback and compute the corresponding re-
wards. The computed reward is then used to update the
policy distributions as discussed. We use the Adam opti-
mization method with learning rate set to 10−5 to update
both the seeker and the answerer’s parameters. The
testing procedure thus takes an image and question pairs,
produces a program, then the goal executor produces an an-
swer. The goal executer then evaluates the quality of the
generated program. For η = 0.1× epochmax−epochepochmax to encour-
age the policies to explore more in the initial stages. We
set β = 1.0 and α = 0.01. We use the median trick from
[24] to compute the RBF-kernel’s hyper-parameter which
essentially ensures
∑
j k(θi,θj) ≈ 1.
Overall Results For the answerer and the goal execu-
tor, we consider two alternative baselines: (G)eneric simi-
lar to [16] where each module follows a generic architec-
ture; and, (D)esigned similar to [28] where each module is
specifically designed based on the desired operation. We
report the accuracy of the goal executor. Since the later
case provides a better representation on each module, we
Model Overall Count Compare Exist Query CompareNumbers Attribute Attribute
NMN [3] 72.1 52.5 72.7 79.3 79.0 78.0
N2NMN [13] 88.8 68.5 84.9 85.7 90.0 88.8
Human [17] 92.6 86.7 86.4 96.6 95.0 96.0
LSTM+RN [36] 95.5 90.1 93.6 97.8 97.1 97.9
PG+EE (9k) [16] 88.6 79.7 79.7 89.7 92.6 96.0
PG+EE (18k) [16] 95.4 90.1 96.2 95.3 97.3 97.9
PG+EE (700k) [16] 96.9 92.7 98.6 97.1 98.1 98.9
FiLM [31] 97.6 94.5 93.8 99.2 99.2 99.0
DDRprog [42] 98.3 96.5 98.4 98.8 99.1 99.0
MAC [14] 98.9 97.2 99.4 99.5 99.3 99.5
TbD-net [28] 98.7 96.8 99.1 98.9 99.4 99.2
TbD-net++ [28] 99.1 97.6 99.4 99.2 99.5 99.6
Ours+G+entropy (9k) 91.4 86.4 93.6 89.8 93.2 96.2
Ours+G+entropy (18k) 95.6 93.3 96.8 95.4 97.8 98.1
Ours+G+entropy (700k) 97.4 96.8 98.1 98.2 96.2 98.1
Ours+D+entropy (9k) 94.7 92.2 95.6 93.2 95.1 97.7
Ours+D+entropy (18k) 96.6 94.6 96.1 95.6 98.1 98.6
Ours+D+entropy (700k) 98.3 98.1 99.1 97.1 98.6 98.8
Ours+G+exp (9k) 91.8 87.5 93.7 90.2 93.1 96.5
Ours+G+exp (18k) 96.3 93.3 96.8 95.4 97.8 98.1
Ours+G+exp (700k) 98.0 96.2 98.6 98.0 98.0 99.0
Ours+D+exp (9k) 95.2 91.5 96.7 93.8 95.7 98.7
Ours+D+exp (18k) 97.1 94.5 98.2 96.1 98.3 98.6
Ours+D+exp (700k) 98.9 97.8 99.2 98.9 99.5 99.3
Ours+D+exp++ (700k) 99.2 97.8 99.5 99.4 99.6 99.6
Table 1. Performance comparison of state-of-the-art models on the
CLEVR dataset. "Ours+G+entropy" is our seeker when used with
the generic architecture and entropic gain; "Ours+D+entropy"
is the same except for using designed architecture. Simi-
larly, "Ours+G+exp" is generic architecture with uexp; and,
"Ours+D+exp" is its designed counterpart. We achieve state of
the art performance, especially using smaller ground-truth pro-
grams. The ‘++’ indicator shows a model was trained using
higher-resolution 28× 28 feature maps rather than 14× 14.
expect it to perform better. Further, we use two functions
uentropy(·) = − log(·) (corresponding to the information-
theoretic notion of gain in the expectation) and uexp(·) =
1/(1 + exp(·)) to operate on the output of the answerer’s
score to compute the gain and ultimately the new reward in
Eq. 2 and 7. The results are shown in Tab. 1. As shown our
approach outperforms the baselines by a significant margin.
In particular, our approach almost achieves the same perfor-
mance as that of [16] with half the programs used for train-
ing with the same neural architecture. Moreover, choices of
u affects the policies found, for instance using uentropy gen-
erally leads to outperforming in the "count" function. As
shown in Figure 3, each sample from the policy can gener-
ate a different program. In addition, we are able to utilize
the attention mechanism in the model to reason about where
in the image the information seeker focuses.
Furthermore, Fig. 4 plots the average reward at
each iteration (on top) and the average distance be-
tween the particles in the policies (in the bottom).
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Figure 4. Average reward for
the agent at each iteration
(Top); and, average distance
between particles in the pos-
terior for CLEVR (Bottom).
If the problem was indeed
unimodal (as conventional
methods assume), all the
particles would collapse to
a single point indicated by
a zero average distance.
However, as is observed,
while the distance between
the particles decrease in
early stages, they soon in-
crease indicating each one
is converging to a different
mode.
6.2. GuessWhat
GuessWhat [9] is a clas-
sical goal-oriented visual
dialog game which con-
sists of three players. In
each game, a random ob-
ject in the scene is assigned to the answerer, where this
process is hidden to the questioner (i.e. our information
seeker). Then the questioner can ask a series of yes/no ques-
tions to locate this object. The list of objects is also hid-
den to the questioner during the question-answer rounds.
Once the questioner has gathered enough information, the
guesser (i.e. our goal executor) can start to guess. If the
guesser guesses the correct object the game is successfully
concluded. The dataset includes 155, 281 dialog of 821, 955
pairs of question/answers with vocabulary size 11, 465 on
66, 537 unique images and 134, 074 objects.
Implementation Details In our model, the information
seeker is a recurrent neural network (RNN) that produces
a sequence of state vectors for a given input sequence by
applying LSTM as a transition function. The output of this
LSTM network is the internal estimate of the reward with
size 1024. To obtain a distribution over tokens, a softmax
is applied to this output. The image representation is ob-
tained using a VGG [38]. The concatenation of the image
and history features are given to the LSTM in the Seq2Seq
model for question generation where each word is sampled
conditioned on its previous word. We use the uexp from the
CLEVR experiment to compute all the rewards.
Model New Object New Image
Supervised-S [9] 41.6 39.2
Supervised-G [9] 43.5 40.8
RL-S [40] 56.5 58.5
RL-G [40] 60.3 58.4
Tempered [53] 62.6 -
Tempered-Seq2Seq [53] 63.5 -
Tempered-MemoryNet [53] 68.3 -
Ours 64.2 62.1
Ours+MemoryNet (Single) 70.1 67.9
Ours+MemoryNet 74.4 72.1
Table 2. Accuracy in identifying the goal object in the GuessWhat
dataset (higher is better). The "S" indicator is for sampling for
words method vs "G" which is greedy. Ours+MemoryNet is the
method with modified answerer that employs Memory network
and Attention. Further, (Single) indicates training our method with
a single particle.
We set η, β and the RBF-kernel’s hyper-parameter sim-
ilar to the experiments in CLEVR, however we set α =
0.001 here using grid-search.
Overall Results We compare two cases, labeled New Ob-
ject and New Image. In the former the object sought is new,
but the image has been seen previously. In the latter the
image is also previously unseen. We report the prediction
accuracy for the guessed objects. It is clear that the accu-
racies are generally higher for the new objects as they are
obtained from the already seen images.
The results are summarized in Table 2. As shown, using
the conventional REINFORCE [40] by either sampling each
word (RL-S) or greedily selecting one (RL-G) improves the
performance compared to the supervised baseline signifi-
cantly. Since our approach explore and exploits the space
of policies for question generation better, it achieves better
performance. Furthermore, this performance is improved
when a better goal seeker or answerer model is employed.
Better answerer leads to more realistic intrinsic rewards that
corresponds to true gains and guide the policy distribution
to the better posterior. For instance, employing a Memory
network [43] within the answerer improves its performance
that in turn is reflected in the quality of the questions and
consequently agent’s ability to achieve goals more accu-
rately. This is because our policy update depends on the
reward and the expected gain of the agent from its answer.
7. Conclusion
The ability to identify the information needed to support
a conclusion, and the actions required to obtain it, is a crit-
ical capability if agents are to move beyond carrying out
low-level prescribed tasks towards achieving flexible high
semantic level goals. The method we describe is capable of
reasoning about the information it holds, and the informa-
tion it will need to achieve its goal, in order to identify the
action that will best enable it to fill the gap between the two.
Our approach thus actively seeks the information it needs to
achieve its goal on the basis of a model of the uncertainty
in its own understanding. If we are to enable agents that
actively work towards a high-level goal the capability our
approach demonstrates will be critical.
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