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Abstract
The design of DNA or RNA strands for DNA computations poses many new questions in
algorithms and coding theory. DNA strand design also arises in use of molecular bar codes
to manipulate and identify individual molecules in complex chemical libraries, and to attach
molecules to DNA chips. We survey several formulations of the DNA strand design problem,
along with results and open questions in this area. c© 2002 Elsevier Science B.V. All rights
reserved.
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1. Introduction
DNA molecules are now used for purposes that go far beyond their functions in
nature. DNA chips—arrays of short, synthetic DNA strands—provide a means for se-
quencing, disease diagnosis, and gene expression analysis [7,52,53]. DNA tags label
molecules in chemical libraries [5,6]. Tiny instances of combinatorial problems have
been solved in a wet-lab, using DNA or RNA to represent a pool of solutions to a
problem instance [1]. Novel topological and rigid 3D structures have been built from
DNA [50,58].
The ability to use DNA and RNA in these ways rests on solving many challenging
research questions not only in chemistry but also in computer science and mathematics.
In this article, we focus on one of these challenges, which draws on the 8elds of
combinatorial algorithms and coding theory, namely strand design.
We use two simple analogies to describe intuitively what strand design means. First,
consider a classical problem from coding theory: 8nd the maximum size set of equal-
length binary strings such that the Hamming distance between each pair of strings is
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above some threshold. Such sets of “code words” are useful in detection and correction
of errors when transmitting information over a noisy channel. Now, replace binary
Hamming distance by an appropriate combinatorial measure of distance between pairs
of strands (which can be viewed as strings over a four-letter alphabet). This form
of the strand design problem arises in what we call classical DNA computation, as
exempli8ed by Adleman’s pioneering work [1]: A large pool of DNA strands, each
representing a possible solution to a combinatorial problem, is pruned in a sequence of
steps until all non-solutions are weeded out. Strand design is relevant to classical DNA
computing, and also to applications involving DNA tags, because information-carrying
DNA strands are subject to error-prone chemical and enzymatic operations, and it is
important that one strand not be mistaken for another.
For our second analogy, think of a quilt as an assembly of individual motifs, possibly
of diFerent shapes and sizes. Each motif is itself woven from threads. Now, replace the
quilt by an assembly of small DNA motifs, where each motif is a 2D or 3D molecule,
“woven” from DNA strands. Winfree et al. [59,57] showed that DNA self-assembly
can, in principle, be used to perform general computations. Strand design is needed in
order to create the individual motifs from their component DNA strands, and later to
ensure that the motifs assemble as desired. Just as a slinky gets irreversibly tangled
once in a child’s hand, so do poorly designed DNA strands fold into an undesired
shape, making this design task challenging.
We organize this survey into two main sections, one on strand design for classical
computation and the other on strand design for self-assembly computation. We note
that, particularly for classical computation, there are almost as many formulations of
the problem as there are experimental projects for building DNA tags, structures, or
computers! Perhaps the most interesting questions that emerge from this survey ask
how well the diFerent formulations of the word design ultimately meet the physical
and chemical requirements posed by use of the words in DNA computations.
1.1. Background information on DNA and RNA
A single-stranded DNA or RNA molecule is a sequence over four possible nu-
cleotides, which are strung together in a strand like beads on a necklace. Each nu-
cleotide is comprised of three parts: a phosphate group, a ribose group, and a hetero-
cyclic base. Any strand of DNA or RNA is linked by a backbone that is formed by the
alternating phosphate and ribose of each nucleotide. This alternating backbone gives
each base, and cumulatively the strand, a direction from the ribose end (denoted by
5′) to the phosphate end (denoted by 3′). The heterocyclic base gives each nucleotide
its identity in the strand. In RNA, the bases comprising the nucleotides are Adenine
(A), Cytosine (C), Guanine (G), and Uracil (U ). DNA also has four bases, including
A, C, G and replacing uracil (U ) with thymine (T ).
The heterocyclic bases in RNA and DNA form attractions via hydrogen bonding to
other bases, in a process known as hybridization. DNA is best known for double-helix
bonding. In a double helix, successive pairs of bases in two strands are bonded, start-
ing from the 8rst base at the 3′ end of one strand and at the 5′ end of the other.
A strand forms the most stable double helix with its Watson–Crick complement. The
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Watson–Crick complement of a DNA strand is the strand obtained by replacing each
A nucleotide by a T and vice versa, each C by a G and vice versa and also switching
the 5′ and 3′ ends. For example, the Watson–Crick complement of 5′-AACATG-3′ is
3′-TTGTAC-5′. In an RNA molecule, A is complementary to U instead of T . GC pairs
have three hydrogen bonds, and are the most stable, whereas AT pairs have two hy-
drogen bonds. Other complements may form, such as the “wobble” pair GT ; however,
their chemical bonding is generally less stable than the Watson–Crick complements.
The complete list of Watson–Crick pair bonds in a folded DNA or RNA molecule is
known as the molecule’s secondary structure.
Complementary bases within a single DNA or RNA strand may also bond, causing
the strand to fold on itself and thus to have a secondary structure. For example, the
strand 5′-GCAAAAGC-3′ may fold so that the substrand 5′-GC-3′ at the 5′ end bonds
with the substrand 3′-CG-5′ at the 3′ end. In this case, the unbonded A’s between the
bonded ends are said to form a hairpin loop. Single-strand bonding is common in vivo,
in such molecules as tRNA or types of virus molecules [66]. The geometry of these
molecules, also known as their tertiary structure, is vital to their function.
Like any chemical reaction, the pair bonding of bases in sequences of RNA or
DNA is inMuenced by environment. Temperature, salinity, and molarity all aFect the
ability of strands to hybridize. DNA and RNA structures melt into their individual
components at higher temperatures. These properties can be exploited for manipulation
and construction of sequences in the lab.
2. Word design for classical DNA computations
Short DNA strands, called oligonucleotides, can be quickly and cheaply synthesized
and thus can be used to store information at the molecular level. Just as a computer
memory is composed of short, equi-length words of information, in a DNA computation
a long strand is typically a concatenation of short DNA (or RNA) strands which are the
units of information storage and manipulation in a computation. A set of equi-length
DNA strands is henceforth referred to as a DNA word set. For example, in order to
represent the set of all n-bit strings, the DNA word set S might consist of 2n words
s1; Ns1; s2; Ns2; : : : ; sn; Nsn. The set L of strands in the computation would then be of the
form z1z2 : : : zn where for 16i6n, zi=si or zi= Nsi, yielding a total of 2n strands.
Retrieval of information stored in DNA words requires success in achieving speci8c
hybridization between a DNA code word and its Watson–Crick complement. For this
reason, we want the set of DNA words to form stable duplexes with their complements.
We also need to ensure that two distinct words are non-interacting—that duplexes
between pairs of words, and between a word and the Watson–Crick complement of
another, are relatively unstable, compared with any perfectly matched duplex formed
from a DNA word and its complement.
When multiple words are concatenated to form long DNA strands for a DNA com-
putation, non-interaction requirements become more complex. Let S be a DNA word
set and let L be a set of strands formed by concatenating words in S according to
certain prescribed rules. We require that each strand in L is unlikely to bond with
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itself to form unwanted secondary structures. In addition, for each word w in S and
strand l in L, we want that duplexes formed from l and the Watson–Crick complement
of w are unstable. We note that when short, single-stranded DNA “spacers” are placed
between words in the long strands, the non-interaction requirements need to be gener-
alized slightly further to allow for the fact that the spacers may have lengths diFerent
than the length of the DNA words, but we shall not consider this detail further in this
survey.
DNA word design poses several constraints on the base sequences of words, in order
to meet the goals of stability and non-interaction. In the next sections, we enumerate
some widely used constraints.
2.1. Stability
Given 8xed conditions such as temperature and concentration, a reliable measure of
the relative stability of a perfectly matched DNA duplex (i.e. double-helix) structure is
its free energy, measured in units of kcal=mol of interaction and denoted by PGo. The
free energy depends on the base sequence of the duplex [8,49]. The nearest-neighbour
model predicts the free energy as the sum of terms, one per group of nearest neighbour
(i.e. consecutive) bases, plus a correction factor (based on whether the duplex is formed
from a self-complementary sequence or not, and whether there are any GC base pairs
in the duplex). There are 10 possible nearest-neighbour groups, namely AT=TA, TA=AT ,
CG=GC, CG=CG, AA=TT , CC=GG, GT=CA, GA=CT , AG=TC, and TG=AC. Here, AT=TA
represents the duplex
5′-AT -3′
‖
3′-TA-5′
Similarly GA=CT represents
5′-GA-3′
‖
3′-CT -5′
and thus GA=CT is identical to TC=AG; this and 8ve other identities result in 10 rather
than 16 possibilities. Associated with each nearest-neighbour group g is a negative
weight w(g). The free energy of the duplex formed from the DNA strand D=5′-d1d2 : : :
dn-3′ and its complement 3′-c1c2 : : : cn-5′ is given by
Go(D=C) = correction factor +
n−1∑
i=1
w(gi);
where gi is the nearest-neighbour group didi+1=cici+1. The lower the free energy, the
more stable the duplex.
Closely related to the free energy of a perfectly matched DNA duplex structure is its
melting temperature. When a mixture of DNA duplexes is heated (assuming a 8xed
concentration of molecules), the weak hydrogen bonds in the duplex molecules tend to
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break and thus, the strands separate. At the melting temperature, 50% of the duplexes
have strands separated in equilibrium. The melting temperature can be predicted as a
function of the free energy of the duplex and other parameters [56]. Since multiple
hybridization reactions involving distinct DNA words may happen in a single step of a
DNA computation, it is desirable that the melting temperature of the duplexes created
in each reaction be in a small range [10,16,60] or above some threshold [3].
A third, much less accurate measure of the stability of a word is its GC content,
or fraction of G’s and C’s. However, because it is easy to measure and is amenable
to combinatorial analysis, it is often used in constraining DNA words [19,32,48,60].
A related simple estimate of melting temperature for short oligonucleotides is the 2–4
rule [3,54], which is that the melting temperature of a sequence and its complement is
approximately twice the number of A–T base pairs plus 4 times the number of G–C
base pairs.
Stability constraints on a DNA word set are thus formulated by requiring that the
free energy, melting temperature, or GC content of the set lies in a small range.
2.2. Non-interaction
Unfortunately, to our knowledge, no general model for predicting the free energy
of short duplexes with mismatches is available, although experimentally obtained ther-
modynamic data is available for certain duplexes (see for example [42,19]). In design
of DNA words in practice, either for use as DNA tags or DNA computations involv-
ing concatenations of multiple words, several combinatorial constraints are imposed on
the words, with the goal of ensuring non-interaction. We describe word design con-
straints on single words, pairs of words, and on larger groups of words in the following
subsections.
2.2.1. Non-interaction: constraints on single words
Several word designs are over a three - rather than four - base alphabet, since the
absence of one base reduces the number of complementary base pairs in a long strand
[4,10,32,40].
When DNA words are used to tag genomic DNA, then the base sequence of each tag
should not appear in the genomic DNA [52,7]. This constraint, which we refer to as the
“forbidden subwords” constraint, may arise also in the case that a restriction enzyme is
used in the manipulation of the DNA, in which case the corresponding restriction site
should not appear as part of a DNA tag except where planned. Forbidden subwords
are also motivated by the fact that certain base sequences are known to form hairpins
(see for example [27]) and thus should be avoided.
2.2.2. Non-interaction: constraints on pairs of words
Each measure described in this section is de8ned on a pair of equi-length DNA
words w=5′-w1w2 : : : wn-3′ and x=5′-x1x2 : : : xn-3′. Constraints are placed on words
using some or all of these measures, for example, by requiring that the mismatch
distance between pairs of words is above a certain threshold.
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• Mismatch distance: The mismatch distance of (w; x) is the number of positions i at
which wi and xn−i+1 are not complementary.
Most DNA word sets have the property that either: (i) for every pair of words (w; x)
in the set (where w may equal x), the mismatch distance of (w; x) is above some
threshold, or (ii) for every pair (w; x) where w is in the set and x is the Watson–Crick
complement of a distinct word in the set, the mismatch distance of (w; x) is above
some threshold, or both [1,5,11,21,12,19,20,22,52,54]). Constraint (i) is intended to
inhibit interaction (formation of duplexes) between pairs of words in the set, whereas
condition (ii) is intended to inhibit interaction between a word in the set and the
complement of a distinct word in the set.
• Mismatch distance adjusted for shifts: Let w′ be a pre8x or suTx of w, and x′ be
a pre8x or suTx of x, where w′ and x′ have the same length n− i. De8ne the shift-
adjusted distance of (w′; x′) to be i plus the mismatch distance of (w′; x′). Then the
shift-adjusted mismatch distance of pair (w; x) is the minimum shift-adjusted distance
of (w′; x′), taken over all pre8x=suTx pairs (w′; x′) [21,19,20].
• Length of repeated runs: A repeated run in a strand is a sequence of identical
bases. Some designs limit the maximum length of repeated runs in words and in
concatenations of words [4].
• Subword distance: The subword distance of (w; x) is the length of the longest strand
z that is a subword of both w and x [2,41,60].
• Several variations of the free energy measure, adapted to pairs of strands (w; x)
that are not perfect complements of each other, have also been considered. One,
based on the so-called staggered zipper model, is the minimum free energy of all
pairs (w′; x′) for which w′ is a subword of w, x′ is a subword of x, and w′ and
x′ are complementary [3,23,46]. Another variation adapts the free energy formula
(correction factor+
∑n−1
i=1 w(gi)) so that, as before, gi is the nearest neighbour group
wiwi+1=xn−i+1xn−i and now w(gi) is zero if wi and xn−i+1 are non-complementary
bases or wi+1 and xn−i are non-complementary bases [19]. The BIND simulator
of Hartemink and GiFord [25] predicts the binding speci8city of pairs of oligonu-
cleotides, based on melting temperature calculations that take shifts and mismatches
into account.
2.2.3. Non-interaction: constraints on larger groups of words
In cases where long strands are concatenations of DNA words, many designs enforce
constraints on 8xed-length windows that can arise in any long strand. Although the
number of strands may be exponential in the size of the DNA word set, the number of
distinct windows is bounded, usually by the square of the size of the word set, since
typically the window spans at most two words. Many designs require that windows,
pairs of windows, and windows and the complements of DNA words satisfy constraints
based on the melting temperature, GC content, mismatch distance, repeated bases, and
subwords distance measures listed in Sections 2.2.1 and 2.2.2 [4,10,16,47,53]. Since
a window may span more than one word, such constraints in eFect involve multiple
words.
For example, Braich et al. [4] design their word set so that words have length 15
and are over a three-letter alphabet (no G’s). The word set has no repeated runs of
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length more than 4. In addition, there is a mismatch distance of at least 4 between
the complement of each word and every 15-base window of the sequence library, and
between every pair of 15-base windows. Finally, the subword distance between any pair
of 8-base windows and between the complement of a word and any 8-base window is
at most 7. Similarly, Faulhammer et al. [16] constrain windows in their RNA strand
pool using the mismatch distance and subword distance constraints, as well as using a
three-letter alphabet (again G’s are excluded).
A related constraint on triples of words is used by Brenner and Lerner [6], in an
application where DNA tags and the polymers to be tagged are chemically synthesized
in an alternating parallel fashion at opposite ends of the polymer. Thus, each code
word (or tag) is the concatenation of “units”, one per monomeric chemical unit in the
polymer. The units are designed to have the comma-free constraint: no unit x occurs
as a substring in the concatenation of two other distinct units yz.
2.3. Statistical formulation of the word design problem
So far, we have described the word design problem in terms of threshold-based
constraints: words (or windows) are designed so that certain measures of each pair of
words (or 8xed sized set of words) exceed given thresholds. An alternative formulation
of the word design problem by Garzon et al. [23] and Rose et al. [46,45], motivated by
principles of statistical mechanics, assigns a weight Z to each possible “hybridization
con8guration” for all word pairs (w; x). Hybridization con8gurations include perfectly
matched duplexes and also mismatch con8gurations: partially mismatched duplexes
formed from word pairs or from a word and the complement of another word. Associ-
ated with each hybridization con8guration j is its free energy PGj (see Section 2.2.2).
The statistical weight of the con8guration is exp(−PGj=RT ), where R is the molar gas
constant and T is temperature. Let Ze be the sum of these statistical weights over all
error con8gurations, and let Zc be the sum of the Z’s over all con8gurations. In the
statistical formulation of the word design problem, the task is to 8nd a set of words
for which Ze=Zc is small.
2.4. Results and further areas for research
The vast literature on design of codes is very relevant to DNA word design. However,
there are many new questions and challenges posed by DNA word design that require
further study.
The classical theory of codes provides constructions and bounds on sets of code
words satisfying the mismatch distance (or Hamming distance) constraint (see the text
by MacWilliams and Sloane [36] for a comprehensive treatment or [15] for a short
survey). Some tables listing the best-known sizes of code sets over the binary alphabet
can be found, for example, in the work of Brouwer et al. [9], although even for
relatively small values of the code word length and the distance threshold, the size of
maximum code word sets are still unknown [34,31]. Less is known about optimal sizes
of code word sets over a four-letter alphabet. DNA code words with 8xed GC content
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are a natural analogue of constant weight binary codes [9,33], in which the fraction of
1’s in each code word is 8xed.
The theory of comma-free codes and DeBruijn sequences [13] provides results on
construction of DNA word sets that, when concatenated in any order, have the property
that the complement of any word does not perfectly match any window of the same
length in the concatenated strand [5,53]. To our knowledge, however, there is no theory
for construction of code words that satisfy mismatch constraints adjusted for shifts when
the number of mismatches is ¿1.
Results from coding theory have been applied to obtain several bounds and con-
structions for DNA word sets with the property that the mismatch distance between
each word and the complement of each distinct word is at least some threshold, d
[11,12,38]. Marathe et al. [38] also provide constructions of DNA word sets for which,
in addition, the mismatch distance between each pair of words is above some thresh-
old. They also describe dynamic programming algorithms that can calculate the total
number of words of length n whose free energy value (as approximated by a formula
of Breslauer et al.) falls in a given range, and output a random such word.
Ben-Dor et al. [3] consider the problem of designing a DNA word set based on
constraints derived from the 2–4 rule for estimating melting temperature. They assign
a weight to a strand, namely the estimate of melting temperature of the duplex formed
from the strand and its complement given by the 2–4 rule (see Section 2.1). They
de8ne a set of DNA words to be a c–h code if: (i) the weight of every word in the
set is at least h and (ii) any strand that has weight at least c occurs at most once as a
substrand in any word in the set. They provide strong upper and lower bounds on the
optimal size of such DNA word sets.
In light of the diTculty in 8nding theoretical constructions of optimal codes, stochas-
tic search methods have also been used for construction of good binary codes [14,30].
Many experimental groups in the area of DNA computing have developed their own
programs for designing word sets, each employing somewhat diFerent design criteria.
Deaton et al. [11,12] describe genetic algorithms for 8nding DNA codes that sat-
isfy several constraints, including mismatch constraints adjusted for shifts. Heuristic
methods for 8nding good DNA encodings have also been described by Garzon et
al. [23] (EDNA simulator), Zhang and Shin [62], and Hartemink et al. [26] (SCAN
simulator).
Some DNA word design programs are publicly available. The DNASequenceGener-
ator program [43,17] designs DNA sequences that satisfy subword distance constraints
and, in addition, have melting temperature or GC content within prescribed ranges.
The program can generate DNA sequences de novo, or integrate partially speci8ed
words or existing words into the set. The PERMUTE program was used to design the
sequences of Faulhammer et al. [10] for their RNA-based 10-variable computation.
Since these methods design DNA words with diFerent constraint sets, there has been
no extensive comparison of results from diFerent methods, and thus poor understanding
of which stochastic search principles are most eFective in 8nding optimal or close-to-
optimal DNA word sets.
Finally, we note that there is also a need for theoretical work aimed at understanding
the eFectiveness of “local” constraints, such as mismatch constraints on words or on
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short windows, in ensuring that long strands, formed by concatenating words, meet
“global” constraints such as having no secondary structure.
3. Designing strands with structure for DNA computation
Properties of the secondary structure of DNA strands have been exploited for per-
forming DNA computations in several ways. For example, Winfree et al. [59] proposed
a method for self-assembly of DNA molecules in a programmable fashion. Sakamoto
et al. [48] have examined computational models, based on hairpin loop formation, in
which both an input to the computation and state transition information are encoded in
a DNA strand. Yurke et al. [61] constructed a simple DNA machine from three strands
that acts as a molecular tweezers, fueled by auxiliary DNA strands.
All of these uses of DNA molecules rely on strands that have structural properties
that extend well beyond word stability and non-interaction described in the last section.
In this section, we 8rst describe strand design requirements for self-assembly compu-
tation. We then brieMy review algorithms for prediction of secondary structure, and
the models for secondary structure underlying these algorithms. Finally, we describe
inverse secondary structure prediction problems which arise in the design of strands
for self-assembly and other forms of DNA computation that exploit the structure of
strands.
3.1. Self-assembly computation
Winfree et al. [59,57] describe a theoretical model for self-assembly of DNA molecu-
les into lattices, so as to simulate the assembly of Wang tiles. Wang tiles are rectangular
tiles with labelled edges; simple constraints are placed on the ways that tiles can be
aligned, based on the edge labels. It is known that Wang tiles can be designed so that
they assemble precisely in a manner that simulates the operation of a Turing machine
on a given input.
In an experimental work, Winfree et al. [58,57] designed multi-stranded molecules
of DNA that mimic Wang tiles, in that they self-assemble in a pre-programmed fash-
ion (see Fig. 1). The molecules are shaped in such a way that four single-stranded
sequences, called sticky ends, correspond to sides of a Wang tile. A sticky end can be
thought of as a colouring that matches only with its complement. Hence, if one side
of a tile molecule is 8guratively the “blue” side, it bonds only with a “complement
blue”, and not with any other non-matching sides on other tiles in the experiment. The
design criteria are, therefore, two-fold: 8rst, tiles must consistently form tile molecules
of a certain structure, and secondly, tiles must be able to 8nd one another and bond
to construct a lattice of correctly matched Wang tiles.
The obstacles to overcome in the creation of these tile molecules were those seen in
vivo. “Wild” RNA secondary structures with complex geometry often shift through a
series of related but non-identical folds, which would make structure formation vulner-
able if subcomponents came together at inopportune times. In tile formation, a number
of separate DNA strands must bond in an intricate cross-over fashion, (adding rigidity
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Fig. 1. Tile molecules used in the work of [57,58]. A striped two-dimensional lattice constructed from two
types of tiles is shown at the top left. DAO (double, anti-parallel, odd spacing) molecules representing each
tile are shown at the top right. Crossover points are circled and the base sequences of sticky ends are given.
The lattice topology produced from correct assembly of the tiles is shown at the bottom. Printed with the
kind permission of E. Winfree.
to the molecule) and the design of the strands must ensure that no unwanted interaction
(bonding) occurs within or between strands.
A further consideration is the angular stability of the structural components in the
formed tile molecules. Multi-stranded DNA molecules often contain branch formations
[50,51]. A branch formation, also known as a junction or a multi-loop, is a structure
formed when three or more helices meet, such as the four-armed multi-loop of Figs.
4 and 5 in the appendix. The angles at such junctions may not be rigid, and in any
case are constrained by the twist (like the cord from a phone base to the receiver) in a
double helix. Regular B-form DNA double helices have 10 base pairs per spiral twist.
Other forms of DNA do exist in vivo: Z-form DNA molecules have 12 base pairs
per spiral twist, due to the high incidence of stable C–G base pairs, which causes the
angle of the bonding parts of the molecule to the external parts of the molecule to be
comparatively small.
In response to these considerations, Winfree et al. [58] constructed tile molecules
which, roughly speaking, consist of two side-by-side double-helix sequences that are
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linked (crossover) at two junctions. One example is the DAO (double crossover, anti-
parallel, odd spaced) molecule of Fig. 1, formed from four strands of DNA. These
molecules have an odd number (3) of helix half-turns in the 16 base pairs between
the two crossover points. The DAO molecule’s rigidity helps to ensure that the sticky
ends do not become involved in pair bonding within the molecule or that two sticky
ends of one molecule do not bond with two sticky ends from a second molecule.
A precise formulation of the strand design problem for tiles would require a sound
model of secondary structure formation in DNA molecules. Secondary structure for-
mation depends strongly on thermodynamic interactions between bonding pairs; intu-
itively, base pairs bond so as to create the lowest possible energy state. It is desired
to 8nd strands for which the free energy diFerence between the desired secondary
structure and all other secondary structures is maximized. We note that other factors
such as hydrostatic forces (the interactions of the molecules with the surrounding Muid
forces), geometric forces (whether the molecule is B or Z or some other form), and
base solution properties (including the molar strength, acidity, and temperature of the
solution) also inMuence the shape of the molecules. However, prediction of the sec-
ondary structure of RNA molecules is a useful step in understanding the molecule’s
geometry.
To date, energy-based models of secondary structure formation pertain to single DNA
molecules. We describe two prediction algorithms based on free energy models in the
next section. In Section 3.3, we return to the inverse secondary structure prediction
problem which is relevant to strand design.
3.2. Secondary structure formation with a single DNA strand
A molecule’s secondary structure is a list of the bonding base pairs that hold together
the tertiary structure. In what follows, if 5′-b1b2 : : : bn-3′ is a DNA or RNA molecule,
we represent the secondary structure as a list of pairs (i; j); 16i =j6n. The pattern
of pair bonds can be quite complex in vivo, but simple models of secondary structure
limit patterns of bond formation as follows. Given the base pairs (i; j) and (i′; j′),
bonds must occur in one of two ways:
• Inclusive bonding: i¡i′¡j′¡j, suggesting that (i; j) includes (i′; j′).
• Precedent bonding: i¡j¡i′¡j′, suggesting that (i; j) precedes (i′; j′).
In many cases in vivo, there exist bonds that violate these rules, so that i′¡i¡j′¡j.
An example of this formation might be if two loops in a simple secondary structure,
which obey the simpli8ed rules, contain non-bonding bases that then are able to form
bonds with one another. These sorts of bonds are referred to as pseudoknots.
In a pseudoknot-free secondary structure, the paired bases partition the molecule
into loops. There are a number of types of loops that a secondary structure may form.
The simplest loop with unpaired bases, which shows up in any non-empty secondary
structure made from one strand, is the hairpin loop. This loop is created when the
strand makes a “U-turn” to fold back onto itself. On the other end of the scale, the
most complex of the loops is the multi-loop, which is created when a number of helix
arms come together at a junction. Recall the specialized form of this loop, the branched
junction, which usually describes a cruciform-shaped multi-loop with no unpaired bases.
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More generally, multi-loops may contain unpaired bases that separate helix arms. For
uniformity, stacked pairs, namely two pairs (i; j) and (i+1; j− 1) (that may form part
of a longer helix in the structure) are also considered to be a loop.
Associated with a secondary structure of a strand is its free energy, which is a
measure of the stability of the structure. Extensive experimental observation by Freier
et al. [18] has lead to a model for predicting the energy of pseudoknot-free secondary
structures. The energy of a secondary structure is the sum of the contributions of its
loops. As in the model for the free energy of a perfectly matched duplex described in
Section 2.1, stacked pairs (which are analogous to nearest neighbour pairs) contribute
a negative energy, and thus are considered to stabilize the structure. Other loops in a
structure are by and large destabilizing, that is, contribute positive energy.
Zuker et al. [65] have used this energy model to predict the minimum energy sec-
ondary structure of an RNA strand using a dynamic programming method. The energy
minimization algorithm de8nes two diFerent functions, W and V , where W (i; j) is
the minimum folding energy, taken over all possible foldings between the bases in
positions i and j. W satis8es the following identity [64] (base cases excluded):
W (i; j) = min
[
W (i + 1; j); W (i; j − 1); V (i; j); min
k:i6k6j
{W (i; k) +W (k + 1; j)}
]
:
V (i; j) is the minimum folding energy taken over all possible foldings between the
bases in positions i and j in which (i; j) is paired. V (i; j) also satis8es an inductive
identity that has terms for each type of loop (omitted here). Based on these and
other identities, Zuker’s algorithm predicts the optimal secondary structure of a strand
of length n in O(n3) time. An online implementation of the algorithm is available
[63].
McCaskill [39] proposed another approach to RNA or DNA secondary structure,
which we call the partition function algorithm. In vivo, some RNA molecules do
not stabilize to one single structure but rather cascade through a series of related
low-energy structures. A model based on the so-called partition function for RNA
secondary structures (analogous to the partition function from statistical mechanics)
associates a probability with each possible (pseudoknot-free) secondary structure of
an RNA molecule. Thus, associated with each possible base pairing of the molecule
is a weight, de8ned to be the sum of the probabilities of the structures in which it
occurs. The partition function algorithm uses a clever dynamic programming approach
to calculate the weight of each possible base pair. The output of the algorithm is not a
single de8nitive structure, but rather the set of base pair weights, which gives the user
an idea of the structures likely to be formed by the input sequence, An implementation
of the partition function algorithm by Hofacker et al. [29] is available in a suite of
programs known as the Vienna Package [28].
We note that the pseudoknot structure has been shown to be quite important in
a variety of cellular functions, and algorithms that can predict pseudoknot secondary
structures would be useful. At this time, there are not general, experimentally derived
energy models for pseudoknot energies. This makes the development of prediction
algorithms diTcult, although some work has been done on theoretical models. LyngsH
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and Pedersen [35] and Rivas and Eddy [44] have each developed models of algorithms
to predict certain classes of pseudoknots. However, initial investigation into a most
general model for structure prediction, with a highly abstracted energy function,
suggests that the problem of structure prediction with pseudoknots may be NP-complete
[35].
3.3. Inverse secondary structure prediction
The simplest form of the inverse secondary structure prediction problem, which is
already very relevant to strand design, is as follows: given a secondary structure S
(that is, a list of pase pair indices) for an RNA (or DNA) strand of length n, 8nd
a strand whose minimum free energy structure is S (according to the loop-based free
energy model of the type described in Section 3.2).
It is an open question whether a polynomial time algorithm exists for inverse sec-
ondary structure prediction. Two heuristic algorithms have been implemented by
Hofacker et al. [29]. Both are stochastic local search methods, starting from a ran-
domly generated sequence of the requested length or from a sequence input by the
user. One algorithm, which we call the inverse-MFE algorithm, calls a free energy-
based structure prediction algorithm similar to that of Zuker [65] at each step in the
search, and modi8es the current sequence based on diFerences between the structure
output by the Zuker algorithm and the desired structure S. The second algorithm, which
we call the inverse-partition-function algorithm, modi8es the current sequence based on
the base pair probabilities output by the partition function algorithm of McCaskill [39].
Our own experimentation with these two algorithms suggests that the inverse-partition-
function algorithm may have a greater likelihood of 8nding a sequence that will fold
into our desired structure when given a reasonable starting sequence (see the appendix
for example trials of the MFE and partition function). With a running time of O(n6),
both algorithms require much time as the length of the sequence grows large.
A generalization of the inverse structure prediction problem arises when the desired
structure is composed of more than one strand. Researchers have been using a sequence
symmetry-based approach, which in the terminology of Section 2 is a subword dis-
tance maximisation approach. Seeman [50] has designed a user-directed strand design
algorithm for DNA strands, and describes use of the algorithm for design of branched
junctions and other unstable structures. Roughly, a semi-automatic sequence assignment
then takes place by alternating the following steps. The user suggests an assignment
of bases to a short, 8xed-length subsequence—called a chunk—of the sequences to
be designed. The algorithm then checks that the sequences of base pairs assigned
so far, including the new chunk, satis8es the subword distance constraint and if not,
gives the user the option of reassigning the chunk. Sequence symmetry minimization
methods have also been successfully used by LaBean et al. [37], Winfree et al. [58],
and Sakamoto et al. [48] to create sequences that fold into desired structures. In the
strands comprising the DAO molecules of Fig. 1, there are no 6-base subsequences
(subwords) complementary to other 6-base subsequences except as required by the
design.
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3.4. Further areas for research
Development of eTcient algorithms for secondary structure prediction in the presence
of pseudoknots is currently an active research area [35,44]. Extension of energy-based
secondary structure models and secondary structure prediction algorithms to multiple
strands would also be useful in formulating the strand design problem for multiple
strands.
To date, approaches to inverse secondary structure prediction, even for single-stran-
ded structures, are heuristic in nature. These methods, particularly the inverse-partition-
function algorithm described in Section 3.2, work well in practice, suggesting that
it may be possible to eTciently solve the inverse structure prediction algorithm for
“reasonable” structures with relatively long stabilizing helices. In particular, it would
be interesting to know on which structures the sequence symmetry-based methods are
successful.
Generalizations of the simplistic inverse structure design problem described at the
start of Section 3.3 more faithfully capture the strand design problem. For example,
it is desired to have algorithms for inverse structure design that produce a strand
(or strands) with maximum free energy diFerence between the desired and undesired
conformations.
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Appendix
Here, we report on runs of the inverse-MFE and inverse-partition-function algorithms
for inverse RNA secondary structure prediction (see Section 3.3). These heuristic search
algorithms are available through the Vienna Package [28]. Both algorithms take as input
a description of a pseudoknot-free secondary structure. Ideally, the algorithms output
a strand which is predicted (by a variant of Zuker’s dynamic programming algorithm)
to fold into the given input structure. If no such strand is found, the algorithms output
the “best” strand found during the search.
The input secondary structure is represented as a string over the alphabet {(; ); :},
such as ((::(((:::)))::)). In this representation, matching parentheses represent base pairs
in the secondary structure and :’s represent unpaired bases, with the left end of the string
corresponding to the 5′ end of the strand. Thus, the example string above represents
the secondary structure
{(1; 17); (2; 16); (5; 13); (6; 12); (7; 11)}:
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Fig. 2. Secondary structure of the output of the inverse-MFE algorithm on input ((::(((:::((:::)):::))))). Dots
represent bonds between base pairs. The output strand does not form the base pairs at the ends speci8ed
in the input structure. The call to the program in this case was “RNAinverse -Fmp -f 0.5” and the search
started from the string UAUUAAUUACUCGGUAAAAUGUUAA.
Figs. 2 and 3 show the outputs of the inverse-MFE and inverse-partition-function al-
gorithms, respectively, on the input S=((::(((:::((:::)):::))))). The inverse-MFE algorithm
failed to 8nd a correct output strand; the strand found, namely UUCUAGUUACGCG-
GUGCAAUGCUAA, is predicted to fold to the structure :::((((:::((:::)):::)))), with a
(minimum) free energy of −2 kcal=mol. The free energy of the output strand, when
folded into the input structure S, is 3:1 kcal=mol. In contrast, the inverse-partition-
function algorithm 8nds a correct output, namely GGUUACCUCGGCAUUGCAU-
UGGUCC which has a minimum free energy of −3 kcal=mol when folded according
to S, in a reported time of 1:24 s.
Our second pair of example runs from the two programs is on the input
S ′ = ((((::(((::::))):(((::::))):(((::::)))::)))):
Figs. 4 and 5 show the outputs of the inverse-MFE and inverse-partition-function algo-
rithms, respectively, on the input S ′. Again, the inverse-MFE algorithm failed to 8nd
a correct output strand but the inverse-partition-function succeeds.
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Fig. 3. Secondary structure of the output of the inverse-partition-function algorithm on input
((::(((:::((:::)):::))))). The output strand is predicted to fold in accordance with the input structure.
Fig. 4. Secondary structure of the output of the inverse-MFE algorithm on input
((((::(((::::))):(((::::))):(((::::)))::)))). In the southern helix of the secondary structure there are 8ve
helix pairs rather than four.
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Fig. 5. Secondary structure of the output of the inverse-partition-function algorithm on input
((((::(((::::))):(((::::))):(((::::)))::)))). The output strand is predicted to fold in accordance with the input struc-
ture. The strand was found in a reported time of 3:3 s.
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