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Abstract
We numerically investigate, and improve upon, a computational ap-
proach originally introduced in [4] which aims at evaluating the effective
coefficient of a medium modelled by a highly oscillatory coefficient. This
computational approach is based on a Arlequin type coupling. It combines
the original fine-scale description of the medium (modelled by an oscil-
latory coefficient) with an effective description (modelled by a constant
coefficient) and optimizes upon the coefficient of the effective medium to
best fit the response of the actual heterogeneous medium using a purely
homogeneous medium. We present here a mathematical formalization of
the approach along with various improvements of the algorithms, in order
to obtain a procedure as efficient as possible. Representative numerical
results demonstrate the added value of our approach in comparison to the
original approach.
1 Introduction
In this article, we investigate and improve upon a numerical approach originally
introduced in [4] for the practical computation of the homogenized coefficients
associated to elliptic problems with highly oscillatory coefficients. The approach
aims to define and construct a non-oscillating coefficient k (think e.g. of a con-
stant matrix coefficient) that is consistent, in a sense to be made precise, with
the behavior of an heterogeneous material modelled by an (possibly matrix-
valued) highly oscillatory coefficient kε. Such an approach can be considered as
an alternative pathway to standard homogenization techniques when these latter
are difficult to use in practice, in particular when information is missing on the
coefficient kε. Of course, modelling the material with the constant coefficient k
(rather than with the function kε) allows for much more affordable approaches,
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since there is no small lengthscale in that coefficient. A central question, inti-
mately related to homogenization theory, is to construct in an efficient manner
this constant matrix coefficient.
The last two authors have already addressed this question in [8]. The idea
there was to compare the response of the actual media to various solicitations
(that is, right-hand sides) with, for the same solicitation, the response of an ho-
mogeneous medium with an arbitrary constant, homogeneous coefficient. This
constant coefficient was optimized upon, such that the comparison is eventually
perfect.
This article presents a mathematical and numerical study of an alternative
computational approach initially introduced in [4]. This approach combines
the original fine-scale description of the medium (modelled by the oscillatory
coefficient kε) with an effective description (modelled by the constant coefficient
k). In [4], the coupling between these two models is implemented using the
Arlequin technique, initially introduced in [2, 3] as a seamless strategy to couple
two models different in nature. The specificity of the Arlequin approach (with
respect to other coupling approaches) is that it smears out the interface between
the models, typically as in “α1 times the first model+ α2 times the second model”,
where α1 and α2 = 1 − α1 are weighting functions that implicitly define the
regions of the computational domain in which either of the models is used. In [4],
the Arlequin approach is employed with the specific objective of practically
computing homogenized coefficients. In that case, the two models coupled are
the reference heterogeneous model and an arbitrary homogeneous model. The
work [4] proceeds by optimizing upon the coefficient of the effective medium, in
order to best fit the response of the actual heterogeneous medium using a purely
homogeneous medium. In the limit of asymptotically infinitely fine structures,
the approach yields an approximate value of the homogenized coefficient.
We emphasize several interesting properties of the approach introduced in [4].
First, this approach does not need (in sharp contrast to classical homogenization
approaches) a complete knowledge of the oscillatory coefficient. It only requires
to be able to solve the coupled problem defined by the Arlequin scheme. In
spirit, we could even think of replacing the computation in the region modelled
by kε by an actual experiment. Second, and again in sharp contrast to clas-
sical homogenization approaches, an approximation of k? is obtained without
computing any corrector function and without any geometric assumption on
kε (such as periodicity, . . . ) besides the fact that its homogenized limit is a
constant coefficient (for the sake of simplicity, we will only consider this case
hereafter; note however that the approach can be extended to cases where k? is
not constant, by suitably enlarging the search space for the tentative coefficient
k).
Motivated by these interesting and unusual features, our aim in this article is
to mathematically formalize the problem and to investigate how to improve on
the practical algorithm, in order to obtain a more efficient procedure. We refer
to the upcoming companion article [6] for a theoretical study of the problem.
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We note that, although different in terms of the objects that are manipu-
lated, our former work [8] and the present one share many similarities in their
spirit. They both are devoted to engineering-type approaches to approximate
the effective coefficient of a heterogeneous medium without explicitly comput-
ing the usual ingredients of homogenization (corrector function, homogenized
matrix), for example because the latter require the complete knowledge of the
microstructure everywhere within the medium. In addition, they both are based
on the concurrent use of the reference heterogeneous model and an arbitrary ho-
mogeneous model, and on an optimization procedure upon the coefficient of the
effective medium. They however differ in how the two models are simultaneously
used, and in the criterion that is minimized in the optimization loop.
This article is organized as follows. First, in Section 2, we briefly describe
the Arlequin coupling method and we discuss the approach of [4] in details.
In Section 3, we present several algorithmic improvements which are all illus-
trated with representative numerical experiments on several test cases, thereby
demonstrating the added value of our approach in comparison to the original
approach. In short, these improvements are the following:
• the Arlequin approach is based on the minimization of some energy under
some constraint, and therefore leads to the introduction of a Lagrange
multiplier. In Section 3.1, we suggest an enriched discretization space for
this Lagrange multiplier which is better adapted to the problem at hand
than the generic choice, the latter leading to a non-consistent approach.
At almost no additional computational cost, this leads to a significant
reduction of the error in the approximation of the homogenized coefficient.
On the example we consider, the error decreases from 10% to 0.4%.
• the approach of [4] proceeds by optimizing upon the coefficient of the effec-
tive medium. In Section 3.2, we propose a strategy to define an adequate
initial guess to initialize the optimization loop, which allows the Newton
algorithm to converge much faster (typically in two iterations instead of
nine).
• in the random setting, we show how variance reduction type methods can
be implemented within the approach in order to reduce the statistical noise
in the approximation of the homogenized coefficient (see Section 3.4). The
method suggested here, and borrowed from one of our previous work [10]
in a different context, amounts to better selecting the realizations of the
random medium. As for the other improvements, there is no additional
cost in implementing this method.
• as is well-known, the standard homogenization approach yields not only
the homogenized coefficient, but also corrector functions, which are useful
e.g. to reconstruct an H1 approximation of the oscillatory solution. In
Section 3.5, we show how to extend the approach of [4] in order to recon-
struct an approximation of the correctors again at no additional cost.
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Several variants of the standard setting we have just described are briefly men-
tioned in the course of Sections 2 and 3. They lead to qualitatively similar
theoretical conclusions and algorithmic improvements. All such variants are
collected in Section 4.
2 Computation of the homogenized coefficient us-
ing the Arlequin approach
The works [2, 3] introduce a now well-established coupling approach, namely the
Arlequin approach, which (among many other applications, see [2, 3, 5, 11] for
general references) is next used in [4] for the specific purpose of approximating
the homogenized coefficient of a heterogeneous medium. In short, the approach
of [4] consists in dividing the computational domain in three disjoint regions
(see Figure 1). The first, inner region Df explicitly accounts for the fine-scale
structure (modelled by an oscillatory, possibly matrix-valued, coefficient kε).
This first region is surrounded by a second region Dc, where the two models are
simultaneously considered: the fine-scale structure, and the effective medium
(modelled by a constant, again possibly matrix-valued, coefficient k). In that
second region, the two models are coupled so that, in a sense made precise in
the sequel, they are consistent on average. The second region is surrounded by
a third region D, where only the effective medium is considered, and on the
exterior boundary of which suitable boundary conditions are imposed. More
precisely, Dirichlet boundary conditions are imposed on some part Γ of the
exterior boundary of D, as shown on Figure 1. Of course, D, Dc and Df
could be arranged in a different manner, Dirichlet boundary conditions could
be imposed on some other part of the exterior boundary of D, . . .
For simplicity of exposition, we assume throughout the article, unless oth-
erwise stated, that kε, its homogenized coefficient k? and the tentative homo-
geneous coefficient k are all scalar quantities. This assumption can be relaxed,
as shown in Section 3.3: in the numerical computations described there, we
consider k to be a true matrix, thereby showing that the approach carries over
to cases more general than the scalar case. For the well-posedness of the mathe-
matical problem, we also assume that, on Dc∪Df , the coefficient kε is bounded
and bounded away from 0 uniformly in ε.
The idea in [4] is to optimize upon the coefficient k of the effective medium
in order to best fit a linear field throughout the domain. The rationale behind
this strategy is the following. Formally, the heterogeneous coefficient kε can
be replaced by its homogenized limit k?. It is then clear that, if k = k?, then
the response of the material is linear, because the whole domain is modelled
by a constant coefficient. As shown below, the converse is also true: if the
response of the material is linear, then the material is homogeneous and k = k?.
Optimizing upon the coefficient k in order to best fit a linear field is thus a
way to enforce k = k?. The approach of [4] thus provides a mean, alternate to
standard homogenization strategies, to compute the homogenized coefficient.
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Figure 1: Decomposition of the computational domain into three disjoint sub-
domains: a subdomain D where only the effective model is defined, a subdomain
Df where only the fine model is defined and a subdomain Dc where both models
are defined and over which they are coupled (the subscripts f and c obviously
stand for “fine” and “coupled”). Dirichlet boundary conditions are imposed on
Γ, which is the part of the exterior boundary of D consisting of the two black
thick vertical lines.
As pointed out at the end of the Introduction, the heterogeneous model
and the tentative effective model can actually be coupled in various ways. We
postpone a brief description of these variants until Section 4.
2.1 The Arlequin coupling
As mentioned above, the coupling between the two models in [4] is performed
using the Arlequin method, which consists in considering the following mini-
mization problem:
inf
{ E(u, uε), u ∈ H1(D ∪Dc), u(x) = x1 on Γ,
uε ∈ H1(Dc ∪Df ), C(u− uε, φ) = 0 for any φ ∈ H1(Dc)
}
, (1)
where the energy E is the sum of the contributions of each of the three subdo-
mains:
E(u, uε) = 1
2
ˆ
D
k |∇u(x)|2 + 1
2
ˆ
Df
kε(x) |∇uε(x)|2
+
1
2
ˆ
Dc
(1
2
k |∇u(x)|2 + 1
2
kε(x) |∇uε(x)|2
)
. (2)
The last term in E accounts for the energy in the domain Dc, where the two
models co-exist and are equally weighted. Introducing the function α1 defined
5
by
α1(x) = 1 in D, α1(x) =
1
2
in Dc, α1(x) = 0 in Df , (3)
and the function α2 defined by α2(x) = 1−α1(x) in D ∪Dc ∪Df , we can write
the energy (2) in the form
E(u, uε) = 1
2
ˆ
D∪Dc∪Df
α1(x) k |∇u(x)|2 + α2(x) kε(x) |∇uε(x)|2.
Note that other choices for the weighting functions α1 and α2 are possible, as
discussed in Section 4.1 below.
As pointed out above, we note that linear boundary conditions are enforced
on u (on Γ ⊂ ∂(D ∪ Dc ∪ Df )) in (1). Furthermore, the coarse and the fine
solutions u and uε are consistent with one another in Dc, given the constraint
C(u− uε, φ) = 0 in (1), where C is defined by
∀u ∈ H1(Dc), ∀φ ∈ H1(Dc), C(u, φ) =
ˆ
Dc
∇u · ∇φ+ uφ. (4)
It is easy to show (by considering minimizing sequences and the strong con-
vexity of E) that, for any k > 0, Problem (1) has a unique minimizer.
2.2 Optimization upon the effective coefficient
We now explain how it is possible, by optimizing upon k, to compute the ho-
mogenized coefficient k? associated to the highly oscillatory function kε, in the
case when that homogenized limit k? is a constant coefficient. We argue on the
basis of the Arlequin coupling approach described in Section 2.1, but we em-
phasize that a similar strategy can be introduced for other coupling approaches,
as outlined in Section 4.2 below.
Consider temporarily the limit ε → 0. Then Problem (1) is, at least for-
mally (and we show by our analysis in [6] that this is indeed the case after
discretization), well approximated by its homogenized limit
inf
{ E?(u, u0), u ∈ H1(D ∪Dc), u(x) = x1 on Γ,
u0 ∈ H1(Dc ∪Df ), C(u− u0, φ) = 0 for any φ ∈ H1(Dc)
}
, (5)
where the energy E? reads as
E?(u, u0) = 1
2
ˆ
D
k |∇u(x)|2 + 1
2
ˆ
Df
k? |∇u0(x)|2
+
1
2
ˆ
Dc
(1
2
k |∇u(x)|2 + 1
2
k? |∇u0(x)|2
)
. (6)
In comparison to (2), we have replaced in the energy the oscillatory coefficient kε
by its homogenized limit k?. We have the following result on the homogenized
problem (5), the proof of which is postponed until Appendix A:
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Lemma 1. If k = k?, then the solution to (5) is u(x) = x1 in D ∪ Dc and
u0(x) = x1 in Dc ∪Df .
Conversely, if (u, u0) is a solution to (5) with u(x) = x1 in D ∪ Dc, then
u0(x) = x1 in Dc ∪Df and k = k?.
Lemma 1, and in particular its second statement, motivates the idea to com-
pare the solution u of (5) with the reference solution uref defined by uref(x) = x1,
which exactly corresponds to the case when k = k?. Stated otherwise, we opti-
mize upon k by considering the minimization problem
inf
{
J(k), k ∈ (0,∞)} , (7)
with
J(k) =
ˆ
D∪Dc
|∇u−∇uref |2 =
ˆ
D∪Dc
|∇u− e1|2, (8)
where (u, u0) is the solution to (5) (that depends on k). In the homogenized
limit considered here, the infimum of J is zero, and is attained if and only if
k = k?.
In practice, the parameter ε is small but we cannot consider the limit ε→ 0
(and therefore the energy (6)), because we do not know k? beforehand (the
whole point of the approach we are describing being of course to determine this
homogenized coefficient). In addition, Problems (5) and (1) can of course not
be exactly solved in practice, but should be discretized.
A natural method is then to proceed as follows: we minimize (8) with respect
to the coefficient k, where (u, uε) is the solution to (1) (or the solution to its
discretized version that we present in Section 2.3 below, see problem (11)). We
have the following results:
• as shown in [6], when considering the discretized version of (1) (u is then
discretized on a mesh of size H independent of ε and uε is discretized on a
mesh of size h ε), the minimization procedure (7)–(8) yields an optimal
value k
opt
(ε, h,H) which itself converges to k? when ε, h and H tend to
0. More precisely, we show lim
H→0
lim
ε→0
lim
h→0
k
opt
(ε, h,H) = k?.
• in the absence of any discretization, the approach does not yield the value
of homogenized coefficient: if we minimize (8) with respect to k, where
(u, uε) is the solution to the exact problem (1), then we find an optimal
value k
opt
(ε) which is different from the homogenized coefficient k? we
seek, even after passing to the limit ε→ 0. This issue is related to the fact
that, in the absence of any discretization, the constraint C(u− uε, φ) = 0
for any φ ∈ H1(Dc) in (1) imposes u = uε in Dc, which is a strong
requirement. The problem (1) is thus equivalent to minimizing
1
2
ˆ
D
k |∇u(x)|2 + 1
2
ˆ
Dc∪Df
σε(x) |∇uε(x)|2, (9)
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with the transmission condition u = uε across the interface between D
and Dc ∪ Df (and of course the boundary condition for u on Γ), where
the oscillatory coefficient σε is defined by σε(x) =
k + kε(x)
2
in Dc and
σε(x) = kε(x) in Df . The homogenized limit of (9) is then
1
2
ˆ
D
k |∇u(x)|2 + 1
2
ˆ
Dc∪Df
σ? |∇u0(x)|2,
with σ? =
(k + k)?
2
in Dc and σ? = k? in Df . The homogenized coeffi-
cient (k + k)? is in general different from k + k?, thus the fact that the
optimal value k
opt
(ε) converges to a value different from k?. The above
inconsistency is even more evident in dimension d = 1, where it is possible
to analytically solve (1): assuming that kε = kper(·/ε) for a Z-periodic
function kper and that the size of Dc and Df is a multiple of ε, we find
that u′(x) = m/k in D, where m is independent of ε, depends on k and
satisfies
|D ∪Dc ∪Df | = m
( |D|
k
+
|Df |
k?
+ |Dc|
〈
2
k + kper
〉)
,
where 〈·〉 denotes the average over the periodic cell. Considering (for the
sake of simplicity) the minimization of J1D(k) =
ˆ
D
|u′−1|2 instead of (8)
yields the optimal value k
opt
which is defined as the unique solution to
|Dc ∪Df | = |Df | k
opt
k?
+ |Dc| kopt
〈
2
k
opt
+ kper
〉
.
Using Jensen inequality, we observe that k
opt
> k? as soon as kper is not
constant. A similar conclusion is reached when using the actual function
J rather than J1D: k
opt 6= k?.
Considering the discretized version of (1) is thus critical, not only for practical
reasons, but also to have a method that converges to the correct limit. We note
that this is not the case for the homogenized problem (5), as pointed out above
using Lemma 1.
2.3 Discretization
We introduce a coarse mesh TH (of mesh size H) in the subdomains D and Dc
and a fine mesh Th (of mesh size h) in the subdomains Dc and Df (see Figure 2).
We assume that the coarse meshes of D and Dc are consistent with one another
on ∂D∩∂Dc, namely that they match on the interface (and likewise for the fine
meshes of Dc and Df ). We also assume that, in Dc, the fine mesh is a submesh
8
of the coarse mesh. The fine mesh size h is assumed to be much smaller than
the finest oscillations of the coefficient kε: h  ε (say h ≈ ε/10). In contrast,
the coarse mesh size H can be chosen independent of ε, and therefore satisfies
H  h. We next introduce the corresponding finite element spaces:
VH =
{
u ∈ H1(D ∪Dc), u is piecewise affine on the coarse mesh TH
}
,
Vh =
{
u ∈ H1(Dc ∪Df ), u is piecewise affine on the fine mesh Th
}
,
WH =
{
φ ∈ H1(Dc), φ is piecewise affine on the coarse mesh TH
}
. (10)
Figure 2: A coarse (resp. fine) mesh is used in D ∪Dc (resp. Dc ∪Df ).
The minimization problem (1) is then approximated by
inf
{ E(u, uε), u ∈ VH , u(x) = x1 on Γ,
uε ∈ Vh, C(u− uε, φ) = 0 for any φ ∈WH
}
, (11)
where the energy E and the constraint C are defined by (2) and (4). Simi-
larly to (1), problem (11) has a unique minimizer (considering again minimizing
sequences and using the strong convexity of E).
We observe that the constraint C(u−uε, φ) = 0 for any φ ∈WH means that,
on Dc, u is the projection on piecewise affine functions on the coarse mesh TH
of uε, itself a piecewise affine function on Th. In that sense, on Dc, u and uε are
consistent with one another on average. This is a much looser constraint than
in the continuous context, where the constraint implied u = uε on Dc (see (1)
and (4)).
By convexity of the energy and linearity of the constraint (see below), solving
the minimization problem (11) is equivalent to solving the following variational
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formulation: find u ∈ V DirBCH , uε ∈ Vh and ψ ∈WH such that
∀v ∈ V 0H , A(u, v) + C(v, ψ) = 0,
∀vε ∈ Vh, Aε(uε, vε)− C(vε, ψ) = 0,
∀φ ∈WH , C(u− uε, φ) = 0,
(12)
where
V DirBCH = {v ∈ VH , v(x) = x1 on Γ} ,
V 0H = {v ∈ VH , v = 0 on Γ} ,
and where the bilinear forms A and Aε are respectively defined by
A(u, v) =
ˆ
D
k∇u(x) · ∇v(x) + 1
2
ˆ
Dc
k∇u(x) · ∇v(x) (13)
and
Aε(uε, vε) =
1
2
ˆ
Dc
kε(x)∇uε(x) · ∇vε(x) +
ˆ
Df
kε(x)∇uε(x) · ∇vε(x). (14)
Indeed, any minimizer of (11) is a solution to the associated Euler-Lagrange
equations, which read as (12). Conversely, a direct computation shows that, if
(u, uε, ψ) ∈ V DirBCH × Vh ×WH is a solution to (12), then (u, uε) is a minimizer
of (11).
We conclude this section by observing that (12) has a unique solution for
any k > 0. Consider indeed two solutions (uj , ujε, ψj), j = 1, 2, of (12). We then
obtain that (uj , ujε) is a minimizer of (11), and therefore u
1 = u2 and u1ε = u2ε.
The second line of (12) hence yields
∀vε ∈ Vh, C(vε, ψ1 − ψ2) = 0.
We can take vε ∈ Vh such that, on Dc, vε = ψ1−ψ2 (recall that the fine mesh in
Dc is a submesh of the coarse mesh). We therefore obtain C(ψ1−ψ2, ψ1−ψ2) =
0, which yields ψ1 = ψ2 and therefore the uniqueness of the solution to (12).
2.4 Extension of the approach to random cases
We now consider the case of materials modelled by a random oscillatory coeffi-
cient. Identifying the homogenized coefficient of such materials is known to be
a challenging problem from the practical viewpoint. The approach introduced
in [4] was actually used there for this specific purpose. With the aim to cou-
ple the material modelled by k to an average (over the random realizations) of
the heterogeneous materials modelled by kε(·, ω), we now revisit the approach
described above.
We assume that the fine-scale model is described by the highly oscillatory
random scalar function kε(x, ω). We also assume that the homogenized limit k?
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associated to kε is a constant and deterministic coefficient (this is for instance
the case when kε(x, ω) = ksto(x/ε, ω) for a stationary and ergodic coefficient
ksto), and that k? is scalar-valued. In the random setting (see [5]), the Arlequin
approach consists in considering the minimization problem
inf
{ Esto(u, uε), u ∈ H1(D ∪Dc), u(x) = x1 on Γ,
uε ∈ Vf , Csto(u− uε, φ) = 0 for any φ ∈Wsto
}
, (15)
where Vf = L2
(
Ω, H1(Dc ∪ Df )
)
, Ω is the probability space and where the
energy Esto is
Esto(u, uε) = 1
2
ˆ
D
k |∇u(x)|2 + 1
2
ˆ
Df
E
[
kε(x, ·) |∇uε(x, ·)|2
]
+
1
2
ˆ
Dc
(1
2
k |∇u(x)|2 + 1
2
E
[
kε(x, ·) |∇uε(x, ·)|2
])
.
We note that the function u is deterministic while the function uε is random.
Again, the coefficient k is constant and deterministic, which is reminiscent of
the fact that k? is constant and deterministic. In the energy Esto, we consider
the expectation of the random contribution. The constraint also involves an
average over the realizations: it reads as
Csto(u, φ) = E
[ˆ
Dc
∇u · ∇φ+ uφ
]
.
The Lagrange multiplier space (which used to simply be H1(Dc) in the deter-
ministic context, see (1)) is now given by
Wsto =
{
ψ + θ, ψ ∈ H1mean(Dc), θ ∈ L2(Ω)
}
, (16)
where
H1mean(Dc) =
{
ψ ∈ H1(Dc),
ˆ
Dc
ψ = 0
}
.
Similarly to Problem (1), it is straightforward to show that, for any k > 0,
Problem (15) has a unique minimizer (we refer to [6] for a proof of this claim,
along with some justifications for the above choices).
Solving the minimization problem (15) is equivalent to solving its associated
Euler-Lagrange equations, which read as follows: find u ∈ H1(D ∪ Dc) with
u(x) = x1 on Γ, uε ∈ Vf and ψsto ∈Wsto such that
∀v ∈ V 0, A(u, v) + Csto (v, ψsto) = 0,
∀vε ∈ Vf , Aε(uε, vε)− Csto(vε, ψsto) = 0,
∀φsto ∈Wsto, Csto(u− uε, φsto) = 0,
(17)
where
V 0 =
{
v ∈ H1(D ∪Dc) such that v = 0 on Γ
}
,
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where the bilinear form A is defined by (13), and where the bilinear form Aε is
defined, for any u and v in Vf , by (compare with (14))
Aε(u, v) =
1
2
ˆ
Dc
E
[
kε(x, ·)∇u · ∇v
]
+
ˆ
Df
E
[
kε(x, ·)∇u · ∇v
]
.
In view of (16), the functions ψsto and φsto have the following form:
ψsto(x, ω) = ψ(x) + θ(ω) and φsto(x, ω) = φ(x) + ξ(ω),
where ψ, φ ∈ H1mean(Dc) and θ, ξ ∈ L2(Ω). The system (17) thus reads as: find
u ∈ H1(D ∪Dc) with u(x) = x1 on Γ, uε ∈ Vf , ψ ∈ H1mean(Dc) and θ ∈ L2(Ω)
such that
∀v ∈ V 0, A(u, v) + C(v, ψ) + E
[
θ
ˆ
Dc
v
]
= 0,
∀vε ∈ Vf , Aε(uε, vε)− C(E [vε] , ψ)− E
[
θ
ˆ
Dc
vε
]
= 0,
∀φ ∈ H1mean(Dc), C(u− E [uε] , φ) = 0,
∀ξ ∈ L2(Ω), E
[
ξ
ˆ
Dc
(u− uε)
]
= 0,
(18)
where we recall that the bilinear form C is given by (4) (note that the system (17)
involves Csto, while (18) involves C). Using arguments similar to those used
to show that (12) is well-posed (see the end of Section 2.3), we know that
Problem (18) has a unique solution.
Taking ξ ≡ 1 in the fourth line of (18), we see that the mean over Dc of
u − E [uε] vanishes. The third line of (18) then implies u(x) = E [uε(x, ·)] for
any x ∈ Dc.
Performing a Galerkin discretization of (18) is not straightforward, because
one has to introduce a finite dimensional subspace of the space H1mean(Dc) of
functions with vanishing mean. In practice, we prefer to recast (18) in a slightly
different formulation: find u ∈ H1(D ∪Dc) with u(x) = x1 on Γ, uε ∈ Vf and
ψ ∈ H1(Dc) such that
∀v ∈ V 0, A(u, v) + C(v, ψ) = 0,
∀vε ∈ H1(Dc ∪Df ), Aωε (uε(ω), vε)− C(vε, ψ) = 0 a.s.,
∀φ ∈ H1(Dc), C(u− E [uε] , φ) = 0,
(19)
where the bilinear form Aωε is given by
Aωε (u, v) =
1
2
ˆ
Dc
kε(x, ω)∇u · ∇v +
ˆ
Df
kε(x, ω)∇u · ∇v. (20)
We now discuss the relation between Problem (18) and Problem (19). We first
recall that Problem (18) is well-posed. We have the following result, the proof
of which is postponed until Appendix B.
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Lemma 2. Let (u, uε, ψ, θ) be the solution to (18). Then (u, uε, ψ) is a solution
to (19). Conversely, let (u˜, u˜ε, ψ˜) be a solution to (19). Then u˜ = u, ψ˜ = ψ and
u˜ε(x, ω) = uε(x, ω) + c1(ω) with E[c1] = 0. The solution to (19) is thus unique
up to the addition, for uε, of a random constant of vanishing expectation.
The solution to (19) is not unique, but this does not raise any issue in our
context. Indeed, our aim, following (7), is to minimize the function J defined
by (8). Since J(k) only depends on u (and in particular does not depend on
uε), we can equivalently compute J(k) by solving (18) or (19). In the vein
of the discussion at the end of Section 2.2, we note that we need to consider
the discretized version of (18) or (19) to ensure that the optimization strategy
indeed converges to k?.
Problem (19) needs to be discretized in space (through e.g. the introduction
of finite element spaces) and in probability (using the Monte Carlo method:
introduction of several realizations and replacement of expectations by averages
over realizations).
Considering M realizations, the equations (19) then become: find u ∈
V DirBCH , u
m
ε ∈ Vh for any 1 ≤ m ≤M and ψ ∈WH such that
∀v ∈ V 0H , A(u, v) + C(v, ψ) = 0,
∀1 ≤ m ≤M, ∀vmε ∈ Vh, Amε (umε , vmε )− C(vmε , ψ) = 0,
∀φ ∈WH , C(u, φ)− 1
M
M∑
m=1
C(umε , φ) = 0,
(21)
where the finite dimensional spaces V DirBCH , V
0
H , Vh and WH have been intro-
duced in Section 2.3 and where the bilinear form Amε is given (compare to (20))
by
Amε (u, v) =
1
2
ˆ
Dc
kε(x, ωm)∇u · ∇v +
ˆ
Df
kε(x, ωm)∇u · ∇v,
where kε(x, ωm) is the m-th realization of the random function kε(x, ·).
Problem (21) is huge since it involves M fine-scale functions umε , which are
all discretized on a fine mesh of size h ε. Furthermore, u and all the functions
umε are coupled with one another through the Lagrange multiplier ψ (see the
first and second lines of (21)). As such, problem (21) thus seems intractable.
In Section 3.3 below, we will return to this problem and explain how to recast
it in a convenient way, amenable to be solved at a limited computational cost.
3 Our contributions
We now present our contributions on this problem, following the executive sum-
mary provided at the end of the Introduction. In Section 3.1, we first suggest
a choice of the approximation space for the Lagrange multiplier ψ that is bet-
ter adapted to the problem at hand than the generic choice (10). Second, we
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present a strategy for suitably initializing the optimization loop on the effective
coefficient k (see Section 3.2). We next describe in Sections 3.3 and 3.4 how the
random problem of Section 2.4 can be efficiently solved. We eventually consider
in Section 3.5 the reconstruction of the corrector function, a key ingredient in
homogenization theory.
3.1 Enrichment of the Lagrange multiplier space
As seen above, the Arlequin approach (used here for the specific aim of deter-
mining a homogenized coefficient) amounts to finding some (u, uε, ψ) solution
to (12). For any ε > 0, none of these functions (which all depend on ε) has a
simple expression. However, in the homogenized limit ε → 0, it turns out that
the Lagrange multiplier ψ has a simple expression, as we now explain.
Consider formally the limit ε → 0 again, and assume that the optimization
procedure described in Section 2.2 has converged: we can thus suppose that
k = k? and u(x) = x1 in D ∪Dc. At the continuous level, the first line of (12)
then reads as
∀v ∈ V 0,
ˆ
D
k? e1 · ∇v + 1
2
ˆ
Dc
k? e1 · ∇v + C(v, ψ) = 0.
The function ψ is thus the solution to−∆ψ + ψ = 0 in Dc,∇ψ · n = k?
2
e1 · n on ∂D ∩ ∂Dc, ∇ψ · n = −k
?
2
e1 · n on ∂Dc ∩ ∂Df .
Since k? is a scalar constant, we have ψ = k? ψ0 with ψ0 solution to{ −∆ψ0 + ψ0 = 0 in Dc,
∇ψ0 · n = 1
2
e1 · n on ∂D ∩ ∂Dc, ∇ψ0 · n = −1
2
e1 · n on ∂Dc ∩ ∂Df . (22)
We thus observe that ψ0 can be computed independently of the knowledge of
k?. This motivates the following enrichment procedure. Instead of considering,
in (12), the space WH of the functions of H1(Dc) that are piecewise affine on
the coarse mesh TH , we consider the space
W enrichH = WH + Span ψ0.
With this choice, the approach (12) is now consistent. We then hope (and this
will indeed be the case in the numerical examples discussed below) to reduce
the error with respect to H of the approach. We are indeed enlarging the
discretization space, so that the exact solution (at convergence ε → 0) of the
problem belongs to that space.
Of course, the solution ψ0 to (22) is only approximated numerically in prac-
tice, using e.g. a finite element approach. This computation has only to be
performed once, independently of the number of iterations to solve the mini-
mization problem (7). The additional cost can thus be neglected.
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Note also that ψ0 should be (and can be) approximated with an accuracy
much better than that obtained using a finite element method with piecewise
affine functions on the coarse mesh TH (otherwise, no accuracy gain can be
expected). The mesh used to approximate ψ0 should hence be of size (much)
smaller than H.
As shown on Figure 3, the enrichment of the Lagrange multiplier space turns
out to be very beneficial. The computations are performed in the following two-
dimensional case. Henceforth, we consider the domains Df = (−1, 1)× (−1, 1),
Dc = (−2, 2)×(−2, 2)\Df and D = (−4, 4)×(−4, 4)\(Dc ∪Df ) (see Figure 1).
OnDc∪Df , we consider a periodic checkerboard geometry for the heterogeneous
model: kε is piecewise constant on each cell of size ε× ε, and is equal to either
1 or 2. We set ε = 1/16, and use a fine mesh of size h = 1/64. The coarse mesh
size is H = 1. In that case, the homogenized coefficient is known (although of
course not used in the approach) and is equal to k? =
√
2.
We first plot (see the blue curve) the function k 7→ J(k) defined by (8),
where (u, uε) is the solution to (11) (or equivalently (12)). We see that this
function attains its minimum for k ≈ 1.32. Since k? = √2 ≈ 1.4142 (a value
represented by the green vertical line on Figure 3), we observe that the error
on the evaluation of the homogenized coefficient is of about 10%. In contrast,
we plot (see the red curve) the function k 7→ J(k) where J is again defined
by (8), but where (u, uε) is now the solution to (11) (or equivalently (12)) with
WH replaced by W enrichH . We see that this function attains its minimum for a
value of k ≈ 1.42 very close to k?: the error on the evaluation of the homoge-
nized coefficient is reduced to 0.4%. At no practical additional cost (since the
only additional computational cost is the offline precomputation of the solution
to (22), and the online addition of one dimension in the discretization space for
ψ), we hence obtain a much more accurate approximation of the homogenized
coefficient when considering W enrichH . In all what follows, and without writing
it explicitly, we use the space W enrichH rather than WH .
3.2 On the choice of the initial guess for the optimization
loop
Solving the optimization problem (7) amounts to solving several times the equa-
tions (12). Each resolution of (12) is expensive because the unknown function
uε is discretized on the fine mesh Th (with a mesh size h  ε, say h ≈ ε/10).
The number of degrees of freedom involved in (12) is thus large. It is therefore
interesting to start the optimization procedure (7) from a good initial guess, i.e.
an initial guess as close as possible to the minimizer.
Consider for instance (this is just an example and our arguments carry over
to other cases, as pointed out in Remark 3 below) a discretization strategy
where the Dirichlet boundary condition u(x) = x1 on Γ is taken into account by
penalization. This is the case in the software we use, namely FreeFem++ [7].
In practice, instead of (12), we solve for u ∈ VH , uε ∈ Vh and ψ ∈ WH such
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Figure 3: Plot of the function k 7→ J(k) in the case when we use W enrichH (red
curve, which attains its minimum at 1.42) for the Lagrange multiplier space,
or simply the space WH (blue curve, which attains its minimum at 1.32). The
exact value k? =
√
2 ≈ 1.4142 is shown by the green vertical line.
that 
∀v ∈ VH , A(u, v) + 1
η
ˆ
Γ
(u− x1) v + C(v, ψ) = 0,
∀vε ∈ Vh, Aε(uε, vε)− C(vε, ψ) = 0,
∀φ ∈WH , C(u− uε, φ) = 0,
(23)
where η is a small positive parameter. Note that, when η → 0, the solution
to (23) converges to that of (12).
The equation (23) takes the form A+ P 0 C0 Aε −Cε
CT −CTε 0
  UUε
Ψ
 =
 F0
0
 , (24)
where A (resp. Aε) is the matrix representing the bilinear form A (resp. Aε) in
the finite dimensional space VH × VH (resp. Vh × Vh). The matrix C (resp. Cε)
represents the bilinear form C in the finite dimensional space VH ×WH (resp.
Vh ×WH). The matrix P represents the bilinear form (u, v) 7→ η−1
ˆ
Γ
u v. The
vector F on the right-hand side represents the linear form v 7→ η−1
ˆ
Γ
x1 v. The
unknown functions u ∈ VH , uε ∈ Vh and ψ ∈WH are represented by the vectors
U , Uε and Ψ, respectively.
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Since A depends linearly on the scalar k while F , P, Aε, C and Cε are
independent of k, the above linear system (24) can be recast as(
kZ1 + Z2
)
U(k) = F0, (25)
where the vector F0 and the matrices Z1 and Z2 do not depend on k (the vector
U of course collects the vectors U , Uε and Ψ).
Remark 3. To take into account the Dirichlet boundary condition u(x) =
uref(x) = x1 on Γ, another possibility (alternative to penalization) is to change
the unknown function and to work with u˜ = u− uref . Instead of (12), we then
solve for u˜ ∈ V 0H , uε ∈ Vh and ψ ∈WH such that
∀v ∈ V 0H , A(u˜, v) + C(v, ψ) = −A(uref , v),
∀vε ∈ Vh, Aε(uε, vε)− C(vε, ψ) = 0,
∀φ ∈WH , C(u˜− uε, φ) = −C(uref , φ).
This problem yields a linear system where the matrix again depends on k in an
affine way. In contrast with the penalization formulation (24), the right-hand
side now also depends on k in an affine way. The argument below can be adapted
to that case.
Suppose now that we have at our disposal the solution U(k0) to (25) for
some k0. We thus write(
kZ1 + Z2
)
U(k) =
(
k0Z1 + Z2
)
U(k0),
hence
M(k)U(k) = U(k0), (26)
where the matrix M(k) depends on k in an affine manner:
M(k) = k
(
k0Z1 + Z2
)−1
Z1 +
(
k0Z1 + Z2
)−1
Z2
= (k − k0)
(
k0Z1 + Z2
)−1
Z1 + Id. (27)
Here Id is an identity matrix of the size N ×N with N = dim VH + dim Vh +
dim WH .
Suppose temporarily that we wish to find k such that U(k) = Utarget for
some given Utarget. Finding such k is not easy because U(k) depends on k in
a complex manner. However, this problem is equivalent to finding k such that
M(k)U(k) = M(k)Utarget, which is itself equivalent to U(k0) = M(k)Utarget.
We recast the problem as finding k that minimizes ‖U(k0) − M(k)Utarget‖2.
This formulation is much easier to solve, because of the affine formula (27).
Setting Z0 =
(
k0Z1 + Z2
)−1
, we obtain
k = k0 +
(
U(k0)− Utarget
) · Z0Z1Utarget
‖Z0Z1Utarget‖2 . (28)
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In practice, the quantity J that we minimize only depends on u, and not
on (u, uε, ψ). We thus cannot think of our problem as finding some k such that
U(k) = Utarget and we cannot directly use (28), since we do not know Utarget,
but only its first component (namely the function uref). Therefore, we cannot
expect the above formula (28) to yield the minimizer of J . It however can serve
as a good starting point to build an adequate initial guess for the optimization
problem (7). For this reason, we consider as initial guess the formula
k = k0 +
pi
(
U(k0)− Utarget
) · Z0Z1pi(Utarget)
‖Z0Z1pi
(
Utarget
)‖2 , (29)
with, for any vectors U , Uε and Ψ,
pi
 UUε
Ψ
 =
 U0
0
 .
As we now show, this choice (29) of initial guess allows to significantly speed up
the optimization algorithm solving (7). We also note that (29) can be extended
to the case of a matrix-valued coefficient k, as detailed in Appendix C.
To illustrate the efficiency of (29), we consider the following numerical exam-
ple. On Dc ∪Df , we consider the heterogeneous coefficient shown on Figure 4.
We set ε = 1/16, and use a fine mesh of size h = 1/128. The coarse mesh size
is H = 1.
Figure 4: Representation of the function x 7→ kε(x). Each square is of size ε×ε.
On the red squares, kε(x) = 1. On the blue squares, kε(x) = 2.
The optimization problem (7) is solved using the Newton algorithm which
is, as is well-known, all the more so efficient as it starts from an initial guess
(IG) close to the solution. We therefore expect that using the initial guess (29)
significantly reduces the number of iterations of the Newton algorithm, and thus
its cost. This is indeed the case. If we start with the initial guess k
IG
= 0.8, the
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algorithm needs 9 iterations to reach a prescribed tolerance (relative variation
of J smaller than 10−2). In contrast, if we start from the initial guess (29)
computed with k0 = 0.8 (namely k
IG ≈ 1.419), we only need 2 iterations to
reach the same tolerance.
For the sake of completeness, we have also considered solving the optimiza-
tion problem (7) using the Nelder-Mead algorithm, which is a zero-order algo-
rithm that does not need to compute the gradient of J with respect to k. The
Nelder-Mead algorithm is very efficient at globally exploring the functional to
optimize. In contrast, when initialized close to a local optimum, it is less ef-
ficient than first or second-order algorithms (including the Newton algorithm).
In particular, it does not necessarily stay close to that local optimum. It is
interesting to observe that using the initial guess (29) is also beneficial when
using the Nelder-Mead algorithm (although the gain is of course less significant
than with the Newton algorithm, a fact which could be expected given the fact
that the purpose of the two algorithms are different, as we have recalled above):
instead of 18 iterations when starting from k
IG
= 0.8, the Nelder-Mead algo-
rithm needs 16 iterations when starting from the initial guess k
IG ≈ 1.419 given
by (29).
3.3 Solution procedure for the random case
We now return to the random case considered in Section 2.4, where we have
pointed out that the major difficulty is to solve the huge system (21). We now
explain how we believe that this problem can be expressed in a way amenable
to computations at a limited cost.
The second line of (21) reads as: for any 1 ≤ m ≤ M , find umε ∈ Vh such
that
∀vmε ∈ Vh, Amε (umε , vmε ) = C(vmε , ψ). (30)
This is a Neumann problem on umε , and the above equation hence determines
(once ψ is known) the function umε up to the addition of a constant. We thus
write
umε = β
m + Lmε ψ,
where βm is a constant and Lmε ψ is the solution of vanishing average of (30).
Note that the problems (30), for 1 ≤ m ≤M , are independent from each other:
they each amount to solving for a single fine-scale function, and not M such
functions as in (21).
We see that (21) actually implies that u ∈ V DirBCH and ψ ∈ WH satisfy the
following problem:
∀v ∈ V 0H , A(u, v) + C(v, ψ) = 0,
∀φ ∈WH , C
(
u− 1|Dc|
ˆ
Dc
u− 1
M
M∑
m=1
Lmε ψ, φ
)
= 0,
(31)
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where the number of degrees of freedom is limited (and independent of M and
h). The problem (31) yields a linear system of the form A CC˜T − 1
M
M∑
m=1
CTε (Amε )−1 Cε
 ( U
Ψ
)
=
(
F
0
)
, (32)
where A is the matrix representing the bilinear form A in the finite dimensional
space V 0H × V 0H , C is the matrix representing the bilinear form C in V 0H ×WH ,
C˜ is the matrix representing the bilinear form (v, φ) 7→ C
(
v − 1|Dc|
ˆ
Dc
v, φ
)
in V 0H ×WH , Cε is the matrix representing the bilinear form C in Vh ×WH (as
in (24)) and (Amε )−1 is the inverse of the matrix Amε representing the bilinear
form Amε in Vh × Vh (as in (24)). More precisely, (Amε )−1 is a specific inverse
of the matrix Amε in the sense that, for any vector F representing a function of
vanishing mean, U = (Amε )−1 F means that Amε U = F and that U represents a
function of vanishing mean (otherwise stated, (Amε )−1 is the matrix representing
the operator Lmε defined below (30)). The number of unknowns in (32) is small:
it is simply equal to dim VH + dim WH , and thus only depends on the coarse
mesh size H and the dimension d.
We now turn to a numerical example that illustrates this procedure. In
order to show the versality of the approach, we consider here the case when the
tentative constant coefficient k upon which we optimize (in order to identify k?)
is matrix-valued, in contrast to the case considered so far where we have assumed
k to be a scalar. The optimization approach described in Section 2.2 can be
extended to that case. Lemma 1 is then modified as follows: (i) if k e1 = k? e1,
then the solution to (5) is u(x) = x1 in D ∪ Dc and u0(x) = x1 in Dc ∪ Df ;
(ii) conversely, if (u, u0) is a solution to (5) with u(x) = x1 in D ∪ Dc, then
u0(x) = x1 in Dc ∪Df and k e1 = k? e1. The optimization problem (7)–(8) can
hence only be used to recover k? e1, and not the complete matrix k?.
When k? is matrix-valued, we thus need to consider two optimization prob-
lems to recover k?: first Problem (7)–(8), and second a similar one where
J(k) =
ˆ
D∪Dc
|∇u−e2|2, where (u, u0) is the solution to (5) where the boundary
condition u(x) = x1 on Γ is of course replaced by u(x) = x2 on the part of the
exterior boundary of D made by the two horizontal lines (that is ∂D\(Γ∪∂Dc),
see Figure 1).
We consider the random function
k(x, ω) =
∑
j∈Z2
kj(ω) 1j+Q(x), (33)
where Q = (0, 1)2 is the unit square, and where kj are i.i.d. random variables.
We next set kε(x, ω) = k(x/ε, ω). Figure 4 shows a particular realization of the
function x 7→ kε(x, ω). We set ε = 1/32 and assume that kj(ω) is equal to either
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1 or 64 with a probability 1/2. The fine mesh size is h = 1/256, and the coarse
mesh size is H = 1/2. We useM = 96 realizations to discretize the expectation.
In that case, the homogenized coefficient is known (see e.g. [1]): it is pro-
portional to the identity matrix and is equal to k? = 8 Id. Using as boundary
conditions u(x) = x1 on Γ and optimizing J with respect to the coefficient
k ∈ R2×2, we are only in position to identify k11 and k21, as explained above.
In that case, the minimum of J is attained when k11 = 7.9842 and k21 = 0.0123.
We thus obtain a very accurate approximation of the actual homogenized coef-
ficient, for a limited computational cost.
3.4 Selection of the random configurations
Still considering the random setting of Section 3.3, we now show how variance
reduction type methods can be implemented within the approach described here,
in order to reduce the statistical noise in the approximation of k?.
In practice, as shown above, only a finite number M of realizations can
be considered to approximate the expectations. The expectations are thus re-
placed by empirical averages, which are themselves random quantities. The
output k
opt
(ε) of the optimization algorithm is therefore random. This output
of course accurately approximates the deterministic limit when M is taken ex-
tremely large, but the computational cost of the whole procedure then increases
prohibitively. It is however possible to reduce the statistical noise on the out-
put, at essentially no extra computational cost (and thus, for a fixed accuracy of
the final result, reduce the computational cost), by using the following selection
procedure.
Instead of consideringM arbitrary realizations of kε(x, ω) in (21), we suggest
to consider M well-chosen realizations, in the spirit of our previous work [10].
These selected realizations (which we call hereafter the Special Quasirandom
Structures (SQS)) are expected, for a finite value of ε, to better represent the
asymptotic limit ε → 0 than a set of M generic realizations. In a slightly
different context, significant computational gains have been obtained in [10]
when using this selection approach.
More precisely, we suggest to consider realizations ω such that the difference
1
|Dc ∪Df |
ˆ
Dc∪Df
kε(x, ω) dx− 1|Dc ∪Df |
ˆ
Dc∪Df
E[kε(x, ·)] dx, (34)
which is easy to evaluate, is as small as possible (see [10, Sec. 2.3.2]).
Remark 4. For the case of the random checkerboard considered in Section 3.3
(see (33)), where kj(ω) is either equal to k0 or k1 with equal probability 1/2, the
difference (34) is directly related to the difference between the ratio of cells k0
vs k1 and 1, which is the asymptotic ratio in the limit of infinitely many cells.
Enforcing that (34) is small thus amounts to enforcing that the ratio of cells k0
vs k1 is as close as possible to one (its asymptotic limit when ε→ 0).
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We also note that, in the specific case of the random checkerboard, it is
actually possible to draw realizations such that (34) vanishes (that is, realizations
with an equal number of cells k0 and k1).
The selection algorithm thus proceeds as follows.
Algorithm 1 (Selection algorithm). Fix a numberMM of trials.
1. Compute the second term of (34).
2. For m = 1, . . . ,M,
(a) Generate a random environment ωm.
(b) Compute the first term of (34).
(c) Compute the error errorm between the first and the second terms
of (34).
3. Sort the random environments (ωm)1≤m≤M according to errorm. Keep
the best M realizations (and use these in (21) or equivalently (31)), and
reject the others.
We note that, in full generality, the cost of Monte Carlo approaches is usually
dominated by the cost of draws, and therefore selection algorithms are targeted
to reject as few draws as possible. In the present context, where boundary
value problems such as (30) are to be solved repeatedly (because of the many
realizations, and because of the optimization context), the cost of draws for the
environment is negligible in comparison to the cost of the solution procedure
for such boundary value problems. Likewise, evaluating both terms of (34) is
not expensive. Therefore, the purpose of the selection mechanism is to limit the
number of boundary value problems to be solved, even though this comes at the
(tiny) price of rejecting many environments. This explains why we employ a
simplistic rejection procedure for the selection, while in other situations of Monte
Carlo samplings, one would invest in a more elaborate selection procedure.
We now consider a numerical example to illustrate the above approach. Let
I ∈ N? be given. We are going to compare the following two computational
strategies, which essentially share the same cost:
1. Reference Monte Carlo approach:
• for any 1 ≤ i ≤ I, perform the following computation:
– draw M realizations of the function kε(x, ω) that are identically
distributed, independent from each other and independent of
those drawn for the previous values of i;
– compute the optimal constant coefficient k
opt,i
MC by considering (21)
with these M heterogeneous functions;
• compute the variance VMC of the outputs {kopt,iMC }1≤i≤I .
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2. Selection approach:
• for any 1 ≤ i ≤ I, perform the following computation:
– draw M realizations of the function kε(x, ω) that are identi-
cally distributed, independent from each other and independent
of those drawn for the previous values of i;
– select the best M realizations among these M realizations ac-
cording to Algorithm 1;
– compute the optimal constant coefficient k
opt,i
SQS by considering (21)
with these M best heterogeneous functions;
• compute the variance VSQS of the outputs {kopt,iSQS }1≤i≤I .
In practice, we again consider the random heterogeneous function kε(x, ω) =
k(x/ε, ω) where k is defined by (33) and ε = 1/16. We assume that kj(ω) is
equal to either 1 or some β > 1 with a probability 1/2. The parameter β hence
represents the contrast of the random checkerboard. We compute the variance
from I = 100 different optimal constant coefficients k
opt,i
, 1 ≤ i ≤ I. The
computation of each k
opt,i
is performed using the Arlequin approach (see (31))
using M = 16 random environments and the mesh sizes h = 1/128 and H = 1.
Our results are collected in Table 1. When β = 1.5, the selection approach
provides results the variance of which is (almost) 5 times as small as when using
the Monte Carlo approach. This is a significant computational gain. Even for
a comparably large value of the contrast, namely β = 64, we observe that the
selection procedure decreases the variance by a factor of 2. As always, the gain
in variance decreases when the contrast increases. This observation is consistent
with observations already made in [10] where the variance reduction approach is
applied for the approximation of the homogenized coefficients. However, in that
work [10], the selection procedure leads to significantly larger computational
gains than here. A possible explanation of this effect is that the Arlequin ap-
proach may be more stable with respect to the statistical noise than the classical
homogenization procedure, since it avoids a direct computation of the corrector
functions.
Contrast β VMC VSQS VMC/VSQS
1.5 9.863× 10−7 2.242× 10−7 4.40
9 2.693× 10−4 1.192× 10−4 2.26
64 2.152× 10−2 1.125× 10−2 1.91
Table 1: Variances of the result without and with the selection procedure, for
different values of the contrast in kε.
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3.5 Computation of the corrector
All the above sections focus on approximating the homogenized coefficient k?.
However, in the homogenization context, constructing an approximation of the
corrector function is equally interesting, because it leads to an accurate approx-
imation of the solution (in the natural H1 norm, i.e. the energy norm) of the
oscillatory problem. We thus wish to extend our approach in that direction.
Besides its own interest, such an extension also allows for a fair comparison
between our approach here and the classical homogenization approach, which
yields both the corrector function and the homogenized matrix.
To illustrate our strategy, we first consider a problem where only one cor-
rector function is to be determined, say w1 (more general cases are considered
below). The lamellar case, where kε(x1, x2) = kper(x1/ε) for some periodic
function kper, falls within that framework. In addition, w1 only depends on x1.
For a standard heterogeneous problem of the form −div(kε∇u˜ε) = f in some
domain, it is well-known that the oscillatory solution can be approximated by
a two-scale expansion written in terms of the corrector function w1 and the
homogenized limit u? (see e.g. [1]):
u˜ε(x1, x2) ≈ u?(x1, x2) + εw1(x1/ε) ∂x1u?(x1, x2). (35)
We then replace (u˜ε, u?) with the solution (uε, u) to the Arlequin approach
(namely, the solution to (11)) when k has reached its optimal value (which is
close to k?). Following an idea already used in [9], we thus expect to recover w1
by writing
w′1
(x1
ε
)
≈ W˜ε(x1, x2) := ∂x1uε(x1, x2)− ∂x1u(x1, x2)
∂x1u(x1, x2)
. (36)
The ratio (36) can be evaluated in Dc where the two models co-exist (note that
u(x1, x2) may also be replaced by x1, which is its asymptotic value when ε→ 0
for the optimal choice of k), or in Df (in that case, we replace u(x1, x2) by x1 in
the above expression). In passing, we note that k? is not scalar-valued for this
lamellar case. The enrichment of the Lagrange multiplier space by the solution
ψ0 to (22) is however still sufficient, since k?e1 is colinear to e1 in this case.
We start from the following simple numerical illustration for the lamellar
case. We set
kε(x1, x2) = kper(x1/ε) =
(
1 + sin2(2pix1/ε)
)−1
,
in which case the corrector function is analytically known:
w′1
(x1
ε
)
=
2
3 kper(x1/ε)
− 1.
In Table 2, we compare two approximations of w′1(x1/ε) in the case ε = 1/16.
The first one (see the left part of (37)) is provided by W˜ε(x1, x2) defined by (36)
in Dc, where (u, uε) is the solution to (11) for some discretization parameters h
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and H. The second one (see the right part of (37)) is provided by a numerical
computation of the corrector function using the classical homogenization ap-
proach (see for instance [1]). We hence solve the corrector equation at the scale
ε, using a fine mesh of size h, and therefore compute some wh1 . To compare
these two approximations, we define the errors
e˜ =
∥∥∥W˜ε − w′1 ( ·ε)∥∥∥L2(Dc) and e =
∥∥∥∂1wh1 ( ·ε)− w′1 ( ·ε)∥∥∥L2(Dc) . (37)
We observe in Table 2 that the error e˜ decreases linearly in terms of H, and that
our procedure yields an approximation W˜ε which is as accurate as the classical
homogenization approach when H is small enough (say here H ≤ 1/8): in that
case, e˜ ≈ e.
Of course, for a general case, we do not have access to the exact corrector,
and we therefore cannot compute e˜. This is the reason why, on Table 2, we also
show the error
e˜approx =
∥∥∥W˜ε − ∂1wh1 ( ·ε)∥∥∥L2(Dc) . (38)
In the range of parameters that we consider, we observe that the error (38)
is very close to the actual error e˜ of our approach, and therefore an accurate
estimate of it. In the numerical test described below, for which we do not
have access to the exact correctors, we will therefore rely on (38) to assess the
accuracy of our approximation.
H e˜ e˜approx
e˜
‖w′1(·/ε)‖L2(Dc)
e˜approx∥∥∂1wh1 (·/ε)∥∥L2(Dc)
1/16 0.00647 0.00432 0.0345 0.0229
1/8 0.00839 0.00661 0.0448 0.0364
1/4 0.0136 0.0125 0.0725 0.0675
1/2 0.0251 0.0244 0.133 0.130
1 0.0454 0.0447 0.240 0.237
Table 2: Values of the absolute errors (37) and (38) (and corresponding relative
errors) for different sizes H of the coarse mesh (ε = 1/16 and h = 1/128). The
absolute error when using the classical homogenization approach is e = 0.00509
(which corresponds to a relative error e/ ‖w′1(·/ε)‖L2(Dc) = 0.0272).
The above results suggest the following strategy. We first determine an
accurate approximation k
opt
of k? by considering the optimization problem (7)–
(8), where the Arlequin equations (11) are solved using a fine mesh of size h ε
adapted to the oscillations of kε and a coarse mesh of size Hcoarse that we choose
to be relatively large (say Hcoarse = 1). We have indeed observed in Section 3.1
that it is possible to obtain an accurate approximation of k? when using the
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coarse value H = 1 (recall that D ∪ Dc ∪ Df = (−4, 4)2, so this value of H
corresponds to only 8 elements per direction in the computational domain). Of
course, since determining an approximation of k? is an iterative problem, it is
very beneficial to use a value of H as large as possible. Next, in a second stage,
we solve one more time the equations (11), with the obtained value k
opt
of the
constant coefficient, but this time using a coarse mesh of size Hfine  Hcoarse
(say Hfine = 1/8), and compute (36) using the latter solution.
We now consider a more general case, namely the random checkerboard
case. Neither of the two correctors vanish (in contrast to the lamellar case), and
both are random functions. For a standard heterogeneous problem of the form
− div(kε∇u˜ε) = f , the two-scale expansion now reads (compare with (35))
u˜ε(x1, x2, ω) ≈ u?(x1, x2) + ε
2∑
i=1
wi(x1/ε, x2/ε, ω) ∂xiu
?(x1, x2). (39)
We follow the approach outlined in the lamellar case and again replace (u˜ε, u?)
with the solution (uε, u) to (11). Note that, in view of the boundary conditions
u(x) = x1 on Γ, we expect u to not depend on x2, and thus the third term in
the right-hand side of (39) to vanish. In the vein of (36), we write
∂x1w1
(x1
ε
,
x2
ε
, ω
)
≈ W˜ 1ε (x1, x2, ω) :=
∂x1uε(x1, x2, ω)− ∂x1u(x1, x2)
∂x1u(x1, x2)
, (40)
∂x2w1
(x1
ε
,
x2
ε
, ω
)
≈ W˜ 2ε (x1, x2, ω) :=
∂x2uε(x1, x2, ω)− ∂x2u(x1, x2)
∂x1u(x1, x2)
.
On Figure 5, we show, for one particular realization kε(·, ω0), the approxima-
tion of ∂x1w1(x1/ε, x2/ε, ω0) computed by a classical homogenization approach
(solving the corrector equation on a large supercell) and the approximation
W˜ 1ε (x1, x2, ω0) defined by (40). For this case, kε(·, ω0) is a realization of the
random checkerboard with ε = 1/128 and a contrast β = 9 (while k? has been
approximated by the procedure described in Section 3.3, where we have consid-
eredM = 16 realizations of the random checkerboard with ε = 1/128 and β = 9,
on the meshes of size h = 1/256 and H = 1; we have found (k
opt
)11 = 3.003 and
(k
opt
)21 = 0.00736; for the sake of simplicity, and because it does not change the
spirit of our approach, we have fixed k12 = k?12 = 0 and k22 = k?22 =
√
β = 3).
We qualitatively observe on Figure 5 a good agreement between the two ap-
proximations. The relative error, defined by
∥∥∥W˜ε(·, ω0)− ∂1wh1 (·/ε, ω0)∥∥∥
L2(Dc)∥∥∂1wh1 (·/ε, ω0)∥∥L2(Dc) ,
is equal to 28%. This confirms the interest of (40), which, at no additional cost,
already provides a fairly good approximation of the corrector. We also note that
our approach does not rely on any geometrical assumption (such as periodicity,
random stationarity, . . . ) on the oscillatory coefficient kε, in sharp contrast to
classical approaches.
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The formula (40) hence leads to a fairly accurate approximation of the correc-
tor. We note that a similar accuracy was obtained in [9, Sect. 3.3 and Tableau 1],
where we also built an approximation of the corrector using a method without
any additional cost. We also point out that, should need be, a better approxi-
mation of the corrector could probably be obtained by using a method similar
to that used in [8, Sect. 3.3]: the error is there of the order of a few percents,
but the procedure (see Eq. (3.21) there) is much more expensive than that used
here.
Figure 5: Left: approximation of ∂x1w1 computed using a classical homoge-
nization approach (ε = 1/128, h = 1/256). Right: approximation W˜ 1ε defined
by (40) (ε = 1/128, h = 1/256, H = 1/4).
4 Variants and extensions
This section discusses several variants of the approach described above, concern-
ing the weighting functions in the case when the two models are coupled over a
region Dc, and concerning an alternative way of coupling the two models. To
begin with, and as pointed out above, we note that, in (1), Dirichlet boundary
conditions could be imposed on some other part of the exterior boundary of D.
Likewise, in principle, alternative choices for the boundary conditions on Γ (that
we have considered to be u(x) = x1 on Γ) could be made. The whole point is
to be able to identify analytically the solution to the homogenized problem (5)
in the case k = k?, in order to introduce a relevant uref in (8).
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4.1 Weighting functions
In Sections 2 and 3 above, we have considered an Arlequin coupling between
the heterogeneous model with coefficient kε and the tentative effective model
with coefficient k with the weighting functions α1 and α2 defined by (3). The
energy that we manipulate is thus defined by (2).
An alternative choice consists in considering a continuous weighting function
α1 satisfying α1 = 1 in D, α1 = 0 in Df and 0 < α1(x) < 1 in Dc (and of course
setting α2 = 1−α1). The qualitative theoretical conclusions drawn above carry
over to that case. In particular, we can again optimize upon k (in the spirit
of (7)–(8)) in order to identify k?.
The algorithmic improvements described in Section 3 also carry over to that
case. In particular, we can again enrich the Lagrange multiplier space, as ex-
plained in Section 3.1. Indeed, assuming k = k? and considering the limit
ε→ 0, we observe that the Lagrange multiplier satisfies ψ = k? ψ0 where ψ0 is
independent of k? and satisfies (compare to (22))
−∆ψ0 + ψ0 = div(α1 e1) in Dc, ∇ψ0 · n = 0 on ∂Dc.
As in the case considered in Section 3.1, ψ0 can be computed beforehand.
4.2 Interface coupling
As mentioned in the Introduction, the heterogeneous model with coefficient kε
and the tentative effective model with coefficient k can actually be coupled
in various ways. The Arlequin coupling technique used in [4], which we have
described above and which is based on the existence of a subdomain Dc where
the two models exist (see Figure 1), is only one possibility among many others.
Another possibility is for instance to couple the models through transmission
conditions across an interface. In this case, the material is modelled by the
oscillatory coefficient kε in the central region Df that is surrounded by a second
region D where the material is modelled by a constant coefficient k. We then
define the energy (compare to (2)) by
Einterface(u, uε) = 1
2
ˆ
D
k |∇u(x)|2 + 1
2
ˆ
Df
kε(x) |∇uε(x)|2
and consider the minimization problem (compare to (1))
inf
{ Einterface(u, uε), u ∈ H1(D), u(x) = x1 on Γ,
uε ∈ H1(Df ), u = uε on ∂Df = D ∩Df
}
, (41)
where Γ is again the same part of the exterior boundary of D as on Figure 1.
The two models are now coupled by the condition u = uε on the interface
∂Df = D ∩Df .
In the limit ε → 0, Problem (41) is well approximated by its homogenized
limit
inf
{ E?interface(u, u0), u ∈ H1(D), u(x) = x1 on Γ,
u0 ∈ H1(Df ), u = u0 on ∂Df = D ∩Df
}
, (42)
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where the energy E?interface reads as
E?interface(u, u0) =
1
2
ˆ
D
k |∇u(x)|2 + 1
2
ˆ
Df
k? |∇u0(x)|2.
We then have the same type of result for this model as for (5) (see Lemma 1): if
k = k?, the solution to (42) is u(x) = x1 in D and u0(x) = x1 in Df ; conversely,
if (u, u0) is a solution to (42) with u(x) = x1 in D, then u0(x) = x1 in Df and
k = k? (see [6] for details). This thus motivates the idea of again optimizing
upon k by considering the minimizing problem (7) where the functional J is
now defined by
J(k) =
ˆ
D
|∇u− e1|2. (43)
This discussion shows that coupling the heterogeneous model and the constant
coefficient model by the Arlequin approach is only one possibility among others,
and that, in principle, other choices can be made.
We now briefly discuss the discretization of (41). The transmission con-
dition across the interface requires some careful attention. A possibility is to
introduce a coarse mesh in D and a fine mesh in Df which are such that, on the
interface ∂Df , the fine mesh is a submesh of the coarse mesh. The transmission
condition is then e.g. replaced by the constraint that
ˆ
∂Df
(u − uε)φ = 0 for
any φ in a suitably chosen finite dimensional space. In the spirit of the enrich-
ment presented in Section 3.1, an interesting question is to again choose here
a discretization space for the Lagrange multiplier which is well adapted to the
problem at hand.
In the same spirit as in Section 3.5, it is also possible to design a strategy,
in this case of interface coupling, to recover the corrector. In order to gain
some intuition, we temporarily consider the one-dimensional case. The solution
to (41) (for a given k and at a given finite value of ε) can then be computed.
We observe that, on the interface where the two models co-exist, we have
u′ε(x)− u′(x)
u′(x)
=
k
kε(x)
− 1. (44)
For a fixed ε, the optimal value of k (i.e. that which minimizes (43) where
(u, uε) is the solution to (41)) is given by k
opt
(ε) =
1
〈k−1ε 〉
, where 〈k−1ε 〉 is the
average of k−1ε on the region Df where the heterogeneous model is used. We
thus obtain
lim
ε→0
k
opt
(ε) = k?, (45)
meaning that the approach indeed computes a converging approximation (when
ε → 0) of the homogenized coefficient. Furthermore, we deduce from (44)
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and (45) that, when we consider the coupled problem (41) with the optimal
value k = k
opt
(ε) and when ε 1, we get
u′ε(x)− u′(x)
u′(x)
=
k
opt
(ε)
kε(x)
− 1 ≈ k
?
kε(x)
− 1 = w′
(x
ε
)
,
where w is the corrector function of the homogenization theory. We are thus able
to recover the corrector by post-processing the solution (u, uε) of the coupled
problem (41). Of course, such a strategy can be extended to problems beyond
the one-dimensional case.
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A Proof of Lemma 1
The Euler-Lagrange equations of (5) read as follows: find u ∈ V DirBC, u0 ∈
H1(Dc ∪Df ) and ψ ∈ H1(Dc) such that
∀v ∈ V 0,
ˆ
D
k∇u · ∇v +
ˆ
Dc
k
2
∇u · ∇v + C(v, ψ) = 0,
∀v0 ∈ H1(Dc ∪Df ),
ˆ
Dc
k?
2
∇u0 · ∇v0 +
ˆ
Df
k?∇u0 · ∇v0 − C(v0, ψ) = 0,
∀φ ∈ H1(Dc), C(u− u0, φ) = 0,
(46)
where C is defined by (4) and where
V DirBC =
{
v ∈ H1(D ∪Dc), v(x) = x1 on Γ
}
,
V 0 =
{
v ∈ H1(D ∪Dc), v = 0 on Γ
}
.
The unique minimizer of (5) solves (46). Conversely, system (46) has a unique
solution.
We show the first assertion of Lemma 1. Assume k = k?. Then we check
that (u, u0, ψ) given by
u(x) = x1 in D ∪Dc, u0(x) = x1 in Dc ∪Df ,
and −∆ψ + ψ = 0 in Dc,∇ψ · n = k
2
e1 · n on ∂D ∩ ∂Dc, ∇ψ · n = −k
2
e1 · n on ∂Dc ∩ ∂Df ,
(47)
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is a solution to (46). Since (46) has a unique solution, this implies that (u, u0)
is the minimizer of (5).
We now turn to the second assertion of Lemma 1. Let (u, u0) be the unique
minimizer of (5) and assume that u(x) = x1 in D ∪ Dc. Since the minimizer
satisfies the Euler-Lagrange equations of the problem, there exists ψ ∈ H1(Dc)
such that (46) holds. The first line of that system reads
∀v ∈ V 0,
ˆ
D
k e1 · ∇v +
ˆ
Dc
k
2
e1 · ∇v + C(v, ψ) = 0,
which implies that ψ satisfies (47).
The third line of (46) implies that u0(x) = x1 in Dc, and the second line
reads as:
∀v0 ∈ H1(Dc ∪Df ),
ˆ
Dc
k?
2
e1 · ∇v0 +
ˆ
Df
k?∇u0 · ∇v0 − C(v0, ψ) = 0.
Using that ψ satisfies (47), we deduce
− div(k?∇u0) = 0 in Df ,
k e1 · n = k? e1 · n on ∂D ∩ ∂Dc,
k? e1 · n− 2k?∇u0 · n+ k e1 · n = 0 on ∂Dc ∩ ∂Df .
(48)
There exists some x ∈ ∂D ∩ ∂Dc such that e1 · n(x) 6= 0. We thus deduce from
the second line of (48) that k = k?. The first and third lines of (48) then imply
that u0(x) = x1 in Df .
B Proof of Lemma 2
We first show that any solution to (18) is a solution to (19). To that aim,
let (u, uε, ψ, θ) be a solution to (18). In the second line of (18), we choose
vε(x, ω) = ξ(ω) for some ξ ∈ L2(Ω). Using that vε is independent of x, we
obtain
E[ξ]
ˆ
Dc
ψ + |Dc|E[θ ξ] = 0.
Since the mean of ψ vanishes, this implies that E[θ ξ] = 0 for any ξ ∈ L2(Ω) and
therefore θ = 0. The first line of (19) is hence satisfied.
Take now the function vε(x, ω) = ξ(ω)χ(x) in the second line of (18), for
any ξ ∈ L2(Ω) and χ ∈ H1(Dc ∪Df ). Since θ = 0, we have
Aε(uε, vε)− C(E[vε], ψ) = 0
and hence
E [ξ Aωε (uε, χ)]− E [ξ C(χ, ψ)] = 0.
This holds for any ξ ∈ L2(Ω): we hence see that the second line of (19) holds
almost surely in ω.
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Consider next some φ˜ ∈ H1(Dc) and set τ = 1|Dc|
ˆ
Dc
φ˜. Then φ := φ˜− τ ∈
H1mean(Dc) and thus, using the third equation of (18), we have C(u−E [uε] , φ) =
0. We compute
C(u− E[uε], φ˜) = C(u− E [uε] , τ) = τ
ˆ
Dc
(u− E [uε]) = 0,
where the last equality stems from the fourth line of (18) with ξ(ω) = τ . The
third line of (19) is hence satisfied.
We are now left with investigating the uniqueness of the solution to (19).
To that aim, consider two solutions to this problem, denoted (u1, u1ε, ψ1) and
(u2, u2ε, ψ
2). We set u = u1 − u2, uε = u1ε − u2ε and ψ = ψ1 − ψ2 and note
that (u,uε,ψ) satisfies (19) and that u ∈ V 0, uε ∈ Vf and ψ ∈ H1(Dc). Upon
setting vε = uε(·, ω) in the second line of (19) and taking the expectation, we
deduce
Aε(uε,uε)− C(E[uε],ψ) = 0.
Setting v = u in the first line of (19), we have
A(u,u) + C(u,ψ) = 0.
Adding the above two equations and using the third line of (19) yields that
A(u,u) + Aε(uε,uε) = 0. This implies ∇u = 0 and ∇uε = 0, and hence
u1 = u2 and uε(·, ω) = c1(ω) almost surely. The third line of (19) now yields
that C(E[c1(ω)], φ) = 0 for any φ ∈ H1(Dc), which implies E[c1(ω)] = 0.
Consider eventually the second line of (19) with vε = ψ. Since ∇uε = 0, we
have C(ψ,ψ) = 0 and hence ψ1 = ψ2.
We have hence shown the uniqueness of a solution to (19) up to the addition,
for uε, of a random constant of vanishing expectation.
C Initial guess formula in the case of matrix-
valued coefficients
We present here a formula analogous to (28) for the case when the constant
coefficient upon which we optimize is matrix-valued: k =
[
k11 k12
k21 k22
]
. Similarly
to the scalar-case, the Arlequin equations amount to solving (24) where A de-
pends linearly on k while F , P, Aε, C and Cε are independent of k. We thus
write (24) in the form (compare to (25))(
k11 Z1 + k12 Z2 + k21 Z3 + k22 Z4 + Z5
)
U(k) = F0, (49)
where the vector F0 and the matrices Z1, Z2, Z3, Z4 and Z5 do not depend on
k. Let U(k
0
) be the solution to (49) for some matrix k
0
. Proceeding as in (26),
we have
M(k)U(k) = U(k
0
),
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where the matrixM(k) depends on k in an affine manner. Setting Ak = k11Z1+
k12Z2 + k21Z3 + k22Z4 +Z5 for any matrix k, we have M(k) =
(
A
k
0
)−1
Ak and
hence (compare with (27))
M(k) = (k11 − k011)
(
A
k
0
)−1
Z1 + (k12 − k012)
(
A
k
0
)−1
Z2
+ (k21 − k021)
(
A
k
0
)−1
Z3 + (k22 − k022)
(
A
k
0
)−1
Z4 + Id,
where Id is the identity matrix.
As in Section 3.2, we would like to find k such that U(k) = Utarget for some
given Utarget. We again recast the problem as finding k that minimizes the
function f(k) = ‖U(k0)−M(k)Utarget‖2. We thus ask for the partial derivatives
of f to vanish and we obtain that k should satisfy the following linear system:
C11 k11 + C12 k12 + C13 k21 + C14 k22 = B1,
C21 k11 + C22 k12 + C23 k21 + C24 k22 = B2,
C31 k11 + C32 k12 + C33 k21 + C34 k22 = B3,
C41 k11 + C42 k12 + C43 k21 + C44 k22 = B4,
(50)
where Cij = −
(
A
k
0
)−1
Zi Utarget ·
(
A
k
0
)−1
Zj Utarget for all 1 ≤ i, j ≤ 4 and
where Bi =
(
A
k
0
)−1
Zi Utarget ·
[(
A
k
0
)−1
Z5 Utarget − U(k0)
]
for any 1 ≤ i ≤ 4.
As in Section 3.2, we eventually replace the vectors Utarget and U(k
0
) by
pi (Utarget) and pi
(
U(k
0
)
)
in (50). The resulting solution (k11, k12, k21, k22)
of the linear system is then considered as an adequate initial guess for the
optimization problem (7).
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