Abstract-In this paper, we present a local, adaptive optimization scheme for adjusting the number of clusters in fuzzy C-means clustering. This method is especially motivated by online applications in which a potentially changing clustering structure must be maintained over time, though it turns out to be useful in the static case as well. As part of the method, we propose a new validity measure for fuzzy partitions which is a modification of the commonly used Xie-Beni index and overcomes some deficiencies thereof.
I. INTRODUCTION
Learning in online scenarios has been a focus of research in the data mining field in recent years. Corresponding algorithms must be able to learn in an incremental way and to adapt to a changing environment. For example, clustering algorithms should be able to properly react to changes of the underlying clustering structure and, in particular, to a changing number of clusters [1] [2] . Obviously this hampers the application of standard clustering algorithms such as Kmeans and fuzzy C-means as these algorithms assume the number of clusters to be a fixed (user-specified) parameter which is known in advance.
Several methods for determining an optimal number of clusters have been proposed in the literature [3] [4] . Assuming a lower bound Km71 and upper bound Kmaw to be given, the simplest approach simply tries all potential numbers K C {Ki,, ... K }: A clustering structure is derived for every K and evaluated in terms of a quality measure such as the well-known Xie-Beni index [5] . Finally, the result which appears to be optimal according to this measure is adopted.
This enumeration strategy as well as more sophisticated variants thereof are computationally quite complex, as they have to test every K independently. This drawback is further amplified by the problem of local optima, which is commonly encountered for clustering algorithms like fuzzy C-means: Running the algorithm twice will typically produce two different results Thus in order to evaluate a fixed cluster number K it is not enough to apply the algorithm to the data once Instead it must be applied repeatedly say N times, in order to produce a reasonably good and confident approximation to the best quality that can be obtained for K Consequently the overall number of runs of the clustering algorithm amounts to N x (Kmx-Kmin 1). Jrirgen Beringer, Fakultat fur Inforimatik, Otto-von-Guericke-Universitat Magdeburg, UniversitGtsplatz 2B 39106 Magdeburg, Germany (email: beringer iti cs 0uni-magdeburg de) .
Eyke 1Hullermeier, Philipps-Universitat Marburg, Hans-Meerwein-Str. Marburg, Germany (email: eyke@mathematik.uni-marburg.de) Needless to say, the above optimization strategy cannot be used in an online context where an optimal K has to be found repeatedly, and possibly under hard time constraints.
In this paper we propose a method for determining an optimal number of clusters in an adaptive and efficient way focusing on fuzzy C-means (FCM) as an underlying clustering algorithm.
The remainder of the paper is organized as follows: In the next section, we outline the problem of clustering data streams as an interesting application and important motivation of adaptive clustering. Our method for optimizing the cluster number will be introduced in section III. An empirical evaluation covering both the static case and the clustering of data streams is given in section IV.
II. ADAPTIVE CLUSTERING OF DATA STREAMS
In recent years, so-called data streams have attracted considerable attention in different fields of computer science such as database systems, distributed systems and, in particular data mining [6] [7] [8] . As the notion suggests a data stream can roughly be thought of as an ordered sequence of data items, where the input arrives more or less continuously as timTe progresses. There are various applications in which streams of this type are produced such as network monitoring, telecommunication systems, customer click streams, stock markets or any type of multi-sensor system. As a data stream system may constantly produce huge amounts of data, it is usually not feasible to simply store the arriving data in order to analyze it offline later on. Instead, stream data must be processed in an online manner so as to guarantee that results are up-to-date.
In [2] , the problem of continuously clustering a fixed number of parallel data streams is considered with a focus on time-series data streams (i.e., individual data items are real numbers). More specifically the problem is to maintain groups of data streams such that streams within one class are similar to each other in the sense of evolving similarly over time, as a suitable distance function, a weighted correlation measure on a sliding window was used (see Fig 1) We refer to [2] for technical details.
The basic algorithm for clustering data streams is given in pseudo-code in algorithm 11 tor all x, [1U]. The constant Tn > 1 in (1) is called the fuzzifier and controls the overlap ("smoothness") of the clusters (a common choice is m = 2). As mentioned before, the simple enumeration strategy for optimizing the cluster number, as outlined in the introduction, is not practicable in an online setting as it requires the consideration of too large a number of candidate values and, hence, applications of the clustering algorithm. To minimize the effort, the idea of this paper is to pursue a local adaptation process that tries to adapt the cluster number K on the basis of a starting point Ko in the style of a hill-climbing procedure. This strategy appears particularly appealing in an online setting where the optimal cluster number, K*, may "smoothly" change in the course of time. In fact, assuming that KS does not make big jumps, the optimal number at time t, K*(t), will provide a good initialization for finding the optimal number at time t + 1. In other words, a local search is likely to succeed without getting trapped in local optima.
Thus, starting with K = Ko, each iteration of our method consists of a test that checks whether the cluster model can be improved by increasing or decreasing K. To this end, we make use of a suitable quality measure (validity function) Q(Q). Let Q(K) denote the quality of the cluster number K, that is, of the cluster model obtained for this number. In each iteration, K is then updated as follows: K (5); the data was generated as described in section IV-A (2 dinmensions, 5 clusters).
our adaptation procedure might get stuck in local optima. Consequently, the convexity (resp. concavity) of the validity function is highly desirable. That is, Q(K)
should be maximal (resp. minimal) for the optimal number KS of clusters and decrease (resp. increase) in a monotone way for smaller and larger values (at least within a certain range around K*). Unfortunately, most existing measures do not have this property and instead show a rather irregular behavior (see Fig. 2 for a typical example). (b) FCM-conformity: As already explained above, to adapt the cluster number K, we provisionally consider two alternative structures that we obtain, respectively, by removing and adding a cluster. However, as will become clear later on, both candidate structures might not be fully optimized with regard to the FCM objective function (1) . Instead, in an online setting, this optimization might take place only after the apparently best structure (cluster number) has been selected. In order to avoid this optimization to invalidate the previous selection, the validity measure Q( ) should well harmonize with the objective function (1). (c) Efficiency. Since the validity function is frequently evaluated in our application, its computation should be efficient. This disqualifies measures with a quadratic complexity, such as the maximal distance between two objects within a cluster. A widely used validity function is the so-called Xie-Beni index or separation [5] , which is defined as 1r I U X CkK 2 _n k= .k (3) mink,f Ck -cl 2 As most validity measures do, (3) puts the intra-cluster varnability (numerator) in relation to the inter-cluster variability (denominator). In this case, the latter is simply determined by the minimal distance between two cluster centers. Obviously, the smaller the separation, the better the cluster model.
Since the nominator of (3) just corresponds to the objective function (1) Replacing the denominator in (3) by (4), we thus obtain
It is of course not possible to prove the concavity of (5) in a formal way. Still, our practical experience so far has shown that it satisfies our requirements in this regard very well and compares favorably with alternative measures ((see Fig. 2 for a typical example). Corresponding experimental results will be presented in section IV below. Fig. 3 . Comparison of the hit rates the fuzzy C-means algorithm 10 times for each K in order to avoid local minima and then took the best result [11] .
As test data, we used randomly generated synthetic data with rather simple clustering structures, Regarding the hit rate, it was to be expected that the global strategy outperforms the local one, as it tries all potential cluster numbers. However, as can be seen in Fig. 3 , our local strategy is quite competitive and in some cases even superior.
As a potential explanation, we suspect that our strategy of adding and removing clusters in a systematic way is more effective in escaping local minima of the fuzzy C-means objective function than restarting the algorithm at random. On the other hand, the local approach obviously runs into trouble if the true cluster number is much higher than the initialization, especially in the case of high-dimensional data. With regard to the runtimes, our local approach clearly outperforms the global one (see Fig 4) In fact even though 
C. Experinment 3
In the third experiment, we investigated the ability of our algorithm to adapt to a changing number of clusters in the data stream environment outlined in section II. To this end, synthetic data streams were generated in the follow way. First, a prototype p( ) is predefined in terms of a specific (deterministic) function of time. The elements that (should) belong to the cluster are then generated by "distorting" the prototype, both horizontally (by stretching the time axis) and vertically (by adding noise). More precisely, a data stream x() is defined by
where h(.) and g( ) are stochastic processes that are generated by means of a second-order difference equation: (6) hl(t + A\t) =-h'(t) + u(t), In the experiment, we varied the number of artificial clusters in the data generating process: Starting with two clusters, the number of clusters was repeatedly doubled to four (in a "smooth" way) and later again reduced to two. Technically, this was accomplished as follows: The overall number of 100 data streams is divided into four groups. The first and second group are represented by the prototype pi(t) = sin(t) and p2(t) = 1-sin(t), respectively. The third group is characterized by the prototype p3(t) = (1-A)p1(t) + A sin(t + r/2), where A C [0, 1] is a parameter.
Likewise, the fourth group is characterized by the prototype p4(t) = (1-A)p2(t) + A(1-si(t + 7/2)). As explained above, all streams were generated as distortions of their corresponding prototypes.
As can be seen, for A = 0, the third (fourth) and the This paper has introduced a local, adaptive optimization scheme for adjusting the number of clusters in fuzzy Cmeans clustering. Even though this method is especially motivated by online scenarios in which a potentially changing clustering structure must be maintained over time, our experiments have shown that it is likewise useful for analyzing static data sets.
