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Abstract
The study of finite subgroups of a simple algebraic group G reduces in a sense
to those which are almost simple. If an almost simple subgroup of G has a socle
which is not isomorphic to a group of Lie type in the underlying characteristic
of G, then the subgroup is called non-generic. This paper considers non-generic
subgroups of simple algebraic groups of exceptional type in arbitrary characteristic.
A finite subgroup is called Lie primitive if it lies in no proper subgroup of
positive dimension. We prove here that many non-generic subgroup types, including
the alternating and symmetric groups Altn, Symn for n ≥ 10, do not occur as Lie
primitive subgroups of an exceptional algebraic group.
A subgroup of G is called G-completely reducible if, whenever it lies in a par-
abolic subgroup of G, it lies in a conjugate of the corresponding Levi factor. Here,
we derive a fairly short list of possible isomorphism types of non-G-completely
reducible, non-generic simple subgroups.
As an intermediate result, for each simply connected G of exceptional type,
and each non-generic finite simple group H which embeds into G/Z(G), we derive
a set of feasible characters, which restrict the possible composition factors of V ↓ S,
whenever S is a subgroup of G with image H in G/Z(G), and V is either the Lie
algebra of G or a non-trivial Weyl module for G of least dimension.
This has implications for the subgroup structure of the finite groups of excep-
tional Lie type. For instance, we show that for n ≥ 10, Altn and Symn, as well as
numerous other almost simple groups, cannot occur as a maximal subgroup of an
almost simple group whose socle is a finite simple group of exceptional Lie type.
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CHAPTER 1
Introduction and Results
This paper concerns the closed subgroup structure of simple algebraic groups
of exceptional type over an algebraically closed field. Along with the corresponding
study for classical-type groups, this topic has been studied extensively ever since
Chevalley’s classification in the 1950s of reductive groups via their root systems.
The subgroup structure of a simple algebraic group divides naturally according
to properties of the subgroups under consideration. Some of the first major results
were produced by Dynkin [30,31], who classified maximal connected subgroups in
characteristic zero. The corresponding study over fields of positive characteristic
was initiated by Seitz [66,67] and extended by Liebeck and Seitz [53,58], giving a
classification of maximal connected closed subgroups, and more generally maximal
closed subgroups of positive dimension.
Here, we consider the opposite extreme, the case of finite subgroups. Let G be
a simple algebraic group of exceptional type, over an algebraically closed field K
of characteristic p ≥ 0. When considering finite subgroups of G, it is natural to
restrict attention to those not lying in any intermediate closed subgroup of positive
dimension. Such a finite subgroup is called Lie primitive, and a result due to
Borovik (Theorem 2.1) reduces the study of Lie primitive subgroups to those which
are almost simple, that is, those groups H such that H0 ≤ H ≤ Aut(H0) for some
non-abelian finite simple group H0. The study then splits naturally according to
whether or not H0 is isomorphic to a member of Lie(p), the collection of finite
simple groups of Lie type in characteristic p (with the convention Lie(0) = ∅).
Subgroups isomorphic to a member of Lie(p) are generally well-understood. If
G has a semisimple subgroup X and p > 0, then G has a subgroup isomorphic to a
central extension of the corresponding finite simple group X(q) for each power q of
p. In [56] it is shown that, for q above some explicit bound depending on the root
system of G, any such subgroup of G arises in this manner.
Turning to those simple groups not isomorphic to a member of Lie(p), the so-
called non-generic case, we have two problems: which of these admit an embedding
into G, and how do they embed? For example, are there any Lie primitive such
subgroups? If not, what can we say about the positive-dimensional overgroups
which occur?
The question of which simple groups admit an embedding now has a complete
answer, due to the sustained efforts of many authors [20,22,24,38,45,46,49,50,
57]. The end product of these efforts is Theorem 2 of [57], where Liebeck and
Seitz present tables detailing precisely which non-generic simple groups admit an
1
2 1. INTRODUCTION AND RESULTS
embedding into an exceptional algebraic group, and for which characteristics this
occurs. The following is a summary of this information.
Theorem 0 ([57]). Let G be an adjoint exceptional algebraic group, over an
algebraically closed field of characteristic p ≥ 0, and let H be a non-abelian fi-
nite simple group, not isomorphic to a member of Lie(p). Then G has a subgroup
isomorphic to H if and only if (G,H, p) appears in Table 1.0.
Table 1.0: Non-generic subgroup types of adjoint exceptional G.
G H
G2 Alt5, L2(q) (q = 7, 8, 13), U3(3),
J1 (p = 11), J2 (p = 2)
F4 Alt5−6, L2(q) (q = 7, 8, 13, 17, 25, 27), L3(3), U3(3), 3D4(2),
Alt7 (p = 2, 5), Alt9−10 (p = 2), M11 (p = 11), J1 (p = 11), J2 (p = 2),
L4(3) (p = 2)
E6 Alt5−7, M11, L2(q) (q = 7, 8, 11, 13, 17, 19, 25, 27), L3(3), U3(3), U4(2), 3D4(2),
2F4(2)
′,
Alt9−12 (p = 2), M12 (p = 2, 5), M22 (p = 2), J1 (p = 11), J2 (p = 2), J3 (p = 2),
Fi22 (p = 2), L4(3) (p = 2), U4(3) (p = 2), Ω7(3) (p = 2), G2(3) (p = 2)
E7 Alt5−9, M11, M12, J2, L2(q) (q = 7, 8, 11, 13, 17, 19, 25, 27, 29, 37), L3(3), L3(4),
U3(3), U3(8), U4(2), Sp6(2), Ω
+
8 (2),
3D4(2),
2F4(2)
′,
Alt10 (p = 2, 5), Alt11−13 (p = 2), M22 (p = 5), J1 (p = 11), Ru (p = 5),
HS (p = 5), L4(3) (p = 2),
2B2(8) (p = 5)1
E8 Alt5−10, M11, L2(q) (q = 7, 8, 11, 13, 16, 17, 19, 25, 27, 29, 31, 32, 41, 49, 61), L3(3),
L3(5), U3(3), U3(8), U4(2), Sp6(2), Ω
+
8 (2), G2(3),
3D4(2),
2F4(2)
′, 2B2(8),
Alt11 (p = 2, 11), Alt12−17 (p = 2), M12 (p = 2, 5), J1 (p = 11), J2 (p = 2),
J3 (p = 2), Th (p = 3), L2(37) (p = 2), L4(3) (p = 2), L4(5) (p = 2),
PSp4(5) (p = 2),
2B2(32) (p = 5)
Note that we have the following isomorphisms:
Alt5 ∼= L2(4) ∼= L2(5), Alt6 ∼= L2(9) ∼= Sp4(2)
′, Alt8 ∼= L4(2),
L2(7) ∼= L3(2), U4(2) ∼= PSp4(3), U3(3) ∼= G2(2)
′,
and we therefore consider these groups to be of Lie type in each such characteristic.
Lie Primitivity
At this point it remains to determine, for each pair (G,H) above, properties of
the possible embeddings H → G. Here, our aim is to determine whether or not H
occurs as a Lie primitive subgroup of G, and if not, to determine useful information
regarding the intermediate subgroups of positive dimension.
1This subgroup was erroneously omitted from [57], however such a subgroup is easily seen to exist,
since an 8-dimensional module for the double-cover of 2B2(8) gives an embedding into A7.
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Our main result is the following. Let Aut(G) be the abstract group generated
by all inner automorphisms of G, as well as graph and field morphisms.
Theorem 1. Let G be an adjoint exceptional simple algebraic group, over an
algebraically closed field of characteristic p ≥ 0, and let S be a subgroup of G,
isomorphic to the finite simple group H /∈ Lie(p).
If G, H, p appear in Table 1.1 then S lies in a proper, closed, connected subgroup
of G which is stable under all automorphisms in NAut(G)(S).
Table 1.1: Imprimitive subgroup types.
G H
F4 Alt5, Alt7, Alt9−10, M11, J1, J2,
Alt6 (p = 5), L2(7) (p = 3), L2(17) (p = 2), U3(3) (p 6= 7)
E6 Alt9−12, M22, L2(25), L2(27), L4(3), U4(2), U4(3), 3D4(2),
Alt5 (p 6= 3), Alt7 (p 6= 3, 5), M11 (p 6= 3, 5), M12 (p = 2), L2(7) (p = 3),
L2(8) (p = 7), L2(11) (p = 5), L2(13) (p = 7), L2(17) (p = 2), L3(3) (p = 2),
U3(3) (p = 7)
E7 Alt10−13, M11, J1, L2(17), L2(25), L3(3), L4(3), U4(2), Sp6(2), 3D4(2), 2F4(2)′,
Alt9 (p 6= 3), Alt8 (p 6= 3, 5), Alt7 (p 6= 5), M12 (p 6= 5), J2 (p 6= 2),
L2(8) (p 6= 3, 7)
E8 Alt8, Alt10−17, M12, J1, J2, L2(27), L2(37), L4(3), U3(8), Sp6(2), Ω+8 (2), G2(3),
Alt9 (p 6= 2, 3), M11 (p 6= 3, 11), U3(3) (p 6= 2, 3, 7),
2F4(2)
′ (p 6= 3)
The ‘normaliser stability’ condition here is important for applications to the
subgroup structure of finite groups of Lie type. For instance, if G = F4(K) where
K has characteristic 5, then each subgroup S ∼= Alt6 of G lies in a proper, closed
connected subgroup of G, which is stable under NG(S) and under every Frobenius
morphism of G stabilising S. This can be used to deduce that no finite almost
simple group with socle F4(5
r) (r ≥ 1) contains a maximal subgroup with socle
Alt6, as in Theorem 8 below.
The proof of Theorem 1 proceeds by considering the action of the finite groups
in question on certain modules for the algebraic group. We consider in particular
the adjoint module L(G), and a Weyl module of least dimension, denoted Vmin, for
the simply connected cover G˜ of G. Each such module has dimension at most 248.
For G of type E6 and E7, the group G˜ has a centre of order 3/(3, p) and 2/(2, p)
respectively, acting by scalars on Vmin. Thus to make use of Vmin, we must consider
embeddings H˜ → G˜, where H˜ is a perfect central extension of the simple group H ,
and where the image of Z(H˜) lies in Z(G˜).
For each (G,H, p) in Table 1.0, we calculate compatible feasible characters of
H˜ on L(G) and Vmin, which are Brauer characters of H˜ that agree with potential
restrictions of L(G) and Vmin to a subgroup S˜ ∼= H˜ of G˜ with Z(S˜) ≤ Z(G˜) (see
Definition 3.2). This requires knowledge of the irreducible Brauer characters of H˜
of degree at most dim(L(G)) for each subgroup type H , as well as knowledge of the
eigenvalues of various semisimple elements of G˜ on the relevant KG˜-modules. The
necessary theory is already well-developed, and we give an outline in Chapter 3.
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Theorem 2. Let G be a simple algebraic group of type F4, E6, E7 or E8 over
an algebraically closed field of characteristic p ≥ 0. Let S be a non-abelian finite
simple subgroup of G, not isomorphic to a member of Lie(p), and let S˜ be a minimal
preimage of S in the simply connected cover of G. Then the composition factors of
L(G) ↓ S˜ and Vmin ↓ S˜ are given by a line of the appropriate table in Chapter 6.
Once these composition factors are known, the representation theory of the
finite subgroup can be used to determine further information on the structure of
L(G) and Vmin as an S˜-module, which in turn allows us to determine information
on the inclusion of S into G. In particular, if S˜ fixes a nonzero vector on a non-
trivial G-composition factor of L(G) or Vmin, then S˜ lies in the full stabiliser of this
vector, which is positive-dimensional and proper. In Chapter 3, we present several
techniques for determining the existence of such a fixed vector.
Theorem 1 complements a number of existing results. Frey [33–36] and Lusztig
[60] give much information on embeddings of alternating groups Altn and their
proper covers into exceptional groups in characteristic zero. Lifting and reduction
results such as [69, Lemme 4 and Proposition 8] and [23, Corollary 2.2 and Theo-
rem 3.4] can then be used to pass results between characteristic zero and positive
characteristic not dividing the order of the subgroup in question.
For G of type G2, embeddings of non-generic finite simple groups are well un-
derstood, and hence we omit these from our study. In particular, by [57, Corollary
4], the only non-generic finite simple subgroups of G2(K) which are not Lie primi-
tive are isomorphic to Alt5 or L2(7). From [5, Theorems 8, 9], it follows that Alt5
does not occur as a Lie primitive subgroup of G2(K), while L2(7) occurs both as a
Lie primitive subgroup and as a non-Lie primitive subgroup. In addition, Magaard
[61] gives a necessary condition for a given non-generic simple group to occur as
a maximal subgroup of F4(F ), where F is a finite or algebraically closed field of
characteristic 6= 2, 3. This can be used to limit the possible isomorphism types
of Lie primitive finite subgroups. The methods used here differ from those of the
above references, as well as from relevant papers of Aschbacher [4–8]. There, results
focus on the geometry of certain low-dimensional modules supporting a multilin-
ear form or algebra product. Here, however, we primarily use techniques from the
representation theory of finite groups and reductive algebraic groups.
For each adjoint exceptional group G, Corollary 4 of [57] lists those non-generic
finite simple groups H which embed into G and occur only as Lie primitive sub-
groups there. Since we will refer to this in Section 3.1.3, we record this information
below in Table 1.2. Combining this with Theorem 1 gives the following:
Corollary 3. Let G be an adjoint simple algebraic group of type F4, E6, E7
or E8, over an algebraically closed field of characteristic p ≥ 0, and let H /∈ Lie(p)
be a finite non-abelian simple group which embeds into G. Then exactly one of the
following holds:
(i) G, H appear in Table 1.1 and G has no Lie primitive subgroups ∼= H.
(ii) G, H appear in Table 1.2 and every subgroup S ∼= H of G is Lie primitive.
(iii) G, H appear in Table 1.3.
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Table 1.2: Subgroup types occurring only as Lie primitive subgroups of G
G H
F4 L2(25), L2(27), L3(3),
3D4(2), L4(3) (p = 2)
E6 L2(19),
2F4(2)
′, Ω7(3) (p = 2), G2(3) (p = 2), M12 (p = 5), J3 (p = 2),
Fi22 (p = 2)
E7 L2(29), L2(37), U3(8), M22 (p = 5), Ru (p = 5), HS (p = 5)
E8 L2(q) (q = 31, 32, 41, 49, 61), L3(5), L4(5) (p = 2),
2B2(8) (p 6= 5, 13),
2B2(32) (p = 5), Th (p = 3)
Table 1.3: Subgroup types H /∈ Lie(p) possibly occurring both as a Lie primitive
subgroup and as a Lie imprimitive subgroup of G
G H
F4 L2(q) (q = 8, 13), Alt6 (p 6= 5), L2(7) (p 6= 3), L2(17) (p 6= 2), U3(3) (p = 7)
E6 Alt6, Alt5 (p = 3), Alt7 (p = 3, 5), M11 (p = 3, 5), J1 (p = 11), J2 (p = 2),
L2(7) (p 6= 3), L2(8) (p 6= 7), L2(11) (p 6= 5), L2(13) (p 6= 7), L2(17) (p 6= 2),
L3(3) (p 6= 2), U3(3) (p 6= 7)
E7 Alt5, Alt6, L2(q) (q = 7, 11, 13, 19, 27), L3(4), U3(3), Ω
+
8 (2), Alt7 (p = 5),
Alt8 (p = 3, 5), Alt9 (p = 3), M12 (p = 5), J2 (p = 2), L2(8) (p = 3, 7),
2B2(8) (p = 5)
E8 Alt5−7, L2(q) (q = 7, 8, 11, 13, 16, 17, 19, 25, 29), L3(3), U4(2), 3D4(2),
Alt9 (p = 2, 3), M11 (p = 3, 11), J3 (p = 2), U3(3) (p = 7), PSp4(5) (p = 2),
2B2(8) (p = 5, 13),
2F4(2)
′ (p = 3)
We remark that many of the groups appearing in Table 1.2 admit only a single
feasible character on L(G) and Vmin in each characteristic where they embed. The
exceptions to this occur primarily for subgroups L2(q), and these tend to have
elements of large order, whose Brauer character values we have not considered
(further on this is given at the start of Chapter 6). It is therefore likely that a small
number of the feasible characters for these groups are not realised by an embedding,
so that these groups also have very few possible actions on L(G) and Vmin.
Complete Reducibility
In the course of proving Theorem 1, we derive much information on the interme-
diate positive-dimensional subgroups which occur when a finite group is shown not
to appear as a Lie primitive subgroup of G. Recall that a subgroupX of a reductive
algebraic group G is called G-completely reducible (in the sense of Serre [68]) if,
whenever X is contained in a parabolic subgroup P of G, it lies in a Levi factor
of P . In case G = GLn(K) or SLn(K), this coincides with X acting completely
reducibly on the natural n-dimensional module.
The concept of G-complete reducibility has seen much attention recently, for
instance in the context of classifying reductive subgroups of G, see for example
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[72, 73]. Similar techniques can be brought to bear in the case of finite simple
subgroups.
Theorem 4. Let G be an adjoint exceptional simple algebraic group in char-
acteristic p > 0, and let H be a non-abelian finite simple group, not isomorphic to
a member of Lie(p), which admits an embedding into G.
If G has a subgroup isomorphic to H, which is not G-completely reducible, then
(G,H) appears in Table 1.4, with p one of the primes given there.
Table 1.4: Isomorphism types of potential non-G-cr subgroups
G p Subgroup types H /∈ Lie(p)
F4 2 J2, L2(13)
3 Alt5, L2(7), L2(8)
7 L2(8)
E6 2 M22, L2(q) (q = 11, 13, 17), U4(3)
3 Alt5, Alt7, M11, L2(q) (q = 7, 8, 11, 17)
5 Alt6, M11, L2(11)
7 Alt7, L2(8)
E7 2 Altn (n = 7, 8, 10, 12), M11, M12, J2, L2(q) (q = 11, 13, 17, 19, 27), L3(3)
3 Altn (n = 5, 7, 8, 9), M11, M12, L2(q) (q = 7, 8, 11, 13, 17, 25),
3D4(2)
5 Alt6, Alt7, M11, L2(11),
2F4(2)
′
7 Alt7, L2(8), L2(13), U3(3)
11 M11
13 L3(3)
E8 2 Altn (n = 7, 9, 10, 12, 16), M11, M12, J2,
L2(q) (q = 11, 13, 17, 19, 25, 27, 37), L3(3), PSp4(5)
3 Altn (n = 5, 7, 8, 9), M11, L2(q) (q = 7, 8, 11, 13, 17, 19, 25), U3(8),
3D4(2)
5 Altn (n = 6, 7, 10), M11, L2(11), L2(19), U4(2),
2F4(2)
′
7 Alt7, L2(8), L2(13), U3(3)
11 M11
13 L3(3)
Corollary 5. If G is an exceptional simple algebraic group over an alge-
braically closed field of characteristic p = 0 or p > 13, then all non-generic finite
simple subgroups of G are G-completely reducible.
Theorem 4 and Corollary 5 mirror results of Guralnick [39, Theorem A], which
state that if G = GLn(K), where K has characteristic p > n+1, then all finite sub-
groups of G having no non-trivial normal p-subgroup are G-completely reducible.
Another general result in this direction appears in [10, Remark 3.43(ii)], which
tells us that if p > 3 for G of type G2, F4, E6 or E7, or if p > 5 for G of type E8,
then a subgroup S of G is G-completely reducible if L(G) is a completely reducible
S-module. All of these results are in the spirit of those of Serre in [70, §4, 5].
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At this stage we do not attempt to classify those non-generic subgroups which
are not G-completely reducible. For most triples (G,H, p) in Table 1.4 it is straight-
forward to show the existence of such a subgroup. However, some cases are quite
involved; we comment briefly on this in Section 5.3.1 on page 69.
Almost Simple Subgroups
The ‘normaliser stability’ of the connected subgroups in Theorem 1 also allows
us to extend our results to almost simple finite subgroups. Let S0 be almost simple,
with simple socle S, and suppose that the isomorphism type of S appears in Table
1.1. If S¯ is the NAut(G)(S)-stable connected subgroup given by Theorem 1, then
S0 < NG(S¯), and this latter group is positive-dimensional and proper since G is
simple.
Corollary 6. If G, H, p appear in Table 1.1, then G has no Lie primitive
finite almost simple subgroup whose socle is isomorphic to H. In particular, no
group Altn or Symn (n ≥ 10) occurs as a Lie primitive subgroup of an exceptional
simple algebraic group in any characteristic.
In the case that the field of definition has characteristic 0, we obtain the fol-
lowing. For Altn, this is proved independently in forthcoming work of D. Frey
[33].
Corollary 7. No exceptional simple algebraic group over an algebraically
closed field of characteristic 0 has a Lie primitive subgroup isomorphic to Altn or
Symn for n ≥ 8.
Application: Finite Groups of Lie Type
Ever since the classification of the finite simple groups, a question of primary
importance in finite group theory has been to understand their subgroups, and
in particular their maximal subgroups. Recall that a group of Lie type arises as
a subquotient of the group of fixed points of a simple algebraic group under a
Frobenius morphism (more details are given in Section 2.1 of Chapter 2). If σ is
a Frobenius morphism of an adjoint group G over a field of characteristic p > 0,
then the group Op
′
(Gσ) is usually simple. Simple groups of Lie type make up all
the non-abelian finite simple groups besides the alternating and sporadic groups.
For the alternating groups and classical groups of Lie type, the O’Nan-Scott
Theorem [27, Theorem 4.1A] and Aschbacher’s Theorem [3] reduce the study of
maximal subgroups to understanding primitive permutation actions and modular
representations of almost simple groups. For the exceptional groups of Lie type,
understanding maximal subgroups again reduces naturally to embeddings of almost
simple groups by an analogue of Borovik’s Theorem 2.1 (see [15] for the full state-
ment). As with the corresponding algebraic groups, we expect more explicit results
here than in the classical case.
In Section 4.5 we use Theorem 1 to prove the following; note that again we
have not considered the groups of type G2 since a complete description of their
maximal subgroups is already available in [26], [48] and [5].
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Theorem 8. Let G be an adjoint exceptional simple algebraic group over an
algebraically closed field of positive characteristic p. Let σ be a Frobenius morphism
of G such that L = Op
′
(Gσ) is simple, and let L ≤ L1 ≤ Aut(L).
If (G,H, p) appears in Table 1.1, then L1 has no maximal subgroup with socle
isomorphic to H.
Finally we remark that while the proof of Theorems 1 and 8 are independent
of the classification of finite simple groups, Theorem 0 does rely on this, and hence
so do Theorems 2 and 4, as well as Corollaries 3 and 5.
Layout
Our analysis requires an amount of background on the representation theory of
reductive algebraic groups and finite groups, and the subgroup structure of reduc-
tive groups. Chapter 2 gives a concise overview of the necessary theory. In Chapter
3 we describe the calculations used to deduce Theorem 2, illustrating with a typical
example. The feasible characters themselves appear in Chapter 6.
For most triples (G,H, p) in Table 1.1, the proof that a subgroup S ∼= H of G
lies in a proper connected subgroup is simply a matter of inspecting the feasible
characters and applying an elementary bound on the number of trivial composition
factors (Proposition 3.6). In Chapter 6 we have marked with ‘P’ those feasible
characters which do not satisfy the bound; thus every Lie primitive subgroup of
G gives rise to one of these feasible characters. The groups with no characters
marked ‘P’ are collected in Table 3.1. Table 1.1 consists of these together with
some additional cases, which are considered in Proposition 3.13.
Chapter 4 begins by assuming that (G,H, p) appears in Table 1.1 and that
if S ∼= H is a subgroup of G, then S lies in a proper connected subgroup of G.
A variety of techniques are then applied in order to show that S in fact lies in a
proper, connected, NAut(G)(S)-stable subgroup. Theorem 8 follows from Theorem
1 through a short argument which is independent of the remainder of the paper,
which we give in Section 4.5. Finally, Chapter 5 considers G-complete reducibil-
ity of the finite subgroups occurring, and Appendix A contains auxiliary data on
representations of finite simple groups used in Chapters 3, 4 and 5.
Notation
Throughout, unless stated otherwise, all algebraic groups are affine and de-
fined over K, a fixed algebraically closed field of characteristic p ≥ 0. Subgroups
are assumed to be closed, and modules are assumed to be rational and of finite di-
mension. A homomorphism between algebraic groups is assumed to be a morphism
of varieties, unless stated otherwise.
For a group X , the derived subgroup is denoted by X ′. The image of X
under a homomorphism φ is denoted Xφ, and if φ is an endomorphism of X , then
Xφ denotes the fixed points of φ in X . If X is finite then O
p′(X) denotes the
smallest normal subgroup of X with index coprime to p. If X1, X2, . . ., Xr are
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simple algebraic groups or tori, then X1X2 . . . Xn denotes a commuting product
with pairwise finite intersections.
If V is a KX-module, then V ∗ denotes the dual module Hom(V,K). If Y is a
subgroup of X , then V ↓ Y denotes the restriction of V to Y . If M1, M2, . . . Mr
are KX-modules and n1, . . ., nr are integers then we write
Mn11 /M
n2
2 / . . . /M
nr
r
to denote a module having the same composition factors as the direct sum Mn11 ⊕
Mn22 ⊕ . . .⊕M
nr
r . Finally, the notation
M1|M2| . . . |Mr
denotes aKX-module V with a series V = V1 > V2 > . . . > Vr+1 = 0 of submodules
such that soc(V/Vi+1) = Vi/Vi+1 ∼=Mi for 1 ≤ i ≤ r.

CHAPTER 2
Background
Good general references for the theory of algebraic groups covered in this chap-
ter are [13], [42], [62] and [44] and we will also give references to specific results
when appropriate.
2.1. Affine Algebraic groups
2.1.1. Reductive and semisimple groups; root systems. For an alge-
braic group G, the connected component containing the identity is denoted G◦.
The soluble and unipotent radicals of G are respectively denoted R(G) and Ru(G);
they are the maximal normal connected soluble (respectively unipotent) subgroups
of G. Then G is called reductive if Ru(G) = 1 and semisimple if R(G) = 1. An alge-
braic group is simple if it has no non-trivial, proper, connected normal subgroups,
and a semisimple algebraic group is a commuting product of simple subgroups
whose pairwise intersections are finite.
Let G be reductive. We let T denote a fixed maximal torus of G, and B a
Borel subgroup (maximal connected soluble subgroup) containing T . The rank of
G is r = dim(T ). The character group X(T )
def
= Hom(T,K∗) is a free abelian group
of rank r, written additively. Any KG-module V restricts to T as a direct sum of
weight spaces
Vλ
def
= {v ∈ V : t.v = λ(t)v for all t ∈ T }
where λ runs over elements of X(T ). Those λ with Vλ 6= {0} are the weights of V .
The Lie algebra of G, denoted L(G), is a KG-module under the adjoint action, and
the nonzero weights of L(G) are the roots of G; these form an abstract root system
in the sense of [42, Appendix]. We let Φ denote the set of roots. The choice of
B gives a base of simple roots Π = {α1, . . . , αr} and a partition of Φ into positive
roots Φ+ and negative roots Φ−, which are those roots expressible as a positive
(respectively negative) integer sum of simple roots.
Abstract root systems are classified by their Dynkin diagram; nodes correspond
to simple roots, with bonds indicating relative lengths and angle of incidence be-
tween non-orthogonal roots. A semisimple group is simple if and only if its Dynkin
diagram is connected, and the well-known classification of possible connected dia-
grams, as well as our chosen numbering of the nodes, are as follows:
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1 2 3 4 n− 1 n
An
1 2 3 4 n− 1 n
Bn 〉
1 2 3 4 n− 1 n
Cn 〈
1 2 3 4
n− 2
n− 1
n
Dn
1
2
3 4 5 n
En
1 2 3 4
F4 〉
1 2
G2 〈
where type En occurs for n ∈ {6, 7, 8}.
For a simple algebraic group G, the corresponding label (An, etc.) is called
the (Lie) type of G. An isogeny is a surjective homomorphism of algebraic groups
with finite kernel, and for each Lie type there exists a simply connected group Gsc
and an adjoint group Gad, each unique up to isomorphism, such that there exist
isogenies Gsc → G and G→ Gad for each simple group G over K of the same type.
2.1.2. Weights and rational modules. The group ZΦ is naturally a lattice
in the Euclidean space E
def
= X(T )⊗ZR. In this space, an abstract weight is a point
λ satisfying
〈λ, α〉
def
= 2
(λ, α)
(α, α)
∈ Z
for each simple root α. The abstract weights form a lattice Λ (the weight lattice);
the quotient Λ/ZΦ is finite, and ZΦ ≤ X(T ) ≤ Λ. The possible subgroups between
ZΦ and Λ correspond to isogeny types of simple group; G is simply connected if
and only if X(T ) = Λ, and adjoint if and only if X(T ) = ZΦ.
A weight λ ∈ Λ is called dominant if 〈λ, α〉 ≥ 0 for all α ∈ Π, and Λ is free
abelian on the set {λ1, . . . , λr} of fundamental dominant weights, which are defined
by 〈λi, αj〉 = δij for all i and j. If λ, µ are weights, we say µ ≤ λ if λ − µ is a
non-negative integer combination of positive roots.
If V is a (rational, finite-dimensional) KG-module, the Lie-Kolchin theorem
[42, §17.6] implies that B stabilises a 1-space of V ; an element spanning a B-stable
1-space is called a maximal vector of V . If V is generated as a KG-module by a
maximal vector of weight λ, we say that V is a highest weight module for G, of high
weight λ. Then λ is dominant, and all other weights of V are strictly less than λ
under the above ordering.
A B-stable 1-space of a KG-module generates a KG-submodule under the
action of KG, and thus an irreducible KG-module has a unique B-stable 1-space
and is a highest weight module. Conversely, for any dominant λ ∈ X(T ) there
exists an irreducible module of highest weight λ, which we denote VG(λ). Then
VG(λ) ∼= VG(µ) implies λ ≤ µ and µ ≤ λ, hence µ = λ.
The Weyl group W = NG(T )/T acts naturally on X(T ), inducing an action
on E = X(T )⊗Z R which preserves the set of roots, as well as the root and weight
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lattices. This identifies W with the group of isometries of E generated by simple
reflections si : x 7→ x − 〈x, αi〉αi for each i. The length of an element w ∈ W is
the smallest k such that w is expressible as a product of k simple reflections. The
longest element of the Weyl group is the unique element of maximal length; it is also
characterised as the unique element of W sending every positive root to a negative
one. Hence if w◦ is the longest element, then the linear transformation −w◦ of
E permutes the dominant weights. Since the weights of a module are precisely
the negatives of those of its dual, the simple modules VG(−w◦λ) and VG(λ)
∗ have
identical weight spaces, and thus VG(−w◦λ) ∼= VG(λ)
∗. When no confusion can
arise, we abbreviate VG(λ) to simply λ.
For each dominant λ ∈ X(T ), we also have a Weyl module, denoted WG(λ),
which is universal in the sense that if V is a rational module of finite dimension
with V/Rad(V ) = VG(λ), then V is a quotient of WG(λ). The Weyl module can
be defined in terms of the 1-dimensional B-module kλ, with Ru(B) acting trivially
and T ∼= B/Ru(B) acting with weight λ. Then H
0(G/B, λ) = IndGB(kλ) has socle
∼= VG(λ), and we set WG(λ)
def
= H0(G/B,−w◦λ)
∗.
Recall that a rational module is called tilting if it has a filtration by Weyl
modules and a filtration by duals of Weyl modules. It is well-known (for instance,
see [28]) that the class of tilting modules is closed under taking direct sums and
summands. An indecomposable tilting module has a unique highest weight, occur-
ring with multiplicity 1, and moreover for each dominant λ ∈ X(T ) there exists
a unique such indecomposable tilting module, denoted TG(λ) or T (λ) when G is
understood.
If the ambient field K has characteristic zero then TG(λ), WG(λ) and VG(λ)
coincide for each λ; in general, the module structure of WG(λ) can be quite com-
plicated, although much can still be said without too much effort. For instance,
the weights and multiplicities of WG(λ) are independent of the field K, and can be
calculated using the ‘Weyl character formula’ (see [37, §24]).
We will make frequent use of the module Vmin, a non-trivial Weyl module for
G of least dimension, when G is simply connected of exceptional type, with high
weight and dimension as follows:
G F4 E6 E7 E8
Vmin WG(λ4) WG(λ1) WG(λ7) WG(λ8) = L(G)
dim Vmin 26 27 56 248
We will give further information on the structure of Weyl modules when discussing
representations of reductive groups in Section 2.4.1.
2.1.3. Automorphisms, endomorphisms, groups of Lie type. With X
a semisimple algebraic group over an K, let φ : X → X be an abstract group
automorphism of X . If φ is a morphism of varieties, then by [71, 10.3] exactly one
of the following holds:
• The map φ is an automorphism of algebraic groups, that is, φ−1 is also a
morphism, or
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• the fixed-point subgroup Xφ is finite. In this case, φ is called a Frobenius
morphism.
We reserve the term ‘automorphism’ for maps of the first type. As well as inner
automorphisms, a simple group of type An (n ≥ 2), Dn (n ≥ 3) or E6 additionally
has graph automorphisms, induced from symmetries of the Dynkin diagram.
Turning to Frobenius morphisms, whenK has positive characteristic p, for each
power q of p, the q-power field automorphism there exists a field automorphism
sending x ∈ K to xq. This induces a Frobenius morphism Fq of GLn(K) for each
n > 0. A surjective endomorphism σ : X → X is called a field morphism or
standard Frobenius morphism if there exists some n > 0, some power q of p and
and injective morphism i : G → GLn(K) such that i(σ(x)) = Fq(i(x)) for each
x ∈ X . If G is simple of type B2 or F4 with p = 2, or type G2 with p = 3, then
G additionally has exceptional graph morphisms, which are Frobenius morphisms
corresponding to symmetries of the Dynkin diagram when the root lengths are
ignored. For every Frobenius morphism σ, there is an integer m such that σm is a
standard Frobenius morphism [19, p. 31].
If σ is a Frobenius morphism of G, the fixed-point set Gσ is a finite group
of Lie type, and if G is simple of adjoint type, the group Op
′
(Gσ) generated by
elements of order a power of p is usually simple, and is then called a simple group
of Lie type. For example, if G = PGLn(K) is adjoint of type An−1 and σ = σq
is a q-power field morphism, then Gσ = PGLn(q) and O
p′ (Gσ) = Ln(q). When
σ involves an exceptional graph morphism of G, the corresponding finite simple
group is called a Suzuki-Ree group. Further Frobenius morphisms and groups of
Lie type arise through composition with an automorphism of G; for instance, if
G = SLn(K) (type An−1), then composition of a q-power Frobenius automorphism
with a graph automorphism of G gives rise to the finite group SUn(q), hence to
the simple unitary group Un(q). We let Lie(p) denote the collection of finite simple
groups of Lie type in characteristic p, adopting the convention Lie(0) = ∅.
2.2. Finite Subgroups
When considering finite subgroups of an algebraic group, Lie primitivity is a
natural maximality condition. If X is an algebraic group of positive dimension, and
if S is a finite subgroup of X , by dimension considerations there exists a positive-
dimensional subgroup Y containing S such that S is Lie primitive in Y , and then
S normalises Y ◦. In this way, understanding embeddings of finite groups into
X reduces to understanding Lie primitive subgroups of normalisers of connected
subgroups; we can then appeal to the broad array of available results concerning
connected subgroups.
A natural idea when studying finite subgroups is to make use of the socle
(product of minimal normal subgroups). A minimal normal subgroup of a finite
group is characteristically simple, hence is a product of isomorphic finite simple
groups. We then have a dichotomy between the case that the finite subgroup is
local, that is, normalises a non-trivial elementary abelian subgroup, and the case
that the socle is a product of non-abelian simple groups. Local maximal subgroups
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of exceptional algebraic groups and finite groups of Lie type are well understood;
see [21] for more details.
This dichotomy is typified by the theorem of Borovik below, which reduces the
study of Lie primitive finite subgroups of G to almost simple groups, that is, those
finite groups H satisfying H0 ≤ H ≤ Aut(H0) for some non-abelian simple group
H0. In this case, the socle is soc(H) = H0.
Recall from [1] that a Jordan subgroup of a simple algebraic group G in char-
acteristic p is an elementary abelian p0-subgroup E (where p0 is a prime not equal
to p) such that:
• NG(E) is finite,
• E is a minimal normal subgroup of NG(E), and
• NG(E) ≥ NG(A) for any abelian p0-subgroup AENG(E) containing E.
Theorem 2.1 ([15]). Let G be an adjoint simple algebraic group over an alge-
braically closed field K of characteristic p ≥ 0, and let S be a Lie primitive finite
subgroup of G. Then one of the following holds:
(i) S ≤ NG(E) where E is a Jordan subgroup of G.
(ii) G = E8(K), p 6= 2, 3, 5 and soc(S) ∼= Alt5×Alt6.
(iii) S is almost simple.
Cases (i) and (ii) here are well understood. For each adjoint simple algebraic
group G, the Jordan subgroups have been classified up to Aut(G)-conjugacy by
Alekseevskii [1] when p = 0, and by Borovik [14] when p > 0. Case (ii), sometimes
known as ‘the Borovik subgroup’, is unique up to conjugacy and is described by
Borovik in [15]. This theorem thus focuses our attention on the almost simple
groups in (iii).
If G is a simple algebraic group in positive characteristic p and X is a connected
simple subgroup of G, then a Frobenius endomorphism of X gives rise to a finite
subgroup as in Section 2.1, which will be a (possibly trivial) central extension of
an almost simple group. Due to the abundance of such subgroups, we say that an
almost simple subgroup S of G is generic if soc(S) is isomorphic to a member of
Lie(p) and non-generic otherwise.
Generic almost simple subgroups of exceptional simple algebraic groups are
mostly well understood. In [56, Theorem 1], Liebeck and Seitz prove that if S =
S(q) is a generic simple subgroup of G, then S arises in the manner above if q is
larger than an explicit bound depending on the Lie type of S and the root system
of G (q > 9 is usually sufficient, and q > 2624 always suffices). Subject to this
bound on q, they construct a closed, connected subgroup S¯ containing S, such that
S and S¯ fix precisely the same submodules on L(G), and if S < Gσ for a Frobenius
morphism σ, then S¯ is also σ-stable and NG(S)-stable.
In the same article [56, Theorem 6], this latter statement is used to deduce
information on the subgroup structure of the finite groups of Lie type; roughly, an
almost simple subgroup of Gσ with generic socle, is either of the same Lie type
as G, or arises via the fixed points Xσ of a maximal closed, connected, reductive
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σ-stable subgroup X of G. We will apply a similar argument in Section 4.5 to
subgroups with non-generic socle.
As mentioned in the introduction, it is now known precisely which non-generic
simple groups admit an embedding to each exceptional simple algebraic group, and
it remains to classify these embeddings. Theorems 1 and 8 are an analogue for
non-generic subgroups of the aforementioned results of Liebeck and Seitz. If S is a
non-generic finite simple subgroup of the exceptional simple algebraic group G, we
wish to construct a ‘sufficiently small’ connected subgroup S¯ of positive dimension
containing S. In the generic case, ‘sufficiently small’ was taken to mean that each
S-submodule of L(G) is S¯-invariant. This captures the idea that the representation
theory of S is in some sense ‘close’ to that of S¯ when considering the action on
L(G). In the non-generic setting, we do not expect such a strong result to hold in
general. On the other hand, as we shall see in Chapter 4, it is often possible to
find a subgroup S¯ which stabilises ‘sufficiently many’ S-submodules, for instance,
all those of a particular dimension. This is sufficient to prove Theorem 1.
2.3. Subgroups of Positive Dimension
Once a given finite simple group is shown not to occur as a Lie primitive
subgroup of G, proving the remainder of Theorem 1 and subsequent results requires
knowledge of the possible intermediate subgroups of positive dimension which can
occur.
2.3.1. Maximal connected subgroups. In characteristic zero, connected
subgroups of an (affine) algebraic group G are in 1-1 correspondence with Lie
subalgebras of L(G) (see [42, §13]). Thus Dynkin’s classification of the maximal
Lie subalgebras of simple Lie algebras over C [30,31], gives also a classification of
maximal connected subgroups of a simple algebraic group. This has been extended
into positive characteristic by Seitz [67] and by Liebeck and Seitz [53, 58]. The
following result enumerates the maximal connected subgroups of the exceptional
simple algebraic groups, in arbitrary characteristic. Thus a finite subgroup of G
which lies in a proper, connected subgroup, lies in a conjugate of one of these.
Theorem 2.2 ([58, Corollary 2]). Let G be an adjoint exceptional simple al-
gebraic group over an algebraically closed field of characteristic p ≥ 0, and let X
be maximal among connected closed subgroups of G. Then either X is parabolic or
semisimple of maximal rank, or X appears in the table below, and is given up to
Aut(G)-conjugacy.
Since semisimple subgroups of maximal rank are examples of subsystem sub-
groups, i.e. semisimple subgroups normalised by a maximal torus, they can be enu-
merated by an algorithm of Borel and de Siebenthal [12]. Similarly, up to conjugacy
a parabolic subgroup corresponds to a choice of nodes in the Dynkin diagram; then
the parabolic has a non-trivial unipotent radical, whose structure is discussed in
Section 2.3.4, and the Dynkin diagram generated by the chosen nodes determines
the (reductive) Levi complement.
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G X simple X not simple
G2 A1 (p ≥ 7)
F4 A1 (p ≥ 13), G2 (p = 7) A1G2 (p 6= 2)
E6 A2 (p 6= 2, 3), G2 (p 6= 7), A2G2
C4 (p 6= 2), F4
E7 A1 (2 classes, p ≥ 17, 19 resp.), A1A1 (p 6= 2, 3), A1G2 (p 6= 2),
A2 (p ≥ 5) A1F4, G2C3
E8 A1 (3 classes, p ≥ 23, 29, 31 resp.), A1A2 (p 6= 2, 3),
B2 (p ≥ 5) G2F4
2.3.2. Parabolic subgroups and complete reducibility. Let G be a re-
ductive algebraic group, with maximal torus T and set of roots Φ. Then for each
α ∈ Φ, there is a homomorphism xα : (K,+) → G of algebraic groups, whose
image Uα is T -stable; this Uα is the root subgroup corresponding to α. We have
txα(c)t
−1 = xα(α(t)c) for all t ∈ T and all c ∈ K.
Let Π be a base of simple roots, with corresponding positive roots Φ+. Then a
subset I ⊆ Π generates a root subsystem ΦI ⊆ Φ in a natural way, and we have a
corresponding standard parabolic subgroup
PI
def
=
〈
T, Uα, U±β : α ∈ Φ
+, β ∈ I
〉
.
The unipotent radical of PI is then
QI
def
=
〈
Uα : α ∈ Φ
+, α /∈ ΦI
〉
and in PI , the unipotent radical has a reductive closed complement, the Levi factor
LI
def
= 〈T, U±β : β ∈ I〉
whose root system is precisely ΦI . A parabolic subgroup is any G-conjugate of
a standard parabolic subgroup, and each is conjugate to precisely one standard
parabolic subgroup. A Levi subgroup is any conjugate of some LI ; since each Levi
subgroup L contains a maximal torus of G, the derived subgroup L′ is a subsystem
subgroup of G.
Recall that a subgroup X of a reductive group G is G-completely reducible
(G-cr) if, whenever X lies in a parabolic subgroup P = QL of G, X then lies
in a conjugate of the Levi factor L. Similarly, X is G-irreducible (G-irr) if there
is no parabolic subgroup of G containing X , and G-reducible otherwise. A finite
subgroup which is Lie primitive in G is necessarily G-irreducible.
There now exists much literature on the concept of G-complete reducibility,
particularly with regard to classifying connected G-completely reducible subgroups.
Such a subgroup is necessarily reductive, by the following theorem of Borel and Tits:
Theorem 2.3 ([62, Theorem 17.10]). Let U be a unipotent subgroup, not nec-
essarily closed or connected, of a reductive algebraic group G. Then there exists a
parabolic subgroup P of G with U ≤ Ru(P ) and NG(U) ≤ P .
In particular, if X is a connected subgroup with non-trivial unipotent radical,
then X lies in some parabolic P with X ∩ Ru(P ) = Ru(X) 6= 1, so X is not
contained in a Levi factor of P .
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In [55], Liebeck and Seitz produce a constantN(X,G) ≤ 7, for each exceptional
simple algebraic group G and each connected simple subgroup type X , such that
if p > N(X,G) then all subgroups of G of type X are G-completely reducible, and
this has been further refined by D. Stewart [74]. Theorem 4 can be viewed as an
analogue of this result for finite simple subgroups of G.
Knowledge of reductive subgroups, and G-cr subgroups in particular, is of use
in proving Theorem 1 since the precise action of these subgroups on L(G) and Vmin
has either already been determined or is straightforward to determine. For example
[55, Tables 8.1-8.7] gives the composition factors of all connected simple subgroups
of G of rank ≥ 2 on L(G) or Vmin, provided p is greater than the largest entry of
the above table. The action is usually completely reducible, and if not, it is usually
straightforward to determine the precise action from the composition factors, using
techniques outlined shortly.
2.3.3. Irreducibility in classical groups. If G is a simple algebraic group
of classical type An, Bn, Cn or Dn, then G is closely related to SL(V ), SO(V )
or Sp(V ) for some vector space V with an appropriate bilinear or quadratic form.
Then V is isomorphic to the Weyl module WG(λ1), and parabolic subgroups of G
have a straightforward characterisation in terms of the irreducible module VG(λ1)
[55, pp. 32-33]:
Lemma 2.4. Let X be a G-irreducible subgroup of a simple algebraic group G
of classical type, and let V = VG(λ1). Then one of the following holds:
• G = An and X is irreducible on V ,
• G = Bn, Cn or Dn and V ↓ S = V1 ⊥ · · · ⊥ Vk with the Vi all nondegen-
erate, irreducible and inequivalent as X-modules,
• G = Dn, p = 2 and X fixes a non-singular vector v ∈ V , such that X is
then CG(v)-irreducible, where CG(v) is simple of type Bn−1.
Thus determining when a finite simple group S admits a G-irreducible embed-
ding into some classical G is straightforward if we have sufficient information about
the representation theory of KS. For us, the necessary information is available in
the literature, and we give a summary in Section 3.1.3.
2.3.4. Internal modules of parabolic subgroups. We recall some informa-
tion from [9]. With G a semisimple algebraic group, let P be a parabolic subgroup
of G, and without loss of generality assume that P = PI is a standard parabolic
subgroup for some I ⊆ Π, with unipotent radical Q = QI and Levi factor L = LI
as before.
An arbitrary root β ∈ Φ can be written as β = βI +βI′ where βI =
∑
αi∈I
ciαi
and βI′ =
∑
αj∈Π−I
djαj . We then define
height(β) =
∑
ci +
∑
dj ,
level(β) =
∑
dj ,
shape(β) = βI′ ,
and for each i ≥ 1 we define subgroup Q(i) = 〈Uβ : level(β) ≥ i〉.
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Call (G, char K) special if it is one of (Bn, 2), (Cn, 2), (F4, 2), (G2, 2) or (G2, 3).
Lemma 2.5 ([9]). The subgroups Q(i) are each normal in P . There is a natural
KL-module structure on the quotient groups Q(i)/Q(i + 1), with decomposition
Q(i)/Q(i + 1) =
∏
VS , the product being over all shapes S of level i. Each VS is
an indecomposable KL-module of highest weight β where β is the unique root of
maximal height and shape S. If (G, p) is not special, then VS is irreducible.
Given G and the subset I of simple roots corresponding to P , it is a matter of
straightforward combinatorics to calculate the modules occurring in this filtration,
as laid out in [9]. A quick summary for the exceptional groups is provided by the
following lemma, which is [55, Lemma 3.1].
Lemma 2.6. If P = QL is a parabolic subgroup of an exceptional algebraic group
G and L0 is a simple factor of L, then the possible high weights λ of non-trivial
L0-composition factors occurring in the module filtration of Q are as follows:
• L0 = An: λ = λj or λn+1−j (j = 1, 2, 3);
• L0 = A1 or A2 (G = F4 only ): λ = 2λ1 or 2λ2;
• L0 = A1 (G = G2 only): λ = 3λ1;
• L0 = Bn, Cn (G = F4, n = 2 or 3): λ = λ1, λ2 or λ3;
• L0 = Dn: λ1, λn−1 or λn;
• L0 = E6: λ = λ1 or λ6;
• L0 = E7: λ = λ7.
In Section 5.1 we will use this information and some basic cohomology theory to
parametrise complements to Q in the subgroup QX , for X a finite simple subgroup
of G contained in P .
2.4. Representation Theory of Semisimple Groups
2.4.1. Structure of Weyl Modules. The following proposition summarises
information on the module structure of Weyl modules which we will use throughout
subsequent chapters. This information is well-known (for example, see [59]), and
can quickly be verified with computer calculations, for example using the Weyl
Modules GAP package of S. Doty [29].
Proposition 2.7. Let G be a simple algebraic group in characteristic p ≥ 0,
and let λ be a dominant weight for G.
• If (G, λ) appear in Table 2.1, then WG(λ) = VG(λ) is irreducible in all
characteristics, with the given dimension.
• If (G, λ) appear in Table 2.2, then WG(λ) is reducible in each character-
istic given there, with the stated factors, and is irreducible in all other
characteristics.
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Table 2.1: Irreducible Weyl modules
G λ Dimension
An λi (i = 1, . . . , n)
(
n+1
i
)
Bn λn 2
n
Cn λ1 2n
Dn λ1, λn−1, λn 2n, 2n−1, 2n−1
E6 λ1, λ6 27
E7 λ7 56
E8 λ8 248
Note that for the classical types, the module WG(λ1) is the natural module.
For type An we have WG(λi) = VG(λi) =
∧i VG(λ1) for i = 1, . . . , n.
The composition factors of the adjoint module L(G) are the same as those of
WG(λ) as in the following table (for a proof, see [56, Proposition 1.10]):
Type of G An Bn Cn Dn E6 E7 E8 F4 G2
λ λ1 + λn λ2 2λ1 λ2 λ2 λ1 λ8 λ1 λ2
Note also that the simply connected groups form a chain
F4(K) < E6(K) < E7(K) < E8(K)
and up to composition factors, we have the following well-known restrictions (see,
for example [55, Tables 8.1-8.4]):
L(E8) ↓ E7 = L(E7)/VE7(λ7)
2/03,
L(E7) ↓ E6 = L(E6)/VE6(λ1)/VE6(λ6)/0, VE7(λ7) ↓ E6 = VE6(λ1)/VE6(λ6)/0
2,
L(E6) ↓ F4 = L(F4)/WF4(λ4), VE6(λ1) ↓ F4 =WF4(λ4)/0.
In addition, the longest element w◦ of the Weyl group of G induces the scalar
transformation −1 on X(T ) ⊗Z R if G is simple of type Bn, Cn, D2n, G2, F4,
E7 or E8. In this case, every irreducible KG-module is self-dual, as VG(λ)
∗ ∼=
VG(−w◦λ) = VG(λ). If G is instead simple of type An, D2n+1 or E6, then w◦
induces −τ , where τ corresponds to a non-trivial symmetry of the Dynkin diagram.
This gives rise to isomorphisms:
• VG(λi) ∼= VG(λn+1−i)
∗ for G of type An and any 1 ≤ i ≤ n,
• VG(λ1) ∼= VG(λ6)
∗ for G of type E6,
• VG(λ2n) ∼= VG(λ2n+1)
∗ for G of type D2n+1,
For G of any type, if λ is fixed by each graph automorphism of G, the module
VG(λ) is self-dual.
Finally, recall that a spin module for X is the irreducible module VX(λn), of
dimension 2n, for X of type Bn, or one of the modules VX(λn−1) or VX(λn), of
dimension 2n−1, for X of type Dn.
Lemma 2.8 ([55, Lemma 2.7]). Let X = Bn (n ≥ 3) or Dn+1 (n ≥ 4), and let
Y be either a Levi subgroup of type Br (r ≥ 1) or Dr (r ≥ 3) of X, or a subgroup
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Table 2.2: Composition Factors of Reducible Weyl modules
G λ p High Weights Factor dimensions
An λ1 + λn p | n+ 1 0, λ1 + λn 1, n
2 + 2n− 1
2λ1 (n > 1) 2 λ2, 2λ1
(
n+1
2
)
, n+ 1
Bn λ1 2 0, λ1 1, 2n
λ2 (n > 2) 2 0
(n,2), λ1, λ2 1, 2n,
2n2 − n− (2, n)
Dn λ2 2 0
(n,2), λ2 1,
(
2n
2
)
− (2, n)
A3 2λ2 2 2λ2, λ1 + λ3 6, 14
3 0, 2λ2 1, 19
B3 2λ1 2 0, λ1, λ2, 2λ1 1, 6, 14, 6
7 0, 2λ1 1, 26
2λ3 2 0, λ
2
1, λ2, 2λ3 1, 6, 14, 8
B4 λ3 2 0
2, λ1, λ2, λ3 1, 8, 26, 48
λ1 + λ4 3 λ4, λ1 + λ4 16, 112
2λ1 2 0
2, λ1, λ2, 2λ1 1, 8, 26, 8
3 0, 2λ1 1, 43
C3 λ3 2 λ1, λ3 6, 8
C4 2λ1 2 0
2, 2λ1, λ2 1, 8, 26
λ2 2 0, λ2 1, 26
λ4 2 λ2, λ4 26, 16
3 0, λ4 1, 41
D4 2λi (i = 1, 3, 4) 2 0, λ2, 2λi 1, 26, 8
λi + λj , where 2 λi + λj , λk 48, 8
{i, j, k} = {1, 3, 4}
E6 λ2 3 0, λ2 1, 77
E7 λ1 2 0, λ1 1, 132
F4 λ1 2 λ1, λ4 26, 26
λ4 3 0, λ4 1, 25
G2 λ1 2 0, λ1 1, 6
λ2 3 λ1, λ2 7, 7
λ1 + λ2 3 0, λ1, λ2, λ1 + λ2 1, 7, 7, 49
7 λ1 + λ2, 2λ1 38, 26
2λ1 2 0, λ1, λ2, 2λ1 1, 6, 14, 6
7 0, 2λ1 1, 26
3λ1 2 0
3, λ21, λ2, 2λ
2
1, 3λ1 1, 6, 14, 6, 36
3 λ1, λ
2
2, λ1 + λ2, 3λ1 7, 7, 49, 7
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Bn of X = Dn+1. If V is a spin module for X, then all composition factors of
V ↓ Y are spin modules for Y .
2.4.2. Tilting Modules. Tilting modules enjoy several properties that will
be of use here. For instance, L(G) and Vmin are often tilting; this only fails for an
exceptional simple algebraic group G in the following cases:
• G = E7, p = 2, L(G) = VG(λ1)/0, T (λ1) = 0|VG(λ1)|0;
• G = E6, p = 3, L(G) = VG(λ2)/0, T (λ2) = 0|VG(λ2)|0;
• G = F4, p = 2, L(G) = VG(λ1)/VG(λ4), T (λ1) = VG(λ4)|VG(λ1)|VG(λ4);
• G = F4, p = 3, Vmin = VG(λ4)/0, T (λ4) = 0|VG(λ4)|0.
In every scenario encountered here, it is a trivial task to determine the structure
of a tilting module TG(λ) from the (known) structure of the Weyl modules WG(µ)
for µ ≤ λ. Moreover, the following will be useful in determining the action of
subgroups of G on the various G-modules. This is parts (i)–(iii) of [28, Proposition
1.2] (cf. also [63]).
Lemma 2.9. Let X be a reductive algebraic group.
(i) If M and N are tilting modules for X, then so is M ⊗N ;
(ii) If V is a tilting module for X and L is a Levi subgroup of X, then V ↓ L
is a tilting module for L;
(iii) TX(λ)
∗ = TX(−w◦λ);
2.4.3. Extensions of Rational Modules. Suppose that a finite subgroup S
of the simple algebraic group G is known to lie in some proper, connected subgroup
of G. Then S lies in either a reductive subgroup of G, and then in the semisimple
derived subgroup, or in a parabolic subgroup of G. In the latter case, S can be
studied using its image under the projection to a Levi factor. Thus, as we shall
see in Chapter 4, useful information on embeddings S → G can be procured by
comparing the possible actions of S on L(G) and Vmin with those of the various
semisimple subgroups of G admitting an embedding of S.
We therefore require some results on the representation theory of semisimple
groups. A comprehensive reference for the material of this section is [44].
Let X be a semisimple algebraic group over the algebraically closed field K.
Recall that for rational KX-modules V and W , we denote by Ext1X(V,W ) the set
of all rational extensions of V by W up to equivalence.
Lemma 2.10 ([44, p.183, Proposition]). If λ, µ are dominant weights for X
with λ not less than µ, then
Ext1X(VX(λ), VX (µ))
∼= HomX(rad(WX(λ)), VX(µ)).
This lemma is particularly useful in light of the information on the structure
of Weyl modules above. Another result of use in this direction is the following.
Lemma 2.11 ([67, Lemma 1.6]). In a short exact sequence of KX-modules
0→ VX(λ)→M → VX(µ)→ 0,
one of the following occurs:
2.4. REPRESENTATION THEORY OF SEMISIMPLE GROUPS 23
(i) The sequence splits, so M ∼= VX(λ)⊕ VX(µ),
(ii) λ < µ and M is a quotient of the Weyl module WX(µ),
(iii) µ < λ and M∗ is a quotient of the Weyl module WX(−w◦λ).
Corollary 2.12. If V is a rational KX-module with high weights {µ1, . . . , µt},
and if WX(µi) has no high weight µj for all i 6= j, then V is completely reducible.
In particular, if each WX(µi) is irreducible, then V is completely reducible.
Each of these will be useful in narrowing down the possibilities for intermediate
subgroups S < X < G when S is known not to be Lie primitive in G.

CHAPTER 3
Calculating and Utilising Feasible Characters
With G an adjoint exceptional simple algebraic group over K, our strategy for
studying embeddings of finite groups intoG is to determine the possible composition
factors of restrictions of L(G) and Vmin. Here we describe the tools which allow us
to achieve this.
3.1. Feasible Characters
3.1.1. Definitions. Let H be a finite group and let the field K have charac-
teristic p ≥ 0. Recall that to a KH-module V we can assign a Brauer character, a
map from H → C which encodes information about V in much the same way as an
ordinary character encodes information about a module in characteristic zero. Let
n be the exponent of H if p = 0, or the p′-part of the exponent if p > 0. Then the
eigenvalues of elements of H on V are n-th roots of unity in K. Fix an isomorphism
φ between the group of n-th roots of unity in K and in C. The Brauer character
of V is then defined by mapping h ∈ H to
∑
φ(ζ), the sum over eigenvalues ζ of h
on V .
When K has characteristic zero, a Brauer character is simply an ordinary char-
acter (a Galois conjugate of the usual character). In general, a Brauer character
has a unique expression as a sum of irreducible Brauer characters (those arising
from irreducible modules), though the decomposition of the Brauer character into
irreducibles only determines the corresponding module up to composition factors,
not up to isomorphism.
We now give some crucial definitions, the first of which is found in Frey [34].
Definition 3.1. A fusion pattern fromH toG is a map f from the p′-conjugacy
classes of H to the conjugacy classes of G, which preserves element orders and is
compatible with power maps, i.e. for each i ∈ Z, f maps the class (xi)H to the class
of i-th powers of elements in f(xH).
Definition 3.2. A feasible decomposition of H on a finite-dimensional G-
module V is a KH-module V0 such that for some fusion pattern f , the Brauer
character of any x ∈ H on V0 is equal to the trace of elements in f(x
H) on V . The
Brauer character of V0 is then called a feasible character. We say that a collec-
tion of feasible decompositions or feasible characters of H on various G-modules is
compatible if they all correspond to the same fusion pattern.
Any subgroup S of G gives rise to a fusion pattern (map the S-conjugacy
class to the G-conjugacy class of its elements), and the restriction of any set of
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finite-dimensional G-modules gives a compatible collection of feasible decomposi-
tions. Not all feasible characters (or fusion patterns) are necessarily realised by an
embedding; however, determining all feasible characters places a strong restriction
on possible embeddings. Note that our definition of a feasible character is more
restrictive than that given by Cohen and Wales [24, p. 113], since the definition
there does not take power maps into account.
3.1.2. Determining feasible characters. Given G, a finite group H and a
collection {Vi} of rational KG-modules, determining the compatible collections of
feasible characters of H on {Vi} is a three-step process.
• Firstly, we need the Brauer character values of all irreducibleKH-modules
of dimension at most Max(dim(Vi)). The {Vi} used here each have di-
mension at most 248 = dim L(E8). The necessary information on Brauer
characters either exists in the literature or can be calculated directly. We
give more details on this in Section 3.1.3.
• Secondly, for each m coprime to p such that H has elements of order m,
we will need to know the eigenvalues of elements of G of order m on each
module Vi. These can be determined using the weight theory of G, which
we outline in Section 3.1.6. We then take the corresponding sum in C
under the bijection determining the Brauer characters.
• Finally, determining feasible characters becomes a matter of enumerating
non-negative integer solutions to simultaneous equations, one equation for
each class inH . Each solution gives the irreducible character multiplicities
in a feasible character. This step is entirely routine, and we give an
illustrative example in Section 3.2.1.
In Chapter 6, proceeding as above we give the compatible feasible characters
of each finite simple group H /∈ Lie(p) on the KG-modules L(G) and Vmin defined
in Section 2.4.1.
3.1.3. Irreducible Modules for Finite Quasisimple Groups. Let S be
a finite simple subgroup of a semisimple algebraic group G, let G˜ be the simply
connected cover of G and let S˜ be a minimal preimage of S under the natural
projection G˜ ։ G, so that S˜ is a cover (perfect central extension) of S. If S˜ ∼= S
then we have an induced action of S on each KG˜ module and no isogeny issues
are encountered. However, if S˜ has non-trivial centre, then in order to make use
of any faithful G˜-modules (in particular, the module Vmin for G = E6 and E7), we
will need to consider the action of S˜ rather than S. Note that in this case, we have
Z(S˜) ≤ Ker(G˜։ G) ≤ Z(G˜).
A perfect finite group has, up to isomorphism, a unique covering group of
maximal order, the universal cover. All covers are then quotients of this, and
the centre of the universal cover is called the Schur multiplier of S. The Schur
multipliers of the finite simple groups are all known.
In order to carry out the calculations described above, for each finite simple
groupH appearing in Table 1.0, we will need to know information on the irreducible
KH˜-modules of dimension ≤ 248, where H˜ is a cover of H with |Z(H)| ≤ 3. For
most such groups encountered here, the necessary Brauer characters appear in the
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Atlas [25] or the Modular Atlas [43]. In addition, Hiss and Malle [41] give a list of
each dimension at most 250 in which each finite quasisimple group has an absolutely
irreducible module (not in the ambient characteristic of the group is of Lie type).
The groups from Table 1.0 whose Brauer characters are not given explicitly in
the Modular Atlas are Altn (13 ≤ n ≤ 17), L2(q) (q = 37, 41, 49, 61), Fi22, Ru,
Th, L4(5) and Ω7(3). The modular character tables of L2(q) for q and p coprime
are well-known, cf. [17]. For the alternating groups, the following reciprocity result
is of use in determining all irreducible Brauer characters of a given degree.
Lemma 3.3 ([2, p.58]). Let Y ≤ X be finite groups, V a finite-dimensional
KY -module and U a finite-dimensional KX-module. Then
HomKX(U, V ↑ X) ∼= HomKY (U ↓ Y, V ).
In particular, if U is simple, of dimension N , and if V is any KY -module quotient
of U ↓ Y , then U is a submodule of V ↑ X.
In particular, the irreducible Brauer characters of degree ≤ 248 for Altn can all
be found by inducing and decomposing the irreducible Brauer characters of degree
≤ 248 for Altn−1. For completeness, in Appendix A we include the Brauer character
values used for Alt13 to Alt17 in characteristic 2.
According to Corollary 4 of [57] (cf. Table 1.2), the remaining groups from the
above list occur only as Lie primitive subgroups of an exceptional algebraic group.
Then according to [41], the faithful irreducible modules of dimension at most 248
for these groups and their double or triple covers are as follows:
H Module Dimensions Adjoint G containing H
Fi22 (p = 2) 78 E6
3.F i22 (p = 2) 27 (not self-dual)
Ru (p = 5) 133 E7
2.Ru (p = 5) 28 (not self-dual)
Th (p = 3) 248 E8
L4(5) (p = 2) 154, 248 E8
Ω7(3) (p = 2) 78, 90, 104 E6
3.Ω7(3) (p = 2) 27 (not self-dual)
We see immediately that each embedding of Fi22, Ω7(3) and Th must be ir-
reducible on both L(G) and Vmin. An embedding of Ru into E7 must arise from
an embedding of 2 ·Ru into the simply connected group, acting irreducibly on the
Lie algebra, and with composition factors 28/28∗ on the 56-dimensional self-dual
module Vmin. Finally, since L4(5) has no non-trivial modules of dimension less than
154, it must be irreducible on L(E8) in any embedding, otherwise it would fix a
nonzero vector on L(G), and would not be Lie primitive in G by Lemma 3.5 below.
This determines all the feasible characters for these groups on L(G) and Vmin.
3.1.4. Frobenius-Schur indicators. The (Frobenius-Schur) indicator of a
KH-module V encodes whether the image of H in GL(V ) lies in an orthogonal
or symplectic group. An irreducible KH-module V supports a nondegenerate H-
invariant bilinear form if and only if V ∼= V ∗, and the form is then symmetric or
alternating. If K has characteristic 6= 2, then H preserves a symmetric form if and
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only if it preserves a quadratic form. In characteristic 2, any H-invariant bilinear
form on V is symmetric, and a nondegenerate H-invariant quadratic form on V
gives rise to a nondegenerate H-invariant bilinear form, but not conversely.
The indicator of V is then defined as
ind(V ) =


0 (or ◦) if V ≇ V ∗,
1 (or +) if H preserves a nondegenerate quadratic form on V,
−1 (or −) otherwise.
Thus V has indicator − if and only if V is self-dual, supports an H-invariant
alternating bilinear form, and does not support an H-invariant quadratic form.
3.1.5. First cohomology groups. The last piece of information we will use
is the cohomology group H1(H,V ) for various KH-modules V . Recall that this
is the quotient of the additive group Z1(H,V ) of 1-cocycles (maps φ : H → V
satisfying φ(xy) = φ(x) + x.φ(y)) by the subgroup B1(H,V ) of 1-coboundaries
(cocycles φ such that φ(x) = x.v − v for some v ∈ V ).
The cohomology group is aK-vector space which parametrises conjugacy classes
of complements to H in the semidirect product V H , via
φ 7→ {φ(h)h : h ∈ H},
and also parametrises short exact sequences of KH-modules
0→ V → E → K → 0
under equivalence, where an equivalence is an isomorphism E → E′ ofKH-modules
inducing the identity map on V and K.
Knowledge of cohomology groups will be useful in determining the existence
of fixed points in group actions (see Proposition 3.6 for a good example). Com-
putational routines exist for determining the dimension of H1(H,V ) (for instance,
Magma implements such routines). The information we have made use of here is
summarised as follows:
Lemma 3.4. Let K be an algebraically closed field of characteristic p such that
the simple group H /∈ Lie(p) embeds into an adjoint exceptional simple algebraic
group over K (i.e. H appears in Table 1.0). Then Tables A.2 to A.5 give every
non-trivial irreducible KH-module of dimension ≤ 248.
We also give there the Frobenius-Schur indicator ind(V ) of each module, as
well as dim(H1(H,V )) when this has been used.
Note that the computational packages used to calculate these cohomology group
dimensions do not perform calculations over an algebraically closed field, but rather
over a finite field. This is sufficient for us if we ensure that the field being used is a
splitting field for the group H (see for example [11, §1]). Such fields always exist;
for instance if |H | = per with r coprime to p, then a field containing a primitive
r-th root of unity suffices.
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3.1.6. Semisimple Elements of Exceptional Groups. In order to calcu-
late feasible characters, we need to know the eigenvalues of semisimple elements of
small order in F4(K), E6(K), E7(K) and E8(K). A semisimple element necessarily
has order coprime to the characteristic p of K.
Let H be a group such that (G,H) appears in Table 1.0. Let n be the p′ part
of the exponent of H . Let ωn be an n-th root of unity in K, let ζn be an n-th root
of unity in C, and let φ be the isomorphism of cyclic groups sending ωn to ζn. For
each m dividing n, let ωm = ω
(n/m)
n , and similarly for ζm.
If m > 0 is coprime to p, then an element of order m in G is semisimple, hence
lies in some maximal torus T . From the existence and uniqueness of the Bruhat
decomposition for elements in G, it follows (see for example [19, Section 3.7]) that
two elements of order m in T are conjugate in G if and only if they are in the same
orbit under the action of the Weyl group W = NG(T )/T .
Now, let {χi} be a free basis of the character group X(T ). If t ∈ T has order
m, then each χi(t) is a power of ωm, say χi(t) = ω
ni
m , where 0 ≤ ni < m and
gcd({ni}) = 1. Conversely, for any r-tuple of integers (n1, . . . , nr) satisfying these
conditions, there exists t ∈ T with χi(t) = ω
ni
m (see [42, Lemma 16.2C]), which
then has order m.
Thus, for a fixed basis of X(T ), elements of T of orderm correspond to r-tuples
of integers (n1, . . . , nr) as above, where r = rank(G), and the action of W on T
induces an action on these. This latter action makes no reference to K, only to
X(T ) and the basis. In particular, if G1 is a simple algebraic group over C with an
isomorphism of root systems Φ(G) → Φ(G1) identifying the character groups and
Weyl groups, then classes of elements of order m in G and in G1 are each in 1-1
correspondence with orbits of the Weyl group on these r-tuples, hence are in 1-1
correspondence with each other.
This correspondence respects Brauer character values; suppose V and W are
respectively modules for G and G1, whose weight spaces correspond under the
isomorphism of root systems. If we express a weight λ as a linear combination
of basis elements λ =
∑
mi(λ)χi, then an element g ∈ G which is represented
by (n1, . . . , nr) has a corresponding eigenvalue
∏r
i=1 ω
nimi(λ)
m , and thus the Brauer
character value of g on V is
∑
λ a weight of V
(
r∏
i=1
ζnimi(λ)m
)
which is equal to the (true) character value of the corresponding elements in G1.
There now exists a well-established theory of elements of finite order in simple
complex Lie groups, and in [64], Moody and Patera provide an algorithmic ap-
proach to enumerating elements of finite order, as well as determining their eigen-
values on rational modules. Classes of semisimple elements in a simply connected
simple group G over C are in 1-1 correspondence with (r+1)-tuples (s0, s1, . . . , sr)
with gcd(s0, s1, . . . , sr) = 1, where r = rank(G). Under projection to G/Z(G),
elements represented by (s0, s1, . . . , sr) have order
∑r
i=1 nisi, where α0 =
∑
niαi
is the highest root. The full order of the element is also determined by the si (see
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[64, Section 4]), and the algorithm additionally tells us precisely when elements
represented by distinct (r + 1)-tuples are conjugate in the adjoint group.
By implementing the procedure above in Magma, we have calculated the eigen-
values of all semisimple elements of order at most 37 in the simply connected groups
F4(C), E6(C), E7(C) and E8(C) on the adjoint and minimal modules. There are
a total of 2,098,586 conjugacy classes of such elements between these groups, and
it is impractical to give representatives of each. However, all but a few tables of
Chapter 6 can be verified using only elements of order at most 7, and the eigenval-
ues of such elements are already known. In particular, our calculations have been
checked against [20] (elements of E8 and simply connected E7) and [24] (elements
of F4 and simply connected E6).
3.2. Deriving Theorem 2
3.2.1. Example: Feasible characters of Alt17 on L(E8), p = 2. We now
have sufficient information to derive the feasible characters for each (G,H, p) in
Table 1.0, which is the content of Theorem 2. We illustrate with the case H ∼= Alt17
and G = E8(K), where p = char(K) = 2, on the 248-dimensional adjoint module
L(G). It transpires that there is a unique feasible character, up to a permutation
of irreducible H-modules corresponding to an outer automorphism of H . Note that
G does indeed have a subgroup isomorphic to H , since G has a simple subgroup
of type D8, which is abstractly isomorphic to SO16(K) since p = 2, and it is
well-known that Alt17 has a 16-dimensional irreducible module which supports a
nondegenerate quadratic form.
As given in the Appendix (Table A.2), in characteristic 2 there is a unique
KH-module of each dimension 1, 16 and 118 up to isomorphism, and two irre-
ducible modules of dimension 128, which are interchanged by an outer automor-
phism of H . There are no other irreducible KH-modules of dimension ≤ 248. The
16-dimensional module is a quotient of the natural 17-dimensional permutation
module, the 118-dimensional module is a section of
∧2
16 and the 128-dimensional
‘spin’ modules arise from embeddings Alt17 ≤ SO
+
16(2) ≤ SL27(2).
In this case it suffices to consider rational elements of H , that is, elements
which are H-conjugate to all their proper powers of the same order. All Brauer
character values of rational elements are integers, and the character values of such
elements ofH can be calculated by hand. It is well-known that the Brauer character
of h ∈ H on the 16-dimensional deleted permutation module is |fix(h)| − 1, giving
also a formula for the Brauer character of the alternating square. The eigenvalues
of h on a spin module can be inferred directly from the eigenvalues of H on the
16-dimensional module; this is done, for example, in [47, pp. 195-196]. For the
elements of orders 3, 5 and 7, we obtain the following:
χ e 3 32 33 34 35 5 52 53 7 72
χ16 16 13 10 7 4 1 11 6 1 9 2
χ118 118 76 43 19 4 −2 53 13 −2 34 −1
χ128a , χ128b 128 −64 32 −16 8 −4 −32 8 −2 16 2
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Finding the possible Brauer characters of L(G) ↓ H then involves finding non-
negative integers a, b, c, d1, d2 such that
L(G) ↓ H = 1a/16b/118c/128d1a /128
d2
b
where we are denoting KH-modules by their degree. Let d = d1 + d2 be the total
number of 128-dimensional factors in the feasible character.
From the calculations described in 3.1.6, we find that G has two classes of
rational elements of order 5; elements of these have traces −2 and 23 on L(G) (see
also [20, Table 1]). There is also a class of elements with trace 3 on L(G), however
such elements are not rational (they have non-integer trace on the 3875-dimensional
G-module). As all elements of H of order 5 are rational, each feasible character of
H on L(G) must take a value in {−2, 23} on each such class.
Thus, evaluating the character of L(G) ↓ H on the classes e, 5 and 52 gives the
following equations:
248 = a+ 16b+ 118c+ 128d(1)
−2 or 23 = a+ 11b+ 53c− 32d(2)
−2 or 23 = a+ 6b+ 13c+ 8d(3)
By (1) we have c ≤ 2, d ≤ 1. The third line must equal 23, since coefficients are
non-negative. Subtracting (1) from (3) then gives:
45 = 2b+ 21c+ 24d
and so c must be odd, hence c = 1. Assuming d = 0 forces b = 12, making (1)
inconsistent. Therefore d = 1, which therefore means b = 0, a = 2. Thus we have
L(G) ↓ H = 12/118/128a or 1
2/118/128b
which are the same up to the action of an outer automorphism of H . This also
determines a fusion pattern from H to G, which is unique up to interchanging
classes according to an outer automorphism of H . In similar calculations with G
not of type E8, it may be necessary to calculate a feasible character on both L(G)
and another non-trivial KG-module before a fusion pattern is determined. Here,
we have
x ∈ H e 3 32 33 34 35 5 52 53 7 72
χL(G)↓H(x) 248 14 77 5 14 −4 23 23 −2 52 3
Class in G 1A 3C 3D 3B 3C 3A 5G 5G 5C 7N 7H
where the conjugacy class labels are taken from [20, Table 1].
Given knowledge of the necessary Brauer characters and semisimple elements,
identical calculations to the above are possible for each pair (G,H) in Table 1.0,
as well as their double and triple covers when G is respectively of type E7 and E6.
This is entirely routine, and we have used Magma to facilitate calculations and help
avoid errors. The results are the tables of feasible characters of Chapter 6.
3.3. Finding Fixed Vectors
Let G be an exceptional simple algebraic group and let S be a finite quasisimple
subgroup of G with Z(S) ≤ Z(G). Our approach to studying the embedding of S
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into G is to use the representation theory of S to find a nonzero fixed vector in the
action of S on L(G) or Vmin, since then S < CG(v), a closed subgroup, and
dim(CG(v)) = dim(G)− dim(G.v).
In particular, if dim(V ) < dim(G) then CG(v) is of positive dimension. If also v is
not fixed by G, then CG(v) is proper, and thus S is not Lie primitive in G. Note
that G can only fix a nonzero vector on V if (G, V, p) = (E6, L(G), 3), (E7, L(G), 2)
or (F4, VG(λ4), 3).
If V = L(G), then although dim(V ) = dim(G), a similar conclusion never-
theless holds. By the uniqueness of the Jordan decomposition, any endomorphism
fixing v ∈ L(G) must also fix the semisimple and nilpotent parts of v. Thus if S
fixes a nonzero vector in its action on L(G), then it fixes a nonzero vector which
is semisimple or nilpotent. We then appeal to the following result; note that the
proof given in [67] is valid for an arbitrary reductive group G.
Lemma 3.5 ([67, Lemma 1.3]). Let 0 6= v ∈ L(G).
(i) If v is semisimple then CG(v) contains a maximal torus of G.
(ii) If v is nilpotent, then Ru(CG(v)) 6= 1 and hence CG(v) is contained in a
proper parabolic subgroup of G.
We are therefore interested in conditions on a feasible character which will
guarantee the existence of a fixed vector.
3.3.1. Group cohomology. To begin, recall that if V andW areKS-modules
then we denote by Ext1S(V,W ) the set of equivalence classes of short exact sequences
of S-modules:
0→W → E → V → 0,
and we have isomorphisms (see [44, 1, Chapter 4]):
Ext1S(V,W )
∼= Ext1S(K,V
∗ ⊗W ) ∼= H1(S, V ∗ ⊗W ),
where H1(S, V ∗ ⊗W ) is the first cohomology group.
The following result is based on [52, Lemma 1.2], and is a highly useful tool
for deducing the existence of a fixed vector in the action of S on a module V .
Proposition 3.6. Let S be a finite group and M a finite-dimensional KS-
module, with composition factors W1, . . . ,Wr, of which m are trivial. Set n =∑
dim H1(S,Wi), and assume H
1(S,K) = {0}.
(i) If n < m then M contains a trivial submodule of dimension at least m−n.
(ii) If m = n and M has no nonzero trivial submodules, then H1(S,M) = {0}.
(iii) Suppose that m = n > 0, and that for each i we have
H1(S,Wi) = {0} ⇐⇒ H
1(S,W ∗i ) = {0} .
Then M has a nonzero trivial submodule or quotient.
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Proof. In each case, we proceed by induction on the number r of composition
factors of M .
(i) If r = 1 or ifM has only trivial composition factors, the result is immediate.
So let r > 1 and assume that M has a non-trivial composition factor. Let W ⊆M
be a submodule which is maximal such that M/W has a non-trivial composition
factor. Let n′ =
∑
dim(H1(S,Wi)), the sum being over composition factors of W ,
and let m′ be the number of trivial composition factors of W . If n− n′ < m−m′,
then by induction M/W would have a trivial submodule, contradicting the choice
of W . Thus n − n′ ≥ m −m′ and so n′ ≤ m′ + (n −m) < m′; by induction, W
contains a trivial submodule of dimension m′ − n′ ≥ m− n.
(ii) Suppose that n = m, that M has no trivial submodule and that H1(S,M)
is nonzero, so that there exists a non-split extension 0→M → N → K → 0. Since
M contains no trivial submodule, neither does N . This contradicts (i), since N has
m+1 trivial composition factors, while the sum
∑
dim H1(S,Wi) over composition
factors Wi of N is equal to m.
(iii) Now suppose n = m > 0. Assume that M has no trivial submodules. We
will show that M has a nonzero trivial quotient. Let N be a maximal submod-
ule of M . Since M has no nonzero trivial submodules, neither does N . Hence
H1(S,M/N) = {0}, otherwise N would have a nonzero trivial submodule by part
(i). By induction on r, we deduce that N has a nonzero trivial quotient. Let Q be a
maximal submodule of N such that N/Q is trivial. Then M/Q is an extension of a
trivial module by the irreducible module M/N . By our hypothesis on cohomology
groups, we have
Ext1S(M/N,K)
∼= Ext1S(K, (M/N)
∗) ∼= H1(S, (M/N)∗) = {0}.
Thus the extension splits and M has a trivial quotient, as required. 
3.3.2. Some representation theory of finite groups. While Proposition
3.6 is widely applicable, it is sometimes possible to infer the existence of a fixed
vector even when it does not apply. In Section 3.3.3 we detail a representation-
theoretic approach to determining whether a module can exist with a prescribed set
of composition factors and no nonzero trivial submodules. To describe this approach
properly, we give here a survey of preliminary results from the representation theory
of finite groups. A good reference is [2].
Let S be a finite group and K be an algebraically closed field of characteristic
p. The group algebra KS admits a K-algebra decomposition into indecomposable
block algebras Bi, giving also a decomposition of the identity element:
KS = B1 ⊕B2 ⊕ · · · ⊕Bn,
e = e1 + e2 + . . .+ en.
In turn, this gives a canonical direct-sum decomposition of any KS-module M :
M = e1M + e2M + · · ·+ enM.
We say that a moduleM belongs to the block Bi ifM = eiM (in which case ejM = 0
for all j 6= i). It is immediate that any indecomposable module lies in a unique
block, and that ifM lies in the block Bi, then so do all submodules and quotients of
M . Hence if we know a priori to which block each irreducible KS-module belongs,
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and if we know the composition factors of some KS-module, we know that it must
split into direct summands accordingly.
Next, recall that the Jacobson Radical rad(V ) of a KS-module V is the inter-
section of all maximal submodules of V , or equivalently, is the smallest submodule
J of V such that V/J is completely reducible; we call V/rad(V ) the head of V .
Dually, the socle soc(V ) of V is the sum of all irreducible submodules of V , or
equivalently, is the unique maximal semisimple submodule of V .
A KS-module is called projective if it is a direct summand of a free module, or
equivalently, if any surjection onto it must split. We have the following basic facts
(see [2, Chapter II]):
Lemma 3.7. Let V be a finite-dimensional KS-module. Then there exists a
finite-dimensional projective KS-module P such that
(i) V/rad(V ) ∼= P/rad(P ).
(ii) P is determined up to isomorphism by V .
(iii) V is a homomorphic image of P .
(iv) P/rad(P ) ∼= soc(P ).
(v) dim(P ) is divisible by the order of a Sylow p-subgroup of S.
Such a P is then called the projective cover of V . Projective covers provide
a highly useful computational tool for studying the submodule structure of KS-
modules with known composition factors. Every finite-dimensional projective mod-
ule is a direct sum of indecomposable projective modules, and these are in 1-1 cor-
respondence with the irreducible KS-modules {Si} via Pi/rad(Pi) ∼= soc(Pi) ∼= Si.
The projective indecomposable modules are the indecomposable direct summands
of the free module KS, and the projective module Pi occurs precisely dim(Si) times
in a direct-sum decomposition of KS. We thus obtain the formula
r∑
i=1
dim(Pi) dim(Si) = dim(KS) = |S|.
It is well-known that the number of isomorphism types of irreducible KS-
modules is equal to the number of conjugacy classes of S of elements of order
coprime to p. Let m be the number of such classes. Then if a KS-module V has
composition factors Sr11 /S
r2
2 /.../S
rm
m where ri ≥ 0, then by the above lemma the
projective cover of V has the form
P = Pn11 + P
n2
2 + . . .+ P
nm
m
with ni ≤ ri for each i.
Additionally, the Brauer characters of the irreducible KS-modules can be used
to determine the composition factors of the indecomposable projective modules
(cf. [32, Chapter IV]). If the Brauer character of the irreducible KS-module Si
is χi, we extend each χi to a class function on S by setting χi(x) = 0 when-
ever x has order divisible by p. We can then define the inner product 〈χi, χj〉 =
1
|S|
∑
x∈S χi(x)χj(x
−1), as in the case of ordinary characters. The (m×m) matrix
(〈χi, χj〉i,j) is invertible, and the (i, j)-entry of its inverse is the multiplicity of Si
as a composition factor of Pj , and also to the multiplicity of Sj as a composition
factor of Pi.
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Finally, a result involving the defect group of a KS-module tells us that if pe
is the order of a Sylow p-subgroup of S, where p is the characteristic of K, and if
pe | dim Si, then Si ∼= Pi is its own projective cover [32, Theorem IV.4.5].
As a quick example, let us determine the structure of the projective indecom-
posables for S ∼= Alt5 with p = 3. From [41], we know that S has four irreducible
modules S1, ..., S4, of dimension 1, 3, 3 and 4, respectively, each of which is self-
dual. Immediately, the 3-dimensional modules are projective since their dimension
is divisible by 3 (the order of a Sylow 3-subgroup), and the other two modules are
not, since their dimension is not divisible by 3.
If P1 and P4 are the projective covers of the 1- and 4-dimensional KS-modules,
we have
60 = dim(P1) + 9 + 9 + 4 dim(P4)
Since 3|dim Pi, we have dim P4 < 10. It follows that P4 is uniserial (has a unique
composition series) with composition series S4|S1|S4. This in turn implies that
P1 has a single 4-dimensional composition factor, and is thus uniserial of shape
S1|S4|S1.
Methods for constructing and manipulating projective indecomposable mod-
ules have now been implemented in various computational algebra packages. As
with calculating cohomology groups, these implementations are designed to work
over finite extensions of the prime field Q or Fp. This is sufficient for determining
the submodule structure of the projective indecomposables, in particular their so-
cle series and radical series, since each projective KS-module can be obtained by
extending scalars from projective kS-module, whenever k ⊂ K is a splitting field
for S.
3.3.3. Projective covers and fixed vectors. As indicated above, the sub-
module structure of projective indecomposable modules for many of the simple
groups in Table 1.0 can be determined either by hand or using computational tech-
niques. They thus provide a powerful tool for studying the possible structure of a
module with known composition factors.
Let S be a finite group, K an algebraically closed field, {Si} the irreducible
KS-modules and {Pi} the corresponding projective indecomposable modules. Let
V be aKS-module with composition factors Sr11 / . . . /S
rm
m . As above, the projective
cover of V has the form
P = Pn11 + P
n2
2 + . . .+ P
nm
m
with ni ≤ ri for each i. To simplify calculations, it will be useful to find smaller
upper bounds for the ni such that V must still be a quotient of P .
Lemma 3.8. Let S1, . . ., Sr be the irreducible KS-modules and P1, . . ., Pr the
corresponding projective indecomposables. Let V = Sr11 /S
r2
2 / . . . /S
rm
m be a self-dual
KS-module with no irreducible direct summands, and let P =
⊕
P
n(Pi)
i be the
projective cover of V .
Then n(Pi) + n(P
∗
i ) ≤ ri for all i. In particular, n(Pi) ≤ ri/2 when Si is
self-dual.
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Proof. If soc(V ) * rad(V ), then we may pick an irreducible submodule W ⊆
soc(V ) such that W ∩ rad(V ) = {0}. Since V/rad(V ) is semisimple, we then have
the composition of surjective maps
V ։ V/rad(V )։W
whose kernel does not intersect W , hence W is an irreducible direct summand,
contrary to hypothesis. Therefore we have soc(V ) ⊆ rad(V ). As V is self-dual, we
have V/rad(V ) ∼= soc(V )∗. Hence we have
P/rad(P ) ∼= V/rad(V ) ∼= soc(V )∗ ∼=
r⊕
i=1
S
n(Pi)
i
and the result follows as the multiplicity of Si as a composition factor of V is at
least the sum of multiplicities of Si in V/rad(V ) and soc(V ). 
Now, suppose that V = Sr11 /S
r2
2 /.../S
rm
m is a self-dual KS-module (in practice
V will usually be the restriction to S of a self-dual KG-module for an algebraic
group G). Suppose that V has trivial composition factors, but does not necessarily
satisfy the hypotheses of Proposition 3.6, and we want to deduce that V nevertheless
contains a nonzero trivial KS-submodule.
Let W be a direct summand of V which is minimal subject to being self-dual
and containing all trivial composition factors of V . Then W lies in the principal
block (that is, the block to which the trivial irreducible module belongs), and has no
irreducible direct summands. In addition, since W is self-dual and has no nonzero
trivial submodules, it has no nonzero trivial quotients, and hence the projective
cover of W will have no projective indecomposable summand corresponding to
the trivial module. Applying Lemma 3.8, we deduce that W is an image of P =⊕
P
m(Pi)
i , where
m(Pi) =


0 : Si is trivial or does not lie in the principal block,
⌊ri/2⌋ : Si is non-trivial, S ∼= S
∗ and S lies in the principal block,
ri : Si is non-trivial, S ≇ S∗ and S lies in the principal block.
We therefore proceed by taking this module P , and looking for quotients which:
• are self-dual,
• have composition factor multiplicities bounded above by those of V ,
• have precisely as many trivial composition factors as V , and
• have no trivial submodules.
If no such quotients exist, then V must contain a nonzero trivial submodule.
We adopt this approach in Proposition 3.13, considering pairs (G,H) not sat-
isfying Proposition 3.6(i) or (iii).
Remark 3.9. In the course of proving Proposition 3.13, we refer on occasion
to calculations performed over a finite splitting field for S, say k ⊂ K. Since
KS = kS⊗kK, it follows that a projectiveKS-module P is equal to P0⊗kK, where
P0 is a projective kS-module. However, it need not be the case that every KS-
module quotient of P is obtained by extending scalars from a kS-module quotient
of P0. Here, the only calculations performed over a finite field are the determination
of the socle and radical series of P , and of quotients P/M , where M is the smallest
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submodule of P such that P/M has no composition factors of a given isomorphism
type. Such an M is equal to M0 ⊗k K, where M0 is the smallest submodule of P0
such that (P0/M0)⊗kK has no composition factors of the given isomorphism type.
It suffices to work over a finite splitting field for these calculations.
3.3.4. Connectedness of Proper Overgroups. Once we have deduced that
a finite simple group H does not occur as a Lie primitive subgroup of the adjoint
exceptional simple algebraic groupG, we must next show that each subgroup S ∼= H
of G lies in a proper connected subgroup of G. Proposition 3.11 below guarantees
this in all but a few cases. We begin with a preliminary lemma.
Lemma 3.10. Let S be a non-abelian finite simple subgroup of an adjoint ex-
ceptional simple algebraic group G. Suppose that S normalises a maximal torus T
of G, so that S is isomorphic to a subgroup of W (G) ∼= NG(T )/T . Then either S
lies in a proper subsystem subgroup of G, or G = E6 and S ∼= U4(2), or G = E7
and S ∼= L2(8), U3(3) or Sp6(2).
Proof. The exceptional Weyl groups and their subgroup structure are well-
known (for instance, see [76, §§2.8.4, 3.12.4]). The Weyl groups of type G2 and
F4 are soluble, and hence G is not one of these types. The remaining groups are
W (E6), which has a subgroup of index 2 isomorphic to U4(2); W (E7) ∼= 2×Sp6(2);
and W (E8) ∼= 2 · Ω
+
8 (2).2. The maximal subgroups of each classical group here
appear in the Altas [25].
If G is of type E6, then besides the subgroup U4(2) as in the statement of
the lemma, there are three conjugacy classes of non-abelian simple subgroups of
W =W (E6). There are two classes of subgroups isomorphic to Alt5, and each such
subgroup lies in a subgroup isomorphic to Alt6, which is unique up toW -conjugacy.
On the other hand, G has a subsystem subgroup of type A5, giving rise to a class
of subgroups of W which are isomorphic to W (A5) ∼= Sym6. Thus each simple
alternating subgroup of W lies in one of these, and if S ∼= Alt5 or Alt6 then TS lies
in a Levi subgroup of G of type A5, as required.
Similarly, for G = E7 we have W ∼= 2 × Sp6(2), and the non-abelian simple
subgroups of W are either isomorphic to one of L2(8), U3(3) or Sp6(2), which
appear in the statement of the lemma, or lie in the Weyl group of a subsystem
subgroup, call it X . The possibilities are S ∼= Alt5 or Alt6 with X of type D6;
L2(7), Alt7, or Alt8 with X of type A7, or U4(2) with X of type E6.
Similarly, for G = E8, W is a double cover of Ω
+
8 (2) : 2. The non-abelian
simple subgroups of W each lie in either a subgroup L2(7) ≤ W (D8) (2 classes),
Sp6(2) ≤W (E7), Alt9 ≤W (A8), or Alt5 ≤W (A4A4) (2 classes), and in each case
S lies in a proper subsystem subgroup. 
Proposition 3.11. Let S be a non-abelian finite simple subgroup of an adjoint
exceptional simple algebraic group G which is not Lie primitive in G. Then either
S lies in a proper connected subgroup of G, or the type of G and the isomorphism
type of S appear in the table below.
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G Type of S
E6 U4(2)
E7 L2(7), L2(8), U3(3), Sp6(2)
E8 Alt5, L2(7)
Proof. Since S is not Lie primitive inG, it lies in some maximal subgroupX of
positive dimension and normalises the identity component. If S does not lie in X◦,
then the image of S under X → X/X◦ is isomorphic to S. The possible maximal
closed subgroups X , as well as NG(X)/NG(X)
◦, are given by [58, Corollary 2(i)].
In particular, the subgroups such that NG(X)/NG(X)
◦ contains a finite simple
group are either maximal tori, in which case S is isomorphic to a subgroup of the
Weyl group as in Lemma 3.10, or (G,X, S) = (E7, A
7
1, L2(7)), (E8, A
8
1, L2(7)) or
(E8, A1,Alt5), where this latter subgroup exists only if p 6= 2, 3, 5. 
3.4. Lie Imprimitivity of Subgroups in Theorem 1: Standard Cases
In this section, we prove that if a triple (G,H, p) appears in Table 1.1, then
any subgroup S ∼= H of G must lie in a proper, connected subgroup of G. We
split the proof into two general propositions, as well as some cases requiring ad-hoc
arguments. Recall that G˜ denotes the simply connected cover of G, and that Vmin
is a Weyl module for G˜ of least dimension; this has highest weight λ4, λ1, λ7 or λ8,
and dimension 26, 27, 56 or 248, for G respectively of type F4, E6, E7 or E8.
Proposition 3.12. Let H be a finite simple group, not isomorphic to a member
of Lie(p), and let S ∼= H be a finite simple subgroup of the adjoint exceptional simple
algebraic group G, in characteristic p ≥ 0. Let S˜ be a minimal preimage of S in the
simply connected cover G˜ of G, and let L and V respectively denote the quotient of
L(G) and Vmin by any trivial G˜-submodules.
If (G,H, p) appears in Table 3.1, then S˜ fixes a nonzero vector on L, V or V ∗,
and is therefore not Lie primitive in G˜.
Furthermore, S˜ lies in a proper connected subgroup of G.
Proof. Since the composition factors of L ↓ S˜ and V ↓ S˜ appear in the
appropriate table in Chapter 6, proving that S˜ is not Lie primitive in G˜ comes down
to inspecting the corresponding table and comparing this with the information in
Appendix A to decide whether the conditions in Proposition 3.6(i) or (iii) hold for
L ↓ S˜ or V ↓ S˜. For convenience, in Chapter 6 we have labelled with ‘P’ those
feasible characters for which we cannot infer the existence of a fixed vector using
Proposition 3.6. Thus (G,H, p) appears in Table 3.1 if and only if the corresponding
table in Chapter 6 has no rows labelled ‘P’.
As a typical example, take G = E6, H = U3(3), p = 7. Here, we have four pairs
of compatible feasible characters on L(G) and Vmin, given by Table 6.101 on page
6.101. As stated in Table A.3 of the Appendix, we know that H1(U3(3), 26) is 1-
dimensional, while the corresponding group for other composition factors vanishes.
Thus any subgroup S ∼= H of G, having composition factors as in Cases 2), 3) or
4) of Table 6.101, satisfies Proposition 3.6(i) in its action on L = L(G) and fixes a
nonzero vector.
3.4. LIE IMPRIMITIVITY OF SUBGROUPS IN THEOREM 1: STANDARD CASES 39
Table 3.1: Subgroup types satisfying Proposition 3.6
G H
F4 Alt7−10, M11, J1, J2,
L2(17) (p = 2), U3(3) (p 6= 7)
E6 Alt10−12, M22, L2(25), L4(3), U4(2), U4(3), 3D4(2),
Alt5 (p 6= 3), Alt7 (p 6= 3, 5), M11 (p 6= 3, 5), M12 (p = 2), L2(8) (p = 7),
L2(11) (p = 5), L2(13) (p = 7), L2(17) (p = 2), L2(27) (p 6= 2), L3(3) (p = 2),
U3(3) (p = 7)
E7 Alt11−13, M11, J1, L2(17), L2(25), L3(3), L4(3), U4(2), Sp6(2), 3D4(2), 2F4(2)′,
Alt10 (p = 2), Alt9 (p = 2), Alt8 (p 6= 3, 5), Alt7 (p 6= 5), M12 (p 6= 5), J2 (p 6= 2),
L2(8) (p 6= 3, 7)
E8 Alt17, Alt12−15, Alt8, M12, J1, J2, L2(27), L2(37), L4(3), U3(8), Sp6(2), Ω+8 (2),
G2(3),
Alt11 (p = 2), Alt9 (p 6= 2, 3), M11 (p 6= 3, 11), U3(3) (p 6= 7),
2F4(2)
′ (p 6= 3)
In Case 1), the feasible character has no trivial composition factors on L(G).
On the other hand, the corresponding composition factors of V = V27 = Vmin are
‘1’ and ‘26’. Hence by Proposition 3.6(iii), if S ∼= H gives rise to these feasible
characters, a preimage S˜ of S in G˜ must fix a nonzero vector on either V or its
dual, as required.
Now, with the exception of (G,H) = (E7, Sp6(2)) or (E7, L2(8)), Proposition
3.11 applies and so S˜ lies in a proper, connected subgroup of G˜. To show that the
same holds for these two cases, for a contradiction assume that S lies in no proper
connected subgroup of G. Inspecting Tables 6.164, 6.224, 6.225, 6.226, 6.227, we
see that S fixes a nonzero vector v ∈ L(G). Since S lies in no parabolic subgroup
of G by assumption, by Lemma 3.5 it follows that v is semisimple and CG(v)
contains a maximal torus, say T . Then S normalises CG(v)
◦ and moreover, since
H does not occur as a subgroup of Sym7, the proof of Proposition 3.11 shows that
S cannot normalise a non-trivial connected semisimple subgroup of G. It follows
that CG(v)
◦ = T is a maximal torus of G. Now since H = Sp6(2) or L2(8) and
H /∈ Lie(p), the ambient characteristic p is not 2, hence a non-trivial KH-module
of least dimension is 7-dimensional. Since S normalises T it follows that S acts
irreducibly on L(T ). Now, we have a well-known decomposition
L(G) ↓ T = L(T )⊕
⊕
α∈Φ
Lα
where Φ is the set of roots corresponding to T and each Lα is a non-trivial 1-
dimensional T -module. Since S acts irreducibly on L(T ) it follows that TS cannot
fix a nonzero vector on L(G), which contradicts TS ≤ CG(v). 
Proposition 3.13. With the notation of the previous Proposition, if (G,H, p)
appears in Table 3.2, then S˜ lies in a proper, connected subgroup of G.
Proof. For each (G,H, p), we let S be a hypothetical Lie primitive subgroup
of G, and derive a contradiction by showing that a minimal pre-image S˜ of S in
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Table 3.2: Further simple groups not arising as Lie primitive subgroups of G
G (H, p)
F4 (Alt6, 5), (Alt5, p 6= 2, 5), (L2(7), 3)
E6 (Alt9, 2) (L2(7), 3), (L2(27), 2)
E8 (Alt10, 3), (Alt10, 2)
G˜ must fix a nonzero vector on some non-trivial G˜-composition factor of L(G) or
Vmin, using the approach described in Section 3.3.3. Since Proposition 3.11 applies
to each (G,H) in Table 3.2, the conclusion follows. Since S is Lie primitive, recall
that the composition factors of L(G) ↓ S˜ and Vmin ↓ S˜ are given by a row in the
appropriate table of Chapter 6 which is marked with ‘P’.
Case: (G,H, p) = (F4,Alt6, 5). As given in Table A.2, there are four non-
trivial irreducible KH-modules, of dimensions 5, 5, 8 and 10. Since |H | = 23.32.5,
the 5- and 10-dimensional modules are projective. If P1 and P8 are respectively the
projective covers of the trivial and 8-dimensional irreducible modules, we have
|H | = 360 = dim(P1) + 25 + 25 + 8 dim(P8) + 100
and thus dim(P8) ≤ 26. Since 5 | dim(P8), this has at least two 8-dimensional
composition factors, hence has composition factors 14/82 or 1/83. The former
implies that P1 has four 8-dimensional factors, contradicting the above equation.
Denoting modules by their dimension, we therefore deduce that P8 = 8|(1 + 8)|8,
P1 = 1|8|1.
Suppose that S ∼= H is a Lie primitive subgroup of G, so its composition
factors on L(G) and VG(λ1) are given by Case 1) of Table 6.6, and VG(λ1) ↓ S
has no nonzero trivial submodules. If VG(λ1) ↓ S had an 8-dimensional S-direct
summand, then its complement would satisfy Proposition 3.6(iii), and S would fix
a nonzero vector. Thus VG(λ1) ↓ S must be indecomposable, and is therefore an
image of the projective module P8 by Lemma 3.8. But this has only a single trivial
composition factor; a contradiction.
Case: (G,H, p) = (F4,Alt5, p 6= 2, 3, 5). Here there is a unique compatible
pair of fixed-point free feasible characters of H on L(G) and Vmin. It is proved
in [61, pp. 117–118], that a subgroup Alt5 having these composition factors on
these modules is not Lie primitive (more precisely, the subgroup stabilises a certain
subalgebra on a 27-dimensional ‘Jordan algebra’ on which G acts; the stabiliser of
such a structure is a positive-dimensional subgroup of G).
Case: (G,H, p) = (F4,Alt5, 3). The projective KH-modules are 3a, 3b, P1 =
1|4|1 and P4 = 4|1|4, where the latter two are uniserial. A Lie primitive subgroup
S ∼= H of G must act on L(G) with composition factors as in Case 2) or 3) of Table
6.8, fixing no nonzero vector. Now, all the trivial composition factors of S on L(G)
and all the composition factors ‘4’ must occur in a single indecomposable S-direct
summand W , otherwise Proposition 3.6(iii) would apply to an S-direct summand
of L(G). Furthermore W is self-dual since W ∗ is also a direct summand of L(G)
with trivial composition factors. By Lemma 3.8 therefore, W is an image of P 34 .
But this has only three trivial composition factors; a contradiction.
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Case: (G,H, p) = (F4 or E6, L2(7), 3). The projective KH-modules here are
3a, 3b, 6, P1 = 1|7|1 and P7 = 7|1|7. Let L = L(G) if G has type F4, or VG(λ2),
of dimension 77, if G has type E6. Using Table 6.13 and 6.69, we see that L ↓ S
has four trivial composition factors, and a similar argument to the above shows
that if S ∼= H is a subgroup of G fixing no nonzero vectors on L, then L ↓ S has
an indecomposable self-dual direct summand W containing all trivial composition
factors and at least four 7-dimensional composition factors. This summand is then
an image of P 37 by Lemma 3.8. But this only has three trivial composition factors;
a contradiction.
Case: (G,H, p) = (E6,Alt9, 2). Here a Lie primitive subgroup S ∼= H of G
must give rise to Case 1) of Table 6.40. Since V27 ↓ S˜ then only has two composition
factors, one of which is trivial, it follows that either VG(λ1) or its dual VG(λ6) has
a nonzero trivial S˜-submodule; a contradiction.
Case: (G,H, p) = (E6, L2(27), 2). Here a Lie primitive subgroup S ∼= H of G
must give rise to Case 1) of Table 6.95. Since S˜ fixes no nonzero vector on VG(λ1)
or its dual, we see that VG(λ1) ↓ S˜ = 13|1|13
∗ or 13∗|1|13. This is therefore an
image of P13 or P
∗
13.
Now, the six 28-dimensional irreducible KH-modules are projective. Calcula-
tions with dimensions, and the fact that P/rad(P ) ∼= soc(P ) for any projectiveKH-
module, quickly show that the projective cover P26a = 26a|26a is uniserial, and sim-
ilarly for 26b and 26c; these involve no 13-dimensional factors, hence P13 and P13∗
have no 26-dimensional composition factors. Since P1 is self-dual and involves only
the modules 1, 13, 13∗, dimension considerations imply that P1 = 1|(13 + 13
∗)|1,
and it follows that P13 = 13|(1 + 13
∗)|13. Thus neither P13 nor P
∗
13 has a uniserial
quotient 13|1|13∗ or 13∗|1|13; a contradiction.
Case: (G,H, p) = (E8,Alt10, 3). Here, every composition factor of the unique
feasible character of H on L(G) (Table 6.235) is self-dual, and all except one (that
of dimension 84) have multiplicity 1. It follows that any irreducible S-submodule
of dimension 6= 84 is in fact a direct summand. Thus if L(G) ↓ S has a reducible,
indecomposable direct summand, say W , then W is a quotient of the projective
module P84. The radical series of P84 begins 84|1 + 41 + 84|34 + 41 + 84
2|.... Now
if N is a submodule of P84 such that N/Rad(N) = 41, then N lies in the kernel of
P84 →W . Using Magma to facilitate calculations, we find that the quotient of P84
by the sum of all such submodules is self-dual with shape 84|(1+ 84)|84. It follows
that either L(G) ↓ S is completely reducible, or
L(G) ↓ S = 1 + 9 + 34 + 36 + (84|84).
In either case, S fixes a 1-space on L(G), and hence cannot be Lie primitive in G.
Case: (G,H, p) = (E8,Alt10, 2). Here a Lie primitive subgroup S ∼= H of G
gives rise to Case 4) of Table 6.237, so L(G) ↓ S = 18/85/264/482. Hence the
sum
⊕
H1(S,W ) over S-composition factors of L(G) is 9-dimensional. Now, let
L(G) = W1 ⊕ . . . ⊕Wt where each Wi is indecomposable. If more than one Wi
had a trivial composition factor, then Proposition 3.6(iii) would apply to at least
one such summand. Since S fixes no nonzero vectors of L(G), it follows that S
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has an indecomposable summand W on L(G) containing all trivial composition
factors, and also all S-composition factors with nonzero first cohomology group.
Moreover W is an image of P 28 + P
2
26 + P48, by Lemma 3.8. Now, let Q8, Q26 and
Q48 be the quotient of P8, P26 and P48, respectively, by the sum of all submodules
with a unique maximal submodule, and corresponding quotient not isomorphic to a
member of {1, 8, 26, 48}. Using Magma to facilitate calculations, we find that these
quotients have the following structure:
Q8 = 8|1|26|1|(8 + 48)|(1 + 26)|(1 + 26)|(1 + 8)|(1 + 8),
Q26 = 26|(1 + 48)|(8 + 26)|1
2|(8 + 26)|(12 + 48)|8 + 26|1
Q48 = 48|26|1|8|(1 + 48)|26|1
Now, if W/Rad(W ) has more than one composition factor ‘8’ or ‘26’, then Rad(W )
satisfies Proposition 3.6(i) and has a trivial submodule. So we may assume that
W is an image of Q48 ⊕Q26 or Q48 ⊕Q8. Each of these modules has exactly nine
trivial composition factors, so the kernel of the projection to W can have at most
one trivial factor. But also, both Q48 ⊕Q26 and Q48 ⊕Q8 contain a 2-dimensional
trivial submodule, and it follows that S fixes a nonzero vector of W ⊆ L(G). 
3.5. Postponed Cases of Theorem 1
Those pairs (G,H) in Table 1.1 for which the above propositions do not apply
are listed below. For these, a special argument is required, either because the
groups themselves have have feasible characters with no trivial composition factors
on L(G) or Vmin, or because their representation theory allows for the existence of
modules having appropriate composition factors but no fixed vectors. For these,
we defer proving the conclusion of Theorem 1 until Section 4.4, where some ad-hoc
arguments are applied.
G (H,p)
E7 Alt10 (p = 5), Alt9 (p 6= 2, 3)
E8 Alt16 (p = 2), Alt11 (p = 11), Alt10 (p > 3)
CHAPTER 4
Normaliser Stability
In this chapter we complete the proof of Theorem 1. At this stage we have now
shown that for (G,H, p) as in Table 1.1, with the exception of the ‘postponed cases’
considered in Section 4.4, every subgroup S ∼= H of G lies in a proper connected
subgroup of G. It remains to show the existence of a connected NAut(G)(S)-stable
subgroup. We apply a variety of techniques to achieve this; the following proposition
summarises the results of this chapter.
Proposition 4.1. Let G be an adjoint exceptional simple algebraic group in
characteristic p, let H be a finite simple group, not isomorphic to a member of
Lie(p), and let S ∼= H be a subgroup of G. If G, H, p appear in Table 1.1, then
one of the following holds:
• S is not G-completely reducible, hence Lemma 4.2 applies;
• S is Lie primitive in a semisimple subgroup X of G as in Proposition 4.9;
• (G,H, p) appears in one of the tables 4.3–4.8, hence Proposition 4.11 ap-
plies;
• (G,H, p) appears in Table 4.4 in Section 4.4.
Hence S is contained in a proper, NAut(G)(S)-stable connected subgroup of G.
4.1. Complete Reducibility and Normaliser Stability
Recall that a subgroup S of a reductive group G is called G-completely reducible
(G-cr) if whenever S is contained in a parabolic subgroup P of G, it is contained in
a Levi subgroup of P . In [10] it is shown that a subgroup of a reductive algebraic
group G is G-cr if and only if it is ‘strongly reductive’ in the sense of Richardson
[65]. A result of Liebeck, Martin and Shalev then states:
Lemma 4.2 ([51, Proposition 2.2 and Remark 2.4]). Let S be a finite a finite
subgroup of an adjoint simple algebraic group G. Then either S is G-completely
reducible, or S is contained in a proper NAut(G)(S)-stable parabolic subgroup of G.
It thus remains to prove Theorem 1.1 for G-cr subgroups S ∼= H . In this case,
let L be minimal among Levi subgroups of G containing S, so that S lies in the
semisimple subgroup L′ and is L′-irreducible. Then any connected subgroup of L′
containing S is also L′-irreducible, and is therefore G-cr and semisimple. Thus there
exists a proper semisimple subgroup X = X1 . . . Xt such that S projects to an Xi-
irreducible subgroup of each simple factor Xi. If we pick X to be minimal among
semisimple subgroups of L′ containing S, then the image of S under projection to
each simple factor is in fact Lie primitive in that factor.
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4.2. Subspace Stabilisers and Normaliser Stability
We now assume that S is G-completely reducible. Our strategy now is to
construct a ‘small’ G-cr semisimple subgroup X of G containing S. Informally,
‘small’ means that the actions of X and S on L(G) or Vmin should be similar,
which allows us to apply a number of results that we shall state in a moment. Note
that this does not require that S is Lie primitive in X , although this will be true
in many cases.
Our first result of interest is Proposition 1.12 of [56]. Recall that if M is a
G-module with corresponding representation ρ : G → GL(M), the conjugate M τ
of M by an (abstract) automorphism τ of G is the module corresponding to the
representation τρ : G → GL(M). If G is an algebraic group, if τ is a morphism
and M is rational, then clearly M τ is also rational.
Recall that a Suzuki-Ree group is the fixed-point subgroup Gφ when φ is an
exceptional graph morphism of G. For a subspace M of a G-module V , let GM
denote the corresponding subspace stabiliser.
Proposition 4.3 ([56, Proposition 1.12]). Let G be a simple algebraic group
over K, and let φ : G → G be a morphism which is an automorphism of abstract
groups.
(i) Suppose that Gφ is not a finite Suzuki or Ree group, and let V be a G-
composition factor of L(G). If M is a subspace of V , then (GM )
φ = GM ′
for some subspace M ′ of V .
(ii) Suppose Gφ is a finite Suzuki or Ree group, and let V1, V2 be the two
G-composition factors of L(G). If M is a subspace of Vi (i = 1, 2), then
GφM = GM ′ for some subspace M
′ of V3−i.
(iii) Let S be a φ-stable subgroup of G, and let M be the collection of all
S-invariant subspaces of all G-composition factors of L(G). Then the
subgroup
⋂
W∈MGW of G is φ-stable.
Of particular interest to us here is part (iii). If S is a finite subgroup of G, and
if X is a connected subgroup containing S such that every S-submodule of every
G-composition factor of L(G) is an X-submodule, then the group
⋂
W∈MGW in
(iii) contains X , and is therefore also of positive dimension. Applying this result
for each morphism φ ∈ NAut(G)(S), we obtain a positive-dimensional, NAut(G)(S)-
stable subgroup of G, whose identity component contains X and therefore S.
It will be useful for us to extend the above result, since we will encounter cases
when, for X a minimal semisimple subgroup containing S, not every S-submodule
of L(G) is an X-submodule. We now do this by mimicking the proof given in [56].
Proposition 4.4. Let G be a simple algebraic group over K, let φ : G→ G be
a morphism which is an automorphism of abstract groups.
(i) Let V =
⊕
VG(λi) be a completely reducible KG-module such that the set
{λi} is stable under all graph morphisms of G. If M is a subspace of V ,
then (GM )
φ = GMδ where δ is an invertible semilinear transformation
V → V depending on φ but not on M .
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(ii) If S is a subgroup of G, then for each KS-submodule M of V , the sub-
space Mδ is a KSφ-submodule, of the same dimension as M , which is
irreducible, indecomposable or completely reducible if and only if M has
the same property.
Proof. (i) Let V correspond to the representation ρ : G → GL(V ). We
may write φ = yτσ where y, τ and σ are (possibly trivial) inner, graph and field
morphisms of G, respectively. By assumption, the representations ρ and τρ of G are
equivalent, since they are completely reducible with identical high weights. Hence
if σ is a q-power field automorphism, where q = pe ≥ 1, then the high weights of
φρ are {qλi}. There is therefore a q-power field automorphism ω of GL(V ) such
that φρ and ρω are equivalent. The automorphism ω is induced by a semilinear
transformation V → V which we shall also denote by ω. Then yω = ω−1yω for
y ∈ GL(V ). Thus, identifying each g ∈ G with its image gρ ∈ GL(V ), there exists
x ∈ GL(V ) such that gφ = gωx = x−1ω−1gωx, for all g ∈ G. Writing δ = ωx, this
gives δgφ = gδ for all g ∈ G, and we have
(vδ)gφ = (vg)δ
for all v ∈ V , g ∈ G. If M is a subspace of V , and m ∈ M , g ∈ GM , then
(mδ)gφ = (mg)δ ∈ Mδ, and hence gφ ∈ GMδ. Therefore (GM )
φ ≤ GMδ . For the
reverse inclusion, if g ∈ GMδ, then by the displayed equality above, for any m ∈M
we have
(mδ)g = (mδ).(gφ
−1
)φ = (mgφ
−1
)δ = m′δ
for some m′ ∈ M . Therefore mgφ
−1
= m′ and gφ
−1
∈ GM , so g ∈ (GM )
φ as
required.
(ii) If M is a KS-submodule of V , then the displayed equation above, applied
to the elements of Sφ, tells us that Sφ preserves the subspace Mδ of V . It is clear
that M and Mδ have the same dimension, since δ is invertible. If W ⊆ M is a
nonzero KS-submodule of M , then Wδ is a nonzero KSφ-submodule of Mδ, and
M = M1 +M2 as KS-modules if and only if Mδ = M1δ +M2δ, proving the final
claim. 
Thus if S = Sφ, then φ induces a permutation on the S-submodules of L(G),
and we immediately deduce:
Corollary 4.5. Let S be a subgroup of G, and let V be a KG-module as
in Proposition 4.4(i), or the direct sum of the G-composition factors of L(G) if
(G, p) = (F4, 2). Let φ be a morphism in NAut(G)(S), and let M be one of:
• The set of all KS-submodules of V , or all irreducible KS-submodules, or
all indecomposable KS-submodules.
• Those members of one of the above collections, with a prescribed set of
composition factor dimensions.
Then the intersection H
def
=
⋂
M∈MGM is φ-stable.
Further, if some member of M is not G-stable, then H is proper. If S lies in
a positive-dimensional subgroup X such that each member of M is X-invariant,
then H is a positive-dimensional. If X is connected, then S lies in H◦, which is
connected and φ-stable.
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Thus with S a finite simple subgroup of G, lying in the connected subgroup
X , we are interested in techniques for spotting when KS-submodules of a given
KX-module are X-invariant. The following result of Liebeck and Seitz provides
such a method.
Lemma 4.6 ([56, Proposition 1.4]). Let X be an algebraic group over K and let
S be a finite subgroup of X. Suppose V is a finite-dimensional rational KX-module
satisfying the following conditions:
(i) every X-composition factor of V is S-irreducible,
(ii) for any X-composition factors M,N of V , the restriction map
Ext1X(M,N) → Ext
1
S(M,N) is injective,
(iii) for any X-composition factors M , N of V , if M ↓ S ∼= N ↓ S, then
M ∼= N as X-modules.
Then X and S fix precisely the same subspaces of V .
Conditions (i) and (iii) are straightforward to verify. Condition (ii) can often
be checked by showing that the groups Ext1X(M,N) are trivial, for example using
Lemmas 2.10 and 2.11.
The proof of Lemma 4.6 given in [56] uses condition (ii) only to deduce that an
indecomposable X-module section of V remains indecomposable as an S-module.
This allows the following generalisation:
Proposition 4.7. The conclusion of Lemma 4.6 holds if we replace condition
(ii) with either:
(ii′) Each indecomposable KX-module section of V is indecomposable as a
KS-module.
(ii′′) As a KX-module, V is completely reducible.
Proof. Note that, assuming condition (i), we have implications (ii′′) ⇒ (ii′),
and (ii) ⇒ (ii′). Thus it suffices to assume that (i), (ii′) and (iii) hold. From here
we proceed as in [56], by induction on dim V , noting that the case dim V = 1 is
trivial.
For a contradiction, suppose that some KS-submodule of V is not X-stable,
and let W be minimal among such submodules. If W ′ is a proper KS-submodule
of W , then W ′ is X-invariant, and W/W ′ is a KS-submodule of V/W ′ which is
not X-invariant. The inductive hypothesis thus forces W ′ = 0, so W is irreducible.
Now let U =
〈
WX
〉
, so U 6= W . If U were irreducible for X , it would be irre-
ducible for S by (i), contradicting U 6= W . Thus there exists a proper, irreducible
X-submodule W0 of W .
Consider V/W0. Then S fixes the subspace (W + W0)/W0 of this, and by
induction we deduce that X fixes W +W0. Hence U = W + W0 (vector space
direct sum). Since W and W0 are irreducible as S-modules, this is also a direct-
sum decomposition of U into S-submodules. Thus U is not indecomposable as an
S-module, and hence by (ii′) is also not indecomposable as an X-module. Hence
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there is an X-submodule W1 of U such that
U =W +W0 =W1 +W0
where W is S-isomorphic to W1. If W is not S-isomorphic to W0, then W and
W0 are the only irreducible S-submodules of U , so W =W1 and W is X-invariant,
a contradiction. Thus W is S-isomorphic to W0, and thus W0 and W1 are X-
isomorphic. Now W ⊆W1 +W0, and we have
W = {w + wφ : w ∈W1}
for some S-isomorphism φ : W1 →W0. But if α is any X-isomorphism : W1 →W0,
then αφ−1 : W1 → W1 is an S-isomorphism, hence by Schur’s Lemma we have
αφ−1 = λ.idW1 for some λ ∈ K
∗. Hence φ = λ.α is an X-isomorphism, and W is
fixed by X , which is a contradiction. Therefore W = U , as required. 
4.2.1. Restriction of G-modules to G-cr semisimple subgroups. In or-
der to compare the action of a finite simple subgroup of G on various G-modules
with the action of a G-cr semisimple subgroupX , we need to determine some details
of how such a subgroup X acts. To begin, let L be minimal among Levi subgroups
of G containing S. We can thus assume that S < X ≤ L′. The action of L′ on
L(G) and Vmin now follows from the known composition factors of L
′, stated in
[55, Tables 8.1-8.7], and Lemma 2.9.
If we work with the simply-connected cover G˜ of G, and a minimal pre-image
S˜ of S in G˜, the derived subgroup of a Levi subgroup L of G˜ is simply connected
[62, Proposition 12.14], hence is a direct product of simply connected simple groups.
The image of S˜ under projection to a simple factor L0 of L
′ is L0-irreducible. If
L0 is classical, we can use Lemma 2.4 to find a smaller connected subgroup of L0
containing the image of S˜, such as the stabiliser of a direct-sum decomposition
of the natural module. On the other hand, if L0 is exceptional, then we can use
Propositions 3.12 and 3.13, and the feasible characters in Chapter 6, to find a
smaller semisimple subgroup of L0 containing the image of S (if one exists).
This gives a ‘small’ semisimple subgroup X of L′ which contains S. The known
action of L′ on the various G-modules is then usually enough information to de-
termine the action of X . If X is simple of rank > 12 rank(G), then X is given up
to conjugacy by [52, Theorem 1], and the restrictions of L(G) and Vmin to such a
subgroup are given, at least up to composition factors, by [55, Tables 8.1-8.7] or
[73, Chapter 5]. Once the composition factors are known, more precise information
about the module structure can be inferred using Proposition 2.7 and Lemma 2.11.
The following summarises the module restrictions we need which are most dif-
ficult to verify from the above sources.
Lemma 4.8. Let G be a simply connected simple algebraic group of exceptional
type in characteristic p = 2. If X is a G-cr simple subgroup of type C4 or D4, then
either X = L′ for a Levi subgroup L of G, or X is conjugate to a subgroup in Table
4.1, acting on the G-module V as stated.
Proof. Theorem 1 of [52] lists all subgroups C4 or D4 when G has type F4,
E6 or E7. The non-Levi subgroups D4 < E7 given in part (IV) there are non-E7-cr,
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Table 4.1: Non-Levi, G-cr simple subgroups of type C4, D4, p = 2
G X V V ↓ X
F4 C4 VG(λ1) 0
2/VX(λ4)/VX(2λ1)
VG(λ4) VX(λ2)
D4 (long) VG(λ1) VX(λ2)
VG(λ4) 0
2 ⊕ λ1 ⊕ λ3 ⊕ λ4
D4 (short) VG(λ1) 0
2 ⊕ VX(2λ1)⊕ VX(2λ3)⊕ VX(2λ4)
VG(λ4) VX(λ2)
E6 C4 < F4 VG(λ1) 0⊕ VX(λ2)
D4 < F4 (short) VG(λ1) 0⊕ VX(λ2)
E7 C4 < F4 VG(λ7) 0
4 ⊕ VX(λ2)
2
C4 < A7 VG(λ7) (0|VX(λ2)|0)
2
D4 < F4 (short) VG(λ7) 0
4 ⊕ VX(λ2)
2
E8 C4 < A7 Levi L(G) (λ1 ⊗ λ1)⊕ λ
4
1 ⊕ (0|VX(λ2)|0)
2 ⊕ λ23
C4 < F4 L(G) (0
2/VX(λ2)
2/VX(λ4)/VX(2λ1))⊕ 0
14 ⊕ VX(λ2)
6
D4 < A7 Levi L(G) (λ1 ⊗ λ1)⊕ λ
4
1 ⊕ (0|VX (λ2)|0)
2 ⊕ VX(λ3 + λ4)
2
D4 < F4 (short) L(G) (0
2/VX(λ2)
2/VX(2λ1)/VX(2λ3)/VX(2λ4))
⊕ 014 ⊕ VX(λ2)
6
D4 < D4D4 Infinitely many, G-irreducible, cf. [75, Theorem 3]
except for the subgroup D4 < F4 generated by short root subgroups. The C4 and
D4 subgroups of A7 < E7 are non-E7-cr, by [54, Lemma 4.9] (see also [75, Lemma
6.1]).
For G of type E8, Theorem 3 of [75] states that the only G-irreducible sub-
groups of type C4 orD4 are the subgroupsD4 < D4D4 listed above. Each remaining
G-cr subgroup lies in some Levi subgroup L of G. Using the list of subgroups for
E6 and E7, it follows that L
′ is simple of type A7 or E6, which gives the remaining
subgroups for E8.
The composition factors of V ↓ X now follow from [55, Table 8.1-8.7]. For G
of type F4, the module structure of VG(λ4) ↓ X is stated in [73, Chapter 5]. Since
VG(λ1) and VG(λ4) are conjugate by an exceptional graph morphism of G, which
swaps the long and short D4 subgroups, a direct-sum decomposition of VG(λ4) as a
module for a long subgroup D4, implies a decomposition of VG(λ1) for a short D4,
and vice-versa. The given module structures for G = F4 now follow.
For G 6= F4 the stated module structures follow by first considering V ↓ F4 or
V ↓ A7, which are straightforward to derive using the known composition factors
and Lemmas 2.9 and 2.10. Since C4 and D4 each support a unique nondegenerate
bilinear form on their natural modules, there exists a unique nonzero KX-module
homomorphism
∧2
(λ1) → K (up to scalars), and thus VA7(λ2) ↓ X = VA7(λ6) ↓
X = 0|VX(λ2)|0 for each X . Finally, for X = C4,
∧3
(λ1) = λ1 + λ3, by considera-
tion of high weights and Lemma 2.10. The remaining restrictions follow. 
4.3. Proof of Theorem 1: Standard Cases
In view of the above results, Propositions 4.9 and 4.11 below complete the proof
of Theorem 1 except for the ‘postponed cases’ considered in Section 4.4.
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Proposition 4.9. Let G be a simple algebraic group of exceptional type, let S
be a finite subgroup of G, and suppose that S is Lie primitive in G-cr subgroup X
of G. If X is the derived subgroup of a Levi subgroup of G, or if X is as follows:
• X = G2 in a Levi subgroup of type D4 or B3;
• X = Bn−1 in a Levi subgroup of type Dn (n ≥ 3);
• X < F4, and X has type A3, B4, C4, D4 or F4.
then X is NAut(G)(S)-stable.
Proof. To begin, note that if dim(X) > 12dim(G), then X ∩X
σ has positive
dimension for any σ ∈ Aut(G). In particular, if σ ∈ NAut(G)(S) then X ∩X
σ = X
since S is Lie primitive in X and X is connected. This gives the result when G = F4
and X is a proper subgroup of maximal rank listed above, so we now assume that
this is not the case.
Let V be the direct sum of non-trivial G-composition factors of either L(G) or
Vmin ⊕ V
∗
min. For the remaining groups X , we prove that every fixed point of S on
V is a fixed point of X on V , and that X has a nonzero fixed point on some such
V . The desired conclusion then follows from Corollary 4.5.
Firstly, the composition factors of X on V are known by [55, Tables 8.1-8.7].
Then Lemmas 2.6 and 2.10 show that X fixes a nonzero vector on V . Moreover
every composition factor of V ↓ X has dimension at most dim(X), and equality
holds only if this composition factor is isomorphic to L(X). Thus by Lemma 3.5,
since S is Lie primitive in X it cannot fix a nonzero vector in its action on any
nontrivial X-composition factor of V ↓ X .
Next, if V ↓ X has an indecomposable section of the form K|W , where W is
irreducible of dimension at most dim(X) − 2, then this extension cannot split as
an S-module (since the corresponding vector centraliser has positive dimension). It
remains to show that this must also hold ifW instead has dimension ≥ dim(X)−1.
From the known action of X on V , this can only occur in the following cases:
• X = An, p | n− 1, W = VX(λ1 + λn);
• X = Dn (n odd) or Bn, p = 2, W = VX(λ2);
• X = E7, p = 2, W = VX(λ1);
• X = E6, p = 3, W = VX(λ2).
In each case, H1(X,W ) is 1-dimensional, hence there is a unique indecom-
posable extension K|W up to isomorphism. Moreover the representation X →
GL(K|W ) factors through the adjoint group Xad, and K|W is isomorphic to
L(Xad). In particular since S is Lie primitive in X , its image in Xad is also Lie
primitive and so S cannot fix a nonzero vector on L(Xad), by Lemma 3.5. Thus
every fixed point of S on W is fixed by X , as required. 
For reference, the following table lists the types H of non-generic finite simple
subgroup of G such that each subgroup S ∼= H of G is necessarily Lie primitive in
some simple subgroup X as in Proposition 4.9. For each type H , the types of X
which may occur are straightforward to determine from Lemma 2.4 and Proposi-
tions 3.12 and 3.13. For instance, when p = 5, H = Alt6 has irreducible modules of
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dimension 5 and 8, giving embeddings into B2 and D4. Since Alt6 has no nontriv-
ial irreducible modules of dimension 4 or less, it cannot occur as a subgroup of a
(simply connected) subgroup of type B2 or A3 in G = F4. Hence such a subgroup
Alt6 of G must be Lie primitive in a subgroup of type D4.
Table 4.2: Types of subgroup necessarily in some X satisfying Proposition 4.9
G H
F4 Alt7, Alt9−10, M11, J1, J2,
Alt6 (p = 5), L2(17) (p = 2), U3(3) (p 6= 2, 3, 7)
E6 Alt9−12, M22, L2(25), L2(27), L4(3), U4(3), 3D4(2),
M11 (p 6= 3, 5), M12 (p = 2), L2(11) (p = 5), L2(17) (p = 2), L3(3) (p = 2)
E7 Alt11−13, M11, L2(25), L3(3), L4(3), 3D4(2), 2F4(2)′,
Alt9−10 (p = 2), M12 (p 6= 5)
E8 Alt12−15, Alt17, M12, L2(27), L2(37), L4(3), U3(8), Ω+8 (2), G2(3),
Alt11 (p = 2), M11 (p 6= 3, 11),
2F4(2)
′ (p 6= 3)
Lemma 4.10. Let S be a finite simple subgroup of a simple algebraic group G. If
S is contained in a semisimple subgroup X of G, such that the following conditions
all hold:
(i) X is G-conjugate to Xσ for all σ ∈ NAut(G)(S),
(ii) If g ∈ G and Sg ≤ X, then Sg = Sx for some x ∈ NG(X),
(iii) NG(S) ≤ NG(X),
then X is NAut(G)(S)-stable.
Proof. If σ ∈ NAut(G)(S), then X
σ = Xg for some g ∈ G, by (i). Thus
Sg
−1
≤ X , and Sg
−1
= Sx for some x ∈ NG(X), by (ii). Then xg ∈ NG(S) ≤
NG(X), and X
σ = Xg = Xxg = X , as required. 
In view of the above, the following proposition now proves the conclusion of
Theorem 1 for those triples (G,H, p) not postponed until Section 4.4.
Proposition 4.11. Let G be an adjoint exceptional simple algebraic group in
characteristic p, and let H /∈ Lie(p) be a non-abelian finite simple group, and let
S ∼= H be G-cr subgroup of G. Let S˜ denote a minimal preimage of S in the simply
connected cover G˜ of G, and let H˜ denote the isomorphism type of S˜.
If (G, H˜, p) appears in one of the tables 4.3 to 4.8, then S˜ is an X-irreducible
subgroup of some subgroup X listed there. Moreover one of the following holds:
(a) S is Lie primitive in X and Proposition 4.9 applies;
(b) Lemma 4.10 applies to X;
(c) X has a submodule W on V , such that every S-submodule of W is X-
stable, and the collection M of such submodules has the necessary form
to apply Corollary 4.5.
Thus S lies in a proper connected NAut(G)(S)-stable subgroup of G.
4.3. PROOF OF THEOREM 1: STANDARD CASES 51
In Tables 4.3–4.8 we use the following notation. When X is contained in a
semisimple subgroup Y with classical factors, we write ‘X < Y via λ’ to indicate
the action of X on the natural module for Y . If the simple factors of Y are Yi
(i = 1, . . . , r) we write (V1, V2, . . . , Vr) to indicate a tensor product V1 ⊗ . . . ⊗ Vr,
where Vi is a module for Yi. Also V
[r] denotes the conjugate of the module V by
a pr-power Frobenius morphism. Finally, we write ‘X (fpf)’ to indicate that S can
be assumed to fix no nonzero vectors on any nontrivial X-composition factor of V
(otherwise S lies in some other listed subgroup).
Table 4.3: G-cr overgroups X: G of type F4, p 6= 2, V = VG(λ4), δ = δp,3
H˜ p X V ↓ X W
Alt5 ≥ 13 A1 max F4 Lemma 4.10 applies
6= 2, 3, 5 A1 < B4 via (1⊗ 1
[1])⊕ 4 0⊕ (1⊗ 1[1])⊕ 42 ⊕ 2⊕ (1[1] ⊗ 3) 0
A1 < B4 via 0⊕ 2⊕ 4 0
2 ⊕ 23 ⊕ 43 ⊕ (1⊗ 3)2 02
6= 2, 5 A1C3 (fpf) Lemma 4.10 applies
6= 2, 3, 5 A1 < A
2
2 via (2, 2) 0
2 ⊕ 23 ⊕ 43 23
p = 3 A1 < A
2
2 via (2, 2) (0|4|0)
2 ⊕ 23 ⊕ 4 23
p 6= 2, 5 A1 < A
2
2 via (2
[1], 2), (2[1] ⊗ 2)2 ⊕ 2⊕ VX(4) 2
A1 < B3 via (1⊗ 1
[1])⊕ 2 05−δ ⊕ 23 ⊕ (1⊗ 1[1])3 V
A1 < B3 via 0⊕ 2⊕ 2
[1] 04−δ ⊕ 2⊕ 2[1] ⊕ (1⊗ 1[1])4 V
A1 < long A2 Levi via 2 0
8−δ ⊕ 26 V
A1 < short A2 Levi via 2 2
7 ⊕ VA1(4) 2
7
L2(7) 3 A2 < A2A˜2 via (10, 10) (0|11|0)
2 ⊕ VX(11) V
A2 < A2A˜2 via (10, 01) 20⊕ 02⊕ 10⊕ 01⊕ VX(11) V
A2 < B3 via VX(11) 0
4 ⊕ VX(11)
3 V
A2 Levi Prop. 4.9 applies
Table 4.4: G-cr overgroups X: G of type E6, V = VG(λ2)
H˜ p X V ↓ X W
3 ·Alt7 6= 3, 5 A5 Prop. 4.9 applies
Alt7 6= 2, 3, 5, 7 A3 < A5 0
3 ⊕ (λ1 + λ3)⊕ 2λ
2
1 ⊕ 2λ2 ⊕ 2λ
2
3 0
3
Table 4.5: G-cr overgroups X: G of type E6, V = VG(λ1)⊕ VG(λ6)
H˜ p X V ↓ X W
Alt7 7 D5 Prop. 4.9 applies
B2 < A4 0
4 ⊕ λ61 ⊕ 2λ
2
2 V
2 A3 Levi Prop. 4.9 applies
A3 < A5 λ
4
2 ⊕ (0
2/VX(λ1 + λ3)
2) λ42
Alt5 6= 2, 3, 5 A1 < A
3
2 via (2, 2, 2) 0
6 ⊕ 26 ⊕ 46 V
A1 < A
3
2 via (2, 2, 2
[1]) 02 ⊕ 22 ⊕ 42 ⊕ (2⊗ 2[1])4 02
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A1 < A1A5 via (1, 5) 0
2 ⊕ (4/6/WX (8)/WX(4))
2 02
F4 or A1C3 < F4 (fpf) (VF4(λ4) ↓ X)
2 ⊕ 02 02
A1 < B4 via 4⊕ (1⊗ 1
[1]) 04 ⊕ 22 ⊕ 44 04
⊕ (1⊗ 1[1])2 ⊕ (1[1] ⊗ 3)2
A1 < B3 via 2⊕ (1⊗ 1
[1]) 012 ⊕ 26 ⊕ (1⊗ 1[1])6 V
A1 < D4 via 2⊕ 4 0
6 ⊕ 26 ⊕ 46 V
A1 < A4 via 4 0
4 ⊕ 22 ⊕ 46 ⊕ 62 04
A1 < A3 Levi via 1⊗ 1
[1] 010 ⊕ 22 ⊕ (2[1])2 V
⊕ (1⊗ 1[1])8
A1 < A2 Levi via 2 0
18 ⊕ 212 V
A1 < A
2
2 Levi via (2, 2) 0
2 ⊕ 214 ⊕ 42 V
A1 < A
2
2 Levi via (2, 2
[1]) (2⊕ 2[1])6 ⊕ (2⊗ 2[1])2 (2⊕ 2[1])6
L2(7) 3 A2 < A
3
2 via (10, 10, 10) (0|11|0)
6 V
A2 < A
3
2 via (10, 10, 01) (0|11|0)
2 ⊕ 102 ⊕ 012 V
⊕ 202 ⊕ 022
A2 < A
2
2 Levi via (10, 10) (0|11|0)
2 ⊕ 106 ⊕ 016 V
A2 < A
2
2 Levi via (10, 01) 20⊕ 02⊕ 10
7 ⊕ 017 V
A2 Levi Prop. 4.9 applies
A2 < G2 < D4 Prop. 4.9 applies
A3 < A5 λ
2
2 ⊕ (λ1 + λ3) λ
2
2
L2(8) 7 G2 max F4 0
2 ⊕ VX(20)
2 02
A2 < D4 via VX(11) 0
12 ⊕ VX(11)
6 V
G2 or B3 < D4 Prop. 4.9 applies
D4, F4 Prop. 4.9 applies
L2(13) 7 G2 max F4 0
2 ⊕ VX(20)
2 02
G2 < D4 Prop. 4.9 applies
F4 Prop. 4.9 applies
U3(3) 7 G2 max F4 0
2 ⊕ VX(20)
2 02
C3 < A5 0⊕ λ
2
1 ⊕ λ2 V
G2 < D4 Prop. 4.9 applies
F4 Prop. 4.9 applies
U4(2) 6= 2, 3 A3 < A5 λ
4
2 ⊕ (λ1 + λ3)
2 V
A4 Prop. 4.9 applies
Table 4.6: G-cr overgroups X: G of type E7, V = VG(λ7)
H˜ p X V ↓ X W
Alt8 6= 2, 3, 5 B3 < A6 λ
2
1 ⊕ λ
2
2 V
Alt7 6= 2, 5, 7 A3 < A5 2λ1 ⊕ 2λ3 ⊕ λ
6
2 V
A3 < A
′
5 0
2 ⊕ λ42 ⊕ (λ1 + λ4)
2 V
7 B2 < A4 0
6 ⊕ 106 ⊕ 022 V
D5 Prop. 4.9 applies
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2 A3 < A5 λ
6
2 ⊕ (λ2|(VX(2λ1)⊕ VX(2λ3))|λ2) λ
7
2
A3 < A
′
5 (0
4/VX(λ1 + λ3)
2)⊕ λ42 λ
4
2
A3 Levi Prop. 4.9 applies
2 ·Alt7 3 C3 < A5 λ
7
1 ⊕ λ3 λ
7
1
J1 11 G2 < A6 10
4 ⊕ 012 V
G2 max E6 0
2 ⊕ 202 V
G2 < D4 Prop. 4.9 applies
E6 Prop. 4.9 applies
2 · J2 6= 2 C3 < A5 λ
7
1 ⊕ λ3 V
L2(8) 6= 2, 3, 7 G2 max E6 0
2 ⊕ 202 02
F4, E6 Prop. 4.9 applies
L2(17) 2 C4 < F4 Prop. 4.9 applies
C4 < A7 (0|VX(λ2)|0)
2 02
B4 < D5 Prop. 4.9 applies
6= 2, 17 B4 Prop. 4.9 applies
C4 0
2 ⊕ λ22 0
2
F4, E6 Prop. 4.9 applies
U4(2) 6= 2, 3 A4 Prop. 4.9 applies
A3 < A3A3 0
2 ⊕ (λ1 + λ3)
2 ⊕ λ42 V
(2 classes) 2λ1 ⊕ 2λ3 ⊕ λ
6
2 V
Sp6(2) 6= 2 B3 < A6 λ
2
1 ⊕ λ2 V
Table 4.7: G-cr overgroups X: G of type E7, V = VG(λ1)
H˜ p X V ↓ X W
L2(8) 6= 2, 3, 7 B4, F4 Prop. 4.9 applies
G2 or B3 < D4 Levi Prop. 4.9 applies
B3 < A6 0⊕ λ
2
1 ⊕ 2λ1 ⊕ λ2 ⊕ 2λ
2
3 0
G2 < A6 0
3 ⊕ 105 ⊕ 01⊕ 203 03
Table 4.8: G-cr overgroups X: G of type E8, V = L(G)
H˜ p X L(G) ↓ X W
Alt10 3 B4 < D8 0⊕ VX(2λ1)⊕ λ2 ⊕ λ
2
3 λ
2
3
2 B4 < D8 via λ4 (WX(λ2)/WX(λ3))⊕ (λ1 + λ4) λ1 + λ4
B4 < D5 Prop. 4.9 applies
C4 < A7 (λ1 ⊗ λ1)⊕ λ
4
1 ⊕ (0|VX(λ2)|0)
2 ⊕ λ23 λ
2
3
C4 < F4 Prop. 4.9 applies
Alt9 6= 2, 3 D4 < A7 Levi 0⊕ λ
2
1 ⊕ λ
3
2 ⊕ 2λ1 ⊕ (λ3 + λ4)
2 (λ3 + λ4)
2
Alt8 6= 2 B3 < A6 0
4 ⊕ λ61 ⊕ λ
5
2 ⊕ 2λ1 ⊕ 2λ
2
3 λ
5
2
3, 5 E7 Prop. 4.9 applies
J1 11 G2 < D4 Levi Prop. 4.9 applies
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E6 Prop. 4.9 applies
G2 < A6 0
6 ⊕ 1013 ⊕ 015 ⊕ 203 V
G2 < D7 via 01 0⊕ 01
3 ⊕ 30⊕ 112 V
G2 max E6 0
8 ⊕ 01⊕ 206 ⊕ 11 V
J2 2 E6 (fpf) 0
8 ⊕ λ2 ⊕ λ
3
1 ⊕ λ
3
6 0
8
G2 max E6 0
8 ⊕ 11⊕ 01 08
⊕ (01|20|00|10)3 ⊕ (10|00|20|01)3
E7 (fpf) 0
2 ⊕ (0|VX(λ1)|0)⊕ λ
2
7 ⊕ λ1 0
3
G2 < D7 via 01 0⊕ 11
2 ⊕ 012 ⊕ (30/01) 112
G2 < D4 Levi Prop. 4.9 applies
G2 < A5 0
16 ⊕ ((0⊕ 01)|VX(20)|(0 ⊕ 01))⊕ 0
17
⊕ 016 ⊕ (VX(10)|0|VX (20)|0|VX (10))
2
Sp6(2) 6= 2 B3 < A6 (0
4/WX(2λ1))⊕ λ
6
1 ⊕ λ
5
2 ⊕ 2λ
2
3 λ
6
1
U3(3) 6= 2, 3, 7 A6 Prop. 4.9 applies
E7 (fpf) 0
3 ⊕ λ1 ⊕ λ
2
7 0
3
E6 Prop. 4.9 applies
G2 max E6 0
8 ⊕ 206 ⊕ 01⊕ 11 01
C3 < A5 0
17 ⊕ 2λ1 ⊕ λ
14
1 ⊕ λ
7
2 ⊕ λ
2
3 0
17
C3 < D7 0⊕ 2λ1 ⊕ λ
2
2 ⊕ (λ1 + λ3)⊕ (λ2 + λ3)
2 0
G2 < D7 via 01 0⊕ 01
3 ⊕ 30⊕ 112 0
G2 < D4 Prop. 4.9 applies
G2 < A6 0
6 ⊕ 1013 ⊕ 015 ⊕ 203 V
Proof. This is straightforward to verify on a case-by-case basis. We now give
a general outline, and then illustrate by giving details in the most involved cases.
The groups X are representatives of the G-cr semisimple subgroups which con-
tain a copy of S˜ ‘minimally’, in the sense that S˜ centralises no simple factor of
X and does not lie in a diagonal subgroup when X has two or more isomorphic
factors. Moreover if X has a classical factor, then S˜ does not lie in the subgroup
of X corresponding to the stabiliser of a direct-sum decomposition, tensor-product
decomposition or another bilinear or quadratic form on the natural module. If X
is exceptional, then the image of S˜ must correspond to a character marked ‘P’ in
Chapter 6.
Since X is G-cr, it is L′-irreducible for some Levi subgroup L of G. The
structure of V ↓ L′ is easy to determine from the composition factors given in
[55, Tables 8.1-8.7], and Lemma 2.9. This is enough information to determine
V ↓ X in each case here. This restriction then limits the possible feasible characters
of S˜ on V , and identifying the submodule W is usually straightforward. In many
cases, Proposition 4.7 applies to the whole of V , and we take W = V .
The most complicated constructions of X and W are as follows.
4.3. PROOF OF THEOREM 1: STANDARD CASES 55
Case: (G,H, p) = (F4, L2(7), 3) or (E6, L2(7), 3). Here, H has irreducible
modules of dimension 3, 6 and 7, giving irreducible embeddings into groups of type
A2, A3 and B3. Moreover an embedding of H into B3 lies in a subgroup G2.
Further, an embedding of H into G2 stabilises a vector on VG2(01) and therefore
lies in a subgroup A2; this holds since
∧2
VG2(10) = VG2(10)
2/VG2(01) while the
exterior square of the 7-dimensional H-module has composition factors 72/3/3∗/1,
and 3 and 3∗ are projective since their dimension is the largest power of 3 dividing
|H |.
First suppose that G = F4. Inspecting [55, Table 8.4] we see that each simple
subgroup A3 of G is simply connected. Since S has no irreducible 4-dimensional
modules, S cannot be contained irreducibly in such a subgroup A3.
If S is G-irreducible, then from Proposition 3.13 we know that S fixes a point
on L(G), and therefore lies in a proper subsystem subgroup of G. Now S has no
irreducible embeddings into a subgroup of type B4 or A1C3 (Lemma 2.4), hence
S lies in a subgroup A2A2. This acts on V = VG(λ4) as (10, 10) + (01, 01) +
(0, VA2(11)). Since the 3-dimensional irreducible S-modules are projective, so is
any tensor product of them, hence the A2A2-modules (01, 10) and (10, 01) restrict
to S either as 3+6 or 3∗+6, or as a uniserial projective module 1|7|1. In any case,
the embedding of S factors through a diagonal subgroup A2 and has a unique 7-
dimensional irreducible submodule on VG(λ4), which is the restriction of the unique
A2-submodule VA2(11).
If instead S lies in a proper Levi subgroup L of G, then L′ has type A2 or B3. In
the former case, S is Lie primitive in X = L′ and Corollary 4.9 applies. In the latter
case, since S is L′-irreducible and is not contained irreducibly in a subgroup A3, it
follows that S is irreducible on VB3(λ1). Since the unique 7-dimensional irreducible
S-module is a section of 3⊗3∗, S lies in an irreducible subgroupX = A2 ofB3 acting
as VA2(11) on the natural module. The given action of X follows and Proposition
4.7 applies to the action of S and X on V .
Now suppose G = E6 and V = VG(λ1) ⊕ VG(λ6). Then similar reasoning
to the above applies, where we also note that a maximal connected subgroup A32
acts on V as a direct sum of tensor products of two 3-dimensional modules (cf.
[55, Proposition 2.3]), so the same reasoning as for S < A22 shows that S lies in a
diagonal subgroup A2 stabilising every S-submodule of V .
Case: (G,H) = (F4,Alt5). Here p 6= 2, 5. In this case, every irreducible
module for S and its double cover 2 ·S ∼= SL2(5) is obtained as a symmetric power
or tensor product of 2-dimensional SL2(5)-modules. Hence an embedding of S
into a classical simple algebraic group factors through an embedding of an adjoint
simple subgroup of type A1. Furthermore if S lies in a subgroup of type G2 then it
stabilises a 3- or 4-dimensional subspace of the 7-dimensional module, hence lies in
a subgroup A1A1 or A2 (cf. [5, Theorem 8]), and then in a further subgroup A1.
We now break the proof up into several cases: (1) S lies in no proper subsystem
subgroup of G; (2) S is G-irreducible and lies in a proper subsystem subgroup of
G; (3) S lies in a proper Levi subgroup of G. Furthermore we divide case (2) into
the sub-cases where S lies in a subgroup: (2a) B4; (2b) A1C3; or (2c) A2A2.
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(1) In this case CG(S) = 1 and S cannot fix a nonzero vector on L(G) by Lemma
3.5, and cannot fix a nonzero vector on Vmin since the corresponding stabiliser has
dimension at least 52 − 26 and is either G-reducible or a subsystem subgroup B4
or D4. Thus p 6= 3 and S corresponds to Case 1) of Table 6.7. If S is contained
in a maximal subgroup A1G2 or G2 (p = 7), then the image of S in G2 lies in
a subgroup A1A1 or A2, hence centralises a non-trivial semisimple element of G,
contradicting the fact that S lies in no subsystem subgroup. Therefore p ≥ 13
and S lies in a maximal subgroup X of type A1. This is unique up to conjugacy
in G, hence condition (i) of Lemma 4.10 holds. Moreover SO3(K) has a unique
subgroup Alt5 up to conjugacy, hence condition (ii) of Lemma 4.10 also holds.
Finally, the two 3-dimensional irreducible S-modules are interchanged by an outer
automorphism of S. Since these occur with different multiplicities as composition
factors of L(G), it follows that G does not induce an outer automorphism on S,
hence NG(S) = SCG(S) = S. Thus condition (iii) of Lemma 4.10 also holds, and
X is NAut(G)(S)-stable.
(2a) If S lies in X = B4 and is X-irreducible then by Lemma 2.4, S acts on
VB4(λ1) with composition factor dimensions 1, 3 and 5 or 4 and 5 (hence p 6= 3).
The image of S therefore lies in a subgroup A1 acting as 0⊕ 2⊕ 4 or (1⊗ 1
[1])⊕ 4.
The restriction of VG(λ4) to these respective subgroups follows from the restriction
VG(λ4) ↓ B4 = 0 ⊕ λ1 ⊕ λ4 and Lemma 2.8. Each nontrivial summand for such
a subgroup A1 restricts to S with no trivial composition factors, and it follows
that each trivial S-submodule of VG(λ4) is a trivial submodule also for the relevant
subgroup A1.
(2b) Here S lies in a subgroup A1C3; we show that Lemma 4.10 holds in this
case. Firstly, since G has a unique class of subgroups A1C3, condition (i) is immedi-
ate. Next, since the double cover 2·S has a unique 6-dimensional symplectic module
and SL2(5) has a unique 2-dimensional irreducible module up to conjugation by
an outer automorphism, it follows that A1C3 has a unique class of subgroups Alt5
which centralise neither factor. Thus condition (ii) of Lemma 4.10 holds.
Finally, since S lies in no Levi subgroup of G, if we assume that S lies in no
maximal subgroup A2A2 or B4 of G then the only nontrivial elements of CG(S) are
involutions which are G-conjugate to the central involution t of A1C3. Therefore
CG(S) is commutative, and is therefore contained in CG(t) = A1C3. Now VG(λ4) ↓
A1C3 = (1, λ1) ⊕ (0, λ2) restricts to S as (2 ⊗ 6) ⊕
∧2(6), where ‘2’ and ‘6’ are
irreducible modules for the double cover 2 · S. The first summand has a unique
3-dimensional composition factor, while the second has none. Thus the two 3-
dimensional S-modules occur with differing multiplicities, hence NG(S) does not
induce an outer automorphism on S. This shows that NG(S) = SCG(S) ≤ A1C3 =
NG(A1C3), so condition (iii) of Lemma 4.10 holds.
(2c) Here S lies in a subgroup A2A2, acting irreducibly on the natural module
for each factor. Since the two 3-dimensional S-modules are the symmetric squares of
the 2-dimensional modules for 2 ·S, and since these are conjugate under a Frobenius
morphism of SL2(K), the image of S lies in a diagonal subgroup A1 acting as 2
or 2[1] on the natural module for each A2 factor, giving two subgroups of type A1,
one of which contains S. Now, VG(λ4) ↓ A2A2 = (10, 01) + (01, 10) + (0, VA2(11)).
The restrictions VG(λ4) ↓ A1 given in Table 4.3 follow easily. Since 2
[1]⊗ 2 restricts
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to S as 3a ⊗ 3b = 1/4
2 (p = 3) or 4/5 (p 6= 3), it follows that every 3-dimensional
S-submodule of VG(λ4) is preserved by the subgroup A1.
(3) Let L be minimal among Levi subgroups of G containing S. Since G is
simply connected, so is L′. Since S itself has no nontrivial 2-dimensional modules
or irreducible symplectic modules, it follows that L′ has no factor A1, B2 or C3.
Thus L′ has type B3 or A2. If L
′ = B3 then S acts as 3a + 4 or 1 + 3a + 3b on the
natural L′-module, hence lies in a subgroup A1 < B3 via (1⊗1
[1])+2 or 0+2+2[1],
as in Table 4.3. The restrictions for X follow from VG(λ4) ↓ B3 = 0
3 + λ1 + λ
2
3
and Lemma 2.8. If L′ = A2 then S acts irreducibly on the natural L
′-module.
Since there are two G-classes of Levi subgroups A2, this gives the final subgroups
A1 < A2 for Alt5 in Table 4.3.
Case: (G,H) = (E6,Alt5). Here p 6= 2, 3, 5. As argued for G = F4 above, S
lies in an adjoint subgroup A1 of G, and if L
′ is minimal among Levi subgroups of
G containing S then L′ is simply connected and therefore has no factors A1 or A5
as S has no irreducible 2- or 6-dimensional modules. Thus L′ has type E6, D5, D4,
A4, A3, A2 or A
2
2. In all but the first case, using Lemma 2.4 and proceeding as in
F4 gives a list of possible subgroups of type A1 containing S; the restrictions of the
various G-modules are again straightforward to determine, and it is clear that the
given summand W satisfies the required property.
So now assume that S is G-irreducible. If S fixes a nonzero vector on VG(λ1)
then S lies in a subgroup of dimension ≥ 78 − 27 = 51, and such a subgroup is
either simple of type F4, or is G-reducible. If S fixes no nonzero vector on VG(λ1),
then inspecting Table 6.54 we see that S must fix a nonzero vector on L(G), and
therefore lies in a subgroup containing a maximal torus. This shows that S lies in
a subgroup A32, A1A5 or F4. In the first two cases, we again derive a list of possible
subgroups A1 containing S, which appear in Table 4.4 or 4.5.
So now we assume that S lies in a subgroup F4 of G and in no subsystem
subgroup of G. Then S must be fixed-point free on VF4(λ4), otherwise it lies in a
subsystem subgroup of F4, hence centralises a non-central semisimple element of G
and lies in the corresponding subsystem subgroup of G. Since VG(λ1) ⊕ VG(λ6) ↓
F4 = 0
2⊕VF4(λ4)
2, every trivial S-submodule of this is a trivial submodule for F4.
Remaining cases. For the remaining triples (G,H, p), the possible subgroups
X are straightforward to determine using the representation theory ofH and Propo-
sitions 3.12 and 3.13. Moreover comparing V ↓ X with the appropriate table of
feasible characters in Chapter 6 shows that the conditions of Proposition 4.3 hold
for the action of X and S on the submoduleW . There are a few cases where further
argument is required to show that the submodules of W are of the form necessary
to apply Corollary 4.5, as follows:
• When (G, p) = (E7, 7) and H = L2(8), L2(13) or U3(3), if S ∼= H lies
in a subgroup X = G2 such that V ↓ X is a sum of trivial modules and
26-dimensional modules VG2(20), we claim that every trivial S-submodule
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of V is an X-submodule. The symmetric square of each 7-dimensional or-
thogonal S-module has a unique 1-dimensional submodule and a unique 1-
dimensional quotient. Since VG2(20) is a 26-dimensional section of the 28-
dimensional module
∧2
VG2(10), it follows that S fixes no nonzero points
on VG2(20), and the claim follows.
• Similarly if S ∼= L2(17) lies in a subgroup C4 when p = 2, we must show
that X fixes no nonzero vectors on VC4(λ2). This follows because this
is a 26-dimensional section of
∧2
VC4(λ1), and the exterior square of the
8-dimensional irreducible H-module has shape 1|8|1|8|1|8|1.
• If S ∼= Alt7 is a subgroup of G = E7 when p = 2, we must justify the stated
structure of VG(λ7) ↓ X where X = A3 < A5, given in Table 4.6. This
follows since VG(λ7) ↓ A5 = λ
3
1 + λ
3
5 + λ3; the factors λ1 and λ5 restrict
to X as VX(λ2), while λ3 restricts with high weights λ
2
2, 2λ1 and 2λ3.
We verify computationally that the Alt7-module
∧3
(6) is indecomposable
with shape 6|(4 + 4∗)|6.
• If (G,H, p) = (E8, J2, 2) and S ∼= H lies in a subgroup X = E6 or E7
and in no proper subsystem subgroup of this, then as in the proof of
Proposition 4.9 it follows that the only nonzero vectors of L(G) which are
fixed by S, must also be fixed by X , and so X and S fix exactly the same
trivial submodules on L(G), and W is the sum of these.
• Also with (G,H, p) = (E8, J2, 2), if S ∼= H lies either in a subgroup G2
which is maximal in a subgroup E6, or in a subgroup G2 < A5, then the
action of G2 on VE6(λ1) is given by [58, Table 10.2] or [55, Table 8.1]. It
follows that if S fixes a vector which is not fixed by this G2, then there
is an indecomposable G2-module 0|10 or 0|20 on which S fixes a non-zero
vector. This is impossible since this would place S in the full centraliser
of this vector, which is proper in G2 and has dimension at least 7.
4.4. Proof of Theorem 1: Special Cases
We now complete the proof of Theorem 1 by applying ad-hoc arguments for
the types (G,H, p) not covered above. Recall from Section 3.5 that these remaining
cases are as follows:
G (H,p)
E7 Alt10 (p = 5), Alt9 (p 6= 2, 3)
E8 Alt16 (p = 2), Alt11 (p = 11), Alt10 (p 6= 2, 3)
In each case, we let S ∼= H be a subgroup of G, take a proper simple subgroup
A of S, construct a proper, connected subgroupX of G containing A, and show that
Y
def
= 〈S,X〉◦ is proper and stabilises an appropriate subset M of Y -submodules of
L(G) or Vmin, so that Corollary 4.5 applies and Y is contained in the NAut(G)(S)-
stable proper connected subgroup
(⋂
M∈MGM
)◦
. Since Y ∩ S is normal in S and
contains A, it follows that S ≤ Y ≤
(⋂
M∈MGM
)◦
, and the conclusion of Theorem
1 holds for (G,H, p).
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4.4.1. Remark. In order to construct an appropriate subgroup X as above,
we assume that the subgroup A of S is G-completely reducible. For this, we appeal
to Theorem 4, hence Theorem 1 depends on Theorem 4 in these few cases. We
take this opportunity to note that the proof of Theorem 4 given in Chapter 5
depends only on the feasible characters of simple subgroups (Theorem 2), and not
on Theorem 1.
Case: G = E7, H = Alt10 or Alt9, p 6= 2, 3. Here the composition factors
of S on L(G) and Vmin are specified by one of the tables on pages 92-93. Let
A ∼= Alt8 be a subgroup of S, lying in an intermediate subgroup isomorphic to
Alt9. Then this subgroup Alt9 has an 8-dimensional composition factor on L(G),
whose restriction to A contains a trivial submodule. Thus Proposition 3.6 applies
to L(G) ↓ A, and A is not Lie primitive in G. Since p 6= 2, 3, Theorem 4 holds
and A is G-completely reducible. In addition, by Theorem 0 there does not exist
an embedding of Alt8 into a smaller exceptional algebraic group, and thus A lies
in a G-completely reducible semisimple subgroup, whose simple factors are all of
classical type.
Now Alt8 has a 7-dimensional irreducible module, giving an embedding into
B3, and no other non-trivial irreducible modules dimension ≤ 12. In addition, the
only non-trivial faithful module for 2 · Alt8 of dimension ≤ 12 is 8-dimensional,
giving an embedding into D4. If 2 · Alt8 embeds into a simply connected group of
type D4 with its centre contained in Z(D4), then its centre acts trivially on one
of the three D4-modules λ1, λ3 or λ4. Since these are self-dual, this restricts as a
direct-sum 1 ⊕ 7, and therefore the quotient Alt8 in D4 lies in a proper subgroup
of type B3.
Thus A lies in a subgroup B3 of G. The two conjugacy classes of such subgroups
and their action on VG(λ7) are given by [55, Table 8.6]. Comparing these with the
feasible characters of A (Tables 6.123, 6.122, 6.121), we see that A lies in a subgroup
X = B3 < A6 with VG(λ7) ↓ X = λ
2
1/λ
2
2. By Lemma 2.10 and Proposition 2.7,
this is completely reducible. Thus Proposition 4.7 applies and every A-submodule
of VG(λ7) is X-stable. In particular, every S-submodule of VG(λ7) is preserved by
Y = 〈S,X〉, hence ifM denotes the (non-empty) collection of proper S-submodules
of VG(λ7), we have S < Y <
(⋂
M∈MGM
)◦
, and this latter group is proper,
connected and NAut(G)(S)-stable.
Case: (G,H, p) = (E8,Alt16, 2). Let A ∼= Alt15 be a subgroup of S. Then
Proposition 3.12 and Theorem 4 apply to A, and A is not Lie primitive in G, and is
G-cr. Since the smallest nontrivial A-module is 14-dimensional and H1(A, 14) = 0,
and since A does not embed into a smaller exceptional algebraic group, we deduce
that A lies in a Levi subgroup of type D7, call it X . From [55, Table 8.1] it follows
that
L(G) ↓ X = (02/VX(λ2)) ⊕ λ
2
1 ⊕ λ6 ⊕ λ7.
Comparing this with L(G) ↓ A, whose factors are given by Table 6.235, we find
that A must be irreducible on each X-composition factor. In particular every 14-
and 64-dimensional A-submodule of L(G) is the restriction of an X-submodule.
Now, if S has no irreducible submodules of dimension 1, 14 or 64 on L(G), then
L(G) ↓ S is an image of the projective cover of the 90-dimensional S-module. But
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this is absurd, since this composition factor is self-dual and occurs with multiplicity
1. Thus either S has a nonzero trivial submodule on L(G) or has irreducible
submodules of dimension 14 or 64, in which case 〈S,X〉◦ preserves every such
submodule, and is therefore a proper, connected subgroup containing S.
So S is not Lie primitive in G; hence by Lemma 4.2 we may assume that S
is G-cr. Since the smallest S-module is 14-dimensional and supports a quadratic
form, we deduce that S lies in a subgroup D7; this is the subgroup X constructed
above, and we deduce that every 14- and 64-dimensional S-composition factor on
L(G) is in fact an X-submodule. Thus S < X < (
⋂
M GM )
◦
, the intersection over
14- and 64-dimensional S-submodules, and by Corollary 4.5 this latter group is
proper, connected and NAut(G)(S)-stable.
Case: (G,H, p) = (E8,Alt11, 11) or (E8,Alt10, p 6= 2, 3, 5). Assume first that
p 6= 7. Note that each feasible character of Alt11 or Alt10 on L(G) has two 84-
dimensional composition factors (Table 6.235). Let S ∼= H be a subgroup of G, and
let A ∼= Alt9 be a subgroup of S. Matching up Tables 6.235 and 6.238, we see that
L(G) ↓ A = 1/83/27/283/562,
which is completely reducible since p ∤ |A|. Thus A fixes a vector on L(G) and
lies in a proper subgroup of positive dimension, hence also in a proper, connected
subgroup by Proposition 3.11. By Theorem 4, A also is G-completely reducible.
Inspecting [41, Table 2] we see that the smallest irreducible modules for A and
its proper cover 2.A are of dimension 8 and 21, and the 8-dimensional modules
give an embedding into D4. Since Alt9 admits no embeddings into a proper excep-
tional subgroup of G by Theorem 0, it follows that a minimal connected reductive
subgroup containing A can only involve factors of type D4. Comparing the above
decomposition with [55, Table 8.1], we deduce that A lies in a simple subgroup X
of type D4, contained in a Levi subgroup A7. Then
L(G) ↓ X = 0/λ21/λ
3
2/2λ1/(λ3 + λ4)
2,
which is completely reducible by Corollary 2.12 and Proposition 2.7. Now, let W
be the span of all 28-dimensional and 56-dimensional A-submodules of L(G). Then
W is the restriction of an X-submodule with factors λ32/(λ3+λ4)
2, which contains
every 28- and 56-dimensional X-composition factor of L(G). Proposition 4.7 then
applies, so that every A-submodule of W is X-invariant.
Now, as L(G) is self-dual, S has either a unique 84-dimensional submodule or
has a summand of shape 84 + 84. In either case, this is contained in W , since
‘84’ must restrict to A with composition factors 28/56. Thus each 84-dimensional
irreducible S-submodule of L(G) is an X-submodule, hence preserved by Y
def
=
〈S,X〉. Thus S < Y ≤ (
⋂
GM )
◦, the intersection over 84-dimensional irreducible
S-submodules of L(G). This latter group is NAut(G)(S)-stable by Corollary 4.5.
If p = 7, then the same argument goes through with the caveat that L(G) ↓ A
may no longer be completely reducible; however, it still has a trivial submodule
since H1(Alt9,M) vanishes for each composition factor M in a feasible character
(cf. Table A.2). The 28- and 56-dimensional A-modules are projective, since their
dimension is divisible by the order of a Sylow subgroup of A, and therefore they
are A-direct summands of L(G).
4.5. PROOF OF THEOREM 8 61
Case: (G,H, p) = (E8,Alt10, 5). Here we have two feasible characters (Table
6.236). The only H-module W occurring in either such that H1(H,W ) 6= {0} is
the 8-dimensional module. Thus in Case 2), Proposition 3.6 applies, and G has no
Lie primitive subgroups isomorphic to H having this action on L(G).
So let S ∼= H be a subgroup of G giving rise to Case 1), and let A ∼= Alt9
be a subgroup of S. Inspecting Table 6.240, A must act with composition factors
1/83/27/283/562 on L(G). Each factor has zero first cohomology group, and so A
fixes a nonzero vector, and is not Lie primitive in G. By Proposition 3.11, A lies in
a proper connected subgroup of G. It is also G-completely reducible by Proposition
5.1. Now, A does not lie in a subgroup E7 (as this has three trivial composition
factors on L(G)), and does not embed into a group of type G2, F4 or E6, and so A
lies in a semisimple subgroup having only classical factors. The smallest non-trivial
A-module has dimension 8 and gives an embedding into a group of type D4, hence
A lies in a subgroup D4 of G. The conjugacy classes of these, and their action
on L(G), are given by [55, Table 8.1]. Comparing this with the factors above, we
deduce that A lies in a subgroup X of type D4, such that
L(G) ↓ X = 0/λ21/λ
3
2/2λ1/(λ3 + λ4)
2,
which is completely reducible by Corollary 2.12 and Proposition 2.7. Thus every
irreducible A-submodule of dimension 1, 28 or 56 is an X-submodule. In particular,
if S has any irreducible submodules of dimension 1, 28 or 56 on L(G), then S <
〈S,X〉
◦
≤ (
⋂
M GM )
◦
, the intersection over such S-submodules, and this is a proper,
connected subgroup of G, which is NAut(G)(S)-stable by Corollary 4.5.
So suppose L(G) has no irreducible S-submodules of dimension 1, 28 or 56.
Since L(G) is self-dual it has no such irreducible quotients either, hence Lemma 3.8
implies that L(G) is an image of the projective module P 28 ⊕P
2
35. However, neither
P8 nor P35 have a 56-dimensional composition factor; contradiction.
4.4.2. Remark: Scope of Theorem 1. The representation theory outlined
here is not sufficient to prove results along the lines of Theorems 1 and 4 for all the
non-generic simple subgroups appearing in Table 1.0 which are not known to occur
as a Lie primitive subgroup of an exceptional group G.
For instance, when p = 7 the maximal subgroup G2 of G = F4 gives rise to a
subgroup U3(3), which is fixed-point free on L(G) and Vmin, but is not Lie primitive
in G. In order to handle such subgroups in the manner of Theorems 1, 4 and their
corollaries, it will be necessary to incorporate more information, such as the Lie
algebra structure of L(G).
4.5. Proof of Theorem 8
Having proved Theorem 1, the following result now implies Theorem 8. The
proof is similar to that of [56, Theorem 6].
Proposition 4.12. Let G be an adjoint simple algebraic group and let S be
a non-abelian finite simple subgroup of G, not isomorphic to a member of Lie(p).
Let σ be a Frobenius morphism of G such that L = Op
′
(Gσ) is simple, and let
L ≤ L1 ≤ Aut(L).
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If there exists a proper closed, connected, NAut(G)(S)-stable subgroup of G con-
taining S, then L1 has no maximal subgroup with socle S.
Proof. Suppose that X < L1 is a maximal subgroup with socle S. It is well
known that a simple group of Lie type has soluble outer automorphism group, hence
the image of S under the quotient map L1 → L1/L is trivial. Thus S ≤ L and
S is fixed point-wise by σ, and in particular σ ∈ NAut(G)(S). In addition, every
automorphism of L extends to a morphism G → G (cf. [18, §12.2]). Since S is
normal in X , we can view X〈σ〉 as a subgroup of NAut(G)(S).
So let S¯ be a proper connected, NAut(G)(S)-stable subgroup ofG which contains
S. Then S¯ isX〈σ〉-stable. Let Y be maximal among proper, connected,X〈σ〉-stable
subgroups containing S¯. Then Op
′
(Yσ) contains S and is thus non-trivial. Now, we
have containments
X ≤ NL1(Y ) ≤ L1
and if NL1(Y ) = L1 then L normalises the non-trivial subgroup O
p′ (Yσ), which is
a proper subgroup of L since Y is connected and proper in G, and this contradicts
the simplicity of L. From the maximality of X in L1 it follows that X = NL1(Y ) ≥
Op
′
(Yσ). In particular, if Y is not reductive then X normalises the non-trivial
p-subgroup Ru(Y )σ of L1, a contradiction. Hence Y is reductive, and therefore
S = Op
′
(Yσ), contradicting S /∈ Lie(p). 
CHAPTER 5
Complete Reducibility
In this chapter we prove Theorem 4. We require an amount of background
material concerning rational cohomology and complements in parabolic subgroups.
5.1. Cohomology and Complements
Let X be an algebraic group acting on a commutative algebraic group V , such
that the action map X × V → V is a morphism of varieties. We define H1(X,V )
to be the quotient of the additive group Z1(X,V ) of rational 1-cocycles, by the
subgroup B1(X,V ) of rational 1-coboundaries. If X is finite, then all cocycles are
rational and we recover the usual first cohomology group.
This rational cohomology group parametrises conjugacy classes of closed com-
plements to V in V X , where a complement to V (as an algebraic group) is now
a subgroup X ′ not only satisfying V X ′ = V X and V ∩ X ′ = 1, but also L(V ) ∩
L(X ′) = 0 (cf. [44, I.7.9(2)]). Note that this latter condition is trivially satisfied
when X ′ is finite.
If X is a closed subgroup of a parabolic subgroup P of G with X ∩Ru(P ) = 1,
then Ru(P ) admits a filtration by modules for the Levi factor, and we can use the
cohomology groups of these to study complements to Ru(P ) in Ru(P )X , as follows.
Proposition 5.1. Let P = QL be a parabolic subgroup of G, and let X be a
finite subgroup of P with X ∩ Q = 1. Then the KL-modules Vi = Q(i)/Q(i + 1)
also have the structure of KX-modules, and if H1(X,Vi) = {0} for all i, then all
complements to Q in QX are Q-conjugate, and X lies in a conjugate of L.
Proof. The conjugation action of X on P induces an action on each Vi. If
π : P ։ L is the natural quotient map, then we have (qQ(i+1))x = (qQ(i+1))pi(x)
for all q ∈ Q(i) and x ∈ X , since Q(i)/Q(i+ 1) is central in Q/Q(i+ 1). Thus the
(linear) action of L on each Vi gives rise to linear action of X .
To prove that all closed complements to Q in QX are Q-conjugate, we work by
induction on i, proving that all copies of X in (Q/Q(i))X are Q/Q(i)-conjugate.
When i = 1 we have Q/Q(i) = V1 and the vanishing cohomology group gives the
result. Now assume this holds for some i ≥ 1. If Q(i) = {0} then we are done, so
suppose not and let Y be a complement to Q/Q(i + 1) in (Q/Q(i + 1))X . Now,
consider the projection (Q/Q(i+1))X → (Q/Q(i))X . By the inductive hypothesis,
we may replace Y by a conjugate whose image under this projection is X . Then
we have
Y = {φ(x).x : x ∈ X}
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for some rational map φ : X → Q/Q(i+ 1), whose image lies in the kernel of the
projection Q/Q(i+ 1)→ Q/Q(i), which is Q(i)/Q(i+ 1). Hence φ ∈ Z1(X,Vi) =
B1(X,Vi) and Y is (Q/Q(i+ 1))-conjugate to X , as required.
Finally, since Q ∩X = 1, the projection P ։ L restricts to an isomorphism of
X onto its image X¯ ≤ L. This is a complement to Q in QX , and is thus conjugate
to X by the above. 
Next, we note that if Y is a complement to X in QX , then the composition
factors of Y and of X in the filtration of Q correspond. This is proved for reductive
X in [73, Lemma 3.4.3]; the proof here is identical.
Lemma 5.2. Let Q be a unipotent algebraic group over K, and let X be a
finite group, with no non-trivial normal p-subgroups if K has characteristic p > 0.
If Y is a complement to Q in the semidirect product QX, and if V is a rational
QX-module, then the composition factors of V ↓ X correspond to the composition
factors of V ↓ Y under an isomorphism X → Y .
Proof. Without loss of generality we can assume that V is an irreducible
QX-module. Since Q is unipotent, the fixed-point space of Q in V is non-trivial
[42, Theorem 17.5], and sinceQ is normal in QX , the space of Q-fixed points is QX-
invariant, hence equal to V . Thus Q acts trivially on V , hence the representation
of QX on V factors through the projection QX → X , and the composed map
Y →֒ QX ։ X is the required isomorphism. 
Corollary 5.3. If X is a non-abelian finite simple subgroup of G which is
not G-completely reducible, then L(G) ↓ X has a trivial composition factor, as well
as a factor W such that
• H1(X,W ) 6= {0},
• Either W has multiplicity ≥ 2, or W ≇W ∗,
• W has dimension at most 14, 20, 35, 64 when G is respectively of type
F4, E6, E7, E8.
Proof. Let P = QL be a parabolic subgroup of G containing X , such that X
is not contained in a conjugate of the Levi factor L. The torus Z(L) gives rise to
a 1-dimensional X-composition factor on L(G), which must be trivial.
By Proposition 5.1, some X-composition factor W exists in the filtration of Q
by X-modules, such that H1(X,W ) 6= {0}, which is then an X-composition factor
of L(P ) ⊂ L(G). Further, W ∗ occurs as a composition factor of L(G)/L(P ) ∼=
L(Qop), where Qop is the unipotent radical of the opposite parabolic subgroup (see
[9, Remark 6, p. 561]), hence either W has multiplicity ≥ 2 as a factor of L(G), or
W ≇W ∗.
Finally, Lemma 2.6 gives us the high weights of each simple factor of L on the
modules occurring in the filtration of Q, which allows us to determine the largest
dimensions of a module occurring for some L. For instance, if G has type F4 then
the types of Levi subgroup and the highest dimension of an irreducible module in
the filtration of Q is as follows:
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Levi subgroup B3 C3 A1A2 A2 B2 A1A1 A1
High weight λ3 λ3 2⊗ λ1 2λ1 λ1 1⊗ 2 2
Dimension 8 14 12 9 5 6 3
where we note that the high weights 2 for a factor of type A1, and 2λ1, 2λ2 for
type A2, can only occur when this factor contains short root subgroups; hence no
module 2 ⊗ 2 can occur for L of type A1A1, and no module 2 ⊗ 2λi for i ∈ {1, 2}
can occur for L of type A1A2. Hence the largest module dimension occurring is 14.
Similarly, for G of type E6, the highest possible dimension of a module for a
Levi subgroup with weights as in Lemma 2.6 are the 20-dimensional module λ3 for
L of type A5, and the 20-dimensional module λ1 ⊗ λ2 for L of type A1A4.
For G of type E7, and L of type A6 we get a 35-dimensional module λ3. The
only higher-dimensional module for a Levi subgroup with weights as in Lemma
2.6 is the 40-dimensional module 1 ⊗ λ3 for L of type A1A5. However, G has a
unique standard parabolic subgroup of this type, and we check directly that the
high weights of modules occurring in the unipotent radical are 1 ⊗ λ2, 0 ⊗ λ4 and
1⊗ 0, and all such modules have dimension less than 35.
For G of type E8 and L of type D7 we get a 64-dimensional module λ7. The
only modules of larger dimension for a Levi factor with weights as in Lemma 2.6
are the 70-dimensional modules 1 ⊗ λ3 and 1 ⊗ λ4 when L has type A1A6, and
again we check directly that these do not occur in standard parabolic with this
Levi subgroup type. 
5.2. Completely Reducible Subgroups
Corollary 5.3 above places restrictions on the feasible characters potentially
arising from a non-G-cr subgroup of an adjoint exceptional simple algebraic group
G.
Let S ∼= H be a non-G-cr subgroup of G, and let S˜ be a minimal preimage of
S in the simply connected group G˜. Then S˜ lies in a proper parabolic subgroup
P of G, with Levi decomposition P = QL. Since G˜ is simply connected, so is L′,
hence L′ is a direct product of simply connected simple groups. In addition the
image of S˜ under the projection P ։ L lies in L′, since S˜ is perfect. Thus if L0 is a
simple factor of L′, then S˜ acts on the natural module VL0(λ1) if L0 is classical, and
if L0 is exceptional then the image of S˜ under L
′ ։ L0 corresponds to a feasible
character in Chapter 6.
Thus it is straightforward to determine whether S˜ admits an embedding into
a proper Levi subgroup of G˜. In Chapter 6 we have labelled ‘N’ those feasible
characters which satisfy the conclusion of Corollary 5.3, for subgroup types of S˜
which admit an embedding into a proper Levi subgroup of G. In Table 5.1, we
collect together all triples (G,H, p) with such a feasible character. Thus if G has a
non-G-cr subgroup isomorphic to the group H /∈ Lie(p), then (G,H, p) appears in
Table 5.1.
Recall that the groups Alt5 ∼= L2(4) ∼= L2(5), Alt6 ∼= L2(9) ∼= Sp4(2)
′, Alt8 ∼=
L4(2), L2(7) ∼= L3(2), U4(2) ∼= PSp4(3) and U3(3) ∼= G2(2)
′ are considered to
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be of Lie type in each corresponding characteristic, hence do not appear in those
characteristics in Table 5.1.
Note also that if G is of type G2, then according to Table 1.2, the only non-
generic finite simple subgroups of G which are not Lie primitive in G, are isomorphic
to Alt5 or L2(7), in which case p 6= 2. But neither Alt5 nor L2(7) has a non-trivial
2-dimensional module for p 6= 2, and so these groups have no embeddings into a Levi
subgroup of G, hence all non-generic finite simple subgroups of G are G-irreducible
in this case.
Table 5.1: Candidate Non-G-cr subgroup types
G (H,p)
F4 (Alt5, 3), (J2, 2), (L2(7), 3), (L2(8), 7), (L2(8), 3), (L2(13), 2)
E6 (Alt10, 2), (Alt9, 2), (Alt7, 7), (Alt7, 3), (Alt7, 2), (Alt6, 5), (Alt5, 3),
(M11, 5), (M11, 3), (M11, 2), (M22, 2)
†, (J2, 2), (L2(7), 3), (L2(8), 7),
(L2(8), 3), (L2(11), 5), (L2(11), 3), (L2(11), 2), (L2(13), 7), (L2(13), 2),
(L2(17), 3), (L2(17), 2), (U4(3), 2)
†
E7 (Alt12, 2), (Alt10, 2), (Alt9, 3), (Alt9, 2), (Alt8, 3), (Alt7, 7), (Alt7, 5),
(Alt7, 3), (Alt7, 2), (Alt6, 5), (Alt5, 3), (M11, 11), (M11, 5), (M11, 3),
(M11, 2), (M12, 3)
†, (M12, 2), (J2, 3)†, (J2, 2), (L2(7), 3), (L2(8), 7),
(L2(8), 3), (L2(11), 5), (L2(11), 3), (L2(11), 2), (L2(13), 7), (L2(13), 3),
(L2(13), 2), (L2(17), 3), (L2(17), 2), (L2(19), 5)
†, (L2(19), 3), (L2(19), 2),
(L2(25), 3), (L2(25), 2), (L2(27), 13)
†, (L2(27), 7), (L2(27), 2), (L3(3), 13),
(L3(3), 2), (L3(4), 3)
†, (U3(3), 7), (3D4(2), 3), (2F4(2)′, 5)
E8 (Alt16, 2), (Alt14, 2), (Alt12, 2), (Alt10, 5), (Alt10, 2), (Alt9, 3), (Alt9, 2),
(Alt8, 7), (Alt8, 3), (Alt7, 7), (Alt7, 5), (Alt7, 3), (Alt7, 2), (Alt6, 5),
(Alt5, 3), (M11, 11), (M11, 5), (M11, 3), (M11, 2), (M12, 2), (J2, 2),
(L2(7), 3), (L2(8), 7), (L2(8), 3), (L2(11), 5), (L2(11), 3), (L2(11), 2),
(L2(13), 7), (L2(13), 3), (L2(13), 2), (L2(17), 3), (L2(17), 2), (L2(19), 5),
(L2(19), 3), (L2(19), 2), (L2(25), 3), (L2(25), 2), (L2(27), 7), (L2(27), 2),
(L2(29), 2), (L2(37), 2), (L3(3), 13), (L3(3), 2), (U3(3), 7), (U3(8), 3),
(U4(2), 5), (PSp4(5), 2), (
3D4(2), 3), (
2F4(2)
′, 5)
If a subgroup type is marked with †, then any non-G-cr subgroup of this type lifts to a
proper cover in the simply connected cover of G.
5.3. Proof of Theorem 4
We now prove that certain triples (G,H, p) appearing in Table 5.1 do not give
rise to non-G-cr subgroups. This proves Theorem 4 and Corollary 5.
Proposition 5.4. If G is an adjoint exceptional simple algebraic group in
characteristic p, if H /∈ Lie(p), and if (G,H, p) appears in Table 5.2, then all
subgroups of G isomorphic to H are G-completely reducible.
Table 5.2: Candidates giving rise only to G-cr subgroups
G (H,p)
E6 (Alt10, 2), (Alt9, 2), (Alt7, 2), (M11, 2), (J2, 2), (L2(13), 7)
E7 (J2, 3), (L2(19), 5), (L2(19), 3), (L2(25), 2), (L2(27), 13), (L2(27), 7),
(L3(4), 3)
E8 (Alt14, 2), (Alt8, 7), (L2(27), 7), (L2(29), 2)
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Proof. In each case, let S ∼= H be a subgroup of G, let S˜ be a preimage of
S in the simply connected cover G˜ of G, and suppose that P is a proper parabolic
subgroup, with Levi decomposition P = QL, which is minimal among parabolic
subgroups of G˜ containing S˜, so that the image of S˜ in L is an L′-irreducible
subgroup of L′.
If G is of type E7, note that no cover of any of the corresponding groups L2(q)
in Table 5.2 has a faithful, irreducible orthogonal module of dimension ≤ 12, a
symplectic module of dimension ≤ 10, or any faithful module of dimension ≤ 7 (cf.
[40, Table 2]). In particular, this means that such a group cannot have a non-trivial
homomorphism into a simple factor of L of classical type. Thus L′ is simple of type
E6. The corresponding unipotent radical is abelian and irreducible as an L
′-module,
with high weight λ1. Since VE7(λ7) ↓ L
′ = 02/λ1/λ6 by [55, Table 8.2], we deduce
that a non-G-cr subgroup isomorphic to H must have a composition factor on both
L(G) and VE7(λ7) with a nonzero first cohomology group. Inspecting the relevant
tables (6.186, 6.188, 6.194, 6.197, 6.199), we see that this never occurs.
If (G,H, p) = (E7, J2, 3), the double cover 2 · J2 has a faithful 6-dimensional
symplectic irreducible module, giving an irreducible embedding into a Levi sub-
group of type A5. Now H
1(2 · J2, 6a) = H
1(2 · J2, 6b) = 0, and also J2 does not
embed into a smaller exceptional group when p = 3 by Theorem 0. It follows that
L′ is simple of type A5. Comparing Table 6.156 with the composition factors of each
on L(G) (given by [55, Table 8.2]), we deduce that L(G) ↓ L′ = 08/λ32/λ
3
4/(λ1+λ5),
and in particular, the non-trivial irreducible L′-modules occurring in the filtration of
Q each have high weight λ2 or λ4. The corresponding Weyl modules are irreducible
and are isomorphic to the alternating squares of the modules λ1 and λ5, respec-
tively, which restrict to irreducible 6-dimensional S˜-modules. Using Magma to help
with calculations, we find that
∧2
(6a) and
∧2
(6b) are each self-dual and uniserial
with composition factor dimensions 1, 13, 1. Since H1(J2, 13a) ∼= H
1(J2, 13b) is
1-dimensional, from Proposition 3.6(ii) it follows that H1(S˜, λ2) = H
1(S˜, λ4) = 0,
and so Proposition 5.1 applies and S˜ is G-completely reducible.
If (G,H, p) = (E7, L3(4), 3), the double cover 2 · L3(4) of H has a faithful
6-dimensional irreducible module, giving an embedding into a subgroup of type
A5. Since the image of S in L
′ is L′-irreducible, and since L3(4) does not embed
into a smaller exceptional group by Theorem 0, we deduce that L′ is simple of
type A5. But by [55, Table 8.6], each subgroup of G of type A5 has at least
four six-dimensional composition factors on V56. Thus the embedding of H must
correspond to Case 3) of Table 6.217, which cannot come from a non-G-cr subgroup
by Corollary 5.3.
If (G,H, p) = (E6,Alt10, 2), we must have L
′ simple of typeD5, as no other Levi
subgroup admits an embedding ofH . Since Alt10 does not preserve a nondegenerate
quadratic form on its 8-dimensional irreducible module, and has no other non-trivial
irreducible modules of dimension ≤ 10, a subgroup S ∼= H of L′ must act uniserially
on the natural 10-dimensional L′-module, with shape 1|8|1. Inspecting Table 6.39
we see that the L′-module of high weight λ5 occurring in the filtration Q restricts to
S as an irreducible 16-dimensional module. Applying Proposition 3.6(ii) to 1|8|1,
in each case deduce that H1(S, V ) = {0}, and so all subgroups S ∼= H of G are
G-completely reducible.
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If (G,H, p) = (E6,Alt9, 2), then L
′ is simple of type D4. Every non-trivial
L′-module occurring in the filtration of the unipotent radical has dimension 8,
hence restricts to a subgroup S ∼= H with only trivial or 8-dimensional composition
factors. The first cohomology group vanishes for each such S-module, hence by 5.3
all subgroups S ∼= H of G are G-completely reducible.
If (G,H, p) = (E6,Alt7, 2), a non-G-cr subgroup isomorphic to H must corre-
spond to Case 1) or 3) of Table 6.48, or to Case 1) of Table 6.49. The Levi subgroups
of G containing a copy of H are of type A3 and A5. The only factors in the fea-
sible character with nonzero first cohomology group are 14− or 20−dimensional.
By Lemma 2.6, the non-trivial modules occurring in the filtration of the unipotent
radical of an A3-parabolic subgroup containing S are have high weight λ1, λ2 or
λ3, hence dimension 4 or 6, and hence have trivial first cohomology group, so such
a parabolic cannot contain a non-G-cr subgroup isomorphic to H .
On the other hand, an A5 Levi subgroup of a parabolic P acts on Ru(P ) with
high weights λ3 and 0. It is routine to check that the module λ3 ↓ S =
∧3
(λ1) ↓
S =
∧3(6a) or ∧3(6b) has no 14- or 20-dimensional composition factors, when
S ∼= 3.Alt7 is a subgroup of A5. Thus no non-G-cr subgroups isomorphic to H
occur here, either.
If (G,H, p) = (E6,M11, 2), the only parabolic subgroups of G admitting an
embedding of H have Levi factor L with L′ simple of type D5. Then Q is a 16-
dimensional irreducible L′-module, which by comparison with Table 6.60 must re-
strict irreducibly to a subgroup S ∼= H . Thus H1(H,Q) = {0} and so all subgroups
S ∼= H of G are G-completely reducible.
If (G,H, p) = (E6, J2, 2), a parabolic subgroup P = QL containing an L
′-
irreducible copy ofH must have L′ of type D4 or A5. In the first case, the unipotent
radical has a filtration by 8-dimensional D4-modules which each admit a nonde-
generate quadratic form. Since H does not preserve a nonzero quadratic form on
its 6-dimensional modules, and has no other faithful modules of dimension ≤ 8,
each of these D4-modules must restrict to H with shape 1|6x|1, where x ∈ {a, b}.
In particular, H1(H,V ) vanishes for each such module (Proposition 3.6(ii)), hence
H1(H,Q) = {0} and no non-G-cr subgroups arise here. If instead L′ is of type
A5, then the only non-trivial L
′-module occurring in Q has high weight λ3. We
find that
∧3
(6a) is uniserial of shape 6a|1|6b|1|6a, and similarly for 6b. Now, if
H1(H,
∧3
(6a)) 6= {0}, let E be a non-split extension of
∧3
(6a) by 1-dimensional
trivial KS-module. Then E has socle 6a, and so E
∗ is an image of the projec-
tive cover P6a . Using Magma to help with calculations, we find that the largest
quotient of P6a having only 1- and 6-dimensional composition factors, has only
two trivial composition factors, and is thus not isomorphic to E∗. It follows that
H1(H,
∧3
(6a)) vanishes, and similarly H
1(H,
∧3
(6a)) vanishes, so all subgroups
S ∼= H of G are G-completely reducible.
If (G,H, p) = (E6, L2(13), 7) we must have L
′ of type D4. Then V27 ↓ L
′
respectively has composition factor dimensions 8, 8, 8, 1, 1, 1 or 10, 16, 1. Now, if
there exists a non-G-cr subgroup S ∼= H , then as well as a trivial composition
factor, S must have at least two composition factors of dimension 12, since these
are self-dual and are the only factors with nonzero first cohomology group. Thus
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we are in Case 2) of Table 6.78, and so V27 ↓ S = 1/12/14b. This is not compatible
with the L′-composition factors of L(G), hence all subgroups S ∼= H of G are
G-completely reducible.
For (G,H, p) = (E8,Alt14, 2), noting that H does not preserve a nonzero qua-
dratic form on its 12-dimensional irreducible module, we necessarily have L′ simple
of type D7, corresponding to a self-dual uniserial module of shape 1|12|1. By
Table 6.235, we have L(G) ↓ S = 18/124/64a/64
2
b. Now, Ru(P ) has two levels,
which are irreducible L′-modules of high weight λ6 and λ1. These restrict to S
as 64b and a uniserial module of shape 1|12|1, respectively. In each case we have
H1(H,V ) = {0}, and hence S is G-completely reducible.
For (G,H, p) = (E8,Alt8, 7), suppose first that L
′ has type E7. Then the
non-trivial L′-modules occurring in the corresponding unipotent radical have high
weight λ7, and by Table 6.122 these we have H
1(S,M) = 0 for each S-composition
factor M of such module, hence S is G-completely reducible in this case.
So now assume that L′ has no exceptional factors. Then L′ is simple of typeD7,
A6 or D4, since the smallest non-trivial irreducible H-modules have dimensions 7
and 14. If L′ has type D7 then VD7 (λ1) occurs with multiplicity 2 as a composition
factor of L(G) (cf. [55, Table 8.1]). Since S is irreducible on this module, this
contradicts the fact that L(G) ↓ S has at most one 14-dimensional composition
factor (Table 6.244). Similarly if L′ has type D4 then L
′ has at least 28 trivial
composition factors on L(G), contradicting the feasible characters in Table 6.244.
Hence L′ has type A6. By Lemma 2.6, the L-modules occurring in the corresponding
unipotent radical Q have high weights λ1, λ2, . . ., λ6, and these are respectively
isomorphic to
∧1
(VA6(λ1)),
∧2
(VA6(λ1)), . . .,
∧6
(VA6(λ1)). Using Magma to help
with calculations, we find that the S-modules
∧1
(7),
∧2
(7), . . .,
∧6
(7) are each
irreducible, and in particular none of these involve a 19-dimensional composition
factor. Hence H1(S,M) = 0 for each S-composition factor of each L′-module
occurring in the filtration of Q, and so S is G-completely reducible.
For (G,H, p) = (E8, L2(27), 7), the only Levi subgroups of G admitting an
embedding of H have derived subgroup E6 or E7. In the corresponding parabolic
subgroups, the unipotent radicals have filtrations by modules of high weight 0, λ1
or λ6 for E6, or λ7 for E7. On the other hand, the composition factors of a subgroup
S ∼= H on these modules are given by Tables 6.94 and 6.199; they are always 1- or
13-dimensional, and hence their first cohomology groups vanish. Thus Proposition
5.1 applies to any such subgroup S, so all subgroups S ∼= H of G are G-completely
reducible.
For (G,H, p) = (E8, L2(29), 2), if P = QL is a parabolic subgroup containing
a copy of H , then L′ has type E7. From Table 6.206, the 56-dimensional module
VL′(λ7) restricts to a subgroup isomorphic to H with 28-dimensional composition
factor dimensions, and H1(H,V ) vanishes for each. Now, Q has two levels, which
are irreducible L′-modules of respective high weights λ7 and 0. Thus H
1(H,Q)
vanishes and all subgroups S ∼= H of G are G-completely reducible. 
5.3.1. Remark: Existence of Non-Completely Reducible subgroups.
At this stage, we do not attempt the converse problem of classifying non-G-cr
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subgroups of each candidate type. In many cases, finding a non-G-cr subgroup iso-
morphic to H is straightforward using the existence of indecomposable H-modules;
for instance, since Alt5 has an indecomposable module of shape 1|4 when p = 3,
this gives a non-completely reducible embedding into SL5(K). A result of Serre
[70, Proposition 3.2] then implies that the image of Alt5 is non-G-completely re-
ducible whenever SL5(K) is embedded as a Levi subgroup into G = E6(K), E7(K)
or E8(K).
In general, however, classifying non-G-cr subgroups requires determining prop-
erties of the non-abelian cohomology set H1(S,Q) when S is a finite subgroup of G,
and Q is the unipotent radical of a parabolic subgroup containing S. When Q is not
abelian, this is not a group, only a pointed set, and its exact structure is not straight-
forward to determine. For instance, consider the case (G,H, p) = (E6,M22, 2),
where 3.M22 admits an embedding into L
′ = SL6(K) and is L
′-irreducible, where
L a Levi subgroup of G. The corresponding unipotent radical has two levels, and
H1(M22, Q) fits into an exact sequence of pointed sets:
{0} → H1(M22, Q)→ H
1(M22, 10|10
∗)→ H2(M22,K)
where H1(M22, 10|10
∗) ∼= H2(M22,K) ∼= K.
CHAPTER 6
Tables of Feasible Characters
Notes on the Tables
If G is a simply connected exceptional simple algebraic group, and H is qua-
sisimple finite group which embeds intoG, andH/Z(H) /∈ Lie(p), then the following
tables give all feasible characters of H on the adjoint and minimal modules for G,
such that Z(H) acts as a group of scalars on Vmin. This therefore contains the
composition factors of the possible restrictions L(G) ↓ S˜ and Vmin ↓ S˜, whenever S
is a simple subgroup of G/Z(G) and S˜ is a minimal preimage of S in G.
The relevant KG-modules are denoted as follows:
G L(G) Vmin
E8 W (λ1) = V248 V248
E7 W (λ1) = V133 W (λ7) = V56
E6 W (λ2) = V78 W (λ1) = V27
F4 W (λ1) = V52 W (λ4) = V26
In calculating these tables, we have used information on elements of S˜ and G˜
of orders 2 to 37. A very small number of characters given here may be ruled out as
occurring via an embedding S˜ → G˜ by consideration of elements of higher order. For
example, PSL2(61) has two 30-dimensional irreducible modules in characteristic 2,
whose Brauer characters differ only on elements of order 61.
If two sets of feasible characters differ only by permuting the module isomor-
phism types, we list only one member of each orbit. For example, line 1) of the first
table for Alt6 overleaf corresponds to two sets of compatible feasible characters of
Alt6 on L(G) and VG(λ4), when G = F4 and p = 0 or p > 5; these respectively
have factors 84b/10
2 and 84a/10
2 on L(G) (and similarly for Vmin). When we have
shortened a table in this way, the permutations used will be noted underneath the
table.
For G not of type E6, each irreducible G-module is self-dual, and hence each
irreducible factor of a feasible character occurs with the same multiplicity as its
dual. For G of type E6, note that a feasible character on VG(λ1) gives rise to a
feasible character on VG(λ6) ∼= VG(λ1)
∗ by the taking of duals. We therefore omit
characters which arise by taking duals.
Finally, since several of the results of this paper follow by inspecting each
of these tables, for convenience we attach labels to feasible characters satisfying
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certain conditions, as follows. Let L and V respectively be the sum of non-trivial
G-composition factors of L(G) and Vmin.
P Possibly Lie Primitive. A row has this label if and only if a subgroup S˜
of G with these composition factors on L(G) and Vmin fails to satisfy the
conditions of Proposition 3.6(i) and (iii) in its action on both L and V .
Every non-generic Lie primitive finite simple subgroup of G must give rise
to feasible characters with this label, though the converse is not true.
N Possibly Non-G-cr. A feasible character has this label if and only if both:
• H admits an embedding into a proper Levi subgroup of G, and
• The feasible character of H on L satisfies the conclusion of Corollary 5.3,
that is, it contains a trivial factor, as well as a factorW such that H1(H,W )
is nonzero, and either W occurs with multiplicity at least two, or W ≇W ∗.
Furthermore, W has dimension at least 14, 20, 35 or 64, if the type of G is
respectively F4, E6, E7 or E8.
Every non-G-cr non-generic finite simple subgroup of G must give rise to
feasible characters with this label, though the converse is not true.
Thus a triple (G,H, p) appears in Table 3.1 (page 39) if and only if none of the
corresponding feasible characters are marked with P, and the triple appears in
Table 5.1 (page 66) if and only if some corresponding feasible character is marked
with N.
6.1. F4
6.1.1. Alternating Groups.
Table 6.1: Alt10 < F4, p = 2
V52 V26
1 8 16 26 1 8 16 26
1) 2 1 1 1 0 0 0 1
2) 2 1 1 1 2 1 1 0
Table 6.2: Alt9 < F4, p = 2
V52 V26
1 8a 8b 8c 26 1 8a 8b 8c 26
1) 2 1 1 1 1 0 0 0 0 1
2) 2 1 1 1 1 2 1 1 1 0
Permutations: (8b, 8c).
Table 6.3: Alt7 < F4, p = 5
V52 V26
1 8 10 10∗ 1 8 10 10∗
1) 0 4 1 1 2 3 0 0
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Table 6.4: Alt7 < F4, p = 2
V52 V26
1 4 4∗ 6 14 20 1 4 4∗ 6 14 20
1) 4 2 2 2 0 1 0 0 0 1 0 1
2) 4 2 2 3 1 0 0 0 0 2 1 0
3) 4 2 2 2 0 1 4 2 2 1 0 0
4) 4 2 2 3 1 0 4 2 2 1 0 0
5) 4 2 2 3 1 0 0 0 0 1 0 1
Table 6.5: Alt6 < F4, p = 0 or p ∤ |H |
V52 V26
1 5a 5b 8a 8b 9 10 1 5a 5b 8a 8b 9 10
1) 0 0 0 0 4 0 2 2 0 0 0 3 0 0
2) P 0 0 0 1 3 0 2 0 0 0 1 0 2 0
3) 0 0 0 2 2 0 2 1 0 0 1 1 1 0
4) 2 1 1 0 0 0 4 1 0 0 1 1 1 0
5) 3 0 0 0 0 1 4 0 1 1 1 1 0 0
6) 3 0 0 0 0 1 4 1 0 3 0 0 0 1
Permutations: (5a, 5b), (8a, 8b).
Table 6.6: Alt6 < F4, p = 5
V52 V26
1 5a 5b 8 10 1 5a 5b 8 10
1) P 0 0 0 4 2 2 0 0 3 0
2) 2 1 1 0 4 2 0 0 3 0
3) 4 0 0 1 4 0 1 1 2 0
4) 4 0 0 1 4 1 0 3 0 1
Permutations: (5a, 5b).
Table 6.7: Alt5 < F4, p = 0 or p ∤ |H |
V52 V26
1 3a 3b 4 5 1 3a 3b 4 5
1) P 0 3 5 2 4 0 1 0 2 3
2) 3 3 5 5 1 0 1 0 2 3
3) 14 1 0 0 7 0 7 0 0 1
4) 0 4 4 2 4 1 1 1 1 3
5) 3 4 4 5 1 1 1 1 1 3
6) 0 6 2 2 4 2 3 0 0 3
7) 3 6 2 5 1 2 3 0 0 3
8) 3 3 5 5 1 3 1 0 5 0
9) 3 4 4 5 1 4 1 1 4 0
10) 3 6 2 5 1 5 3 0 3 0
11) 8 0 13 0 1 8 0 6 0 0
Permutations: (3a, 3b).
74 6. TABLES OF FEASIBLE CHARACTERS
Table 6.8: Alt5 < F4, p = 3
V52 V26
1 3a 3b 4 1 3a 3b 4
1) N 21 1 0 7 1 7 0 1
2) P, N 4 3 5 6 3 1 0 5
3) P, N 4 4 4 6 4 1 1 4
4) N 4 6 2 6 5 3 0 3
5) 9 0 13 1 8 0 6 0
Permutations: (3a, 3b).
6.1.2. Sporadic Groups.
Table 6.9: M11 < F4, p = 11
V52 V26
10 10∗ 16 1 9 16
1) 1 1 2 1 1 1
Table 6.10: J1 < F4, p = 11
V52 V26
1 7 14 1 7
1) 3 5 1 5 3
Table 6.11: J2 < F4, p = 2
V52 V26
1 6a 6b 14a 14b 1 6a 6b 14a 14b
1) N 8 2 3 1 0 0 2 0 1 0
2) N 8 5 0 1 0 8 3 0 0 0
Permutations: (6a, 6b)(14a, 14b).
6.1.3. Cross-characteristic Groups L2(q) (q 6= 4, 5, 9).
Table 6.12: L2(7) < F4, p = 0 or p ∤ |H |
V52 V26
1 3 3∗ 6 7 8 1 3 3∗ 6 7 8
1) P 0 1 1 0 2 4 0 1 1 2 0 1
2) 0 1 1 0 2 4 2 0 0 0 0 3
3) 3 1 1 0 5 1 0 1 1 2 0 1
4) 3 1 1 0 5 1 2 0 0 0 0 3
5) 3 1 1 0 5 1 5 0 0 0 3 0
6) 8 0 0 6 0 1 0 3 3 0 0 1
7) 8 6 6 0 0 1 8 3 3 0 0 0
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Table 6.13: L2(7) < F4, p = 3
V52 V26
1 3 3∗ 6a 7 1 3 3∗ 6a 7
1) P, N 4 1 1 0 6 1 1 1 2 1
2) N 4 1 1 0 6 5 0 0 0 3
3) N 5 2 2 0 5 0 0 0 2 2
4) 9 0 0 6 1 1 3 3 0 1
5) 9 6 6 0 1 8 3 3 0 0
Table 6.14: L2(8) < F4, p = 0 or p ∤ |H |
V52 V26
1 7a 7b 7c 7d 8 9a 9b 9c 1 7a 7b 7c 7d 8 9a 9b 9c
1) P 0 2 1 1 1 1 0 0 1 0 0 0 0 0 1 1 0 1
2) 0 2 1 1 1 1 0 0 1 1 1 0 0 0 0 1 0 1
3) 1 2 1 1 1 2 0 0 0 2 0 0 0 0 3 0 0 0
4) 1 2 1 1 1 2 0 0 0 3 1 0 0 0 2 0 0 0
5) 3 1 0 5 1 0 0 0 0 5 0 0 3 0 0 0 0 0
Permutations: (7c, 7c, 7d)(9a, 9b, 9c).
Table 6.15: L2(8) < F4, p = 7
V52 V26
1 7a 7b 7c 7d 8 1 7a 7b 7c 7d 8
1) P, N 1 2 1 1 1 2 2 0 0 0 0 3
2) N 1 2 1 1 1 2 3 1 0 0 0 2
3) 3 1 0 1 5 0 5 0 0 0 3 0
Permutations: (7b, 7c, 7d).
Table 6.16: L2(8) < F4, p = 3
V52 V26
1 7 9a 9b 9c 1 7 9a 9b 9c
1) P, N 1 6 0 0 1 1 1 0 1 1
2) N 3 7 0 0 0 5 3 0 0 0
Permutations: (9a, 9b, 9c).
Table 6.17: L2(13) < F4, p = 0 or p ∤ |H |
V52 V26
1 7a 7b 12a 12b 12c 14a 1 7a 7b 12a 12b 12c 14b
1) P 0 0 0 0 1 1 2 0 0 0 0 1 0 1
2) 3 0 5 0 0 0 1 5 0 3 0 0 0 0
Permutations: (7a, 7b), (12a, 12b, 12c).
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Table 6.18: L2(13) < F4, p = 7
V52 V26
1 7a 7b 12 14a 14b 1 7a 7b 12 14a 14b
1) P 0 0 0 2 2 0 0 0 0 1 0 1
2) 3 0 5 0 1 0 5 0 3 0 0 0
Permutations: (7a, 7b).
Table 6.19: L2(13) < F4, p = 3
V52 V26
1 7a 7b 12a 12b 12c 13 1 7a 7b 12a 12b 12c 13
1) P 0 2 2 0 1 1 0 1 0 0 0 1 0 1
2) 3 1 6 0 0 0 0 5 0 3 0 0 0 0
Permutations: (7a, 7b), (12a, 12b, 12c).
Table 6.20: L2(13) < F4, p = 2
V52 V26
1 6a 6b 12a 12b 12c 14 1 6a 6b 12a 12b 12c 14
1) P 0 0 0 0 1 1 2 0 0 0 0 0 1 1
2) N 8 0 5 0 0 0 1 8 0 3 0 0 0 0
3) N 8 2 3 0 0 0 1 0 2 0 0 0 0 1
Permutations: (6a, 6b), (12a, 12b, 12c).
Table 6.21: L2(17) < F4, p = 0 or p ∤ |H |
V52 V26
16a 18b 18c 1 9a 9b 16a 17
1) P 1 1 1 0 0 1 0 1
2) 1 1 1 1 0 1 1 0
Permutations: (9a, 9b).
Table 6.22: L2(17) < F4, p = 3
V52 V26
16 18a 18b 18c 1 9a 9b 16
1) P 1 0 1 1 1 0 1 1
Permutations: (9a, 9b).
Table 6.23: L2(17) < F4, p = 2
V52 V26
1 8a 8b 16a 1 8a 8b 16a
1) 4 2 2 1 2 0 1 1
2) 4 2 2 1 2 1 2 0
Permutations: (8a, 8b).
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Table 6.24: L2(25) < F4, p 6= 2, 3, 5
V52 V26
26b 26c 26a
1) P 1 1 1
26b, 26c are Aut(L2(25))-conjugate.
Table 6.25: L2(25) < F4, p = 3
V52 V26
26 1 25
1) P 2 1 1
Table 6.26: L2(25) < F4, p = 2
V52 V26
26 26
1) P 2 1
Table 6.27: L2(27) < F4, p 6= 2, 3, 7
V52 V26
26a 26b 26c 26d 26e 26f
1) P 0 1 1 1 0 0
Permutations: (26a, 26b, 26c)(26d, 26e, 26f ).
Table 6.28: L2(27) < F4, p = 7
V52 V26
26 13a 13b
1) P 2 1 1
Table 6.29: L2(27) < F4, p = 2
V52 V26
26a 26b 26a
1) P 1 1 1
Permutations: (26a, 26b, 26c).
6.1.4. Cross-characteristic Groups ≇ L2(q).
Table 6.30: L3(3) < F4, p 6= 2, 3
V52 V26
26b (26b)
∗ 26a
1) P 1 1 1
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Table 6.31: L3(3) < F4, p = 2
V52 V26
26 26
1) P 2 1
Table 6.32: L4(3) < F4, p = 2
V52 V26
26a 26b 26a
1) P 1 1 1
Permutations: (26a, 26b).
Table 6.33: U3(3) < F4, p = 0 or p ∤ |H |
V52 V26
1 6 7a (7a)
∗ 7b 14 21b 1 6 7b 14
1) 3 0 0 0 5 1 0 5 0 3 0
2) 3 0 2 2 0 0 1 0 2 0 1
Table 6.34: U3(3) < F4, p = 7
V52 V26
1 6 7a 7b (7b)
∗ 14 21a 26 1 6 7a 14 26
1) P 0 2 0 0 0 1 0 1 0 0 0 0 1
2) 3 0 0 2 2 0 1 0 0 2 0 1 0
3) 3 0 5 0 0 1 0 0 5 0 3 0 0
6.1.35: 3D4(2) < F4, p 6= 2, 3. Irreducible on V52 and V26. P
Table 6.36: 3D4(2) < F4, p = 3
V52 V26
52 1 25
1) P 1 1 1
6.2. E6
6.2.1. Alternating Groups.
Table 6.37: Alt12 < E6, p = 2
V78 V27
1 16 16∗ 44 1 10 16 16∗
1) 2 1 1 1 1 1 0 1
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Table 6.38: Alt11 < E6, p = 2
V78 V27
1 16 16∗ 44 1 10 16 16∗
1) 2 1 1 1 1 1 1 0
Table 6.39: Alt10 < E6, p = 2
V78 V27
1 8 16 26 1 8 16 26
1) 2 1 1 2 1 0 0 1
2) 4 2 2 1 3 1 1 0
Table 6.40: Alt9 < E6, p = 2
V78 V27
1 8a 8b 8c 26 1 8a 8b 8c 26
1) P 2 1 1 1 2 1 0 0 0 1
2) 4 2 2 2 1 3 1 1 1 0
Permutations: (8b, 8c).
Table 6.41: Alt7 < E6, p = 0 or p ∤ |H |
V78 V27
1 6a 10 10
∗ 14a 14b 15a 1 6a 15a
1) 3 1 2 2 1 0 1 0 2 1
Permutations: (10, 10∗).
14a is a section of 6a ⊗ 6a.
Table 6.42: 3·Alt7 < E6, p = 0 or p ∤ |H |
V78 V27
1 6a 10 10
∗ 14a 14b 15a 21a 6b 15c
1) 3 0 2 2 1 0 0 1 2 1
14a is a section of 6a ⊗ 6a.
Table 6.43: Alt7 < E6, p = 7
V78 V27
1 5 10 14a 14b 1 5 10
1) N 4 2 5 1 0 2 3 1
14a is a section of 5⊗ 5.
Table 6.44: 3·Alt7 < E6, p = 7
V78 V27
1 5 10 14a 14b 21 35 6 6
∗ 9 9∗ 15 15∗
1) 3 0 4 1 0 1 0 0 2 0 0 0 1
14a is a section of 5⊗ 5.
80 6. TABLES OF FEASIBLE CHARACTERS
Table 6.45: Alt7 < E6, p = 5
V78 V27
1 6 8 10 10∗ 15 35 1 6 8 13 15
1) P 0 0 1 0 0 0 2 0 1 1 1 0
2) 3 2 1 2 2 1 0 0 2 0 0 1
3) 2 0 7 1 1 0 0 3 0 3 0 0
Table 6.46: 3·Alt7 < E6, p = 5
V78 V27
1 6a 8 10 10
∗ 13 15a 35 3 6b (6b)∗ 15b 21
1) P 0 0 1 0 0 0 0 2 0 0 1 0 1
2) 3 1 2 2 2 1 0 0 0 0 2 1 0
3) 14 0 8 0 0 0 0 0 7 1 0 0 0
15b is a section of 6a ⊗ 6b.
Table 6.47: Alt7 < E6, p = 3
V78 V27
1 6 10 10∗ 13 15 1 6 10 10∗ 13 15
1) P, N 4 1 2 2 1 1 0 2 0 0 0 1
Table 6.48: Alt7 < E6, p = 2
V78 V27
1 4 4∗ 6a 14 20 1 4 4∗ 6a 14 20
1) N 4 2 2 3 0 2 1 0 0 1 0 1
2) 4 2 2 4 1 1 1 0 0 1 0 1
3) N 4 2 2 5 2 0 1 0 0 2 1 0
4) 8 4 4 3 0 1 5 2 2 1 0 0
5) 8 4 4 4 1 0 5 2 2 1 0 0
Table 6.49: 3·Alt7 < E6, p = 2
V78 V27
1 4 4∗ 6a 14 20 6b (6b)∗ 15 15∗
1) N 4 2 2 3 0 2 0 2 0 1
2) 4 2 2 4 1 1 0 2 0 1
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Table 6.50: Alt6 < E6, p = 0 or p ∤ |H |
V78 V27
1 5a 5b 8a 8b 9 10 1 5a 5b 8a 8b 9 10
1) P 0 0 0 2 3 2 2 0 1 1 1 0 1 0
2) 2 1 1 0 1 2 4 0 1 1 1 0 1 0
3) 0 0 0 2 3 2 2 1 0 0 1 0 2 0
4) 2 1 1 0 1 2 4 1 0 0 1 0 2 0
5) 1 0 0 3 3 1 2 1 1 1 1 1 0 0
6) 3 1 1 1 1 1 4 1 1 1 1 1 0 0
7) 1 0 0 3 3 1 2 2 0 0 1 1 1 0
8) 3 1 1 1 1 1 4 2 0 0 1 1 1 0
9) 4 0 3 0 0 1 5 2 0 3 0 0 0 1
10) 2 0 0 7 0 0 2 3 0 0 3 0 0 0
Permutations: (5a, 5b)(8a, 8b).
Table 6.51: 3·Alt6 < E6, p = 0 or p ∤ |H |
V78 V27
1 5a 5b 8a 8b 9a 10 3a 3b 6 6
∗ 9b 15
1) 1 0 0 3 3 1 2 0 0 0 2 0 1
2) 3 1 1 1 1 1 4 0 0 0 2 0 1
3) P 0 0 0 2 3 2 2 0 1 1 0 2 0
4) 2 1 1 0 1 2 4 0 1 1 0 2 0
5) 2 0 0 7 0 0 2 0 3 3 0 0 0
6) 14 0 0 8 0 0 0 0 7 1 0 0 0
7) 1 0 0 3 3 1 2 1 1 2 0 1 0
8) 3 1 1 1 1 1 4 1 1 2 0 1 0
9) 8 0 0 1 1 6 0 3 3 0 0 1 0
Permutations: (3a, 3b)(8a, 8b).
Table 6.52: Alt6 < E6, p = 5
V78 V27
1 5a 5b 8 10 1 5a 5b 8 10
1) P, N 2 0 0 7 2 1 1 1 2 0
2) N 4 1 1 3 4 1 1 1 2 0
3) 5 0 3 1 5 2 0 3 0 1
4) N 2 0 0 7 2 3 0 0 3 0
5) N 4 1 1 3 4 3 0 0 3 0
Permutations: (5a, 5b).
Table 6.53: 3·Alt6 < E6, p = 5
V78 V27
1 5a 5b 8 10 3 3
∗ 6 6∗ 15 15∗
1) P, N 2 0 0 7 2 0 0 0 2 1 0
2) N 4 1 1 3 4 0 0 0 2 1 0
3) P, N 2 0 0 7 2 0 3 3 0 0 0
4) N 4 1 1 3 4 0 3 3 0 0 0
5) N 14 0 0 8 0 0 7 1 0 0 0
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Table 6.54: Alt5 < E6, p = 0 or p ∤ |H |
V78 V27
1 3a 3b 4 5 1 3a 3b 4 5
1) 5 1 1 3 11 0 3 3 1 1
2) 8 1 1 6 8 0 3 3 1 1
3) 0 4 5 4 7 1 1 0 2 3
4) 3 4 5 7 4 1 1 0 2 3
5) 14 8 0 0 8 1 7 0 0 1
6) 1 5 5 3 7 2 1 1 1 3
7) 4 5 5 6 4 2 1 1 1 3
8) 2 9 2 2 7 3 3 0 0 3
9) 5 9 2 5 4 3 3 0 0 3
10) 6 4 5 10 1 4 1 0 5 0
11) 7 5 5 9 1 5 1 1 4 0
12) 8 9 2 8 1 6 3 0 3 0
13) 16 0 19 0 1 9 0 6 0 0
Permutations: (3a, 3b).
Table 6.55: Alt5 < E6, p = 3
V78 V27
1 3a 3b 4 1 3a 3b 4
1) P, N 15 0 1 15 0 3 2 3
2) N 16 1 1 14 1 3 3 2
3) N 22 8 0 8 2 7 0 1
4) P, N 7 4 5 11 4 1 0 5
5) N 8 5 5 10 5 1 1 4
6) N 9 9 2 9 6 3 0 3
7) 17 0 19 1 9 0 6 0
Permutations: (3a, 3b).
6.2.2. Sporadic Groups.
Table 6.56: M11 < E6, p = 0 or p ∤ |H |
V78 V27
1 16 16∗ 45 1 10a 11 16 16∗
1) 1 1 1 1 0 0 1 0 1
2) 1 1 1 1 1 1 0 0 1
10a is self-dual.
Table 6.57: M11 < E6, p = 11
V78 V27
1 9 10 10∗ 16 1 9 11 16
1) 1 1 1 1 3 0 0 1 1
2) 1 1 1 1 3 2 1 0 1
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Table 6.58: M11 < E6, p = 5
V78 V27
1 16 16∗ 45 1 10a 11 16 16∗
1) P, N 1 1 1 1 0 0 1 0 1
2) P, N 1 1 1 1 0 0 1 1 0
3) N 1 1 1 1 1 1 0 0 1
4) N 1 1 1 1 1 1 0 1 0
10a is self-dual.
Table 6.59: M11 < E6, p = 3
V78 V27
1 5 5∗ 10a 10b (10b)∗ 24 45 1 5 5∗ 10a 10b (10b)∗
1) P, N 3 1 1 0 1 1 0 1 2 0 1 1 0 1
2) P, N 3 1 1 0 1 1 0 1 2 1 2 0 0 1
3) P, N 4 1 1 0 2 2 1 0 2 1 2 0 1 0
Table 6.60: M11 < E6, p = 2
V78 V27
1 10 16 16∗ 44 1 10 16 16∗
1) 2 0 1 1 1 1 1 0 1
2) N 4 3 0 0 1 1 1 0 1
Table 6.61: M12 < E6, p = 5
V78 V27
78 11a 16 16
∗
1) P 1 1 1 0
Permutations: (11a, 11b), (16, 16
∗).
Table 6.62: M12 < E6, p = 2
V78 V27
1 10 16 16∗ 44 1 10 16 16∗
1) 2 0 1 1 1 1 1 0 1
Table 6.63: 3 ·M22 < E6, p = 2
V78 V27
1 10 10∗ 34 6 15
1) N 4 2 2 1 2 1
Permutations: (6, 6∗)(15, 15∗).
15 =
∧2 6∗.
84 6. TABLES OF FEASIBLE CHARACTERS
Table 6.64: J1 < E6, p = 11
V78 V27
1 7 14 64 1 7 27
1) P 0 0 1 1 0 0 1
2) 8 8 1 0 6 3 0
Table 6.65: J2 < E6, p = 2
V78 V27
1 6a 6b 14a 14b 36 64a 64b 1 6a 6b 14a 14b
1) N 8 3 4 0 2 0 0 0 1 0 2 0 1
2) P 0 0 0 1 0 0 1 0 1 1 1 1 0
3) N 16 8 0 1 0 0 0 0 9 3 0 0 0
Permutations: (6a, 6b)(14a, 14b)(64a, 64b).
Table 6.66: 3 · J3 < E6, p = 2
V78 V27
78a 78b 9 9
∗ 18a (18a)∗ 18b (18b)∗
1) P 1 0 0 1 0 0 0 1
2) P 0 1 0 1 1 0 0 0
3) P 0 1 1 0 0 0 1 0
4) P 1 0 1 0 0 1 0 0
6.2.67: 3 · Fi22 < E6, p = 2. Irreducible on V78 and V27. P
6.2.3. Cross-characteristic Groups L2(q) (q 6= 4, 5, 9).
Table 6.68: L2(7) < E6, p = 0 or p ∤ |H |
V78 V27
1 3 3∗ 6 7 8 1 3 3∗ 6 7 8
1) P 0 2 2 2 2 5 0 0 0 2 1 1
2) 0 2 2 2 2 5 1 1 1 2 0 1
3) 2 1 1 0 2 7 3 0 0 0 0 3
4) 3 2 2 2 5 2 0 0 0 2 1 1
5) 3 2 2 2 5 2 1 1 1 2 0 1
6) 5 1 1 0 5 4 3 0 0 0 0 3
7) 8 1 1 0 8 1 6 0 0 0 3 0
8) 8 3 3 6 0 2 1 3 3 0 0 1
9) 14 0 0 0 0 8 0 0 7 1 0 0
10) 14 0 0 0 0 8 0 7 0 1 0 0
11) 16 9 9 0 0 1 9 3 3 0 0 0
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Table 6.69: L2(7) < E6, p = 3
V78 V27
1 3 3∗ 6 7 1 3 3∗ 6 7
1) P, N 5 2 2 2 7 1 0 0 2 2
2) N 5 2 2 2 7 2 1 1 2 1
3) N 9 1 1 0 9 6 0 0 0 3
4) N 10 3 3 6 2 2 3 3 0 1
5) 17 9 9 0 1 9 3 3 0 0
6) N 22 0 0 0 8 0 0 7 1 0
7) N 22 0 0 0 8 0 7 0 1 0
Table 6.70: L2(8) < E6, p = 0 or p ∤ |H |
V78 V27
1 7a 7b 7c 7d 8 9a 9b 9c 1 7a 7b 7c 7d 8 9a 9b 9c
1) 0 2 1 1 1 2 0 1 2 1 0 0 0 0 1 0 1 1
2) P 0 2 1 1 1 2 1 1 1 0 0 0 0 0 0 1 1 1
3) 1 3 1 1 1 1 0 1 2 2 1 0 0 0 0 0 1 1
4) 3 2 1 1 1 5 0 0 0 3 0 0 0 0 3 0 0 0
5) 4 3 1 1 1 4 0 0 0 4 1 0 0 0 2 0 0 0
6) 8 1 0 1 8 0 0 0 0 6 0 0 0 3 0 0 0 0
Permutations: (7b, 7c, 7d)(9a, 9b, 9c).
Table 6.71: L2(8) < E6, p = 7
V78 V27
1 7a 7b 7c 7d 8 1 7a 7b 7c 7d 8
1) N 3 2 1 1 1 5 3 0 0 0 0 3
2) N 4 3 1 1 1 4 4 1 0 0 0 2
3) 8 1 0 1 8 0 6 0 0 0 3 0
Permutations: (7b, 7c, 7d).
Table 6.72: L2(8) < E6, p = 3
V78 V27
1 7 9a 9b 9c 1 7 9a 9b 9c
1) N 2 7 0 1 2 2 1 0 1 1
2) P, N 2 7 1 1 1 0 0 1 1 1
3) N 8 10 0 0 0 6 3 0 0 0
Permutations: (9a, 9b, 9c).
Table 6.73: L2(11) < E6, p = 0 or p ∤ |H |
V78 V27
1 5 5∗ 10b 11 12a 12b 1 5 5∗ 10a 10b 11 12a 12b
1) P 0 1 1 1 2 1 2 0 0 1 1 0 0 1 0
2) 1 1 1 1 3 1 1 1 0 1 1 0 1 0 0
3) 4 1 1 4 0 1 1 2 1 2 0 1 0 0 0
Permutations: (12a, 12b).
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Table 6.74: L2(11) < E6, p = 5
V78 V27
1 5 5∗ 10a 10b 11 1 5 5∗ 10a 10b 11
1) N 3 1 1 0 1 5 1 0 1 1 0 1
2) N 6 1 1 0 4 2 2 2 1 0 1 0
Table 6.75: L2(11) < E6, p = 3
V78 V27
1 5 5∗ 10 12a 12b 1 5 5∗ 10 12a 12b
1) P, N 2 1 1 3 1 2 0 1 2 0 1 0
2) N 4 1 1 4 1 1 2 2 1 1 0 0
Permutations: (12a, 12b).
Table 6.76: L2(11) < E6, p = 2
V78 V27
1 5 5∗ 10 12a 12b 1 5 5∗ 10 12a 12b
1) 2 0 0 4 1 2 0 0 1 1 1 0
2) P, N 2 3 3 1 1 2 0 0 1 1 1 0
3) N 4 1 1 4 1 1 2 1 2 1 0 0
4) P, N 4 4 4 1 1 1 2 1 2 1 0 0
Permutations: (12a, 12b).
Table 6.77: L2(13) < E6, p = 0 or p ∤ |H |
V78 V27
1 7a 7b 12a 12b 12c 13 14a 14b 1 7a 7b 12a 13 14b
1) P 0 0 0 1 1 1 0 2 1 0 0 0 0 1 1
2) 0 0 0 2 1 0 0 2 1 1 0 0 1 0 1
3) 1 2 2 1 1 1 1 0 0 0 0 0 0 1 1
4) 1 2 2 2 1 0 1 0 0 1 0 0 1 0 1
5) 8 0 8 0 0 0 0 1 0 6 0 3 0 0 0
Permutations: (7a, 7b), (12a, 12b, 12c).
Table 6.78: L2(13) < E6, p = 7
V78 V27
1 7a 7b 12 14a 14b 1 7a 7b 12 14a 14b
1) 0 0 0 3 2 1 1 0 0 1 0 1
2) N 2 2 2 4 0 0 1 0 0 1 0 1
3) N 8 0 8 0 1 0 6 0 3 0 0 0
Permutations: (7a, 7b).
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Table 6.79: L2(13) < E6, p = 3
V78 V27
1 7a 7b 12a 12b 12c 13 1 7a 7b 12a 12b 12c 13
1) P 1 2 2 1 1 1 1 1 0 0 0 0 0 2
2) 1 2 2 2 1 0 1 2 0 0 1 0 0 1
3) 8 1 9 0 0 0 0 6 0 3 0 0 0 0
Permutations: (7a, 7b), (12a, 12b, 12c).
Table 6.80: L2(13) < E6, p = 2
V78 V27
1 6a 6b 12a 12b 12c 14 1 6a 6b 12a 12b 12c 14
1) P 0 0 0 1 1 1 3 1 1 1 0 0 0 1
2) 0 0 0 2 0 1 3 1 0 0 1 0 0 1
3) 2 0 1 0 0 0 5 1 0 2 0 0 0 1
4) N 6 3 3 1 1 1 0 1 1 1 0 0 0 1
5) N 6 3 3 2 0 1 0 1 0 0 1 0 0 1
6) N 8 3 4 0 0 0 2 1 0 2 0 0 0 1
7) N 16 0 8 0 0 0 1 9 0 3 0 0 0 0
Permutations: (6a, 6b), (12a, 12b, 12c).
Table 6.81: L2(17) < E6, p = 0 or p ∤ |H |
V78 V27
1 9a 9b 16d 17 18b 18c 1 9a 9b 16d 17 18a
1) P 0 0 1 1 1 1 1 0 0 1 0 0 1
2) 0 0 1 1 1 1 1 1 0 1 0 1 0
3) 1 0 1 2 0 1 1 2 0 1 1 0 0
Permutations: (9a, 9b).
Table 6.82: L2(17) < E6, p = 3
V78 V27
1 9a 9b 16 18b 18c 1 9a 9b 16 18a
1) P, N 1 0 1 2 1 1 0 0 1 0 1
2) N 1 0 1 2 1 1 2 0 1 1 0
Permutations: (9a, 9b).
Table 6.83: L2(17) < E6, p = 2
V78 V27
1 8a 8b 16a 1 8a 8b 16a
1) N 6 2 3 2 3 0 1 1
2) N 6 3 4 1 3 1 2 0
Permutations: (8a, 8b).
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Table 6.84: L2(19) < E6, p = 0 or p ∤ |H |
V78 V27
18c 18d 20b 20c 20d 9 9
∗ 18a 18b
1) P 0 1 1 1 1 0 1 1 0
Permutations: (18a, 18b)(18c, 18d).
Table 6.85: L2(19) < E6, p = 5
V78 V27
18 20b 20c 20d 9 9
∗
1) P 1 1 1 1 1 2
Table 6.86: L2(19) < E6, p = 3
V78 V27
1 18c 18d 19 9 9
∗ 18a 18b
1) P 3 0 1 3 0 1 1 0
Permutations: (18a, 18b)(18c, 18d).
Table 6.87: L2(19) < E6, p = 2
V78 V27
18a 18b 20b 20c 20d 9 9
∗ 18a 18b
1) P 0 1 1 1 1 0 1 1 0
Permutations: (18a, 18b).
Table 6.88: L2(25) < E6, p = 0 or p ∤ |H |
V78 V27
1 25 26a 26c 26d 26e 1 26b 26c
1) 0 0 1 0 1 1 1 1 0
2) 1 1 0 2 0 0 1 0 1
26b, 26c are Aut(L2(25))-conjugate.
Table 6.89: L2(25) < E6, p = 13
V78 V27
1 24 26a 26b 26c 26d 1 26a 26e
1) 0 0 1 0 1 1 1 1 0
2) 2 1 0 2 0 0 1 0 1
3) 2 1 0 2 0 0 1 1 0
26b, 26c are Aut(L2(25))-conjugate.
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Table 6.90: L2(25) < E6, p = 3
V78 V27
1 25 26 1 13a 13b 25
1) 1 1 2 1 1 1 0
2) 1 1 2 2 0 0 1
Table 6.91: L2(25) < E6, p = 2
V78 V27
1 12a 12b 26 1 26
1) 0 0 0 3 1 1
2) 6 3 3 0 1 1
Table 6.92: L2(27) < E6, p = 0 or p ∤ |H |
V78 V27
26a 26b 26c 26d 26e 26f 1 26d 26e 26f
1) 0 1 1 0 1 0 1 0 1 0
Permutations: (26a, 26b, 26c)(26d, 26e, 26f ).
Table 6.93: L2(27) < E6, p = 13
V78 V27
26a 26b 26c 26d 26e 26f 1 26d 26e 26f
1) 0 1 1 0 0 1 1 0 0 1
Permutations: (26a, 26b, 26c)(26d, 26e, 26f ).
Table 6.94: L2(27) < E6, p = 7
V78 V27
13a 13b 26 1 13a 13b
1) 1 1 2 1 1 1
Table 6.95: L2(27) < E6, p = 2
V78 V27
26a 26b 26c 1 13 13
∗ 26a
1) 1 1 1 1 1 1 0
2) 2 0 1 1 0 0 1
Permutations: (26a, 26b, 26c).
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6.2.4. Cross-characteristic Groups ≇ L2(q).
Table 6.96: L3(3) < E6, p = 0 or p ∤ |H |
V78 V27
1 13 16a (16
∗
a) 16b (16b)
∗ 26a 26b (26b)∗ 1 26a 27
1) P 0 0 0 0 0 0 1 1 1 0 0 1
2) 0 0 0 0 0 0 1 1 1 1 1 0
3) 1 1 1 1 1 1 0 0 0 0 0 1
4) 1 1 1 1 1 1 0 0 0 1 1 0
Table 6.97: L3(3) < E6, p = 13
V78 V27
1 13 16 26a 26b (26b)
∗ 1 11 16 26a
1) P 0 0 0 1 1 1 0 1 1 0
2) 0 0 0 1 1 1 1 0 0 1
3) 1 1 4 0 0 0 0 1 1 0
4) 1 1 4 0 0 0 1 0 0 1
Table 6.98: L3(3) < E6, p = 2
V78 V27
1 12 16a (16a)
∗ 16b (16b)∗ 26 1 26
1) 0 0 0 0 0 0 3 1 1
2) 2 1 1 1 1 1 0 1 1
Table 6.99: L4(3) < E6, p = 2
V78 V27
26a 26b 1 26a
1) 2 1 1 1
Permutations: (26a, 26b).
Table 6.100: U3(3) < E6, p = 0 or p ∤ |H |
V78 V27
1 6 7a 7b (7b)
∗ 14 21a 28 28∗ 32 32∗ 1 6 7a 14 27
1) P 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 1
2) 1 0 1 1 1 0 0 1 1 0 0 0 0 0 0 1
3) 3 2 0 2 2 1 1 0 0 0 0 1 2 0 1 0
4) 8 0 8 0 0 1 0 0 0 0 0 6 0 3 0 0
6.2. E6 91
Table 6.101: U3(3) < E6, p = 7
V78 V27
1 6 7a 7b (7b)
∗ 14 21a 26 28 28∗ 1 6 7a 14 26
1) 0 2 0 0 0 1 0 2 0 0 1 0 0 0 1
2) 1 0 1 1 1 0 0 0 1 1 1 0 0 0 1
3) 3 2 0 2 2 1 1 0 0 0 1 2 0 1 0
4) 8 0 8 0 0 1 0 0 0 0 6 0 3 0 0
Table 6.102: U4(2) < E6, p = 0 or p ∤ |H |
V78 V27
1 5 5∗ 10 10∗ 15b 20 24 1 5 5∗ 6 10 15b
1) 3 0 0 2 2 1 1 0 0 0 0 2 0 1
2) 4 1 1 2 2 0 0 1 2 1 2 0 1 0
Table 6.103: U4(2) < E6, p = 5
V78 V27
1 5 5∗ 10 10∗ 15b 20 23 1 5 5∗ 6 10 15b
1) 3 0 0 2 2 1 1 0 0 0 0 2 0 1
2) 5 1 1 2 2 0 0 1 2 1 2 0 1 0
Table 6.104: 3 · U4(3) < E6, p = 2
V78 V27
1 20 34a 6 6
∗ 15 15∗
1) N 4 2 1 0 2 0 1
2) N 4 2 1 2 0 1 0
There are two triple covers of U4(3) up to isomorphism, however one of these has no
27-dimensional faithful modules, hence has no feasible characters here.
6.105: 3 · Ω7(3) < E6, p = 2. Irreducible on V78 and V27. P
6.106: 3 ·G2(3) < E6, p = 2. Irreducible on V78 and V27. P
Table 6.107: 3D4(2) < E6, p 6= 2, 3
V78 V27
26 52 1 26
1) 1 1 1 1
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Table 6.108: 3D4(2) < E6, p = 3
V78 V27
1 25 52 1 25
1) 1 1 1 2 1
6.109: 2F4(2)
′ < E6, p 6= 2, 3. Irreducible on V78 and V27. P
Table 6.110: 2F4(2)
′ < E6, p = 3
V78 V27
1 77 27
1) P 1 1 1
6.3. E7
6.3.1. Alternating Groups.
Table 6.111: Alt13 < E7, p = 2
V133 V56
1 32a 32b 64 12 32a 32b
1) 5 0 2 1 2 0 1
Permutations: (32a, 32b).
Table 6.112: Alt12 < E7, p = 2
V133 V56
1 10 16 16∗ 44 1 10 16 16∗
1) N 5 2 2 2 1 4 2 1 1
Table 6.113: Alt11 < E7, p = 2
V133 V56
1 10 16 16∗ 44 1 10 16 16∗
1) 5 2 2 2 1 4 2 1 1
Table 6.114: Alt10 < E7, p = 5
V133 V56
28 35a 35b 35c 28
1) P 1 1 1 1 2
6.3. E7 93
Table 6.115: Alt10 < E7, p = 2
V133 V56
1 8 16 26 1 8 16 26
1) N 5 1 1 4 4 0 0 2
2) N 11 4 4 1 8 2 2 0
Table 6.116: Alt9 < E7, p = 0 or p ∤ |H |
V133 V56
8 27 28 35a 35b 28
1) P 1 1 1 1 1 2
Table 6.117: Alt9 < E7, p = 7
V133 V56
8 19 28 35a 35b 28
1) P 2 1 1 1 1 2
Table 6.118: Alt9 < E7, p = 5
V133 V56
8 27 28 35a 35b 28
1) P 1 1 1 1 1 2
Table 6.119: Alt9 < E7, p = 3
V133 V56
1 7 21 27 35 7 21
1) P, N 1 2 1 1 2 2 2
Table 6.120: Alt9 < E7, p = 2
V133 V56
1 8a 8b 8c 26 1 8a 8b 8c 26
1) N 5 1 1 1 4 4 0 0 0 2
2) 11 4 4 4 1 8 2 2 2 0
Table 6.121: Alt8 < E7, p = 0 or p ∤ |H |
V133 V56
1 7 20 21a 35 7 21a
1) 1 3 1 1 2 2 2
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Table 6.122: Alt8 < E7, p = 7
V133 V56
1 7 19 21a 35 7 21a
1) 2 3 1 1 2 2 2
Table 6.123: Alt8 < E7, p = 5
V133 V56
1 7 13 20 21a 35 43 70 7 21a 21b
1) P 0 0 0 1 0 0 1 1 2 0 2
2) 1 2 1 0 0 1 0 1 2 0 2
3) 1 3 0 1 1 2 0 0 2 2 0
Table 6.124: Alt8 < E7, p = 3
V133 V56
1 7 13 21 35 7 21
1) P, N 1 4 1 1 2 2 2
Table 6.125: Alt7 < E7, p = 0 or p ∤ |H |
V133 V56
1 6 10 10∗ 14a 15 1 6 10 10∗ 15
1) 8 1 0 0 1 7 0 6 1 1 0
2) 4 5 2 2 1 3 2 4 0 0 2
14a is a section of 5⊗ 5.
Table 6.126: Alt7 < E7, p = 7
V133 V56
1 5 10 14a 1 5 10
1) N 9 8 7 1 6 6 2
14a is a section of 5⊗ 5.
Table 6.127: Alt7 < E7, p = 5
V133 V56
1 6 8 10 10∗ 13 15 35 1 6 8 10 10∗ 13 15
1) P 0 3 7 1 1 3 0 0 0 0 2 2 2 0 0
2) 8 2 1 0 0 0 7 0 0 6 0 1 1 0 0
3) N 1 2 3 0 0 2 0 2 2 2 2 0 0 2 0
4) 1 3 2 0 0 1 1 2 2 2 2 0 0 2 0
5) N 4 1 2 1 1 4 0 1 2 2 2 0 0 2 0
6) N 4 2 1 1 1 3 1 1 2 2 2 0 0 2 0
7) 4 6 1 2 2 0 3 0 2 4 0 0 0 0 2
8) 9 0 13 1 1 0 0 0 8 0 6 0 0 0 0
6.3. E7 95
Table 6.128: 2·Alt7 < E7, p = 5
V133 V56
8 10 10∗ 35 4 4∗ 14a 14b 20a
1) P 1 1 1 3 1 1 0 2 1
Permutations: (14a, 14b).
Table 6.129: Alt7 < E7, p = 3
V133 V56
1 6 10 10∗ 13 15 1 6 10 10∗ 13 15
1) 9 1 0 0 1 7 0 6 1 1 0 0
2) N 5 5 2 2 1 3 2 4 0 0 0 2
Table 6.130: 2·Alt7 < E7, p = 3
V133 V56
1 10 10∗ 13 15 4 4∗ 6b 6c
1) N 22 1 1 7 0 1 1 1 7
Permutations: (6b, 6c).
Table 6.131: Alt7 < E7, p = 2
V133 V56
1 4 4∗ 6 14 20 1 4 4∗ 6 14 20
1) N 15 0 0 1 8 0 0 1 1 8 0 0
2) N 7 2 2 5 0 4 4 0 0 2 0 2
3) N 7 2 2 6 1 3 4 0 0 2 0 2
4) N 7 2 2 9 4 0 4 0 0 4 2 0
5) 19 8 8 5 0 1 12 4 4 2 0 0
6) 19 8 8 6 1 0 12 4 4 2 0 0
Table 6.132: Alt6 < E7, p = 0 or p ∤ |H |
V133 V56
1 5a 5b 8a 8b 9 10 1 5a 5b 8a 8b 9 10
1) P 0 3 3 3 4 3 2 0 0 0 0 2 0 4
2) 1 2 5 2 3 3 3 0 0 0 0 2 0 4
3) 2 1 1 3 4 5 2 0 0 0 0 2 0 4
4) 2 4 4 1 2 3 4 0 0 0 0 2 0 4
5) 3 0 3 2 3 5 3 0 0 0 0 2 0 4
6) 4 2 2 1 2 5 4 0 0 0 0 2 0 4
7) 3 0 0 3 4 6 2 0 4 4 0 2 0 0
8) 5 1 1 1 2 6 4 0 4 4 0 2 0 0
9) 2 2 2 3 5 3 2 1 2 2 1 0 3 0
10) 3 1 4 2 4 3 3 1 2 2 1 0 3 0
11) 4 3 3 1 3 3 4 1 2 2 1 0 3 0
12) 1 2 2 3 4 4 2 2 2 2 0 2 2 0
13) 2 1 4 2 3 4 3 2 2 2 0 2 2 0
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14) 3 3 3 1 2 4 4 2 2 2 0 2 2 0
15) 4 0 0 3 5 5 2 3 0 0 1 0 5 0
16) 6 1 1 1 3 5 4 3 0 0 1 0 5 0
17) 3 0 0 3 4 6 2 4 0 0 0 2 4 0
18) 5 1 1 1 2 6 4 4 0 0 0 2 4 0
19) 4 2 2 5 5 1 2 4 2 2 2 2 0 0
20) 5 1 4 4 4 1 3 4 2 2 2 2 0 0
21) 6 3 3 3 3 1 4 4 2 2 2 2 0 0
22) 6 0 0 5 5 3 2 6 0 0 2 2 2 0
23) 8 1 1 3 3 3 4 6 0 0 2 2 2 0
24) 9 0 9 0 0 1 7 6 0 6 0 0 0 2
25) 9 0 0 0 13 0 2 8 0 0 0 6 0 0
Permutations: (5a, 5b), (8a, 8b).
Table 6.133: 2·Alt6 < E7, p = 0 or p ∤ |H |
V133 V56
1 5a 5b 8a 8b 9 10a 4a 4b 8c 8d 10b 10c
1) P 0 0 0 4 3 3 5 0 0 0 2 1 3
2) 2 1 1 2 1 3 7 0 0 0 2 1 3
3) P 0 0 0 4 3 3 5 0 0 0 2 3 1
4) 2 1 1 2 1 3 7 0 0 0 2 3 1
5) 3 1 1 3 1 2 7 0 3 2 1 0 2
6) 3 1 1 3 1 2 7 0 3 2 1 2 0
7) 1 0 0 5 3 2 5 1 1 1 0 1 3
8) 3 1 1 3 1 2 7 1 1 1 0 1 3
9) 1 0 0 5 3 2 5 1 1 1 0 3 1
10) 3 1 1 3 1 2 7 1 1 1 0 3 1
11) 3 1 1 3 1 2 7 3 0 2 1 0 2
12) 3 1 1 3 1 2 7 3 0 2 1 2 0
Permutations: (4a, 4b)(5a, 5b), (8a, 8b)(8c, 8d)(10b, 10c).
Table 6.134: Alt6 < E7, p = 5
V133 V56
1 5a 5b 8 10 1 5a 5b 8 10
1) P, N 3 3 3 10 2 0 0 0 2 4
2) P, N 4 2 5 8 3 0 0 0 2 4
3) P, N 5 4 4 6 4 0 0 0 2 4
4) P, N 7 1 1 12 2 0 0 0 2 4
5) P, N 8 0 3 10 3 0 0 0 2 4
6) N 9 2 2 8 4 0 0 0 2 4
7) P, N 9 0 0 13 2 0 4 4 2 0
8) N 11 1 1 9 4 0 4 4 2 0
9) N 5 2 2 11 2 4 2 2 4 0
10) N 6 4 1 9 3 4 2 2 4 0
11) N 7 3 3 7 4 4 2 2 4 0
12) 10 0 9 1 7 6 0 6 0 2
13) N 9 0 0 13 2 8 0 0 6 0
14) N 11 1 1 9 4 8 0 0 6 0
Permutations: (5a, 5b).
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Table 6.135: 2·Alt6 < E7, p = 5
V133 V56
1 5a 5b 8 10a 4a 4b 10b 10c
1) P, N 3 0 0 10 5 2 2 1 3
2) P, N 5 1 1 6 7 2 2 1 3
3) P, N 5 1 1 6 7 3 6 2 0
Permutations: (4a, 4b)(5a, 5b), (10b, 10c).
Table 6.136: Alt5 < E7, p = 0 or p ∤ |H |
V133 V56
1 3a 3b 4 5 1 3a 3b 4 5
1) 7 5 7 10 10 0 1 0 2 9
2) 8 6 10 3 13 0 1 9 4 2
3) 11 6 10 6 10 0 1 9 4 2
4) 3 5 6 8 13 0 4 6 4 2
5) 6 5 6 11 10 0 4 6 4 2
6) 6 5 6 11 10 1 0 2 1 9
7) 6 7 7 5 13 2 6 6 2 2
8) 9 7 7 8 10 2 6 6 2 2
9) 4 5 7 7 13 3 1 0 5 6
10) 7 5 7 10 10 3 1 0 5 6
11) 3 5 6 8 13 4 0 2 4 6
12) 6 5 6 11 10 4 0 2 4 6
13) 17 0 22 0 10 4 0 14 0 2
14) 9 2 15 2 13 4 4 10 0 2
15) 12 2 15 5 10 4 4 10 0 2
16) 6 7 7 5 13 6 2 2 2 6
17) 9 7 7 8 10 6 2 2 2 6
18) 9 2 15 2 13 8 0 6 0 6
19) 12 2 15 5 10 8 0 6 0 6
20) 16 5 7 19 1 9 1 0 11 0
21) 15 5 6 20 1 10 0 2 10 0
22) 18 7 7 17 1 12 2 2 8 0
23) 21 2 15 14 1 14 0 6 6 0
24) 35 0 31 0 1 20 0 12 0 0
Permutations: (3a, 3b).
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Table 6.137: 2·Alt5 < E7, p = 0 or p ∤ |H |
V133 V56
1 3a 3b 4a 5 2a 2b 4b 6
1) P 0 8 9 8 10 0 2 4 6
2) 1 8 10 7 10 2 1 5 5
3) 3 5 15 5 10 5 0 7 3
4) 3 8 9 11 7 0 2 4 6
5) 3 8 9 11 7 3 5 1 6
6) 3 10 10 5 10 0 0 2 8
7) 4 8 10 10 7 2 1 5 5
8) 4 8 10 10 7 5 4 2 5
9) 6 5 15 8 7 5 0 7 3
10) 6 5 15 8 7 8 3 4 3
11) 6 10 10 8 7 0 0 2 8
12) 8 0 1 8 18 0 2 4 6
13) 8 9 13 6 7 0 8 1 6
14) 9 0 2 7 18 2 1 5 5
15) 11 0 1 11 15 0 2 4 6
16) 11 0 1 11 15 3 5 1 6
17) 11 2 2 5 18 0 0 2 8
18) 12 0 2 10 15 2 1 5 5
19) 12 0 2 10 15 5 4 2 5
20) 13 9 18 1 7 7 0 9 1
21) 13 9 18 1 7 10 3 6 1
22) 14 0 28 0 7 14 0 7 0
23) 14 2 2 8 15 0 0 2 8
24) 16 1 5 6 15 0 8 1 6
25) 21 1 10 1 15 7 0 9 1
26) 21 1 10 1 15 10 3 6 1
27) 36 1 10 16 0 16 9 0 1
28) 52 0 27 0 0 26 0 1 0
Permutations: (2a, 2b)(3b, 3b).
4b is faithful for 2 · Alt5, 4a is not.
Table 6.138: Alt5 < E7, p = 3
V133 V56
1 3a 3b 4 1 3a 3b 4
1) P, N 17 5 7 20 1 5 4 7
2) N 21 6 10 16 2 1 9 6
3) P, N 16 5 6 21 2 4 6 6
4) N 19 7 7 18 4 6 6 4
5) N 27 0 22 10 6 0 14 2
6) N 22 2 15 15 6 4 10 2
7) P, N 17 5 7 20 9 1 0 11
8) N 16 5 6 21 10 0 2 10
9) N 19 7 7 18 12 2 2 8
10) N 22 2 15 15 14 0 6 6
11) N 36 0 31 1 20 0 12 0
Permutations: (3a, 3b).
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Table 6.139: 2·Alt5 < E7, p = 3
V133 V56
1 3a 3b 4 2a 2b 6
1) N 15 9 13 13 1 9 6
2) N 31 1 5 21 1 9 6
3) 52 27 0 0 1 27 0
4) P, N 13 10 10 15 2 2 8
5) N 29 2 2 23 2 2 8
6) P, N 10 8 9 18 4 6 6
7) N 26 0 1 26 4 6 6
8) P, N 11 8 10 17 7 6 5
9) N 27 0 2 25 7 6 5
10) P, N 13 15 5 15 7 12 3
11) N 20 18 9 8 9 16 1
12) N 36 10 1 16 9 16 1
13) N 21 0 28 7 21 7 0
Permutations: (2a, 2b)(3a, 3b).
6.3.2. Sporadic Groups.
Table 6.140: M11 < E7, p = 0 or p ∤ |H |
V133 V56
1 10a 11 16 16
∗ 45 55 1 10a 11 16 16∗ 45 55
1) 2 0 2 2 2 1 0 2 0 2 1 1 0 0
2) 3 0 1 2 2 0 1 2 0 2 1 1 0 0
3) 4 2 0 2 2 1 0 4 2 0 1 1 0 0
Table 6.141: M11 < E7, p = 11
V133 V56
1 9 10 10∗ 11 16 44 55 1 9 10 10∗ 11 16 44 55
1) 2 1 1 1 2 5 0 0 2 0 0 0 2 2 0 0
2) 3 0 0 0 1 4 0 1 2 0 0 0 2 2 0 0
3) N 6 3 1 1 0 5 0 0 6 2 0 0 0 2 0 0
Table 6.142: M11 < E7, p = 5
V133 V56
1 10a 11 16 16
∗ 45 55 1 10a 11 16 16∗
1) 1 1 2 0 0 1 1 2 0 2 1 1
2) N 2 0 2 2 2 1 0 2 0 2 1 1
3) 2 1 1 0 0 0 2 2 0 2 1 1
4) N 3 0 1 2 2 0 1 2 0 2 1 1
5) 3 3 0 0 0 1 1 4 2 0 1 1
6) N 4 2 0 2 2 1 0 4 2 0 1 1
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Table 6.143: M11 < E7, p = 3
V133 V56
1 5 5∗ 10a 10b (10b)∗ 24 45 1 5 5∗ 10a 10b (10b)∗
1) N 8 2 2 2 2 2 0 1 6 1 1 2 1 1
2) N 8 4 4 0 2 2 0 1 6 3 3 0 1 1
3) N 9 4 4 0 3 3 1 0 6 3 3 0 1 1
Table 6.144: M11 < E7, p = 2
V133 V56
1 10 16 16∗ 44 1 10 16 16∗
1) N 5 2 2 2 1 4 2 1 1
2) N 7 5 1 1 1 4 2 1 1
Table 6.145: 2 ·M12 < E7, p = 0 or p ∤ |H |
V133 V56
1 16 16∗ 66 12 32
1) 3 2 2 1 2 1
Table 6.146: 2 ·M12 < E7, p = 11
V133 V56
1 16 66 12 32
1) 3 4 1 2 1
Table 6.147: M12 < E7, p = 5
V133 V56
1 11a 16 16
∗ 78 1 11a 16 16∗
1) 1 2 1 1 1 2 2 1 1
Permutations: (11a, 11b).
Table 6.148: 2 ·M12 < E7, p = 5
V133 V56
1 16 16∗ 55c 66 78 12 32
1) P 0 0 0 1 0 1 2 1
2) 3 2 2 0 1 0 2 1
55c is fixed by Out(G).
Table 6.149: 2 ·M12 < E7, p = 3
V133 V56
1 15 15∗ 34 6 6∗ 10c (10c)∗
1) N 9 3 3 1 3 3 1 1
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Table 6.150: M12 < E7, p = 2
V133 V56
1 10 16 16∗ 44 1 10 16 16∗
1) N 5 2 2 2 1 4 2 1 1
Table 6.151: 2 ·M22 < E7, p = 5
V133 V56
133 28 28∗
1) P 1 1 1
Table 6.152: J1 < E7, p = 11
V133 V56
1 7 14 27 64 1 7 14 27
1) 3 5 1 3 0 0 4 2 0
2) 1 0 1 2 1 2 0 0 2
3) 21 14 1 0 0 14 6 0 0
Table 6.153: 2 · J2 < E7, p = 0 or p ∤ |H |
V133 V56
1 14a 14b 21a 21b 6a 6b 14c
1) 14 7 0 1 0 0 7 1
Permutations: (6a, 6b)(14a, 14b)(21a, 21b).
Table 6.154: 2 · J2 < E7, p = 7
V133 V56
1 14a 14b 21a 21b 6a 6b 14c
1) 14 0 7 0 1 0 7 1
Permutations: (6a, 6b)(14a, 14b)(21a, 21b).
Table 6.155: 2 · J2 < E7, p = 5
V133 V56
1 14a 21a 6 14b
1) 14 7 1 7 1
Outer automorphism fixes these isomorphism types.
Table 6.156: 2 · J2 < E7, p = 3
V133 V56
1 13a 13b 21a 21b 6a 6b 14
1) N 21 7 0 1 0 0 7 1
Permutations: (6a, 6b)(13a, 13b)(21a, 21b).
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Table 6.157: J2 < E7, p = 2
V133 V56
1 6a 6b 14a 14b 36 64a 64b 84 1 6a 6b 14a 14b 36
1) P 1 1 0 1 2 0 0 0 1 2 1 2 0 0 1
2) 15 1 0 0 8 0 0 0 0 2 1 8 0 0 0
3) N 11 3 8 0 4 0 0 0 0 4 0 4 0 2 0
4) N 3 2 2 0 3 0 0 1 0 4 2 2 0 2 0
5) N 35 14 0 1 0 0 0 0 0 20 6 0 0 0 0
Permutations: (6a, 6b)(14a, 14b)(64a, 64b).
Table 6.158: 2 · Ru < E7, p = 5
V133 V56
133 28 28∗
1) P 1 1 1
Table 6.159: 2 ·HS < E7, p = 5
V133 V56
133 28 28∗
1) P 1 1 1
6.3.3. Cross-characteristic Groups L2(q) (q 6= 4, 5, 9).
Table 6.160: L2(7) < E7, p = 0 or p ∤ |H |
V133 V56
1 3 3∗ 6a 7 8a 1 3 3∗ 6a 7 8a
1) P 0 1 1 6 5 7 0 2 2 0 4 2
2) 1 2 2 6 4 7 2 0 0 4 2 2
3) 2 3 3 6 3 7 0 2 2 0 4 2
4) 3 1 1 6 8 4 0 2 2 0 4 2
5) 3 4 4 6 2 7 4 2 2 4 0 2
6) 4 2 2 6 7 4 2 0 0 4 2 2
7) 5 0 0 2 4 11 0 1 1 6 2 0
8) 5 3 3 6 6 4 0 2 2 0 4 2
9) 6 4 4 6 5 4 4 2 2 4 0 2
10) 7 2 2 2 2 11 2 3 3 6 0 0
11) 8 0 0 2 7 8 0 1 1 6 2 0
12) 9 1 1 0 2 13 8 0 0 0 0 6
13) 10 2 2 2 5 8 2 3 3 6 0 0
14) 11 9 9 6 0 4 4 6 6 0 0 2
15) 12 1 1 0 5 10 8 0 0 0 0 6
16) 15 7 7 2 0 8 2 7 7 2 0 0
17) 21 1 1 0 14 1 14 0 0 0 6 0
18) 35 15 15 0 0 1 20 6 6 0 0 0
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Table 6.161: SL2(7) < E7, p = 0 or p ∤ |H |
V133 V56
1 3 3∗ 6a 7 8a 4 4∗ 6b 6c 8b
1) P 0 4 4 3 5 7 2 2 1 3 2
2) 3 4 4 3 8 4 2 2 1 3 2
3) 14 1 1 7 1 8 1 1 1 7 0
Permutations: (6b, 6c)
Table 6.162: L2(7) < E7, p = 3
V133 V56
1 3 3∗ 6 7 1 3 3∗ 6 7
1) P, N 7 1 1 6 12 2 2 2 0 6
2) N 8 2 2 6 11 4 0 0 4 4
3) P, N 9 3 3 6 10 2 2 2 0 6
4) N 10 4 4 6 9 6 2 2 4 2
5) N 15 9 9 6 4 6 6 6 0 2
6) N 16 0 0 2 15 0 1 1 6 2
7) N 18 2 2 2 13 2 3 3 6 0
8) N 22 1 1 0 15 14 0 0 0 6
9) N 23 7 7 2 8 2 7 7 2 0
10) N 36 15 15 0 1 20 6 6 0 0
Table 6.163: SL2(7) < E7, p = 3
V133 V56
1 3 3∗ 6a 7 4 4∗ 6b 6c
1) P, N 7 4 4 3 12 4 4 1 3
2) P, N 22 1 1 7 9 1 1 1 7
Permutations: (6b, 6c)
Table 6.164: L2(8) < E7, p = 0 or p ∤ |H |
V133 V56
1 7a 7b 7c 7d 8 9a 9b 9c 1 7a 7b 7c 7d 8 9a 9b 9c
1) 1 2 1 1 1 2 3 3 3 0 2 2 2 2 0 0 0 0
2) 1 2 1 1 1 2 3 3 3 2 0 0 0 0 0 2 2 2
3) 2 2 1 1 1 3 2 3 3 2 0 0 0 0 0 2 3 1
4) 3 1 1 3 2 0 3 3 3 0 2 2 3 1 0 0 0 0
5) 3 1 5 1 0 0 3 3 3 0 2 4 2 0 0 0 0 0
6) 3 2 1 1 1 4 0 4 3 4 0 0 0 0 2 0 2 2
7) 5 2 1 1 1 6 0 4 1 3 0 0 0 0 1 0 5 0
8) 6 5 1 1 1 1 0 4 3 6 2 0 0 0 0 0 2 2
9) 10 2 1 1 1 11 0 0 0 8 0 0 0 0 6 0 0 0
10) 13 5 1 1 1 8 0 0 0 10 2 0 0 0 4 0 0 0
11) 21 1 0 14 1 0 0 0 0 14 0 0 6 0 0 0 0 0
Permutations: (7b, 7c, 7d)(9a, 9b, 9c).
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Table 6.165: L2(8) < E7, p = 7
V133 V56
1 7a 7b 7c 7d 8 1 7a 7b 7c 7d 8
1) P, N 10 2 1 1 1 11 0 2 2 2 2 0
2) N 10 2 1 1 1 11 8 0 0 0 0 6
3) N 12 1 0 1 5 9 0 2 0 2 4 0
4) N 12 1 1 2 3 9 0 2 2 1 3 0
5) N 13 2 0 1 5 8 0 5 0 0 3 0
6) N 13 5 1 1 1 8 10 2 0 0 0 4
7) 21 1 0 1 14 0 14 0 0 0 6 0
Permutations: (7b, 7c, 7d).
Table 6.166: L2(8) < E7, p = 3
V133 V56
1 7 9a 9b 9c 1 7 9a 9b 9c
1) P, N 3 7 3 3 3 0 8 0 0 0
2) N 3 7 3 3 3 2 0 2 2 2
3) N 5 8 2 3 3 2 0 2 1 3
4) N 7 9 0 3 4 6 2 0 2 2
5) N 11 11 0 1 4 4 1 0 0 5
6) N 21 16 0 0 0 14 6 0 0 0
Permutations: (9a, 9b, 9c).
Table 6.167: L2(11) < E7, p = 0 or p ∤ |H |
V133 V56
1 5 5∗ 10a 10b 11 12a 12b 1 5 5∗ 10a 10b 11 12a 12b
1) 1 2 2 2 1 2 2 3 2 1 1 2 0 0 0 2
2) 2 0 0 4 2 1 2 3 2 1 1 2 0 0 0 2
3) 4 2 2 2 1 5 1 1 4 1 1 2 0 2 0 0
4) 5 0 0 4 2 4 1 1 4 1 1 2 0 2 0 0
5) 9 4 4 0 6 0 1 1 6 3 3 0 2 0 0 0
Permutations: (12a, 12b).
Table 6.168: SL2(11) < E7, p = 0 or p ∤ |H |
V133 V56
1 5 5∗ 10a 10b 11 12a 12b 6 6∗ 10c 10d 10e 12c 12d
1) P 0 1 1 3 0 3 2 3 1 1 0 1 1 2 0
2) 1 1 1 3 0 4 1 3 0 0 0 1 1 1 2
3) 3 1 1 3 0 6 1 1 3 3 0 1 1 0 0
4) 8 3 3 0 6 1 1 1 3 3 0 1 1 0 0
Permutations: (12a, 12b)(12c, 12d).
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Table 6.169: L2(11) < E7, p = 5
V133 V56
1 5 5∗ 10a 10b 11 1 5 5∗ 10a 10b 11
1) N 6 2 2 2 1 7 4 1 1 2 0 2
2) N 7 0 0 4 2 6 4 1 1 2 0 2
3) N 11 4 4 0 6 2 6 3 3 0 2 0
Table 6.170: SL2(11) < E7, p = 5
V133 V56
1 5 5∗ 10a 10b 11 6 6∗ 10c 10d 10e
1) P, N 5 1 1 0 3 8 3 3 0 1 1
2) N 10 3 3 6 0 3 3 3 0 1 1
Table 6.171: L2(11) < E7, p = 3
V133 V56
1 5 5∗ 10a 12a 12b 1 5 5∗ 10a 12a 12b
1) N 3 4 4 3 2 3 2 3 3 0 0 2
2) N 3 4 4 3 3 2 2 3 3 0 2 0
3) N 9 4 4 6 1 1 6 3 3 2 0 0
Table 6.172: SL2(11) < E7, p = 3
V133 V56
1 5 5∗ 10a 12a 12b 6 6∗ 10b 12c 12d
1) P, N 3 1 1 6 2 3 1 1 2 0 2
2) P, N 5 1 1 7 1 3 0 0 2 2 1
3) N 9 1 1 9 1 1 3 3 2 0 0
4) 9 9 9 1 1 1 3 3 2 0 0
Permutations: (12a, 12b)(12c, 12d). j
Table 6.173: L2(11) < E7, p = 2
V133 V56
1 5 5∗ 10 12a 12b 1 5 5∗ 10 12a 12b
1) N 3 1 1 6 2 3 2 1 1 2 0 2
2) N 3 4 4 3 2 3 2 1 1 2 0 2
3) N 5 2 2 6 1 3 0 0 0 2 2 1
4) P, N 5 5 5 3 1 3 0 0 0 2 2 1
5) N 9 4 4 6 1 1 6 3 3 2 0 0
6) N 9 7 7 3 1 1 6 3 3 2 0 0
Permutations: (12a, 12b).
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Table 6.174: L2(13) < E7, p = 0 or p ∤ |H |
V133 V56
1 7a 7b 12a 12b 12c 13 14a 14b 1 7a 7b 12a 13 14a 14b
1) 1 0 0 1 1 1 2 2 3 0 2 2 0 0 2 0
2) 1 0 0 1 1 1 2 2 3 2 0 0 0 2 0 2
3) 2 2 2 1 1 1 3 0 2 0 2 2 0 0 2 0
4) 2 2 2 1 1 1 3 0 2 2 0 0 0 2 0 2
5) 3 0 0 4 0 1 0 2 3 4 0 0 2 0 0 2
6) 3 0 5 0 0 0 3 1 3 0 0 4 0 0 2 0
7) 4 2 2 4 0 1 1 0 2 4 0 0 2 0 0 2
8) 21 0 14 0 0 0 0 1 0 14 0 6 0 0 0 0
Permutations: (7a, 7b), (12a, 12b, 12c).
Table 6.175: SL2(13) < E7, p = 0 or p ∤ |H |
V133 V56
1 7a 7b 12a,b 12c 13 14a 14b 6a 12d 12e 12f 14c 14d,e
1) P 0 0 2 1 1 1 1 4 1 1 1 1 1 0
2) P 0 1 1 1 1 1 1 4 0 0 0 0 2 1
3) 1 0 2 1 2 0 1 4 1 2 1 0 1 0
4) 1 2 4 1 1 2 0 2 1 1 1 1 1 0
5) 1 3 3 1 1 2 0 2 0 0 0 0 2 1
6) 2 2 4 1 2 1 0 2 1 2 1 0 1 0
7) 14 0 1 0 0 0 7 1 7 0 0 0 1 0
Permutations: (6a, 6b)(7a, 7b), (12a, 12b, 12c)(12d, 12e, 12f ).
12a and 12b occur with equal multiplicities, as do 14d and 14e.
Table 6.176: L2(13) < E7, p = 7
V133 V56
1 7a 7b 12 14a 14b 1 7a 7b 12 14a 14b
1) P, N 3 0 0 5 2 3 0 2 2 0 2 0
2) N 3 0 0 5 2 3 4 0 0 2 0 2
3) P, N 5 2 2 6 0 2 0 2 2 0 2 0
4) N 5 2 2 6 0 2 4 0 0 2 0 2
5) N 6 0 5 3 1 3 0 0 4 0 2 0
6) 21 0 14 0 1 0 14 0 6 0 0 0
Permutations: (7a, 7b).
Table 6.177: SL2(13) < E7, p = 7
V133 V56
1 7a 7b 12 14a 14b 6a 6b 14c 14d 14e
1) P, N 1 0 2 4 4 1 4 3 1 0 0
2) P, N 1 1 1 4 4 1 0 0 2 1 1
3) P, N 3 2 4 5 2 0 4 3 1 0 0
4) P, N 3 3 3 5 2 0 0 0 2 1 1
5) 14 0 1 0 1 7 7 0 1 0 0
Permutations: (7a, 7b)(6a, 6b).
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Table 6.178: L2(13) < E7, p = 3
V133 V56
1 7a 7b 12a 12b 12c 13 1 7a 7b 12a 12b 12c 13
1) P, N 4 2 2 1 1 1 5 0 4 4 0 0 0 0
2) N 4 2 2 1 1 1 5 4 0 0 0 0 0 4
3) N 6 1 6 0 0 0 6 0 2 6 0 0 0 0
4) N 6 2 2 0 4 1 3 6 0 0 0 2 0 2
5) 21 1 15 0 0 0 0 14 0 6 0 0 0 0
Permutations: (7a, 7b), (12a, 12b, 12c).
Table 6.179: SL2(13) < E7, p = 3
V133 V56
1 7a 7b 12a 12b 12c 13 6a 6b 12d 12e 12f 14
1) P, N 1 4 6 1 1 1 2 1 0 1 1 1 1
2) P, N 1 5 5 1 1 1 2 0 0 0 0 0 4
3) 2 6 4 2 1 1 1 0 1 1 2 0 1
4) N 21 1 2 0 0 0 7 7 0 0 0 0 1
Permutations: (6a, 6b)(7a, 7b), (12a, 12b, 12c)(12d, 12e, 12f ).
Table 6.180: L2(13) < E7, p = 2
V133 V56
1 6a 6b 12a 12b 12c 14 1 6a 6b 12a 12b 12c 14
1) 3 0 0 0 1 4 5 4 0 0 0 0 2 2
2) N 3 0 2 1 1 2 5 2 2 1 0 2 1 0
3) P, N 3 1 3 1 1 1 5 2 2 1 1 1 1 0
4) N 3 2 2 1 1 1 5 4 2 2 0 0 0 2
5) N 5 0 5 0 0 0 7 4 0 4 0 0 0 2
6) N 9 3 3 0 1 4 2 4 0 0 0 0 2 2
7) N 9 3 5 1 1 2 2 2 2 1 0 2 1 0
8) P, N 9 4 6 1 1 1 2 2 2 1 1 1 1 0
9) N 9 5 5 1 1 1 2 4 2 2 0 0 0 2
10) N 11 3 8 0 0 0 4 4 0 4 0 0 0 2
11) N 15 0 1 0 0 0 8 2 8 1 0 0 0 0
12) N 35 0 14 0 0 0 1 20 0 6 0 0 0 0
Permutations: (6a, 6b), (12a, 12b, 12c).
Table 6.181: L2(17) < E7, p = 0 or p ∤ |H |
V133 V56
1 9a 9b 16a 17 18a 18b 18c 1 9a 9b 16a 17 18a
1) 1 0 3 1 1 2 1 1 2 0 2 0 0 2
2) 3 0 3 1 3 0 1 1 2 2 4 0 0 0
3) 3 0 3 1 3 0 1 1 4 0 2 0 2 0
4) 6 0 3 4 0 0 1 1 6 0 2 2 0 0
Permutations: (9a, 9b).
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Table 6.182: L2(17) < E7, p = 3
V133 V56
1 9a 9b 16 18a 18b 18c 1 9a 9b 16 18a
1) N 2 0 3 2 2 1 1 2 0 2 0 2
2) N 6 0 3 4 0 1 1 2 2 4 0 0
3) N 6 0 3 4 0 1 1 6 0 2 2 0
Permutations: (9a, 9b).
Table 6.183: L2(17) < E7, p = 2
V133 V56
1 8a 8b 16a 1 8a 8b 16a
1) N 13 2 5 4 8 0 2 2
2) N 13 5 8 1 8 2 4 0
Permutations: (8a, 8b).
Table 6.184: L2(19) < E7, p = 0 or p ∤ |H |
V133 V56
1 9 9∗ 18a 18b 18c 18d 20b 20c 20d 1 9 9∗ 18a 18b
1) 1 1 1 0 2 1 0 1 1 1 2 1 1 0 2
2) 1 1 1 2 0 0 1 1 1 1 2 1 1 2 0
Table 6.185: SL2(19) < E7, p = 0 or p ∤ |H |
V133 V56
18b 18c 19 20b 20c 20d 10 10
∗ 18f 18g 18h 18i 20e
1) P 1 2 1 1 1 1 1 1 0 1 0 1 0
2) P 1 2 1 1 1 1 0 0 0 1 0 1 1
Permutation: (18b, 18c)(18f , 18g)(18h, 18i).
Table 6.186: L2(19) < E7, p = 5
V133 V56
1 9 9∗ 18a 20a 20b 20c 20d 1 9 9∗
1) 1 3 3 1 0 1 1 1 2 3 3
Table 6.187: SL2(19) < E7, p = 5
V133 V56
1 18a 20b 20c 20d 10 10
∗ 18b 20e
1) P, N 1 4 1 1 1 0 0 2 1
2) P, N 1 4 1 1 1 1 1 2 0
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Table 6.188: L2(19) < E7, p = 3
V133 V56
1 9 9∗ 18a 18b 18c 18d 19 1 9 9∗ 18a 18b
1) N 4 1 1 0 2 0 1 3 2 1 1 0 2
2) N 4 1 1 2 0 1 0 3 2 1 1 2 0
Table 6.189: SL2(19) < E7, p = 3
V133 V56
1 18b 18c 19 10 10
∗ 18e 18f 18g 18h 18i
1) P, N 3 1 2 4 1 1 0 0 1 0 1
2) P, N 3 2 1 4 1 1 0 1 0 1 0
Table 6.190: L2(19) < E7, p = 2
V133 V56
1 9 9∗ 18a 18b 20b 20c 20d 1 9 9∗ 18a 18b 20a
1) 1 0 0 1 3 1 1 1 0 1 1 1 0 1
2) 1 0 0 1 3 1 1 1 2 2 2 1 0 0
3) P, N 1 1 1 2 1 1 1 1 0 0 0 2 0 1
4) N 1 1 1 2 1 1 1 1 2 1 1 2 0 0
Table 6.191: L2(25) < E7, p = 0 or p ∤ |H |
V133 V56
1 25 26a 26b 26c 26d 26e 1 26a 26b
1) 3 0 3 0 0 1 1 4 2 0
2) 4 1 0 2 2 0 0 4 0 2
3) 4 1 2 0 2 0 0 4 2 0
Table 6.192: L2(25) < E7, p = 13
V133 V56
1 24 26a 26b 26c 26d 26e 1 26a 26e
1) 3 0 3 0 1 1 0 4 2 0
2) 5 1 0 2 0 0 2 4 0 2
3) 5 1 2 2 0 0 0 4 2 0
Table 6.193: L2(25) < E7, p = 3
V133 V56
1 13a 13b 25 26 1 13a 13b 25
1) 4 2 2 1 2 4 2 2 0
2) N 6 0 0 3 2 6 0 0 2
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Table 6.194: L2(25) < E7, p = 2
V133 V56
1 12a 12b 26 1 26
1) 3 0 0 5 4 2
2) N 9 3 3 2 4 2
Table 6.195: L2(27) < E7, p = 0 or p ∤ |H |
V133 V56
1 26a 26b 26c 26d 26e 26f 1 26c 26d 26e
1) 3 0 1 0 3 0 1 4 0 2 0
2) 3 1 0 0 0 3 1 4 0 0 2
3) 3 1 1 3 0 0 0 4 2 0 0
Table 6.196: SL2(27) < E7, p = 0 or p ∤ |H |
V133 V56
1 26c 26d 26e 27 28a 14 14
∗ 28g 28h
1) P 0 1 1 1 1 1 0 0 1 1
2) 1 1 1 1 2 0 2 2 0 0
Permutations: (28a, 28b, . . . , 28f )(28g , 28h, . . . , 28l).
Table 6.197: L2(27) < E7, p = 13
V133 V56
1 26a 26b 26c 26d 26e 26f 1 26d 26e 26f
1) 3 0 1 1 0 3 0 4 0 2 0
Permutations: (26a, 26b, 26c)(26d, 26e, 26f ).
Table 6.198: SL2(27) < E7, p = 13
V133 V56
1 26c 26e 26f 27 14 14
∗
1) P, N 1 1 1 1 2 2 2
Table 6.199: L2(27) < E7, p = 7
V133 V56
1 13 13∗ 26a 1 13 13∗
1) N 3 3 3 2 4 2 2
Table 6.200: SL2(27) < E7, p = 7
V133 V56
1 26a 28a 14 14
∗ 28g 28h
1) P, N 1 4 1 0 0 1 1
2) P, N 3 5 0 2 2 0 0
Permutations: (28a, 28b, . . . , 28f )(28g , 28h, . . . , 28l).
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Table 6.201: L2(27) < E7, p = 2
V133 V56
1 13 13∗ 26a 26b 26c 28a 1 13 13∗ 26c 28d 28f
1) P, N 1 1 1 1 1 1 1 0 0 0 0 1 1
2) 3 0 0 0 1 4 0 4 0 0 2 0 0
3) N 3 2 2 1 1 1 0 4 2 2 0 0 0
Permutations: (26a, 26b, 26c), (28a, 28b, 28c, 28d, 28e, 28f ).
Table 6.202: SL2(29) < E7, p = 0 or p ∤ |H |
V133 V56
15a 15b 28b 28c 30a 30b 30c 28i 28j 28k 28l
1) P 0 1 0 1 1 1 1 1 0 1 0
Permutations: (15a, 15b), (28a, 28b)(28i, 28j)(28k, 28l).
Table 6.203: SL2(29) < E7, p = 7
V133 V56
15a 15b 28b 28c 28k 28l 28m 28n
1) P 3 4 0 1 1 0 1 0
Permutations: (15a, 15b), (28k, 28l)(28m, 28n).
Table 6.204: SL2(29) < E7, p = 5
V133 V56
15a 15b 28b 30a 30b 30c 28c
1) P 0 1 1 1 1 1 2
Permutations: (15a, 15b).
Table 6.205: SL2(29) < E7, p = 3
V133 V56
15a 15b 28b 28c 30a 30d 30e 28d 28e
1) P 0 1 0 1 1 1 1 2 0
Permutations: (15a, 15b), (28b, 28c)(28d, 28e).
Table 6.206: L2(29) < E7, p = 2
V133 V56
1 14a 14b 28b 28c 30a 30b 30c 28d 28e 28f 28g
1) P 1 0 1 0 1 1 1 1 1 0 1 0
Permutations: (14a, 14b), (28b, 28c)(28d, 28e)(28f , 28g).
112 6. TABLES OF FEASIBLE CHARACTERS
Table 6.207: SL2(37) < E7, p = 0 or p ∤ |H |
V133 V56
19a 19b 38c 38d 38e 18b 18b 38i 38j 38k
1) P 0 1 1 1 1 0 1 0 0 1
Permutations: (18a, 18b), (19a, 19b), (38i, 38j , 38k).
Table 6.208: SL2(37) < E7, p = 19
V133 V56
19a 19b 38a 38c 38g 18a 18b 38i 38l 38m
1) P 0 1 1 1 1 0 1 0 0 1
Permutations: (18a, 18b), (19a, 19b), (38i, 38l, 38m).
Table 6.209: SL2(37) < E7, p = 3
V133 V56
19a 19b 18b 38
1) P r 7− r 1 1
where r = 1, . . . , 7.
Permutations: (18a, 18b).
Table 6.210: L2(37) < E7, p = 2
V133 V56
1 18a 38b 38c 38d 1 18a 18b 38a
1) P 1 1 1 1 1 0 0 1 1
2) P 1 1 1 1 1 2 0 3 0
3) P 1 1 1 1 1 2 1 2 0
Permutations: (18a, 18b).
6.3.4. Cross-characteristic Groups ≇ L2(q).
Table 6.211: L3(3) < E7, p = 0 or p ∤ |H |
V133 V56
1 13 16a 16b 26a 26b 27 39 1 12 16a 26a 27
1) 1 0 0 0 1 1 2 0 2 0 0 0 2
2) 2 1 0 2 0 0 2 0 0 2 1 0 0
3) 2 1 1 1 0 0 2 0 2 0 0 0 2
4) 3 0 0 0 3 1 0 0 4 0 0 2 0
5) 3 0 0 2 0 0 1 1 0 2 1 0 0
6) 3 0 1 1 0 0 1 1 2 0 0 0 2
7) 4 1 1 1 2 0 0 0 4 0 0 2 0
16∗a, 16
∗
b and 26
∗
b occur with the same multiplicities as their duals.
Permutations: (16a, 16b)(16
∗
a, 16
∗
b ).
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Table 6.212: L3(3) < E7, p = 13
V133 V56
1 11 13 16 26a 26b (26b)
∗ 39 1 11 16 26a
1) N 1 2 0 2 1 1 1 0 2 2 2 0
2) N 2 2 1 6 0 0 0 0 2 2 2 0
3) 3 0 0 0 3 1 1 0 4 0 0 2
4) 3 1 0 5 0 0 0 1 2 2 2 0
5) 4 0 1 4 2 0 0 0 4 0 0 2
Table 6.213: L3(3) < E7, p = 2
V133 V56
1 12 16a (16a)
∗ 16b (16b)∗ 26 1 12 16b (16b)∗ 26
1) N 3 0 0 0 0 0 5 4 0 0 0 2
2) N 5 1 2 2 0 0 2 0 2 1 1 0
3) N 5 1 1 1 1 1 2 4 0 0 0 2
Permutations: (16a, 16b)(16
∗
a, 16
∗
b ).
Table 6.214: 2 · L3(4) < E7, p = 0 or p ∤ |H |
Note that although L3(4) has Schur multiplier C3 × C4 × C4, all double-covers of L3(4)
are isomorphic.
V133 V56
35b 35c 63a 63b 28a 28b
1) P 1 1 0 1 0 2
2) P 1 1 1 0 2 0
Table 6.215: 2 · L3(4) < E7, p = 7
V133 V56
35a 35b 63a 63b 28a 28b
1) P 1 1 0 1 0 2
2) P 1 1 1 0 2 0
Table 6.216: 2 · L3(4) < E7, p = 5
V133 V56
35a 35c 63 28
1) P 1 1 1 2
Table 6.217: 2 · L3(4) < E7, p = 3
V133 V56
1 15a 15b 15c 19 63a 63b 6 10 10
∗ 22a 22b
1) P, N 2 1 0 1 2 0 1 2 0 0 0 2
2) P, N 2 1 0 1 2 1 0 2 0 0 2 0
3) 9 0 7 0 1 0 0 6 1 1 0 0
15b =
∧2(6).
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Table 6.218: L4(3) < E7, p = 2
V133 V56
1 26a 26b 1 26a 26b
1) 3 1 4 4 0 2
2) 3 4 1 4 2 0
Table 6.219: U3(3) < E7, p = 0 or p ∤ |H |
Here, the duals of 7b, 21b, 28 and 32 also occur, with the same multiplicity.
V133
1 6 7a 7b 14 21a 21b 27 28 32
1) P 0 0 0 0 0 0 1 1 0 1
2) P 0 0 1 0 1 0 1 1 0 1
3) 1 0 0 0 1 0 2 0 0 1
4) 1 0 0 0 1 0 2 0 0 1
5) 1 0 2 1 0 0 1 1 1 0
6) 2 0 1 1 0 0 2 0 1 0
7) 2 0 1 1 0 0 2 0 1 0
8) 3 0 5 0 1 0 3 0 0 0
9) 6 6 0 2 3 0 0 1 0 0
10) 14 0 0 0 7 0 0 1 0 0
11) 21 0 14 0 1 0 0 0 0 0
V56
1 6 7a 7b 14 21a 21b 27 28
1) 0 0 0 0 0 0 0 0 1
2) 0 0 0 1 0 0 1 0 0
3) 0 0 2 0 0 2 0 0 0
4) 2 0 0 0 0 0 0 2 0
5) 0 0 0 1 0 0 1 0 0
6) 0 0 2 0 0 2 0 0 0
7) 2 0 0 0 0 0 0 2 0
8) 0 0 4 0 2 0 0 0 0
9) 4 4 0 0 2 0 0 0 0
10) 0 7 0 1 0 0 0 0 0
11) 14 0 6 0 0 0 0 0 0
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Table 6.220: U3(3) < E7, p = 7
Here, the duals of 7b, 21b and 28 also occur, with the same multiplicity.
V133
1 6 7a 7b 14 21a 21b 26 28
1) P, N 1 2 0 0 0 0 1 3 0
2) P, N 1 2 1 0 1 1 0 3 0
3) 2 0 2 1 0 1 0 1 1
4) P, N 3 2 0 0 1 0 0 4 0
5) N 3 2 0 0 1 0 0 4 0
6) N 4 0 1 1 0 0 0 2 1
7) N 4 0 1 1 0 0 0 2 1
8) N 6 0 5 0 1 0 0 3 0
9) 6 6 0 2 3 1 0 0 0
10) 14 0 0 0 7 1 0 0 0
11) 21 0 14 0 1 0 0 0 0
V56
1 6 7a 7b 14 21a 21b 26 28
1) 0 0 0 0 0 0 0 0 1
2) 0 0 0 1 0 0 1 0 0
3) 0 0 0 1 0 0 1 0 0
4) 0 0 2 0 0 2 0 0 0
5) 4 0 0 0 0 0 0 2 0
6) 0 0 2 0 0 2 0 0 0
7) 4 0 0 0 0 0 0 2 0
8) 0 0 4 0 2 0 0 0 0
9) 4 4 0 0 2 0 0 0 0
10) 0 7 0 1 0 0 0 0 0
11) 14 0 6 0 0 0 0 0 0
Table 6.221: U3(8) < E7, p 6= 2
V133 V56
133a 133b 133c 56
1) P 1 0 0 1
Permutations: (133a, 133b, 133c).
Table 6.222: U4(2) < E7, p = 0 or p ∤ |H |
V133 V56
1 5 5∗ 6 10 10∗ 15b 20 24 1 5 5∗ 6 10 10∗ 15b
1) 4 0 0 4 2 2 3 1 0 2 0 0 4 0 0 2
2) 8 0 0 0 0 0 7 1 0 0 0 0 6 1 1 0
3) 9 4 4 0 3 3 0 0 1 6 3 3 0 1 1 0
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Table 6.223: U4(2) < E7, p = 5
V133 V56
1 5 5∗ 6 10 10∗ 15b 20 23 1 5 5∗ 6 10 10∗ 15b
1) 4 0 0 4 2 2 3 1 0 2 0 0 4 0 0 2
2) 8 0 0 0 0 0 7 1 0 0 0 0 6 1 1 0
3) 10 4 4 0 3 3 0 0 1 6 3 3 0 1 1 0
Table 6.224: Sp6(2) < E7, p = 0 or p ∤ |H |
V133 V56
1 7 21a 27 35b 7 21a
1) 1 2 1 1 2 2 2
Table 6.225: Sp6(2) < E7, p = 7
V133 V56
1 7 21a 26 35b 7 21a
1) 2 2 1 1 2 2 2
Table 6.226: Sp6(2) < E7, p = 5
V133 V56
1 7 21a 27 35b 7 21a
1) 1 2 1 1 2 2 2
Table 6.227: Sp6(2) < E7, p = 3
V133 V56
1 7 21 27 35 7 21
1) 1 2 1 1 2 2 2
Table 6.228: Ω+8 (2) < E7, p 6= 2
V133 V56
28 35a 35b 35c 28
1) P 1 1 1 1 2
Table 6.229: 3D4(2) < E7, p 6= 2, 3
V133 V56
1 26 52 1 26
1) 3 3 1 4 2
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Table 6.230: 3D4(2) < E7, p = 3
V133 V56
1 25 52 1 25
1) N 6 3 1 6 2
Table 6.231: 2F4(2)
′ < E7, p 6= 2, 3, 5
V133 V56
1 27 27∗ 78 1 27 27∗
1) 1 1 1 1 2 1 1
Table 6.232: 2F4(2)
′ < E7, p = 5
V133 V56
1 27 27∗ 78 1 27 27∗
1) N 1 1 1 1 2 1 1
Table 6.233: 2F4(2)
′ < E7, p = 3
V133 V56
1 27 27∗ 77 1 27 27∗
1) 2 1 1 1 2 1 1
Table 6.234: 2B2(8) < E7, p = 5
V133 V56
14 14∗ 35a 35b 35c 14 14∗
1) P 1 1 1 1 1 1 1
6.4. E8
6.4.1. Alternating Groups.
Each group in the following table has a unique feasible character on L(E8(K)):
Table 6.235: Altn < E8, n ≥ 10, unique feasible character
n p Factors Notes
17 2 12/118/128a Permutation: (128a, 128b)
16 2 12/142/64/64∗/90 P, N
15 2 12/142/64/64∗/90
14 2 18/124/64a/64
2
b 64a is a section of
∧2 12. N
13 2 18/124/322a/32
2
b/64
12 2 116/106/164/(16∗)4/44 N
11 11 36/44/842 P
2 116/106/164/(16∗)4/44
10 p 6= 2, 3, 5 9/35/36/842 P
3 1/9/34/36/842 P
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Table 6.236: Alt10 < E8, p = 5
1 8 28 35a 35b 35c 56
1) P, N 1 2 3 1 0 0 2
2) 3 0 5 1 1 1 0
Table 6.237: Alt10 < E8, p = 2
1 8 16 26 48 64a 64b 198
1) 2 0 0 0 1 0 0 1
2) N 4 2 0 2 1 1 1 0
3) N 4 2 1 2 2 0 1 0
4) P, N 8 5 0 4 2 0 0 0
5) N 16 1 1 8 0 0 0 0
6) N 30 8 8 1 0 0 0 0
Permutations: (64a, 64b).
Table 6.238: Alt9 < E8, p = 0 or p ∤ |H |
1 8 27 28 35a 35b 56
1) 1 3 1 3 0 0 2
2) 3 1 1 5 1 1 0
Table 6.239: Alt9 < E8, p = 7
1 8 19 28 35a 35b 56
1) 1 4 1 3 0 0 2
2) 3 2 1 5 1 1 0
Table 6.240: Alt9 < E8, p = 5
1 8 21 27 28 35a 35b 56 134
1) 1 2 2 1 1 0 0 0 1
2) 1 3 0 1 3 0 0 2 0
3) 3 1 0 1 5 1 1 0 0
Table 6.241: Alt9 < E8, p = 3
1 7 21 27 35
1) P, N 4 6 5 1 2
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Table 6.242: Alt9 < E8, p = 2
1 8a 8b 8c 20 20
∗ 26 48 78
1) P, N 2 2 1 1 1 1 0 2 1
2) N 4 0 0 0 1 1 0 1 2
3) P, N 4 0 0 1 2 2 0 0 2
4) P, N 4 2 2 3 1 1 2 2 0
5) P, N 4 2 3 3 2 2 2 1 0
6) P, N 6 0 0 3 1 1 2 1 1
7) P, N 6 0 2 2 2 2 2 0 1
8) P, N 8 0 2 4 1 1 4 1 0
9) P, N 8 0 2 5 2 2 4 0 0
10) N 8 5 0 0 0 0 4 2 0
11) N 16 1 1 1 0 0 8 0 0
12) 30 8 8 8 0 0 1 0 0
Permutations: (8b, 8c).
Table 6.243: Alt8 < E8, p = 0 or p ∤ |H |
1 7 14 20 21a 28 35 64 70
1) 3 1 0 1 0 3 0 1 1
2) 3 2 1 0 0 4 1 0 1
3) 4 7 0 1 5 0 2 0 0
21a =
∧2 7.
Table 6.244: Alt8 < E8, p = 7
1 7 14 19 21a 28 35 45 70
1) 3 2 1 0 0 4 1 0 1
2) N 4 1 0 2 0 3 0 1 1
3) 5 7 0 1 5 0 2 0 0
21a =
∧2 7.
Table 6.245: Alt8 < E8, p = 5
1 7 13 20 21a 21b 35 43 70
1) 3 4 0 1 0 4 0 1 1
2) 3 4 0 1 1 3 0 1 1
3) 4 6 1 0 0 4 1 0 1
4) 4 7 0 1 5 0 2 0 0
21a =
∧2 7.
Table 6.246: Alt8 < E8, p = 3
1 7 13 21 28 35
1) N 4 3 1 0 5 2
2) N 4 8 1 5 0 2
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Table 6.247: Alt7 < E8, p = 0 or p ∤ |H |
1 6 10 10∗ 14a 14b 15 21 35
1) P 0 0 1 1 2 0 4 0 4
2) 1 0 2 2 1 2 4 0 3
3) 2 0 3 3 0 4 4 0 2
4) 2 1 0 0 5 4 2 4 0
5) 2 1 0 0 2 7 2 4 0
6) 2 2 0 0 5 4 3 3 0
7) 2 2 0 0 2 7 3 3 0
8) 4 1 0 0 5 4 0 2 2
9) 4 1 0 0 2 7 0 2 2
10) 4 2 0 0 5 4 1 1 2
11) 4 2 0 0 2 7 1 1 2
12) 5 1 1 1 4 6 0 2 1
13) 5 2 1 1 4 6 1 1 1
14) 11 13 2 2 1 0 7 0 0
14a is a section of 6⊗ 6.
Table 6.248: Alt7 < E8, p = 7
1 5 10 14a 14b 21 35
1) P 0 0 8 0 4 2 2
2) P 0 2 7 1 2 1 3
3) P 0 4 6 2 0 0 4
4) P, N 1 2 9 0 4 1 2
5) P, N 1 4 8 1 2 0 3
6) P, N 2 3 0 3 5 4 1
7) P, N 2 3 0 6 2 4 1
8) P, N 2 4 10 0 4 0 2
9) N 3 3 2 2 7 4 0
10) N 3 3 2 5 4 4 0
11) P, N 3 5 1 3 5 3 1
12) P, N 3 5 1 6 2 3 1
13) P, N 4 5 3 2 7 3 0
14) P, N 4 5 3 5 4 3 0
15) 5 1 0 2 7 2 2
16) 5 1 0 5 4 2 2
17) 6 1 2 4 6 2 1
18) N 6 3 1 2 7 1 2
19) N 6 3 1 5 4 1 2
20) N 7 3 3 4 6 1 1
21) N 15 2 2 1 0 9 0
22) N 24 20 11 1 0 0 0
14a is a section of 5⊗ 5.
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Table 6.249: Alt7 < E8, p = 5
1 6 8 10 10∗ 13 15 35
1) P 0 0 4 1 1 2 2 4
2) P 0 1 3 1 1 1 3 4
3) P 0 2 2 1 1 0 4 4
4) P 0 4 12 4 4 1 0 1
5) 2 0 2 1 1 0 0 6
6) N 3 0 2 2 2 3 3 3
7) N 3 1 1 2 2 2 4 3
8) N 3 3 11 5 5 3 0 0
9) P, N 3 7 14 0 0 7 0 0
10) 5 0 0 2 2 1 1 5
11) N 6 0 0 3 3 4 4 2
12) P, N 6 6 9 0 0 8 2 0
13) P, N 6 7 8 0 0 7 3 0
14) N 8 6 7 0 0 6 0 2
15) N 8 7 6 0 0 5 1 2
16) P, N 9 3 6 0 0 11 2 0
17) P, N 9 4 5 0 0 10 3 0
18) N 11 3 4 0 0 9 0 2
19) N 11 4 3 0 0 8 1 2
20) N 11 5 6 1 1 8 0 1
21) N 11 6 5 1 1 7 1 1
22) 11 14 1 2 2 0 7 0
23) 28 0 25 1 1 0 0 0
Table 6.250: Alt7 < E8, p = 3
1 6 10 10∗ 13 15 1 6 10 10∗ 13 15
1) P, N 10 0 5 5 6 4 2) P, N 11 5 0 0 9 6
3) N 12 13 2 2 1 7 4) P, N 17 3 2 2 11 2
Table 6.251: Alt7 < E8, p = 2
1 4 4∗ 6 14 20 1 4 4∗ 6 14 20
1) P, N 8 1 1 0 8 6 2) P, N 8 1 1 1 9 5
3) P, N 8 1 1 2 10 4 4) P, N 8 4 4 4 6 5
5) P, N 8 4 4 5 7 4 6) P, N 8 4 4 6 8 3
7) N 8 7 7 8 4 4 8) N 8 7 7 9 5 3
9) N 8 7 7 10 6 2 10) N 18 2 2 9 0 8
11) N 18 2 2 10 1 7 12) N 18 2 2 17 8 0
13) 46 16 16 9 0 1 14) 46 16 16 10 1 0
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Table 6.252: Alt6 < E8, p = 0 or p ∤ |H |
1 5a 5b 8a 8b 9 10 1 5a 5b 8a 8b 9 10
1) P 0 0 0 6 6 8 8 2) P 0 0 6 4 4 6 10
3) P 0 2 2 7 7 4 8 4) P 0 3 3 4 4 6 10
5) 1 1 4 6 6 4 9 6) 1 2 2 5 10 3 8
7) 1 2 5 3 3 6 11 8) 1 7 7 6 6 9 0
9) 2 0 0 7 7 6 8 10) 2 0 6 5 5 4 10
11) 2 1 1 4 4 8 10 12) 2 1 4 4 9 3 9
13) 2 3 3 5 5 4 10 14) 2 4 4 2 2 6 12
15) 2 6 9 5 5 9 1 16) 3 0 0 5 10 5 8
17) 3 0 3 3 3 8 11 18) 3 0 6 3 8 3 10
19) 3 2 5 4 4 4 11 20) 3 3 3 3 8 3 10
21) 3 5 5 6 6 11 0 22) 3 5 11 4 4 9 2
23) 3 7 7 7 7 7 0 24) 3 8 8 4 4 9 2
25) 4 1 1 5 5 6 10 26) 4 2 2 2 2 8 12
27) 4 2 5 2 7 3 11 28) 4 4 4 3 3 4 12
29) 4 4 7 5 5 11 1 30) 4 6 9 6 6 7 1
31) 4 7 7 5 10 6 0 32) 4 7 10 3 3 9 3
33) 5 0 3 4 4 6 11 34) 5 1 1 3 8 5 10
35) 5 3 9 4 4 11 2 36) 5 4 4 1 6 3 12
37) 5 5 5 7 7 9 0 38) 5 5 11 5 5 7 2
39) 5 6 6 4 4 11 2 40) 5 6 9 4 9 6 1
41) 5 8 8 5 5 7 2 42) 5 9 9 2 2 9 4
43) 6 0 3 2 7 5 11 44) 6 2 2 3 3 6 12
45) 6 4 7 6 6 9 1 46) 6 5 5 5 10 8 0
47) 6 5 8 3 3 11 3 48) 6 5 11 3 8 6 2
49) 6 7 10 4 4 7 3 50) 6 8 8 3 8 6 2
51) 7 2 2 1 6 5 12 52) 7 3 9 5 5 9 2
53) 7 4 7 4 9 8 1 54) 7 6 6 5 5 9 2
55) 7 7 7 2 2 11 4 56) 7 7 10 2 7 6 3
57) 7 9 9 3 3 7 4 58) 8 0 0 0 20 0 8
59) 8 3 9 3 8 8 2 60) 8 5 8 4 4 9 3
61) 8 6 6 3 8 8 2 62) 8 9 9 1 6 6 4
63) 9 5 8 2 7 8 3 64) 9 7 7 0 20 1 0
65) 9 7 7 3 3 9 4 66) 10 7 7 1 6 8 4
67) 11 0 0 4 4 17 2 68) 11 5 5 0 20 3 0
69) 13 0 0 5 5 15 2 70) 13 1 1 2 2 17 4
71) 13 5 5 11 11 1 0 72) 14 0 0 3 8 14 2
73) 14 4 7 10 10 1 1 74) 15 1 1 3 3 15 4
75) 15 3 9 9 9 1 2 76) 15 6 6 9 9 1 2
77) 16 1 1 1 6 14 4 78) 16 5 8 8 8 1 3
79) 17 7 7 7 7 1 4 80) 21 0 0 9 9 7 2
81) 23 1 1 7 7 7 4 82) 24 0 21 0 0 1 11
83) 28 0 0 0 25 0 2
Permutations: (5a, 5b), (8a, 8b).
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Table 6.253: Alt6 < E8, p = 5
1 5a 5b 8 10 1 5a 5b 8 10
1) P, N 4 2 2 18 8 2) P, N 5 1 4 16 9
3) P, N 6 0 6 14 10 4) P, N 6 3 3 14 10
5) P, N 7 2 5 12 11 6) P, N 8 0 0 20 8
7) P, N 8 4 4 10 12 8) P, N 10 1 1 16 10
9) P, N 10 7 7 21 0 10) P, N 11 0 3 14 11
11) P, N 11 6 9 19 1 12) N 12 2 2 12 12
13) P, N 12 5 11 17 2 14) P, N 12 8 8 17 2
15) P, N 13 7 10 15 3 16) P, N 14 5 5 23 0
17) N 14 9 9 13 4 18) P, N 15 4 7 21 1
19) P, N 16 3 9 19 2 20) P, N 16 6 6 19 2
21) N 17 5 8 17 3 22) N 18 7 7 15 4
23) 20 0 24 1 10 24) 25 0 21 1 11
25) N 28 0 0 25 2 26) N 30 1 1 21 4
Permutations: (5a, 5b).
Table 6.254: Alt5 < E8, p = 0 or p ∤ |H |
1 3a 3b 4 5 1 3a 3b 4 5
1) P 0 14 14 16 20 2) 2 15 15 14 20
3) 3 13 18 13 20 4) 3 14 14 19 17
5) 5 15 15 17 17 6) 6 13 18 16 17
7) 6 14 14 22 14 8) 8 6 6 16 28
9) 8 8 28 8 20 10) 8 15 15 20 14
11) 9 13 18 19 14 12) 10 7 7 14 28
13) 10 19 19 6 20 14) 11 5 10 13 28
15) 11 6 6 19 25 16) 11 8 28 11 17
17) 13 7 7 17 25 18) 13 19 19 9 17
19) 14 5 10 16 25 20) 14 6 6 22 22
21) 14 8 28 14 14 22) 16 0 20 8 28
23) 16 7 7 20 22 24) 16 19 19 12 14
25) 17 5 10 19 22 26) 18 11 11 6 28
27) 19 0 20 11 25 28) 20 10 35 2 17
29) 21 11 11 9 25 30) 22 0 20 14 22
31) 23 10 35 5 14 32) 24 11 11 12 22
33) 28 0 50 0 14 34) 28 2 27 2 25
35) 31 2 27 5 22 36) 35 6 6 43 1
37) 37 7 7 41 1 38) 38 5 10 40 1
39) 43 0 20 35 1 40) 45 11 11 33 1
41) 52 2 27 26 1 42) 78 0 55 0 1
Permutations: (3a, 3b).
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Table 6.255: Alt5 < E8, p = 3
1 3a 3b 4 1 3a 3b 4
1) P, N 20 14 14 36 2) P, N 22 15 15 34
3) P, N 23 18 13 33 4) N 28 28 8 28
5) N 30 19 19 26 6) P, N 36 6 6 44
7) N 37 35 10 19 8) P, N 38 7 7 42
9) P, N 39 10 5 41 10) N 42 50 0 14
11) N 44 20 0 36 12) N 46 11 11 34
13) N 53 27 2 27 14) 79 55 0 1
Permutations: (3a, 3b).
6.4.2. Sporadic Groups.
Table 6.256: M11 < E8, p = 0 or p ∤ |H |
1 10a 11 16 16
∗ 45 55
1) 9 0 6 4 4 1 0
2) 10 0 5 4 4 0 1
3) 15 6 0 4 4 1 0
Table 6.257: M11 < E8, p = 11
1 9 10 10∗ 11 16 44 55
1) P 0 2 3 3 0 1 1 2
2) P, N 2 3 0 0 1 2 4 0
3) P, N 3 4 0 0 2 0 3 1
4) P, N 4 6 4 4 0 0 0 2
5) 9 1 1 1 6 9 0 0
6) 10 0 0 0 5 8 0 1
7) N 21 7 1 1 0 9 0 0
Table 6.258: M11 < E8, p = 5
1 10a 11 16 16
∗ 45 55
1) 3 1 0 0 0 4 1
2) N 4 0 0 2 2 4 0
3) N 7 1 7 2 2 2 0
4) N 8 1 6 2 2 1 1
5) N 9 0 6 4 4 1 0
6) N 9 1 5 2 2 0 2
7) N 10 0 5 4 4 0 1
8) N 14 7 0 2 2 1 1
9) N 15 6 0 4 4 1 0
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Table 6.259: M11 < E8, p = 3
1 5 5∗ 10a 10b (10b)∗ 24 45
1) P 0 0 0 2 0 0 2 4
2) P, N 1 2 2 0 1 1 3 3
3) P, N 2 2 2 0 2 2 4 2
4) P, N 4 5 5 5 0 0 6 0
5) P, N 4 7 7 3 0 0 6 0
6) N 23 4 4 6 4 4 0 1
7) N 23 10 10 0 4 4 0 1
8) N 24 10 10 0 5 5 1 0
Table 6.260: M11 < E8, p = 2
1 10 16 16∗ 44
1) N 14 3 5 5 1
2) N 16 6 4 4 1
3) N 18 9 3 3 1
Table 6.261: M12 < E8, p = 5
1 11a 16 16
∗ 78
1) 8 6 3 3 1
Permutations: (11a, 11b).
Table 6.262: M12 < E8, p = 2
1 10 16 16∗ 44
1) N 16 6 4 4 1
Table 6.263: J1 < E8, p = 11
1 7 14 27 64 77a
1) 1 0 3 0 2 1
2) 6 13 5 3 0 0
3) 8 0 1 6 1 0
4) 52 26 1 0 0 0
77a is a section of
∧2 14.
Table 6.264: J2 < E8, p = 2
1 6a 6b 14a 14b 36 64a 64b 84
1) 2 1 0 1 3 1 1 0 1
2) N 4 2 2 0 4 1 0 2 0
3) N 8 3 4 1 2 2 0 0 1
4) N 14 6 6 0 7 0 0 1 0
5) N 16 8 8 1 1 3 0 0 0
6) N 22 3 16 0 8 0 0 0 0
7) N 78 0 26 0 1 0 0 0 0
Permutations: (6a, 6b)(14a, 14b)(64a, 64b).
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Table 6.265: J3 < E8, p = 2
80 84 84∗
1) P 1 1 1
6.266: Th < E8, p = 3. Irreducible on V248. P
6.4.3. Cross-characteristic Groups L2(q) (q 6= 4, 5, 9).
Table 6.267: L2(7) < E8, p = 0 or p ∤ |H |
1 3 3∗ 6 7 8 1 3 3∗ 6 7 8
1) P 0 5 5 6 10 14 2) 2 7 7 6 8 14
3) 3 0 0 14 7 14 4) 3 5 5 6 13 11
5) 5 2 2 14 5 14 6) 5 7 7 6 11 11
7) 6 0 0 14 10 11 8) 6 5 5 6 16 8
9) 8 2 2 14 8 11 10) 8 7 7 6 14 8
11) 9 0 0 14 13 8 12) 11 2 2 14 11 8
13) 14 8 8 14 2 11 14) 17 8 8 14 5 8
15) 22 21 21 6 0 8 16) 28 1 1 0 2 25
17) 31 1 1 0 5 22 18) 52 1 1 0 26 1
19) 78 27 27 0 0 1
Table 6.268: L2(7) < E8, p = 3
1 3 3∗ 6 7 1 3 3∗ 6 7
1) P, N 14 5 5 6 24 2) P, N 16 7 7 6 22
3) P, N 17 0 0 14 21 4) N 19 2 2 14 19
5) N 25 8 8 14 13 6) N 30 21 21 6 8
7) N 53 1 1 0 27 8) 79 27 27 0 1
Table 6.269: L2(8) < E8, p = 0 or p ∤ |H |
1 7a 7b 7c 7d 8 9a 9b 9c
1) P 0 3 5 5 5 4 3 3 4
2) P 0 6 3 5 4 4 3 3 4
3) 1 3 5 5 5 5 3 3 3
4) 1 4 5 5 5 3 3 3 4
5) 1 6 3 5 4 5 3 3 3
6) 2 2 4 8 6 2 3 3 4
7) 2 2 5 6 7 2 3 3 4
8) 2 3 5 5 5 6 1 2 5
9) 2 4 5 5 5 4 3 3 3
10) 2 5 2 8 5 2 3 3 4
11) 2 6 3 5 4 6 1 2 5
12) 3 2 4 8 6 3 3 3 3
13) 3 2 5 6 7 3 3 3 3
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14) 3 4 5 5 5 5 1 2 5
15) 3 5 2 8 5 3 3 3 3
16) 3 6 5 5 5 1 3 3 4
17) 4 2 4 8 6 4 1 2 5
18) 4 2 5 6 7 4 1 2 5
19) 4 5 2 8 5 4 1 2 5
20) 4 6 5 5 5 2 3 3 3
21) 4 7 2 2 11 0 3 3 4
22) 5 0 1 1 1 3 7 7 8
23) 5 6 5 5 5 3 1 2 5
24) 5 7 2 2 11 1 3 3 3
25) 6 0 1 1 1 4 7 7 7
26) 6 5 0 13 5 0 3 3 3
27) 6 5 4 5 9 0 3 3 3
28) 6 7 2 2 11 2 1 2 5
29) 7 0 1 1 1 5 2 12 6
30) 7 0 1 1 1 5 5 6 9
31) 7 2 1 1 1 1 7 7 8
32) 7 5 0 13 5 1 1 2 5
33) 7 5 4 5 9 1 1 2 5
34) 8 2 1 1 1 2 7 7 7
35) 8 12 0 11 1 0 1 2 5
36) 9 2 1 1 1 3 2 12 6
37) 9 2 1 1 1 3 5 6 9
38) 10 1 0 1 5 0 7 7 7
39) 11 1 0 1 5 1 2 12 6
40) 11 1 0 1 5 1 5 6 9
41) 12 0 1 1 1 10 0 8 7
42) 12 0 1 1 1 10 0 14 1
43) 14 2 1 1 1 8 0 8 7
44) 14 2 1 1 1 8 0 14 1
45) 16 1 0 1 5 6 0 8 7
46) 16 1 0 1 5 6 0 14 1
47) 21 9 1 1 1 1 0 8 7
48) 21 9 1 1 1 1 0 14 1
49) 27 0 1 1 1 25 0 0 0
50) 29 2 1 1 1 23 0 0 0
51) 31 1 0 1 5 21 0 0 0
52) 36 9 1 1 1 16 0 0 0
53) 52 1 0 26 1 0 0 0 0
Permutations: (7b, 7c, 7d), (9a, 9b, 9c).
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Table 6.270: L2(8) < E8, p = 7
1 7a 7b 7c 7d 8 1 7a 7b 7c 7d 8
1) P, N 10 3 5 5 5 14 2) P, N 10 6 3 4 5 14
3) P, N 11 4 5 5 5 13 4) N 12 2 4 6 8 12
5) N 12 2 5 7 6 12 6) N 12 5 2 5 8 12
7) N 13 6 5 5 5 11 8) N 14 7 2 2 11 10
9) N 14 7 2 11 2 10 10) N 15 5 0 5 13 9
11) N 15 5 4 9 5 9 12) N 16 12 0 1 11 8
13) N 20 13 5 5 5 4 14) N 27 0 1 1 1 25
15) N 29 2 1 1 1 23 16) N 31 1 0 5 1 21
17) N 36 9 1 1 1 16 18) 52 1 0 1 26 0
Permutations: (7b, 7c, 7d).
Table 6.271: L2(8) < E8, p = 3
1 7 9a 9b 9c 1 7 9a 9b 9c
1) P, N 4 22 3 3 4 2) P, N 6 23 3 3 3
3) N 8 6 7 7 8 4) P, N 8 24 1 5 2
5) N 10 7 7 7 7 6) N 12 8 2 6 12
7) N 12 8 5 9 6 8) N 22 13 0 1 14
9) N 22 13 0 7 8 10) N 52 28 0 0 0
Permutations: (9a, 9b, 9c).
Table 6.272: L2(11) < E8, p = 0 or p ∤ |H |
1 5 5∗ 10a 10b 11 12a 12b
1) P 0 2 2 0 4 4 6 6
2) 1 0 0 2 5 3 6 6
3) 2 2 2 0 4 6 5 5
4) 3 0 0 2 5 5 5 5
5) 3 2 2 0 4 7 2 7
6) 4 0 0 2 5 6 2 7
7) 7 1 1 1 9 1 5 5
8) 7 1 1 9 1 1 5 5
9) 7 4 4 6 1 1 5 5
10) 8 1 1 1 9 2 2 7
11) 8 1 1 9 1 2 2 7
12) 8 2 2 8 2 0 5 5
13) 8 4 4 6 1 2 2 7
14) 8 8 8 2 2 0 5 5
15) 9 2 2 8 2 1 2 7
16) 9 8 8 2 2 1 2 7
17) 10 2 2 0 4 14 1 1
18) 11 0 0 2 5 13 1 1
19) 15 1 1 1 9 9 1 1
20) 15 1 1 9 1 9 1 1
21) 15 4 4 6 1 9 1 1
22) 16 2 2 8 2 8 1 1
23) 16 8 8 2 2 8 1 1
24) 24 10 10 0 10 0 1 1
Permutations: (12a, 12b).
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Table 6.273: L2(11) < E8, p = 5
1 5 5∗ 10a 10b 11 1 5 5∗ 10a 10b 11
1) P, N 12 2 2 0 4 16 2) P, N 13 0 0 2 5 15
3) N 17 1 1 1 9 11 4) N 17 1 1 9 1 11
5) N 17 4 4 6 1 11 6) N 18 2 2 8 2 10
7) N 18 8 8 2 2 10 8) N 26 10 10 0 10 2
Table 6.274: L2(11) < E8, p = 3
1 5 5∗ 10 12a 12b 1 5 5∗ 10 12a 12b
1) P, N 4 2 2 8 6 6 2) 4 10 10 0 6 6
3) P, N 8 2 2 10 5 5 4) N 8 10 10 2 5 5
5) P, N 10 2 2 11 7 2 6) N 10 10 10 3 7 2
7) N 24 2 2 18 1 1 8) N 24 10 10 10 1 1
Table 6.275: L2(11) < E8, p = 2
1 5 5∗ 10 12a 12b 1 5 5∗ 10 12a 12b
1) 4 0 0 10 6 6 2) P, N 4 3 3 7 6 6
3) P, N 4 6 6 4 6 6 4) N 8 2 2 10 5 5
5) P, N 8 5 5 7 5 5 6) P, N 8 8 8 4 5 5
7) N 10 3 3 10 7 2 8) P, N 10 6 6 7 7 2
9) P, N 10 9 9 4 7 2 10) N 24 10 10 10 1 1
11) P, N 24 13 13 7 1 1 12) P, N 24 16 16 4 1 1
Table 6.276: L2(13) < E8, p = 0 or p ∤ |H |
1 7a 7b 12a 12b 12c 13 14a 14b
1) P 0 1 1 2 3 3 2 6 2
2) 1 1 1 3 3 3 1 6 2
3) 1 3 3 2 3 3 3 4 1
4) 2 1 1 1 5 4 0 6 2
5) 2 2 2 0 1 1 2 8 4
6) 2 3 3 3 3 3 2 4 1
7) 2 5 5 2 3 3 4 2 0
8) 3 2 2 1 1 1 1 8 4
9) 3 3 3 1 5 4 1 4 1
10) 3 4 4 0 1 1 3 6 3
11) 3 5 5 3 3 3 3 2 0
12) 4 0 0 0 1 1 4 2 10
13) 4 4 4 1 1 1 2 6 3
14) 4 5 5 1 5 4 2 2 0
15) 4 6 6 0 1 1 4 4 2
16) 5 0 0 1 1 1 3 2 10
17) 5 2 2 0 1 1 5 0 9
18) 5 6 6 1 1 1 3 4 2
19) 6 0 13 0 0 0 3 5 3
20) 6 2 2 1 1 1 4 0 9
21) 7 0 0 0 1 1 7 2 7
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22) 8 0 0 1 1 1 6 2 7
23) 8 2 2 0 1 1 8 0 6
24) 9 2 2 1 1 1 7 0 6
25) 14 0 0 0 1 8 0 2 7
26) 15 2 2 0 1 8 1 0 6
27) 52 0 26 0 0 0 0 1 0
Permutations: (7a, 7b), (12a, 12b, 12c).
Table 6.277: L2(13) < E8, p = 7
1 7a 7b 12 14a 14b 1 7a 7b 12 14a 14b
1) P, N 2 1 1 10 6 2 2) N 4 2 2 4 8 4
3) P, N 4 3 3 11 4 1 4) N 6 4 4 5 6 3
5) P, N 6 5 5 12 2 0 6) N 8 0 0 6 2 10
7) N 8 6 6 6 4 2 8) N 9 0 13 3 5 3
9) N 9 13 0 3 5 3 10) N 10 2 2 7 0 9
11) N 14 0 0 9 2 7 12) N 16 2 2 10 0 6
13) 52 0 26 0 1 0 14) 52 26 0 0 1 0
Table 6.278: L2(13) < E8, p = 3
1 7a 7b 12a 12b 12c 13
1) P, N 2 7 7 2 3 3 4
2) N 3 7 7 3 3 3 3
3) N 4 7 7 1 4 5 2
4) N 6 10 10 0 1 1 6
5) N 7 10 10 1 1 1 5
6) N 9 5 18 0 0 0 6
7) N 14 2 2 0 1 1 14
8) N 15 2 2 1 1 1 13
9) N 21 2 2 0 8 1 7
10) 52 1 27 0 0 0 0
Permutations: (7a, 7b), (12a, 12b, 12c).
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Table 6.279: L2(13) < E8, p = 2
1 6a 6b 12a 12b 12c 14
1) 4 1 1 1 5 4 8
2) N 4 2 2 3 3 3 8
3) P, N 4 3 3 2 3 3 8
4) N 8 3 3 1 1 1 12
5) N 8 4 4 0 1 1 12
6) N 10 4 4 1 5 4 5
7) N 10 5 5 3 3 3 5
8) P, N 10 6 6 2 3 3 5
9) 14 0 0 0 1 8 9
10) N 14 6 6 1 1 1 9
11) N 14 7 7 0 1 1 9
12) N 16 0 13 0 0 0 11
13) N 16 2 2 2 3 10 2
14) N 16 7 7 1 5 4 2
15) N 16 8 8 3 3 3 2
16) P, N 16 9 9 2 3 3 2
18) N 20 3 3 0 1 8 6
19) N 20 9 9 1 1 1 6
20) N 20 10 10 0 1 1 6
21) N 22 3 16 0 0 0 8
23) N 78 0 26 0 0 0 1
Permutations: (6a, 6b), (12a, 12b, 12c).
Table 6.280: L2(16) < E8, p = 0 or p ∤ |H |
1 15a 15b 15c 15d 15e 15f 15g 15h 16 17a,b,c 17d,e,f,g
1) P 0 0 2 1 1 1 2 3 2 0 0 1
2) P 0 2 2 2 1 1 2 1 1 0 0 1
3) P 0 1 2 1 2 1 2 1 2 0 0 1
4) 1 0 2 1 1 1 2 3 2 1 1 0
5) 1 1 1 2 1 1 2 2 2 1 1 0
6) 1 1 2 1 2 1 2 1 2 1 1 0
7) 2 0 0 3 1 1 1 4 3 0 1 0
8) 2 0 3 3 2 2 1 1 1 0 1 0
Permutations: (15a, 15b, . . . , 15h).
17a, 17b and 17c occur with equal multiplicities, as do 17d, 17e, 17f and 17g .
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Table 6.281: L2(16) < E8, p = 17
1 15 17a 17b 17c 17d 17e 17f 17g
1) P 0 12 0 0 0 1 1 1 1
2) P 2 13 1 1 1 0 0 0 0
3) 10 0 0 3 3 4 4 0 0
4) 10 0 1 0 6 3 4 0 0
5) 10 0 1 1 2 1 4 1 4
6) 10 0 8 0 0 1 3 2 0
7) 10 0 8 1 2 1 2 0 0
8) 10 0 8 3 3 0 0 0 0
9) 12 1 7 1 1 1 1 1 1
Permutations: (17b, 17c)(17d, 17e, 17f , 17g).
Table 6.282: L2(16) < E8, p = 5
1 15a 15b 15c 15d 15e 15f 15g 15h 16 17
1) P 0 1 2 1 1 2 2 2 1 0 4
2) P 0 1 2 1 2 1 2 1 2 0 4
3) P 0 2 3 2 1 1 1 2 0 0 4
4) 3 1 2 1 2 1 2 1 2 3 1
5) 3 1 2 2 2 1 1 2 1 3 1
6) 3 2 3 2 1 1 1 2 0 3 1
7) 4 3 0 1 1 1 2 2 3 2 1
8) 4 3 4 1 1 1 3 0 0 2 1
9) 5 1 4 2 0 1 4 2 0 1 1
10) 5 3 0 0 5 1 3 1 1 1 1
11) 5 3 2 2 0 2 2 0 3 1 1
Permutations: (15a, 15b, . . . , 15h).
Table 6.283: L2(16) < E8, p = 3
1 15a 15b 15c 15d 15e 15f 15g 15h 16 17a 17b
1) P 0 0 1 3 2 1 2 1 2 0 2 2
2) P 0 1 1 2 1 1 2 2 2 0 2 2
3) P 0 1 2 1 2 1 2 1 2 0 2 2
4) 2 0 1 3 2 1 2 1 2 2 1 1
5) 2 1 1 2 1 1 2 2 2 2 1 1
6) 2 1 2 1 2 1 2 1 2 2 1 1
7) 3 0 1 3 3 1 0 1 4 1 1 1
8) 3 0 2 1 3 2 1 3 1 1 1 1
9) 4 0 0 3 2 2 3 2 2 0 1 1
10) 4 0 1 1 0 1 5 3 3 0 1 1
11) 4 0 1 4 2 0 1 4 2 0 1 1
Permutations: (15a, 15b, . . . , 15h).
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Table 6.284: L2(17) < E8, p = 0 or p ∤ |H |
1 9a 9b 16a 16b 16c 16d 17 18a 18b 18c
1) P 0 0 1 0 2 2 2 1 1 3 3
2) P 0 0 1 3 0 2 1 1 1 3 3
3) 1 0 1 1 2 2 2 0 1 3 3
4) 7 1 8 1 0 0 0 0 6 1 1
5) 8 0 7 1 0 0 0 1 6 1 1
6) 10 4 11 1 0 0 0 3 0 1 1
7) 14 0 7 1 0 0 0 7 0 1 1
8) 21 0 7 8 0 0 0 0 0 1 1
Permutations: (9a, 9b), (16b, 16c, 16d).
Table 6.285: L2(17) < E8, p = 3
1 9a 9b 16 18a 18b 18c
1) P, N 1 0 1 7 1 3 3
2) 7 1 8 1 6 1 1
3) N 9 0 7 2 6 1 1
4) N 13 4 11 4 0 1 1
5) N 21 0 7 8 0 1 1
Permutations: (9a, 9b).
Table 6.286: L2(17) < E8, p = 2
1 8a 8b 16a 16b 16c 16d
1) N 16 3 4 2 1 6 2
2) N 16 5 6 3 2 2 2
3) N 16 7 8 1 2 2 2
4) P, N 16 8 9 0 2 2 2
5) P, N 16 8 9 3 0 1 2
6) N 32 2 9 8 0 0 0
7) N 32 9 16 1 0 0 0
Permutations: (8a, 8b), (16b, 16c, 16d).
Table 6.287: L2(19) < E8, p = 0 or p ∤ |H |
1 9 9∗ 18a 18b 18c 18d 19 20a 20b 20c 20d
1) P 0 1 1 0 0 2 2 2 0 1 3 2
2) P 0 1 1 0 0 2 2 2 3 1 1 1
3) 1 0 0 0 1 3 2 1 0 1 3 2
4) 1 0 0 0 1 3 2 1 3 1 1 1
5) 1 1 1 0 0 2 2 3 2 1 1 1
6) 2 0 0 0 1 3 2 2 2 1 1 1
7) 3 1 1 0 0 2 2 5 0 1 1 1
8) 4 0 0 0 1 3 2 4 0 1 1 1
9) 8 3 3 0 6 1 0 0 0 1 1 1
Permutations: (18a, 18b)(18c, 18d), (20b, 20c, 20d).
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Table 6.288: L2(19) < E8, p = 5
1 9 9∗ 18a 20a 20b 20c 20d
1) P, N 2 1 1 6 0 1 2 3
2) P, N 2 1 1 6 3 1 1 1
3) P, N 4 1 1 7 2 1 1 1
4) P, N 8 1 1 9 0 1 1 1
5) N 8 9 9 1 0 1 1 1
Permutations: (20b, 20c, 20d).
Table 6.289: L2(19) < E8, p = 3
1 9 9∗ 18a 18b 18c 18d 19
1) P, N 6 1 1 0 0 2 2 8
2) N 7 0 0 0 1 3 2 7
3) N 11 3 3 0 6 1 0 3
Permutations: (18a, 18b)(18c, 18d).
Table 6.290: L2(19) < E8, p = 2
1 9 9∗ 18a 18b 20a 20b 20c 20d
1) 2 0 0 1 6 0 1 3 2
2) 2 0 0 1 6 3 1 1 1
3) N 2 1 1 3 3 0 1 3 2
4) N 2 1 1 3 3 3 1 1 1
5) P, N 2 3 3 2 2 0 1 3 2
6) P, N 2 3 3 2 2 3 1 1 1
7) N 4 1 1 1 6 2 1 1 1
8) N 4 2 2 3 3 2 1 1 1
9) P, N 4 4 4 2 2 2 1 1 1
10) N 8 3 3 1 6 0 1 1 1
11) N 8 4 4 3 3 0 1 1 1
12) P, N 8 6 6 2 2 0 1 1 1
Permutations: (18a, 18b), (20b, 20c, 20d).
Table 6.291: L2(25) < E8, p = 0 or p ∤ |H |
1 24a 24b 24c 24d 24e 24f 25 26a 26b 26c 26d 26e
1) P 0 0 1 1 2 1 1 0 0 0 0 2 2
2) P 0 1 0 2 1 1 1 0 0 0 0 2 2
3) P 0 1 1 0 1 1 2 0 0 0 0 2 2
4) P 0 1 1 1 0 2 1 0 0 0 0 2 2
5) P 0 1 1 1 1 1 1 0 0 0 0 2 2
6) P 0 1 2 1 1 0 1 0 0 0 0 2 2
7) P 0 2 1 1 1 1 0 0 0 0 0 2 2
8) 14 0 0 0 0 0 0 0 7 0 0 1 1
9) 15 0 0 0 0 0 0 1 0 6 2 0 0
10) 15 0 0 0 0 0 0 1 6 0 2 0 0
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Table 6.292: L2(25) < E8, p = 13
1 24 26a 26b 26c 26d 26e
1) P 0 6 0 0 2 2 0
2) 14 0 7 0 1 1 0
3) 16 1 0 2 0 0 6
4) 16 1 6 2 0 0 0
Table 6.293: L2(25) < E8, p = 3
1 13a 13b 24a 24b 24c 24d 24e 24f 25 26
1) P 0 0 0 0 1 1 1 1 2 0 4
2) 15 6 6 0 0 0 0 0 0 1 2
3) N 21 0 0 0 0 0 0 0 0 7 2
Permutations: (24a, 24b, . . . , 24f ).
Table 6.294: L2(25) < E8, p = 2
1 12a 12b 24a 24b 24c 24d 24e 24f 26
1) P 0 0 0 0 1 1 1 1 2 4
2) P 0 0 0 1 1 1 1 1 1 4
3) N 6 2 2 0 1 2 2 0 2 1
4) N 6 3 3 1 1 1 1 1 1 1
5) N 6 3 3 1 1 1 1 2 0 1
6) N 10 2 7 0 0 0 0 0 0 5
7) 14 0 0 0 0 0 0 0 0 9
8) N 16 5 10 0 0 0 0 0 0 2
9) N 20 3 3 0 0 0 0 0 0 6
Permutations: (12a, 12b), (24a, 24b, . . . , 24f ).
Table 6.295: L2(27) < E8, p = 0, 13 or p ∤ |H |
1 26a 26b 26c 26d 26e 26f
1) 14 0 1 1 0 0 7
Permutations: (26a, 26b, 26c)(26d, 26e, 26f ).
Table 6.296: L2(27) < E8, p = 7
1 13 13∗ 26
1) N 14 7 7 2
Table 6.298: L2(29) < E8, p = 0 or p ∤ |H |
15a 15b 28a 28b 28c 28d 28e 28f 28g 29 30a 30b 30c
1) P 0 1 1 1 1 1 0 0 0 0 1 1 2
2) P 1 2 1 1 1 1 0 0 0 0 1 1 1
Permutations: (15a, 15b), (30a, 30b, 30c), (15a, 15e)(15b, 15f )(15c, 15g)(15d, 15h).
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Table 6.297: L2(27) < E8, p = 2
1 13 13∗ 26a 26b 26c 28a 28b 28c 28d 28e 28f
1) 2 0 0 1 1 1 0 2 1 1 1 1
2) 2 0 0 1 1 1 1 1 1 1 1 1
3) N 2 1 1 0 1 1 0 2 1 1 1 1
4) N 2 1 1 0 1 1 1 1 1 1 1 1
5) N 4 1 1 1 1 1 0 0 0 0 4 1
6) N 4 1 1 1 1 1 0 0 2 0 2 1
7) N 4 2 2 0 1 1 0 0 0 0 4 1
8) N 4 2 2 0 1 1 0 0 2 0 2 1
9) 14 0 0 0 1 8 0 0 0 0 0 0
10) N 14 6 6 1 1 1 0 0 0 0 0 0
11) N 14 7 7 0 1 1 0 0 0 0 0 0
Permutations: (26a, 26b, 26c), (28a, 28b, . . . , 28f ).
Table 6.299: L2(29) < E8, p = 7
1 15a 15b 28a 28b 28c 28d 28e 28f 28g 29
1) P 0 4 5 1 1 1 0 0 0 0 1
2) 1 4 5 0 0 0 1 1 1 1 0
Permutations: (15a, 15b).
Table 6.300: L2(29) < E8, p = 5
1 15a 15b 28a 28b 30a 30b 30c
1) 1 0 1 0 4 1 1 2
2) P 1 0 1 3 1 1 1 2
3) 1 0 3 0 4 1 1 1
4) P 1 0 3 3 1 1 1 1
5) 1 1 2 0 4 1 1 1
6) P 1 1 2 3 1 1 1 1
Permutations: (15a, 15b), (30a, 30b, 30c).
Table 6.301: L2(29) < E8, p = 3
1 15a 15b 28a 28b 28c 30a 30b 30c
1) 1 0 1 0 2 2 1 1 2
2) P, N 1 0 1 2 1 1 1 1 2
3) 1 1 2 0 2 2 1 1 1
4) P, N 1 1 2 2 1 1 1 1 1
Permutations: (15a, 15b), (30a, 30b, 30c).
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Table 6.302: L2(29) < E8, p = 2
1 14a 14b 28a 28b 28c 28d 28e 28f 28g 30a 30b 30c
1) 2 0 1 0 0 0 1 1 1 1 1 1 2
2) P, N 2 1 2 1 1 1 0 0 0 0 1 1 2
3) 4 0 1 0 0 1 2 0 2 0 1 1 1
4) 4 0 1 1 0 1 0 2 1 0 1 1 1
5) N 4 2 1 0 0 0 1 1 1 1 1 1 1
6) P 4 3 2 1 1 1 0 0 0 0 1 1 1
Permutations: (14a, 14b), (30a, 30b, 30c), (28b, 28c)(28d, 28e, 28f , 28g).
Table 6.303: L2(31) < E8, p = 0 or p ∤ |H |
1 15 15∗ 30a 30b 30c 31 32a 32b 32c 32d 32e 32f 32g
1) P 0 0 0 0 2 2 0 0 0 0 1 1 1 1
2) P 0 0 0 2 1 1 0 0 0 0 1 1 1 1
3) P 0 1 1 1 0 2 0 0 0 0 1 1 1 1
4) P 0 1 1 1 1 1 0 0 0 0 1 1 1 1
5) P 0 1 1 1 2 0 0 0 0 0 1 1 1 1
6) 1 0 0 0 2 2 1 1 1 1 0 0 0 0
7) 1 0 0 2 1 1 1 1 1 1 0 0 0 0
8) 1 1 1 1 0 2 1 1 1 1 0 0 0 0
9) 1 1 1 1 1 1 1 1 1 1 0 0 0 0
10) 1 1 1 1 2 0 1 1 1 1 0 0 0 0
Table 6.304: L2(31) < E8, p = 5
1 15 15∗ 30a 30b 30c 31 32
1) P 0 0 0 0 2 2 0 4
2) P 0 0 0 2 1 1 0 4
3) P 0 1 1 1 0 2 0 4
4) P 0 1 1 1 1 1 0 4
5) P 0 1 1 1 2 0 0 4
6) 3 0 0 0 2 2 3 1
7) 3 0 0 2 1 1 3 1
8) 3 1 1 1 0 2 3 1
9) 3 1 1 1 1 1 3 1
10) 3 1 1 1 2 0 3 1
11) 5 2 2 2 1 1 1 1
12) 5 3 3 1 1 1 1 1
13) 6 0 0 5 1 1 0 1
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Table 6.305: L2(31) < E8, p = 3
1 15 15∗ 30a 30b 30c 31 32a 32b
1) P 0 0 0 0 2 2 0 2 2
2) P 0 0 0 2 1 1 0 2 2
3) P 0 1 1 1 0 2 0 2 2
4) P 0 1 1 1 1 1 0 2 2
5) P 0 1 1 1 2 0 0 2 2
6) 2 0 0 0 2 2 2 1 1
7) 2 0 0 2 1 1 2 1 1
8) 2 1 1 1 0 2 2 1 1
9) 2 1 1 1 1 1 2 1 1
10) 2 1 1 1 2 0 2 1 1
11) 4 2 2 2 1 1 0 1 1
12) 4 3 3 1 1 1 0 1 1
Table 6.306: L2(31) < E8, p = 2
1 15 15∗ 32a 32b 32c 32d 32e 32f 32g
1) P 0 4 4 0 0 0 1 1 1 1
2) P 2 5 5 1 1 1 0 0 0 0
Table 6.307: L2(32) < E8, p = 0, 31 or p ∤ |H |
31a 31b 31c 31d 31f 31g 31k 31l
1) P 1 1 1 1 1 1 1 1
Permutations: (31a, 31b, . . . , 31e)(31f , 31g , . . . , 31j)(31k, 31l, . . . , 31o).
Outer automorphism group induces this permutation. Elements of order 3 have Brauer
character value −2 on 31a, . . . , 31e, and 1 on the rest.
Table 6.308: L2(32) < E8, p = 11
31a 31b
1) P 1 7
2) P 4 4
Elements of order 3 have Brauer character value −2 on 31a, and 1 on 31b.
Table 6.309: L2(32) < E8, p = 3
31a 31b 31c 31d 31e
1) P 3 0 1 1 3
2) P 2 2 1 2 1
Permutations: (31a, 31b, 31c, 31d, 31e).
These modules are all conjugate by an outer automorphism.
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Table 6.310: L2(37) < E8, p = 2
1 18a 18b 38a 38b 38c 38d
1) 2 0 1 0 1 3 2
2) 2 0 1 3 1 1 1
3) N 4 0 3 2 1 1 1
4) N 4 1 2 2 1 1 1
5) N 8 0 7 0 1 1 1
6) N 8 1 6 0 1 1 1
7) N 8 2 5 0 1 1 1
8) N 8 3 4 0 1 1 1
Permutations: (18a, 18b), (38b, 38c, 38d).
Table 6.311: L2(41) < E8, p = 0, 3 or p ∤ |H |
40c 40d 42f 42g 42h 42i
1) P 1 1 1 1 1 1
Permutations: (40b, 40c, 40d).
Table 6.312: L2(41) < E8, p = 7
40a 42f 42g 42h 42i
1) P 2 1 1 1 1
Table 6.313: L2(41) < E8, p = 5
40c 40d 42
1) P 1 1 4
Permutations: (40b, 40c, 40d).
Table 6.314: L2(41) < E8, p = 2
1 20a 20b 40a 40b 40c 40d 40f 40h 40j 42a 42b
1) P 0 0 0 0 0 1 1 0 0 0 2 2
2) 4 0 2 0 0 0 0 1 1 1 1 1
3) 4 0 2 0 1 1 1 0 0 0 1 1
4) 4 0 4 0 0 1 1 0 0 0 1 1
5) 4 1 1 0 0 0 0 1 1 1 1 1
6) 4 1 1 0 1 1 1 0 0 0 1 1
7) 4 1 3 0 0 1 1 0 0 0 1 1
8) 4 2 2 0 0 1 1 0 0 0 1 1
Permutations: (20a, 20b), (40b, 40c, 40d), (40e, 40f )(40g , 40h)(40i, 40j).
Table 6.315: L2(49) < E8, p = 0 or p ∤ |H |
48a 50f 50g 50i 50j
1) P 1 1 1 1 1
Permutations: (48a, 48b).
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Table 6.316: L2(49) < E8, p = 5
48 50f 50g 50h 50i
1) P 1 1 1 1 1
Table 6.317: L2(49) < E8, p = 3
48a 50b 50c
1) P 1 2 2
Permutations: (48a, 48b).
Table 6.318: L2(49) < E8, p = 2
1 24a 24b 48a 48b 50
1) P 0 0 0 1 0 4
2) 6 1 1 1 2 1
3) 6 3 3 1 0 1
Permutations: (48a, 48b).
Table 6.319: L2(61) < E8, p = 0, 31 or p ∤ |H |
62g 62h 62i 62j
1) P 1 1 1 1
Table 6.320: L2(61) < E8, p = 5
62a
1) P 4
Table 6.321: L2(61) < E8, p = 3
62b 62e
1) P 2 2
Table 6.322: L2(61) < E8, p = 2
1 30a 30b 62a 62b 62c 62d 62e 62f 62g
1) P 0 0 0 0 0 0 1 1 1 1
2) 2 2 0 1 1 1 0 0 0 0
3) 2 1 1 1 1 1 0 0 0 0
4) 2 0 2 1 1 1 0 0 0 0
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6.4.4. Cross-characteristic Groups ≇ L2(q).
Table 6.323: L3(3) < E8, p = 0 or p ∤ |H |
1 12 13 16a (16a)
∗ 16b (16b)∗ 26a 26b (26b)∗ 27 39
1) P 0 0 1 0 0 0 0 1 2 2 1 2
2) P 0 2 0 0 0 0 0 4 0 0 3 1
3) 1 0 0 0 0 0 0 1 2 2 0 3
4) 1 0 2 0 0 0 0 3 2 2 0 1
5) 1 0 2 1 1 1 1 0 1 1 1 2
6) 2 0 1 1 1 1 1 0 1 1 0 3
7) 2 0 3 1 1 1 1 2 1 1 0 1
8) 3 0 4 2 2 2 2 1 0 0 0 1
9) 4 4 0 1 1 1 1 1 1 1 2 0
10) 5 4 1 2 2 2 2 0 0 0 2 0
11) 6 4 0 2 2 2 2 0 0 0 1 1
12) 8 0 0 0 0 0 0 1 1 1 6 0
13) 9 0 1 1 1 1 1 0 0 0 6 0
14) 10 0 0 1 1 1 1 0 0 0 5 1
15) 14 0 0 0 0 0 0 7 1 1 0 0
16) 15 0 1 1 1 1 1 6 0 0 0 0
Table 6.324: L3(3) < E8, p = 13
1 11 13 16 26a 26b (26b)
∗ 39
1) P 0 1 1 1 1 2 2 2
2) 1 0 0 0 1 2 2 3
3) 1 0 2 0 3 2 2 1
4) 1 1 2 5 0 1 1 2
5) 2 0 1 4 0 1 1 3
6) 2 0 3 4 2 1 1 1
7) P, N 2 5 0 3 4 0 0 1
8) 3 0 4 8 1 0 0 1
9) N 8 6 0 6 1 1 1 0
10) N 9 6 1 10 0 0 0 0
11) N 10 5 0 9 0 0 0 1
12) 14 0 0 0 7 1 1 0
13) 15 0 1 4 6 0 0 0
Table 6.325: L3(3) < E8, p = 2
1 12 16a (16a)
∗ 16b (16b)∗ 26
1) N, P 4 3 0 0 0 0 8
2) N, P 6 4 1 1 1 1 5
3) N 8 5 2 2 2 2 2
4) N 14 0 0 0 0 0 9
5) N 16 1 1 1 1 1 6
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Table 6.326: L3(5) < E8, p 6= 2, 5
124a 124b
1) P 1 1
Table 6.327: L3(5) < E8, p = 2
1 30 124a 124b
1) P 0 0 0 2
2) 4 4 1 0
Table 6.328: L4(3) < E8, p = 2
1 26a 26b 38 208a 208b
1) 2 0 0 1 0 1
2) 2 0 0 1 1 0
3) 14 1 8 0 0 0
4) 14 8 1 0 0 0
6.329: L4(5) < E8, p = 2. Irreducible on V248. P
Table 6.330: U3(3) < E8, p = 0 or p ∤ |H |
1 6 7a 7b (7b)
∗ 14 21a 21b (21b)∗ 27 28 28∗ 32 32∗
1) 1 0 0 0 0 3 1 0 0 0 1 1 2 2
2) 2 0 1 0 0 0 1 1 1 0 2 2 1 1
3) 2 0 1 1 1 2 1 0 0 0 2 2 1 1
4) 3 0 0 0 0 0 0 1 1 1 2 2 1 1
5) 3 0 1 2 2 1 1 2 2 1 0 0 1 1
6) 3 0 2 2 2 1 1 0 0 0 3 3 0 0
7) 4 0 4 0 0 1 4 0 0 2 0 0 1 1
8) 4 0 2 3 3 0 1 2 2 1 1 1 0 0
9) 5 0 5 1 1 0 4 0 0 2 1 1 0 0
10) 6 0 13 0 0 5 0 0 0 3 0 0 0 0
11) 8 0 0 0 0 1 0 0 0 6 0 0 1 1
12) 9 0 1 1 1 0 0 0 0 6 1 1 0 0
13) 17 14 0 2 2 7 1 0 0 0 0 0 0 0
14) 52 0 26 0 0 1 0 0 0 0 0 0 0 0
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Table 6.331: U3(3) < E8, p = 7
1 6 7a 7b (7b)
∗ 14 21a 21b (21b)∗ 26 28 28∗
1) P, N 1 2 0 0 0 0 3 1 1 5 0 0
2) P, N 1 4 0 0 0 3 1 0 0 4 1 1
3) N 2 2 1 0 0 0 1 1 1 2 2 2
4) N 2 2 1 1 1 2 1 0 0 2 2 2
5) 3 0 2 2 2 1 1 0 0 0 3 3
6) N 4 2 0 0 0 0 0 1 1 3 2 2
7) N 4 2 1 2 2 1 1 2 2 3 0 0
8) 5 0 2 3 3 0 1 2 2 1 1 1
9) N 6 2 4 0 0 1 4 0 0 4 0 0
10) N 7 0 5 1 1 0 4 0 0 2 1 1
11) N 9 0 13 0 0 5 0 0 0 3 0 0
12) N 14 2 0 0 0 1 0 0 0 8 0 0
13) N 15 0 1 1 1 0 0 0 0 6 1 1
14) 17 14 0 2 2 7 1 0 0 0 0 0
15) 52 0 26 0 0 1 0 0 0 0 0 0
Table 6.332: U3(8) < E8, p 6= 2, 3
1 56 57 57∗ 133a 133b 133c
1) 1 0 1 1 0 0 1
2) 3 2 0 0 0 0 1
Permutations: (133a, 133b, 133c).
Table 6.333: U3(8) < E8, p = 3
1 56 133a 133b 133c
1) N 3 2 0 0 1
Permutations: (133a, 133b, 133c).
Table 6.334: U4(2) < E8, p = 0 or p ∤ |H |
1 5 5∗ 6 10 10∗ 15b 20 24 40 40∗ 45 45∗ 64
1) P 0 0 0 0 0 0 2 0 0 0 0 1 1 2
2) P 0 1 1 0 1 1 0 0 2 1 1 1 1 0
3) 11 0 0 12 2 2 7 1 0 0 0 0 0 0
4) 24 10 10 0 5 5 0 0 1 0 0 0 0 0
Table 6.335: U4(2) < E8, p = 5
1 5 5∗ 6 10 10∗ 15b 20 23 40 40∗ 45 45∗ 58
1) P 0 0 0 2 0 0 2 0 0 0 0 1 1 2
2) N 2 1 1 0 1 1 0 0 2 1 1 1 1 0
3) 11 0 0 12 2 2 7 1 0 0 0 0 0 0
4) 25 10 10 0 5 5 0 0 1 0 0 0 0 0
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Table 6.336: PSp4(5) < E8, p = 2
1 12a 12b 40 64 104b
1) P 0 0 0 1 0 2
2) P, N 8 4 4 2 1 0
Table 6.337: Sp6(2) < E8, p = 0, 5 or p ∤ |H |
1 7 21a 27 35b
1) 4 6 5 1 2
Table 6.338: Sp6(2) < E8, p = 7
1 7 21a 26 35b
1) 5 6 5 1 2
Table 6.339: Sp6(2) < E8, p = 3
1 7 21 27 35
1) 4 6 5 1 2
Table 6.340: Ω+8 (2) < E8, p 6= 2
1 28 35a 35b 35c
1) 3 5 1 1 1
Table 6.341: G2(3) < E8, p 6= 2, 3
1 14 64 64∗ 78 91c
1) 1 0 0 0 2 1
2) 1 2 1 1 0 1
Table 6.342: G2(3) < E8, p = 2
1 14 64 64∗ 78 90a
1) 2 0 0 0 2 1
2) 2 2 1 1 0 1
Table 6.343: 3D4(2) < E8, p 6= 2, 3
1 26 52 196
1) P 0 0 1 1
2) 14 7 1 0
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Table 6.344: 3D4(2) < E8, p = 3
1 25 52 196
1) P 0 0 1 1
2) N 21 7 1 0
Table 6.345: 2F4(2)
′ < E8, p 6= 2, 3, 5
1 27 27∗ 78
1) 8 3 3 1
Table 6.346: 2F4(2)
′ < E8, p = 5
1 27 27∗ 78
1) N 8 3 3 1
Table 6.347: 2F4(2)
′ < E8, p = 3
1 27 27∗ 77 124a 124b
1) 0 0 0 0 1 1
2) 9 3 3 1 0 0
Table 6.348: 2B2(8) < E8, p = 0 or p ∤ |H |
1 14 14∗ 35b 35c 64 65a 91
1) P 0 1 1 0 0 1 1 1
2) 1 0 0 0 0 0 1 2
3) 1 1 1 0 0 2 0 1
4) 2 0 0 0 0 1 0 2
5) 3 0 0 4 3 0 0 0
Permutations: (35a, 35b, 35c)(65a, 65b, 65c).
Table 6.349: 2B2(8) < E8, p = 13
1 14 14∗ 35 65a 91
1) 1 0 0 0 1 2
2) P 1 2 2 1 1 1
3) 3 0 0 7 0 0
4) 3 1 1 1 0 2
5) P 3 3 3 2 0 1
Permutations: (65a, 65b, 65c).
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Table 6.350: 2B2(8) < E8, p = 7
1 14 14∗ 35b 35c 64 91
1) P 1 1 1 0 0 2 1
2) 2 0 0 0 0 1 2
3) 3 0 0 3 4 0 0
4) 8 4 4 0 0 2 0
5) 9 3 3 0 0 1 1
Permutations: (35a, 35b, 35c).
Table 6.351: 2B2(8) < E8, p = 5
1 14 14∗ 35a 35b 35c 63 65a
1) P 1 2 2 0 0 0 2 1
2) 3 0 0 0 3 4 0 0
3) 3 2 2 0 0 0 3 0
4) 3 5 5 1 1 1 0 0
Permutations: (35a, 35b, 35c)(65a, 65b, 65c).
Table 6.352: 2B2(32) < E8, p = 5
124 124∗
1) P 1 1
APPENDIX A
Auxiliary Data
We collect here various data calculated for use in Chapters 3–5, as well as
references to data already in the literature. All of the following information is
found either in the Atlas of Finite Groups [25], the modular Atlas [43], the list of
Hiss and Malle [40,41], or is straightforward to calculate using well-known routines
which have been implemented in Magma [16].
In calculating the tables of feasible characters, we have made use of Brauer
characters for various finite groups in Table 1.0 and their proper covers. Of those
we require, those which do not appear elsewhere in the literature are those of the
alternating groups Altn with 13 ≤ n ≤ 17 in characteristic 2. Here, we give enough
character values to verify that each feasible character appears in the relevant table
of Chapter 6.
Table A.1: Altn Brauer Character Values, Degree ≤ 248, p = 2
Cycle type/Character Value
H = Alt17 3 3
2 33 34 35 5 52 53 7 72 11 13
16 13 10 7 4 1 11 6 1 9 2 5 3
118 76 43 19 4 −2 53 13 −2 34 −1 8 1
128a, 128b −64 32 −16 8 −4 −32 8 −2 16 2 −4 −2
H = Alt16 3 3
2 33 34 35 5 52 53 7 72 11 13
14 11 8 5 2 −1 9 4 −1 7 0 3 1
64a, 64b −32 16 −8 4 −2 −16 4 −1 8 1 −2 −1
90 54 27 9 0 0 35 5 0 20 −1 2 −1
H = Alt15 Same as Alt16
H = Alt14 3 3
2 33 34 5 52 7 72 11 13
12 9 6 3 0 7 2 5 −2 1 −1
64a 34 13 1 −2 19 −1 8 1 −2 −1
64b −32 16 −8 4 −16 4 8 1 −2 −1
208 76 16 1 4 28 −2 5 −2 −1 0
H = Alt13 3 3
2 33 34 5 52 7 11 13a 13b
12 9 6 3 0 7 2 5 1 −1 −1
32a −16 8 −4 2 −8 2 4 −1
−1+√13
2
−1−√13
2
32b −16 8 −4 2 −8 2 4 −1
−1−
√
13
2
−1+
√
13
2
64 34 13 1 −2 19 −1 8 −2 −1 −1
144a, 144b −48 12 0 −3 −16 −1 4 1 1 1
208 76 16 1 4 28 −2 5 −1 0 0
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In addition to the Brauer characters, for many of the irreducible KH-modules
encountered, we have made use of the Frobenius-Schur indicator, as well as the
dimension of the first the cohomology group.
In the following tables we list all KH-modules of dimension at most 248, where
H is a finite simple group which embeds into an adjoint exceptional simple al-
gebraic group over the algebraically closed field K. Frobenius-Schur indicators
are taken from [41], and the dimension of the group H1(H,V ), when given, has
been calculated using Magma. Note that the list of [41] does not distinguish be-
tween non-isomorphic KH-modules of the same dimension which have the same
Frobenius-Schur indicator, however we list all modules in such a case, to clarify
when cohomology groups differ.
Whenever V ≇ V ∗ but H1(H,V ) ∼= H1(H,V ∗), we omit V ∗. Subscripts denote
a collection of modules having identical properties, for example ‘(15a−h, +, 0)’
denotes eight pairwise non-isomorphic modules of dimension 15, such thatH1(H,V )
vanishes for each such module V .
Table A.2: H alternating
n char K = p (V , ind(V ), dim H1(H,V ))
5 2 (2a,b, −, 1), (4, +, 0)
3 (3a,b, +, 0), (4, +, 1)
5 (3, +, 1), (5, +, 0)
p 6= 2, 3, 5 (3a,b, +), (4a, +), (5, +)
6 2 (4a,b, −, 1), (8a,b, +, 0),
3 (3a,b, +, 0), (4, +, 2), (9, +, 0)
5 (5a,b, +, 0), (8, +, 1), (10a, +, 0)
p 6= 2, 3, 5 (5a,b, +), (8a,b, +), (9, +), (10, +)
7 2 (4, ◦, 0), (6a, +, 0), (14, +, 1), (20, −, 1)
3 (6, +, 0), (10, ◦, 1), (13, +, 2), (15, +, 0)
5 (6a, +, 0), (8, +, 0), (10, ◦, 0), (13, +, 1), (15a, +, 0),
(35, +, 0)
7 (5, +, 1), (10, +, 0), (14a,b, +, 0), (21a, +, 0), (35, +, 0)
p 6= 2, 3, 5, 7 (6a, +), (10, ◦), (14a,b, +), (15a, +), (21a, +), (35, +)
8 2 (4, ◦, 0), (6, +, 1), (14, +, 1), (20, ◦, 1), (64, +, 0)
3 (7, +, 0), (13, +, 1), (21, +, 0), (28, +, 0), (35, +, 1),
(45, ◦, 0)
5 (7, +, 0), (13, +, 1), (20, +, 0), (21a,b, +, 0), (35, +, 0),
(43, +, 0), (45, ◦, 0), (70, +, 0)
7 (7, +, 0), (14, +, 0), (19, +, 1), (21a, +, 0), (21b, ◦, 0),
(28, +, 0), (35, +, 0), (45, +, 0), (56, +, 0), (70, +, 0)
p 6= 2, 3, 5, 7 (7, +), (14, +), (20, +), (21a, +), (21b, ◦), (28, +),
(35, +), (45, ◦), (56a, +), (64a, +), (70, +)
9 2 (8a,b,c, +, 0), (20, ◦, 1), (26, +, 2), (48, +, 0), (78, +, 1),
(160, +, 0)
3 (7, +, 1), (21, +, 0), (27, +, 0), (35, +, 1), (41, +, 1),
(162, +, 0), (189, +, 0)
5 (8a, +, 0), (21, +, 0), (27, +, 0), (28, +, 0), (34, +, 0), (35a,b, +, 0),
(56a, +, 0), (83, +, 1), (105, +, 0), (120, +, 0), (133, +, 0),
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(134, +, 0)
7 (8a, +, 0), (19, +, 0), (21, ◦, 0), (28, +, 0), (35a,b, +, 0),
(42, +, 0), (47, +, 1), (56a, +, 0), (84, +, 0), (101, +, 0),
(105, +, 0), (115, +, 0), (168, +, 0), (189, +, 0)
p 6= 2, 3, 5, 7 (8a, +), (21, ◦), (27, +), (28, +), (35a,b, +),
(42, +), (48a, +), (56a, +), (84, +), (105, +),
(120a, +), (162, +), (168, +), (189, +), (216, +)
10 2 (8, −, 1), (16, +, 0), (26, +, 1), (48, +, 0), (64a,b, +, 0),
(160, +, 0), (198, +, 2), (200, +, 1)
3 (9, +, 0), (34, +, 1), (36, +, 0), (41, +, 1), (84, +, 1),
(90, +, 0), (126, +, 0), (224, +, 1)
5 (8a, +, 1), (28, +, 0), (34, +, 0), (35a,b,c, +, 0), (55, +, 0),
(56a, +, 0), (75, +, 0), (133a,b, +, 0),
(155, +, 0), (160a, +, 0), (217, +, 1), (225, +, 0)
7 (9, +, 0), (35, +, 0), (36, +, 0), (42, +, 0), (66, +, 0),
(84, +, 0), (89, +, 1), (101, +, 0), (124, +, 0), (126, +, 0),
(199, +, 0), (210, +, 0), (224a,b, +, 0)
p 6= 2, 3, 5, 7 (9, +), (35, +), (36, +), (42, +), (75, +), (84, +), (90, +),
(126, +), (160, +), (210, +), (224a,b, +), (225, +)
11 2 (10, +, 0), (16, ◦, 0), (44, +, 1), (100, +, 0), (144, +, 0),
(164, −, 1), (186, +, 1), (198, +, 2)
11 (9, +, 1), (36, +, 0), (44, +, 0), (84, +, 0), (110, +, 0),
(126, +, 0), (132, +, 0), (165, +, 0), (231, +, 0)
12 2 (10, +, 1), (16, ◦, 0), (44, +, 1), (100, +, 0), (144, ◦, 0),
(164, −, 1)
13 2 (12, +, 0), (32a,b, +, 0), (64, −, 2), (144, ◦, 0), (208, +, 0)
14 2 (12, −, 1), (64a, −, 1), (64b, +, 0), (208, +)
15 2 (14, +, 0), (64, ◦, 0), (90, +, 1)
16 2 (14, +, 1), (64, ◦, 0), (90, +, 1)
17 2 (16, +, 0), (118, +, 2), (128a,b, +, 0)
Table A.3: H sporadic
H char K = p (V , ind(V ), dim H1(H,V ))
M11 2 (10, +, 1), (16, ◦, 0), (44, +, 1)
3 (5, ◦, 0), (5∗, ◦, 1), (10a, +, 0), (10b, ◦, 1), ((10b)
∗, ◦, 0),
(24, +, 0), (45, +, 0)
5 (10a, +, 0), (10b, ◦, 0), (11, +, 0), (16, ◦, 0), (16
∗, ◦, 1),
(45, +, 0), (55, +, 0)
11 (9, +, 1), (10, ◦, 0), (11, +, 0), (16, +, 0), (44, +, 0),
(55, +, 0)
p 6= 2, 3, 5, 11 (10a, +), (10b, ◦), (11, +), (16, ◦), (44, +), (45, +),
(55, +)
M12 2 (10, +, 2), (16, ◦, 0), (44, +, 1), (144, +, 0)
3 (10a,b, +, 1), (15, ◦, 1), (34, +, 1), (45a−c, +, 0),
(54, +, 0), (99, +, 0)
5 (11a,b, +, 0), (16, ◦, 0), (45, +, 0), (55a−c, +, 0),
(66, +, 0), (78, +, 0), (98, +, 1), (120a, +, 0)
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11 (11a,b, +, 0), (16, +, 0), (29, +, 0), (53, +, 1),
(55a−c, +, 0), (66, +, 0), (91, +, 0), (99, +, 0), (176, +, 0)
p 6= 2, 3, 5, 11 (11a,b, +), (16, ◦), (44, +), (45, +), (54, +), (55a−c, +),
(66, +), (99, +), (120a, +), (144, +), (176, +)
M22 2 (10, ◦, 1), (10
∗, ◦, 0), (34, −, 1), (70, ◦, 1), (98, −, 1)
5 (21a, +, 0), (45a, ◦, 0), (55, +, 0), (98, +, 1), (133, +, 0),
(210a, +, 0)
J1 11 (7, +, 0), (14, +, 0), (27, +, 0), (49, +, 0), (56, +, 0),
(64, +, 0), (69, +, 0), (77a−c, +, 0), (106, +, 0),
(119, +, 1), (209, +, 0)
J2 2 (6a,b, −, 1), (14a,b, +, 0), (36, +, 0), (64a,b, +, 0),
(84, +, 1), (160, +, 0)
3 (13a,b, +, 1), (21a,b, +, 0), (36a, +, 0), (57a,b, +, 0),
(63, +, 0), (90, +, 0), (133, +, 0), (189a,b, +, 0),
(225, +, 0)
5 (14a, +, 0), (21, +, 1), (41, +, 0), (70, +, 0), (85, +, 0),
(90, +, 0), (175, +, 0), (189, +, 0), (225, +, 0)
7 (14a,b, +, 0), (21a,b, +, 0), (36, +, 0), (63, +, 0),
(70a,b, +, 0), (89, +, 1), (101, +, 0), (124, +, 0),
(126, +, 0), (175, +, 0), (189a,b, +, 0), (199, +, 0),
(224a,b, +, 0)
p 6= 2, 3, 5, 7 (14a,b, +), (21a,b, +), (36, +), (63, +), (70a,b,+), (90, +),
(126, +), (160, +), (175, +), (189a,b,+),
(224a,b, +), (225, +)
J3 2 (78a,b, +, 0), (80, +, 0), (84, ◦, 1), (244, +, 1)
Table A.4: H ∼= L2(q)
q char K = p (V , ind(V ), dim H1(H,V ))
7 3 (3, ◦, 0), (6a, +, 0), (7, +, 1)
p 6= 2, 3, 7 (3, ◦), (6a, +), (7, +), (8, +)
8 3 (7, +, 1), (9a−c, +, 0),
7 (7a−d, +, 0), (8, +, 1)
p 6= 2, 3, 7 (7a−d, +), (8, +), (9a−c, +)
11 2 (5, ◦, 1), (10, +, 0), (12a,b, +, 0)
3 (5, ◦, 0), (10a, +, 1), (12a,b, +, 0)
5 (5, ◦, 0), (10a,b, +, 0), (11, +, 1)
p 6= 2, 3, 5, 11 (5, ◦), (10a,b, +), (11, +), (12a,b, +)
13 2 (6a,b, −, 1), (12a−c, +, 0), (14, +, 0)
3 (7a,b, +, 0), (12a−c, +, 0), (13, +, 1)
7 (7a,b, +, 0), (12, +, 1), (14a,b, +, 0)
p 6= 2, 3, 7, 13 (7a,b, +), (12a−c, +), (13, +), (14a,b, +)
16 3 (15a−h, +, 0), (16, +, 1), (17a,b, +, 0)
5 (15a−h, +, 0), (16, +, 1), (17, +, 0)
17 (15, +, 1), (17a−g, +, 0)
p 6= 2, 3, 5, 17 (15a−h, +), (16a, +), (17a−g, +)
17 2 (8a,b, −, 1), (16a−d, +, 0)
3 (9a,b, +, 0), (16, +, 1), (18a−c, +, 0)
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p 6= 2, 3, 17 (9a,b, +), (16a−d, +), (17, +), (18a−c, +)
19 2 (9, ◦, 1), (18a,b, +, 0), (20a−d, +, 0)
3 (9, ◦, 0), (18a−d, +, 0), (19, +, 1)
5 (9, ◦, 0), (18a, +, 1), (20a−d, +, 0)
p 6= 2, 3, 5, 19 (9, ◦), (18a−d, +), (19, +), (20a−d, +)
25 2 (12a,b, −, 1), (24a−f , +, 0), (26, +, 0)
3 (13a,b, +, 0), (24a−f , +, 0), (25, +, 1), (26a, +, 0)
13 (13a,b, +, 0), (24, +, 1), (26a−e, +, 0)
p 6= 2, 3, 5, 13 (13a,b, +), (24a−f , +), (25, +), (26a−e, +)
27 2 (13, ◦, 1), (26a−c, +, 0), (28a−f , +, 0)
7 (13, ◦, 0), (26a, +, 1), (28a−f , +, 0)
13 (13, ◦, 0), (26a−f , +, 0), (27, +, 1)
p 6= 2, 3, 7, 13 (13, ◦), (26a−f , +), (27, +), (28a−f , +)
29 2 (14a,b, −, 1), (28a−g, +, 0), (30a−c, +, 0)
3 (15a,b, +, 0), (28a, +, 1), (28b,c, +, 0), (30a−f , +, 0)
5 (15a,b, +, 0), (28a, +, 1), (28b, +, 0), (30a−f , +, 0)
7 (15a,b, +, 0), (28a−g, +, 0), (29, +, 1)
p 6= 2, 3, 5, 7, 29 (15a,b, +), (28a−g, +), (29, +), (30a−f , +)
31 2 (15, ◦, 1), (32a−g, +, 0)
3 (15, ◦, 0), (30a−g, +, 0), (31, +, 1), (32a,b, +, 0)
5 (15, ◦, 0), (30a−g, +, 0), (31, +, 1), (32, +, 0)
p 6= 2, 3, 5, 31 (15, ◦), (30a−g, +), (31, +), (32a−g, +)
32 3 (31a, +, 1), (31b−f , +, 0), (33a−o, +, 0)
11 (31a, +, 1), (31b, +, 0), (33a−o, +, 0)
31 (31a−p, +, 0), (32, +, 1)
p 6= 2, 3, 11, 31 (31a−p, +), (32, +), (33a−o, +)
37 2 (18a,b, −, 1), (36a−i, +, 0), (38a−d, +, 0)
3 (19a,b, +, 0), (36a−i, +, 0), (37, +, 1)
19 (19a,b, +, 0), (36, +, 1), (38a−h, +, 0)
p 6= 2, 3, 19, 37 (19a,b, +), (36a−i, +), (37, +), (38a−h, +)
41 2 (20a,b, −, 1), (40a−j , +, 0), (42a,b, +, 0)
3 (21a,b, +, 0), (40a, +, 1), (40b−d, +, 0), (42a−i, +, 0)
5 (21a,b, +, 0), (40a−j , +, 0), (41, +, 1), (42a, +, 0)
7 (21a,b, +, 0), (40a, +, 1), (40b, +, 0), (42a−i, +, 0)
p 6= 2, 3, 5, 7, 41 (21a,b, +), (40a−j, +), (41, +), (42a−i, +)
49 2 (24a,b, −, 1), (48a−l, +, 0), (50, +, 0)
3 (25a,b, +, 0), (48a−l, +, 0), (49, +, 1), (50a−c, +, 0)
5 (25a,b, +, 0), (48, +, 1), (50a−k, +, 0)
p 6= 2, 3, 5, 7 (25a,b, +), (48a−l, +), (49, +), (50a−k, +)
61 2 (30a,b, −, 1), (60a−o, +, 0), (62a−g, +, 0)
3 (31a,b, +, 0), (60a−o, +, 0), (61, +, 1), (62a−d, +, 0)
5 (31a,b, +, 0), (60a−o, +, 0), (61, +, 1), (62a,b, +, 0)
31 (31a,b, +, 0), (60, +, 1), (62a−n, +, 0)
p 6= 2, 3, 5, 31, 61 (31a,b, +), (60a−o, +), (61, +), (62a−n, +)
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Table A.5: H of Lie type, H ≇ L2(q)
H char K = p (V , ind(V ), dim H1(H,V ))
L3(3) 2 (12,+, 1), (16a, ◦, 0), (16b, ◦, 0), (26,+, 1)
13 (11,+, 1), (13,+, 0), (16,+, 0), (26a,+, 0), (26b, ◦, 0),
(39,+, 0)
p 6= 2, 3, 13 (12,+), (13,+), (16a,b, ◦), (26a,+), (26b, ◦), (27,+),
(39,+)
L3(4) 3 (15a−c,+, 0), (19,+, 2), (45, ◦, 0), (63a,b,+, 0)
5 (20,+, 0), (35a−c,+, 0), (45a, ◦, 0), (63,+, 1)
7 (19,+, 1), (35a−c,+, 0), (45,+, 0), (63a,b,+, 0)
p 6= 2, 3, 5, 7 (20,+), (35a−c,+), (45a, ◦), (63a,b,+), (64,+)
L3(5) 2 (30,+, 1), (96a−e, ◦, 0), (124a,+, 0), (124b,−, 1)
3 (30,+, 0), (31a,+, 0), (31b, ◦, 0), (96a−e, ◦, 0),
(124a,+, 1), (124b,+, 0), (124c,d, ◦, 0), (186,+, 0)
31 (29,+, 1), (31a,+, 0), (31b, ◦, 0), (96,+, 0),
(124a,b,+, 0), (124c−f , ◦, 0), (155a,+, 0), (155b, ◦, 0),
(186,+, 0)
p 6= 2, 3, 5, 31 (30,+), (31a,+), (31b, ◦), (96a−e, ◦), (124a,b,+),
(124c−f , ◦), (125,+), (155a,+), (155b, ◦), (186,+)
L4(3) 2 (26a,b,+, 0), (38,+, 2), (208a,b,+, 0)
L4(5) 2 (154,+,2), (248a,b,+, 0)
U3(3) 7 (6,−, 0), (7a,+, 0), (7b, ◦, 0), (14,+, 0), (21a,+, 0),
(21b, ◦, 0), (26,+, 1), (28, ◦, 0)
p 6= 2, 3, 7 (6,−), (7a,+), (7b, ◦), (14,+), (21a,+), (21b, ◦),
(27,+), (28, ◦), (32, ◦)
U3(8) 3 (56,−, 1), (133a−c,+, 0)
7 (56,−, 0), (57, ◦, 0), (133a−c,+, 0)
19 (56,−, 0), (57, ◦, 0), (133a−c,+, 0)
p 6= 2, 3, 7, 19 (57, ◦), (133a−c,+)
U4(2) 5 (5, ◦, 0), (6,+, 0), (10, ◦, 0), (15a,b,+, 0), (20a,+, 0),
(23,+, 1), (30a,+, 0), (30b, ◦, 0), (40, ◦, 0), (45, ◦, 0),
(58,+, 0), (60a,+, 0)
p 6= 2, 3, 5 (5, ◦), (6,+), (10, ◦), (15a,b,+), (20a,+), (24,+),
(30a,+), (30b, ◦), (40, ◦), (45, ◦), (60a,+), (64a,+),
(81,+)
U4(3) 2 (20,+, 1), (34a,b,−, 1), (70a,b, ◦, 0), (120,+, 0)
PSp4(5) 2 (12a,b,−, 1), (40,+, 0), (64,−, 1), (104a,b,+, 0),
(208a,b,+, 0), (248a,b,+, 0)
Sp6(2) 3 (7,+, 0), (14,+, 1), (21,+, 0), (27,+, 0), (34,+, 1),
(35,+, 0), (49,+, 0), (91,+, 0), (98,+, 1),
(189a−c,+, 0), (196,+, 0)
5 (7,+, 0), (15,+, 0), (21a,b,+, 0), (27,+, 0),
(35a,b,+, 0), (56,+, 0), (70,+, 0), (83,+, 1),
(105a−c,+, 0), (120,+, 0), (133,+, 0), (141,+, 0),
(168a,b,+, 0), (210a,b,+, 0)
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7 (7,+, 0), (15,+, 0), (21a,b,+, 0), (26,+, 1),
(35a,b,+, 0), (56,+, 0), (70,+, 0), (84,+, 0),
(94,+, 0), (105a−c,+, 0), (168,+, 0), (189a−c,+, 0),
(201,+, 0), (210a,b,+, 0)
p 6= 2, 3, 5, 7 (7,+), (15,+), (21a,b,+), (27,+), (35a,b,+), (56,+),
(70,+), (84,+), (105a−c,+), (120,+), (168,+),
(189a−c,+), (210a,c,+), (216,+)
Ω+8 (2) 3 (28,+, 0), (35a−c,+, 0), (48,+, 2), (147,+, 0)
5 (28,+, 0), (35a−c,+, 0), (50,+, 0), (83a−c,+, 1),
(175,+, 0), (210a−c,+, 0)
p 6= 2, 3, 5 (28,+, 0), (35a−c,+, 0), (50,+, 0), (84a−c,+, 0),
(175,+, 0), (210a−c,+, 0)
G2(3) 2 (14,+, 0), (64, ◦, 0), (78,+, 0), (90a−c,+, 1)
7 (14,+, 0), (64, ◦, 0), (78,+, 0), (91a−c,+, 0),
(103,+, 1), (168,+, 0), (182a,b,+, 0)
13 (14,+, 0), (64, ◦, 0), (78,+, 0), (91a−c,+, 0),
(104,+, 0), (167,+, 1), (182a,b,+, 0)
p 6= 2, 3, 7, 13 (14,+), (64, ◦), (78,+), (91a−c,+), (104,+),
(168,+), (182a,b,+)
3D4(2) 3 (25,+, 1), (52,+, 0), (196,+, 0)
p 6= 2, 3 (26,+, 0), (52,+, 0), (196,+, 0)
2F4(2)
′ 3 (26, ◦, 0), (27, ◦, 0), (77, ◦, 1), (124a,b,+, 0)
5 (26, ◦, 0), (27, ◦, 1), (27∗, ◦, 0), (78,+, 0), (109a,b,+, 0)
p 6= 2, 3, 5 (26, ◦, 0), (27, ◦, 0), (78,+, 0)
2B2(8) 5 (14, ◦, 0), (35a−c,+, 0), (63,+, 1), (65a−c,+, 0)
7 (14, ◦, 0), (35a−c,+, 0), (64,+, 1), (91,+, 0)
13 (14, ◦, 0), (14∗, ◦, 1), (35,+, 0), (65a−c,+, 0),
(91,+, 0)
p 6= 5, 7, 13 (14, ◦), (35a−c, ◦), (64,+), (65a−c,+), (91,+)
2B2(32) 5 (124, ◦)
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