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A nonlocal diffuse interface model is used to study bubble assemblies in ternary systems. As model
parameters vary, a large number of morphological phases appear as stable stationary states. One
open question related to the polarity direction of double bubble assemblies is answered numerically.
Moreover, the average size of bubbles in a single bubble assembly depends on the sum of the
minority constituent areas and the long range interaction coefficients. One identifies the ranges for
area fractions and the long range interaction coefficients for double bubble assemblies.
Introduction.—Block copolymers have generated much
interest in materials science in recent years due to their
remarkable ability for self-assembly into nanoscale or-
dered structures [1–3]. This ability can be exploited to
create materials with desired mechanical, optical, elec-
trical, and magnetic properties [1–3]. There have been
many experimental and theoretical studies focusing on
this subject [4–13]. Self-consistent field theory derived
from a microscopic description of interacting polymer
chains is one successful theoretical approach for the study
of block copolymers [5–11]. However, this method is com-
putationally demanding because of the heavy calcula-
tion of path integrals for the chain conformation [14, 15].
There is a need for efficient methods to model the self-
assembly for block copolymers at the mesoscale level.
The density functional theory (DFT) [16, 17] is a very
promising approach to modeling such phenomena and
it is customarily referred to as cell dynamics simulation
[12, 13].
In this Letter, we consider a computational model
which originates from DFT for block copolymers [17] and
has been extensively used to study morphological phases
of diblock copolymers both analytically [15, 16, 18–24]
and numerically [13, 25–27]. Considerably less theoret-
ical work exists for triblock copolymers. The symmet-
ric triblock system was studied using DFT in [17, 28].
The three-component triangle phase diagram for triblock
copolymers was reported based on DFT in [29]. The ex-
istence of core-shell assemblies was theoretically estab-
lished in [30]. The ternary systems studied here include
triblock copolymers and homopolymer/diblock copoly-
mer blends, in which two constituents have smaller vol-
ume fractions (area fractions in two dimensions) com-
pared to the third constituent. This study focuses on
two dimensional morphological patterns where the mi-
nority constituents form assemblies of discs, called single
bubbles, or assemblies of double bubbles, or assemblies
of coexisting single and double bubbles.
In double bubble assemblies, a two-thirds power law
between the number of double bubbles and the long range
interaction coefficients in the strong segregation regime
is justified both numerically and theoretically. A range
of parameters is identified that yields double bubble as-
semblies. In single bubble assemblies, it is shown that
the average size of bubbles does no depend on the ra-
tio of the area fractions but rather is determined by the
sum of the minority constituent areas and the long range
interaction coefficients.
Model summary.—Consider a free energy model for
ABC ternary systems originally derived by Nakazawa
and Ohta for triblock copolymers [17]:
E(φ1, φ2) =
∫
Ω
[ 
2
(|∇φ1|2 + |∇φ2|2 +∇φ1 · ∇φ2)
+
1
2
WT (φ1, φ2)
]
dx
+
2∑
i,j=1
γij
2
∫
Ω
[
(−4)− 12 (f(φi)− ωi)×
(−4)− 12 (f(φj)− ωj)
]
dx. (1)
Here Ω is a bounded domain in Rd, d = 1, 2 or 3.
φi, i = 1, 2 are phase-field labeling functions which rep-
resent relative constituent (e.g., monomer) density fields.
{x : φi(x) ≈ 1}, i = 1, 2 stand for the regions with high
concentration in A and B constituents, respectively. The
concentration of C-constituent can be implicitly repre-
sented by 1− φ1(x)− φ2(x) since the system is assumed
to be incompressible [29]. Here the interfacial thickness
  1; the system is in the strong segregation regime
[13]. WT (φ1, φ2) is of the form of
WT (φ1, φ2) := W (φ1) +W (φ2) +W (1− φ1 − φ2),
where W (φ) = 18(φ2 − φ)2. Note that WT (φ1, φ2) is a
triple-well potential which has three minima at (1, 0, 0),
(0, 1, 0) and (0, 0, 1). The first integral in (1) describes the
short range interaction which accounts for the interfacial
free energy of the system and favors large domains with
minimum surface area.
The long range interaction coefficients γij form a sym-
metric two by two matrix γ = [γij ]. For triblock copoly-
mers, the matrix γ is positive definite [31]; for homopoly-
mer/diblock copolymer blends γ has one positive eigen-
value and one zero eigenvalue [32]. This work studies
the effect of γ in a wide range, including positive defi-
nite and non-positive definite cases. Define L˚2 = {g ∈
L2(Ω) :
∫
Ω
gdx = 0}, square integrable functions with
zero mean, and H˚2 = {v ∈ H2(Ω) : ∫
Ω
vdx = 0}. The
inverse negative Laplace operator (−4)−1: L˚2 7→ H˚2 is
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2defined by
(−4)−1g = v iff−4v = g, g ∈ L˚2, v ∈ H˚2,
with periodic or homogeneous Neumann boundary con-
ditions. The nonlocal operator (−4)− 12 is its positive
square root. The function f(φi) satisfies the following
conditions:
f(φi = 0) = 0, f(φi = 1) = 1,
f ′(φi = 0) = 0, f ′(φi = 1) = 0.
Introducing such a function f will localize the force near
the interface and avoid the possible unphysical feature
of negative values in relative constituent (e.g., monomer)
density fields [33]. Here we choose
f(φi) = (φ
2
i − 2φi)2, i = 1, 2. (2)
In (1) ωi and γij are the main parameters. One imposes
the constraints
ωi =
1
|Ω|
∫
Ω
f(φi)dx, (3)
so ωi denotes the volume fraction of the i-th constituent.
The γij terms in (1) describe the long range interaction
which accounts for the chain conformation energy [29]
and favors small domains.
To minimize the free energy (1), consider the L2 gra-
dient flow dynamics
∂φi
∂t
= 4φi + 
2
4φj − 1
2
∂WT
∂φi
−γii(−4)−1(f(φi)− ωi)f ′(φi)
−γij(−4)−1(f(φj)− ωj)f ′(φi), (4)
in which i, j = 1, 2 and j 6= i, coupled with the con-
straints (3).
Numerical method.—Take Ω to be a square with the
periodic boundary conditions. To meet the constraints
(3), we adopt the modified augmented Lagrange multi-
plier approach [34, 35]. This method on the one hand
makes the system less stiff and on the other hand leads
to the well posedness of (−4)−1(f(φi) − ωi). Eqs. (4)
coupled with (3) can be solved efficiently by semi-implicit
Fourier spectral method on a uniformly discretized spa-
tial domain [36, 37]. Numerical simulations start from
random initial configurations satisfying the constraints
(3).
The five parameters, γ11, γ12, γ22, ω1, and ω2, play
the key roles in pattern formation of ternary systems. In
numerical simulations, the domain Ω is fixed as [−1, 1]2,
the uniform mesh grid in space is fixed as 512 × 512,
namely, ∆x = ∆y = 2/512,  is fixed as 5∆x, and the
time step ∆t is 0.001. In each image below, red, yellow
and blue colors correspond to A-rich, B-rich and C-rich
regions, respectively.
Sample equilibria.—Two sample equilibria are pre-
sented in Fig. 1. Fig. 1 (a) shows a double bubble
assembly. All double bubbles grow into the same size
FIG. 1. Two characteristic patterns in ternary systems. (a)
A ternary system with γ12 = 0 maintains a hexagonal double
bubble assembly. (b) A system with γ12 = 11, 000 yields a
single bubble assembly in a square lattice. The snapshots are
taken at time T = 400. γ11 = γ22 = 20, 000, ω1 = 0.10, and
ω2 = 0.09 in these simulations.
FIG. 2. (a) Independence of the average red and yellow
bubble sizes on the ratio of area fractions ω1/ω2. For
(ω1, ω2) = (0.05, 0.10), (0.09, 0.144), (0.09, 0.12), (0.09, 0.10),
(0.09, 0.08), (0.09, 0.072), (0.09, 0.06), (0.10, 0.05), the ratio
r1/r2 remains at 1/1 up to a 3% error. Here γ11 = γ12 =
γ22 = 20, 000. (b) Dependence of the average red and yellow
bubble sizes on the long range interaction coefficients γ11 and
γ22. For (γ11, γ22) = (20, 000, 60, 000), (20, 000, 50, 000),
(10, 000, 20, 000), (20, 000, 30, 000), (20, 000, 20, 000),
(30, 000, 20, 000), (20, 000, 10, 000), numerical simulations
agree with the law of r1/r2 = (γ11/γ22)
−1/3. Here γ12 =
20, 000, 20, 000, 10, 000, 20, 000, 10, 000, 20, 000, 10, 000 re-
spectively. (ω1, ω2) = (0.10, 0.05), (0, 10, 0.05), (0.09, 0.06),
(0.10, 0.05), (0.07, 0.07), (0.09, 0.06), (0.09, 0.06) respectively.
3FIG. 3. (a) Log-log plot of the dependence of the num-
ber of double bubbles on γ11 in symmetric double bubble as-
semblies. Here γ11 = γ22, γ12 = 0, and ω1 = ω2 = 0.09.
As γ11 increases, the number of double bubbles in the as-
semblies grows accordingly. For γ11 = 200, 1, 000, 20, 000,
30, 000, 40, 000, the corresponding number of double bub-
bles are 2, 5, 38, 48 and 60, respectively. (b) The range of
γ11/γ22 under which random initials evolve to double bubble
assemblies for given ω1 and ω2. For (ω1, ω2) = (0.09, 0.09),
(0.09, 0.09/1.2), (0.09, 0.09/1.4), (0.10, 0.10/1.7), (0.10, 0.05),
the ranges of γ11/γ22 are (0.72, 1.3), (0.57, 0.98), (0.46, 0.73),
(0.39, 0.54), and (0.3774, 0.40) respectively. Here γ12 = 0.
and are located hexagonally. The polarity direction of
each double bubble, the direction from center of mass
of yellow region to that of red one, in an assembly is
unknown theoretically [38]. Numerical simulations show
double bubble assemblies when |γ12| is small, and the
polarity directions of double bubbles in equilibrium con-
figurations are parallel. Fig. 1 (b) shows a single bubble
assembly. All yellow bubbles become equal in size, as
do red bubbles. Interestingly, they form a square lattice
pattern in which each single bubble is surrounded by four
bubbles of the other color. In a binary system, a hexagon
pattern is most stable experimentally [39] and theoreti-
cally [16, 40–43]. For a ternary system, our numerical
simulations show that a square structure can be energet-
ically more favorable than a hexagonal one. This agrees
with experiments [44] and theoretical studies [17, 29, 45].
Single bubble assemblies.—For single bubble assem-
blies, the average size of red/yellow bubbles does not
depend on the ratio of area fractions, namely, ω1/ω2.
In Fig. 2 (a), for several (ω1, ω2) and fixed γij =
20, 000, 1 ≤ i, j ≤ 2, the ratio r1/r2 remains at 1/1
up to a 3% error regardless of the different values of
ω1/ω2. Note that (ω1, ω2) has an impact on the num-
ber of red/yellow bubbles, as seen in the insets of Fig.
2 (a). On the other hand, the values of γ11 and γ22 af-
fect r1/r2. In Fig. 2 (b), with various (γ11, γ22), the
ratio r1/r2 decreases as γ11/γ22 becomes larger. More
precisely, the two ratios satisfy the following law:
r1
r2
=
(
γ11
γ22
)− 13
. (5)
This relationship can also be verified theoretically.
Consider the strong segregation limit (known as the Γ-
limit in mathematics) of the free energy E [46]. Let K1
be the number of red bubbles and K2 be the number of
yellow bubbles in a single bubble assembly. In an equi-
librium state, all red bubbles develop into approximately
the same size; so do yellow bubbles. Let r1 and r2 be
the average radii of red and yellow bubbles, respectively.
Based on [47], up to the leading order, the free energy is
2∑
i=1
Ki
(
2piri +
γiipi
4
(ri)
4 log
1
ri
)
. (6)
Let η2m = ω1|Ω|, η2(1 − m) = ω2|Ω|, and Γij =
η3 log 1ηγij . Then (6) becomes
η
(
2
√
mpiK
1
2
1 +
Γ11m
2
4pi
K−11
+2
√
(1−m)piK 122 +
Γ22(1−m)2
4pi
K−12
)
.
With respect to K1 and K2 the above is minimized at
K1 =
(
Γ11
4
) 2
3 m
pi
, K2 =
(
Γ22
4
) 2
3 1−m
pi
.
Consequently the average radii of red and yellow bubbles,
are
ri = 4
1
3
(
log
1
η
)− 13
γ
− 13
ii , i = 1, 2, (7)
from which (5) follows.
Double bubble assemblies.—In some parameter ranges,
ternary systems may display double bubble assemblies
(see Fig. 1 (a)). Let ω1 = ω2 = 0.09, γ12 = 0, and
increase γ11 = γ22 from 200 to 40, 000. The number of
double bubbles Kb in an assembly increases correspond-
ingly as seen in the insets of Fig. 3 (a). The increment
of Kb obeys the law Kb ∼ γ2/311 . This confirms that the
long range interaction favors small domains.
This two-thirds law can be verified theoretically for
both symmetric (ω1 = ω2) and asymmetric (ω1 6= ω2)
double bubble assemblies. To this end, consider the
4FIG. 4. The effect of γ12. As γ12 increases, double bubble
assemblies change to coexisting single and double bubbles,
and then to single bubble assemblies. When γ12 is negative,
nonstandard double bubbles appear. (a) γ12 = 0, (b) γ12 =
8, 000, (c) γ12 = 10, 000, (d) γ12 = 20, 000, (e) γ12 = 22, 000,
and (f) γ12 = −13, 000. (g) The numbers of bubbles as γ12
increases from 0 to 10, 000. The other parameters are γ11 =
γ22 = 20, 000, ω1 = ω2 = 0.09.
strong segregation limit of the free energy E [46]. In an
equilibrium state, all double bubbles have approximately
the same shape and size. Since each double bubble is
bounded by three arcs, let ri, i = 0, 1, 2, denote the radii
of these arcs and ai, i = 0, 1, 2, denote the angles asso-
ciated with these arcs. Based on [38], up to the leading
order, the free energy is
Kb
 2∑
i=0
airi +
2∑
i,j=1
γij
4pi
(
η4 log
1
η
)
mimj
K2b
 , (8)
where η2m = ω1|Ω|, η2(1 − m) = ω2|Ω|, m1 = m, and
m2 = 1 −m. If li, i = 0, 1, 2, are the radii of the three
arcs of a double bubble whose two areas are m and 1−m,
then ri = ηli/
√
Kb. Let Γij = η
3 log 1ηγij and rewrite (8)
as
η
( 2∑
i=0
aili
)
K
1
2
b +
 2∑
i,j=1
Γijmimj
4pi
K−1b
 .
With respect to Kb, this is minimized at
Kb =
(∑2
i,j=1 Γijmimj
2pi
∑2
i=0 aili
) 2
3
.
Fig. 3 (b) shows the relationship between γ11/γ22 and
ω1/ω2 when double bubble assemblies occur. The verti-
cal green line for each value of ω1/ω2 indicates the range
of γ11/γ22 for which double bubble assemblies exist. Be-
yond this range, ternary systems display other patterns
such as coexisting single and double bubbles. The range
becomes wider when ω1/ω2 approaches 1. Taking γ11/γ22
to be the middle value in each range, and plotting it with
respect to the ratio ω1/ω2, one finds that it agrees with
the graph of y = x−3/2.
The effect of γ12.— As γ12 increases from 0, red and
yellow constituents tend to break. In Fig. 4(a), γ12 = 0
and all components are double ones. In Fig. 4(b),
γ12 = 8, 000, many double bubbles break into single red
and yellow bubbles to yield a coexisting pattern. In Fig.
4(c), γ12 = 10, 000, all double bubbles disappear, the as-
sembly becomes a pure single bubble one. In this case
the red and yellow bubbles are well mixed in an orga-
nized way. In Fig. 4(d), γ12 = 20, 000, the system still
displays a single bubble assembly, but the red and yellow
bubbles are mixed randomly; many single bubbles of the
same color gather together. When γ12 = 22, 000 is even
larger in Fig. 4(e), red bubbles are completely separated
from yellow bubbles in the assembly. Note that as γ12
increases, the matrix γ changes from being positive def-
inite, to semi-positive definite, and to indefinite. In Fig.
4 (f), a negative γ12 is used. Red and yellow constituents
tend to be more “adhesive”. Nonstandard double bub-
bles appear in the assembly. In Fig. 4 (g), the numbers
of single and double bubbles when γ12 changes from 0
to 10, 000 are recorded. The existence of double bubble
assemblies and single bubble assemblies have been theo-
retically established recently [38, 47]. There have been no
theoretical studies on assemblies of coexisting single and
double bubbles or on assemblies of nonstandard double
bubbles.
Conclusion.—A computational model is used to study
pattern formation in ternary systems. Numerical simu-
lations answered one open question from the theoretical
study of triblock copolymers: the polarity direction of
double bubbles in double bubble assemblies. It is shown
that the average size of red/yellow bubbles in a single
bubble assembly does not depend on ω1/ω2, the ratio of
the area fractions of the minority constituents, but rather
on γ11 and γ22, as well as ω1+ω2. A relationship between
γ11/γ22 and ω1/ω2 exists in order to have double bubble
assemblies.
This work can be extended in a number of directions.
Morphological patterns in three dimensions can be stud-
ied by the same model. It can also be generalized for qua-
ternary systems, such as tetrablock copolymers. Other
gradient flows of E, such as a H−1 flow, are also worth
studying.
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