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Abstract. The role of large-scale fluctuation structures in electrostatic drift-
wave-type plasma turbulence is highlighted. In particular, well-defined laboratory
experiments allow one to study the dynamics of drift wave mode structures as
well as ‘eddies’ in drift wave turbulence. In the present paper we discuss the
mutual relationships between observations made in linear magnetic geometry,
purely toroidal geometry and magnetic confinement. The simplest structure,
a saturated, nonlinear drift mode, is the starting point for a Ruelle–Takens–
Newhouse transition route to chaos and weakly developed turbulence. Both
spectral and phase space analysis are applied to characterize in detail the transition
scenario, which is enforced due to an increased drive by the plasma equilibrium
state. In addition to direct multi-probe observation, statistical approaches are
most revealing for the systematic study of the spatiotemporal dynamics in fully
developed drift wave turbulence. In particular, the propagation of large-scale
‘eddy’ structures is traced by conditional statistics methods. Finally, the control
of drift wave turbulence by spatiotemporal synchronization is discussed.
1. Introduction
A key issue in turbulence research is the formation, motion and decay of large-scale fluctuation
structures. Prominent examples in neutral fluids are Ka´rma´n vortices that eventually form in
the flow past a solid obstacle [1, 2]. The build-up of large-scale (coherent) spatial structures is
due to self-organization processes, which are closely related to large differences in the decay
rates of the average invariants of the turbulence [3]. Those concepts essentially remain valid
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for magnetized plasmas, e.g. in magnetohydrodynamic (MHD) turbulence [4], which is often
observed in strongly dynamic events like disruptive processes in tokamaks or solar flares.
Due to tremendous recent progress in theory and computer simulation of plasma turbulence,
the knowledge of large-scale structures in turbulence has greatly increased. Since turbulence in
general is of a spatiotemporal nature, the corresponding experimental work is a challenge, in
particular in fusion devices where spatially resolved fluctuation measurements are often difficult
to do.
In the present paper we focus on recent laboratory experiments on the dynamics of
large-scale spatial structures in magnetized plasmas. With laboratory experiments a highly
controllable experimental plasma device is used that is optimized for turbulence research with
spatially and temporally resolved diagnostic tools available. Typically, such devices are smaller,
low-temperature discharge devices and can be operated in steady state in order to achieve
equilibrium conditions. The optimized set-ups and the accessible plasma provide the necessary
wealth of information to make progress in the understanding of turbulence in magnetized
plasmas.
In this context, drift and flute modes are two most important instability mechanisms,
appropriately described in a collisional two-fluid picture [5]. They are low frequency ω  ωci,
electrostatic, and are driven by the plasma density gradient perpendicular to the ambient magnetic
field B. The wavevector has its main component perpendicular to B with a scale length
determined by the reduced gyro radius ρs =
√
miTe/eB via the relation k⊥ρs ∼ 1 [6].
The frequency range corresponding to the observed wavenumbers is given by the diamagnetic
frequency ω(k⊥) = k⊥ρsCs/L⊥, where Cs =
√
Te/mi is the ion sound velocity and
L⊥ = n/∇⊥n is the gradient length of the plasma density profile. Drift waves have a
non-zero axial wavenumber component k|| > 0 and the perpendicular dynamics is tightly
coupled to the electron response parallel to B. Flute modes with k|| = 0 have no parallel
dynamics.
Probably the first observations of drift waves were made in a linear magnetized laboratory
experiment [7]. Independently, but around the same time, drift dynamics were theoretically
investigated for linear instabilities [8]. In the subsequent years, a large body of work was
produced both in theory and experiment, see e.g. [9]–[11] and references therein. The linear
dynamics of drift waves can now be seen as fairly well understood. In the broad field of non-
linear dynamics, in particular in turbulence, there is still a large number of open questions to
resolve. One of these questions is the role of large-scale dynamical structures that spontaneously
arise out of broad-band turbulence.
In drift wave and flute mode turbulence, the formation of large-scale structures is always
observed and seems to be generic. As briefly described in section 2, already very simple drift
wave models always show the spontaneous vortex formation [12]. Many aspects of large-scale
structures are currently under investigation, e.g. the transition from stability to turbulence, the
space–time dynamics of turbulent large-scale structures and their interaction with all other scales.
This paper makes an effort to highlight some recent experimental aspects of the problem.
We finally note that the detailed role of large-scale structures in turbulent transport processes
is still under investigation, but experiments as well as computer simulations indicate that strong
transport ‘events’ are associated with localized convective particle motion [13]. Attempts to
explain these observations are often based on sometimes ambiguous concepts and notions, like
‘streamers’ and ‘self-organized criticality’. It is beyond the scope of the present work to address
this and the transport aspect of large-scale structures.
























Figure 1. Instability mechanisms of curvature driven modes (a) and drift waves
(b) in slab geometry.
The structure of the paper is as follows: after the introduction of the two instability
mechanisms in section 2, the experimental set-ups and data analysis methods are briefly presented
in section 3. The spatiotemporal behaviour of a single coherent drift mode, the transition scenario
to turbulence and the statistical properties of large-scale fluctuation structures are discussed in
section 4. The control of turbulence by externally applied electric fields is presented in section 5.
The main findings are summarized and conclusions are drawn in section 6.
2. Basic instability mechanisms
Turbulence in the present experimental set-ups is governed by two different instability
mechanisms, drift waves and curvature driven modes (flute modes). Both instabilities are
driven by the background plasma pressure gradient, which is the source of free energy needed
for the instabilities to develop. The basic mechanism of drift waves and curvature driven
modes are schematically illustrated in figure 1. For ease of description a two-dimensional
slab perpendicular to the magnetic field is shown. The initial state is a plasma pressure
gradient ∇p with superimposed sinusoidal perturbation. Curvature driven modes (figure 1(a))
are the plasma analogy of the classical Rayleigh–Taylor instability in neutral fluids [14],
whereby the curvature of the magnetic field replaces the gravitational force. The curvature
and ∇B drifts, ve and vi, lead to a separation of charge and consequently an electric field
E perpendicular to the magnetic field B is generated. The resulting E × B drift amplifies
the initial perturbation and becomes linearly unstable if the magnetic field gradient ∇B is
in parallel to the plasma pressure gradient ∇p. This is the so-called unfavourable curvature
region, as shown in figure 1(a). Stability is achieved if both gradients are anti-parallel,
the favorable curvature region. The stability mechanism leads to a phase shift between
the plasma pressure fluctuations and the plasma potential fluctuations of ≈π/2. Curvature
driven modes are two-dimensional, i.e. the structures are elongated along the magnetic field
with k‖ = 0. The plasma dynamics parallel to the magnetic field becomes important if
regions of unfavourable and favourable curvature regions are connected by the magnetic field,
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e.g. due to rotational transformation of the magnetic field [15]. This leads to a variation
of fluctuations along the magnetic field and consequently a non-zero parallel wavenumber
k‖ = 0. In such a situation the fluctuation degree is larger in the unfavourable curvature region
(ballooning) [16, 17].
In contrast to the curvature driven modes drift waves are intrinsically three-dimensional
and the plasma dynamics parallel to the magnetic field is a crucial parameter for stability [18].
In figure 1(b) a homogeneous background magnetic field B is considered and the dynamics
of electrons parallel to B is assumed to be adiabatic [19]. Consequently, a plasma pressure
perturbation directly connects to a plasma potential perturbation via Bolzmann’s relation and
an electric field E perpendicular to B builds up. The E × B drift leads to propagation of
the perturbation in the electron diamagnetic drift direction. In this relatively simple picture the
initial perturbation is linearly stable due to the assumption of an adiabatic and instantaneous
electron response parallel to the magnetic field. For linear instability the parallel dynamics must
be inhibited, leading to a non-zero parallel wavenumber k‖/k⊥  1 and a finite but small phase
shift between plasma pressure and plasma potential perturbation [20]. Effects that lead to non-
adiabaticity of electrons can be collisional processes [5], kinetic effects like Landau damping [21]
or magnetic induction [22].
A deep insight into the dynamics of drift wave turbulence has been gained by numerical
simulations. Basically, the simulations can be separated into two-dimensional models and
a complete three-dimensional treatment. These two different approaches show significant
differences in the context of the development of large-scale fluctuation structures and their
role in the turbulent dynamics. In two-dimensional models the energy is generally cascaded
inversely towards small wavenumbers (i.e. large-scale structures) as a result of the simultaneous
conservation of energy and enstrophy [23]. Consequently, the energy of fluctuations develops
towards the largest scales [24]. This is in contrast to the classical Rayleigh cascade, in which
the energy is transported from the largest scales to the smallest [2, 25]. Common models
depending on adiabatic parallel electron dynamics are based on the Hasegawa–Mima (HM)
equation [26, 27]. Although the HM equation is somewhat oversimplified by the assumption of
instantaneous parallel electron response the importance of large-scale fluctuation structures in
drift wave turbulence was demonstrated and later verified in more advanced two-dimensional
models, which also included non-adiabatic electrons [12, 28]–[31]. If fully three-dimensional
numerical models are considered, large-scale fluctuation structures are less significant and a
strict inverse energy cascade is generally not observed [32]. Usually, a minor part of the energy
is transported to the large-scale structures but most of the energy is directly cascaded towards
the small scales. Consequently, large-scale fluctuation structures are not as important as in two-
dimensional models but they still form and are suggested to be of great important for transport
processes perpendicular to the ambient magnetic field [33, 34]. If effects like magnetic shear
or sheared flows are included in numerical models, which counteract the formation of large-
scale fluctuation structures, the emergence of structures is further suppressed [35]. Figure 2
shows a comparison of numerical simulation results obtained from a two-dimensional HM-type
model [28], figure 2(a), and a three-dimensional model including curvature and shear of the
magnetic field, figure 2(b). In the two-dimensional case large fluctuation structures completely
fill the simulation domain whereas in the three-dimensional case the structures are generally
of smaller scale. In the latter large-scale structures still exist but their significance for the
turbulent dynamics is weaker due to the different behaviour of the energy transport between
spatial scales.
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Figure 2. Results obtained from numerical simulations of a two-dimensional
model (a) and a three-dimensional model (b). After [69].
3. Experimental set-ups and data analysis methods
To study the role of large-scale fluctuation structures, three different experimental set-ups
are considered, mainly distinguished by their magnetic field geometry. The magnetic field
configuration increases in complexity:
(i) homogeneous straight magnetic field,
(ii) purely toroidal magnetic field,
(iii) magnetic confinement, i.e. toroidal magnetic field with additional rotational transform.
3.1. Linear magnetic geometry
The linear, magnetized, low-β plasma device KIWI (figure 3) follows the original concept of the
MIRABELLE device [36]. It consists of two plasma source chambers and a magnetized mid-
section (magnetic field B = 40–100 mT). Argon plasma is produced in the source chambers
by thermionic hot-cathode discharge in steady-state operation (typical neutral gas pressure p =
3 × 10−2 Pa, electron temperature Te = 1.2–3.5 eV, electron density ne = 2 × 1016 m−3). Each
source chamber is separated from the mid-section by a stainless-steel mesh grid (transparency
>60%). Only one chamber is operated as a plasma source. The grid at the active chamber is
positively biased at Ug with respect to ground while the other grid, acting as loss surface, is
kept at ground potential. In this way, electrons are injected into the mid-section and an E × B
rotation of the plasma column as well as an axial electron current are established [37]. The
magnetized plasma column is immersed in a stainless-steel tube, which is positively biased
to predefine the potential at the azimuthal boundary (potential range Ut = 0–20 V). The
spatiotemporal drift wave dynamics is observed using a circular array of 64 equally spaced
cylindrical Langmuir probes [38], operated in the electron saturation current regime to measure
density fluctuations. The time averaged plasma potential profile is parabolic and consequently
the plasma E × B rotates as a rigid body. The time averaged plasma density profile is self-
consistently connected to the linear radial electric field by classical transport and of Gaussian
shape [39].
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Figure 4. Schematic drawing of the TEDDI device (a) and the plasma source (b).
3.2. Simple toroidal geometry
To include magnetic curvature effects an experimental set-up with toroidal geometry is realized,
the TEDDI device [40]. It belongs to the group of so-called simple magnetized tori (SMT),
in which the magnetic field is purely toroidal [41]–[44]. A schematic drawing of the TEDDI
device and the plasma source are shown in figures 4(a) and (b), respectively. It consists of
three tube bends (large radius R = 0.3 m, small radius r = 0.1 m), connected by wedge-
shaped segments where the plasma source is placed and measurements in poloidal cross sections
are done. The vacuum vessel is immersed in planar poloidal magnetic field coils (maximum
magnetic field on axis B = 0.15 T). The plasma is produced by a thermionic (filament) discharge.
The tungsten filament is placed vertically inside the vacuum vessel and is directly heated by a
current. The filament is negatively biased to ground. Poloidal limiters are placed on both sides
of the source region and the plasma is produced by ionizing collisions between the primary
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flux surface
planar coils non-planar coils
Figure 5. Magnetic coil system and shape of a magnetic flux surface of the
W7-AS device.
electrons and the neutral argon gas background (neutral gas pressure p = 3 × 10−2 Pa, electron
temperature Te = 4 eV, plasma density n = 1 × 1016 m−3). The main diagnostic tool for
investigating the spatiotemporal dynamics of fluctuations are electric probes. It is well known
that the plasma is MHD unstable in a purely toroidal magnetic field [45]. Owing to toroidal
drifts the vertical charge separation produces an electric field, which accelerates the plasma
radially outwards. Nevertheless, the discharge is steady state, but the poloidal plasma profiles
are strongly asymmetric and are generally shifted outwards.
3.3. Toroidal magnetic confinement
The third experimental set-up used for studying large-scale fluctuation structures in electrostatic
turbulence is the Wendelstein-7 AS stellarator [46, 47], schematically shown in figure 5. It is a
l = 2, m = 5 stellarator [48], in which the magnetic field has a rotational transform to reach
MHD stability [45]. The magnetic field is produced by 42 external non-planar magnetic field
coils (maximum magnetic field on axis B = 2.5 T, rotational transform of -ι = 0.25–0.6). For
the present experiments the plasma is produced by moderate electron cyclotron resonance (ECR)
heating (edge electron temperature Te = 75 eV, plasma density n = 5 × 1018 m−3). Due to
the pulsed operation, stationary plasma conditions are limited to a maximum temporal length of
800 ms. Measurements were done in the scrape-off layer (SOL), the very outside of the plasma,
where the magnetic flux surfaces are intersected by limiters. Due to the high energy impact at
the probes, a reciprocating probe array is used together with a fixed single probe, which provides
the reference signal for the statistical analysis. The equilibrium plasma profiles inside the SOL
are self-consistently determined by plasma transport perpendicular to the magnetic field across
the last closed magnetic flux surface (LCMFS) field and plasma loss along the magnetic field to
the limiters [49, 50].
3.4. Diagnostics and data analysis methods
Generally speaking, in turbulent systems one has to deal with temporally fluctuating, continuous
field quantities, which are functions of both time and space. In experimental drift wave turbulence
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research, the most common field quantities are plasma density n(t), space charge potential φ(t),
electron and ion temperature Te,i(t) and magnetic field B(t). The first two are relatively easy to
access by plasma probes, and for the moment we shall restrict ourselves to the two-field case.
The most basic assumption of many signal processing methods is ergodicity, which means











where P (φ) is the probability density of the fluctuating potential φ(t). It is convenient to assume
zero-mean quantities 〈φ(t)〉 = 0, which can always be achieved by appropriate normalization.
Based on equation (1), the usual linear signal processing tools can be systematically developed,
namely auto- and cross-correlation functions R(τ) = 〈φ(t)φ(t + τ)〉 and Gnφ(τ) = 〈n(t)φ(t +
τ)〉, respectively. The Wiener–Kintchine theorem relates them by Fourier transform to auto- and
cross-power spectral densities [51].
Beyond such rather standard (linear) signal processing tools, more advanced techniques
have been developed in turbulence research. Moments based on conditional probability densities
may give a deeper insight into causalities [52], bispectra yield some information about mode
coupling [53] and phase space analysis [54] is useful for studying the transition regime between
regularity and turbulence. We refer to the cited references for an introduction to the different
advanced signal processing methods, but we may comment subsequently on the key techniques
used in the present work.
The conditional averaging (CA) method [52] was especially developed for the detection of
large-scale fluctuation structures embedded into broad-band (mostly smaller scale) turbulence.
Simultaneous recording of two signals is required, a space-fixed reference signal φr(t) = φ(r0, t)
and a space-resolved signal φ(r, t). A preselected condition φc to be met by how the reference
signal defines ‘events’, and CA yields some insight into the origin of events occurring at the
reference position. A relatively short time series of length [−T /2,+T /2] (with T as a free
parameter) is recorded of both φr and φ at each time instant tk and the condition φc is met. In
this way, on the long term, an ensemble of k = 1 . . . N time series is collected and, by averaging,
the incoherent part of the fluctuation is statistically suppressed. The formal procedure is




[φ(r, tk + T )|φr(tk) = φc]. (2)
For a more detailed discussion, we refer the reader to [55].
Phase space analysis is nowadays a common tool for the analysis of chaotic data. Even
though its meaning is limited in the case of fully developed turbulence, the phase space description
can give additional insight into the dynamics of the nonlinear transition regime to developed
turbulence, which is characterized by only a few degrees of freedom (e.g. modes). The ‘true’
phase space is spanned by the full set of time-dependent variables determining the dynamical
state. In most experimental situations there is access to only one quantity φ(t). According to
Taken’s embedding theorem [56], a topologically equivalent phase space contour can be obtained
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Figure 6. Time series of density fluctuations, corresponding power spectral
density and PDF, and space–time diagram for a single m = 2 drift mode in the
KIWI device.
where τ is an appropriately chosen delay time and d is the embedding dimension [54]. In
principle, d has to be chosen to unfold the phase space structure appropriately, but visualization
is often done in d = 3. If the number of degrees of freedom exceeds d = 3, the diagram must be
seen as a projection of the actual phase space structure. The quantification of the geometrical and
statistical properties of phase space structures is done by phase space analysis. Most common
are ergodic measures, in particular the phase space dimension and the Lyapunov exponents [57].
The former characterizes the geometry of the phase space contour, the latter the stability of phase
space orbits during time evolution.
4. Large-scale structures and transition to turbulence
4.1. Drift wave mode
Before discussing the properties of turbulent fluctuations in the different experimental set-ups,
it is valuable to consider a coherent drift mode as observed in linear magnetic geometry (KIWI
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Figure 7. Results of CA for a m = 2 drift mode in a azimuthal cross section of
the KIWI device. An animation is also provided.
device). Figure 6 compiles the time series of density fluctuations, the PDF and power density
spectrum together with the space–time diagram. Density fluctuations are coherent as seen in the
time series and the power spectrum S(f), which is peaked at the Doppler-shifted drift frequency
ω = 15 kHz and its higher harmonics. Consistent with the sinusoidal time series the PDF is
double humped. The space–time diagram shows the typical picture of a m = 2 travelling wave
with a phase velocity given by the slope of the stripes. The mode propagation is resolved in
a two-dimensional cross section perpendicular to the magnetic field by means of CA. Figure 7
shows the result of the analysis for a time interval of τ = −50 · · · + 50 µs. An animation for
better visualization is also provided. The ambient magnetic field points out of the plane. The
m = 2 mode structure is clearly observed. The maximum amplitude is located in the maximum
density gradient region and the structure propagates with the Doppler-shifted diamagnetic drift,
which is counterclockwise in this representation. The spatial extent of the drift mode is of the
order of the radial plasma size.
4.2. Route to drift wave turbulence
A well-defined transition scenario from laminar to turbulent flows, namely the Ruelle–Takens–
Newhouse (RTN) scenario, has been predicted by dynamical systems theory [58] and was
observed for the first time in driven neutral fluid flows [59]. Later, a two-fluid computer
simulation revealed a similar behaviour in a magnetized plasma as well [60]. In a highly
controllable plasma experiment the RTN transition from a completely stable state to weakly
developed turbulence [61] was explicitly demonstrated. We subsequently recall this work to
highlight the role of large-scale structures in the transition process.
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Figure 8. Transition to turbulence in the KIWI device. Shown are the phase
space diagrams, time series, and power spectral densities of density fluctuations
for different control parameters 	 = 0 . . . 1.01. Animations of the phase space
and sound files of the density fluctuations are provided.
Figure 8 compiles a series of diagrams showing the 3d phase space diagram, the time series
of plasma density fluctuations and the corresponding power spectral densities for increasing
control parameter 	 = (Ug − Ugc)/Ugc. At 	 = 0 (resp. Ug = Ugc, the critical grid bias) a
single drift wave mode sets on and saturates after a few cycles (frequency f3 = 13.5 kHz).
Figure 8(a) shows the single-mode state at 	 = 0.14. Nonlinear instability leads to parametric
wave decay [62] and, as a result, just above 	 = 0.33, a second, lower frequency drift mode
(frequency f1 = 6.9 kHz) emerges (figure 8(b)). The nonlinear interaction between the two drift
modes becomes evident by the large number of side-bands at nf3 ± mf1 (n,m = 1, 2, 3, . . .).
The corresponding time series shows a quasiperiodic amplitude modulation and the phase space
contour is a torus, as expected. Slightly above 	 = 0.5, the idler mode at ≈15 kHz rapidly
grows in amplitude and mode-locks to the drift mode at ≈7.5 kHz. In such a mode-locked state
(figure 8(c)), the two low-frequency modes dominate the dynamics and, due to their resonant
interaction, no side-bands occur except for higher harmonics. The phase space contour is a
two-orbit and the time series shows a two-periodicity. At higher control parameter values, above
	 ≈ 0.7, the mode-locked state is gradually destabilized and the peaks in the power spectrum
become significantly broader (figure 8(d)). The phase space two-orbit is filled up and the time
series shows how the two-periodicity is subjected to an additional, low-frequency modulation.
The transition from weakly developed to developed turbulence is smooth and accompanied
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Figure 9. Space–time diagrams and wavenumber–frequency spectra for the
different dynamical states of density fluctuations in the KIWI device for different
control parameters 	 = 0 . . . 1.01.
by increasingly broad power spectra, unstructured phase space and irregular time evolution of
density fluctuations (figures 8(e) and (f)). For illustration, the phase space diagrams are also
shown as an animation where the time evolution of the trajectories becomes evident. Also
provided are sound files of the different drift wave dynamics, which is mostly found in the
audible frequency regime.
Of particular interest are the space–time dynamics of drift waves. As mentioned above,
probe arrays may provide a sufficient spatial resolution to observe at least the large-scale
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structures with k < 0.3 m−1. Figure 9 shows space–time diagrams and the corresponding
frequency–wavenumber spectra of the above described transition to turbulence. As a general
trend, for increasing control parameter 	, the space–time diagram becomes more complex and the
power spectrum broadens. At 	 = 0.13 (figure 9(a)), a regular m = 3 drift mode is established.
Correspondingly, there is only one peak in the power spectrum for m = 3 at 12.5 kHz. The
quasiperiodic case, 	 = 0.49, is shown in figure 9(b). Careful inspection of the space–time
diagram reveals a quasiperiodic amplitude modulation both in time and in space. Consequently,
the peaks in the power spectrum distribute in the (f,m) plane. Note, for instance, that the m = 2
idler mode corresponds to several peaks at different frequencies. The bifurcation to the mode-
locked state, 	 = 0.62, is shown in figure 9(c). The strict two-periodicity in space and time is
also seen in the power spectrum, where the m = 1 mode appears as the (lower amplitude) sub-
harmonic of the m = 2 mode, the former idler. The mode-locked state is gradually destabilized
for increasing control parameter. In figure 9(d), the space–time diagram reveals the occasional
occurrence of phase defects (at t = 0.6–0.9 ms), which directly lead to spectral broadening.
These phase defects become more and more frequent until at 	 = 1.01 the drift wave turbulence
is fairly well developed with a broad power spectrum and a rather irregular space–time mode
pattern. This transition to turbulence is known as the RTN scenario [63].
4.3. Turbulent structures
In section 4, the transition scenario to turbulence in the KIWI device was outlined. We
subsequently discuss the statistical properties of the developed turbulent state (	 = 1.01), which
establishes after the RTN scenario. In figure 10 a time series of turbulent density fluctuations, the
corresponding PDF and power spectral density and a space–time diagram are shown. In contrast
to the single coherent drift mode (figure 6) the time series shows an irregular behaviour with
preference to large positive fluctuation events. This behaviour is quantified by a Gaussian-like
PDF with a significant skewness of s = 0.59. In the corresponding power spectral density the
remaining dominant peaks are broadened and a power law scaling f ∝ f−α at frequencies above
50 kHz is observed (α ≈ 3). Irregularity of density fluctuations is found in both the temporal
behaviour and the spatiotemporal development. Several pronounced structures are observed in
the space–time diagram, propagating in the electron diamagnetic drift direction (also parallel to
the E × B rotation of the plasma). The dynamics of such structures is more complicated and
does not show the coherent behaviour as in the single-mode case. They appear occasionally,
have a finite lifetime and show frequent phase dislocations. To elucidate the dynamics of the
turbulent structures, CA of density fluctuations has been done covering the azimuthal plane.
The results are shown in figure 11 for a time interval of τ = −36 · · · + 36 µs. The formation
of a positive fluctuation structure is found at τ = −36 µs. The spatial scale of the structure
is comparable to the size of the coherent drift modes with a radial extent of ≈2ρs. Although
the time averaged plasma profiles are unaffected by the turbulent fluctuations, the structure’s
propagation during the first half of the time window deviates from pure azimuthal movement.
Instead, it propagates radially outwards. In the second half of the time window the propagation
is azimuthal in electron diamagnetic drift direction until its final decay. At τ = 0 the structure is
detected at the reference position, showing that a single structure is responsible for the detected
events in the reference signal. During the early phase of structure formation, a negative density
fluctuation structure develops as well, but with a strongly reduced lifetime. The dynamics seen
in figure 11 is consistent with the space–time diagram, figure 10. In particular the partially
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Figure 10. Time series of turbulent density fluctuations in the KIWI device,
corresponding power spectral density and PDF, and space–time diagram.
azimuthal propagation leads to stripe-like patterns, which disappear if the structure propagates
radially inwards out of the observation circumference of the probe array. Alternatively, the
structure just decays. Comparison between plasma density and plasma potential fluctuations
yields a small phase shift of  (Φ, n) ≈ 0, consistent with the conventional drift wave picture (cf
figure 1).
Due to strong gradients and curvature of the magnetic field no single modes are observed in
the TEDDI and the plasma in this set-up is always in a fully developed turbulent state. Figure 12
shows a time series of density fluctuation, the corresponding power spectral density and the PDF.
The time evolution of fluctuations is irregular and the PDF is slightly skewed towards positive
density fluctuations (skewness s = 0.42). Different from fluctuations in the KIWI plasma the
power spectral density shows no dominant peaks and a power law scaling over a wide frequency
range of one decade. This indicates fully developed turbulence. The dynamics of large-scale
structures obtained by CA is shown in figure 13 for a time interval τ = −80 · · · +80 µs. Large-



























τ = 27 µs
–20 0 20
y / mm
τ = 36 µs
τ = 9 µsτ = 0 µs
X
Ref
1 0 1 
Figure 11. Results of CA of turbulent density fluctuations in the KIWI device
for an azimuthal cross section. The maximum and minimum structures are
highlighted by black and white contour lines, respectively. An animation is also
provided.
scale structures are found in the full time range. The extent of structures is of the order of the
plasma size (≈6ρs). At τ = −80 µs a minimum structure in the plasma centre and two maximum
structures shifted to the outer limiter edge develop. During the first half of the time window the
minimum structure propagates radially outwards, but during the second half the propagation is
mainly poloidal. During its lifetime the structure is distorted. The spatiotemporal development
of the maximum structure is similar to the minimum structure. On the outside the propagation is
mainly in the poloidal direction, whereas in the plasma centre the propagation is primarily radial.
In the animation provided with figure 13 the temporal evolution of the large-scale structures is
compared to the time averaged plasma potential profile, shown as contour lines. It turns out that
the propagation of structures is fully determined byE×B convection, whereby the time averaged
equipotential contour lines act as streamlines for the large-scale turbulent structures [64]. Due
to the nonexistence of MHD equilibrium in the pure toroidal magnetic field configuration of the
TEDDI device the poloidal time averaged plasma potential profile is asymmetric and convection
is radial in the plasma centre and poloidal in the outer limiter region. The distortion of structures
is most likely due to velocity shear [35]. The phase shift between plasma density and potential
fluctuations is found to be  (Φ, n) ≈ π/2 and no variation of fluctuations along the magnetic
field is observed. This suggests curvature driven modes as the basic instability mechanism (cf
figure 1).
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Figure 12. Time series of turbulent density fluctuations in the TEDDI device,
corresponding power spectral density and PDF.
Similar to the TEDDI device fully developed turbulence is always observed in the SOL of
W7-AS. An overview about basic properties of potential fluctuations, i.e. the time series, the
power spectral density and the PDF, is given in figure 14. The temporal evolution of fluctuations
is irregular and the PDF is of almost perfect Gaussian shape. In the corresponding power spectral
density no dominant peaks are observed and the decrease is given by a power law scaling over
one frequency decade. CA has been applied to the fluctuations to observe the spatiotemporal
development of large-scale structures. The result over a time interval of τ = −8 · · · + 20 µs
is shown in figure 15. The observation area is inside the SOL limited by the probe array size
in poloidal direction. The LCMFS is located at r = 0 mm. A large-scale structure is clearly
observed. It enters the observation area at τ = −4 µs and propagates in pure poloidal direction
before it starts to decay at τ = 8 µs. Thus, the propagation is strongly aligned to the magnetic
flux surface. The radial extent of the structure is ≈15 mm corresponding to ≈10ρs and the
structure is elongated poloidally. This is most likely due to the sheared E × B velocity in the
SOL. In contrast to the KIWI and TEDDI configuration the lifetime of the observed structure is
considerably smaller. Comparison of its lifetime to its rotation period, the eddy turnover time,
yields that the structure is not coherent in the strict sense [35]. CA of density fluctuations provides
similar results about the lifetime and extent of observed structures. It was shown that density
fluctuation structures are somewhat causally determined by potential fluctuation structures due
to E × B convection of the potential structure in a radial density gradient [65]. The phase shift
between plasma density and potential fluctuations is found to be  (Φ, n) ≈ π/2, which hints at
curvature driven modes as the basic instability mechanism (cf figure 1).
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Figure 13. Results of CA of turbulent density fluctuations in the TEDDI device
for a poloidal cross section. The poloidal limiter is indicated as a solid black
circle. Maximum and minimum structures are highlighted by black and white
contour lines, respectively. The cross at τ = 0 µs indicates the position where
the reference signal for CA is measured. An animation is also provided.
5. Control of turbulent dynamics
Drift wave chaos was successfully controlled in a recent experiment by using continuous delay-
time feedback techniques [66]. However, as discussed above, low-dimensional chaos exists
only in a narrow control parameter regime during the transition route to turbulence [61]. A
different, more robust method is open-loop control (also called synchronization) acting in both
space and time [67]. The experiment is done as follows [68]: a special arrangement of eight
stainless-steel electrodes (octupole exciter) is positioned in flush-mounted geometry in the edge
region of the plasma column. The electrodes of the octupole exciter are driven by sinusoidal
signals with a fixed, preselected phase angle θ between each electrode pair. This generates an
azimuthally rotating electric field which turns out to select a single mode out of the broad drift
wave turbulence spectrum [68].
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Figure 14. Time series of turbulent potential fluctuations in the SOL of the
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Figure 15. Results of CA of turbulent potential fluctuations in the SOL of W7-
AS in a poloidal cross section.
In the linear magnetized plasma device MIRABELLE, drift wave turbulence is created by
choosing values Ug = 5 V and Ut = 12 V. The result is depicted in figure 16(a). The space–
time diagram of density fluctuations is dominated by irregular features and no defined mode
structure is observed [61, 37]. For mode-selective synchronization of drift wave turbulence, a
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Figure 16. Time series, power spectral densities, space–time diagrams and
wavenumber–frequency spectra of experimentally obtained density fluctuations
in the MIRABELLE device without external control (top row), with co-rotating
control signal (middle row) and with counter-rotating control signal (bottom row).
The shaded areas in (f) and (j) indicate for comparison the power spectral density
without control signal (b).
Figure 17. Time series, power spectral densities, space–time diagrams
and wavenumber-frequency spectra of the numerical simulation based on the
Hasegawa–Wakatani equations in the same representation as figure 16.
driver frequency fd is applied to the octupole exciter. fd is chosen to be close to pronounced
spectral features in the low-frequency regime of the power spectrum. The azimuthal mode
number md is predetermined by selecting a phase shift θ = mdπ/4. The so-obtained exciter
signal drives a specific drift mode with phase velocity vφ = fd2πrx/md, which must be
compatible with the drift wave dispersion. rx is the radial position of the exciter electrodes.
Choosing md = 2, driver frequency fd = 8.0 kHz and driver amplitude A = 1.0V the large-
scale drift wave turbulence is successfully synchronized as shown in figure 16(b). Note that
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smaller scale structures, corresponding to mode frequencies above 20 kHz, remain essentially
unchanged by the synchronization signal. In the space–time diagram, large-scale regular
dynamics dominate, i.e. a pronounced mode structure with the preselected m = 2 is observed.
To test if the control effect is really a spatiotemporal one, we simply reverse the sign of θ
and thus the rotation direction of the exciter field. In contrast to the co-rotating case, the
counter-rotating exciter signal is moving at ∼2vφ in the drift wave frame and a much weaker
synchronization effect is expected. Figure 16(c) clearly confirms that a counter-rotating exciter
field has almost no influence on the drift wave turbulence and on the time averaged plasma
profiles at all.
The experimental results have been theoretically confirmed by a standard drift wave model,
the Hasegawa–Wakatani equations [28], for density and vorticity fluctuations. The exciter itself
is modelled by assuming that it gives rise to an additional oscillating parallel current profile of
the functional form
∇‖Jext = A˜ sin(πr/r0) sin(2πmdΘ − ωdt) = Sˆ, (4)
where r0 is the radius of the plasma and Θ is the poloidal coordinate. Further details are found
in [27]. The simulation result is shown in figure 17. By comparing figures 16 and 17 it becomes
evident that the experimental findings discussed above are fully reproduced by the simulation.
Starting with unperturbed drift wave turbulence (a), a synchronized m = 2 state is achieved
at relatively small driver amplitude, A˜ = 0.75, if a co-rotating current profile is applied (b).
Exactly as in the experiment, a counter-rotating current profile of the same amplitude has almost
no effect (b). We may conclude that the experiment is at least qualitatively reproduced by the 2d
model. The rotating current profile couples via ∇‖Jext, the two equations mode-selectively and
thus leads to amplification of the preselected mode md. In other words, in the drift wave frame
the poloidal symmetry is broken by the structured current profile which leads to mode selection.
For a more profound analysis we refer the reader to [68].
6. Summary and conclusions
To summarize, two different instability mechanisms in magnetized plasmas—drift waves and
curvature driven modes—have been experimentally studied in three different experimental
configurations: linear, purely toroidal and helical magnetic field geometry. The discussion
focuses on the role of large-scale structures in the transition to turbulence, the characterization
of specific properties of these structures in the different experimental set-ups, and how control
of the turbulent dynamics by influencing the largest scales can be achieved.
A common feature of all three configurations is the presence of large-scale structures
embedded in broad-band turbulence, which is also observed in plasma turbulence models.
In linear magnetic field geometry the dynamical state is controlled by the axial boundaries,
which determine the plasma current and plasma rotation. Via the external current circuit the
transition from stability to weakly developed turbulence can be studied in its very detail. It turns
out that the RTN scenario, known from neutral fluids, is followed. During the transition the
periodicity of the single drift mode is lost and a weakly developed turbulent state is achieved,
which is characterized by the sporadic occurrence of large-scale coherent structures. The analysis
of these structures by CA suggests that these are reminiscences of the single drift mode. The
structures have a finite but relatively long lifetime and propagate mainly in the azimuthal direction
at E ×B velocity, but also have a radial velocity component. The spatial scales of the structures
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are of the order of the plasma size and turbulent convection processes by these structures affect
the entire plasma volume.
In purely toroidal magnetic geometry the plasma is always in a fully developed turbulent
state. The observed structures are identified as being caused by curvature driven instability. The
structures have a remarkably long lifetime and can have a size up to the plasma dimensions. In
this sense they are comparable to the structures found in linear magnetic field geometry. Here,
the partly radial propagation of the observed large-scale structures is along the time averaged
equipotential lines, which are asymmetric and determined by the turbulence itself and not by a
MHD equilibrium.
Finally, in helical (stellarator) magnetic field geometry fully developed turbulence in the
SOL is driven by strong gradients and magnetic curvature. The properties of the observed large-
scale structures differ from the above situations. The lifetime is shorter than the eddy turnover
time. Thus, the structures are not coherent in the strict sense. The radial extent of structures
is much smaller than the plasma size, so that no global convection process caused by these
structures exists. Due to MHD equilibrium the propagation is purely in poloidal direction on the
magnetic surface and is determined by E × B rotation of the plasma.
The synchronization of the weakly developed turbulence of the linear device clearly
demonstrates that suppression of turbulence occurs in the small frequency regime of fluctuations,
which can be addressed to the large-scale structures. By external application of rotating electric
fields only the preselected single drift mode propagates and the small-scale fluctuation spectrum
remains essentially unchanged. This clearly demonstrates the dominance of the large-scale
structures in the turbulent dynamics.
In conclusion, the occurrence of large-scale structures seems to be a generic feature of
turbulence based on drift waves and curvature driven modes, independent of the specific magnetic
field configuration and the boundary conditions. The observed specific properties of structures
such as lifetimes and spatial extents cannot be attributed to the basic underlying instability
mechanisms. The observations, in fact, suggest that large-scale structures may either be a
reminiscence of a destabilized mode structure or the result of inverse cascading from small
scales. Consequently, plasma as well as boundary conditions have a strong influence on the
formation of large-scale structures by directly affecting the driving parameters of the instability
itself or by affecting the governing cascading direction.
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