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CHARACTERIZATION OF HYPERBOLICITY AND
GENERALIZED SHADOWING LEMMA
DAVOR DRAGICˇEVIC´ AND SINISˇA SLIJEPCˇEVIC´
Abstract. J. Mather characterized uniform hyperbolicity of a discrete dy-
namical system as equivalent to invertibility of an operator on the set of all
sequences bounded in norm in the tangent bundle of an orbit. We develop a
similar characterization of nonuniform hyperbolicity and show that it is equiv-
alent to invertibility of the same operator on a larger, Fre´chet space. We apply
it to obtain a condition for a diffeomorphism on the boundary of the set of
Anosov diffeomorphisms to be nonuniformly hyperbolic. Finally we generalise
the Shadowing lemma in the same context.
1. Introduction
Assume f is a C1diffeomorphism on a finite dimensional Riemannian smooth
manifold M . Recall that a compact f -invariant set Λ ⊆M is uniformly hyperbolic
if for each x ∈ Λ there exist a decomposition TxM = Es(x)⊕Eu(x) and constants
c > 0 and 0 < λ < 1, such that for each x ∈ Λ, Df(x)Es(x) = Es(f(x)) and
Df(x)Eu(x) = Eu(f(x)),
|Dfk(x)η| ≤ cλk|η| whenever η ∈ Es(x) and k > 0, and
|Df−k(x)η| ≤ cλk|η| whenever η ∈ Eu(x) and k > 0.
Recall that a f -invariant set Λ is (nonuniformly) hyperbolic, if each point of Λ
has non-zero Lyapunov exponents. An ergodic measure µ is hyperbolic, if µ-a.e.
point has non-zero Lyapunov exponents ([1], [2]). Definitions are recalled in more
detail in Section 3.
We study here different characterizations of uniform and nonuniform hyperbolic-
ity, inspired by a characterization of J. Mather ([8], [9]), closely related to a concept
referred to in the physics literature as Thouless formula ([13]). We first introduce
the notation. We will always assume M = Rd/Zd is a d dimensional torus with the
canonical Riemannian metric, for simplicity of notation and clarity of arguments.
All results are valid for arbitrary finite dimensional smooth Riemannian manifolds,
and can be easily generalized by choosing appropriate local charts. The set MZ
will be the set of all sequences x= (xk)k∈Z, xk ∈M . A tangent space TxM will be
naturally identified with Rd, and the space (Rd)Z contains the subset of all tangent
orbits ηn+1 = Df(xn)ηn.
Assume X∞ = l∞(R
d) is the Banach space of sequences η = (ηk)k∈Z, ηk ∈ Rd
satisfying supk∈Z |ηk| <∞, where | · | denotes the Euclidean norm on Rd, and ||.||∞
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is the sup norm on X∞. For any x ∈MZ (not necessarily an orbit) we define the
operator Γx : X∞ → X∞ by:
(1) (Γxη)k=ηk −Df(xk−1)ηk−1, k∈Z.
It is easy to check that Γx is a well defined, bounded linear operator on X∞.
We will denote by o(x) ∈MZ the orbit of x ∈ M . The operator Γo(x) measures
how much η differs from a tangent orbit. Assume Λ ∈ M is a closed invariant
set. J. Mather proved the following characterization of uniform hyperbolicity: Λ is
uniformly hyperbolic if and only if for each x ∈ Λ, Γo(x) has a continuous inverse
with the norm uniformly bounded in Λ. Mather’s characterization is actually in
terms of operators on sections of the tangent bundle ([4], [9]). Here we use the
equivalent setting from [8].
We consider this characterization of uniform hyperbolicity to be particularly
elegant and inspiring. For example, one can relatively easily obtain all classical
results of the theory of uniform hyperbolicity such as shadowing, existence of stable
and unstable manifolds and structural stability, by an appropriate application of
inverse or implicit function theorems on Banach spaces, using the operator Γx ([8],
[9], [10]).
We will need here a more general family of norms ||.||n, 1 ≤ n ≤ ∞, on subsets
of (Rd)Z, defined as
(2) ||η||n = sup
k∈Z
exp(−|k|/n)|ηk|.
Let Xn be the set of all η ∈ (Rd)Z such that ||η||n < ∞. We will also continue
to write X∞ instead of the usual notation l∞(R
d). As M is compact, it is easy
to check that Γx is a well-defined, bounded linear operator on Xn for any positive
integer n and any x∈MZ.
We will first somewhat extend the Mather’s characterization of uniform hyper-
bolicity to norms ||.||n in order to put the later results in the right context.
Theorem 1. Assume f is a diffeomorphism on M and Λ ⊆M is a closed invariant
set. Then Λ is uniformly hyperbolic if and only if for some n0, 1 ≤ n0 ≤ ∞ and for
each x ∈ Λ, Γo(x) has a continuous inverse in Xn0 such that ||Γ−1o(x)||n0 is bounded
uniformly in Λ.
Furthermore, if this holds for some n0, then it holds for all sufficiently large n.
This is discussed and proved in Section 2.
Now let N = ⋂∞n=1Xn be the Fre´chet space of sequences in (Rd)Z growing sub-
expontentially in norm. We then show that we can use the same language and
characterize nonuniform hyperbolicity, and prove the following in Section 3:
Theorem 2. Assume f is a diffeomorphism on M , and µ an ergodic measure.
Then µ is (nonuniformly) hyperbolic if and only if for µ-a.e. x ∈ M , Γo(x) has a
continuous inverse in N .
We discuss in the same section in some detail the structure of the space N with
respect to the inverse of Γo(x), and develop further characterizations of nonuniform
hyperbolicity more suitable to applications.
As an application, we investigate in Section 4 limits of sequences of Anosov dif-
feomorphisms. We show that if uniform hyperbolicity of Anosov diffeomorphisms is
destroyed on a set A of measure 0 in such a way that the speed of divergence of uni-
form bounds is not exponentially fast with respect to the size of neighborhoods of
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A, then the limit is a nonuniformly hyperbolic map. This application suggests that
our characterization may provide new insights, as the proof is analytical (includ-
ing relatively strong tools such as the Open mapping theorem for Fre´chet spaces)
and ergodic-theoretical, but requires no geometric information which is typically
required in invariant cone and similar techniques.
One of the key topological properties of uniformly and nonuniformly hyperbolic
sets is that one can prove a version of shadowing lemma, and as a corollary that
there are infinitely many periodic orbits. We can say that an invariant set or
measure µ is shadowable, if such a shadowing lemma holds (a more precise definition
is in Section 5).
We finally show that something less than hyperbolicity is required to obtain the
shadowing property, and can be expressed as follows:
Theorem 3. Let f be a C1+α diffeomorphism on M , and Λ an invariant set.
Assume that there is some n, 1 ≤ n ≤ ∞, such that for all x ∈ Λ, Γo(x) has a
continuous inverse in Xn. Then Λ is shadowable.
We prove it in Section 5, and also explain in which sense it generalizes the
Shadowing lemmas in uniformly and nonuniformly hyperbolic cases.
We now suggest various applications of that result. First, the shadowing of the
type described in Theorem 3 may hold in many dynamical systems, such as twist
and symplectic maps and more general Hamiltonian systems. They often have rich
regions of hyperbolic-like behavior with shadowing phenomena, but nonuniform
hyperbolicity on a set of positive measure has not been proved and remains in many
cases a conjecture. Furthermore, it can be used in analysis of infinitely dimensional
dynamical systems, where it is difficult to use classical definitions of uniform and
nonuniform hyperbolicity. Finally, one may try to apply it for further investigation
of relationship of shadowing and stochastic stability ([3], Problem D10).
2. Uniform hyperbolicity
In this section f is a C1 diffeomorphism on M . We introduce a family of norms
on (Rd)Z more general than the norms Xn, 1 ≤ n ≤ ∞. Let w = (wk)k∈Z be a
sequence of real numbers such that wk > 0 and such that for some b > 0,
(3) sup
k∈Z
wk−1
wk
< b, sup
k∈Z
wk
wk−1
< b.
Assume N is a norm defined as
N(η) = sup
k∈Z
wk|ηk|,
and let Xw be the set of all η ∈ (Rd)Z such that N(η) < ∞. If Υ is a linear
operator on Xw which can be represented as a matrix Υ = (Υi,j), i, j ∈ Z, where
Υi,j is a linear operator on R
d, then the norm N(Υ) can be bounded with
(4) N(Υ) ≤ sup
i∈Z
wi
∑
j∈Z
1
wj
|Υi,j |.
(The results such as (4) on operators with representations as infinite matrices are
summarized in Section 6: Appendix). Recall the definition of Γo(x) in Section 1,
and that we assume that M = Rd/Zd, hence compact. It is easy to check that (3),
(4) imply that if x ∈M , then Γo(x) is a bounded linear operator on Xw.
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First note that for a uniformly hyperbolic set Λ, the angle between Es(x) and
Eu(x) is uniformly bounded away from zero (e.g. [7], Corollary 6.4.5). Therefore
there exists a constant a > 0 such that, if η = ηs+ ηu is the hyperbolic splitting of
η ∈ TxM , then
(5) |ηs| ≤ a|η|, |ηu| ≤ a|η|.
Similarly, if η ∈ Xw and η = ηs+ηu is the hyperbolic splitting in each component
along some sequence in Λ, then
(6) N(ηs) ≤ aN(η), N(ηu) ≤ aN(η).
Proposition 1. Let Λ ⊂ M be a closed invariant uniformly hyperbolic set. There
exists δ > 0 such that for any norm N satisfying (3) with 1 6 b 6 1 + δ, the
following holds: for all x ∈M , Γo(x) is invertible in Xw and N(Γ−1o(x)) is uniformly
bounded in Λ.
Proof. Let c > 0, λ < 1 be as in the definition of uniformly hyperbolic set. Take
any δ > 0 such that λ(1 + δ) < 1 and choose any x ∈ Λ. Since (3) holds and
b 6 1 + δ as assumed, for any k ∈ Z and l > 0
(7)
wk
wk−l
6 (1 + δ)l,
wk
wk+l
6 (1 + δ)l.
Injectivity of Γo(x) on Xw. Assume that Γo(x)η = 0 for some η ∈ Xw. For any
k ∈ Z we can write ηk = ηsk + ηuk , where ηsk ∈ Es(xk) and ηuk ∈ Eu(xk). Definition
of uniform hyperbolicity then implies that for any k ∈ Z, ηsk = Df(xk−1)ηsk−1 and
ηuk = Df(xk−1)η
u
k−1. Assume now η
s
j 6= 0 for some integer j. Then for all l > 0,
(8) |ηsj | = |Df l(xj−l)ηsj−l| 6 cλl|ηsj−l|.
Combining inequalities (7) and (8) we conclude that for all l > 0
(9) wj−l|ηsj−l| >
1
c(λ(1 + δ))l
wj |ηsj |.
As λ(1 + δ) < 1, we get from (9) that wj−l|ηsj−l| diverges to ∞ as l →∞, hence
ηs /∈ Xw, which is in contradiction with (6). Similarly we get that ηuj = 0 for all
j ∈ Z, therefore η = 0.
Surjectivity of Γo(x) on Xw. Let η ∈ Xw. For each integer k we define
ξsk =
∑
l≥0
Df l(xk−l)η
s
k−l,
ξuk = −
∑
l≥1
Df−l(xk+l)η
u
k+l.
Now using (7) and the definition of N we get
wk|ξsk| 6
∑
l≥0
wkcλ
l|ηsk−l| =
∑
l≥0
wk
wk−l
cλlwk−l|ηsk−l|
6
∑
l>0
c(λ(1 + δ))lwk−l|ηsk−l| 6
c
1− λ(1 + δ)N(η
s).
We deduce the series in the definition of ξsk is absolutely convergent, that ξ
s :=
(ξsk) ∈ Xw and that
(10) N(ξs) 6
c
1− λ(1 + δ)N(η
s).
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Similarly one can show that ξu := (ξuk)k ∈ Xw and
(11) N(ξu) 6
cλ(1 + δ)
1− λ(1 + δ)N(η
u).
The triangle inequality, (6), (10) and (11) now yield
(12) N(ξ) 6 ac
1 + λ(1 + δ)
1− λ(1 + δ)N(η).
It is easy to verify that Γo(x)ξ = η. Also the constant on the right-hand side of
(12) is the uniform bound on N(Γ−1o(x)). 
The following is a result from [9] adapted to our setting as in [8].
Proposition 2. Assume Λ ⊆ M is a closed, invariant set, such that for each
x ∈ M , Γo(x) is invertible in X∞ and ||Γ−1o(x)||∞ is bounded uniformly for x ∈ Λ.
Then Λ is uniformly hyperbolic.
Proof. Assume c1 is the uniform bound on ||Γ−1o(x)||∞ and choose x0 ∈ Λ. Choose
any θ ∈ Rd = Tx0M . Let η0 = θ and ηk = 0 if k 6= 0. Clearly η = (ηk) ∈ X∞.
Since Γo(x0) is invertible, there exists ξ ∈ X∞ such that Γo(x0)ξ = η. This can be
written as
ξk = Df(xk−1)ξk−1, k 6= 0,(13)
ξ0 = Df(x−1)ξ−1 + θ.
We will now show that θ = θs + θu, where θs = ξ0 and θ
u = −Df(x−1)ξ−1 is
the hyperbolic splitting. We define a family of operators B(z), z > 1 on X∞ as
(B(z)ν)k =
{
νk − (1/z)Ak−1νk−1, k ≤ 0
νk − zAk−1νk−1, k ≥ 1. .
Note that B(1) = Γo(x0). Since Df is continuous and M is compact, let c2 be
the maximum of |Df(x)| over M . Inequalities ||B(z) − B(1)||∞ 6 c2(z − 1) and
||B(1)−1||∞ 6 c1 imply that B(z) is an invertible operator for 1 6 z < 1+ 1/(c1c2)
and
(14) ||B(z)−1||∞ 6 1
c−11 − c2(z − 1)
,
as B(z)−1 = B(1)−1
∑∞
k=0((B(1) − B(z))B(1)−1)k. Now choose any λ such that
1 < 1/λ < 1 + 1/(c1c2), and find a (unique) ξ
∗ such that B(λ)ξ∗ = η. If c3 is the
right-hand side of (14) when z = λ, then
||ξ∗||∞ ≤ ||B(λ)−1||∞||η||∞ ≤ c3||η||∞ = c3|θ|.
As ξ∗∗ defined as ξ∗∗k = λ
|k|ξ∗k clearly belongs to X∞ and by definition of B(λ),
Γo(x0)ξ
∗∗ = η, it must be ξ∗∗ = ξ, thus
(15) |ξk| ≤ c3λ|k||θ|.
Because of (13) and the definition of θs, θu, for all k ≥ 1 it is
(16) ξk = Df
k(x0)θ
s, ξ−k = Df
−k(x0)θ
u.
Denote by Es(x0), E
u(x0) the sets of all θ
s, θu constructed as above. The sets
Es(x0), E
u(x0) are linear subspaces, as images of linear maps
(17) P s = P 0 ◦ Γ−1o(x0) ◦ J , Pu = I − P s,
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where Pu, P s : Rd → Rd, J : Rd → X∞ is the inclusion θ 7→ (..., 0, 0, θ, 0, ..)
and P 0 projection to the 0-coordinate. The construction implies that P s, Pu are
identities on Es(x0), E
u(x0) respectively, therefore and because of I = P
u + P s
we get Tx0M = E
s(x0)⊕Eu(x0). Invariance of Es, Eu with respect of Df follows
from (17), and uniformly hyperbolic inequalities from (15), (16) by inserting θ = θs,
θ = θu. 
The following Lemma gives further insight on the relationship of the graded
norms ||.||n and invertibility of Γx. Let S denote the shift (Sη)k = ηk−1. Note
that for any norm N with the property (3), S is a bounded linear operator with a
continuous inverse on Xw. Recall the definition of the norm and space Xn in (2).
In the following we use results from the Appendix regarding matrix representation
of operators on Xn, X∞. In particular, if Γx is invertible with a continuous inverse,
according to Lemma 11 its inverse has a matrix representation.
Lemma 1. Assume x ∈ MZ (not necessarily an orbit). Assume that for some
constants n ∈ N and c4 > 0, for all integers k, ΓSkx is invertible in Xn and
||Γ−1
Skx
||n ≤ c4. Then Γx is invertible in X∞ and
||Γ−1x ||∞ ≤ 2c4d
√
d/(1− exp(−1/n)).
Proof. Let Υ be the inverse of Γx with the matrix representation (Υi,j), i, j ∈ Z,
and Υ(k) the inverse of ΓSkx, all in Xn. As ΓSkx = S
−kΓxS
k, and S is automor-
phism of Xn, we deduce that Υ
(k) = S−kΥSk. Using that and (66), we obtain that
for all k ∈ Z,
sup
i
∑
j
exp((|j| − |i|)/n)|Υi+k,j+k|/(d
√
d) ≤ ||Υ(k)||n ≤ c4.
By choosing i = 0, j = j0 − i0, k = i0, we deduce from it that for any i0, j0,
|Υi0,j0 | ≤ c4d
√
d exp(−|j0 − i0|/n). We now get that
||Υ||∞ ≤ sup
i
∑
j
|Υi,j | ≤ 2c4d
√
d/(1− exp(−1/n)).

Theorem 1 follows directly from Propositions 1, 2 and Lemma 1.
3. Nonuniform hyperbolicity
Prior to focusing on nonuniform hyperbolicity we will introduce a Fre´chet space
N which will be the key in the characterization of nonuniform hyperbolicity. Define
N as the set of all sequences η=(ηk)k∈Z, ηk ∈ Rd, satisfying
lim sup
k
1
|k| log |ηk| ≤ 0.
We can naturally equip N with the structure of a vector space. Also N = ⋂∞n=1Xn,
where Xn is as defined in the introduction, and the norms ||.||n are graded in the
sense that ||η||1 ≤ ||η||2 ≤ ||η||3 ≤ . . .. The topology on N is the topology
generated by the family of norms ||.||n, n ∈ N . Recall that a complete, locally
convex topological vector space with a topology induced by a translation-invariant
metric is called a Fre´chet space ([12]).
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Proposition 3. N with the topology induced by the family of norms || · ||n, n ∈ N
forms a Fre´chet space.
Proof. A countable family of norms always induces a locally convex topology which
can be generated by a translation-invariant metric ([12]), so we only need to prove
completeness of N . Assume that (ηk)k∈N is a Cauchy sequence in N , so by defini-
tion it is Cauchy in Xn for all n, hence convergent to some ξ
n. As the norms ||.||n
are graded, ξn =: ξ is independent of n, so ηk converge to ξ in N . 
We noted in the introduction that Γo(x) is a well defined continuous linear op-
erator on Xn for any positive integer n and any x ∈MZ, so Γo(x) is a well defined
continuous linear operator on N . It is also easy to check that Γo(x) : Xn → Xm is
a well defined and continuous for any positive integers n ≥ m.
Recall that an ergodic f -invariant Borel probability measure µ on M is hyper-
bolic if none of the Lyapunov exponents are zero. We now extend Theorem 2 and
introduce several related characterizations of nonuniform hyperbolicity.
Theorem 4. Say f is a diffeomorphism on M , and µ an ergodic f -invariant Borel
probability measure. Then the following is equivalent:
(i) The measure µ is hyperbolic.
(ii) For µ-a.e. x ∈M , Γo(x) is bijective on N .
(iii) For µ-a.e. x ∈M , Γo(x) has a continuous inverse on N .
(iv) There exists a positive integer n0 such that for any n > n0, n > m, and for
µ-a.e. x ∈ M there exists a continuous operator Υ : Xn → Xm which is a left and
right inverse of Γo(x) in appropriate spaces.
(v) There exists increasing sequences of integers ni > mi both converging to ∞
so that for µ-a.e. x ∈ M there exist continuous operators Υi : Xni → Xmi which
are left and right inverses of Γo(x) in appropriate spaces.
In the next section we further adapt this characterization to applications (see
Corollary 2).
Recall that a point x ∈ M is regularly hyperbolic, if there exists 0 < λ < 1 and
for each sufficiently small ε > 0 a constant c(x, ε) so that the following holds: there
exists a decomposition TxkM = E
s(xk)⊕ Eu(xk) along the orbit xk = fk(x) with
the invariance property Df(xk)E
u(xk) = E
u(xk+1), Df(xk)E
s(xk) = E
s(xk+1)
and such that
|Df j(xk)η| ≤ c(x, ε)λjeε|k||η| whenever η ∈ Es(xk) and j > 0, and
|Df−j(xk)η| ≤ c(x, ε)λjeε|k||η| whenever η ∈ Eu(xk) and j > 0.
In addition, the angle between Eu(xk) and E
s(xk) is bounded, so that if η =
ηs + ηu is the hyperbolic splitting at TxkM , then
|ηs| ≤ c(x, ε)eε|k||η|, |ηu| ≤ c(x, ε)eε|k||η|.
Pesin proved that if an ergodic f -invariant measure µ is hyperbolic, then µ-a.e.
x ∈ M is regularly hyperbolic and the function c(x, ε) is Borel measurable for all
small enough ε > 0 (see e.g. [2], Theorem 2.1.3).
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We say that x ∈M is u-hyperbolic, if there exist two subspaces Eu(x) and Es(x)
spanning TxM such that for all η
u ∈ Eu \ {0}, ηs ∈ Es \ {0},
lim sup
k→∞
1
k
log |Df−k(x)ηs| > 0,
lim sup
k→∞
1
k
log |Dfk(x)ηu| > 0.
We say that an ergodic f -invariant Borel probability measure µ on M is u-
hyperbolic if µ−a.e point is u-hyperbolic.
We prove Theorem 4 in a series of Lemmas.
Lemma 2. Every u-hyperbolic measure is hyperbolic.
Proof. Suppose that µ is an u-hyperbolic measure which is not hyperbolic. By
Oseledec theorem there exists a Borel measurable set B with µ(B) = 1 such that for
all x ∈ B there exists a splitting TxM = E−(x)⊕E0(x)⊕E+(x) of subspaces with
positive, zero and negative Lyapunov exponents respectively, and dimE0(x) ≥ 1.
Let B′ ⊆ B be a set of full measure of u-hyperbolic points, and let Eu(x), Es(x)
be two subspaces spanning TxM from the definition of u-hyperbolicity. Now by
comparing the dimensions and discussing intersections of E−(x),E0(x), E+(x) and
Eu(x), Es(x) it is easy to deduce contradiction. 
Lemma 3. Assume that x ∈ M and that Γo(x) is an injective operator on N . If
η = (ηk) is a non-zero tangent orbit at o(x), then either lim supk→∞(1/k) log |ηk| >
0 or lim supk→∞(1/k) log |η−k| > 0.
Proof. Assume the contrary and find such non-zero η which is then by assumption
in N . As η is a tangent orbit, so is Γo(x)η = 0, which contradicts the injectivity of
Γo(x). 
Lemma 4. If x ∈M and Γo(x) is bijective on N , then x is a u-hyperbolic point.
Proof. Suppose Γo(x) is bijective on N and choose θ ∈ TxM . Define a η ∈ N with
η0 = θ and ηk = 0 for k non-zero. As Γo(x) is surjective, there exists µ ∈ N such
that Γo(x)µ = η. If we put θ
s = µ0 and θ
u = −Df(f−1(x))µ−1, then θ = θs + θu.
Now let µsk := µk for k ≥ 0, and let
(18) µs−k = Df
−k(x)θs
for all k > 1. If θs is non-zero then one easily checks that µs = (µsk) is a non-zero
tangent orbit. As then Γo(x)µ
s = 0 and by construction lim supk→∞(1/k) log |ηsk| ≤
0, injectivity of Γo(x), Lemma 3 and (18) imply that
lim sup
k→∞
(1/k) log |Df−k(x)θs| > 0.
Analogously we show that lim supk→∞(1/k) log |Dfk(x)θu| > 0 if θu 6= 0.
If Es(x0), E
u(x0) are the sets of all θ
s, θu constructed as above, we see that
they are linear subspaces as images of linear maps as constructed in the proof of
Proposition 2; spanning TxM also by construction. 
Suppose now that x ∈ M is regularly hyperbolic. We now construct a left and
right inverse of Γo(x) in appropriate spaces. Say µ ∈ Xn for some positive integer
HYPERBOLICITY AND SHADOWING LEMMA 9
n. As in the proof of Proposition 1, we set
ηsk =
∑
l≥0
Df l(xk−l)µ
s
k−l,(19)
ηuk = −
∑
l≥1
Df−l(xk+l)µ
u
k+l,(20)
where µk = µ
s
k + µ
u
k is the hyperbolic splitting at xk = f
k(x).
We now use the definition of regular hyperbolicity and calculate for some positive
integer m:
e−|k|/m|ηsk| ≤ e−|k|/m
∑
l≥0
c(x, ε)λleε|k−l||µsk−l| ≤
≤ e−|k|/m
∑
l≥0
c2(x, ε)λle2ε|k−l|e|k−l|/ne−|k−l|/n|µk−l| ≤
≤ ||µ||n · e(2ε+1/n−1/m)|k| ·
∑
l≥0
c2(x, ε)e(2ε+1/n−log(1/λ))|l|.(21)
If n is large enough such that 1/n − log(1/λ) < 0 and n > m, clearly we can
choose ε > 0 small enough so that the expression in (21) multiplying ||µ||n is
convergent and bounded uniformly in k (that means, the bound depends only on
x, ε, n,m). We deduce that ηs ∈ Xm, and also that the sum in (19) is absolutely
convergent. Analogously ηu ∈ Xm and the sum in (20) is absolutely convergent.
Noting the uniform bounds in (21) and its analogue for ηu, we deduce that the
operator Υ : µ 7→ η is a continuous operator Υ : Xn → Xm. As both Υ and Γo(x)
are operators with a matrix representation (see Appendix for a discussion), it is
easy to check that
(22) Υ ◦ Γo(x) = Γo(x) ◦Υ = I
where Γo(x) : Xn → Xn, respectively Γo(x) : Xm → Xm, and I is the identity
operator. We summarize:
Lemma 5. Assume that x ∈M is regularly hyperbolic with a coefficient 0 < λ < 1.
Then for any n > 1/(log(1/λ)) and n > m, where n,m are positive integers, Γo(x)
has a left and right continuous inverse Υ : Xn → Xm.
Corollary 1. Assume that x ∈ M is a regularly hyperbolic point. Then Γo(x) has
a continuous inverse on N .
Proof. As Xn is a decreasing family of sets, the operator Υ constructed in Lemma
5 does not depend on n,m (this also follows from its construction). We deduce that
it is well-defined and continuous on N . The relation (22) restricted to N completes
the proof. 
We now complete the proof of Theorem 4.
Proof. Lemma 5 and the Pesin theorem imply (i)=⇒(iv). The implications (iv)=⇒(v)
and (iii)⇒(ii) are trivial. If (v) is true, as Xn is a decreasing family of sets, it is
easy to deduce that Υi is independent of i. Therefore Υ := Υi is well defined and
continuous on N and the inverse of Γo(x), so (v)=⇒(iii). Combining Lemmas 2 and
4 we get (ii)=⇒(i). 
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4. Nonuniform hyperbolicity on the boundary of Anosov
diffeomorphisms
As an example, we apply here the characterization of nonuniform hyperbolicity
and give sufficient conditions for a map on the boundary of the set of Anosov
diffeomorphisms to be (nonuniformly) hyperbolic.
Assume fm is a sequence of Anosov diffeomorphisms on M = R
d/Zd. Let f be
a diffeomorphism on M with an ergodic measure µ. Assume Am is an increasing
sequence of open sets, A =
⋃∞
m=1Am, and suppose A is f -invariant. We denote
the uniform hyperbolic coefficients of fm by cm, λm (as in the definition) and am
(the bound on the angle between Eu and Es as in (5)).
We assume fm converges to f in the following sense:
(i) The functions fm and f coincide on Am (hence also Dfm and Df coincide
on Am),
(ii) There is an uniform bound b > 0 on |Dfm| for all m and on |Df |,
(iii) For all m, λm ≤ λ for some constant λ < 1,
(iv) µ(A) = 1.
We can interpret these conditions as slowing down a uniformly hyperbolic dif-
feomorphism (or perturbing it in another way to destroy uniformity) on a set Ac of
measure 0.
Theorem 5. Assume fm is a sequence of Anosov diffeomorphisms converging
pointwise to f on the set A, satisfying all of the above. If
lim
m→∞
µ(Acm) log(amcm) = 0,
then f is (nonuniformly) hyperbolic.
One can show that these conditions are satisfied, for example, in the case of
Katok’s construction [6] of a nonuniformly hyperbolic diffeomorphism as a slowed
down Arnold cat-map in a neighborhood of the fixed point 0.
Prior to proving the Theorem, we develop another tool based on the previous
section for showing that a diffeomorphism is nonuniformly hyperbolic. Recall that
for Banach spaces, a continuous linear operator Γ is invertible if there exist operators
A,B and 0 ≤ λ < 1 such that ||I −AΓ|| ≤ λ, ||I −ΓB|| ≤ λ (A,B are approximate
left and right inverses of Γ; this was used for example in the proof of Proposition
2). We will need an analogue of this for Fre´chet spaces:
Proposition 4. Assume Γ is a continuous, linear operator on a Fre´chet space F .
Assume there exists two families Vn, Un, n ∈ N , of neighborhoods of 0 such that
{δUn, n ∈ N , δ > 0} is a local base. If there exist families of continuous operators
An,δ, Bn,δ on F such that for all n ∈ N , δ > 0
x ∈ Vn ⇒ (I −An,δΓ)x ∈ δUn,(23)
x ∈ Vn ⇒ (I − ΓBn,δ)x ∈ δUn,(24)
then Γ is bijective with a continuous inverse.
Proof. Assume first Γ is not injective, and let Γy = 0 for some y 6= 0. We can
find ε, δ > 0 small enough so that εy ∈ V1 and εy 6∈ δUn, which contradicts (23).
We now show the image of Γ is second-countable in F , by showing that each open
set in F contains uncountably many elements of Γ(F). Choose any y ∈ F , find
ε > 0 so that εy ∈ Vn, and then by (24) Γ(Bn,δ(y)) ∈ y − δ/εUn. As {δUn} is a
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local base, each neighborhood of y contains an element z ∈ Γ(F). But then each
neighborhood of y contains uncountably many elements of Γ(F) (i.e. z multiplied
with a small open interval around 1).
As Γ(F) is second countable in F , we apply the Open mapping theorem as stated
in [12], Theorem 2.11, and deduce that Γ(F) = F and that Γ is an open map. 
Corollary 2. Let f be a diffeomorphism on M and µ an ergodic f -invariant Borel
probability measure. Assume that for µ-a.e. x ∈ M, there exist families of contin-
uous operators An,δ, Bn,δ on N so that for infinitely many positive integers n and
all sufficiently small δ > 0,
||I −An,δΓo(x)||2n,n < δ,(25)
||I − Γo(x)Bn,δ||2n,n < δ.(26)
Then f is nonuniformly hyperbolic.
Proof. By applying Proposition 4 with Vn, Un being the sets ||.||2n < 1, ||.||n < 1
respectively, we see that for µ-a.e. x ∈M , Γo(x) is invertible in N with a continuous
inverse. It now suffices to apply Theorem 4. 
We now construct a set P ⊆M of full measure so that, as we will see later, Γo(x)
is invertible for x ∈ P . We rely for now only on ergodic-theoretical arguments and
the fact that Am ր A, µ(A) = 1.
Let Pε, ε > 0, be the set of all x ∈ M so that there are infinitely many indices
m1 < m2 < ... < mi < ... and integers ji ≥ ε/(1− µ(Ami)) such that
(27) f−ji(x) ∈ Ami , f−ji+1(x) ∈ Ami , ..., f ji(x) ∈ Ami .
Lemma 6. Assuming all of the above, µ(Pε) ≥ 1− 4ε.
Proof. We set Pj,m to be the set of all x ∈M so that f−j(x) ∈ Am, ..., f j(x) ∈ Am.
By the Birkhoff ergodic theorem, for µ-a.e. x ∈M ,
(28)
n∑
i=1
1
n
1Pj,m(f
i(x))→ µ(Pj,m)
as n → ∞. Also by the Birkhoff ergodic theorem, for µ-a.e. x ∈ M , any δ > 0
and n large enough, f(x), f2(x), ..., fn(x) is in Acm at most n(1−µ(Am)+ δ) times,
hence for the same set 1Pj,m has value 0 at most
(29) (2j + 1)n(1− µ(Am) + δ) + 2j
times (otherwise is 1). From (28), (29), and as δ > 0 is arbitrary, we get
µ(Pj,m) ≥ 1− (2j + 1)(1− µ(Am)).
Without loss of generality assume m is large enough so that there is an odd integer
2jm + 1,
2ε
1− µ(Am) + 1 ≤ 2jm + 1 ≤
4ε
1− µ(Am) .
We get then µ(Pjm,m) ≥ 1− 4ε and jm ≥ ε/(1−µ(Am)). It is a simple measure-
theoretical argument to show that there is a measurable set Pε, µ(Pε) ≥ 1− 4ε, so
that each x ∈M is in infinitely many Pjm,m. 
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We set P =
⋃
ε>0 Pε. The set P can be interpreted as roughly the set of Birkhoff-
regular points with respect to the increasing family of sets Am. For example, in the
case of Katok’s perturbed cat-map [6], P is indeed the entireM with the exception
of 0 and the stable and unstable manifolds of 0, as in Katok’s construction.
We now complete the proof of Theorem 5.
Proof. Assume x ∈ Pε for some ε > 0, where Pε as above and by Lemma 6,
µ(Pε) ≥ 1 − 4ε. To show that Γo(x) is invertible, we will apply Corollary 2. For
that, we construct An,δ, Bn,δ for given sufficiently large n ∈ N and sufficiently
small δ > 0 satisfying (25) and (26).
Assume mi is a sequence of indices for which (27) holds, and
(30) ji ≥ ε/(1− µ(Ami)).
For now we will drop the subscript i (as it will be sufficient that m is large enough).
Denote by Γ = Γo(x), Γ
(m) = Γo(x) the orbits with respect to respectively f , fm.
As fm is uniformly hyperbolic, Proposition 1 implies that Γ
(m) has an inverse Υ(m)
which is a well defined operator on Xn for all positive integers n, therefore also on
N . Choose n0 large enough so that λ exp(1/n0) < 1. Then for any n ≥ n0 the
relation (12) implies that
(31) ||Υ(m)||n,n ≤ amcm 1 + λm exp(1/n)
1− λm exp(1/n) ≤
4amcm
1− λ exp(1/n0) ,
As orbits and tangent orbits of x with respect to f and fm coincide for iterations
−j,−j + 1, ..., j for some j satisfying (30), by applying (67) from Appendix and
(30) we get for n ≥ n0
||Γ− Γ(m)||2n,n ≤ sup
|k|≥j+1
exp
(−|k + 1|
n
+
|k|
2n
)
|Dfm(fkm(x))−Df(fk(x))| ≤
≤ 2b exp
(−j + 1
2n
)
≤ 2b exp
( −ε
2nµ(Acm)
+
1
2n0
)
.(32)
We now look for sufficient conditions for
||Υ(m)||n,n||Γ− Γ(m)||2n,n < δ,(33)
||Γ− Γ(m)||2n,n||Υ(m)||2n,2n < δ(34)
to hold. Let c be the constant
c = log 2b+ log
(
4
1− λ exp(1/n0)
)
+
1
2n0
.
Then from (31) and (32) one deduces that
(35) µ(Acm) log amcm + cµ(A
c
m) + µ(A
c
m) log
1
δ
<
ε
2n
implies (33), (34). As µ(Acm) log amcm → 0 and µ(Acm)→ 0, we can find sufficiently
large m = m(n, δ, ε) such that (35) holds. From (33), (34) we deduce that An,δ =
Bn,δ := Υ
(m) satisfies (25), (26), as required for Corollary 2 to hold. 
Perhaps the best explanation of the difference between uniform and nonuniform
hyperbolicity in this context is the relation (32). Here we showed that the difference
of two operators in the norm ||.||2n,n can be very small if two orbits are only locally
close. For uniform hyperbolicity and the norm ||.||n,n to be small, orbits of two
points would have to be uniformly close.
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5. Shadowing Lemma
In this section we assume that f is a C1+α diffeomorphism on M , α > 0. Recall
that y ∈ MZ is a β-pseudoorbit if for each k ∈ Z, |f(yk−1) − yk| < β. We now
define precisely the notion of a shadowable invariant set and measure, used in the
statement of Theorem 3.
We say that x ∈MZ ε-shadows y ∈MZ, if for all k, |xk − yk| < ε.
Definition 1. We say that a set Λ is shadowable, if there exists an increasing
sequence of sets Λk,
⋃∞
k=1 Λk = Λ, and a number δ > 0 depending on Λk, such that
the following holds: For each ρ > 0 small enough there exists β > 0, β = β(ρ,Λk,δ),
such that if y ∈ MZ is a β-pseudoorbit, yj in δ-neighborhood of Λk for all j then
there exists x ∈M such that o(x) ρ-shadows y.
An invariant measure is shadowable if there exists a shadowable set of full mea-
sure.
Uniformly hyperbolic sets are shadowable with Λk = Λ ([7]). Katok proved that
nonuniformly hyperbolic measures are shadowable ([7], Theorem S.4.14), where
Λk are locally uniformly hyperbolic components of the Pesin set. Note that in
the nonuniformly hyperbolic case, as well as in our more general setting, Λk are
typically not invariant.
We now prove Theorem 3 in several steps. We fix now n ∈ N ∪ {∞} and the
space Xn. Assume as in the statement of Theorem 3 that for each x ∈ Λ, Γo(x) has
a continuous inverse Υo(x) acting on Xn. Let Λ
∗
m be the set of all x ∈ Λ such that
(36) ||Υo(x)||n ≤ m.
The following Proposition is the key in the proof of Theorem 3. In it we find δ
small enough, construct the grading Λk and show that the operator Γy is invertible
in X∞ for y being a δ-pseudoorbit close enough to Λk. More precisely:
Proposition 5. Assume m,n are positive integers, and let Λ∗m be as defined by
(36). Then Λ∗m can be decomposed into an increasing union of sets Λ
∗
m =
⋃∞
r=1Λm,r
such that the following holds: for any positive integer r there exists δ > 0 (depending
on m, r) such that if y is a δ-pseudoorbit, yj in a δ-neighborhood of Λm,r for all
j ∈ Z, then Γy has a continuous inverse Θ in X∞, such that
(37) ||Θ||∞ ≤ 4md3/(1− exp(−1/n)).
We first outline the proof of Proposition 5. First we construct a countable
decomposition of Λ∗m into sets Λm,r so that the inverses of operators Γ for two
points in Λm,r are close in some sense. Then we show in two steps that for δ small
enough, Γy has an approximate left and an approximate right inverse, if y is a
δ-pseudoorbit and yj in a δ-neighborhood of Λm,r. From this we deduce that Γy is
invertible in both Xn and X∞.
First note that for any x ∈ M and any Xn, 1 ≤ n ≤ ∞, the operator Γo(x) is
bounded and quasi-diagonal in the sense that the diagonal elements are identity
operators, and the only other non-vanishing elements in its matrix representation
are on the lower diagonal (a precise definition is in the Appendix to the paper).
Let Υ be the inverse of Γo(x). By Lemma 11 in the Appendix and the comment
after the Lemma, Υ has a matrix representation (Υi,j) (its elements Υi,j are linear
operators on Rd).
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Lemma 7. Let m, p be positive integers and ε > 0, and let Λ∗m be as defined by (36).
Then Λ∗m can be decomposed into an increasing union of sets Λ
∗
m =
⋃∞
r=1 Λm,r, such
that if z, z˜ ∈ Λm,r, if Υ, Υ˜ are the inverses of Γo(z),Γo(z˜) in Xn and |z − z˜| ≤ 1/r,
then
(38) sup
|j|≤p
|Υ0,j − Υ˜0,j | < ε.
Proof. Assume zk ∈ Λm for all integers k. First note that if zk → z as k → ∞ in
M , then Γo(zk) converges to Γo(z) pointwise (i.e. for each matrix element i, j). Say
Υ(k),Υ are the inverses of Γo(zk),Γo(z) in Xn. As Υ
(k)
i,j ,Υi,j are uniformly bounded
for a given i, j (see (64) in the Appendix), Υ(k) converges to Υ pointwise since the
inverse of Xn is unique. Reasoning by contradiction, we find for each z ∈ Λm a
δz-neighborhood, δz > 0 so that if |z − z˜| < δz, (38) holds. Now Λm,r is the set of
all z ∈ Λ∗m such that δz < 1/r. 
We now introduce the notation and write explicitly the relations equivalent to
invertibility in Xn. Choose any sequence zk ∈ Λm, k ∈ Z, and denote by Υ(k) the
inverse of Γo(zk) in Xn, which then by definition satisfies
Υ(k)Γo(zk) = Γo(zk)Υ
(k) = I,(39)
||Υ(k)||n ≤ m.(40)
If (Υ
(k)
i,j ), i, j ∈ Z, is the matrix representation of Υ(k) (which exists because of
Lemma 11 in the Appendix), then (39) and the definition of Γo(zk) imply that for
all i, j ∈ Z,
Υ
(i)
0,j−i −Υ(i)0,j−i+1Df(zi,j−i) = δj−iI,(41)
−Df(zi−1,0)Υ(i−1)0,j−i+1 +Υ(i−1)1,j−i+1 = δj−iI.(42)
where zi,j = f
j(zi), δj is the Kronecker symbol δ0 = 1, δj = 0 for j 6= 0, and I
in (41), (41) is the identity operator on Rd. Furthermore, (40) implies (using (66))
for rows i = 0, 1 that∑
j∈Z
exp(|j|/n)|Υ(i)0,j | ≤ md
√
d,(43)
∑
j∈Z
exp(|j|/n)|Υ(i)1,j | ≤ m exp(1/n)d
√
d.(44)
Let c1, c2 be the constants related to the continuity and Ho¨lder continuity of Df
on M , i.e. such that for all z1, z2 ∈M ,
|Df(z1)| ≤ c1,(45)
|Df(z1)−Df(z2)| ≤ c2|z1 − z2|α.(46)
Lemma 8. Assume m is an integer and Λ∗m as defined by (36). Then there exists
δ > 0 such that if y is a δ-pseudoorbit, yj in a δ-neighborhood of Λ
∗
m, then Γy has
an approximate left inverse Θ˜ in Xn, that means a continuous operator Θ˜ such that
||Θ˜Γy − I||n ≤ 1/2. Furthermore, ||Θ˜||n ≤ md
√
d.
Proof. Let zi ∈ Λ∗m such that |zi − yi| < δ and let Υ(i) be the inverse of Γo(zi) in
Xn. We define
(47) Θ˜i,j = λ
|j−i|Υ
(i)
0,j−i
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for some 0 < λ < 1 to be defined later. We denote by ∆ = Θ˜Γy − I, and then by
definition of Γy and since δj−i = λ
|j−i|δj−i,
∆i,j = Θ˜i,j − Θ˜i,j+1Df(yj)− λ|j−i|δj−iI.
Substituting δj−iI with (41), applying (47) and then (45) and (46) we get
|∆i,j | = |λ|j−i|Υ(i)0,j−i+1Df(zi,j−i)− λ|j−i+1|Υ(i)0,j−i+1Df(yj)| ≤
≤ λ|j−i||Υ(i)0,j−i+1| ·min{2c1, c2|zi,j−i − yj |α}+
+λ|j−i|(1− λ) · c1|Υ(i)0,j−i+1|.
For some integer q also to be defined later, we can rewrite that as
(48) |∆i,j | ≤
{
|Υ(i)0,j−i+1| (2c1λq + c1(1− λ)) |j − i| ≥ q
|Υ(i)0,j−i+1| (c2d(q) + c1(1 − λ)) |j − i| < q,
where
d(q) = sup
|j−i|<q
|zi,j−i − yj |α.
Now we bound ||∆||n using (65). From (43) and (48) we get that for all i,
(49) exp(−|i|/n)
∑
j
exp(|j|/n)|∆i,j | ≤ λq2c1c3 + c1(1 − λ)c3 + c2d(q)c3,
where c3 = exp(1/n)md
√
d. We can now choose 0 < λ < 1 (depending only on
c1, n,m) so that the second summand in (49) is ≤ 1/8, and an integer q large
enough (also depending only on c1, n,m) so that the first summand is ≤ 1/8. We
can also find δ > 0 small enough (depending only on c2, n,m, α) so that d(q) is
small enough and that the third summand is also ≤ 1/8, hence ||∆||n ≤ 3/8 < 1/2.
The relation
||Θ˜||n ≤ md
√
d.
follows directly from (40), (47), (65) and (66). 
In the following Lemma we again use the notation Θ˜, λ and δ. They are not
necessarily the same as in the statement and the proof of Lemma 8, but the notation
is kept for simplicity.
Lemma 9. Assume m is an integer. Then there exists p ∈ N such that for each
r ∈ N , if Λm,r is as constructed in Lemma 7 then the following holds: there exists
δ > 0, such that if y is a δ-pseudoorbit, yj in a δ-neighborhood of Λm,r, then Γy has
an approximate right inverse Θ˜ in Xn, that means a continuous operator Θ˜ such
that ||ΓyΘ˜− I||n ≤ 1/2. Furthermore, ||Θ˜||n ≤ md
√
d.
Proof. Assume zi ∈ Λ∗m such that |zi − yi| < δ and let Υ(i) be the inverse of Γo(zi)
in Xn. Let
(50) Θ˜i,j = λ
|j−i|Υ
(i)
0,j−i
for some 0 < λ < 1 to be defined later, and let ∆˜ = ΓyΘ˜− I. Then
∆˜i,j = −Df(yi−1)Θ˜i−1,j + Θ˜i,j − λ|j−i|δj−iI.
16 DAVOR DRAGICˇEVIC´ AND SINISˇA SLIJEPCˇEVIC´
Similarly as in Lemma 8, using (50), (42) and then (45) and (46), we get
|∆˜i,j | ≤ λ|j−i||Υ(i−1)0,j−i+1| ·min{2c1, c2|zi−1 − yi−1|α}+
+λ|j−i|(1− λ) · c1|Υ(i−1)0,j−i+1|+ λ|j−i||Υ(i)0,j−i −Υ(i−1)1,j−i+1|.
For some positive integer p to be chosen later, we deduce that
(51)
|∆˜i,j | ≤
{
|Υ(i)0,j−i+1| (2c1λp + c1(1 − λ)) + λp|Υ(i)0,j−i|+ λp|Υ(i−1)1,j−i+1| |j − i| ≥ p
|Υ(i)0,j−i+1| (c2|zi−1 − yi−1|α + c1(1− λ)) + e(p) |j − i| < p,
where
e(p) = sup
|j−i|≤p
|Υ(i)0,j−i −Υ(i−1)1,j−i+1|.
From (43), (44) and (51) we get that for all i,
exp(−|i|/n)
∑
j
exp(|j|/n)|∆˜i,j | ≤ λp2c1c3 + λp2m+ c1(1− λ)c3 +
+c2 sup
i∈Z
|zi−1 − yi−1|αc3 + c4(p)e(p),(52)
where c3 = exp(1/n)md
√
d, c4(p) =
∑
|j|<p exp(|j|/n).
Again 0 < λ < 1 is chosen so that the third summand in (52) is ≤ 1/8. We
choose p large enough so that the sum of the first two summands is ≤ 1/8, and we
choose δ1 small enough so that if yi is δ1-close to zi for all integers i, the fourth
summand is ≤ 1/8.
We now set ε = 1/8c4(p), and apply Lemma 7 and find for the chosen p an
increasing decomposition Λm =
⋃∞
r=1 Λm,r. Let Υ = Υ
(i), Υ˜ = S−1Υ(i−1)S , z = zi
and z˜ = f(zi−1) for any integer i. Then e(p) is equal to the left-hand side of (38).
Now there exists δ ≤ δ1 such that if y is a δ-pseudoorbit, |yi−zi| < δ for all integers
i, then |z − z˜| < 1/r and z, z˜ ∈ Λm,r, hence e(p) < ε and the fourth summand is
≤ 1/8. From (65) we deduce that ||∆˜||n ≤ 1/2.
The bound on ||Θ˜||n is obtained as in Lemma 8. 
We now complete the proof of Proposition 5.
Proof. Let Λm,r be the sets constructed in Lemma 9, and let δ > 0 be the smaller
of the δ’s constructed in Lemmas 8, 9 for given positive integers m, r. We first
show that for that δ, if y satisfies the conditions of the Proposition, than Γy has
a continuous inverse in Xn. Let Θ˜ be the approximate left inverse constructed in
Lemma 8. As ||Θ˜Γy − I||n ≤ 1/2, Θ˜Γy has the inverse
(Θ˜Γy)
−1 =
∞∑
k=0
(I − Θ˜Γy)k,
as the series is absolutely convergent in Xn. We deduce that Γy has the left inverse
Θ = (Θ˜Γy)
−1Θ˜ in Xn, with the norm
||Θ||n ≤ ||(Θ˜Γy)−1||n||Θ˜||n ≤ 1
1− ||Θ˜Γy − I||n
·md
√
d ≤ 2md
√
d.
Similarly we show that Γy has a bounded right inverse, hence Θ must be the
inverse of Γy in Xn. We finally show that Θ ∈ X∞. This and (37) follow directly
from Lemma 1. 
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We now prove Theorem 3 by constructing a contraction mapping on X∞.
Proof. By Proposition 5, there exist constants δ > 0 and K > 0 such that for every
δ-pseudoorbit y, yk in δ-neighborhood of Λm,r for all k, operator Γy is invertible
on X∞ and ||Γ−1y ||∞ 6 K. We define maps Ay and Φy on X∞ as
Ay(ξ)n = f(yn−1 + ξn−1)− yn,
Φy(ξ) = ξ + Γ
−1
y (Ay(ξ)− ξ).
It is not hard to show that Ay is differentiable on a neighborhood of 0 in X∞. The
derivative of Ay at ξ is the linear operator on X∞ given by
(DAy(ξ)η)n = Df(yn−1 + ξn−1)ηn−1.
Take any 0 < κ < 1. Since Df is continuous and DAy(0) = I − Γy, for any ρ > 0
small enough (smaller than some ρ0), if ||ξ||∞ 6 ρ then
(53) ||DAy(ξ)− (I − Γy)||∞ 6 κ
K
.
We now choose β = β(ρ,Λm,r, δ), β ≤ δ so that
(54) Kβ 6 (1− κ)ρ
and assume that y is a β-pseudoorbit, or equivalently
(55) ||Ay(0)||∞ ≤ β.
For any ||ξ||∞ 6 ρ the map Φy is differentiable at ξ and
DΦy(ξ) = I + Γ
−1
y (DAy(ξ)− I)
= Γ−1y (DAy(ξ)− (I − Γy)).
Therefore for each ||ξ||∞ 6 ρ,
(56) ||DΦy(ξ)||∞ 6 κ < 1.
Now let ||ξ||∞ 6 ρ. Then by applying (56), (55) and finally (54) we deduce that
||Φy(ξ)||∞ 6 ||Φy(ξ)− Φy(0)||∞ + ||Φy(0)||∞
6 κρ+Kβ
6 ρ.
Thus we have proved that Φy is a contraction on {||ξ||∞ 6 ρ} and therefore has a
unique fixed point in {||ξ||∞ 6 ρ}. Since Φy has the same fixed points as Ay and
since the fixed points of Ay are exactly the orbits of f , we have proved that for
Λm,r we can find the required β = β(ρ,Λm,r, δ) as in the definition of shadowable
set. We now set Λk = ∪m,r≤kΛm,r and β(ρ,Λk, δ) = minm,r≤k β(ρ,Λm,r, δ) which
completes the proof. 
One can further strengthen Theorem 3 and replace the condition that Γo(x) is
invertible in Xn with Γo(x) having left and right inverses Υ : Xn1 → Xn2 for
some n1 ≥ n2 (the proof is essentially analogous but with more complex notation).
By Theorem 4, the Shadowing lemma for nonuniformly hyperbolic measures as
established by Katok [7] now follows as a corollary, while other formulations in the
nonuniformly hyperbolic case ([5], [11]) can be established by further modifying the
proof of Theorem 3.
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6. Appendix: norms of operators on l∞(R
d)
Here we summarize several technical results on the operators on l∞(R
d) for the
convenience of the reader. We say a bounded linear operator on l∞(R
d) has a matrix
representation, if there exist a family of linear operators Ai,j ∈ L(Rd), i, j ∈ Z, such
that for each x ∈ l∞(Rd),
(Ax)i =
∑
j
Ai,jxj ,
where the series above absolutely converges for all x ∈ l∞(Rd). We note that one
can construct bounded linear operators on l∞(R
d) which have no matrix represen-
tation. (Example for d = 1: such an operator is Ax = l(x)ι, where ι ∈ l∞(R), ιj = 1
for all j, and l(x) is any continuous linear functional defined so that l(c · ι) = c for
c ∈ R, l(x) = 0 for all x with only finitely many non-zeros, and extended by the
Hahn-Banach theorem to the entire l∞(R
d). See e.g. [12], Section 6, for a more
general discussion.)
Assume a bounded linear operator A on l∞(R
d) has the matrix representation
Ai,j ∈ L(Rd). Then by triangle inequality,
(57) ||A||∞ ≤ sup
i
∑
j
|Ai,j |.
We say that an operator A on l∞(R
d) is quasi-diagonal, if there exist linear opera-
tors Ai ∈ L(Rd) so that
(58) (Ax)i = −Ai−1xi−1 + xi,
hence a quasi-diagonal operator on l∞(R
d) is bounded if and only if |Ai| are bounded
uniformly in i.
One can prove by choosing appropriate x ∈ l∞(Rd) that there is equality in (57)
if d = 1. More generally, we can deduce the following:
Lemma 10. Say a bounded linear operator A on l∞(R
d) has matrix representation
Ai,j. Then
(59) ||A||∞ ≥ 1
d
√
d
sup
i
∑
j
|Ai,j |.
Proof. Say y1, ..., yd is the orthonormal basis of R
d. Then it is easy to show that
for each vector x ∈ Rd, there is some 1 ≤ k ≤ d such that |(x, yk)| ≥ |x|/
√
d.
Fix i ∈ Z, and find vectors zj ∈ Rd, j ∈ Z, |zj | = 1 such that |Ai,jzj| = |Ai,j |.
We can now construct a partition of Z = V1 ∪ ... ∪ Vd such that for each j ∈ Vk,
|(Ai,jzj , yk)| ≥ |Ai,j |/
√
d. Without loss of generality we can choose the sign of zj
so that for each j ∈ Vk,
(Ai,jzj , yk) ≥ |Ai,j |/
√
d.
Now for non-empty Vk we define x ∈ l∞(Rd) with xj = zj for j ∈ Vk, xj = 0
otherwise (and then ||x||∞ = 1). We calculate:
||A||∞ ≥ |(Ax)i| =
∣∣∣∣∣∣
∑
j∈Vk
Ai,jzj
∣∣∣∣∣∣ ≥
∣∣∣∣∣∣
∑
j∈Vk
(Ai,jzj, yk)
∣∣∣∣∣∣ =
=
∑
j∈Vk
(Ai,jzj , yk) ≥ 1√
d
∑
j∈Vk
|Ai,j |.
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We get the claim by summing that over all k = 1, ..., d. 
In cases interesting in this paper, one can show that the inverse of an operator
with a matrix representation also has a matrix representation:
Lemma 11. Assume A is a bounded quasi-diagonal operator on l∞(R
d) represented
with (58) and with a bounded inverse B. Then B has a matrix representation Bi,j
such that
(60) |Bi,j | ≤ cλ|j−i|,
where c = aλ/(λ−ab(1−λ)), a = supi |Ai|, b = ||B||∞ and λ any real number such
that ab/(ab+ 1) < λ < 1.
Proof. We fix j ∈ Z for now and choose any θ ∈ Rd. We define y as yj = θ, yk = 0
for k 6= j and let w = By, thus y = Aw. We define linear operators Bi,j with
Bi,j(θ) = wi for any θ ∈ Rd and wi defined as above. As B is linear and By = w,
so is Bi,j .
We now perturb linear operators A around the j-th index, and define a linear
operator A(z) for a real parameter z ≥ 1 with
(A(z)x)i =
{−(1/z)Ai−1xi−1 + xi, i ≤ j
−zAi−1xi−1 + xi, i ≥ j + 1.
Now clearly A(1) = A and ||A(z) − A||∞ ≤ a(z − 1). As ||A−1||∞ = b, A(z) is
invertible for z < 1 + 1/ab and
(61) ||A(z)−1|| ≤ 1/(a−1 − b(z − 1)).
Let w∗ = A(z)−1y. Then (61) and the definition of y imply that
|w∗i | ≤ |θ|/(a−1 − b(z − 1)).
However it is easy to deduce from the definitions of A(z), A (as in the proof of
Proposition 2) that w∗i = z
|i−j|wi, thus
(62) |wi| ≤ |θ|z−|i−j|/(a−1 − b(z − 1)).
By setting λ = 1/z one gets the required bound on |Bi,j | from the right-hand side
of (62) and the definition of Bi,j .
If we now define an operator B∗ with (B∗x)i =
∑
j Bi,jxj , then the series
converges absolutely for any x ∈ l∞(Rd). By calculating one checks that B∗ is the
inverse of A, so B∗ = B and (Bi,j) is its matrix representation. 
Now say Xn are the Banach spaces defined in the introduction with the norm
||x||n = supk exp(−|k|/n)|xk|. By a simple isomorphism argument one gets that
all the results above hold if we replace Ai,j with
(63) exp((|j| − |i|)/n)Ai,j .
In particular (60) in Xn becomes
(64) |Bi,j | ≤ cλ|j−i| exp((|i| − |j|)/n).
Furthermore, if A is a linear operator on Xn with the matrix representation
Ai,j ∈ L(Rd), then (57) and (59) imply that
(65) ||A||n ≤ sup
i
exp(−|i|/n)
∑
j
exp(|j|/n)|Ai,j |
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and for all integers i,
(66) exp(−|i|/n)
∑
j
exp(|j|/n)|Ai,j | ≤ ||A||nd
√
d.
Similarly, if A is a linear operator A : Xn → Xm, then its norm (denoted by
||.||n,m) can be bounded with
(67) ||A||n,m ≤ sup
i
exp(−|i|/m)
∑
j
exp(|j|/n)|Ai,j |.
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