We present the analysis of a kinematic data set of stars in the globular cluster NGC 2419, taken with the DEIMOS spectrograph at the Keck II telescope. Combined with a reanalysis of deep Hubble Space Telescope and Subaru Telescope imaging data, which provide an accurate luminosity profile of the cluster, we investigate the validity of a large set of dynamical models of the system, which are checked for stability via N-body simulations. We find that isotropic models in either Newtonian or Modified Newtonian Dynamics (MOND) are ruled out with extremely high confidence. However, a simple Michie model in Newtonian gravity with anisotropic velocity dispersion provides an excellent representation of the luminosity profile and kinematics of the cluster. The anisotropy profiles of these models ensure an isotropic center to the cluster, which progresses to extreme radial anisotropy towards the outskirts. In contrast, with MOND we find that Michie models that reproduce the luminosity profile either over-predict the velocity dispersion on the outskirts of the cluster if the mass to light ratio is kept at astrophysically-motivated values, or else they under-predict the central velocity dispersion if the mass to light ratio is taken to be very small. We find that the best Michie model in MOND is a factor of ∼ 10 4 less likely than the Newtonian model that best fits the system. A likelihood ratio of 350 is found when we investigate more general models by solving the Jeans equation with a Markov-Chain Monte Carlo scheme. We verified with N-body simulations that these results are not significantly different when the MOND external field effect is accounted for. If the assumptions that the cluster is in dynamical equilibrium, spherical, not on a peculiar orbit, and possesses a single dynamical tracer population of constant M/L are correct, we conclude that the present observations provide a very severe challenge for MOND.
INTRODUCTION
Are accelerations in the weak regime well described by the Newtonian approximation to General Relativity, or is a modification to this theory, such as the Modified Newtonian Dynamics (MOND ; Milgrom 1983) , required? MOND was proposed 30 years ago as an alternative to dark matter to explain the approximately flat rotation curves in the outer parts of disk galaxies. In this theory the gravitational acceleration deviates significantly from that predicted by Newtonian gravity only in the vicinity or below a value a 0 (∼ 1.2 × 10 −8 cm s −2 ). One implementation of this idea, due to Bekenstein & Mil- 1 Some of the data presented herein were obtained at the W.M. Keck Observatory, which is operated as a scientific partnership among the California Institute of Technology, the University of California and the National Aeronautics and Space Administration. The Observatory was made possible by the generous financial support of the W.M. Keck Foundation. Also based on observations obtained with MegaPrime/MegaCam, a joint project of CFHT and CEA/DAPNIA, at the Canada-France-Hawaii Telescope (CFHT) which is operated by the National Research Council (NRC) of Canada, the Institute National des Sciences de l'Univers of the Centre National de la Recherche Scientifique of France, and the University of Hawaii.
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where ϕ is the MOND potential, and µ is an interpolating function that changes between µ(x) = 1 in the Newtonian regime, and µ(x) = x in the deep MOND limit of low accelerations. For a finite-mass isolated system the boundary conditions of equation (1) are | ∇ϕ| → 0 for | r| → ∞, where r is the position vector. While MOND was initially developed to explain the rotation curves of galaxies and the Tully-Fisher relation (see, e.g., Tully & Fisher 1977; McGaugh 2005) , it was not evident that it would hold up to closer scrutiny in other astrophysical systems. Indeed, many observational challenges to MOND have been presented over the years. The theory has remained surprisingly resilient to this observational assault (Sanders & McGaugh 2002) , though in some cases there are difficulties in reconciling the observations with the predictions of MOND. These include problems with the growth of cosmological perturbations (Dodelson & Liguori 2006) , the offset between lensing mass and baryons in the Bullet Cluster (Clowe et al. 2006) , Solar System tests (Milgrom 1983; Sereno & Jetzer 2006) , dynamical friction in dwarf galaxies (Ciotti & Binney 2004; Sánchez-Salcedo et al. 2006; Nipoti et al. 2008; Angus & Diaferio 2009) , and the kinematics and density profile of satellite galaxies (Klypin & Prada 2009) , to list a few. However the main-stream explanations of these systems that involve dark matter are not them-selves without problems, especially at the galactic scale where the discrepancy between the predictions of standard Cold Dark Matter theory (ΛCDM) and observations appears to be greatest. The issue of the missing satellite galaxies, the possible non-existence of dark matter cusps and the high angular momentum of galactic disks are among the more famous problems that pose difficulties to ΛCDM (Binney 2004; Primack 2009) , although it is possible that the discrepancies are due to our incomplete understanding of the physics of baryonic matter. It is therefore very important to challenge these theories of gravity in the most stringent ways we have access to, using well-understood astrophysical systems, that can be measured and probed with great accuracy.
It has been appreciated for a number of years (Scarpa et al. 2003; Haghi et al. 2009 ) that the dynamics of globular clusters may give a means to assess the fundamental question above, since the accelerations that stars experience on the periphery of these systems are exceedingly low. Indeed, if one were to consider a globular cluster in isolation, one would expect to see a drop in the accelerations that stars experience down to values approaching zero on the periphery of the cluster. In reality, however, these systems reside inside a host galaxy, so in general they cannot be treated as isolated. In Newtonian dynamics, provided that the gravitational field of the galaxy can be considered uniform across the extent of the cluster (i.e. if tidal effects are negligible), the internal dynamics of the cluster are the same as if the cluster were isolated. This is not the case in MOND, in which, due to the nonlinearity of the theory, the internal dynamics of a stellar system is influenced even by a uniform external field (in other words, the strong equivalence principle is not valid; Milgrom 1983 ). In the considered case of MOND as modified gravity, this external field effect (EFE) can be accounted for in the boundary conditions of Equation (1), which are ∇ϕ → ∇ϕ ext for | r| → ∞ in the presence of a uniform external field g ext = − ∇ϕ ext (Bekenstein & Milgrom 1984 ). An important consequence of the EFE is that the internal dynamics of a MOND system with even low internal accelerations becomes almost Newtonian in the presence of a sufficiently strong external field. It is then clear that for a globular cluster to be useful in the attempt to distinguish between Newtonian gravity and MOND, not only must its internal accelerations be low, but also the external galactic field it experiences must be low, compared to a 0 . Figure 1a illustrates the external gravitational acceleration due to the Milky Way that members of the Galactic globular cluster population experience. For the majority of the clusters, the external field accelerations are substantially above the MOND characteristic acceleration a 0 . Note also that the Galactocentric distances shown in Figure 1a refer to the present-day orbital phase, so that even some of the more distant clusters will pass closer to the Milky Way center during their orbits. It is only the most distant clusters, well in the realm of the distant halo, that can be considered to be sufficiently isolated to probe the low acceleration regime. Also relevant is the fraction of the cluster stars that lie within the MOND regime: this fraction is substantial only for the most extended clusters (Figure 1b) .
NGC 2419 is a particularly promising globular cluster The expected external accelerations that Galactic globular clusters experience as a function of their radial distance from the center of the Milky Way. The realistic Galactic mass model from Dehnen & Binney (1998) is assumed, and the actual three-dimensional positions of the clusters are used. Though the acceleration is computed for a Newtonian model of the Milky Way with dark matter, we expect similar values in MOND if MOND has to reproduce the rotation curve of the Milky Way. Those globular clusters that experience an acceleration below a 0 are circled red, and the subset of these clusters that are expected to contain fewer than 50 RGB stars are further marked with crosses. The crossed-out clusters are poor targets since they contain very few stars amenable to spectroscopic follow-up (see the discussion in Haghi et al. 2009 ). Clearly, NGC 2419 is the only rich cluster in the outer Galaxy. (We have shifted the two clusters on either side of NGC 2419 -Eridanus and Palomar 3 -by 5 kpc to avoid a confusing overlap at R GC ∼ 95 kpc). Bottom panel: the expected internal acceleration at the half-light radius, assuming Newtonian gravity, for the same sample of globular clusters, as derived from the compilation by Harris (1996) . Clearly NGC 2419, the target of this study, is minimally affected by the external Galactic acceleration field, and is also sufficiently extended so as to have a significant amount of its member stars in the low acceleration regime. The MOND a 0 level is indicated with a dotted line in both panels.
to study in this context. First, as indicated in the top panel of Figure 1 , it is one of the most distant objects among the known population of Milky Way clusters, so it experiences a low external force. Indeed, the acceleration due to the Galaxy at that location, according to the Milky Way model of Dehnen & Binney (1998) , is well below the critical MOND acceleration value (g ext ∼ 0.1 a 0 ). Furthermore, NGC 2419 is a very extended cluster, which implies that the accelerations on its constituents are, on average, very low. Thus is illustrated in the lower panel of Figure 1 , where the internal acceleration is given as a function of the half light radius. Clearly the expected Figure 2 . The Newtonian internal accelerations in the best-fitting Michie model of NGC 2419 found in this study (see §4), as a function of distance from the cluster center. The core radius rc, the half-light radius r h , and the tidal radius rt are marked. With our improved parameter constraints, it is evident that even at the cluster half-light radius, the acceleration that stars experience is below the a 0 value.
accelerations drop rapidly further out in the cluster, and as we show in Figure 2 , slightly beyond the half mass radius in NGC 2419 fall well below a 0 . The high luminosity of this cluster (which is the fourth most luminous in the Milky Way, after ω-Cen, M54 and NGC 6388) also means that there are large numbers of target stars for study, even in the shortest evolutionary phases, such as the the upper Red Giant Branch (RGB), and also ensures that the velocity dispersion is large enough to resolve easily with current instrumentation. These properties make NGC 2419 a much more favourable subject than nearby massive clusters (Lane et al. 2010) , or distant low-mass clusters like Palomar 14 Gentile et al. 2010 ) that have previously been scrutinized to test MOND. Throughout this study, unless otherwise indicated, we adopt the distance measurement of (m − M ) 0 = 19.71 ± 0.08 (Di Criscienzo et al. 2011) ; this implies a distance of 87.5 kpc and an angular scale of 25.452 pc per arcmin. We assume the center of the cluster is located at 07 h 38 m 08 s .47 + 38
• 52 55".0 (Dalessandro et al. 2008, hereafter D08) , which is towards the Galactic anti-center, where the reddening is measured to be E(B − V) = 0.08 ± 0.01 (Ripepi et al. 2007; Di Criscienzo et al. 2011) from RR Lyrae lightcurves.
OBSERVATIONS
The analysis in this article is based upon several photometric and spectroscopic data sets. The main photometric data set, which serves to determine the stellar surface brightness profile of the cluster, is derived from images taken with the Advanced Camera for Surveys (ACS) on board the Hubble Space Telescope and much wider-field images taken with the Suprime-Cam camera on the Subaru Telescope, as derived by D08. During the course of the analysis presented below, we realized that D08 had overestimated the uncertainties on the density profile, making the model comparisons with the data highly surprising in the sense that they were "too good to be true". To address this problem we used their photometric catalog to re-determine the light profile of the cluster. We define a sub-sample of 7849 stars, by selecting from a color-magnitude box that incorporates the upper main sequence, the RGB and blue horizontal branch (BHB) populations, and limited the sample to V = 23.5 (as argued by D08) to avoid incompleteness, and radial variations thereof.
Star counts were obtained in 15 radial annuli (or portions of radial annuli) within r < 612 , the largest circle that is fully included in the Suprime-Cam field. As can be appreciated from Figure 2 of D08, although the Subaru data cover the cluster well, they do not extend sufficiently far away from the cluster so as to provide a background comparison region that is unambiguously free of cluster member stars. Accurate background subtraction is a crucial issue for our study, so to explore better the transition between the cluster and the background population 7 , we obtained archival images of the ROSAT cluster RXCJ0736.4+3925 taken with the MegaCam Camera on the Canada-France-Hawaii telescope (CFHT). With exposures of 2160 sec in g and 1920 sec in the r-band, these images cover a 1
• × 1 • field, with NGC 2419 located on the southern edge of the mosaic. The MegaCam images were processed and reduced to photometric catalogs in an identical way to that described in Ibata et al. (2007) , using the Cambridge Astronomical Survey Unit pipeline (Irwin & Lewis 2001) . By cross-identifying the sources in the CFHT and Subaru catalogs, we devised a color-magnitude selection in the g and r bands that was as close as possible to that made in the V and I bands from the D08 sample. Figure 3 shows the star-counts profile of the point sources in the CFHT image that lie within the defined stellar locus. Clearly, beyond 10 and up to 1
• from the cluster center the star counts are consistent with a flat background. This justifies our choice of using the area at r > 612 in the Suprime-Cam/ACS survey (our main photometric catalog) to estimate the background count level (0.00013 ± 0.00002 arcsec −2 ). The absolute photometric zero-point of the SuprimeCam/ACS profile was defined by matching the data at 7 The "background" population in reality is of course mostly due to foreground Galactic stars. The star-count profile in the CFHT field used to probe the background profile at large distance from the cluster. The stellar selection was chosen to be as close as possible to that of the main Suprime-Cam/ACS survey, and indeed the weighted mean background level of the CFHT counts between 20 and 60 is 0.00014 arcsec −2 (dashed line), very similar to the Suprime-Cam average of 0.00013 ± 0.00002 arcsec −2 (dotted line) at r > 612 . The CFHT data shows that there is no significant contribution from the cluster at radii beyond ∼ 10 . r ≤ 16 .5 with the 6 innermost points of the profile by Bellazzini (2007, hereafter B07) that are based on aperture photometry of the ACS image. The gaps between detectors and the most obvious holes due to saturated stars were taken into account in computing the area of the annuli. The resulting profile is tabulated in Table 2 ; apart from the improved uncertainty estimates, this profile is in agreement with that of D08. Note, however, that the non-azimuthally symmetric geometry of the missing areas (see Figures 1 & 2 of D08) gives rise to slight radial biasses in the star-counts profile, which must be accounted for in any fitting or modeling of the cluster by the use of appropriate window functions 8 . Targets for follow-up spectroscopy were selected from an earlier compilation of photometric data constructed by B07, which is a combination of photometry measured from the same ACS images, as well as from groundbased images which cover a wider field of view. The ground-based photometry includes the WIYN study by Saha et al. (2005) , Sloan Digital Sky Survey (SDSS) data Adelman-McCarthy et al. (2006) as well as images retrieved from the archive of the Telescopio Nazionale Galileo (TNG).
The main spectroscopic observations presented here were taken with the DEIMOS multi-object slit spectrograph (Faber et al. 2003 ) mounted on the Keck II telescope at Mauna Kea, Hawaii on 2008 October 27th. We employed the high-resolution 1200 line/mm grating coupled with the OG550 order-blocking filter to give access to the spectral range ∼ 6500 -9500 two rows of detectors 'blue' and 'red'; in order to maintain the Ca II triplet lines on the red side of the camera to avoid the inter-CCD gap, we set the central wavelength to 8000
• A. Narrow slits of 0 .7 were milled to optimize the spectral resolution, which was determined to be ∼ 1.2
• A, based upon measurements of the width of arc lamp lines. Target stars were selected from the B07 catalogue with I < 20 and within a narrow color-magnitude region around the cluster Red Giant Branch (RGB), as shown in Figure 4e . Two masks milled with slitlets for 85 and 77 targets, were observed with exposure times of 3×1200 s and 3×1000 s, respectively (we will henceforth refer to these as masks 1 and 2). The weather was clear during these exposures and the seeing was approximately 0 .7, fortuitously matching the slit widths.
In order to convey the quality of the data, we display in Figure 5 the spectra (and the corresponding noise spectra) for three stars that are representative of the brightest, of intermediate and of the faintest stars in the cluster sample. The signal to noise of the spectra are clearly high, exceeding S/N = 10 per pixel for the faintest stars in the sample and reaching as high as S/N ∼ 70 for the very brightest stars.
A new spectral reduction package was constructed, partly for this project, in an attempt to improve object extractions, wavelength calibration and sky subtraction, as well as to provide more reliable uncertainty estimates. The procedure will be presented in detail in a forthcoming contribution (Ibata et al., in preparation) ; a brief summary is sufficient for the purpose of the present work. The aim of the software is to avoid any resampling of the observed two-dimensional spectroscopic frames: each observed pixel and its corresponding uncertainty is kept all the way to the final calibrated product, at which point the spectra may be trivially collapsed into onedimensional form for visualization purposes, if necessary. The reduction steps are as follows:
• identify cosmic rays in the images if multiple exposures are available.
• correct for scattered light.
• perform a flat-field correcting for pixel-to-pixel variations.
• perform an illumination and the slit function correction.
• correct for fringes.
• wavelength-calibrate every pixel, using the arclamp with a correction from sky-lines.
• perform a two-dimensional sky-subtraction (see Kelson 2003 ).
• extract spectra without resampling in a small spatial region around the target.
Thus the final product of the pipeline is a large set of pixel fluxes for every target. Each of these pixels has an associated flux uncertainty, a wavelength, a wavelength uncertainty, and the value of the target spatial profile at the pixel. Note. -The quantities r i and ro are the inner and outer radii of the annulus of effective area A ef f that has mid-value rm[= 0.5(r i +ro)] and that is composed of Ntot stars at an average radius r with standard deviation σr. The surface brightness, not corrected for extinction, is µ V , with Poisson uncertainties δµ V . The ACS survey does not fully cover the inner region of the cluster (see Fig. 1 of D08), so to avoid radial biasses, we construct the profile from data in an angular range a min to amax from −180 It is then possible to measure the velocity of the target using a Bayesian approach. We adopt a simple model for a normalized stellar spectrum that consists of a continuum broken by three Gaussian absorption profiles located at the rest wavelengths of the three prominent Calcium II triplet lines (8498.02
The stellar continuum is estimated using a robust algorithm that iteratively filters out absorption and emission lines and computes a running median of the spectrum. We multiply the normalized model by the continuum function to compare to the observations. A Markov-Chain Monte-Carlo algorithm then finds the best Doppler shift and Ca II line widths given the individual pixel measurements, as well as the uncertainties on these parameters. Due to the high signal to noise of these observations and the excellent wavelength solution of the arc-lamp reductions, the velocity errors determined in this way for our NGC 2419 targets are very low, typically below 1 km s −1 . This can be achieved, despite the spectral resolution of ∼ 42 km s −1 , because the S/N is sufficient to provide good centering constraints on the absorption lines.
However, unlike fibre-fed spectrographs, slit spectrographs have the the disadvantage that small milling errors (or large astrometry errors) will cause a target to be offset with respect to the slit, giving rise to an artificial velocity offset if the effect is not corrected. Given the geometry of DEIMOS, if a slit is erroneously milled 0 .1 displaced along the dispersion direction, one would naively expect a 14 km s −1 velocity shift; in practice though, the tolerance is less strict than this estimate suggests, since atmospheric turbulence smears out the incoming light. Indeed in poor seeing conditions such errors will be minimized. Another way that this problem can arise is from misalignment of the mask. DEIMOS masks are generally aligned by centering bright stars (typically 4) in small boxes that have been milled into the mask; before starting an exposure the observer iterates on positional and rotational corrections until the stars are centered to the achievable accuracy, which is about 0 .05. An error in the mask alignment along the dispersion direction shows up easily as a systematic offset in the OH sky-line wavelength, while a rotational error causes a radius-dependent shift, as would be expected. These misalignments are corrected for in the pipeline to high accuracy (better than 1 km s −1 ). Nevertheless, the milling and astrometry errors are unavoidable, and it is difficult to estimate their effect. One way to alleviate the problem is to make use of telluric absorption lines: the position of the lines is not dependent on the slit error, so they give a promising means to calibrate velocities (as argued by Simon & Geha 2007) . Unfortunately, the telluric features are broad and timedependent; from inspecting the effect on repeat measurements we found that the corrections that we derived were actually adding noise. We decided therefore not to include a telluric absorption correction.
The two observed masks have 12 stars in common, and the r.m.s. scatter between velocity differences is 1.91 km s −1 . This is encouraging, as it means that the individual measurements are a factor of ∼ √ 2 smaller. Due to the positioning errors, it is difficult for DEIMOS to provide us an accurate absolute velocity. To circumvent this problem, we adopt the approach of bringing our measurements onto the zero-point defined by the High-Resolution Echelle Spectrometer (HIRES) study of Baumgardt et al. (2009, hereafter B09) . There are 7 stars in common between the DEIMOS sample and the HIRES sample (39 stars), we find an average offset of ∆v = v HIRES −v DEIM OS = −3.06 km s −1 with an r.m.s. scatter of 2.37 km s −1 . This r.m.s. scatter is produced by a combination of the HIRES error on each star quoted by B09 (δ i,HIRES ), the error on the DEIMOS velocities returned by our pipeline (δ i,DEIM OS , itself a combination of the wavelength calibration uncertainty and the pixel measurement uncertainties), and the milling/astrometry error, which we will refer to as δ ast . We make the plausible assumption that δ ast is independent of magnitude. The condition:
where we are summing over the n = 7 stars in common between the two samples, requires that the milling/astrometric error must be δ ast = 2.25 km s −1 . We add this additional uncertainty in quadrature to our pipeline velocity uncertainty estimates. Note however, that HIRES, being a slit spectrograph, also suffers from the same centering uncertainty. However, given its higher spectral resolution the corresponding velocity offset errors should be lower, and we take them to be negligible compared to the DEIMOS δ ast .
In addition to the velocities, we also measure the Na I equivalent width (which can be a useful population discriminant), and Ca II line strengths to derive a metallicity in an identical way to that discussed in Ibata et al. (2005) . The metallicity (on the Carretta & Gratton 1997 scale) is calculated as: [Fe/H] = −2.66 + 0.42[ΣCa − 0.64(V HB −V)], with ΣCa = 0.5EW λ8498 +1.0EW λ8542 + 0.6EW λ8662 , (V HB − V) being a surface gravity correction relative to the V-magnitude of the horizontal branch. We adopt the value of V HB = 20.45 (Harris 1996) . Table 5 lists the star number, the mask number (or B09 identification number), the position, the radial velocity measurement and corresponding uncertainty, the I-band magnitude and V − I color, the metallicity, and the projected radial distance R from the cluster center. Those stars with multiple observations are marked in the final column.
Defining the kinematic sample
The final sample comprises a total of 178 unique stars, of which 39 are taken from the B09 catalog. For those stars with multiple observations, we choose the measurement with the lowest estimated velocity uncertainty. Various parameter projections of the sample are shown in Figure 4 : velocity as a function of radius, velocity as a function of metallicity, position on the sky, the metallicity-radius relation, color-magnitude position, and finally the velocity uncertainty-magnitude relation. While the majority of the observed stars are clumped close to the expected mean Heliocentric velocity of the cluster (Fig. 4a) , there are clearly Galactic interlopers in the sample. The most obvious interlopers are marked blue and have velocity differences > 20 km s −1 with respect to the cluster mean. In an attempt to make an initial selection to help guide the discussion, we take the velocity dispersion profile σ v (r) of the (M/L) V = 1.346 anisotropic MOND model (#24) discussed in Section 3 below. This model has the highest likelihood of all the MOND models we consider (for sample A), and its adoption in this discussion should favor the case for the MOND theory. Selecting stars within 2 × σ v (r) allows us to make the initial separation between very likely cluster members (red) and the kinematic outliers (black and green) in Fig. 4a . Inspection of Figure 4b suggests that a metallicity cut at [Fe/H] = −1.3 provides a means to sort the kinematic outliers into metal-poor (black) and Table 5 . Note that the pipeline discussed in the text produces non-binned versions of the spectra (which are just pixel fluxes with their corresponding wavelengths); here such data have been binned up for display purposes only.
metal-rich (green) samples
9 . Unfortunately the other measured parameters do not provide us with strong additional information that could help discriminate between cluster members and interlopers (our Na I line strength cut EW N aI < 2.0 rejects one dwarf star that would otherwise have been rejected anyway by velocity).
Due to its importance, in Figure 6 we reproduce the velocity-radius relation, zooming-in on the cluster region, and displaying the velocity uncertainties. Note that we have refined the cluster mean velocity quoted by B09 (−20.3 ± 0.7 km s −1 ), using instead a weighted mean of their data that gives v mean = −20.9 km s −1 ; with this value the DEIMOS velocity distribution is noticeably more symmetric. The lines delineate 2 × σ(r) of the MOND model mentioned previously, a limit chosen to incorporate all of the sample of B09. Inspection of Fig Table 4 ). Note that there are no plausible cluster members outside of this ±20 km s −1 velocity window (see Figure 4a ).
that have velocities beyond 20 km s −1 of the cluster mean, which in turn strongly suggests all stars with [Fe/H] < −1.3 are cluster members. This includes all stars marked in black in Figure 6 , many of which have error bars that overlap the |v(r)| < 2 × σ(r) region. Nevertheless, several of the black data points lie well outside of that region and, at face value, greatly enhance the local velocity dispersion. We will return to this issue in Section 4. The three green points at (R, v − v mean ) = (3 .1, 16.8 km s −1 ), (9 .0, 15.7 km s −1 ), (9 .0, −11.1 km s −1 ), are most probably Galactic interlopers, and can be safely removed from the sample. Of the four red points at R > 7 , it is interesting that three are metal rich, having −1.07 ≤ [Fe/H] ≤ −0.82, substantially higher than the cluster mean as can be seen from Fig. 4b . The presence of these stars is a fascinating puzzle which we hope to return to in a future contribution. However, since their velocities lie extremely close the cluster mean, it is inconceivable that they are not members, so for the purposes of the current discussion we will treat these stars as dynamical tracers.
The sample whose kinematics we will analyze below consists of all 157 stars marked red in Figure 6 , which we will refer to as "Sample A", and the 9 stars marked in black (Sample B). The dashed curve shows the B09 fit to their sample. In contrast, fitting the data shown here gives the continuous curve, which has a slightly lower amplitude of 2.6 km s −1 , and has a 5% chance of being simply a spurious result due to random sampling. However, fitting on the DEIMOS stars alone gives the dotted fit, which is certainly not significant.
Rotation
One of the several interesting results reported by B09 was the signature of rotation in their kinematic sample, which they deduced had a rotational amplitude of 3.26 ± 0.85 km s −1 directed towards P A = 40
• .9 ± 17
• .8, approximately at right angles to the direction of elongation of the cluster found by B07. The rotation of the cluster is a critical issue, since rotational support can offset pressure support, and obviously influence the kinematic models one has to fit. In reanalyzing the B09 kinematics, we noticed that a significant part of the rotation signal was coming from a small number of stars very close to the cluster center. Because the dispersion increases rapidly towards R = 0, such stars will generally have velocities quite far from the cluster mean, and if the sample is small (as in the case of B09) stochastic effects can cause a large but spurious rotation signal. To examine this possibility, we analyze sample A, ignoring the stars with R < 0 .5; we find that the rotation amplitude diminishes to 2.6 km s
• (see Figure 7) . To place confidence limits on the velocity amplitude we undertook a Monte-Carlo experiment, keeping the measured velocities and velocity errors, while setting the position angles of the stars to random values. We found that 5.1% of the random tests at P A = −86
• .9, yet 39% of random realizations give rise to amplitudes greater than this value. We conclude, therefore, that the B09 rotation measure was largely due to low-number statistics, and that the evidence for significant rotation of the cluster is marginal.
Velocity dispersion profile
While the full likelihood analysis that we present in section 4 is clearly the preferred and most powerful method for ruling out the dynamical models (and their underlying theories of gravity), it may be useful to some readers to visualize the velocity dispersion profile. To this end we calculate the estimates of the velocity dispersion, using a maximum-likelihood method, under the assumption that the underlying distributions are Gaussian (see Eqn. 3 of Pryor & Meylan 1993) . For sample A, we truncate the Gaussian distributions to account for the effect of the imposed selection function. The resulting dispersions for samples A and A+B are shown in Fig. 8 and reported in Table 3 . We expect reality to lie somewhere between these two estimates.
MODELS

Dynamical models
The models we compare to in this paper have been specifically constructed as an extension of those described in Sollima & Nipoti (2010, hereafter SN10) . The phase-space distribution of stars is given by the distribution function (Michie 1963) , where E and L are, respectively, the energy and angular momentum per unit mass, v r and v t are the radial and tangential components of the velocity, the effective potential ψ is the difference between the cluster potential at a given radius r and the potential at the cluster tidal radius ψ = φ − φ t , f 0 is a scale factor, and σ K is a normalization term which is proportional to the central velocity dispersion. As usual, the above distribution function has been integrated to obtain the density and the radial and tangential components of the velocity dispersion:
The above equations can be written in terms of dimensionless quantities by substituting
where ρ 0 is the central cluster density and
is the core radius (King 1966) . The parameterr a determines the radius at which orbits become more radially biassed. Asr a → ∞, models become isotropic. The dimensionless expressions are:
The above equations allow one to derive the density and the velocity dispersions once the potential profile W (r) is known. This last quantity is linked to the density by the Poisson equation (or its MOND modification; Eqn. 1) with the boundary conditions at the centre
Here (and below, when not specified otherwise) we adopt the "simple" interpolating function µ(x) = x/(1 + x) (Famaey & Binney 2005) . In spherical symmetry Equa- Figure 8 . The line of sight velocity dispersion profile of the 26 dynamical models is overlaid on the observed profile, derived from sample 'A' (green) and sample 'A+B' (black). Newtonian models are colored blue, MOND models red, while isotropic models are represented with continuous lines and anisotropic models with dashed lines. As discussed in the text, we expect reality to lie between samples A and A+B; the closest fits are clearly the anisotropic Newtonian models.
tion (1) can be written in the form
or, using dimensionless quantities,
where χ ≡ σ 2 K /a 0 r c is a dimensionless parameter, which is smaller for systems closer to the deep-MOND regime (see SN10). For a given choice of (W 0 , χ,r a ), Equations 3 and 4 have been integrated to obtain the 3D density and the radial and tangential components of the velocity dispersion. As a last step, the above profiles have been projected on the plane of the sky to obtain the surface mass density
and the line-of-sight velocity dispersion
The described procedure is straightforward and produces spherically symmetric self-consistent equilibrium models, truncated at a tidal radiusr t . Note that spherical symmetry is justified as the evidence to the contrary (a measurement of = 0.19 ± 0.15 or = 0.14 ± 0.07 by B07 -depending on the sample choice) is not very strong. Also, the above models assume a single distribution function for all stars, regardless of their masses. This can be considered a good approximation since mass segregation effects are expected to be negligible in NGC 2419. This can be deduced by the fact that the relaxation time is significantly larger than the cluster age (t rh /t age ∼3.5; Harris 1996; Marín-Franch et al. 2009) and it is confirmed by the lack of radial segregation of the BSS population (D08).
As will be described in Sect. 4, the full likelihood analysis performed here requires for each model j the knowledge of the distribution of projected velocities (instead of simply its second-order moment). This function, hereafter referred to as f j (v, R), can be calculated as
adopting the following change of variables
where α = arccos(R/r) .
3.2. Stability analysis It is well known that extremely radially anisotropic Newtonian models are prone to bar instability (e.g., Fridman & Poliachenko 1984) . Nipoti et al. (2011) have recently shown that this radial-orbit instability operates also in MOND, thus limiting the fraction of radial orbits in realistic models. To test the stability of our models we run a set of N-body simulations using the MOND N -body code n-mody (Nipoti et al. 2007a; Londrillo & Nipoti 2009 ), which can be used to follow the evolution of either MOND or Newtonian collisionless stellar systems. The use of a collisionless N-body code is justified by the fact that NGC 2419 has a long relaxation time (see §3.1, §3.3 and B08). The stability analysis was performed following Nipoti et al. (2011) , and we refer the reader to that paper for details. The initial conditions of the simulations consist of an N-body system of 8 × 10 5 particles, which are distributed in phase space with a standard rejection technique using the analytic distribution function given in Equation (2). We verified that the isotropic or mildly anisotropic (i.e. with large anisotropy radius r a as compared to the core radius r c ) MOND and Newtonian N-body models are stable. Then we explored the behavior of the models for decreasing r a , finding in each case the minimum anisotropy radius for stability r as . For Newtonian models we found r as /r c ∼ 0.9. For MOND models the value of r as /r c can depend on the mass-to-light ratio (M/L) V , so for each value of (M/L) V we ran a set of MOND simulations with decreasing r a /r c , thus determining r as /r c . The most anisotropic stable MOND Michie models, for the considered (M/L) V are those reported in Table 4 , with r as /r c in the range 1.4 − 1.6. In terms of the half-mass radius r half , we have r as /r half ∼ 0.5 in the Newtonian case and r as /r half ∼ 0.8 − 1 in MOND: thus Newtonian models of NGC 2419 can have significantly smaller r as than corresponding MOND models, in agreement with the findings of Nipoti et al. (2011) for a different class of stellar systems. It is also interesting to consider the FridmanPolyachenko-Shukhman parameter ξ ≡ 2T r /T t (where T r and T t are the radial and tangential components of the kinetic energy tensor; see Fridman & Poliachenko 1984) and of the quantity ξ half , defined as twice the ratio of radial to tangential kinetic energy within r half (so ξ = ξ half = 1 for isotropic systems). The maximum values for stability are ξ s ∼ 1.9 and ξ half,s ∼ 1.5 in Newtonian gravity, and ξ s ∼ 2 − 2.1 and ξ half,s ∼ 1.4 − 1.5 in MOND.
3.3. Binaries Before proceeding to the detailed comparison of the above models to the new data presented in this contribution, we first consider the likely effect of binary stars in the sample on the distribution of observed kinematics. Following the seminal paper by Rubenstein & Bailyn (1997, hereafter RB97) , the most comprehensive recent attempts to determine the binary fraction (b f ) in globular clusters have been performed by modeling the spread of the Main Sequence in very accurate Hubble Space Telescope color-magnitude diagrams, taking into account the observational effects (in particular blending) by means of extensive artificial star experiments (Bellazzini et al. 2002; Sollima et al. 2007; Milone et al. 2008 ). These results are clearly dependent on the assumed distribution of mass ratios q; however, essentially all studies try to overcome this problem by using several different distributions.
From these analyses globular clusters have been found to contain copious quantities of binaries. RB97 found 15% ≤ b f ≤ 38% in the core of NGC 6752, which is a much denser cluster than NGC 2419 (with logarithm of central luminosity density log ρ 0 = 4.9 L /pc 3 as opposed to 1.5 L /pc 3 ), and b f ≤ 16% outside. Similarly, Bellazzini et al. (2002) found 10% ≤ b f ≤ 20% in the core of NGC 288 (which with log ρ 0 = 1.8 L /pc 3 is closer in density to NGC 2419) and ≤ 10% outside the core (consistent with 0%). With a larger sample of 13 low density clusters, Sollima et al. (2007) concluded that the minimum b f in the central areas they sampled was ≥ 6% in all the considered clusters, but may be as large as 20% in some cases. Most of their best fit values range between 10% and 20%, with peaks of 50% (Terzan 7). The cluster with the central density most similar to NGC 2419 in their sample (NGC 6101) has a minimum b f = 9% and best fit values ranging from 15% to 21%, depending on the assumed distribution of q.
We know that binaries must also be present in NGC2419, since the cluster has numerous Blue Stragglers Stars (BSS) (Dalessandro et al. 2008 , hereafter D08) while collisions are nearly impossible (because of the long relaxation time), thus essentially all BSS must come from the evolution of Primordial Binaries. As a comparison, the fraction of BSS normalized to the total luminosity is double that in ω-Cen (whose binary fraction has been estimated to be 13%, Sollima et al. 2007 ). On the other hand, the ratio of BSS to Horizontal Branch stars N BSS /N HB = 0.3. The same parameter is 0.07 in M13, 0.3 in M3 and 0.92 in NGC 288 (Ferraro et al. 2003 , computed in a homogeneous way). As already reported in Sect. 3, D08 found that the BSS show no sign of radial segregation, supporting the idea that two-body relaxation is highly inefficient in NGC 2419. This is the observational foundation for two key assumptions of our analysis: first, this implies that b f is constant with radius, making it easier to model a population of binaries; second, and more importantly, it implies that the mass to light ratio of the cluster is constant with radius. If mass segregation had been at work, as in most other clusters, a larger fraction of low-mass stars would have been present in the outer regions, enhancing (M/L) V there with respect to the core. Sollima et al. (2008) found that the fraction F of BSS to main-sequence stars (computed in a way that may be difficult to apply to NGC 2419) correlates very well with b f , and M V , in the sense that brighter clusters have a smaller F , and, as a consequence, b f . So, while there is a possibility that b f may be lower than average in NGC 2419, a fraction b f as large as 20% is clearly possible and cannot be discounted.
Note that the effect of binaries on the velocity dispersion should be larger in the outer parts of the system, enhancing the velocity dispersion as would be expected if MOND were correct.
Modeling the binary fraction
To construct a model for the effect of the binary population on the observed kinematics, we run a Monte Carlo simulation. Following McConnachie & Cote (2010) the projected motion of the primary component in a binary system is given by
where a 1 is the semi-major axis of the primary component, P is the orbital period, e the eccentricity, i the inclination angle to the line-of-sight, θ the phase from the periastron and ω the longitude of the periastron. The semi-major axis has been calculated using the third Kepler law where m 1 and m 2 are the masses of the primary and secondary component. For each simulated binary we exctracted randomly a combination of (m 1 , m 2 , P, e, θ, ω, i) from suitable distributions and derived the corresponding projected velocity v. We adopted a fixed mass for the primary component of m 1 = 0.83 M (i.e. the typical mass of a RGB star, calculated by comparing the color-magnitude diagram of NGC 2419 with a suitable isochrone of Marigo et al. 2008 ) and extracted the mass of the secondary component from the mass-ratio distribution by Fisher et al. (2005) . We followed the prescriptions of Duquennoy & Mayor (1991) for the distribution of periods and eccentricities. We removed all those binaries whose corresponding semi-axis lie outside the range a min < a < 100 AU where a min is linked to the radius of the secondary component (according to Nelson et al. 1986 ). The distribution of the angles (i, θ, ω) has been chosen according to the corresponding probability distributions (Prob(i) ∝ sin i; Prob(θ) ∝θ −1 ; Prob(ω) = constant).
The resulting distribution g(v) is shown in Figure 11 .
The velocity distribution corrected for binaries f j b (v, R i ) is derived by convolving g(v) with the dynamical models. Since b f is expected not to change significantly with radius in NGC 2419, as discussed above, we simply take:
where R i is the projected radius of star i in the sample. Note that although the wings of the distribution in Figure 11 extend to large velocities, the central peak at v = 0 is very prominent, so the effect of convolving this distribution with the dynamical models should be small if the binary fraction is small.
ANALYSIS
The final step in constructing the line of sight velocity distribution models is to convolve f dynamical model j can now finally be calculated via:
where we have substituted the actual observed radial velocity measurements v i into the probability distribution. The second sum in Equation 9 is performed over the surface brightness measurements Σ for which the model predictions Σ j p of each model j were displayed above in Fig. 9 . In calculating the likelihood of the surface brightness predictions we obviously are assuming a Gaussian model with dispersion equal to the estimated measurement uncertainties δΣ. Note that the radial positions of the spectroscopic stars are not drawn in a fair manner, so their positional information cannot be used in the likelihood calculation. The first term on the right hand side of Eqn. 9 answers the question "given the velocity measurements at the radii of the kinematic data, what is the likelihood that the data were drawn from the same distribution as the model?". If instead we had adopted a χ 2 fit to the velocity dispersion measures, we would effectively have been assuming that the velocity data sample the radial bins in a fair way. That is not a good assumption.
To assess the effect of contamination in the stellar sample, we perform the likelihood analysis on the full data set (samples A+B), but also on the more restrictive sample A. For this latter case, we implement a window function in the likelihood calculation, curtailing the wings of the model velocity distributions f j p to within the selection region of the sample (see Figure 6) . The model distributions are re-normalised to compensate for the discarded velocity parameter space. Table 4 lists the model number j, the adopted theory of gravity, the interpolation function µ (for MOND), the assumed Heliocentric distance d, and the structural parameters of the cluster model. These parameters are the anisotropy radius r a , the core radius r c , the half-mass radius r h , the tidal radius r t , and the central line of sight velocity dispersion σ 0 . The (base-10) logarithm of the ratio of likelihoods of model j to the best model is listed in the columns marked log Lmax L , both for samples A and A+B. We also list the corresponding (M/L) V (in Solar units); for the Newtonian case, the quoted values are the best-fit results, while for MOND they correspond to the input (fixed) value that was simulated. The derived binary fraction b f is also given.
Inspection of Table 4 shows #17 to be the best representation of the cluster among these Michie models. The preferred (M/L) V transpires to be identical to that derived by McLaughlin & van der Marel (2005) . To investigate whether this best fitting dynamical model is an acceptable representation, we undertook a Monte-Carlo test, drawing artificial stars from the model and computing the sample likelihood. Each of the 10000 artificial samples is required to have the same number of stars as the actual kinematic sample, and the artificial stars are selected at the model radii of the observed stars. We find that 61% of these randomly-drawn samples have likelihood larger than that measured for model #17 from the observed sample. This indicates that the best-fitting Michie model is an excellent representation of the cluster 10 .
DISCUSSION
The analysis presented above shows clearly that the massive halo globular cluster NGC 2419, which is sufficiently distant not to be significantly affected by the external field of the Milky Way, and is sufficiently extended so that a substantial fraction of its member stars experience extremely low accelerations, conforms to our expectations of a plausible dynamical system in Newtonian gravity. The Michie model #17 with (M/L) V = 1.903 and r a = 1.5r c , which has the anisotropy profile shown in Fig. 12 , is found to give an excellent representation of the cluster. Isotropic Michie (i.e. King) models in Newtonian gravity are a factor of 10 11 less likely than 10 Had we found a very high fraction (say 90%) of random realizations with higher likelihood than that measured, it would have cast doubt on the model, while a very low fraction (say 10%) would have called the reliability of the uncertainty estimates into question.
Table 4
The cluster structural parameters, and the adopted theory of gravity are listed for the 26 Michie models. The final six columns show the corresponding best fits given the data in sample A and sample A+B. The likelihoods are listed as ratios with respect to the best-fitting model (for each sample separately). The best-fit binary fractions are also given. Thus for sample A, model #1 is 10 129.9 less likely than model #17. For the Newtonian models the (M/L) V listed are best-fit values, whereas in MOND they correspond to an input of the simulation. the best anisotropic model, and can be firmly excluded.
The isotropic King models in MOND for any plausible mass to light ratio are also completely excluded, as their likelihoods are exceedingly low compared to the best anisotropic Newtonian model. The anisotropic Michie models in MOND fare better: for sample A, the most likely such model is #26, but this is still a factor of 40000 less likely than model #17, while for the full sample A+B, the best MOND model is #24, but again it is much less likely (by a factor of 2 × 10 5 ) than model #17. Therefore we also reject the anisotropic Michie models in MOND.
Stellar population models by Maraston (1998) , Percival et al. (2009) and Buzzoni (1989) , with age and metallicity similar to NGC 2419, predict a mass to light ratio in the range (M/L) V = 1.6 -3.0, dependent on the assumed IMF and to a lesser extent, on the particular evolutionary synthesis model. Values of (M/L) V ∼ 3 result from a Salpeter IMF, while values of (M/L) V < ∼ 2 arise from assuming a Kroupa IMF. Our best-fit model #17 has a mass to light ratio that seems perfectly plausible in this context. Sample A was constructed to avoid velocity outliers, so it is natural that the MCMC algorithm returned b f = 0 for that set. For the full sample A+B, the most likely Newtonian models have b f ∼ 8%, in reasonable agreement with the findings of Sollima et al. (2007) . The best MOND solutions however, favor b f = 0; clearly higher b f would increase the effective velocity dispersion, producing a more acute discrepancy with the kinematic data. It is interesting to note that including a plausible binary fraction makes the situation significantly worse for 
MOND.
The analysis above has considered a realistic family of dynamical models -the Michie models -which are consistent in the sense that they have a positive distribution function (see Section 3.1). Michie models are generic models that fit real systems in Newtonian gravity (in-cluding this cluster), and reflect the expectation that the outer regions retain some memory of their initial collapse with higher radial than tangential motions. Alternatively, one mechanism that could give rise to such radial anisotropy, is if the cluster expands violently via gas expulsion shortly after its formation (Baumgardt et al. 2008) . The considered models were also tested for stability, as detailed above. Although the Michie models are fairly general, the cluster could of course have some other anisotropy profile, but the difficulty is finding an appropriate self-consistent dynamical model that fits the system.
It is perhaps instructive first to see what anisotropy profile would help bring the line of sight velocity dispersion profile closer to the data, without worrying about the dynamical consequences. Figure 13 compares the binned data previously displayed in Fig. 8 , with two toy models. Here we have taken the density profile of the Michie model #17 as a given, and assume a constant mass to light ratio, as supported by the results of D08. The magenta dotted line displays a model in MOND (with (M/L) V = 1.9) which has perfectly tangential orbits. While this approximates the value of the central line of sight velocity dispersion, it vastly over-predicts that at larger radius. In contrast, a highly radially anisotropic model in MOND, that respects the Global Density SlopeAnisotropy Inequality (GDSAI, Ciotti & Morganti 2010),
which is a requirement for consistency of a wide range of models, is shown with the full turquoise line (for the particular choice of (M/L) V = 0.5). Here, ρ is the density and β ≡ 1 − v 2 θ /v 2 r is the anisotropy parameter. Clearly, the choice of low (M/L) V and high radial anisotropy is more promising. However, we recall that the GDSAI is a necessary (but not sufficient) condition for consistency, so we have no guarantee that there is a consistent model with such an extreme anisotropy profile, not to mention the issue of stability and the astrophysical inconsistency of such a low M/L.
Before attempting any further modelling it will be helpful to assess the shape of the velocity distribution that the data display. The difficulty with this is that the amount of kinematic data is rather limited, so it is not very informative to show directly the observed line of sight velocity distribution at various radii. So instead in Fig. 14, we show the predicted line of sight velocity distributions of the Michie model #17 at the radii of the kinematic observations. The distributions for the inner half of the kinematic data are shown in black, the outer half in red. These distributions have been scaled to have r.m.s. dispersion of unity. Note that despite the fact that the model has a strongly varying anisotropy (see Fig. 12 ), the integration along the line of sight yields distributions of very similar Gaussian shape at each radius. The green histogram shows the distribution of observed radial velocities, where each datum is divided by the r.m.s. dispersion of the line of sight velocity distribution of the Michie model at the corresponding radius. The data clearly follow closely a Gaussian distribution (obviously the precise statistic depends on how one deals with outliers, but as we have shown above, the Michie Figure 14 . The line of sight velocity distributions of the Michie model #17 that fits the cluster are shown for each radial position at which we have a kinematic measurement. The inner half of the sample is shown in black, the outer half in red. These distributions are shown re-scaled so that the root mean square (r.m.s.) dispersion of the distributions is unity, which highlights the fact that they are very similar throughout the radial range of our data. The observed velocity distribution is also displayed (green histogram), with each point re-scaled by the r.m.s. of the corresponding model. Both the observed and best-fitting model distributions suggest that Gaussian line of sight velocity distributions are required.
model #17 is an excellent fit to the data). Any model that we consider has to conform to this fact.
MCMC Jeans equation analysis
The highly radially-anisotropic toy model shown in Fig. 13 (turquoise line), suggests that a more general model may help to relieve the pressure on MOND set by our data. The option we choose to explore next is to use the Jeans equation to determine profiles of the radial and tangential velocity dispersion that are consistent with the density profile and potential. The Jeans equation for a spherically-symmetric system is (Binney & Tremaine 1987, Eqn 4-55) :
where M (r) is the cumulative mass inside a radius r. We assume that the density profile conforms accurately to that of the Michie model #17, and fix the potential by selecting a value for the mass to light ratio. We choose to simulate the set (M/L) V = {1.6, 1.8, . . . , 3}, which span the astrophysically-plausible range according to the evolutionary synthesis models cited above. The challenge is to find now functions v 2 r (r) and v 2 θ (r) that are allowed by Eqn. 11, and are also consistent with the observed data. The approach we take is to employ a Markov-Chain Monte Carlo (MCMC) scheme to fit trial distributions of v 2 θ (r), in a similar (but not identical) fashion to Ibata et al. (2009) . We parametrise v 2 r (r) at 7 radial locations, and fit a cubic spline to these points, with the constraints that v 2 r is positive and falls to zero at the tidal radius. Starting from an initial guess for the 6 free parameters, the algorithm solves for v 2 θ (r), and uses the density profile to project these quantities onto the line of sight at each radial point for which we have kinematic data. These line of sight velocity distributions are then convolved with the uncertainty distribution appropriate for each data point. A binary fraction of zero is assumed. The likelihood of the trial model is computed from Eqn. 9. The MCMC algorithm we developed to sample the posterior probability distribution function is a new hybrid scheme which we intend to detail in a forthcoming contribution. To sample the full parameter space the algorithm employs Parallel Tempering (Gregory 2005) , a technique similar to simulated tempering, which uses parallel chains to probe the likelihood surface at different "temperatures" (a higher temperature produces a shallower likelihood surface, allowing the algorithm to reach distant regions beyond a local maximum). However, instead of stepping though parameter space with the traditional Metropolis-Hastings criterion, we use the Affine-Invariant Ensemble Sampler of Goodman & Weare (2010) . The Goodman & Weare (2010) algorithm with "stretch" moves is very convenient as it naturally adapts the proposal step size (and, although not of paramount importance to the present problem, the affine-invariance property ensures that one does not need to know the relative scales of the parameters in advance). Tests show that our new hybrid scheme is very powerful, outperforming Parallel Tempering or the Goodman & Weare (2010) algorithm on a variety of computationally-challenging problems.
The particular implementation we constructed has 6 parallel MCMC chains, each sampled with an ensemble of 100 points per iteration. The chains are swapped (i.e. "temperered") once every 100 iterations on average. We add two astrophysical priors to the solution: first, the solution must conform to the GDSAI (Eqn. 10), and second, we require that ξ half,s < 1.5, which as discussed in Figure 16 . The velocity dispersion profiles of the most likely model in MOND resulting from the Jeans equation solutions shown in Fig. 15 . The diagram demonstrates the working of the fitting procedure: the large dots mark the 7 points (the two inner points are close and appear merged) that were used to anchor the spline fit (dot-dashed line) to σr(r). Assuming the fit to the luminosity profile made for model #17, and with (M/L) V = 1.6, the Jeans equation is used to recover the σ θ (r) profile (dashed line). Projecting these along the line of sight results in σv(R) (continuous line). The crosses mark σv at the positions of the kinematic measurements after convolving with the corresponding observational uncertainties. A visual comparison to Fig. 6 shows clearly that even this model, which is the most likely of the MOND solutions, over-predicts the velocity dispersion at large radius. § 3.2, avoids the most extremely radially unstable configurations. We further require that v 2 θ (r) > 0, which for practical (technical) reasons we implement as a very strong prior. Since we have found that the observed velocity distribution is closely Gaussian (Fig. 14) , we take v 2 r (r) and v 2 θ (r) to be truncated Gaussians. The truncation velocity at r is set to 2Ψ(r), where Ψ(r) is the local relative potential (see Binney & Tremaine 1987) . Figure 15 shows 10 6 steps of the Markov Chain running in a MOND potential with (M/L) V = 1.6, the mass to light value that gives the highest likelihood of all the simulations. The β parameter is calculated as a function of (non-projected) radius r from spline fits to the radial and tangential velocity dispersion profiles. The density of solutions in the Markov Chain is proportional to their likelihood, so it is clear from this figure that the data -even in MOND -favor an anisotropy profile that is similar to a Michie model in the central regions, being isotropic in the very center and mostly radially anisotropic out to ≈ 5 . Between ≈ 5 and ≈ 11 the solutions are highly degenerate and the data do not appear to favor any particular model. We have checked that 10 6 iterations are sufficient for convergence: repeated MCMC simulations with very different initial parameters recover identical best-fit parameters to better than 0.3%. We are aware that our choice of anchoring v 2 θ (r) at 7 radial locations (rather than some other number, and at some other locations), as well as the choice of employing cubic spline interpolation, and the implementation of the priors, likely have a significant impact on the probability density function of solutions found in Fig. 11 . However, Figure 17 . External acceleration exerted by the Milky Way on NGC 2419 after a time interval t = 1, 5 and 10 t dyn (r) as a function of the mass fraction comprised within r. The case of the two different eccentric orbits e = 0.5 and e = 1 are shown with red and black lines, respectively.
we will not explore this complex issue further, as our aim here is only to show that possible alternative solutions may exist.
We stress that the Jeans equation analysis does not guarantee that the solutions are physically plausible, indeed most of the anisotropy profiles in Fig. 15 probably do not correspond to self-consistent models (i.e., models with positive distribution function, which are a steadystate solution of the collisionless Bolzmann equation). Further work is required to check the solutions; and clearly given the number of possibilities this is a monumental task! With this caveat in mind, we note that the kinematics of the most likely MOND solution from the MCMC analysis, whose velocity dispersion profiles are displayed in Fig. 16 , is a factor of 350 less likely than the most likely solution in an identical MCMC simulation undertaken in Newtonian gravity. Although further work is required to rule out MOND categorically with the kinematics of this cluster, the present data already challenge the theory severely.
External field effect
Throughout the paper we have treated the globular cluster NGC 2419 as isolated. This is justified by the large distance of the cluster from the Galactic center, suggesting that tidal effects are small and that, in MOND, the EFE is not important. However, given the poor performance of MOND at reproducing the kinematics of this object, it is worth trying to estimate quantitatively the EFE and to verify whether the discrepancy between data and models can be accounted for by the EFE. As pointed out in the Introduction, the gravitational field of the Galaxy at the location of NGC 2419 is estimated to be, in modulus, g ext ∼ 0.1a 0 and directed approximately towards the Galactic center 11 . In the frame of reference of the cluster, this external field will change in time, both in direction and in magnitude, as a consequence of the orbital motion of the cluster. The effect of such a variation on the internal kinematics of the cluster is linked to the ratio between the internal dynamical time (t dyn ) and the orbital period (P orb ). Although the orbit of NGC 2419 is unknown, we can set an upper limit to this ratio by assuming the cluster is presently at its apocenter. As a first order approximation, we calculated the orbital period assuming planar orbits within a spherical isothermal Galactic potential φ M W = v 2 circ ln R GC with v circ = 187 km s −1 (to have g ext = 0.1 a 0 at R GC = 94.8 kpc). The dynamical time is calculated as
and we adopt the values of g int (r) predicted by the best MOND model #24. Following the above considerations, even assuming a free falling orbit (e=1) we obtain t dyn /P orb = 0.006 at the half-mass radius and t dyn /P orb = 0.123 at the tidal radius. To understand the effect of such a variation on the internal cluster kinematics, we plot in Fig. 17 the external acceleration exerted on the cluster after a time t as a function of the fraction of mass comprised within the radius where t/t dyn (r) =1, 5 and 10, for two different eccentric orbits (e = 0.5 and 1). It is evident that in all cases more than 90% of the cluster feels an almost constant external acceleration (always smaller than 0.2 a 0 ) after several dynamical times. So it is reasonable to assume that the cluster is in equilibrium in the MOND potential calculated with the present-day external field − ∇ϕ ext (assumed uniform). Such an equilibrium configuration will not be spherically symmetric and must be a solution of Equation (1) with boundary conditions ∇ϕ → ∇ϕ ext for | r| → ∞ and density distribution ρ such that, in projection, it reproduces the observed surface-brightness profile of NGC 2419. We try to build such equilibrium models using the MOND N-body code n-mody (see Section 3.2), in which we implemented the EFE by imposing the above boundary conditions. In practice, given a density distribution ρ, the MOND field is calculated by starting from a guessed potential with the correct asymptotic behavior ( ∇ϕ → ∇ϕ ext ) and then the solution ∇ϕ is found with the same relaxation procedure used in the absence of the external field (see Londrillo & Nipoti 2009 ). Of course, the particles are then evolved in phase-space using only the "internal part" of the acceleration −( ∇ϕ − ∇ϕ ext ). While in the absence of the external field we were able to set up equilibrium initial N-body models using the distribution function (2), in the presence of the external 11 Independent of the gravity law, a cluster located in the plane of the Galaxy at a distance R from the Galactic center experiences a gravitational field ∝ v 2 rot (R)/R directed towards the Galactic centre (where vrot is the rotational velocity of the Galaxy). If the cluster is out of the plane, the field it experiences could be different in MOND and in Newtonian gravity with dark matter, due to the component of the field orthogonal to the plane (Nipoti et al. 2007b) . However, this effect should not be strong for NGC 2419, given its large Galactocentric distance and relatively small distance from the Galactic plane. field we cannot do better than initializing our N-body simulations with quasi-equilibrium distributions. In particular, exploiting the fact that g ext a 0 , we simply use N-body realizations (with 8 × 10 5 particles) of the spherically symmetric models of NGC 2419 reported in Table 4 and let them evolve in the presence of the external field. We find that the models rapidly reach a new equilibrium configuration, which is axisymmetric with symmetry axis along the direction of the external field. In Figs. 18 and 19 we plot, respectively, the circularized surface-density profiles and circularized line-of-sight velocity-dispersion profiles of the end-products of simulations with g ext = 0.1a 0 , in which the initial conditions correspond to MOND models #4 (the best-fitting among the isotropic models, with (M/L) V = 0.1), #7 (an isotropic model with more realistic (M/L) V = 1.346) and #26 (the radially anisotropic model which has the highest likelihood among all the considered MOND models fit to sample A). For each model we plot the profiles with line-of-sight both parallel and orthogonal to the external field; for comparison we also plot the profiles of the same MOND models in the absence of the external field as well as that of the best-fitting Newtonian model #17. We note that the end-products are not highly flattened: in particular, the ellipticity is in all cases < ∼ 0.01 when the cluster is viewed along the direction of the external field (which should be approximately the case for our observations of NGC 2419) and < ∼ 0.15 when the line-of-sight is orthogonal to g ext . From Fig. 18 it is clear that the EFE has little influence on the surface brightness profiles: only the very low-mass model #4 presents a significant deviation from the reference model #17, but only at R > ∼ 7 arcmin. Similarly, the velocity dispersion profiles of the end-products of the EFE simulations do not deviate substantially from the profiles of the same models with no external field (see Fig. 19) ; again, the model most affected by the EFE is the (M/L) V =0.1 model #4, with a significantly lower velocity dispersion even at R < ∼ 5 arcmin, where we have most spectroscopic data. Overall, a comparison of the MOND models with EFE with the best-fitting Newtonian model #17 (blue curve in Fig. 19 ) clearly shows that an external field of magnitude 0.1a 0 does not help reconcile MOND models with the data. We ran similar simulations with an external field g ext = 0.2a 0 , finding slightly stronger effects, but the same qualitative behavior. We conclude that for NGC 2419 the EFE is unlikely to represent the way out for MOND.
CONCLUSIONS
We present new spectroscopic data of the distant globular cluster NGC 2419, the most distant of the large Galactic globular clusters. Taken with the DEIMOS instrument on the Keck II telescope, these have been reduced with a powerful new spectral extraction package that was designed partly to take advantage of these state-of-the-art data of NGC 2419. By avoiding pixel resampling we are able to maintain optimal accuracy, and we avoid having correlated noise. The algorithm has yielded an accurate sample of cluster kinematics with reliable velocity uncertainties (derived by an MCMC fit to the spectra), which have been tested against the external dataset presented by B09. The spectroscopic sample contains 166 likely cluster member stars. We have also reanalyzed deep and wide-field photometric star-counts surveys of the cluster, taken with HST/ACS and Subaru/SuprimeCam.
A set of 26 Newtonian and MOND Michie models of the cluster were constructed to compare against the observations, and N-body realizations of these models were evolved to ensure dynamical stability. The Michie models were projected into velocity distributions along the line of sight, convolved with the velocity uncertainties and a plausible model for binaries, allowing us to calculate the likelihood of each kinematic data point for each model. We also fold in the likelihood of the star-counts profile, carefully taking into account the footprint of the imaging surveys. Due to the easy scalability in the Newtonian case, it was readily feasible to scan a large range of (M/L) V values. For MOND, we started from plausible initial values and homed-in manually on the best-fitting (M/L) V .
We find that isotropic Michie models in both theories of gravity are very much at odds with the observations, and can be ruled out. However, our anisotropic Newtonian model with r a /r c = 1.5 and (M/L) V = 1.903, and with total mass M = 9.12 × 10 5 M is in good statistical agreement with the present observations, and is therefore an excellent representation of the system. We note, parenthetically, that this implies that the structure and dynamics of the cluster can be reproduced satisfactorily without invoking dark matter, in agreement with B09. In contrast, the best anisotropic MOND model is a factor of ∼ 40000 less likely.
To extend these conclusions to more general models, we implemented a Markov-Chain Monte-Carlo sampling routine to probe solutions to the Jeans Equation that are consistent with the luminosity profile and kinematics. While such a procedure does not ensure physicallyconsistent solutions (with a non-negative distribution function), it nevertheless suggests that any plausible MOND model will have severe difficulties reproducing the data, as the best of the MOND solutions is still a factor of 350 less likely than the best Newtonian solution.
Finally, we show with N-body simulations that the external acceleration field is unlikely to affect significantly the above conclusions.
Until now, most of the existing analyses in the low external field regime focussed on the global velocity dispersion in sparse clusters (e.g. Haghi et al. 2009 Haghi et al. , 2011 . In contrast, here we make use of the full velocity distribution and its radial dependence, thus making our test much less dependent on the adopted (M/L) V . Furthermore, those authors who have studied cluster radial velocities, generally bin their kinematic data to measure first and second Gaussian moments. The likelihood analysis presented here works directly on the individual velocity measurements for each star, thus conserving the full spatial resolution, and the full discriminative power of the kinematic data.
Our conclusions rest on a number of assumptions:
• The cluster is taken to be a spherical body; while we have shown that the kinematic sample does not display significant evidence for a preferred axis of rotation, there is marginal evidence for oblateness in the integrated surface brightness distribution at about the 2σ confidence level in the inner 2 (B07). At larger radii the cluster appears rounder. If the cluster in reality departs significantly from spherical symmetry, the present analysis will not be valid. Orbits within a triaxial, or indeed a more complex structure, will in general be very different to the spherical case that was modelled. Since we observe the cluster in projection, and have only limited constraints on the line of sight depth, it is possible that the cluster is elongated or compressed along the line of sight. If the cluster is undergoing tidal disruption, the natural expectation is that the structure should be elongated in this direction (given that satellite orbits are predominantly radial). The precise kinematic behavior is hard to predict. If a substantial number of unbound extratidal stars are present in the sample, the configuration would be similar to the suggestion by Kroupa (1997) regarding dwarf satellite galaxies, and this would have the tendency to aument the apparent velocity dispersion, making the situation worse for MOND. In contrast, if the bound cluster stars have been stretched along the line of sight, conservation of phase space density suggests that the line of sight velocity dispersion should drop with respect to the spherical case. This might provide a get-out clause for MOND. While it is currently impossible to determine the three-dimensional shape of NGC 2419, globular clusters in nearby galaxies such as M31 (e.g. in the outer halo sample of Mackey et al. 2010) do not, to our knowledge, display significant morphological distortions in the direction pointing towards their host galaxy 12 .
• We assume the cluster to be an isolated system, with a single self-consistent dynamical tracer population. At first sight this appears a poor assumption, since NGC 2419 has been proposed at various times to be the remnant of a once nucleated galaxy (Mackey & van den Bergh 2005) , or a cluster ejected from the Sagittarius stream (Newberg et al. 2003) , or even the Virgo stream (CasettiDinescu et al. 2009 ). While these claims remain somewhat conjectural at present, what concerns us most for the present discussion is whether the previous evolutionary history of this structure has possibly implanted dynamical contaminants that may invalidate our analysis. Clearly NGC 2419 does not possess the complex dynamical mixture observed in M54 at the heart of the Sagittarius dwarf galaxy Ibata et al. 2009 ), so the effect is not overwhelming, but is likely to be subtle. Furthermore, from the analysis by B09 and from the discussion above, it appears that there is probably no significant amount of dark matter bound to the cluster (although presumably a cored mini-halo with a large core radius could be accommodated).
Thus although it is difficult to rule out the possibility that our analysis is affected by the complexities of the real system with its (possible) stream and its (possible) dark matter halo, we estimate that these issues are not significant. On the other hand, there is ample evidence (Cohen et al. 2010 , see also Fig. 4 above) for a small (∼ 0.2 dex) spread in metallicity, indicating that we are not dealing with a single stellar population. Unfortunately, the kine-12 As we have shown in §1, in the Milky Way the only remote cluster that is also massive (and has many stars to trace the velocity profile) is NGC2419. This is not the case in M31 where there are several clusters of this class, and in the ELT era it will be feasible to repeat the present analysis for many of them. If similar results are found, it will be difficult to invoke special alignment conditions. matic data are not sufficiently numerous at present to attempt a more refined analysis, for instance, repeating the calculations presented above for several sub-samples split as a function of metallicity. However, inspection of Fig. 4d suggests that there is little radial variation of the metallicity distribution function with radius, so it would be very surprising if such an analysis changed significantly the present conclusions.
• We assume that NGC 2419 is a static structure.
This need not be the case if the cluster moves on a highly radial orbit. Indeed if it was once associated to the Sagittarius dwarf or the progenitor of the Virgo Stellar Stream, it is plausible that it has a similar pericenter to those structures (∼ 10 kpc).
In that case, the cluster will have experienced a periodic, highly varying, external acceleration field. Although the consequences of this possibility cannot be fully fathomed without undertaking detailed N-body simulations in a realistic Galactic potential with a realistic orbit, we note that the dynamical time estimated above suggests that the cluster settles down into equilibrium on a short timescale compared to its orbital period. Thus for the present purposes of testing gravity, NGC 2419 should be effectively in dynamical equilibrium.
• Implicit in our work is also the assumption of a constant M/L throughout the cluster. Dark remnants such as black holes or neutron stars are likely to be unimportant in this context, since they contribute only 3% and 0.8% to the total mass budget, respectively, according to the BASTI models (Percival et al. 2009 ). However, faint main-sequence stars may be more problematic. If NGC 2419 experienced strong primordial mass-segregation, such as is inferred in nearby young starburst clusters (Stolte et al. 2005 (Stolte et al. , 2006 , this would influence the line of sight velocity dispersion profile, lowering the central value and producing a shallower slope. We are currently attempting to measure the mass function in NGC2419 using HST star counts with the Wide Field and Planetary Camera 3 to address this problem directly (Dalessandro et al., in preparation) ; however, as discussed above, the similarity of the Blue Straggler Star profile to that of other populations already appears to exclude significant mass-segregation in this cluster (D08).
The present observations and analysis provide a strong test of the nature of gravity in the low acceleration regime. With the above assumptions and caveats, we conclude that the Newtonian approximation to General Relativity provides -by far -a better representation for the structure and dynamics of NGC 2419 than MOND.
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