Abstract-The sum capacity of the general K-user Gaussian Interference Channel (GIC) is known only when the channel coefficients are such that treating interference as noise (TIN) is optimal. The Han-Kobayashi (HK) scheme achieves the best known achievable rate region for the Kuser interference channel (IC). Simple HK schemes are HK schemes with Gaussian signaling, no time sharing, and no private-common power splitting. The class of simple HK (S-HK) schemes includes the TIN scheme and schemes that involve various levels of interference decoding and cancellation at each receiver. We derive conditions under which simple HK schemes achieve sum capacity for general K-user Gaussian ICs. These results generalize existing sum capacity results for the TIN scheme to the class of simple HK schemes.
I. INTRODUCTION
The capacity region and sum capacity of the general K-user Gaussian Interference Channel (GIC) are not known. The 2-user GIC is the most well understood special case [1] , [2] , [3] , [4] , [5] , [6] , [7] . The capacity region of the 2-user GIC under strong interference conditions was obtained in [1] , [2] . The sum capacity when the interference can be treated as noise was obtained in [3] , [4] , [5] , [6] . The sum capacity under mixed interference conditions was obtained in [6] . The capacity region of the 2-user GIC within one bit was derived in [7] using suitably chosen Han-Kobayashi (HK) schemes [8] .
To the best of our knowledge, the sum capacity of the general K-user GIC is known only in the regime where Treating Interference as Noise (TIN) is optimal. For the general K-user GIC, the channel conditions under which TIN achieves sum capacity were obtained in [5, Thm. 3][9, Thm. 9] . The sum capacity of some partially connected K user GICs were derived in [10] , [11] , [12] , [13] under some channel conditions. Z-like GICs, where the channel matrix is upper triangular with a specific structure, were studied in [10] , cascade GIC was studied in [11] , and many-to-one and one-tomany GICs were studied in [12] , [13] . Some new outer bounds on the capacity of the K-user GIC were recently derived in [14] . Simple HK (S-HK) schemes with Gaussian signalling, no timesharing, and no common-private power splitting, achieve sum capacity under the channel conditions obtained in [10] , [11] , [12] , [13] . S-HK schemes include the simple and practical TIN scheme and schemes that involve various levels of interference decoding and cancellation at each receiver as special cases. However, sum capacity results are available only for the TIN scheme for the fully-connected K-user GIC.
In this paper, we generalize the sum capacity optimality results for the TIN scheme in [5] , [9] , to all S-HK schemes. In particular, we derive two sets of channel conditions under which S-HK schemes are sum capacity optimal for general K-user GICs. Exisiting results for the sum capacity of the 2-user GIC and some partially connected K user GICs in [11] , [12] , [13] can be obtained as special cases of these results. Using Monte Carlo simulations, we evaluate the probability that these channel conditions for sum capacity are satisfied for some random wireless networks and observe that this probability is significant.
II. CHANNEL MODEL AND SIMPLE HK SCHEMES
The K-user GIC in standard form [5] is given by
h ij x j + z i , ∀i ∈ [K] {1, . . . , K}, (1) where x i is transmitted by transmitter i, y i is received by receiver i, h ij is the real channel coefficient from transmitter j to receiver i and z i ∼ CN (0, 1) is the additive white Gaussian noise at receiver i. Let P i denote the transmit power constraint at transmitter i. As in [11] , we call HK schemes with Gaussian signaling, no timesharing, and no common-private power splitting as simple HK schemes. Each S-HK scheme is specified by the sets {I(1), I(2), . . . , I(K)}, I(i) ⊆ [K]\{i}, ∀i. In each such S-HK scheme, at receiver i, interference from transmitters j ∈ I(i) are treated as noise and interference from transmitters j ∈ D(i) {[K]\{I(i), i}} are decoded. For the TIN scheme, I(i) = [K]\{i}, ∀i.
III. SUM CAPACITY RESULTS
In this section, we derive two sets of channel conditions for the general K-user GIC under which sum capacity is achieved by S-HK schemes. The first set of channel conditions are in equations (2)- (4) of Theorem 1. The second set of channel conditions are given by equations (8) and (9)- (12) in Theorems 2 and 3, respectively.
In the result in Theorem 1, we consider the strategy of decoding interference from transmitters in D(i) for each i before decoding the desired message. For such decoding to be possible, conditions in (4) need to be satisfied. For the optimality of treating the interference from transmitters in I(i) as noise for each i, we get conditions (2)-(3). These conditions correspond to the TIN optimality conditions for the modified GIC where all the links corresponding to decoded interference are removed.
Theorem 1. For the K-user GIC, the S-HK scheme defined by
where
The sum capacity is
Proof. (Achievability) Suppose that each receiver i decodes the interference from transmitters D(i), and then decodes the information from i th transmitter, while treating interference from other transmitters I(i) as noise. The multiple access channel (MAC) constraints for decoding the interference at each receiver i are
The sum capacity in (5) is achieved if choosing
satisfies (6), thereby resulting in conditions in (4).
Here, for each i, we provide signals x n j , ∀j ∈ D(i) in addition to the genie signal x n i + n n i that is used in [9] . Under (2) and (3), we get the required upper bound following steps similar to the proof in [9, Theorem 9], but with the above genie signals. The details are provided in Appendix A.
Combining the conditions (2) and (3) for the converse with the conditions (4) for achievability, we get the required result. Now, we derive the second set of channel conditions under which S-HK schemes are optimal. We do this in two steps. First, we derive general bounds on the achievable sum rate of S-HK schemes in Theorem 2. Unlike Theorem 1, where the interference is decoded and cancelled before decoding the desired signal, here we determine more general bounds on the achievable sum rate for an S-HK scheme. Then, we show in Theorem 3 that one of the sum rate upperbounds in Theorem 2 is also a sum capacity bound under some channel conditions. Therefore, the channel conditions under which we get a sum capacity result will comprise of (i) the conditions (9)-(12) required to prove the sum capacity upper bound in Theorem 3, and (ii) the conditions (8) under which this sum capacity upperbound is achievable in Theorem 2.
Theorem 2. For the K-user GIC, the S-HK scheme defined by {I(i)} achieves sum rates S satisfying the following conditions for each l ∈ [K].
Here S l is a multiset containing l copies of each element in [K] and is denoted S l = {(a, l) : a ∈ [K]}, and
Proof. At each receiver i, users [K]\I(i) form a Gaussian MAC with noise variance 1 + Q i . The achievable rates of each MAC at receiver
Using Fourier-Motzkin elimination, we get the sum rate bounds in (8).
The maximum sum rate achievable using an S-HK scheme is determined by the least upper bound for S among the bounds in (8). As an example of a bound in the above theorem, consider l = 1, J m = {m, k} for some m, k ∈ [K], J k = φ, and J i = i for i ∈ [K]\{m, k}. This gives us the bound on sum rate to be
Now, if we can show that one of these inequalities in (8) is also an upper bound on the sum capacity under some conditions, then we get a sum capacity result. In the following theorem, we show that the sum rate bound expression in the example above is a sum capacity upper bound under conditions (9)-(12) (for the choice G(i) = I(i) in the following theorem).
where δ r = 1 if r ∈ G(m) and δ r = 0 otherwise, and
Proof. The detailed proof is provided in Appendix B.
Here, we present a brief outline and highlight some aspects of the proof. First, we consider a modified channel with no interference at receiver k. The sum capacity of the original channel is upper bounded by the sum capacity of the modified channel. Then, we derive a genie-aided upper bound for the modified channel using the genie signals s n i at receiver i for each i ∈ [K] as follows:
, and σ k = 1. This choice of genie is then shown to be useful and smart under conditions (9)-(12) to obtain the upper bound in the theorem statement.
Here are some remarks about this proof.
• The genie signal is different from Theorem 1 for receivers m and k. The genie at receiver k has the interference component at receiver m from transmitter k and the other transmitters that are treated as noise. This choice ensures that h(s n k ) = h(y n m |s n m , x n m ) and helps in cancelling one negative term in the sum capacity upper bound.
• The assumption that m, k / ∈ G(i), ∀i ∈ [K]\{k} is used as part of the argument that the genie is useful.
• The first upper bounding step is with a modified channel with no interference at receiver k. It is interesting to note that the sum capacity result for the 2-user GIC under mixed interference in [6] also uses the one-sided GIC as the first step, and we recover these results as special cases of our result.
• This proof also generalizes the proof for the manyto-one GIC in [13, Theorem 4] to the general K user GIC.
Some examples of the conditions obtained from Theorems 1-3 are presented in Appendix E.
A. Relation with exisiting sum capacity results
Applying Theorems 1-3 to the special case of 2-user channels, i.e., K = 2, we recover all known sum capacity results for the 2-user GIC in Applying Theorems 1-3 to the special cases of partially connected Gaussian ICs, we can recover the sum capacity results in [13] , [12] , [11] . We can also get some new results for the K-user cyclic and cascade GICs. The results corresponding to the two channel conditions for the cyclic, cascade and many-to-one GICs are presented in Appendix D.
IV. NUMERICAL RESULTS
In this section, we numerically find the probability that the first set of channel conditions under which S-HK schemes achieve sum capacity, i.e, equations (2)- (4), are satisfied for three different random wireless network topologies. A similar study for the second set of channel conditions is currently under progress.
Topology 1: In this topology, all K transmitters are placed randomly and uniformly in a circular cell of radius 1 km. We assume that each transmitter has a nominal coverage radius of r 1 m. For each transmitter, we then place its receiver randomly and uniformly in its coverage area. This topology is illustrated in figure 1 for
Topology 2: In this topology, the first transmitter is placed at the center of a circle of radius r 2 m and all the other transmitters are placed equally spaced on the perimeter of this circle. The nominal coverage radius of first transmitter is 3r 2 m and nominal coverage radius of all other transmitters are r 2 m. For each transmitter, we place its receiver randomly and uniformly in its coverage area. This topology for K = 4 is illustrated in figure 2. In topology 2, the first transmitter has a longer range and, therefore, there is higher probability that its signal at other receivers is strong enough to decode. Topology 3: In this topology, all transmitters are placed equidistantly along a line, with transmitter to transmitter distance r 3 m. For each transmitter, we place its corresponding receiver randomly and uniformly along the same line towards its right within r 3 m. We assume that the nominal coverage radius of each transmitter is r 3 m. This topology for K = 4 is illustrated in figure  3 . In topology 3, each receiver usually observes strong interference only from its adjacent transmitter. For channel fading, we use the Erceg model [15] as done in [16] . We used an operating frequency of 1.9 GHz and the terrain category of hilly/light tree density for model parameters. The noise floor is taken as −110 dBm and transmit power at each transmitter is chosen such that the expected value of the SNR at the boundary of their nominal coverage area is 0 dB.
For generating the plots, we consider 1000 realizations With topology 1, for every realization we randomly place K transmitters inside 1 km circular cell and also randomly place each receiver in its corresponding transmitters coverage area. With topology 2 and topology 3, first we fix the transmitters locations and for every realization we randomly place each receiver in its corresponding transmitter's coverage area.
In Figures 4 , 5, 6, we plot the probability that the conditions (2)-(4) are satisfied for (i) TIN scheme, (ii) all S-HK schemes except the TIN scheme (denoted S-HK\TIN) and (iii) all S-HK schemes. Figures 4, 5, 6 are plotted for topologies 1, 2, and 3, respectively. We observe that the probability that the conditions for optimality are satisfied is significant. In Fig. 4 , this probability increases with increasing nominal coverage radius r 1 as expected for S-HK\TIN. (2), (3), (4) for TIN scheme , S-HK schemes excluding TIN and all S-HK schemes with topology 3, K = 3
In Figures 7, 8, 9 , we plot the probability that the conditions (2), (3), (4) are satisfied for (i) all S-HK schemes except TIN scheme, (ii) all S-HK schemes where atmost 1 strong interference signal is decoded at each receiver except TIN (denoted S-HK1\TIN). Figures 7, 8, 9 are plotted for topologies 1, 2, and 3, respectively. In topologies 2 and 3, decoding atmost one strong interference at each receiver is the most important class of S-HK schemes as expected since there is mainly one strongly interfering signal in these topologies. (2), (3), (4) for topology 2, K = 3
In Fig. 10 , we plot the success probability of the achievability conditions (4) alone and compare them with success probability of all conditions (2), (3), (4) for all S-HK schemes except TIN for topology 1 with K = 3 and K = 4. It can be observed that the probability that achievability conditions are satisfied is much larger than the probability that all conditions are satisfied. It is worth noting that whenever the achievability conditions are satisfied, interference can be decoded and the resulting sum rate will be significantly better than the rate achieved by the TIN scheme. Therefore, even when the sum capacity conditions are not satisfied, there is significant (2), (3), (4) Coverage area r 1 of each transmitter
Fig. 10: Success probability of achievability conditions (4) and success probability of conditions (2), (3), (4) for all S-HK schemes except TIN with topology 1, K = 3 and K = 4 improvement in the sum rate of S-HK schemes with interference decoding compare to the TIN scheme. As K increases, the probability of at least one interference signal being decodable increases as expected.
V. CONCLUSIONS
We obtained new sum capacity results for the general K-user Gaussian IC. We derived two sets of channel conditions under which S-HK schemes are sum capacity optimal for the K user Gaussian IC. This general re-sult also allows us to obtain all existing sum capacity results for 2-user GICs and partially connected GICs like the cascade, many-to-one and one-to-many GICs as special cases. We also study the probability that the channel conditions required for the sum capacity result are satisfied in random wireless networks using Monte Carlo simulations. The numerical results show that S-HK schemes are optimal with significant probability in the considered topologies. By selecting the best S-HK scheme for each channel condition, these results can be used for dynamic interference management and sum rate maximization in wireless networks. 
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For the result for TIN in [9] , the special case of this genie-aided channel where D(i) is empty for all i was used. Now, the sum capacity can be upper bounded as
where φ i ≥ 0, we can write
where n n 0 ∼ N (0, I) and is independent of n
where (a) follows from entropy-power inequality (EPI). Therefore, we have
and t is the vector of all t i 's. From the power constraints, we have
. Under these constraints on t i , it can be shown as in [9] that f (t) is maximized at t k = log 2πe(
are greater than equal to 0. Thus, we have the conditions
Therefore, we now have
Also, φ i ≥ 0, ∀i ∈ [K] which implies
Using the conditions (17), (18) and (14), we get the conditions (2) and (3) for the converse.
APPENDIX B PROOF OF THEOREM 2
First, we consider a modified channel with no interference at receiver k. The sum capacity of the original channel is upper bounded by the sum capacity of the modified channel. Then, we derive a genie-aided upper bound for the modified channel using the genie signals s n i at receiver i for each i ∈ [K] as follows:
, and σ k = 1. This choice of genie can be shown to be useful and smart under conditions (9)-(12) to obtain the upper bound in the theorem statement. This proof generalizes the proof for the many-to-one GIC in [13, Theorem 4] to the general K user GIC. Assume
where φ i ≥ 0, and assume h (19) and (20), we have
Considering the terms that are not directly maximized by Gaussian inputs, we get
where (b) follows from (22) and
. From the power constraints, we have
\{k}, terms t m , t k do not appear in f (t), and we consider the optimization problem max f (t)
The Lagrangian for the above optimization problem is
where µ i ≥ 0, ∀i ∈ [K]. At optimal t r , ∂L ∂tr = 0. We want optimal t r = 1 2 log 2πe(P r + σ 2 r ) for Gaussian inputs to be optimal for the genie-aided channel. From KKT conditions, ∂f ∂tr ≥ 0 at t r = log 2πe(P r + σ 2 r ) , ∀r ∈ [K]\{m, k} (since µ r ≥ 0). Thus, we have
where Q i , δ r are defined as in the theorem statement. Therefore, we now have
I(x iG ; y iG , s iG ) = I(x mG ; y mG |s mG ) + I(x kG ; y kG , s kG )
is valid when I(x iG ; x iG + n i |y iG , x jG , j ∈Ḡ(i)) = 0, ∀i ∈ [K]\{m, k} and I(x kG ; y kG |s kG ) = 0. From [3, Lemma 8], I(x iG ; x iG + n i |y iG , x jG , j ∈Ḡ(i)) = 
T 2 4 h 12 h21 Fig. 11 : Channel conditions where sum capacity is obtained for the 2-user GIC, P 1 = P 2 = 1.
\{m, k} and I(x kG ; y kG |s kG ) = I x kG ; x kG + z k
(d) is valid since genie s k is chosen such that h(s k ) = h(y m |s m , x m ) which implies I(x kG ; s kG ) = I(x kG ; y mG |s mG , x mG ). Using φ i ≥ 0 and (24), we get conditions (9)-(12) for the upper bound on C sum to be valid.
APPENDIX C 2-USER GIC RESULTS
For a 2 user GIC, there are only 4 possible S-HK schemes. For each S-HK scheme, the sum capacity and the required conditions using Theorem 1 are given in Table I . For each S-HK scheme, the sum capacity and the required conditions using Theorems 2 and 3 are given in Table II and these conditions are plotted in Fig 11. In Fig. 11 , T 1 i denotes the region given by scheme i (corresponds to i th row in the Table) in Table I and T 2 i denotes the region given by scheme i in Table II .
APPENDIX D PARTIALLY CONNECTED GIC RESULTS
We specialize our sum capacity results to cyclic, cascade, and many-to-one GICs, which are special cases of GIC. For cyclic channels, we specialize the two channel conditions for general S-HK schemes to get two new sum capacity results. For 3 user cascade channels, sum capacity results were derived in [11], but we derive sum capacity results for a general K user cascade channels. For the many-to-one and one-to-many GICs, we can recover the results derived in [13] .
A. Cyclic GIC
We use the following channel model for cyclic GIC
Where modulo K is assumed over the indices.
Result 1. For a cyclic GIC, satisfying the following conditions for some sets
: else the sum capacity is given by
and the sum capacity is achieved by S-HK scheme defined by I(i) = φ, ∀i ∈ D 1 and I(i) = {i+1}, ∀i ∈ I 1 .
Proof. Use Theorem 1.
Corollary 1. For the cyclic channel, if we treat interference as noise at receivers i ∈ I 1 and decode interference at receivers i ∈ D 1 = [K]\I 1 , then the achievable sum rates given by
where, for all i = 1, 2, · · · , K
S-HK scheme Optimality conditions
Sum capacity Matches
TABLE I: Optimality conditions and sum capacity of S-HK schemes for a 2 user GIC using Theorem 1.
Sum capacity Matches 
h k+1 ≥ 1 (32)
(1 + c j P j ),
where c i , ∀i ∈ [K] is defined as in corollary 1.
Proof. Use Theorem 3, to get the converse conditions (31), (32) and use corollary 1, to get the achievability conditions (33).
B. Cascade GIC
We use the following channel model for cascade GIC
For the cascade GIC, satisfying the following conditions for some sets
Proof. We get result by taking I(i) = φ, ∀i ∈ I 1 and
Corollary 2. For the cascade channel, if we treat interference as noise at receivers i ∈ I 1 and decode interference at receivers i ∈ D 1 = {1, 2, · · · , K −1}\I 1 , then the sum rates given by
where, for all i = 1, 2, · · · , K − 1
and e K = 1 are achievable.
Result 4. For the cascade GIC, treating interference as noise at receivers i ∈ I 1 and decoding interference at
is optimal if the channel satisfies the following conditions
(1
(1 + e j P j ),
: else and the sum capacity is given by
where e i , ∀i ∈ [K] is defined as in corollary 2.
Proof. Use Theorem 3, to get the converse conditions (40), (41) and use corollary 2, to get the achievability conditions (42).
C. Many-to-one GIC
Channel model for many-to-one IC is given by
Result 5. For a many-to-one channel, satisfying the following conditions
where B = {2, 3, . . . , k} , k ∈ {1, 2, .., K}, the sum capacity is given by then the sum capacity is given by
Proof. From Theorem 1, taking I(1) = {k + 1, · · · , K}, we get the required sum capacity if the channel satisfies the conditions (45) and also
Choose ρ 1 = 0 and ρ j = 1 ∀j = k + 1, · · · , K to get the condition (45).
Result 6. For the K-user Gaussian many-to-one IC satisfying the following channel conditions:
∀N ⊆ B, N = {2, 3, .., k − 1} and B = {2, 3, ...k}
the sum capacity is given by
Proof. (Converse) From Theorem 3, taking G(i) = {k + 1, · · · , K} , we get the required outer bound when (49) is satisfied.
(Achievability) Using theorem 2 with I(i) = {k + 1, · · · , K}, we get the following achievable sum rates
where B = {2, 3, · · · , k} and
Among these sum rates, we want the sum rate with M = B\{k}, and m i = 1, ∀i ∈ B\{k} to be dominant. We get the conditions (48), for the sum rate with M = B\{k} to be dominant assuming m i = 1, ∀i ∈ {2, 3, · · · , k}. Given the converse conditions (49)and (48), conditions with
are always redundant.
APPENDIX E EXAMPLES
In this section, we will give some examples of finding the two set of channel conditions under sum capacity is achieved by a S-HK schemes using Theorem 1, 2, 3. Example 1. In this example, using Theorem 1 we will find the first set of channel conditions under which sum capacity is achieved by a S-HK scheme. Consider a 3-user GIC with S-HK scheme given by I(1) = {2}, I(2) = {3}, I(3) = {}. Inequalities (2), (3) gives the same set of conditions given by
for some ρ 2 , ρ 1 ∈ (0, 1). In inequality (4), for i = 1, J = {3}; for i = 2, J = {1}; and for i = 3, J can be {1}, {2}, and {1, 2}. Therefore, (4) gives the set of conditions
( J i = S l for S-HK with I(1) = {}, I(2) = {1, 3}, I(3) = {2}.
where (52)- (58), sum capacity is achieved by S-HK scheme with I(1) = {2}, I(2) = {3}, I(3) = {} and the sum capacity is given by
Example 2. In this example, we will find achievable sum rates in (8) for a S-HK scheme. Consider a 3-user GIC with S-HK scheme given by I(1) = {}, J i = S l for S-HK with I(1) = {3}, I(2) = {1, 3}, I(3) = {}. 
(1 + P 3 ) P 1 + h 2 12 P 2 1 + Q 1 ≤ (1 + P 3 + h 2 31 P 1 )P 2 1 + Q 2 + h (74) and (62), sum capacity is achievable by S-HK scheme with I(1) = {3}, I(2) = {1, 3}, I(3) = {} and the sum capacity is given by (59).
