The strength of the evidence linking concurrency to HIV epidemic severity in southern and eastern Africa led the Joint United Nations Programme on HIV/AIDS and the Southern African Development Community in 2006 to conclude that high rates of concurrent sexual partnerships, combined with low rates of male circumcision and infrequent condom use, are major drivers of the AIDS epidemic in southern Africa. In a recent article in the Journal of the International AIDS Society, Larry Sawers and Eileen Stillwaggon attempt to challenge the evidence for the importance of concurrency and call for an end to research on the topic. However, their "systematic review of the evidence" is not an accurate summary of the research on concurrent partnerships and HIV, and it contains factual errors concerning the measurement and mathematical modelling of concurrency. Practical prevention-oriented research on concurrency is only just beginning. Most interventions to raise awareness about the risks of concurrency are less than two years old; few evaluations and no randomized-controlled trials of these programmes have been conducted. Determining whether these interventions can help people better assess their own risks and take steps to reduce them remains an important task for research. This kind of research is indeed the only way to obtain conclusive evidence on the role of concurrency, the programmes needed for effective prevention, the willingness of people to change behaviour, and the obstacles to change.
Introduction
In 2006, a Joint United Nations Programme on HIV/ AIDS (UNAIDS) and Southern African Development Community (SADC) group of experts concluded that high rates of concurrent -or overlapping -sexual partnerships, combined with low rates of male circumcision and infrequent condom use, are major drivers of the AIDS epidemic in southern Africa [1] . In a recent article in the Journal of the International AIDS Society, Larry Sawers and Eileen Stillwaggon attempt to challenge the evidence for the importance of concurrency [2] . Despite the claim that their article represents a "systematic review of the evidence", it is not an accurate summary of the research on concurrent partnerships and HIV, and it contains factual errors concerning the measurement and mathematical modelling of concurrency.
Critical scrutiny of evidence is a welcome and indeed a necessary part of making progress in science, and all empirical studies have limitations and weaknesses that should be acknowledged. However, Sawers and Stillwaggon's article presents a selective reading of the literature, aimed less at clarification than at advancing the authors' own stated belief that all research on concurrency and AIDS in Africa should be stopped. "The continued use of financial and human resources to prove Western preconceptions about African sexuality cannot be justified," they argue. Instead, they recommend that research resources be invested in understanding the role of bed nets, nutrition, other sexually transmitted infections, recreational drug use, homosexuality and "numerous forms of blood exposures." These, Sawers and Stillwaggon claim, are the "drivers of African HIV epidemics ... for which there is substantial epidemiological evidence. " We do not attempt an exhaustive review of Sawers and Stillwaggon's lengthy article here. Many of the points they raise have already been dealt with in previous exchanges on concurrency and HIV in the journal, AIDS and Behavior, and interested readers should consult these articles [3] [4] [5] [6] [7] [8] . Here, we address the key specific issues they raise that are new, and demonstrate why they are wrong.
Discussion

What is concurrency?
The simple definition of concurrency is when someone begins a new sexual partnership before ending a previous sexual partnership. The precise UNAIDS definition is "overlapping sexual partnerships in which sexual intercourse with one partner occurs between two acts of intercourse with another partner" [9] . The definition covers every form of multiple partnerships other than serial monogamy.
Concurrency can be long term, in which the overlaps last for months or years, or short term, in which the overlaps last for hours or days. Long-term concurrencies include cases in which one person has regular sexual intercourse with more than one partner, such as in a formal polygamous marriage involving a man and more than one wife (or a woman with two husbands), and less formal arrangements in which man has two girlfriends, or a wife and a girlfriend, or a woman has two regular boyfriends, etc. The partners may be spatially separated for defined periods, as in the case of a man who has a wife at home and a girlfriend at a gold mine where he works for months at a time. His wife may have a local boyfriend while he is gone, and this would be concurrency, too [10] . Short-term concurrency includes cases in which a man or woman who has regular sexual contact with only one person also has occasional casual, one-off or commercial sex with others.
Why does concurrency matter?
All types of concurrency share two "network effects" that distinguish them from multiple serially monogamous partners for the purposes of transmission: they remove the protective effect of sequence, as partnerships begun earlier are indirectly exposed to any infections picked up from a later partner; and they reduce the time to secondary transmission because a recently infected person does not need to end one relationship before starting another.
The longer the average duration of overlap, the greater the impact of concurrency on HIV transmission, which is why long-term concurrencies are the focus of most discussion in this field [11] . If a sufficient fraction of the population has long-term ongoing relationships with more than one person, relatively stable connected sexual networks arise, in which each person's risk is determined not only by his (or her) own behaviour, but also by that of all the others in the network. When the duration of concurrency is short, the connectivity of the networks is more transient, and less conducive to rapid spread.
Long term concurrency also creates conditions that take maximum advantage of the high viral load during the "acute phase" in the first few months following infection. Current estimates suggest the per act transmission risk is 10 to 30 times higher during the acute phase than during the long "chronic phase" that follows [12] (see further discussion in the following pages). If someone has concurrent regular partners, and is newly infected by one of them, he (or she) is able to expose the other partner immediately and repeatedly during this acute phase. With serial monogamy, very high rates of partner acquisition would be required to accomplish something similar: a new partner every few weeks, with multiple coital exposures [13] . Because rates of partner acquisition in any general population are not nearly so high [14] , most of those who become infected via serial monogamy will have passed through the acute phase by the time they acquire a new partner.
Finally, long-term concurrent relationships, like all long-term partnerships, are often characterized by strong emotional, social and economic ties; numerous studies suggest that condom use in such relationships tends to be much lower [15] [16] [17] [18] .
Is concurrency common in populations severely affected by HIV? Yes
Many peer-reviewed studies of representative samples of adults report high rates of concurrency in the severely HIV-affected populations of southern and eastern Africa [10, 11, [19] [20] [21] [22] [23] . Similar findings with representative samples of local or national populations are found in the reports of non-governmental organizations working on HIV prevention [24] [25] [26] . Studies also show that withincountry variations in HIV prevalence by subgroup are perfectly aligned with the variations in concurrency by subgroup, both in southern Africa and in the US [11, 27, 28] .
There are limitations to these studies, including differences in the measures used, a lack (in all but one case) of published data on the duration of relationship overlap and coital frequency, inconsistent attention to the gender disparity in prevalence, and the inherent problem created by the mismatch between the timing of behaviour measurement (current, or past 12 months) and the timing of HIV infection (potentially much earlier). However, these limitations do not invalidate the finding that, when equivalent and appropriate measures are compared, the prevalence of concurrency is higher in populations with generalized epidemics of HIV, and not just in African countries. However, the limitations do require that extra care be taken when making inferences and comparisons across populations and studies.
Sawers and Stillwaggon do not mention most of the evidence we have cited, and compare studies that use completely different measures of concurrency to support their argument. Their primary evidence that concurrency is not especially common in Africa is presented in their Table One which lists 28 estimates of "concurrency" from different countries and studies. They claim that the table entries are ranked from high to low by estimates for men, but these estimates are not comparable, so cannot be ranked in this way. Some of the estimates are based on cumulative behaviours over the past five years (Adimora 2002 (Adimora , 2007 , others over the past one year (Mishra 2009 ), while still others refer only to concurrencies active on the day of interview (Carael 1995, and Kretzschmar 2000) . Ranking these is analogous to failing to distinguish studies reporting the number of partners in the past day from those reporting the number of partners in the past five years.
Some figures in Table One also appear to be erroneous. For example, the Kapiga and Lugalla (2002) estimate comes from a paper that uses data from the 1996 Tanzania Demographic and Health Survey (DHS), but that DHS did not measure concurrency. Kapiga and Lugalla simply report the number of non-marital "regular" and "casual" non-spousal partners in the past year, and it is not clear how Sawers and Stillwaggon calculate from this the numbers they report in (Mishra 2009) . A decade separates these two sets of studies, during which reductions in risk behaviours have been documented in almost every country listed [30] [31] [32] [33] . In short, the estimates in Table  One are interesting, but differences in the measurements used and the survey dates render them incomparable. They cannot be used, as Sawers and Stillwaggon do, to create a meaningful rank order.
The one source of data on concurrency that Sawers and Stillwaggon cite uncritically is the DHS, the results of which have only been reported in an unpublished working paper [34] . This suggests they are unfamiliar with the problems that have been identified in the DHS concurrency data. Demographic and health surveys have been conducted in many developing countries since 1984 to obtain representative national data on a wide range of health indicators. The primary focus of these surveys has traditionally been nutrition, fertility and maternal and child health, and they are a unique and valuable resource for international comparisons on these topics. In 1998, the DHS added optional questionnaire modules on knowledge, attitudes and behaviours relevant to HIV/AIDS, and from 2000, it included a module that was intended to collect data on concurrent partnerships in the past 12 months.
Unfortunately the concurrency data have been plagued by a sequence of errors in the questionnaire design. The module used in surveys from 2000 to 2004 failed to collect data on partnership duration for all but the most recent partner. This means that it is only possible to identify concurrency if the most recent partnership started at least 12 months prior to the date of interview, and the data cannot be used to estimate the duration of partnership overlap.
That omission was rectified in 2005, but two other problems remained. One was the way the DHS asked the duration question ("For how long have you had a sexual relationship with this person?"). Since the module failed to ask whether the relationship was still ongoing, the start date could be calculated either from the date of interview, or from the date of last sex. The uncertainty in establishing the start date of a relationship creates uncertainty in whether it overlapped with any others. The other problem was that the module failed to collect data on partnership duration for spouses and cohabiting partners (it is possible to recover the partnership start date from the marital section of the questionnaire, but only if the respondent has had only one spouse or cohabiting partner in his or her lifetime).
These problems appear to have been fixed in 2009, and the DHS from Lesotho that uses the corrected questionnaire module has found very high annual prevalence of concurrency among both men and women [35] . However, the result of the previous errors has been shown to be a downward bias in the estimates of concurrency, with variability both over time (due to the changes in questionnaire design) and across countries (because the sources of bias turn out to vary across countries) [9, 36] . This is deeply unfortunate, as it invalidates the DHS estimates of both levels of and trends in concurrency, as well as cross-country comparisons, prior to 2009.
Even without the errors in the questionnaire, however, collecting concurrency data using the DHS is a challenge. The DHS surveys are quite long and repetitive, involving hundreds of questions about a wide range of health and demographic issues. A report of multiple partners in the past year triggers an additional series of about 10 questions about each partner, for up to three partners. The increasing length and complexity of the DHS questionnaire could create an incentive to underreport for both harried interviewers and respondents [37] . In addition, the DHS surveys are conducted in the households of the participants. While efforts are made to establish privacy, a partner, child, relative or neighbour may be in the room or close by.
Both of these factors may exacerbate the tendency to under-report sexual partnerships in the DHS. Shorter surveys, dedicated to the sensitive task of sexual behaviour measurement, have more carefully designed questionnaires, insist on interviewing in private, and are more likely to minimize that bias. This issue is discussed in more detail in the section on qualitative data.
Does concurrency correlate with HIV risk at the individual level? Yes, when investigators use the right data and methods
Sawers and Stillwaggon list a number of studies that found no correlation between HIV infection and concurrency at the individual level, but all of them contain one or more serious methodological errors [34, [38] [39] [40] . The most basic error that these studies share is a fundamental logical flaw in the way they attempt to "test" the concurrency hypothesis: using a respondent's concurrency to predict the respondent's own HIV status. Other things being equal, concurrency does not heighten the risk of HIV acquisition for those who practice it: their risk is determined by the number of partners and coital exposures they have, regardless of the order in which they have them. Rather, concurrency heightens risk for the partners of those who practice it: the classic case is the monogamous person whose only risk comes from the fact that his or her partner has another partner. This is why the studies cited by the authors (and some others) find no significant "effect of concurrency" at the individual level: they fail to specify the model correctly. This point has been made in print repeatedly over the past decade [5, 41] .
Properly designed studies consistently confirm that concurrency is and remains a key driver in populations experiencing generalized epidemics in Africa. The strongest findings come from studies of stable couples that enrol both partners and use biomarkers to measure incident HIV infection, as these can establish whether new infections arise from inside or outside the couple. The fraction of all incident HIV that occurs within stable couples has been estimated from a longitudinal cohort study in Uganda as 71% before ART scaleup, and 57% after [42] . Stable couples can be divided into three categories: concordant negative (NN), discordant (NP or PN), or concordant positive (PP). Incident infection in stable couples therefore comprises two types: in the first, the couple moves from NN to discordant (NP or PN); and in the second, the couple moves from discordant (NP or PN) to PP. Incident infections of the first type, by definition, must come from outside the couple. Incident infections of the second type can come from within or outside the couple.
Six published studies estimate the fraction of incident cases of the first type (NN to NP or PN). Five are longitudinal cohort studies from Uganda and Tanzania that measure incident infection directly, with follow-up periods from one to seven years: these estimate the fraction of new infections in initially concordant negative couples as 42% [43] , 50% [44] , 63% [45] , 78% [46] and 56-75% (depending on the treatment of missing data) [42] . In most of the studies that published sex specific rates, men were much more likely than women to be the incident case [43, 44, 46, 47] . The remaining study uses the BED assay, an antibody test designed to detect recent infection, on a cross-sectional sample of Ugandans, and finds that among married couples, 49% of recently infected individuals had an HIV-negative spouse [48] . In summary, these studies suggest that the fraction of incident cases in stable couples coming from the first type of "outside the couple" infection ranges from 42% to 78%.
Two published studies estimate the fraction of incident cases of the second type (NP or PN to PP), and both use genetic typing to test whether both members of the couple have the same strain of HIV. One, from a very large, longitudinal multi-site trial in Africa, found that among HIV discordant couples in which the negative partner became infected, 29% of the cases could not be linked [47] . Another, from a smaller cross-sectional study of concordant positive couples [49] , found that 35% of the cases could not be linked a sample from Lusaka (where HIV prevalence is around 20% [50] ), but all of the cases could be linked in a sample from Kigali (where HIV prevalence is around 7% [51] ). This latter study is small, but the results are consistent with the prediction that where concurrency is high (Lusaka), incidence attributable to concurrency is also high.
Together, this implies that 60% to 84% of incident infections in stable couples come from outside the partnership. This figure is derived as follows: (fraction of cases of type 1) + (1 -fraction of cases of type 1) * (fraction of cases of type 2). To bound the range, we take the lowest [43] and highest [46] values from the studies with estimates for the type 1 fraction, [43] [44] [45] [46] 48] and the estimate from the large, longitudinal multi-site trial for the type 2 fraction [47] . These infections must be due to concurrency; the only alternative is non-sexual transmission (an unlikely scenario for the reasons we discuss below).
Do ethnographic studies of concurrency have any value? Yes
Sawers and Stillwaggon correctly state that ethnographic research does not provide statistically valid estimates of the prevalence of concurrency. However, this is not the purpose of ethnography. In-depth data collection, at the individual, focus group and community level, is most often used to explore meanings, perceptions and attitudes about concurrency in order to support prevention programming, a purpose for which it is uniquely well suited.
For example, ethnographic research has shed light on the different meanings of material exchange within sexual relationships in different contexts. In contrast to formal prostitution, where a given amount of money is exchanged for the performance of a particular sexual act, the "transactional sex" described in numerous studies in southern and eastern Africa often involves the exchange of gifts and money within ongoing, committed relationships. Several authors have described how transactional sex helps explain women's tolerance of a partner's concurrency behaviours and may also motivate women to have other partners themselves [52] [53] [54] [55] . Sawers and Stillwaggon dismiss this important body of research, remarking that readers of The Lancet would be astonished to read a paper about how women in Western countries also receive candy and flowers from their regular partners. However, Western women seldom cite candy and flowers as primary motivations for engaging in multiple regular partnerships or for tolerating men who do.
In-depth interviews have also been used to investigate the validity of responses on behavioural surveys. The reluctance of respondents to disclose sensitive sexual behaviour information on standard sample surveys is universally recognized by researchers who work in this field, and efforts to assess the magnitude of the downward bias in quantitative surveys through qualitative triangulation has been a mainstay of HIV/AIDS research since the early 1990 s [56] .
One particularly large and well-designed study compared the sexual behaviour reports given in survey type interviews to both in-depth interviews and biomarker verification on the same respondents, and concluded: "In-depth interviews seem to be more effective than assisted self-completion questionnaires and face to face questionnaires in promoting honest responses among females with STIs. Participant observation was the most useful method for understanding the nature, complexity, and extent of sexual behaviour" [57] .
Qualitative studies of small population samples consistently find that respondents report engaging in concurrent partnerships at rates that are often many times higher than in behavioural surveys [25, [58] [59] [60] [61] [62] [63] . These findings demonstrate that many respondents are willing to disclose sensitive behaviours in face-to-face interviews, which suggests that it might also be possible to improve disclosure in traditional behavioural survey interviews. This is an active field of research, with findings supporting a range of different approaches, including Audio Computer-Assisted Self Interviewing (ACASI) surveys or ballot box methods to increase privacy [64, 65] , more interactive interviews to increase rapport between interviewer and respondent [66] , and relationship history calendars to improve the accuracy of reporting [67] .
The estimates from these small convenience samples cannot be used to infer rates of concurrency in the population, but they can certainly be used to raise questions about the validity of estimates based on survey data. Ignoring this empirical evidence is simply unscientific.
Does computer modelling support the concurrency hypothesis? Yes
Computer modelling of transmission networks and concurrency is complex and the field has evolved considerably over the past 15 years. The relevant aspects of this history are described briefly in the following paragraphs.
Sawers and Stillwaggon's discussion of concurrency modelling studies ignores all of the progress that has been made in the field since 2000, and makes claims that are categorically untrue. Specifically, their claim that the concurrency effect observed in the early Morris and Kretzschmar models can only be obtained using unrealistic assumptions about such parameters as coital frequency is simply wrong. Three subsequent independent modelling studies, using empirically derived parameters for all inputs, have now shown that concurrency must have played a critical role in the generalized epidemics in Zimbabwe and South Africa [68] [69] [70] . Sawers and Stillwaggon cite none of these studies.
Between 1995 and 2000, Morris and Kretzschmar published a series of studies showing that, all other things equal, HIV would spread much more rapidly through a population in which multiple partnerships were concurrent than through one in which all multiple partnerships were serial [71] [72] [73] [74] . The purpose of these early papers was to explore and document the mechanisms by which concurrency could influence transmission dynamics since this had not been done with appropriate modelling methods before. These studies did not aim to describe a real-life epidemic. Neither the authors nor those who cite the study as evidence for the importance of concurrency make this claim [3, 75] . In order to model a real epidemic, Morris and Kretzschmar would have had to include numerous other variables, including stage-specific transmission rates and vital dynamics (births and deaths). That was not possible with the methods and data available at the time.
Because Morris and Kretzschmar did not include vital dynamics in their model, they were not able to observe the point at which transmission would fall below the reproductive threshold for persistence. That would only be possible if the model had been designed to remove infected cases from the simulated populations; otherwise, the number of infected cases simply increases or remains stable over time. This is why these original simulations could only compare how quickly the infection spread under different scenarios.
It turns out that adding vital dynamics greatly increases the estimated impact of concurrency, because in the "serial monogamy" scenario -but not in the concurrency scenario -most infected individuals die before they can infect at least one other person. This has been shown in subsequent studies to effectively prevent the spread of HIV via serial monogamy [13, 68, 69] . Thus, the unrealistic parameters that Sawers and Stilwaggon criticize in the early Morris and Kretzschmar studies actually led to an underestimate, not an overestimate, of the effect of concurrency in those studies.
Recently, two independent data-driven modelling studies, using realistic estimates for rates of sexual partner acquisition, concurrency, coital frequency and stage-specific infectivity, as well as vital dynamics, have shown that it is not possible to generate an epidemic in Zimbabwe, at levels of partner acquisition reported from 1998 to 2004, without concurrency [68, 69] .
One of these actually takes the Morris and Kretzschmar model that Sawers and Stillwaggon criticize, and modifies it to incorporate mortality, stage-specific HIV transmission estimates per partnership, and the empirical rates of concurrency observed in a Zimbabwe sexual behaviour survey [68] . The authors found that they were unable to produce an epidemic without having concurrency in the model. The other study, using newer methods and a similar range of variables, but also accurately representing the observed gender asymmetry in concurrent long-and short-term partnerships in the sexual network, comes to the same conclusion [69] . This study tested four different stage-specific transmission rate estimates taken from the literature [12, [76] [77] [78] based on one empirical study from Uganda (no such data is available from Zimbabwe, or anywhere else) [78] .
A final simulation study came to a similar conclusion using a very different methodology [13] . It employed a deterministic compartmental model to determine what rate of partner change would be needed with serial monogamy and realistic transmission parameters to reproduce the very rapid early rise in prevalence in South Africa. The rate was absurdly high: an average of two new partners per week, with more than seven coital acts per week.
These papers were not yet published when Sawers and Stillwaggon conducted their review of the literature, but the papers' findings fully refute their claim that "In order to generate rapid spread of HIV, mathematical models require unrealistic assumptions about frequency of sexual contact, gender symmetry, levels of concurrency, and per-act transmission rates" (emphasis added). Tellingly, the authors did not cite two other sophisticated modelling studies that had already been published and also used more realistic empirical estimates of behaviour. Both studies demonstrated large impacts of concurrency: one finds that it is responsible for about half of the epidemic potential within heterosexual populations in the US, and helps to explain racial disparities in HIV and sexually transmitted infection (STI) prevalence [28] ; and the other finds concurrency plays a major role in the epidemic in South Africa, accounting for roughly three-quarters of new infections from 1990-2000 [70] .
Is coital frequency high enough for HIV to propagate via concurrency? Yes
Sawers and Stillwaggon point out that many studies of African populations find "relatively low" rates of coital frequency: perhaps one or two sex acts per week in regular partnerships on average (in fact, this is the average observed in other parts of the world, as well [79, 80] ). However, during the acute phase, this can still translate into a remarkably high probability of transmission within a given relationship. Analyses of empirical data collected in Uganda [78] suggests that transmission during the acute phase could be as high as 3.6% per sex act, compared with 0.084% per sex act during the long "chronic phase" before AIDS symptoms appear [12] .
Using this estimate, if a discordant couple has sex once a week for two months when the infected partner is in the acute phase, the cumulative probability of transmission to the susceptible partner would be 25% (we calculate the likelihood of transmission as equal to [1-(1-β) c ], where β is the probability of transmission per act and c is the number of sexual acts). This estimate rises to 44% if they have sex twice a week. Note that in the Ugandan study on which the original probabilities per act were calculated, observed coital frequency was 2.5 times per week -which would imply a 53% chance of transmission over two months.
Since the acute phase of infection is so short (estimates range from two to five months in the studies we have cited [12, [76] [77] [78] ), one would need to have a new partner in this time frame for the high acute transmission probability to influence secondary transmission. Except in situations of very high average partner change -higher than any observed in the heterosexual populations in Africa experiencing hyper-epidemics -most of those practicing serial monogamy will risk passing on the virus during the "latent phase" of infection, when viral load and transmission likelihood are much lower.
Concurrency, by contrast, enables the virus to take advantage of the acute phase, even when rates of partner change are very low.
Is polygamy safe? Only if all partners are strictly faithful to the marriage Formal polygamy is a type of concurrency that ideally should not be risky, as long as no member of the polygamous unit has extramarital partners. Although one ecological study suggested polygamy may not be riskier than monogamy [81] , the authors controlled for extramarital sex in this analysis, in effect removing the concurrency that would be the mechanism by which HIV entered the marriages, polygamous and otherwise. Moreover, numerous individual-level studies have found that being in a polygamous marriage is a risk factor for extra-marital sex and HIV and other STIs [82] [83] [84] [85] [86] [87] [88] [89] . Because the risk to one member of a polygamous unit depends upon the behaviour of all the others, faithfulness and/or consistent condom use are especially important for people in polygamous unions.
Is the concurrency hypothesis based on a "Western preconception about African sexuality"? No
While some Western researchers were already investigating concurrency in the early 1990 s [90, 91] , the motivation behind Morris's original concurrency models came from Africans. In 1993, she gave a research presentation at Mulago Hospital in Kampala, Uganda. At the time, she was focusing on the epidemiological impact of what is now called "intergenerational sex".
During her talk, a Ugandan man in the audience raised his hand and asked whether her mathematical models included people "having more than one partner at a time". When she said "no," he got up and walked out of the room. After the talk, Morris was taken aside by a Nigerian field supervisor from Uganda's largest AIDS research study who said, "We really think this [meaning overlapping sexual partnerships] is important here." So, this work was motivated not by a "Western preconception" but by a sincere attempt to respond to the expressed concerns of African researchers who wanted to understand why their communities were so severely affected by AIDS.
How important are non-sexual drivers of the epidemic? Probably not very Sawers and Stillwaggon argue that research and programme efforts should be concentrated on non-sexual drivers of the epidemic, including the interaction between HIV and malaria and other tropical diseases, intestinal worms, poor nutrition, other sexually transmitted infections, and drug use and other forms of blood exposure. However, a large body of existing research suggests that the share of HIV cases attributable to these causes is small.
The findings from previous research and the epidemiological evidence suggests that the impact of malaria and other tropical diseases on HIV prevalence is, at best, minimal. Even in highly malarious areas, this disease is estimated to account for only 4.8% of cumulative HIV cases since 1990 [92] . Empirically, HIV rates are particularly high in southern African countries where the prevalence of malaria [93] , schistosomiasis [94] and malnutrition [95] is low. Data from the most recent WHO report on the Global Burden of Disease [96] show that the sub-Saharan countries with the highest HIV prevalence in the world -Botswana, Lesotho and Swaziland -have the lowest rates of mortality due to malaria and tropical diseases in the region. By contrast, in the countries with the highest rates of mortality due to malaria and tropical diseases -Democratic Republic of the Congo, Congo-Brazzaville and Ghana, where mortality rates from these diseases are 15 times higher than in Botswana, Lesotho and Swaziland -rates of HIV related mortality are 80% lower. Even at the beginning of the epidemic, it was the wealthiest sectors of sub-Saharan African populations-those least likely to suffer from the untreated effects of these diseases-that were first infected with HIV [97] .
The role of co-factor STIs has also been the focus of considerable previous research, and while many studies show a correlation between STI and HIV prevalence, the evidence of causal impact is much less compelling. A cross-sectional correlation between prevalent STI and HIV may simply reflect the underlying sexual network that spreads both. STIs may heighten the risk of HIV transmission somewhat, but the failure of several randomized trials of STI treatment for HIV prevention suggest to us that STIs are probably not the main driver of HIV infection in Africa [47, 98, 99] .
The role of injections has also been exhaustively studied, and the data do not support the hypothesis of a significant impact on HIV transmission in the region. While injecting drug use is a growing problem in Africa, especially in large coastal cities, it is still uncommon on most of the continent, particularly among the young women who traditionally have been at the highest risk of HIV acquisition [100] . Other forms of parenteral HIV transmission are rare [101] , and a systematic, definitive study of this topic concluded that there is no compelling evidence that unsafe injections are a dominant mode of HIV-1 transmission in sub-Saharan Africa [102] .
Finally, novel Africa-specific strains of HIV are unlikely to explain the explosive epidemic in the region either, because those strains have appeared in other world regions, where they have in contrast spread very slowly [103] [104] [105] [106] [107] [108] [109] .
Conclusions
In order to accelerate HIV prevention in southern Africa, we do need a better understanding of the key epidemic drivers. The hypothesis that concurrency is one of those drivers is consistent with many observed facts, including the findings that: people in the region do not have more partners on average over the course of their lives than people in other world regions do [11] ; infection rates are higher in women than in men, a reverse of the pattern seen in the US, Europe and Asia [110] ; and many people with few sexual partners, or even only one, are at high risk because they or their partners are linked to a wider sexual network.
Most interventions to raise awareness about the risks of concurrency are less than two years old; few evaluations and no randomized-controlled trials of these programmes have been conducted. Determining whether these interventions can help people better assess their own risks and take steps to reduce them remains an important task for current research, and research is the only way that conclusive evidence on the role of concurrency, the programmes needed for effective prevention, the willingness of people to change behaviour, and the obstacles to change can be obtained.
We don't deny that factors other than concurrency play a role in the sub-Saharan African epidemic; however, the evidence does not support an important role for the drivers that Sawers and Stillwaggon are promoting. Over the three decades since the AIDS pandemic first emerged, the field has been plagued by highly publicized "controversies" driven by ideological advocates, some of whom have proposed that non-sexual drivers associated with poverty explain the extreme disparities in HIV prevalence within and between countries. Poverty and the burden of preventable diseases are profoundly important in their own right and deserve at least the level of attention that the world gives to HIV, but they are not the primary drivers of HIV transmission.
Using the political power of HIV to draw attention to other unethical global health disparities is justified. However, selective presentation of scientific evidence that may slow progress in HIV prevention has no place in that agenda. It is a dangerous distraction, with potentially fatal consequences. Sawers and Stillwaggon's analyses are neither scientifically accurate nor coherent, and their call for an immediate end to all research on concurrency is not a constructive contribution to HIV prevention.
