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1 Introduction
LetM(R) denote the space of finite Borel measures on R endowed with a metric compatible with
its topology of weak convergence. Let C(R) be the set of bounded continuous functions on R.
For f ∈ C(R) and µ ∈M(R) set 〈f, µ〉 = ∫ fdµ. Let {wt : t ≥ 0} denote the coordinate process
of C([0,∞),M(R)), which is furnished with the locally uniform convergence. Suppose that h is
a continuously differentiable function on R such that both h and h′ are square-integrable. Then
the function
ρ(x) =
∫
R
h(y − x)h(y)dy, x ∈ R, (1.1)
is twice continuously differentiable with bounded derivatives ρ′ and ρ′′. Let σ > 0 be a constant.
Based on the results of Dawson et al [2] and Wang [16], we shall prove that for each µ ∈M(R)
1Supported by an NSERC Research Grant and a Max Planck Award.
2Supported by the NSFC (No. 10121101 and No. 10131040).
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there is a unique Borel probability measure Qµ on C([0,∞),M(R)) such that, for each φ ∈
C2(R),
Mt(φ) = 〈φ,wt〉 − 〈φ, µ〉 − 1
2
ρ(0)
∫ t
0
〈φ′′, ws〉ds, t ≥ 0, (1.2)
under Qµ is a continuous martingale with quadratic variation process
〈M(φ)〉t =
∫ t
0
〈σφ2, ws〉ds +
∫ t
0
ds
∫
R
〈h(z − ·)φ′, ws〉2dz. (1.3)
The system {Qµ : µ ∈ M(R)} defines a diffusion process, which we shall call a superprocess
with dependent spatial motion (SDSM). Here ρ(0) is the migration rate and σ is the branching
rate. The only difference between the SDSM and the super Brownian motion in M(R) is the
second term on the right hand side of (1.3), which comes from the dependence of the spatial
motion. Because of the dependent spatial motion, the SDSM has properties rather different
from those of the superprocess with independent spatial motion. It is well-known that the
super Brownian motion started with an arbitrary initial state enters immediately the space of
absolutely continuous measures and its density process satisfies a stochastic differential equation;
see Konno and Shiga [7] and Reimers [11]. On the contrary, the SDSM lives in the space of
purely atomic measures; see Wang [15] and Theorem 3.4 of this paper.
The main purpose of this paper is to construct a class of immigration diffusion processes
associated with the SDSM. Letm be a non-trivial σ-finite Borel measure on R and let q be a Borel
function on M(R)×R satisfying certain regularity conditions to be specified. A modification of
the SDSM is to replace (1.2) by
Mt(φ) = 〈φ,wt〉 − 〈φ, µ〉 − 1
2
ρ(0)
∫ t
0
〈φ′′, ws〉ds −
∫ t
0
〈φq(ws, ·),m〉ds, t ≥ 0. (1.4)
A solution of the martingale problem given by (1.3) and (1.4) can be interpreted as an SDSM
with interactive immigration determined by q(ws, ·) and the reference measure m. Because of
the dependence of q(ws, ·) on ws, the duality method of Dawson et al [2] and Wang [16] fails
and the uniqueness of the solution becomes a difficult problem. The next paragraph describes
our approach to the construction of the immigration SDSM as a diffusion process.
Let W = C([0,∞),R+) and let τ0(w) = inf{s > 0 : w(s) = 0} for w ∈ W . Let W0 be the
set of paths w ∈ W such that w(0) = w(t) = 0 for t ≥ τ0(w). We endow W and W0 with the
topology of locally uniform convergence. Let Qκ be the excursion law of the Feller branching
diffusion defined by (2.7). Let W (dt, dy) be a time-space white noise on [0,∞) × R based on
the Lebesgue measure; see e.g. Walsh [14]. Let N0(da, dw) be a Poisson random measure
on R × W0 with intensity µ(da)Qκ(dw) and N(ds, da, du, dw) a Poisson random measure on
[0,∞) × R × [0,∞) × W0 with intensity dsm(da)duQκ(dw). We assume that {W (dt, dy)},
{N0(da, dw)} and {N(ds, da, du, dw)} are defined on a complete standard probability space and
are independent of each other. By Dawson et al [2, Lemma 3.1] or Wang [15, Lemma 1.3], for
any r ≥ 0 and a ∈ R the stochastic equation
x(t) = a+
∫ t
r
∫
R
h(y − x(s))W (ds, dy), t ≥ r, (1.5)
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has a unique continuous solution {x(r, a, t) : t ≥ r}, which is a Brownian motion with quadratic
variation ρ(0)dt. Clearly, the system {x(r, a, t) : t ≥ r; a ∈ R} determines an isotropic stochastic
flow. Let us consider the following equation:
Yt =
∫
R
∫
W0
w(t)δx(0,a,t)N0(da, dw)
+
∫ t
0
∫
R
∫ q(Ys,a)
0
∫
W0
w(t− s)δx(s,a,t)N(ds, da, du, dw), t > 0. (1.6)
Our main result is that the above stochastic equation has a pathwise unique continuous solution
{Yt : t > 0} and, if we set Y0 = µ, then {Yt : t ≥ 0} is a diffusion process. We prove that
the distribution of {Yt : t ≥ 0} on C([0,∞),M(R)) solves the martingale problem (1.3) and
(1.4). The application of equation (1.6) is essential in the construction of the immigration
diffusion process since the uniqueness of solution of the martingale problem given by (1.3) and
(1.4) still remains open. Our equation (1.6) also provides useful information on the structures
of the sample paths of the immigration diffusion. For instance, from this formulation we can
immediately read of the following properties:
(i) for any initial state µ ∈M(R), the process {Yt : t > 0} consists of at most countably many
atoms;
(ii) the spatial motion of the atoms of {Yt : t ≥ 0} are determined by the flow {x(r, a, t) : t ≥
r; a ∈ R};
(iii) the mass changes of the atoms are described by excursions of the Feller branching diffusion;
(iv) the immigration times and locations as well as the mass excursions are selected by the
Poisson random measures N0(da, dw) and N(ds, da, du, dw);
(v) there are infinitely but countably many immigration times in any non-trivial time interval
if 〈q(ν, ·),m〉 > 0 for all ν ∈M(R);
(vi) for any constants t > r > 0 there are at most only a finite number of atoms which have
lived longer than r before time t.
A class of one-dimensional immigration diffusions was constructed in Pitman and Yor [10]
as sums of excursions selected by Poisson point processes. Similar constructions in infinite-
dimensional setting were discussed in Fu and Li [5], Li [8], Li and Shiga [9] and Shiga [12].
In particular, under stronger conditions on q(·, ·), Shiga [12, Corollary 5.3] constructed purely
atomic measure-valued immigration branching diffusions without spatial motion as the unique
solution of equation (1.6) with δx(0,a,t) and δx(s,a,t) replaced by δa. An extension of his result
to non-trivial independent spatial motion was given recently in Fu and Li [5] by considering
measure-valued excursions. In the present situation, we have to put up with the hardship
brought about by the dependent spatial motion. Our approach consists of several parts. In
Section 2, we prove some useful characterizations of the excursions of Feller branching diffusion
processes. In Section 3, we treat the case where 〈1, µ〉 > 0 and 〈1,m〉 = 0, i.e., we construct the
SDSM without immigration by excursions. The results provide useful insights into the sample
path structures of the SDSM and serve as preliminaries of the construction of immigration
processes. In particular, from our construction it follows immediately that the SDSM is purely
3
atomic and, under suitable conditional probabilities, the initial positions of its atoms are i.i.d.
random variables with distribution 〈1, µ〉−1µ(dx). In Section 4, we consider the case where
0 < 〈1,m〉 < ∞ and q(·, ·) ≡ 1, i.e., the case of deterministic immigration rate. In this case,
the right hand side of (1.6) is actually independent of Ys. The problem is to show the process
{Yt : t ≥ 0} defined by this formula is a diffusion process and solves the martingale problem
(1.4) and (1.3) with q(·, ·) ≡ 1. This is not so easy since the immigrants have dependent spatial
motion and come infinitely many times at any non-trivial time interval. Because of the dependent
spatial motion we cannot compute the Laplace functional of {Yt : t ≥ 0} as in [5] and [12]. To
resolve the difficulty, we chop off from every excursion a part with length 1/n and construct a
right continuous strong Markov process {X(n)t : t ≥ 0}, which is characterized as a SDSM with
positive jumps. Then we obtain the desired martingale characterization of {Yt : t ≥ 0} from
that of {X(n)t : t ≥ 0} by letting n→∞. Based on those results, we construct a pathwise unique
solution of the general equation (1.6) in Section 5 using the techniques developed in [5] and [12].
2 Excursions of Feller branching diffusions
Let β > 0 be a constant and {B(t) : t ≥ 0} a standard Brownian motion. For any initial
condition ξ(0) = x ≥ 0 the stochastic differential equation
dξ(t) =
√
βξ(t)dB(t), t ≥ 0, (2.1)
has a unique solution {ξ(t) : t ≥ 0}, which is a diffusion process on [0,∞). The transition
semigroup (Qt)t≥0 of the process is determined by
∫ ∞
0
e−zyQt(x, dy) = exp{−xz(1 + βtz/2)−1}, t, x, z ≥ 0; (2.2)
see e.g. Ikeda and Watanabe [6, p.236]. In this paper, we call any diffusion process {ξ(t) : t ≥ 0}
a Feller branching diffusion with constant branching rate β, or simply a β-branching diffusion if
it has transition semigroup (Qt)t≥0. Letting z →∞ in (2.2) we get
Qt(x, {0}) = exp{−2x/βt}, t > 0, x ≥ 0. (2.3)
In view of (2.1), {ξ(t) : t ≥ 0} is a continuous martingale with quadratic variation βξ(t)dt. In
general, if {η(t) : t ≥ 0} is a continuous martingale with quadratic variation σ(t)η(t)dt for a
predictable process {σ(t) : t ≥ 0}, we call it a Feller branching diffusion with branching rate
{σ(t) : t ≥ 0}.
Let Q◦t (x, ·) denote the restriction of the measure Qt(x, ·) to (0,∞). Since the origin 0 is
a trap for the β-branching diffusion process, the family of kernels (Q◦t )t≥0 also constitute a
semigroup. In view of the infinite divisibility implied by (2.2), there is a family of canonical
measures (κt)t>0 on (0,∞) such that∫ ∞
0
(1− e−zy)κt(dy) = z(1 + βtz/2)−1, t > 0, z ≥ 0. (2.4)
Indeed, we have
κt(dy) = 4(βt)
−2e−2y/βtdy, t > 0, x > 0. (2.5)
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Based on (2.2) and (2.4) one may check that
∫ ∞
0
(1− e−zy)κr+t(dy) =
∫ ∞
0
κr(dy)
∫ ∞
0
(1− e−zy)Q◦t (x, dy), r, t > 0, z ≥ 0. (2.6)
Then κrQ
◦
t = κr+t and hence (κt)t>0 is an entrance law for (Q
◦
t )t≥0. It is known that there is a
unique σ-finite measure Qκ on (W0,B(W0)) such that
Qκ{w(t1) ∈ dy1, · · · , w(tn) ∈ dyn} = κt1(dy1)Q◦t2−t1(y1, dy2) · · ·Q◦tn−tn−1(yn−1, dyn) (2.7)
for 0 < t1 < t2 < · · · < tn and y1, y2, · · · , yn ∈ (0,∞); see e.g. Pitman and Yor [10] for
details. The measure Qκ is known as the excursion law of the β-branching diffusion. Let Bt =
Bt(W0) denote the σ-algebra on W0 generated by {w(s) : 0 ≤ s ≤ t}. Roughly speaking, (2.7)
asserts that {w(t) : t > 0} is a β-branching diffusion relative to (Qκ,Bt) with one-dimensional
distributions {κt : t > 0}.
For r > 0, let τr(w) = r ∨ τ0(w), and let Qκ,r denote the restriction of Qκ to Wr := {w ∈
W0 : τ0(w) > r}. Observe that
Qκ(Wr) = Qκ,r(Wr) = κr(0,∞) = 2/βr, r > 0. (2.8)
The following theorem gives a stochastic equation for the excursions.
Theorem 2.1 For any r > 0, the coordinate process {w(t) : t ≥ r} under Qκ,r{ · |Br} is
a β-branching diffusion. Moreover, there is a measurable mapping B : W0 → W such that
{B(w, t) ≡ B(w)(t) : t ≥ r} under Qκ,r{ · |Br} is a Brownian motion stopped at time τr(w) and
dw(t) =
√
βw(t)dB(w, t), t ≥ r. (2.9)
Proof. By (2.7), {w(t) : t ≥ r} under Qκ,r{ · |Br} is a β-branching diffusion or, equivalently, a
continuous martingale with quadratic variation βw(t)dt. Thus
B˜r(w, t) :=
∫ t∧τr
r
1√
βw(s)
dw(s), t ≥ r, (2.10)
under Qκ,r{ · |Br} is a Brownian motion stopped at time τr(w). We may define another Markov
transition semigroup (Qht )t≥0 on [0,∞) by
Qht (x, dy) =
{
x−1yQt(x, dy) for t > 0, x > 0, y ≥ 0,
yκt(dy) for t > 0, x = 0, y ≥ 0,
which is a Doob’s h-transform of (Qt)t≥0. It is not hard to check that Q¯κ,r(dw) := w(r)Qκ,r(dw)
defines a probability measure. Moreover, (2.7) implies that {w(t) : 0 ≤ t ≤ r} under Q¯κ,r is a
diffusion process with transition semigroup (Qht )t≥0 and generator 2
−1βxd2/dx2+ βd/dx. Thus
{2
√
w(t)/β : 0 ≤ t ≤ r} under Q¯κ,r is a 4-dimensional Bessel diffusion. It follows that
m(t) := w(t)− βt, 0 ≤ t ≤ r, (2.11)
is a continuous martingale with quadratic variation βw(t)dt and the limits
M¯r(w, t) := lim
u→0+
∫ t
u
1√
βw(s)
dm(s), 0 < t ≤ r, (2.12)
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exist in L2(Q¯κ,r)-sense. Let M¯r(w, 0) = 0. Then {M¯r(w, t) : 0 ≤ t ≤ r} under Q¯κ,r is a
Brownian motion. By Shiga and Watanabe [13, Theorem 3.3.ii], for any 0 < ǫ < 1 we have
Q¯κ,r{
√
w(t) < t(1+ǫ)/2 infinitely often as t→ 0+} = 0. By (2.11) and (2.12), the limits
B¯r(w, t) := lim
u→0+
∫ t
u
1√
βw(s)
dw(s), 0 < t ≤ r,
also exist in L2(Q¯κ,r)-sense. Indeed, setting B¯r(w, 0) = 0 we have
B¯r(w, t) = M¯r(w, t) +
∫ t
0+
√
β√
w(s)
ds, 0 ≤ t ≤ r.
Now let B(w, t) = B¯r(w, t) for 0 ≤ t ≤ r and B(w, t) = B¯r(w, r) + B˜r(w, t) for t ≥ r. Since
Qκ,r is absolutely continuous relative to Q¯κ,r, we see that B(w, t) is uniquely defined on Wr out
of a Qκ-null set and it does not depend on the particular choice of r > 0. Using this property,
we can extend the definition of B(w, t) to the whole space W0 so that {B(w, t) : t ≥ r} under
Qκ,r{ · |Br} is a Brownian motion stopped at time τr(w) and satisfies (2.9). 
3 SDSM without immigration
In this section, we give a rigorous construction of a purely atomic version of the SDSM with an
arbitrary initial state. The results are useful in our study of the associated immigration processes.
We consider a general branching density σ(·) ∈ C(R)+ and assume there is a constant ǫ > 0
such that σ(x) ≥ ǫ for all x ∈ R. From the results in Dawson et al [2] and Wang [16] we know
that the generator L of the SDSM with branching density σ(·) is expressed as
LF (ν) = 1
2
ρ(0)
∫
R
d2
dx2
δF (ν)
δν(x)
ν(dx)
+
1
2
∫
R2
ρ(x− y) d
2
dxdy
δ2F (ν)
δν(x)δν(y)
ν(dx)ν(dy)
+
1
2
∫
R
σ(x)
δ2F (ν)
δν(x)2
ν(dx). (3.1)
The domain of L include functions on M(R) of the form Fn,f (ν) :=
∫
fdνn with f ∈ C2(Rn)
and functions of the form
Ff,{φi}(ν) := f(〈φ1, ν〉, · · · , 〈φn, ν〉) (3.2)
with f ∈ C2(Rn) and {φi} ⊂ C2(R). Let D(L) denote the collection of all those functions.
Theorem 3.1 (Dawson et al, 2001; Wang, 1998) For each µ ∈ M(R) there is a unique proba-
bility measure Qµ on the space C([0,∞),M(R)) such that Qµ{w0 = µ} = 1 and under Qµ the
coordinate process {wt : t ≥ 0} solves the (L, D(L))-martingale problem. Therefore, the system
{Qµ : µ ∈M(R)} defines a diffusion process generated by the closure of (L, D(L)).
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Theorem 3.2 A probability measure Qµ on C([0,∞),M(R)) is a solution of the (L, D(L))-
martingale problem with Qµ{w0 = µ} = 1 if and only if for each φ ∈ C2(R),
Mt(φ) = 〈φ,wt〉 − 〈φ, µ〉 − 1
2
ρ(0)
∫ t
0
〈φ′′, ws〉ds, t ≥ 0, (3.3)
under Qµ is a continuous martingale with quadratic variation process
〈M(φ)〉t =
∫ t
0
〈σφ2, ws〉ds +
∫ t
0
ds
∫
R
〈h(z − ·)φ′, ws〉2dz. (3.4)
Proof. Suppose that Qµ is a probability measure on C([0,∞),M(R)) such that Qµ{w0 = µ} = 1
and
F (wt)− F (w0)−
∫ t
0
LF (ws)ds, t ≥ 0, (3.5)
is a continuous martingale for every F ∈ D(L). Comparing the martingales related to the
functions µ 7→ 〈φ, µ〉 and µ 7→ 〈φ, µ〉2 and using Itoˆ’s formula we see that (3.3) is a continuous
martingale with quadratic variation process (3.4). Conversely, suppose that Qµ is a probability
measure on C([0,∞),M(R)) under which (3.3) is a continuous martingale with quadratic vari-
ation process (3.4) for each φ ∈ C2(R). Observe that for the function Ff,{φi} defined by (3.2)
we have
LFf,{φi}(ν) =
1
2
ρ(0)
n∑
i=1
f ′i(〈φ1, ν〉, · · · , 〈φn, ν〉)〈φ′′i , ν〉
+
1
2
n∑
i,j=1
f ′′ij(〈φ1, ν〉, · · · , 〈φn, ν〉)
∫
R2
ρ(x− y)φ′i(x)φ′j(y)ν(dx)ν(dy)
+
1
2
n∑
i,j=1
f ′′ij(〈φ1, ν〉, · · · , 〈φn, ν〉)〈σφiφj , ν〉.
By Itoˆ’s formula we see that (3.5) is a continuous martingale if F = Ff,{φi}. Then the theorem
follows by an approximation of an arbitrary F ∈ D(L). 
We now consider the construction of the trajectories of the SDSM. Suppose that (Ω ,F ,P ) is
a complete standard probability space on which we have a white noise {W (ds, dy)} on [0,∞)×R
based on the Lebesgue measure; see e.g. Walsh [14]. By Dawson et al [2, Lemma 3.1] or Wang
[15, Lemma 1.3], for any a ∈ R the equation
x(t) = a+
∫ t
0
∫
R
h(y − x(s))W (ds, dy), t ≥ 0, (3.6)
has a unique solution {x(a, t) : t ≥ 0}. For a fixed constant β > 0 let
ψ(a, t) = β−1
∫ t
0
σ(x(a, s))ds, t ≥ 0, a ∈ R. (3.7)
Suppose we also have on (Ω ,F ,P ) a sequence of independent β-branching diffusions {ξi(t) :
t ≥ 0; i = 1, 2, · · ·} independent of {W (ds, dy)}. We assume each ξi(0) ≥ 0 is deterministic and
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∑∞
i=1 ξi(0) < ∞. Let {ai : i = 1, 2, · · ·} be a sequence of real numbers. Let ξi(a, t) = ξi(ψ(a, t))
and let Gt be the σ-algebra generated by all P -null sets and the family of random variables
{W ([0, s] ×B) : 0 ≤ s ≤ t;B ∈ B(R)} and {ξi(ai, s) : 0 ≤ s ≤ t; i = 1, 2, · · ·}. (3.8)
For r > 0 let n(r) = #{i : ξi(r) > 0} and nψ(r) = #{i : ξi(ai, r) > 0}, where #{· · ·} denotes
the number of elements of the set {· · ·}. Since zero is a trap for the β-branching diffusion, both
n(r) and nψ(r) are a.s. non-increasing in r > 0.
Lemma 3.1 We have n(r) <∞ and nψ(r) <∞ a.s. for each r > 0.
Proof. In view of (2.3), we have
∞∑
i=1
P {ξi(r) > 0} =
∞∑
i=1
[1− exp{−2ξi(0)/βr}] ≤ 2
βr
∞∑
i=1
ξi(0) <∞.
Then an application of the Borel-Cantelli lemma yields that a.s. n(r) < ∞. By (3.7) and
the assumption σ(x) ≥ ǫ, we have ψ(ai, t) ≥ ǫt/β. But 0 is a trap for {ξi(t) : t ≥ 0}, so
nψ(r) < n(ǫr/β) <∞ a.s. for each r > 0. 
Theorem 3.3 The process {Xt : t ≥ 0} defined by
Xt =
∞∑
i=1
ξi(ai, t)δx(ai,t), t ≥ 0, (3.9)
relative to (Gt)t≥0 is an SDSM.
Proof. By the assumption of independence, {ξi(t) : t ≥ 0; i = 1, 2, · · ·} and {W ([0, t] × B) :
t ≥ 0, B ∈ B(R)} are martingales relative to the filtration (Gt)t≥0. Given {W (ds, dy)}, the
processes {ψ(ai, ·) : i = 1, 2, · · ·} are deterministic. Then the time-changed processes {ξi(ai, ·) :
i = 1, 2, · · ·} are independent martingales under P {· |W}. Moreover, we have a.s.
〈ξi(ai)〉(t) =
∫ ψ(ai,t)
0
βξi(s)ds =
∫ t
0
βξi(ai, u)dψ(ai, u) =
∫ t
0
σ(xi(u))ξi(ai, u)du
first under P {· |W} and then under the non-conditional probability P . By the same reasoning
we get 〈ξi(ai), ξj(aj)〉(t) ≡ 0 a.s. under P for i 6= j. By Itoˆ’s formula,
ξi(ai, t)φ(x(ai, t)) = ξi(0)φ(ai) +
∫ t
0
∫
R
ξi(ai, s)φ
′(x(ai, s))h(y − x(ai, s))W (ds, dy)
+
1
2
∫ t
0
ds
∫
R
ξi(ai, s)φ
′′(x(ai, s))h(y − x(ai, s))2dy
+
∫ t
0
φ(x(ai, s))dξi(ai, s)
for φ ∈ C2(R). Taking the summation ∑∞i=1 we get
〈φ,Xt〉 = 〈φ,X0〉+Mt(φ) + 1
2
ρ(0)
∫ t
0
〈φ′′,Xs〉ds, t ≥ 0,
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where
Mt(φ) :=
∫ t
0
∫
R
〈h(y − ·)φ′,Xs〉W (ds, dy) +
∞∑
i=1
∫ t
0
φ(x(ai, s))dξi(ai, s),
is a continuous martingale relative to (Gt)t≥0 with quadratic variation process
〈M(φ)〉t =
∫ t
0
ds
∫
R
〈h(z − ·)φ′,Xs〉2dz +
∫ t
0
〈σφ2,Xs〉ds.
Then we have the desired result by Theorem 3.2. 
By Theorem 3.3, if the SDSM is started from an initial state in Ma(R), purely atomic
measures on R, it lives in this space forever. More precisely, the position of its ith atom is
described by {x(ai, t) : t ≥ 0} and its mass by {ξi(ai, t) : t ≥ 0}. As observed in Wang [16,
p.756], each {x(ai, t) : t ≥ 0} is a Brownian motion with quadratic variation ρ(0)dt. If ai = aj,
we have x(ai, t) = x(aj , t) for all t ≥ 0 by the uniqueness of solution of (3.6). On the contrary,
if ai 6= aj, then {x(ai, t) : t ≥ 0} and {x(aj , t) : t ≥ 0} never hit each other.
To consider a more general initial state, we need a lemma for Poisson random measures.
Suppose that E and F are metrizable topological spaces. Let µ ∈ M(E) and let q(x, dy) be a
Borel probability kernel from E to F . Then∫
E
∫
F
h(x, y)ν(dx, dy) =
∫
E
µ(dx)
∫
F
h(x, y)q(x, dy), h ∈ C(E × F ), (3.10)
defines a measure ν ∈M(E ×F ). Let Y be a Poisson random measure on E×F with intensity
ν and let η = Y (E × F ). The following lemma shows that we can recover the kernel q(x, dy)
from the atoms of Y by a suitable enumeration.
Lemma 3.2 In the situation described above, X(·) := Y (· × F ) defines a Poisson random
measure on E with intensity µ. Suppose that {(xi, yi) : i = 1, · · · , η} is an enumeration of the
atoms of Y (dx, dy) which only uses information from X. Then, given η = k and xi = ci ∈ E
(i = 1, · · · , k), the sequence {yi : i = 1, · · · , k} is formed of independent random variables with
distributions {q(ci, ·) : i = 1, · · · , k}.
Proof. We first consider a special version of the Poisson random measure Y constructed as
follows. Let η be a Poisson random variable with parameter µ(E) and {(xi, yi) : i = 1, 2, · · ·}
a sequence of i.i.d. random variables in E × F which are independent of η and have common
distribution µ(E)−1ν. Then
Y (dx, dy) :=
η∑
i=1
δ(xi,yi)(dx, dy), x ∈ E, y ∈ F,
is a Poisson random measure Y with intensity ν(dx, dy) and
X(dx) :=
η∑
i=1
δxi(dx), x ∈ E,
is a Poisson random measure on E with intensity µ(dx). Observe that, for any integer k ≥ 1,
any permutation {i1, · · · , ik} of {1, · · · , k} and any sequence {cj : j = 1, · · · , k} ⊂ E, under
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P { · |xij = cj : j = 1, · · · , k} the sequence {yij : j = 1, · · · , k} consists of independent random
variables with distributions {q(cj , ·) : j = 1, · · · , k}. This proves the lemma for the special
version of Y . The result for an arbitrary realization of the Poisson random measure holds by
the uniqueness of distribution. 
Now we consider the construction of the SDSM with a general initial state µ ∈ M(R) with
〈1, µ〉 > 0. Suppose we have on some complete standard probability space (Ω ,F ,P ) a time-
space white noiseW (ds, dy) on [0,∞)×R based on the Lebesgue measure and a Poisson random
measure N(da, dw) on R×W0 with intensity µ(da)Qκ(dw), where Qκ denotes the excursion law
of the β-branching diffusion defined by (2.7). Assume that {W (ds, dy)} and {N(da, dw)} are
independent. Let m(r) = N(R×Wr) for r > 0. In view of (2.8), we have
E{m(r)} = 〈1, µ〉Qκ(Wr) = 2〈1, µ〉/rβ,
and hence a.s. m(r) < ∞. Thus we can enumerate the atoms of N(da, dw) into a sequence
supp(N) = {(ai, wi) : i = 1, 2, · · ·} such that a.s. τ0(wi+1) < τ0(wi) for all i ≥ 1 and τ0(wi)→ 0
as i → ∞. Clearly, m(r) = i for τ0(wi+1) ≤ r < τ0(wi), and m(r) = 0 for r ≥ τ0(w1). Let
ψ(a, t) be defined by (3.7) and let w(a, t) = w(ψ(a, t)) for w ∈ W0. For r > 0 let suppr(N) =
{(ai, wi) : i = 1, · · · ,m(r)}, let suppψr (N) = {(ai, wi) : wi(ai, r) > 0; i = 1, 2, · · ·} and let
mψ(r) = #{suppψr (N)}. As in the proof of Lemma 3.2, one can show that a.s. mψ(r) < ∞.
Then we have the following
Lemma 3.3 For each r > 0, we have a.s. m(r) <∞ and mψ(r) <∞.
Let us see how to recover branching diffusions under some conditional probabilities by re-
ordering suitably the atoms of N(da, dw). For t ≥ 0 let Gt be the σ-algebra generated by all
P -null sets and the families random variables
{W ([0, s]×B) : 0 ≤ s ≤ t;B ∈ B(R)} and {wi(ai, s) : 0 ≤ s ≤ t; i = 1, 2, · · ·}. (3.11)
Lemma 3.4 For each r > 0 there is an enumeration {(aij , wij ) : j = 1, · · · ,mψ(r)} of suppψr (N)
which only uses information from Gr and satisfies that {wij (ψ(aij , r)+t) : t ≥ 0; j = 1, · · · ,mψ(r)}
under P { · |Gr} are independent β-branching diffusions which are independent of {W (dt, dy) :
t ≥ r; y ∈ R}.
Proof. As observed in the proof of Lemma 3.1 we have ψ(ai, r) ≥ ǫr/β. Since the finite measure
κǫr/β(dy) on (0,∞) is absolutely continuous, the elements of the random set {wi(ǫr/β) : i =
1, · · · ,m(ǫr/β)} are a.s. mutually distinct. Let Ft := σ({wi(s) : 0 ≤ s ≤ t; i = 1, 2, · · ·}) and let
{(akj , wkj ) : j = 1, · · · ,m(ǫr/β)} be the enumeration of suppǫr/β(N) so that wk1(ǫr/β) < · · · <
wkm(ǫr/β)(ǫr/β). Note that this enumeration only uses information from Fǫr/β. An application
of Theorem 2.1 and Lemma 3.2 shows that {wkj (ǫr/β + t) : t ≥ 0; j = 1, · · · ,m(ǫr/β)} under
P { · |Fǫr/β} are independent β-branching diffusions. By the independence of {W (ds, dy)} and
{N(da, dw)}, we know that {wkj (ǫr/β + t) : t ≥ 0; j = 1, · · · ,m(ǫr/β)} are also independent
β-branching diffusions under P { · |Feǫr/β}, where Feǫr/β is the σ-algebra generated by Fǫr/β and
the family of random variables {W ([0, s]×B) : 0 ≤ s ≤ r;B ∈ B(R)}. Moreover, {wkj (ǫr/β+t) :
t ≥ 0; j = 1, · · · ,m(ǫr/β)} and {W (dt, dy) : t ≥ r; y ∈ R} are independent under P { · |Feǫr/β}.
Observe that Gr is generated by Feǫr/β, all P -null sets and the family of random variables
{wi(s) : ǫr/β ≤ s ≤ ψ(ai, r); i = 1, · · · ,m(ǫr/β)}. It follows that {wkj (ψ(akj , r) + t) : t ≥
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0; j = 1, · · · ,m(ǫr/β)} under P { · |Gr} are also independent β-branching diffusions which are
independent of {W (dt, dy) : t ≥ r; y ∈ R}. Finally, we remove the elements of {(akj , wkj ) :
j = 1, · · · ,m(ǫr/β)} with w(akj , r) = wkj (ψ(akj , r)) = 0 and relabel the remaining elements
to get an enumeration {(aij , wij ) : j = 1, · · · ,mψ(r)} of suppψr (N) so that wi1(ǫr/β) < · · · <
wi
mψ(r)
(ǫr/β). Clearly, this enumeration only uses information from Gr and has the desired
property. 
Theorem 3.4 Let {Xt : t ≥ 0} be defined by X0 = µ and
Xt =
∞∑
i=1
wi(ai, t)δx(ai,t) =
∫
R
∫
W0
w(a, t)δx(a,t)N(da, dw), t > 0. (3.12)
Then {Xt : t ≥ 0} relative to (Gt)t≥0 is an SDSM.
Proof. Let (Qt)t≥0 denote the transition semigroup of the SDSM. For r > 0 we see by Lemma 3.4
and Theorem 3.3 that {Xt : t ≥ r} under P { · |Gr} is a Markov process with transition semigroup
(Qt)t≥0. Thus {Xt : t > 0} is a Markov process with transition semigroup (Qt)t≥0. We shall
prove that the random measure Xt has distribution Qt(µ, ·) for t > 0 so that the desired result
follows from the uniqueness of distribution of the SDSM. Using the notation of the proof of
Lemma 3.4, we have that {wkj (ǫr/β + t) : t ≥ 0; j = 1, · · · ,m(ǫr/β)} under P { · |Fǫr/β} are
independent β-branching diffusions which are independent of {W (dt, dy) : t ≥ 0; y ∈ R}. By
Theorem 3.3,
X
(r)
t :=
m(ǫr/β)∑
j=1
wkj (ǫr/β + ψ(akj , t))δx(akj ,t)
, t ≥ 0, (3.13)
under P {· |Fǫr/β} is an SDSM with initial state
X
(r)
0 =
m(ǫr/β)∑
j=1
wkj (ǫr/β)δakj .
This implies that {X(r)t : t ≥ 0} under the non-conditional probability P is an SDSM relative
to the filtration (H(r)t )t≥0, where H(r)t is generated by Fǫr/β and {X(r)s : 0 ≤ s ≤ t}. For any
f ∈ C(R)+, we have by (2.4) that
E exp{−〈f,X(r)0 〉} = E exp
{
−
∫
R
∫
W0
w(ǫr/β)f(a)N(da, dw)
}
= exp
{
−
∫
R
µ(da)
∫
W0
(1− e−w(ǫr/β)f(a))Qκ(dw)
}
= exp
{
−
∫
R
f(a)(1 + ǫrf(a)/2)−1µ(da)
}
,
which converges to exp{−〈f, µ〉} as r → 0. Thus X(r)0 → µ in distribution as r → 0. Indeed, if
we set X
(0)
0 = µ, then {X(r)0 : r ≥ 0} is a measure-valued branching diffusion without migration;
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see [12, Theorem 3.6]. By the Feller property of the SDSM, the distribution of X
(r)
t converges
to Qt(µ, ·) as r→ 0. Since ψ(akj , t) ≥ ǫt/β, we can rewrite (3.13) as
X
(r)
t :=
m(ǫt/β)∑
i=1
wi(ǫr/β + ψ(ai, t))δx(ai ,t).
Then for fixed t > 0 we have X
(r)
t → Xt a.s. as r → 0 and hence Xt has distribution Qt(µ, ·). 
By Theorem 3.4, the SDSM started with an arbitrary initial measure enters the spaceMa(R)
of purely atomic measures immediately and lives in this space forever; see also Wang [15]. From
Lemma 3.2 we know that for any r > 0 the family {aij : j = 1, · · · ,mψ(r)} under the regular
conditional probability P { · |mψ(r)} are i.i.d. random variables with distribution 〈1, µ〉−1µ(dx).
This gives an intuitive description of the locations {aij : j = 1, · · · ,mψ(r)} of the “ancestors”
at the initial time of Xr. By Lemma 3.4, each {wij (aij , t) : t ≥ r} under P { · |Gr} is a Feller
branching diffusion with branching rate {σ(x(aij , t)) : t ≥ r}. Then we have
dwij (aij , t) =
√
σ(x(aij , t))wij (aij , t)dBij (r, t), t ≥ r, (3.14)
for a Brownian motion {Bij (r, t) : t ≥ r} stopped at τ0(wij (aij )). However, under any enu-
meration the whole excursion, {wij (aij , t) : t ≥ 0} is not a Feller branching diffusion, otherwise
the initial condition wij (aij , 0) = 0 would imply wij (aij , t) = 0 for all t ≥ 0. Therefore, the
constructions (3.9) and (3.12) of the SDSM are essentially different. Indeed, the purely atomic
version of the SDSM with a general initial state can only be constructed by excursions, not usual
Feller branching diffusions.
4 SDSM with deterministic immigration
In this section, we construct some immigration processes by one-dimensional excursions carried
by stochastic flows. To simplify the discussion, we assume the branching density is a constant
σ > 0. Suppose that m ∈M(R) satisfies 〈1,m〉 > 0. Let L be given by (3.1) and define
JF (ν) = LF (ν) +
∫
R
δF (ν)
δν(x)
m(dx), ν ∈M(R). (4.1)
Setting D(J ) = D(L), we shall see that the (J ,D(J ))-martingale problem is equivalent with
the one given by (1.3) and (1.4) with deterministic immigration rate q(·, ·) ≡ 1.
Suppose that (Ω ,F ,P ) is a complete standard probability space on which we have: (i) a
white noise W (ds, dy) on [0,∞) × R based on the Lebesgue measure; (ii) a sequence of inde-
pendent σ-branching diffusions {ξi(t) : t ≥ 0} with ξi(0) ≥ 0 (i = 1, 2, · · ·); (iii) a Poisson
random measure N(ds, da, dw) with intensity dsm(da)Qκ(dw) on [0,∞) × R ×W0, where Qκ
denotes the excursion law of the σ-branching diffusion. We assume that
∑∞
i=1 ξi(0) < ∞ and
that {W (ds, dy)}, {ξi(t)} and {N(ds, da, dw)} are independent of each other. Given (r, a) ∈
[0,∞) ×R, let {x(r, a, t) : t ≥ r} denote the unique solution of
x(t) = a+
∫ t
r
∫
R
h(y − x(s))W (ds, dy), t ≥ r. (4.2)
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For t ≥ 0 let Gt be the σ-algebra generated by all P -null sets and the families of random variables
{W ([0, s] ×B), ξi(s) : 0 ≤ s ≤ t;B ∈ B(R), i = 1, 2, · · ·} (4.3)
and
{N(J ×A) : J ∈ B([0, s]×R);A ∈ Bt−s(W0); 0 ≤ s ≤ t}. (4.4)
For a sequence {ai} ⊂ R let
Yt =
∞∑
i=1
ξi(t)δx(0,ai,t) +
∫ t
0
∫
R
∫
W0
w(t− s)δx(s,a,t)N(ds, da, dw), t ≥ 0. (4.5)
(Here and in the sequel we make the convention that
∫ t
0 =
∫
(0,t].)
We shall prove that {Yt : t ≥ 0} is a.s. continuous and solves the (J ,D(J ))-martingale
problem relative to the filtration (Gt)t≥0. Let W1/n = {w ∈ W0 : τ0(w) > 1/n} and recall from
(2.8) that Qκ(W1/n) = 2n/σ. To prove the continuity of {Yt : t ≥ 0} we consider the following
approximating sequence:
Y
(n)
t =
∞∑
i=1
ξi(t)δx(0,ai,t) +
∫ t
0
∫
R
∫
W1/n
w(t− s)δx(s,a,t)N(ds, da, dw), t ≥ 0. (4.6)
Lemma 4.1 Both {Yt : t ≥ 0} and {Y (n)t : t ≥ 0} are a.s. continuous, and for any T > 0 and
φ ∈ C(R)+ we have a.s. {〈φ, Y (n)t 〉 : 0 ≤ t ≤ T} converges to {〈φ, Yt〉 : 0 ≤ t ≤ T} increasingly
and uniformly as n→∞.
Proof. Let N1(ds, dw) denote the image of N(ds, da, dw) under the mapping (s, a, w) 7→ (s,w).
Then N1(ds, dw) is a Poisson random measure on [0,∞) ×W0 with intensity 〈m, 1〉dsQκ(dw)
and is independent of {ξi(t) : t ≥ 0; i = 1, 2, · · ·}. Note that
〈1, Yt〉 =
∞∑
i=1
ξi(t) +
∫ t
0
∫
W0
w(t− s)N1(ds, dw), t ≥ 0.
By Pitman and Yor [10, Theorem 4.1], {〈1, Yt〉 : t ≥ 0} is a diffusion process with generator
2−1σxd2/dx2+〈1,m〉d/dx. Let Ω1 ∈ F be a set with full P -measure such that {〈1, Yt(ω)〉 : t ≥ 0}
is continuous and N(ω, [0, n] × R ×W1/n) < ∞ for all n ≥ 1 and ω ∈ Ω1. For ω ∈ Ω1 and φ ∈
C(R)+, we have that {〈φ, Y (n)t (ω)〉 : t ≥ 0} is continuous and converges to {〈φ, Yt(ω)〉 : t ≥ 0}
increasingly as n→∞. Then {〈φ, Yt(ω)〉 : t ≥ 0} is lower semi-continuous. The same reasoning
shows that
〈‖φ‖ − φ, Yt(ω)〉 = ‖φ‖〈1, Yt(ω)〉 − 〈φ, Yt(ω)〉, t ≥ 0,
is also lower semi-continuous. Since {〈1, Yt(ω)〉 : t ≥ 0} is continuous, we conclude that
{〈φ, Yt(ω)〉 : t ≥ 0} is continuous, giving the desired results. 
To show {Yt : t ≥ 0} is a solution of the (J ,D(J ))-martingale problem relative to the
filtration (Gt)t≥0, we consider another approximating sequence {X(n)t : t ≥ 0} defined by
X
(n)
t =
∞∑
i=1
ξi(t)δx(0,ai,t) +
∫ t
0
∫
R
∫
W1/n
w(t− s+ 1/n)δx(s,a,t)N(ds, da, dw). (4.7)
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Note that the first parts of the excursions with length 1/n were chopped off in taking the second
summation in (4.7).
Lemma 4.2 The process {X(n)t : t ≥ 0} is a.s. ca`dla`g and for any T > 0 and φ ∈ C(R) we have
a.s. {〈φ,X(n)t 〉 : 0 ≤ t ≤ T} converges to {〈φ, Yt〉 : 0 ≤ t ≤ T} uniformly as n→∞.
Proof. As in the proof of Lemma 4.1, we may assume ξi(·) ≡ 0 for all i ≥ 1. The first
assertion holds since N([0, n] × R × W1/n) < ∞ a.s. for all n ≥ 1. Clearly, we have a.s.
〈1,X(n)t 〉 ≤ 〈1, Yt+1/n〉 simultaneously for all t ≥ 0. By Lemma 4.1, there is a set Ω2 ∈ F with
full P -measure such that {〈1, Y (n)t 〉 : 0 ≤ t ≤ T} converges to {〈1, Yt〉 : 0 ≤ t ≤ T} uniformly as
n→∞ for all T > 0 and ω ∈ Ω2. Fix T > 0 and ω ∈ Ω2. For ε > 0 let m(ω) ≥ 1 be an integer
such that
〈1, Yt(ω)〉 − 〈1, Y (n)t (ω)〉 < ǫ, 0 ≤ t ≤ T + 1,
for n ≥ m(ω) or, equivalently,
∫ t
0
∫
R
∫
W0\W1/m(ω)
w(t− s)N(ω, ds, da, dw) < ǫ, 0 ≤ t ≤ T + 1.
Since N(ω, [0, T ]×R×W1/m(ω)) <∞, there is an integerM(ω) ≥ m(ω) such that, for n ≥M(ω),
∫ t
0
∫
R
∫
W1/m(ω)
|w(t− s+ 1/n)− w(t− s)|N(ω, ds, da, dw) < ǫ, 0 ≤ t ≤ T.
Then for n ≥M(ω) and φ ∈ C(R) we have
|〈φ,X(n)t (ω)〉 − 〈φ, Yt(ω)〉|
≤
∫ t
0
∫
R
∫
W1/m(ω)
‖φ‖|w(t − s+ 1/n)− w(t− s)|N(ω, ds, da, dw)
+
∫ t
0
∫
R
∫
W0\W1/m(ω)
‖φ‖|w(t − s+ 1/n) + w(t− s)|N(ω, ds, da, dw)
< 3‖φ‖ǫ
for 0 ≤ t ≤ T . That is, {〈φ,X(n)t (ω)〉 : 0 ≤ t ≤ T} converges to {〈φ, Yt(ω)〉 : 0 ≤ t ≤ T}
uniformly as n→∞. 
We can easily pick out β-branching diffusions in the process {X(n)t : t ≥ 0}. LetNn(ds, da, dw)
denote the restriction of N(ds, da, dw) to [0,∞)×R×W1/n. For t ≥ 0 let ηn(t) = N([0, t]×R×
W1/n) and let Gn,t be the σ-algebra generated by the families (4.3) and
{N(J ×A) : J ∈ B([0, s]× R);A ∈ Bt−s+1/n(W0); 0 ≤ s ≤ t}. (4.8)
Clearly, we can a.s. arrange the atoms of Nn(ds, da, dw) into a sequence {(rj , bj , wj) : j =
1, 2, · · · , } so that 0 < r1 < r2 < · · ·. With this ordering we have
Lemma 4.3 For any r ≥ 0, the family {ξi(t+ r), wj(t+ r − rj + 1/n) : t ≥ 0; i = 1, 2, · · · ; j =
1, · · · , ηn(r)} under P { · |Gn,r} are independent σ-branching diffusions relative to (Gn,r+t)t≥0.
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Proof. For r ≥ 0 let Fn,r be the σ-algebra generated by
{Nn(J ×A) : J ∈ B([0, r]× R);A ∈ B1/n(W0) ∩W1/n}.
By Theorem 2.1 and Lemma 3.2, {wj(t + 1/n) : t ≥ 0; j = 1, · · · , ηn(r)} under P { · |Fn,r} are
independent σ-branching diffusions. Clearly, the same assertion is true for {wj(t+r−rj+1/n) :
t ≥ 0; j = 1, · · · , ηn(r)} under P { · |F ′n,r}, where F ′n,r is the σ-algebra generated by
{Nn(J ×A) : J ∈ B([0, s]× R);A ∈ Br−s+1/n(W0) ∩W1/n; 0 ≤ s ≤ r}.
Then the result follows from the independence of {ξn(t)}, {W (ds, dy)} and {N(ds, da, dw)}. 
Lemma 4.4 The process {X(n)t : t ≥ 0} relative to (Gn,t)t≥0 is a strong Markov process gener-
ated by the closure of (Jn,D(Jn)), where
JnF (ν) = LF (ν) +
∫
R
m(dx)
∫ ∞
0
[F (ν + yδx)− F (ν)]κ1/n(dy), ν ∈M(R), (4.9)
for F ∈ D(Jn) = D(L).
Proof. Clearly, each rk is a stopping times and for 0 ≤ t < rk+1 − rk we have
X
(n)
t+rk
=
∞∑
i=1
ξi(t+ rk)δxi(0,ai,rk+t) +
k∑
j=1
wj(t+ rk − rj + 1/n)δx(rj ,bj ,rk+t).
Since r ≥ 0 in Lemma 4.3 was arbitrary, {ξi(t+ rk), wj(t+ rk− rj+1/n) : t ≥ 0; i = 1, 2, · · · ; j =
1, · · · , k} under P { · |Gn,rk} are independent σ-branching diffusions relative to (Gn,rk+t)t≥0. By
the independence of {ξn(t)}, {W (ds, dy)} and {N(ds, da, dw)} we may apply Theorem 3.3 to
get that {X(n)t+rk : 0 ≤ t < rk+1 − rk} under P { · |Gn,rk} is a (killed) diffusion process relative to
(Gn,rk+t)t≥0 with generator L − 2n〈1,m〉/σ. Observe also that
P {F (X(n)rk )|Gn,rk−} =
σ
2n〈1,m〉
∫
R
m(dx)
∫ ∞
0
F (X
(n)
rk−
+ yδx)κ1/n(dy)
for any F ∈ C(M(R)). Then {X(n)t : t ≥ 0} relative to (Gn,t)t≥0 is a strong Markov process
generated by the closure of (Jn,D(Jn)). 
Theorem 4.1 The process {Yt : t ≥ 0} constructed by (4.5) is a.s. continuous and solves the
(J ,D(J ))-martingale problem relative to the filtration (Gt)t≥0.
Proof. As observed in the proof of Lemma 4.1, {〈1, Yt(ω)〉 : t ≥ 0} is a diffusion process
with generator 2−1σxd2/dx2 + 〈1,m〉d/dx and initial value 〈1, µ〉. Then P {〈1, Yt〉n} is a locally
bounded function of t ≥ 0 for every n ≥ 1. For F = Ff,{φi} given by (3.2), Lemma 4.4 asserts
that
F (X
(n)
t )− F (X(n)0 )−
∫ t
0
JnF (X(n)s )ds, t ≥ 0,
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is a martingale relative to (Gn,t)t≥0. Since (Gt)t≥0 is smaller than (Gn,t)t≥0, for any t ≥ r ≥ 0
and any G ∈ bpGr we have
E
{
G
[
F (X
(n)
t )− F (X(n)r )−
∫ t
r
JnF (X(n)s )ds
]}
= 0. (4.10)
By (2.5) and (4.9) it is not hard to check that JnF (ν) → JF (ν) uniformly on the set {ν ∈
M(R) : 〈1, ν〉 ≤ a} as n→∞ for each a ≥ 0. By Lemma 4.2, letting n→∞ in (4.10) we get
E
{
G
[
F (Yt)− F (Yr)−
∫ t
r
JF (Ys)ds
]}
= 0. (4.11)
That is,
F (Yt)− F (Y0)−
∫ t
0
JF (Ys)ds, t ≥ 0,
is a martingale relative to (Gt)t≥0. Then the desired result follows by an approximation of an
arbitrary F ∈ D(J ). 
We can also pick out σ-branching diffusions in the process {Yt : t ≥ 0} defined by (4.5).
For r > 0 we can a.s. enumerate the atoms (s, a, w) of N(ds, da, dw) satisfying 0 < s < r and
w(r − s) > 0 into a sequence {(rj , bj , wj) : j = 1, 2, · · ·} so that rj < rj+1 for all j ≥ 1. This
enumeration gives the following
Theorem 4.2 For any r > 0, the sequence {ξi(t + r), wj(t + r − rj) : t ≥ 0; i = 1, 2, · · · ; j =
1, 2, · · ·} under P { · |Gr} are independent σ-branching diffusions relative to (Gr+t)t≥0.
Proof. Clearly, for any integer n > 1/r, we have rj < r−1/n if and only if j ≤ ηn(r−1/n). As in
the proof of Lemma 4.3 we see that, the sequence {wj(t+ r− rj) : t ≥ 0; j = 1, · · · , ηn(r− 1/n)}
under P { · |F ′′n,r} are independent σ-branching diffusions, where F ′′n,r is the σ-algebra generated
by
{Nn(J ×A) : J ∈ B([0, s]× R);A ∈ Br−s(W0) ∩W1/n; 0 ≤ s ≤ r}.
By the independence of {ξi(t)}, {W (ds, dy)} and {N(ds, da, dw)} we have that {ξi(t+ r), wj(t+
r− rj) : t ≥ 0; i = 1, 2, · · · ; j = 1, · · · , ηn(r− 1/n)} under P { · |Gr} are independent σ-branching
diffusions. Since ηn(r − 1/n)→∞ as n→∞, we have the desired result. 
Now let us consider an arbitrary initial state µ ∈M(R). Suppose on the complete standard
probability space (Ω ,F ,P ) have: (i) a white noiseW (ds, dy) on [0,∞)×R based on the Lebesgue
measure; (ii) a Poisson random measure N0(da, dw) on R×W0 with intensity µ(da)Qκ(dw); and
(iii) a Poisson random measure N(ds, da, dw) on [0,∞)×R×W0 with intensity dsm(da)Qκ(dw).
We assume that {W (ds, dy)}, {N0(da, dw)} and {N(ds, da, dw)} are independent of each other.
For t ≥ 0 let Gt be the σ-algebra generated by all P -null sets and the families of random variables
{W ([0, s] ×B), N0(F ×A) : F ∈ B(R);A ∈ Bt(W0);B ∈ B(R); 0 ≤ s ≤ t} (4.12)
and
{N(I ×B ×A) : I ∈ B([0, s]);B ∈ B(R);A ∈ Bt−s(W0); 0 ≤ s ≤ t}. (4.13)
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Given (r, a) ∈ [0,∞) × R, let {x(r, a, t) : t ≥ r} denote the unique solution of (4.2). Let Y0 = µ
and for t > 0 let
Yt =
∫
R
∫
W0
w(t)δx(0,a,t)N0(da, dw) +
∫ t
0
∫
R
∫
W0
w(t− s)δx(s,a,t)N(ds, da, dw). (4.14)
Theorem 4.3 The process {Yt : t ≥ 0} defined above is a.s. continuous and solves the (J ,D(J ))-
martingale problem relative to the filtration (Gt)t≥0.
Proof. By Theorem 3.4, the first term on the right hand side of (4.14) is a.s. continuous and
converges to µ as t→ 0. By Lemma 4.1 the second term is also a.s. continuous. Thus {Yt : t ≥ 0}
is a.s. continuous. For r > 0 let {(ai, ui) : i = 1, · · · ,m(r)} be set of atoms of N0(da, dw)
satisfying ui(r) > 0 and be arranged so that u1(r) < · · · < um(r)(r). Let {(rj , bj , wj) : j =
1, 2, · · ·} be the set of atoms of N(ds, da, dw) satisfying 0 < rj < r and wj(r − rj) > 0 and be
arranged so that rj < rj+1 for all j ≥ 1. By Lemma 3.4, Theorem 4.2 and the independence
assumption, {ui(t + r), wj(t + r − ri) : t ≥ 0; i = 1, · · · ,m(r); j = 1, 2, · · ·} under P { · |Gr} are
independent σ-branching diffusions relative to (Gr+t)t≥0. By Theorem 4.1 and the property
of independent increments of W (ds, dy) and N(ds, da, dw), the continuous process {Yt+r : t ≥
0} under P { · |Gr} is a solution of the (J ,D(J ))-martingale problem relative to the filtration
(Gt+r)t≥0. Since r > 0 was arbitrary in the above reasoning, we have the desired result. 
Theorem 4.4 The (J ,D(J ))-martingale problem has a unique solution.
Proof. By Theorem 4.3, the (J ,D(J ))-martingale problem has a solution. The approach to the
uniqueness is similar to that in Dawson et al [2], so we only provide an outline. For f ∈ C2(Rn)
let
Gnf(x) =
1
2
ρ(0)
n∑
i=1
∂2
∂x2i
f(x) +
1
2
n∑
i,j=1,i 6=j
ρ(xi − xj) ∂
2
∂xi∂xj
f(x), x ∈ Rn.
Define Φijf ∈ C(Rn−1) by
Φijf(x1, · · · , xn−1) = σ(xn−1)f(x1, · · · , xn−1, · · · , xn−1, · · · , xn−2),
where xn−1 ∈ R is in the places of the ith and the jth variables of f on the right hand side, and
define Ψif ∈ C2(Rn−1) by
Ψif(x1, · · · , xn−1) =
∫
R
f(x1, · · · , xi−1, x, xi, · · · , xn−1)m(dx),
where x ∈ R is the ith variable of f on the right hand side. It is not hard to show that
JFn,f (ν) = Fn,Gnf (ν) + 1
2
n∑
i,j=1,i 6=j
Fn−1,Φijf (ν) +
n∑
i=1
Fn−1,Ψif (ν), ν ∈M(R).
Write Fν(n, f) = Fn,f (ν) and let
J ∗Fν(n, f) = Fν(n,Gnf) + 1
2
n∑
i,j=1,i 6=j
[Fν(n− 1,Φijf)− Fν(n, f)]
+
n∑
i=1
[Fν(n− 1,Ψif)− Fν(n, f)]. (4.15)
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Then we have
JFn,f (ν) = J ∗Fν(n, f) + 1
2
n(n+ 1)Fν(n, f). (4.16)
Guided by (4.15) we can construct a Markov process {(Mt, Ft) : t ≥ 0} with initial value
(M0, F0) = (n, f) and generator J ∗. Based on (4.16) one can prove that if {Yt : t ≥ 0} is a
solution of the (J ,D(J ))-martingale problem with Y0 = µ, then
Eµ{〈f, Y nt 〉} = E(n,f)
[
〈Ft, µMt〉 exp
{
1
2
∫ t
0
Ms(Ms + 1)ds
}]
, t ≥ 0;
see [4, p.195]. This duality determines the one-dimensional distributions of {Yt : t ≥ 0} uniquely,
and hence the conclusion follows by [4, p.184]. 
By the uniqueness of solution of the (J , D(J ))-martingale problem, the immigration process
constructed by (4.14) is a diffusion. From this construction we know that the immigration SDSM
started with any initial state actually lives in the space purely atomic measures. The next
theorem, which can be proved similarly as Theorem 3.2, gives a useful alternate characterization
of the immigration SDSM.
Theorem 4.5 A continuous M(R)-valued process {Yt : t ≥ 0} is a solution of the (J , D(J ))-
martingale problem if and only if for each φ ∈ C2(R),
Mt(φ) := 〈φ, Yt〉 − 〈φ, Y0〉 − 〈φ,m〉t− 1
2
ρ(0)
∫ t
0
〈φ′′, Ys〉ds, t ≥ 0, (4.17)
is a martingale with quadratic variation process
〈M(φ)〉t =
∫ t
0
〈σφ2, Ys〉ds +
∫ t
0
ds
∫
R
〈h(z − ·)φ′, Ys〉2dz. (4.18)
Under the condition of Theorem 4.5, the martingales {Mt(φ) : t ≥ 0} defined by (4.17) and
(4.18) form a system which is linear in φ ∈ C2(R). Following the method of Walsh [14], we can
define the stochastic integral
∫ t
0
∫
R
φ(s, x)M(ds, dx), t ≥ 0,
if both φ(s, x) and φ′x(s, x) are continuous on [0,∞) × R. By a standard argument we get the
following
Theorem 4.6 In the situation described above, for any t ≥ 0 and φ ∈ C1(R) we have a.s.
〈φ, Yt〉 = 〈Ptφ, Y0〉+
∫ t
0
〈Pt−sφ,m〉ds +
∫ t
0
∫
R
Pt−sφ(x)M(ds, dx),
where (Pt)t≥0 is the semigroup of the Brownian motion generated by 2
−1ρ(0)d2/dx2.
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5 SDSM with interactive immigration
In this section, we construct a diffusion solution of the martingale problem given by (1.3) and
(1.4) with a general interactive immigration rate. This is done by solving a stochastic equation
carried by a stochastic flow and driven by Poisson processes of excursions.
Let σ > 0 be a constant and let m be a non-trivial σ-finite Borel measure on R. Suppose
we have on a complete standard probability space (Ω ,F ,P ) the following: (i) a white noise
W (ds, dy) on [0,∞) × R based on the Lebesgue measure; (ii) a sequence of independent σ-
branching diffusions {ξi(t) : t ≥ 0} with ξi(0) ≥ 0 (i = 1, 2, · · ·); and (iii) a Poisson random
measure N(ds, da, du, dw) on [0,∞)×R× [0,∞)×W0 with intensity dsm(da)duQκ(dw), where
Qκ denotes the excursion law of the σ-branching diffusion. We assume that
∑∞
i=1 ξi(0) < ∞
and that {W (ds, dy)}, {ξi(t)} and {N(ds, da, du, dw)} are independent of each other. For t ≥ 0
let Gt be the σ-algebra generated by all P -null sets and the families of random variables (4.3)
and
{N(J ×A) : J ∈ B([0, s]× R× [0,∞));A ∈ Bt−s(W0); 0 ≤ s ≤ t}. (5.1)
Let P be the σ-algebra on [0,∞) × R× Ω generated by functions of the form
g(s, x, ω) = η0(x, ω)1{0}(s) +
∞∑
i=0
ηi(x, ω)1(ri,ri+1](s), (5.2)
where 0 = r0 < r1 < r2 < . . . and ηi(·, ·) is B(R) × Gri-measurable. We say a function on
[0,∞) ×R× Ω is predictable if it is P-measurable.
We first construct an immigration process with purely atomic initial state and predictable
immigration rate. Suppose that q(·, ·, ·) is a non-negative predictable function on [0,∞)×R×Ω
such that E{〈q(t, ·),m〉2} is locally bounded in t ≥ 0. For a sequence {ai} ⊂ R let
Yt =
∞∑
i=1
ξi(t)δx(0,ai,t) +
∫ t
0
∫
R
∫ q(s,a)
0
∫
W0
w(t− s)δx(s,a,t)N(ds, da, du, dw), t ≥ 0. (5.3)
Theorem 5.1 The process {Yt : t ≥ 0} defined by (5.3) has a continuous modification. For this
modification and each φ ∈ C2(R),
Mt(φ) := 〈φ, Yt〉 − 〈φ, Y0〉 − 1
2
ρ(0)
∫ t
0
〈φ′′, Ys〉ds−
∫ t
0
〈q(s, ·)φ,m〉ds, t ≥ 0, (5.4)
is a continuous martingale relative to the filtration (Gt)t≥0 with quadratic variation process
〈M(φ)〉t =
∫ t
0
〈σφ2, Ys〉ds +
∫ t
0
ds
∫
R
〈h(z − ·)φ′, Ys〉2dz. (5.5)
Proof. Step 1) Suppose that q(s, x, ω) ≡ q(x) for a function q ∈ L1(R,m). Let Nq(ds, da, du, dw)
denote the restriction of N(ds, da, du, dw) to the set {(s, a, u,w) : s ≥ 0; a ∈ R; 0 ≤ u ≤
q(a);w ∈ W0} and let Nq(ds, da, dw) be the image of Nq(ds, da, du, dw) under the mapping
(s, a, u,w) 7→ (s, a, w). Clearly, Nq(ds, da, dw) is a Poisson measure on [0,∞) × R ×W0 with
intensity dsq(a)m(da)Qκ(dw) and (5.3) can be rewritten as
Yt =
∞∑
i=1
ξi(t)δx(0,ai,t) +
∫ t
0
∫
R
∫
W0
w(t− s)δx(s,a,t)Nq(ds, da, dw), t > 0.
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Then the results are reduced to those of Theorems 4.1 and 4.5. Step 2) Suppose that q(ω, s, x)
is of the form (5.2). Note that ηi(x) is actually deterministic under the conditional probability
P { · |Gri}. By the last step and Theorems 4.1 and 4.5, the results hold on each interval [ri, ri+1]
and hence on [0,∞). Step 3) The case of a general non-negative predictable function q(·, ·, ·)
can be proved by approximating arguments similar to those in Fu and Li [5] and Shiga [12]. 
Let us consider a stochastic equation with purely atomic initial state. Suppose that q(·, ·) is
a Borel function on M(R)× R such that there is a constant K such that
〈q(ν, ·),m〉 ≤ K(1 + ‖ν‖), ν ∈M(R), (5.6)
and for each R > 0 there is a constant KR > 0 such that
〈|q(ν, ·) − q(γ, ·)|,m〉 ≤ KR‖ν − γ‖ (5.7)
for ν and γ ∈M(R) satisfying 〈1, ν〉 ≤ R and 〈1, γ〉 ≤ R, where ‖ · ‖ denotes the total variation.
For any sequence {ai} ⊂ R, consider the stochastic equation:
Yt =
∞∑
i=1
ξi(t)δx(0,ai,t) +
∫ t
0
∫
R
∫ q(Ys,a)
0
∫
W0
w(t− s)δx(s,a,t)N(ds, da, du, dw), t ≥ 0. (5.8)
Theorem 5.2 Under the above conditions, there is a unique continuous solution {Yt : t ≥ 0}
of (5.8), which is a diffusion process. Moreover, for each φ ∈ C2(R),
Mt(φ) = 〈φ, Yt〉 − 〈φ, Y0〉 − 1
2
∫ t
0
〈φ′′, Ys〉ds−
∫ t
0
〈q(Ys, ·)φ,m〉ds, t ≥ 0, (5.9)
is a continuous martingale relative to the filtration (Gt)t≥0 with quadratic variation process
〈M(φ)〉t =
∫ t
0
〈σφ2, Ys〉ds+
∫ t
0
ds
∫
R
〈h(z − ·)φ′, Ys〉2dz, t ≥ 0. (5.10)
Proof. Based on Theorem 5.1 and the results in the last section, it can be proved by iteration
arguments similar to those in [5] and [12] that (5.8) has a unique solution and (5.9) is a continuous
martingale with quadratic variation process (5.10). Let µ =
∑∞
i=1 ξi(0)δai and let Q
q
t (µ, ·) denote
the distribution of Yt defined by (5.8). For any bounded (Gt)-stopping time τ ≥ 0, we can use the
information from Gτ to enumerate the atoms (s, a, u,w) of N(ds, da, du, dw) satisfying 0 < s ≤ τ
and w(τ − s) > 0 into a sequence {(rj , bj , uj , wj) : j = 1, 2, · · ·} so that rj ≤ rj+1 for all j ≥ 1.
By the strong Markov property of σ-branching diffusions and a slight modification of the proof
of Theorem 4.2, we can show that {ξi(t + τ), wj(t + τ − rj) : t ≥ 0; i = 1, 2, · · · ; j = 1, 2, · · ·}
under P { · |Gτ } are independent σ-branching diffusions relative to (Gτ+t)t≥0. By the property
of independent increments, Wτ (ds, dy) := W (ds + τ, dy) under P { · |Gτ} is a white noise on
[0,∞)×R based on the Lebesgue measure. Similarly, Nτ (ds, da, du, dw) := N(ds+τ, da, du, dw)
under P { · |Gτ} is a Poisson random measure with intensity dsm(da)duQκ(dw). Moreover, the
families {ξi(t + τ), wj(t + τ − rj)}, {Wτ (ds, dy)} and {Nτ (ds, da, du, dw)} under P { · |Gτ } are
independent of each other. Observe that
Yτ =
∞∑
i=1
ξi(τ)δx(0,ai,τ) +
∞∑
j=1
wj(τ − rj)δx(rj ,bj ,τ)
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and
Yt+τ =
∞∑
i=1
ξi(t+ τ)δx(0,ai,t+τ) +
∞∑
j=1
wj(t+ τ − rj)δx(rj ,bj ,t+τ)
+
∫ t
0
∫
R
∫ q(Ys+τ ,a)
0
∫
W0
w(t− s)δx(s+τ,a,t+τ)Nτ (ds, da, du, dw).
By the uniqueness of solution of (5.8), Yt+τ under P { · |Gτ} has distribution Qqt (Yτ , ·), giving
the strong Markov property of {Yt : t ≥ 0}. 
We now consider a stochastic equation with a general initial state µ ∈M(R). Suppose on the
complete standard probability space (Ω ,F ,P ) we have the following: (i) a white noiseW (ds, dy)
on [0,∞) × R based on the Lebesgue measure; (ii) a Poisson random measure N0(da, dw) on
R × W0 with intensity µ(dx)Qκ(dw); and (iii) a Poisson random measure N(ds, da, du, dw)
on [0,∞) × R × [0,∞) ×W0 with intensity dsm(da)duQκ(dw). We assume that {W (ds, dy)},
{N0(da, dw)} and {N(ds, da, dw)} are independent of each other. For t ≥ 0 let Gt be the
σ-algebra generated by all P -null sets and the families of random variables (4.12) and (5.1).
Theorem 5.3 Suppose that q(·, ·) is a Borel function on M(R) × R satisfying (5.6) and (5.7).
Then the stochastic equation:
Yt =
∫
R
∫
W0
w(t)δx(0,a,t)N0(da, dw)
+
∫ t
0
∫
R
∫ q(Ys,a)
0
∫
W0
w(t− s)δx(s,a,t)N(ds, da, du, dw), t > 0, (5.11)
has a unique continuous solution {Yt : t > 0}. If we set Y0 = µ, then {Yt : t ≥ 0} is a diffusion
process and the martingale characterization of Theorem 5.2 holds.
Proof. If q(·, ·, ·) is a non-negative predictable function on [0,∞)×R×Ω such that E{m(q(t, ·))2}
is locally bounded in t ≥ 0, it can be proved in three steps as in the proof of Theorem 5.1 that
the process {Yt : t ≥ 0} defined by Y0 = µ and
Yt =
∫
R
∫
W0
w(t)δx(0,a,t)N0(da, dw)
+
∫ t
0
∫
R
∫ q(s,a)
0
∫
W0
w(t− s)δx(s,a,t)N(ds, da, du, dw), t > 0,
has a continuous modification and the results of Theorem 5.1 also hold for this process. Then
one can show by iteration arguments that (5.11) has a unique solution and the martingale
characterization of Theorem 5.2 holds. The strong Markov property of {Yt : t ≥ 0} can be
derived as in the proof of Theorem 5.2. 
The solution of (5.11) can be regarded as immigration processes associated with the SDSM
with interactive immigration. It is not hard to show that the generator of the diffusion process
{Yt : t ≥ 0} is given by
JF (ν) = LF (ν) +
∫
R
q(ν, x)
δF (ν)
δν(x)
m(dx), ν ∈M(R), (5.12)
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where L is defined by (3.1) and q(·, ·) is the interactive immigration rate. Note that the Markov
property of {Yt : t ≥ 0} was obtained from the uniqueness of solution of (5.8). This application
of the stochastic equation is essential since the uniqueness of solution of the martingale problem
given by (5.9) and (5.10) still remains open; see also Fu and Li [5] and Shiga [12].
Acknowledgement. We thank Hao Wang and a referee for their helpful comments and
suggestions on an earlier version of the paper.
References
[1] Dawson, D.A.: Measure-Valued Markov Processes. In: Lect. Notes. Math. 1541, 1-260,
Springer-Verlag, Berlin (1993).
[2] Dawson, D.A.; Li, Z.H. and Wang, H.: Superprocesses with dependent spatial motion and
general branching densities. Elect. J. Probab. 6 (2001), Paper No. 25, 1-33.
[3] Dawson, D.A.; Vaillancourt, J. and Wang, H.: Stochastic partial differential equations
for a class of measure-valued branching diffusions in a random medium. Ann. Inst. Henri
Poincare, Probabilite´s and Statistiques 36 (2000), 167-180.
[4] Ethier, S.N. and Kurtz, T.G.: Markov Processes: Characterization and Convergence. Wiley,
New York (1986).
[5] Fu, Z.F. and Li, Z.H.: Measure-valued diffusions and stochastic equations with Poisson
process. Osaka J. Math., submitted (2003), ps and pdf files: math.bnu.edu.cn/~lizh.
[6] Ikeda, N. and Watanabe, S.: Stochastic Differential Equations and Diffusion Processes.
North-Holland/Kodansha, Amsterdam/Tokyo (1989).
[7] Konno, N. and Shiga, T.: Stochastic partial differential equations for some measure-valued
diffusions. Probab. Theory Related Fields 79 (1988), 201-225.
[8] Li, Z.H.: Skew convolution semigroups and related immigration processes. Theory Probab.
Appl. 46 (2002), 274-296.
[9] Li, Z.H. and Shiga T.: Measure-valued branching diffusions: immigrations, excursions and
limit theorems. J. Math. Kyoto Univ. 35 (1995), 233-274.
[10] Pitman, J. and Yor, M.: A decomposition of Bessel bridges. Z. Wahrsch. verw. Geb. 59
(1982), 425-457.
[11] Reimers, M.: One dimensional stochastic differential equations and the branching measure
diffusion. Probab. Theory Related Fields. 81, 319-340, (1989).
[12] Shiga, T.: A stochastic equation based on a Poisson system for a class of measure-valued
diffusion processes. J. Math. Kyoto Univ. 30 (1990), 245-279.
[13] Shiga, T. and Watanabe, S., Bessel diffusions as a one-parameter family of diffusion pro-
cesses, Z. Wahrsch. verw. Geb. 27 (1973), 37-46.
22
[14] Walsh, J.B.: An Introduction to Stochastic Partial Differential Equations. In: Lect. Notes
Math. 1180, 265-439, Springer-Verlag (1986).
[15] Wang, H.: State classification for a class of measure-valued branching diffusions in a Brow-
nian medium. Probab. Theory Related Fields 109 (1997), 39-55.
[16] Wang, H.: A class of measure-valued branching diffusions in a random medium. Stochastic
Anal. Appl. 16 (1998), 753-786.
23
