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SIMULATION OF BLOCKING POLICY 
With the patient generator and scheduler de-
scribed above, the simulator was used to evaluate 
the impact of blocking as a sCheduling strategy 
for our department. While it can be predicted 
that many subfunctions within a department will 
be essentially unaffected by blocking, others 
will be profoundly sensitive to blocking pOlicy. 
For instance, patient waiting time and room idle 
time can be predicted to vary considerably with 
changes of blocking strategy, but receptionist 
activities and film processing should be rela-
tively independent of this approach to scheduling. 
For evaluation of blocking policy, patients were 
generated and scheduled with fixed procedure 
times of 5, 10, 20, 40 and 80 minutes.These pa-
tients were grouped into blocks varying in 
length from 1 to 40 patients, each block con-
taining a homogeneous type of patient. For ex-
ample, a block might be filled entirely with pa-
tients each of whom required a 10 minute pro ce-
dure . A total~of 432 room-days of activity were 
simulated, with results given in Tables 3 and 4 . 
As anticipated, some functions were not materi-
ally affected by blocking activities. In fact, 
patient waiting time was the only activity that 
responded significantlY to blocking strategies. 
Examination of Table 3 shows conclusively that 
blocking does increase patient waiting time. A 
moderately short blocking pOlicy, however, can 
lead to slightly decreased efficiency of room 
utilization with a cost of minimally increased 
patient waiting time. For instance, a policy of 
one-half hour blocks does not greatly increase 
patient waiting time and it does lead to a rea-
sonably acceptable scheduling pOlicy. Of course, 
the obvious result is that large blocks are in-
tolerable if patient waiting time is an impor-
tant cost. Block lengths in excess of one-half 
hour are apparently unsatisfactory, unless the 
procedure time itself exceeds 30 minutes. 
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Table 3: Average room Length of 
queue waiting Procedure 
time when pa- Time Number of Patients Per Block 
tients are 
scheduled to 1 2 3 4 5 6 8 10 15 20 40 
arrive in 
blocks 
10 10.5 18.8 22.1 43.7 26.0 33.8 52.4 73 . 1 
15 7.2 7.4 9 . 2 12.2 15 . 8 28.1 37.2 68.7 
20 8.2 19.2 29 . 6 43.3 62 . 6 59 . 4 
40 14.8 38.1 61. 3 87.2 129 . 5 
80 18.0 36.4 
Table 4 : Percentage of Length of 
room idle Procedure 
time when pa- Time Number of Patients Per Block 
tients are 
scheduled to 1 2 3 4 5 6 8 10 15 20 40 
arrive in 
blocks 
5 11. 7 8.8 11. 6 5.5 9.1 7.3 8.0 7.9 
10 8.2 8 . 5 6 . 9 14.0 8.4 8.1 7.0 4.0 
20 4.7 2 . 9 2 . 9 5.7 4.6 6.3 
40 2.2 2.2 2.1 0.7 1.1 
80 3.5 2.0 
Table 5 : Average room Length of 
queue waiting Procedure 
time when pa- Time Number of Patients Per Block 
tients are 
sched/.lled to 1 2 3 4 5 6 8 10 15 20 40 
arrive in 
blocks (20% 
idle time in-
cluded in 5 2.8 3.4 3.4 4.8 8.7 13.8 23 . 5 37.5 
schedule) 
10 4.2 5.2 10.8 20.0 9 . 6 18.0 37.3 50.2 
20 2.9 5.8 13 . 5 29.0 46.0 39.4 
40 2.4 26 . 5 48.1 69.0 92.6 
80 4.6 31. 6 
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Figure 25: Patient schedule / simulation 
The results presented in Table 4 show slight im-
provement of room utilization with increased 
block size. It is doubtful, however, that the 
small advantage is worth serious consideration 
especially where patient waiting time is con-
cerned. It thus seems that in our situation, 
blocking policy should provide for blocks to be 
as small as possible, perhaps to the extent of 
individual appointments (that is, blocks of one 
patient only). 
For this study, patients were blocked tightly; 
that is, each patient was aesigned to a block 
without any provision for slack time, and bloc'ks 
were scheduled without time gaps. Hence, the de-
partment was scheduled to run 100 percent of the 
time from room opening time until the last pa-
tient was served. Under this tight sCheduling 
policy, queue build-up would be expected. Never-
theless, the data in Tables 3 and 4 indicate 
that queue build-up was not a serious problem ex-
cept where block size was very large. 
In order to demonstrate the effect of block size 
on room queue length when idle time was included 
within blocks, each block was scheduled to 80% 
capacity. The results of this sCheduling pOlicy, 
shown in Table 5, are enlightening. Patient wai-
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NO. OF PATS ENTERING DEPT WAS 132 
NO. OF PATS LEAVING OEPT WAS 132 
NO. OF SCHEO EHPL WAS 2 
NO. OF SCHEO IN-PAT .AS gO 
NO. OF SCHEO OUT-PAT •• S 50 
NO. OF NON-SCHEO [N-PA.T WA.S 
NO. OF NON-SCHEO OUT-p.r WAS 
NO. OF NON-SCHEO EHPL W'S 
NO. OF EHER WAS 
OEPT CLOSING TlHE WAS 5.01 
NSKUL ROOH CLOSEO AT 12.C1 
OSKUL ROOl\ CLOSED AT 1.24 
URGL ROOM CLOSE 0 AT 12.51 
CHEST ROOH t.lOSED AT 3.51 
BaNE ROOH nOSEO • T 1.30 
FLX I ROOH CLOSEO AT .3.4Q 
FLX Ii ROOH CLOSED AT 4.51 
CINE ROOH CLOSEO AT 1.lt4 
LA" ROOH CLOSED AT 4.51 
RH-1 UTIL (1:30-KH CLOSE) 15 25.1 , 
RH-2 UTIL (1: 3D-RH CLOSE) i S B.9 ~ 
RH~3 UTIL (1:30-RH CLOSE) I S 42.6 t 
RH-~ UTIL (1: 3D-RH CLOSE) i S 45.5 ~ 
RH-5 UTIL (1:3D-RH (LOSE) I S 42.6 t 
R14--6 UTiL (1:30-RH LlOSE, 1 S 74.0 ~ 
RH-l UTIL (1: 3D-RH CLOSE, 1 S 93.1 , 
RH-8 UTIL (1:3D-RH nOSE) I S 51.1 t 
RH-9 UTiL (1:3D-RM naSE) I S 44.8 % 
NSKUL PROC COUNT IS 19 
OSKUL PROC COUNT iS 3 
UROL PROC COUNT I S 8 
CHEST PROC COUNT IS t4 
BaNE Pli OC COUNT IS 53 
FlX I PROC COUNT IS ,I 
FLXII PROC COUNT IS 1 
CINE PROC COUNT IS 4 
LAHE PROC COUNT IS J 
LAST SCHEO PAT LEFT NSKUL ROOf~ AT 12.07 
LAST SCHED PAr LEFT OSKUL R(1flM H 1.24 
LAST SCHED PAr LEfT UROL RO '.l'" AT 12 . 57 
LAST SCHED PAT LEFT CHEST RIY1 .'" AT 1.31 
LAST SCHEO PAT LEFT BaNE RnilM AT 1. 19 
LAST SCHEO PAT LEfT FL X 1 RO"'" Ar 3.21 
LAST SCHEO PAT LEFT flXI I ROf),'" AT 4 .':1 7 
LAST SCHEO PAT U:FT CINE ROJM AT t.44 
LAST SCHEn PAT LEFT LA~ ROrJW. ,r 't.:..1 
T.T. SCHEO IN-'AT 
Figure 27 
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Figure 29 
Figure 30 
T. T. seHED EHPL 
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145 0 .. o(~ 
150 2 1.51 
155 0 .00 
160 2 I. ~I 
165 2 1. ~ 1 
110 I .7~ 
115 0 .00 
180 0 .00 
185 0 .0 0 
190 I .75 
195 0 .GO 
200 I .75 
205 0 .0Li 
210 0 .00 
215 0 . 00 
220 0 .co 
225 0 .on 
230 0 .Ou 
235 1 .75 
240 0 .OJ 
OVERflOW I .. 75 
AVERAGE VALUE OF OVfRFL'.lW 249. VI..' 
ROOH QUEUE STATlST!eS 
QUEUE MAXIMUM 'VE~~GE T:JT i\l 
eONTE_TS CO_T[~TS E~TRILS 
NSKUL 6 .1,89 I' 
OSKUl 1 .110 2 
UROl 2 .H9 7 
CHEST 12 2.694 04 
80NE 5 1.209 37 
FLXI ~ 1.410 21 
flXll 2 .740 7 
CINE 1 .199 4 
lAH 1 .048 
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STANDA~I) O~VIAIION 
3.~'5 
CUMULA TI VE CUMULATIVE 
PERC ENTAGE REMAINOER 
.0 100.0 
.0 100.0 
.0 100.0 
.0 100.0 
.0 100.0 
.0 100.0 
.0 100. 0 
.0 100.0 
50.0 50.0 
100.0 .0 
ST.ANDA~D O[VIATIU~ 
44.375 
CUMULAT I VE CUMULATIVE 
PERCENTAGE REHAINDER 
.0 100.0 
.0 100.0 
.7 99.2 
. 7 99.2 
3.0 96.9 
5.3 94.6 
9.8 9c.l 
16.6 83.3 
24. 2 75.7 
40.1 59.8 
47.7 52.2 
56.0 43 .. 9 
62.1 37.8 
68.1 31.8 
72.7 27.2 
74.9 25.C 
77.2 22.7 
7a.7 21.2 
80.3 1".6 
80.3 1'~.6 
81.8 18.1 
82.5 17.4 
84.0 15.9 
84.8 15.1 
87.1 12.8 
87.8 12.1 
99.3 IC.6 
90.1 9.8 
91.6 8.3 
91.6 f.3 
93. I 6.8 
93.1 6.8 
94.6 5.3 
96.2 3.7 
9&.9 3.0 
96.q 3.0 
96.9 3.0 
96.9 3.0 
97.7 2.2 
97.7 2.2 
98.4 1.5 
98.4 I. ~ 
98.4 1 .5 
9ß .4 I. , 
98.4 I. ~ 
98.4 I . ~ 
98.4 1.5 
49.7 .7 
99.2 .7 
iCn'; .. 0 .0 
SUM CF ARGUMlNTS 
B 1 .oon 
SUM 
MULTIPLE 
OF "EAN 
OF 
-.tOo 
.123 
.2H 
.370 
• <9 3 
.H 7 
.. 140 
.864 
• ~8 7 
1.111 
ARGuMENTS 
8857.00U 
MULT IPU 
OF "EAN 
-.coe 
.C74 
.149 
.223 
.298 
.372 
.447 
.521 
.596 
.t:7C 
.745 
.B19 
.. e94 
.. <;68 
I. C4 3 
1.117 
1.192 
1.26t 
1.341 
1.415 
1.490 
1 .. ~b4 
1.639 
1.113 
1.78 8 
I . e62 
1.937 
2.011 
2.086 
2.161 
2.215 
2.3 1C 
2.394 
2.459 
2.533 
2. fOH 
2.<82 
2.7Q 
2.831 
2 . "06 
2.980 
3.055 
J .. 129 
3.204 
3.27 E 
3.351 
~. 42 7 
"Je 50? 
3.57l: 
NON-WEIGHTfO 
DEVIATION 
fROH "EAN 
-1l.456 
-10.0'01 
-8.627 
-7.213 
- 5. 798 
-4.384 
-2.970 
-1.555 
-.141 
1.272 
NON-WE IGHTEO 
OfVIATION 
FROH HEAN 
-1.512 
-1.399 
-1.286 
-1.174 
- 1.061 
-.948 
-.836 
-.723 
-.610 
-.497 
-.385 
-.272 
- .159 
-.047 
.065 
.178 
.290 
.403 
.516 
.628 
.741 
.854 
.966 
1.079 
1.192 
1.304 
1.411 
1.530 
1.642 
1.755 
1.868 
1.980 
2.093 
2.206 
2.318 
2.43 1 
2.544 
2.656 
2.769 
2.882 
2.994 
3.107 
3.22C 
3.332 
3.445 
3.558 
3.671 
3.783 
3.890 
ZrJ..:.O PFQCEf\jT ;\VEt-Ar, E- lAVfRAG F CURflFNT 
lf~r '~ t FS II KllS IIMt./ltiAt; S TIME:/TRAJ\ $ CtltHEfIITS 
j 15.7 20.941 24.875 
I 5 0. 0 3.(lGU ,-.(JG 
I 14.2 :;4.571 4J.333 
5 7.8 24.i96 26.35~ 
5 13.5 18.8b4 21.812 
2 9.5 38.761 42.842 
I 14.2 61.000 71.16< 
I 25.0 28.750 3ft .. 333 
2 bb.6 q.333 2~.COO 
Figure 31 
Figure 32 
Figure 33 
Figure 34 
Figure 35 
~EW SKUll IRM I1 Q STA' 
H8l E 28 
E~TRIES 1~ TA8lE 
10 
REMAI~I~G 
UPPER 
LIMIT 
o 
5 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
FREQUE~CIES 
HEAN 4.RGU"t.NT 
20.-447 
08SERVED 
FREQUE~CY 
3 
4 
o 
o 
2 
3 
I 
2 
o 
I 
2 
I 
ARE ALL ZERO 
t'lh. lEj~ T 
flf TUTAL 
15.H 
21.05 
.00 
.JO 
10.52 
15.18 
5.lo 
IJ.52 
.00 
S.2l.o 
10.52 
5.2b 
OlD SKULl IPM 21 Q STAl 
T ABLE 29 
ENTRIES I~ ThBlE 
2 
UPPER 
liMIT 
D 
5 
10 
REMAINING FREQUENC /ES 
~FA~ AKGd"'t:NT 
3. ~OV 
OBSERVED PER CENT 
fREQUENCY Uf 'IlTAl 
I Sv. oe 
0 .00 
I 50.00 
ARE ALL ZERO 
URDlOGY IRM 31 Q STA' 
TABLE 30 
E~TR IES IN TA8l E 
1 
UPPER 
LIMIT 
0 
5 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
10 
15 
!"tF:AN AtolGu.'1l~r 
34 • .,71 
OBSERVED PER CE ,-il 
FREQUE~CY Uf TOTAL 
I 1't.2~ 
I 14.2d 
0 .ou 
0 .00 
I 14.2H 
0 .00 
0 .00 
I 14.ZM 
0 . -i l) 
I 14.28 
0 .00 
0 .00 
0 .00 
0 .JoJ 
0 .00 
2 Lu.57 
REMA l~I~G fREQUE~CIES ARE ALL ZERO 
CHEST IRH 41 Q STAT 
TABLE 31 
E~TRIES IN TABlE 
64 
REMAI~ING 
UPPER 
liMIT 
o 
5 
10 
15 
20 
25 
30 
35 
40 
45 
FREQUE~CIES 
"EAN A.RGlJ·"'CNT 
24.296 
OBSEKVEO 
FREQUPICY 
5 
6 
o 
B 
4 
3 
13 
13 
4 
8 
ARE All ZERO 
PER CEN' 
Uf TUTAl 
1.81 
9.37 
.Or. 
12.50 
b.25 
4.08 
20.31 
20.31 
6.25 
Il.50 
BONE IRH SI Q ~TAT 
TA8L[ 32 
E~TRIES IN TA~U Mi:o\~ A~G'J!I4 l:: fliT 
31 l~. :Jh-. 
UPPER 08SfRV[U PEP. Ct;~ J 
llMIl fREQUfNCY ' lf TUrAl 
0 5 11.51 
5 b Ib.,i! 
10 4 10.öl 
15 5 13.51 
20 2 :.).4 0 
25 3 H.IO 
30 2 5.4C 
35 .co 
40 4 IU.HI 
45 4 IO.tU 
50 I l . 10 
55 0 .vD 
60 0 .J!) 
65 I 2.10 
REMA1~I~G FREQUE~CIES ARE All ZERO 
STANDAF[) Dt:vl /lT 11.fI. 
1M.. 2~( 
CUMUlA TI Vf (UMUl4T Ivt 
PfRCE~fAG[ KEprjAINfltR. 
15.1 84.2 
36.8 63.\ 
36.8 63.1 
36.8 63.1 
47.3 52.6 
63.1 36.8 
68.4 31.5 
16.9 21.0 
18.9 21.0 
94.2 15.1 
94.1 5.2 
100.0 .0 
srANUA RQ OlVIATIU" 
4.242 
CUMUlATI Vl 
PERCENTAGl 
50.C 
50.0 
100.0 
CUMUl" IVl 
FH\AINOlR 
50.0 
50.0 
.0 
:) f.\NOAF:D DlVIATILt-. 
29.(}37 
CU~lJlA TI Vf (VMUlAT IV( 
PERCENTAG~ Rl::"IA1NOFR 
14.2 85.1 
28.5 71.4 
28.5 11.4 
28.5 71.4 
42.8 51. I 
42.8 51.1 
42.8 51.1 
51.1 42.8 
51.1 42.8 
71.4 la.5 
71.4 28.5 
11.4 28.5 
71.4 28.5 
71.4 2P.5 
11.4 28.5 
100.0 .0 
S'A~9."D DeVIATIUN 
13.460 
CU~UlATIVE 
PfRCENTAGE 
1.8 
11.1 
11.1 
29.6 
35.q 
40.6 
60.9 
81.2 
87.5 
100.0 
CUMOLAT lOVE 
REMAINCH 
92.1 
62.8 
82.8 
1(,.3 
64.0 
59.3 
39.0 
18.1 
12.5 
.0 
')l .... NO~I--:) Dl'JIAT IU ... 
17.1t:~ 
CU"UlA TI Vl (.UMlJlATIVt: 
P[qCEI<TAGl HkAINülR 
13.5 80.4 
2q.1 1(..2 
40.5 59.4 
54.0 45.9 
59.4 4( .15 
67.5 32.4 
12.9 n.G 
12.9 27.( 
83.1 1'.2 
'14.5 ~.4 
91.2 :t.7 
91.2 ;.7 
97.2 ;'.7 
100.C .e; 
SIJ~ CF 4RGU-..r rn .c, 
39~.OUI.. 
MULTIPlf 
Of MfA~ 
-.e00 
.236 
.411 
.71' 
.CiJ54 
1.193 
1.432 
1.610 
1.C;OQ 
2.14e 
2.38' 
2.62~ 
:;U '.II LF ARGUr1UHS 
6.00Q 
SU'1 
HUl T lPl f 
Cf-
Of MEI\N 
-.OQÜ 
1.66' 
3.333 
AHGUMF".ITS 
2lt2.00,) 
MUl TIPLF 
Of HFAN 
-.ooe 
.144 
• lij' 
.433 
.518 
.123 
.861 
I.CI2 
1.157 
l.:Wl 
1.44t 
1.59C 
1.135 
1.880 
2.C24 
2.16" 
WM Cf ARGUMtrH S 
1555.0,;,) 
5U' 
MULT I PLF 
OF MEAN 
( ' f 
-.000 
.205 
.411 
.H1 
.8l3 
1.0le 
1.234 
1.440 
1.64t 
1.852 
A"GV~l'l.ll ~ 
b'i9.0(i .1 
MUl T I Pl" 
OF MlA" 
-.oor 
.265 
.530 
.795 
I.C6C 
L. 32 5 
l.S9C 
l.e5~ 
2.12(' 
2.385 
1.1-50 
2.q15 
3.ISC 
3.445 
NlI~-WE IGI1Tt:O 
Ot-VJATJON 
f ... UM MI::AN 
-1.147 
-.813 
-.599 
-.325 
-.051 
.222 
.496 
.110 
1.043 
1.317 
1.591 
1.865 
NON-WE IGHUO 
DEVIATlUN 
fROH "EAN 
-.701 
.411 
1.650 
NON-öE IGP.HO 
O~V IATION 
fROM MEAN 
-1.154 
-.981 
-.B20 
-.b53 
-.486 
-.31') 
-.152 
.014 
.181 
.348 
.515 
.682 
.61,9 
1.016 
1.183 
1.350 
NO~-WE IG.HED 
DEVIATION 
fROM MEAN 
-1.804 
-1.433 
-1.0b2 
-.690 
-.31') 
.052 
.423 
.195 
1.166 
1.538 
""UN-"'~ IGII TED 
IJlVIATIr.f.i 
FROM MEAN 
-1.\01 
-.809 
-.517 
-.225 
.06t< 
.356 
.65(; 
.942 
1.234 
I.S2" 
1.818 
2.11 (l 
2.402 
2.6'1" 
Figure 36 
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FU I (RH bl Q ~TAT 
TABLE 33 
ENTRIES IN TABLE MEAN ARGU~FM S TAf'; ()A I~ iJ l : t·vl After, SUM UF A"GUM[NT~ 
21 38.761 1 3 .750 814.0c e NON-WE IG~TED 
UPPER 08SERVED PER CENI [UHUlA Tl VI:. CUMUl~T IVE MULTIPLE DEVIATION 
LIMIT FREQUENCY OF TOTAL P["UMAGE PE_AINDER OF HEAN FROH HEAN 
0 2 9.52 9.5 90.4 -.000 -1.1<08 
5 2 9.52 19.0 80.9 .128 -1.000 
10 0 .00 19.0 80.9 .257 -.852 
15 2 9.52 28.5 71.4 .38b -.704 
20 1 4.76 33.3 ob." .515 -.555 
25 1 4.16 38.0 61.9 .644 -.407 )0 0 .00 38.0 b1.9 .773 -.259 
35 5 23.80 bl.9 38.0 .90l -.111 
... 0 I 4.16 66.6 33.3 1.01 .03b 
45 1 4.76 71.4 2b.5 1 . lbO .184 
50 0 . 0 0 71.4 28.5 1.289 .332 
55 2 9.52 80.Q 19.0 1.41 8 .481 
bO 0 .00 BO.q l<~. 0 1.547 .629 
b5 0 .00 80.Q 19 .(. 1 . 676 .777 
70 0 . 00 8a . 9 i'.G 1.80 5 .925 
75 0 .UO 80.9 l!~. 0 1.934 1.073 
80 I 4.76 85.7 14.2 2.063 1.221 
85 1 4.7& 9G.4 9.5 2.192 1.370 
90 0 . uo 90.4 9.5 2.321 1.518 
95 0 .00 90.4 '0.5 2.45G l.b6b 
100 1 4.70 95.2 4.7 2.57' 1.8'" 
105 0 .00 95.2 4.7 2.708 1.962 
110 0 .00 95·.2 4.7 2.837 2.110 
115 0 .00 95.2 4.7 2.96(: 2a58 
OVERflOW 1 4 . 16 10U.0 .0 
AVERAGE VAlUE OF lIVERFLOW 125.0(, 
Figure 37 
FlX 11 IRH 71 Q SUT 
TABLE 34 
EPHR I ES IN fABLE "EAN ARGUM~NT STANDAPO DEVIAI IC' SU"" OF ARGUMENT S 
7 61 . 000 50 .500 427.01' ü NON-WE I GM TE 0 
UPPER OBSERVED PER CENT CUMUlA Tl VE CUHUlAT IVf MULT 1 PL F OH IA TI ON 
LIMIT FREQUEIIICY OF TOTAL PEPCENTAGE REMAINN. R OF HEAN fR 0'" HEAN 
0 1 14.28 14.2 8~.7 -.COO -1.207 
5 0 .00 H.2 85 . 7 .081 -1.108 
10 0 .00 14.2 85.7 .163 -1.009 
15 1 14.28 28.5 71.4 .245 -.910 
20 0 .00 28.5 71.4 . 327 -.811 
25 0 .00 28.5 71.4 .409 -.712 
30 0 .00 28.5 71.4 .4q 1 -.613 
35 0 .00 28.5 71.4 .573 -.514 
40 0 .00 28.5 71.4 .'55 -.415 
"'5 I 14.28 42.S 57.1 .737 -.316 
50 1 l4 . lH 57.[ 47 . 6 .81 Q -.217 
55 0 .VO 57.1 42 . 8 .901 -.118 
60 0 .00 57.1 4,z.8 .~8 3 -.019 
65 0 .00 57.1 42.8 I . Ob!: .079 
70 0 .DG 57.1 47.8 1.147 .178 
75 1 14.28 71.4 l8.5 1.22S .277 
80 0 .ao 71.4 28.5 1.311 .376 
85 0 .JO 71.4 28.5 1. 3q 3 .475 
90 0 .00 71.4 26.5 1.475 .574 
95 0 .00 71.4 28.5 l.~57 .673 
100 0 .00 71.4 21'.5 1.63' .172 
105 0 .00 71.4 21i.5 1.721 .A7l 
llO 1 14.2B 85.7 14.2 1.803 .970 
ll5 0 .00 85.7 14.2 1.885 1.069 
OVERFLOW 1 14 . 2a 100.G . 0 
AVERAGE VALUE OF OVERFU)W 142.00 
Figure 38 Figure 39 
CINE IRH BI Q STA r 
TABLE 35 
ENTR IES IN TABLE MFAN ARGtJ"tf:NT STANDUU lJtVIATIC~ 5U" CF AKGUMlNl S 
4 2A.750 23 .2 50 115.oe, NUN-WEI GHTlO 
UPPER OBSERVED PER CENT CU_ULAT I VE (UHULAT IV[ HUl Tl PL E DEVIATION 
LI HIT FREQUENCY OF TOTAL PERCENTAGE REMAINDER OF MEAN FROH MfAN 
0 1 25.00 25.0 75.0 -.000 -1.236 
5 0 .00 25.0 75.0 .113 -1.021 
10 0 . 00 25.0 75.(, .347 -.806 
15 0 .00 25.0 75.0 .521 - . 591 
20 0 .uo 25.0 75.0 .695 -.376 
25 0 .00 25.0 75.0 .86<1 -.161 
30 2 50 . 00 75.0 25. 0 l.e43 .053 
35 0 .00 75.0 25.0 1.217 .268 
40 0 .00 75.0 25.0 1.391 .4A3 
45 0 .00 75.0 25 .C 1. 56~ . 698 
50 0 .OG 75.0 2~. O 1.73q .913 
55 C .OG 75.0 25 . 0 1.<;13 1.12 ~ 
60 1 25.0u 100.0 .0 2 .C8' \.344 
REMAINING FREQUENCIfS ARE All LERO 
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LAM (RM 91 Q StAT 
T ABLE 36 
ENTR IES IN lABL E 
3 
MEAN ARGU"'H: NT 
9.333 
~rANOA~O OfVIATION 
16.125 
SUM lJF ARGUtH:NT S 
28.00 0 NON-WEIGHTfD 
Figure 40 
UPPER 
LIMIT 
o 
5 
10 
15 
20 
25 
DBSERVFD 
FREQUENCY 
2 
o 
o 
o 
o 
30 I 
REMAINING FREQUENCIES ARE ALL ZERO 
PI'R GENT 
JF TOTAL 
66.66 
.00 
.00 
.00 
.JG 
.00 
33.33 
GUMULATIVE 
PE Re ENTAGl 
66.6 
66.6 
66.6 
66.6 
66.6 
66.6 
100.0 
L~MUlAT IVf 
REMAINDEk 
33.3 
33.3 
33.3 
33.3 
33.3 
33.3 
.0 
REFERENCES: 
MUL T I PL I' 
OF MFAN 
-.COO 
.535 
1.071 
I.M7 
2.142 
2.678 
3.214 
DEVIATION 
fROM MEAN 
-.518 
-.268 
.041 
.351 
.661 
.911 
1.281 
ting time was generally reduced as expected, but 
not to the near zero levels which would have been 
anticipated. Generally speaking , it appears that 
a minimum average queue length of three to five 
minutes is unavoidable. As in Table 3, blocking 
strategies requiring over 30 minutes of scheduled 
time per block result in a rapid increase of pa-
tient waiting time. 
Seaman, William and G.S. Lodwick: Current and 
Future Developments - Chapter 21. Plannin~Guide 
for Radiologie Installations, Second Edit~on. 
The Williams and Wilkins Company, 1966. 
A comparison of Tables 3 and 5 readily confirms 
the fact that patient waiting time can be reduced 
to a minimum by: (1) maintaining a schedule, 
(2) keeping block size to a minimum and (3) al-
lowing some idle time in each block. From the 
point of view of personnel management, the third 
item is essential at any rate. 
SIMULATOR OUTPUT WITH VARIABLE-LENGTH BLOCKS 
Since testing the simulator with fixed length 
blocks introduces an artificiality into the re-
sults, we have included detailed data from a one 
day simulator run of 132 patients, using variable 
length blocks for nine examining rooms for the 
input data. The blocking input for each of the 
nine rooms is shown in Figure 22. Bar graphs show-
ing the relationships between the scheduled input 
and the simulated output for each room are shown 
in Figures 23, 24 and 25. Areas in solid black 
depict times when the room is not occupied either 
through scheduling function or simulator function. 
A summary of room closing times, utilization per-
centages, and procedure counts is shown in Figure 
26. Simulated transit times for scheduled in-
patients, out-patients and employees are shown in 
Figures 27, 28 and 29. Tr.ansit times for all pa-
tients are shown in Figure 30. Average room queue 
statistics for all rooms are shown in Figure 31 
and for each of nine rooms individually in Figures 
32-40. 
The simulator and sCheduling programs described 
above are available on request. Inquiries should 
be addressed to the author. 
Convert, R.P.; G.S. Lodwick; E.W. Wilkinson: 
Simulation Modeling of a Diagnostic Radiology 
Department. Proceedings for Conference of the Use 
of Computers in Radiology, October 1966, pp. C-2 
to C-36. Published by Department of Radiology, 
University of Missouri - Columbia. 
Lodwick, G.S. and R.P. Covert: A Generalized Simu-
lat~on Model for a Diagnostic Radiology Depart-
ment. Digest of the 7th International Conference 
on Medical and Biological Engineering, 1967, 
Stockholm, Sweden. 
Lodwick, G.S., Project Director: Recommendations 
for Obtaining the Maximum Benefit of Radiation 
Exposure in Diagnostic Radiology Through Improved 
Production and Utilization of Image Information. 
Report to the National Center of Radiological 
Health on a Study of X-Ray Image Analysis and 
Systems Development, July, 1968. 
Lodwick, G.S.: The Computer: A Solution To A Dilem-
ma of RadiOlogie Health Care. 4th World Congress 
of ISRRJ, October, 1969. 
Covert, R.P.; Tolan, M.C.; and Williams, D.C.: 
Simulator Program for Diagnostic Radiology 
Department. Published by Department of Radiology 
University of Missouri - Columbia. 
Tolan, M.C.; Dwyer, S.J. and Lodwick, G.S.: 
Literature Review In Support of NCRH Project to 
Study X-Ray Image Analysis and Systems Develop-
ment. Published by Department of Radiology, Uni-
versity of Missouri - Columbia. 
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Prof. G.S. Lodwick, M.D. 
Department of Radiology, 
University of Missouri, 
School of Medicine, 
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Documentation and statistics of laboratory 
data - an investigation on pathological serum protein patterns 
By A. G. W. Lansink and M. A. van 't. Hof 
Zusammenfassung 
Die Archivierung sowie die statistische Auswertung der in kLinischem Laboratorium erhobenen Daten 
erfordern ein schnell zugangliches Dokumentationssystem. Die Anwendung der elektro~ischen Datenerfas-
sung bringt große VorteiLe gegenUber den bisher verwendeten Methoden , wobei die Erfassung alter Daten 
und die statistische Bearbeitung relevanter Laboratoriumsuntersuchungen einen bet~a~htLichen Arbeits-
aufwand erfordern . Die Verwendung von Lochkarten, Magnetplatten und Magnetband als Informationsspei-
chergerate zusammen mit einem Rechner (IBM 360/50) wird anhand eines wohldefinierten Labordatensystems 
erlautert. Wesentliches Ziel dieses Systems ist die statistische Bearbeitung elektrophoretischer 
Untersuchungen Von K~rperflUssigkeiten, namentlich von SerumeiweißbiLdern bei den verschiedenen Dys-
proteinamien. Verwaltungstechnische und Archivierungsgesichtspunkte dieses Systems werden erklart , 
insbesondere die M~glichkeiten mehrfach wiederhoLter Statistiken . 
Summary 
Both the administration and the statisticaL evaluation of clinical laboratory results require a rapid 
accessible documentary system. The application of eLectronic data processing systems yields much prof-
it above the hitherto used methods, which make the retrieval of old data and the statistical evaLua-
tion of resuLts very time consuming . The introduction of punched cards, magnetic tape and magnetic 
disc memories in connection with a fast processing unit (IBM 360/50) has been explained with a limited 
Laboratory documenta ti on system. The first aim of this system is the statisticaL processing of elec-
trophoretic examinations on human body fluids , especiaLly the serum pro tein patterns of patients with 
different cLinicaL disorders. On the one side the documentary and administrative aspects of the system 
wiLL be expLained, on the other hand the possibilities of an even repeatable statistics wilL be presented . 
1. Introduction 
In case of protein investigations on body fluids 
(serum, urine, etc.) of patients with clinical 
disorders different methods are used, those based 
on electrophoretic separation of proteins being 
preferred. 
Electrophoresis on paper, agargel or cellulose 
acetate yields quantitative information about 
five to eight protein fractions . A further dif-
ferentiation of the protein pattern is possible 
by the application of immunochemical methods, 
especially immunoelectrophoresis resulting in the 
identification and interpretation of about twen-
ty proteins, from a semiquantitative point of 
view . After some experience with these techniques 
it seemed desirable to study the hitherto obtain-
ed results . The multiplicity of the examinations 
and the scope of information within one experi-
ment forced to the electronic data processing . 
The actual purpose - a statistically useful doc-
urnentation - directly led to an administrative 
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system , which made the old patient card-index 
redundant . In spite of the connection between 
documentation and statistics the subjects will 
be treated in separate paragraphs. The procedures, 
explained in this article apply for a system 
with a central processing resort. However the 
principles are operative for each system, Wh1Ch 
has to process laboratory data with the same re-
lations as within our system: the connection 
between the data of one patient (the follow up) 
and the connection between the examinations with-
in a group of dis orders (the statistical re-
trieval) • 
2 . System planning 
2.1 The system planning was done from the fol -
lowing starting-points : 
a. For the statistical analysis the possibility 
of a sample taken at random without duplication 
of patients is ne'icessary ; 
b . The information must be reliable and accurate . 
Therefore it is necessary to check whether a 
patient has been examined be fore and with which 
results. Furthermore the input and output data 
must be checked on errors. Correction possibili-
ties have to be present. The above mentioned 
points resulted in the computer programs DATE, 
SEEK, ERROR, LISTTAPE and REPAIR, which will be 
explained in the next section. Otherwise punc~ed 
cards have been used as the data recording media. 
2.2 The data processing of the electrophoresis 
of body fluids has been presented in figure 1. 
After the entry of the specimens from the clini-
cal ward the technician makes out a list of per-
sonal codes, for each patient consisting of two 
initials, a sex code and the birth date (e.g. AJ 
1 101238). A list of personal codes is processed 
by the computer with the program DATE, which pro-
duces a laboratory serial number for each code. 
At the same time the new data are written on a 
disc field (PATHANT.DATA) as is the case with 
the counting number (PATHANT.NUMBER). Finally 
the program DATE runs over the disc to check 
whether the personal data concerned are present 
in the data set. If the program SEEK has been 
offered during the same prlQduction of a group of 
patients the computer produces a listing of the 
old investigations on the condition that the 
earlier results have been written on the magnet-
ic tape ELECTRO.PHORESE. 
2.3 Meanwhile in the laboratory the analysis 
has been carried out for the interpretation of 
the protein pattern of the specimen concerned. 
The analysis includes the determination of the 
total protein amount, paper and cellulose acetate 
electrophoresis and some immunochemical experi-
ments. During the study of the laboratory results 
the output of the programs DATE and SEEK, if 
present, are of special importance in the case of 
following up a patient. The complete results of 
the examination are presented on the laboratory 
report (figure 2). 
2.4 The system requires an as full as possible 
processing of the patient data and the results 
of the examination. Therefore the lay-out of the 
laboratory report is such, that a copy with pre-
printed column numbers of the punch card (01-80) 
may be sent directly to the punching department. 
A certain adaptation of the data to be processed 
to the system in unavoidable. This adaptation 
concerns the use of numerical data as much as 
possible inducing the cOding of some clinical 
data, furthermore a lay-out which is compatible 
with a punching document and finally the pos si-
clinicalward~ 
speclmen (e.g. serum) perser' data 
laboratorv personal code = dala set 11 
1 ~----PATHANT'OATA 
"PT!':' ===l====------'~ "--/ ~
punch cards (files) I 
liRRORI IREPAIRI 
PO"~h o.cd, (oo"" .. d) = dm '" I 1 
11sTT APE f-+t"",I,, 01 d", ELECTRO,PHORESE, 
cumulative sort utilities statistical programs 
laboratory journal special programs 1 
IcoOES I 
c===J : programs on disc 
: data sets on tape cr disc 
Figure 1: Data processing electrophoresis 
body fluids 
bility of complementary information to the cli-
nician. 
From the laboratory report it may be concluded, 
that the following terms have been presented in 
a coded form: the sex of the patient (1 = male, 
2 = female), the electrophoresis method (1 = pa-
per, 2 = agar), the body fluid type (1 = serum, 
2 = urine, 3 = cerebrospinal fluid), the clinic, 
the clinical data, the semiquantitative inter-
pretation of the immunoelectrophoresis (0 - 9) 
and information about possible present parapro-
teins or other pathological protein fractions. 
The cOding sc:ale for the immunoelectrophoresis 
goes from 0 (no interpretation) along 5 (normal) 
till9 (strongly increased). 
The actual evaluation of the completed examina-
tion depends on the quantitative paper electro-
phoresis, the total protein amount, the semi-
quantitative view of the immunoelectrophoresis 
and the clinical data. 
2.5 After collecting certain amounts of the 
above mentioned copies (e.g. 50 or 100) the cop-
ies are punched on standard IBM punch cards. 
A complete set of punched cards is offered to the 
computer with the program ERROR in order to seek 
out punch and code errors, which are printed with 
a complete listing of the cards processed. After 
the correction of the punched cards concerned, 
any multiple of 25 cards may be processed by the 
computer with the program LISTTAPE resulting in 
one or more pages of the cumulative laboratory 
journal and also producing the new addition of 
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the electrophoresis data to the magnetic tape 
(ELECTRO.PHORESE). 
Otherwise both the punched cards with the per-
sonal codes as the cards with the complete in-
formation (datasets 11 and I respectively) are 
stored for the case of failure of the system and 
for possible corrections afterwards. 
PATHANT.NUMBER both being placed on disco The 
program produces at the same time a comparison 
of the personal codes on disc and on tape. Pos-
sible errors may be processed by way of the 
punched cards data sets I and 11. 
3. System operation 
2.6 The program REPAIR has been written for the 
correction of the personal codes of the data set 
PATHANT.DATA and of the number on the data set 
3.1 During the administrative procedure input 
in principle is being delivered to the computer 
twice, viz. a set punched cards with personal 
codes once or twice a 
Figure 2: Laboratory report for electrophoresis of human body fluids 
KATHOLIEKE UNIVERSITEIT 
Nijmogon 
EJectroforese-onderzoeknr. 
Patient 
Geslacht (1 = d, 2 = >'I 
Geboortedatum 
Datum onderzoek 
Uitslag papier (1 I agar (21 e1actrofor_ 
Fracties in rel % 
Prealbumine 
Albumine 
a, Globuline 
a2 Globuline 
ß Globuline 
'Y Globuline 
Totaal eiwit: serum in grll 
liquor in mg/I 00 ml 
Opmorkingon: 
ConcIu.: 
T oeIichting: 
Normar. wurden In standard deviaties 
PlPier I egar .. lectroforese in ,.1 " 
Serum Liquor 
Prulbumin. 2± 1 
Albumine 65±5 56±3 
°lGtobuline 3± 1 Ii± 1 
«.Globullne 8±2 7± 1 
IJ Globulin. 12±2 11± 2 
y Globulin. 12± 3 9± 2 
Totut 'iwit 75± 5 3O±10 
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INSTITUUT VOOR PATHOLOGISCHE ANATOMIE 
Geert Grooteplein Zuid 24 
Serum/Liquor/Urine/Diversen 
1 2 3 4 
Klinicus 
Code a 
b 
d 
Uitslag immunoeleetroforese 
Prealbumine 
Albumine 
a,A 
alB 
a,C 
a 2Haptogiobine 
a2Macrogiobuline 
a2 Ceruloplasmine 
ß 1 Transferrine 
ß,A I 
ß, C (ß,BI complement 
ß, B Haemopexine 
ß2 Transferrine 
'YA (lgA = ß,AI 
'YM (lgM = ß,MI immuun 
'YG (lgG = 'Yss I globulinen 
Paraproteinen 
Overige lijnen 
Vorig onderzoek 
Waardering immuno-electroforese 
o - niet ~ordeeld 
1 - niet aantoonbaar 
2 - stark .fgenomen 
3· duidelijk .'genomen 
4 - licht .fgenomen 
l5-normooll 
6 - licht toegenomen 
7· duidelijk toegenomen 
8 - sterk toegenomen 
9 • z .... sterk toegenomen 
week a,nd a set punched re-
port copies fortnightly 
with the programs DATAI 
SEEK and ERROR/LISTTAPE 
respectively. The tape 
with the complete electro-
phoresis records has to 
be pos ted up regularly in 
connection with the im-
portance of the retrieval 
program SEEK. In prac-
tice a gap between the 
disc with personal codes 
and the tape with com-
plete records is unavoid-
able as a result of the 
time spent for the elec-
trophoretic analysis and 
for the processing of 
the documents. The present 
gap amounts to about 
150 examinations corre-
sponding with about three 
weeks. 
3.2 The data set on disc 
- the personal codes -
replaces in fact the hi-
therto used patient card 
index, an ever increa-
sing and therefore hardly 
used system. The present 
system works very fast, 
while old examination 
numbers may be retrieved 
within a day. A yet faster 
procedure will be pos-
sible, if remote terminals 
have become available. 
3.3 From about ten jobs 
the net computer pro-
cessing time, using the 
IBM 360/50 configuration, 
has been calculated for 
the administrative pro-
grams. The relevant data have been presented in 
table 1. 
The core given is the actual value, but can be 
increased for smaller configurations. The times 
observed show some minor fluctuations, which 
depend on the number of records to be processed 
and possibly on the operation of the central 
processing unit. With the exception of the inci -
dental program REPAIR, the net mean computer time 
amounts to about 0 . 055 minute for one record, 
corresponding with about 0.35 guilder for one 
patient examination. The short processing times 
have been realised by writing the programs on 
a disco The operation and processing times of 
the statistical programs will be treated in the 
next paragraph. 
3.4 Some output examples of the programs DATE, 
SEEK and ERROR hage been presented in the tables 
2, 3 and 4. The lay-out of the printer output is 
such, that a detailed explanation is superfluous. 
In explanation of table 2: Besides the list with 
personal codes delivered DATE produces a list 
with corresponding birth dates, which are present 
on the disco Moreover the initials, the sex code 
and the old examination numbers are printed. The 
size of the system - or the number of patients 
investigated - allows this simple discrimination 
Table 1: Computer time and memory space for 
the administrative programs. 
Program Core (K·bytes) Time (min) Number 01 records Time (min) a record 
DATE 116 0.80 40 0.020 
SEEK 117 0.80 40 0.020 
ERRDR 94 0.25 50 0.005 
LlSTTAPE 108 1.00 100 0.010 
REPAIR 160 2.00 5000 0.000 
Table 2: Output of program ·DATE: 
retrieval of old birth dates 
NR PATIENT NR PATIENT NR PATIENT 
7416 TM2 10930 7416 TM2 10930 8790 HSl 130864 
8787 FH2 40247 8748 TM2 8790 HSl 
8788 ABl 211222 7416 TM2 8801 RSl 
8789 MK2 280335 
8790 HSl 130864 8788 ABl 211222 8794 MT2 181205 
8791 FH2 250595 2362 JK2 8434 MT2 
8792 MGl 180947 8376 ABl 8794 MT2 
8793 MH2 10641 8788 ABl 
8794 MT2 181205 8601 RSl 130864 
8795 HHl 160109 8789 MK2 280335 8790 HSl 
8796 A02 80733 8468 MK2 8801 R.Sl 
8797 JB2 260845 8496 MK2 
8798 FH2 40719 8666 MK2 8802 WSl 290711 
8799 JSl 190652 8789 MK2 8532 WSl 
8600 RDl 190902 8802 WSl 
8801 RSl 130864 
8802 WSl 290711 TOTAL NUMBER OF CARDS 17 
Table 2: Output of program SEEK: retrieval 
of electrophoresis data after DATE 
NR PATIENT EXDATE E PRE ALB A-l A·2 8ET GAM TEW V Kl CODES PA"H 
8748 TM2 10920 
7416 "!M2 '0930 220170 , 240 028 043 067 622 126 , 0' 27 6" 5 5 
2362 JK2 211222 210465 , 605 035 045 075 253 079 '01 12 5555 
8376 AB' 211222 290970 , 380 062 108 
'4' 310 084 , 0' 24 537 5 
B7BB AB' 211222 
84SB MK2 280335 211070 , 586 074 074 '4B t17 061 , 0' 'B 5 .. 7 5 
8496 MK2 280335 281070 , 621 067 070 '37 105 057 , 0' 'B 557 5 
B66B MK;.; 280335 
.7B9 MK2 280335 
The columns after 59tH have not been repro-
duced. These Columns contain the immuno-
electrophoretic fractions C, H, M, C, T, A, 
C, B, T, A, M, G and furthermore information 
about paraproteins and other pathological 
fractions and finally the actual preceding 
examination number in columns 75-80 . 
Table 4 : Output of the pro gram ERROR 
NR ERROR 0106 09 1011 1213 1617 1819 2021 22 2628 2931 3234 3537 3840 2640 4143 7580 
0' 09 8301 5 12 09 10 09 70 , 710 37 55 59 139 1000 66 
05 0106 8005 , 25 08 11 09 70 1 631 56 99 104 110 1000 67 8398 
05 7580 8005 , 25 08 11 09 70 1 631 56 99 '04 110 1000 67 8398 
14 1011 83'4 2 32 10 '5 09 70 1 635 45 76 105 139 1000 69 
15 lfi17 8315 , 23 06 50 97 0' o 387 133 '96 '46 138 1000 54 8'58 
'5 1819 8315 , 23 06 50 97 0' o 387 133 '96 '46 138 1000 54 8'58 
'5 22 8315 , 23 06 50 97 01 o 387 133 '96 146 138 1000 54 8158 
'9 2640 8319 , '9 
" 
16 09 70 1 475 46 72 98 109 800 74 
24 4143 8324 , 06 12 17 09 70 1 512 64 '68 183 73 1000 173 
Number of cards 25. 
of patients with the same birth date, only on 
initials and sex. 
Table 3, produced by SEEK consists of the com-
plete results of old examinations, the numbers 
of which have been retrieved by the preceding 
program DATE, at least so far as the tape has 
been pos ted up. The examinations during the above 
mentioned gap between disc and tape have to be 
found by the technician. However. the program 
SEEK is not necessary strictly speaking, while 
old numbers mayaIso be found in the lab journal. 
In case of following up a patient SEEK however 
yields time gain and a conveniently arranged out-
put. 
Otherwise the lay-out of LISTTAPE, producing the 
cumulative laboratory journal equals the lay-out 
of SEEK. 
Finally table 4 presents an example of the out-
put of ERROR. As can be seen in the listing er-
rors may be found in the examination number 
(01-06) , sex (09), day and month in birthdate 
(10-15) and investigation date (16-21), further-
more in the electrophoretic method (22), the 
relative percentages of protein fractions (26-
40), total protein (41-43), and preceding exami-
nation number (76-80). The column numbers in the 
preceding text have been placed between brackets. 
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Date numbers for instance are checked by the con-
dition, that the day may not exceed 31 and the 
month 12 . For a complete description the reader 
is referred to the system manual (1) . 
3.5 The check on cOding, writing, calculating 
and punching errors is an important aspect of 
the system . Though some errors may be found by 
built-in condition steps, or even by special pro-
grams (as is the case with ERROR), it is unavoid-
able that some faults must be sought manually. 
Correction of errors takes place by the follow-
ing ways: errors in data set II directly with 
the input of new data with DATE; errors in data 
set I after ERROR and before LISTTAPE manually, 
and errors in data set I after SEEK, SCORES, 
REPAIR etc. also manually in the data set cards. 
Finally, data set II on disc is automatically 
corrected by REPAIR. 
Table 5: Some data concerning the main 
statistical programs 
Program Purpose Core (K-bytes) Time {mini 
CODES 
SCORES 
Frequency distribution clinical disorders 
Statistical tests and creation of new data set 
29 
42 
140 
96 
152 
0.9·1 .1 
3 .0 5.0 
0 .6 2.0 
2.0 2.6 
0.6·1.0 
SLIP x Mean values, deviations and slipage test 
EFREKWl x Straight runs and histograms 
PEARS x Pearson correlation coefficients 
x: Programs from the program library -
University Computing Cent re (ref 2,3,4) 
Table 6: Output of the program CODES 
NUMBER OF CODES PER EXAMINATION o 3 4 TOTAL 
6525 
4537 
ALL EXAMINATIONS 863 4529 928 182 23 
FIRST EXAMINATION ONL Y 697 3039 662 123 16 
CODE ABS.FIRST ABS.ALL REl.FIRST REL.ALL MEAN PER PATIENT 
01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
535 
59 
34 
29 
143 
71 
646 
65 
40 
39 
7 
39 
15 
4 
158 
112 
11.16 
1.23 
0.71 
0.60 
0.15 
0.15 
0.08 
0.04 
2.98 
1.48 
9.20 
0.93 
0.57 
0.56 
0.10 
0.56 
0.21 
0.06 
2.25 
1.59 
1.21 
1.10 
1.18 
1.34 
1.00 
5.57 
3.75 
2.00 
1.10 
1.58 
With the normal output 99 codes are listed 
Table 7: Output of the program SCORES 
BOOY FLUID 1 SERUM 
COOE(S) 51 chronic rheumatoid arthritis 
NUMBER = 12q 
NORMAL PATIENTS STATISTICAl TESTS 
VARIABLE ~EAN DEV N MEAN DEV N STUD D.f. WELCH D.F. 
10 /0 ALB 66 .5 4.5 105 53.9 10.2 120 11 .63 223 0.0000 12.17 168 
2°/0 AlFAl 4 .0 0.7 105 5.6 2.1 120 -7.33 223 0.0000 -7.75 144 
3% AlFA2 7.2 1.2 105 11.4 5.2 120 -8.20 223 0.0000 -8.71 135 
4% BETA 11.5 2.2 105 12.4 3 .2 120 -2.42 223 0.0156 -2.48 209 
5°10 GAMMA 10.9 2.5 lOS 16.7 6 .3 120 -8.95 223 0.0000 -9.40 158 
6 ALB 45.8 4.3 105 37.8 8.8 119 8.48 222 0.0000 8.81 177 
ALFA 1 2.7 0.4 lOS 3.8 1.2 119 -8.69 222 0,0000 -9.11 155 
ALFA2 5.0 0.9 105 7.7 2.7 119 10.11 222 0.0000 -10.62 149 
BETA 7.9 1.6 105 8.5 2.1 119 -2.49 222 0.0129 -2.53 217 
10 GAMMA 7.6 2.0 105 11.9 5.4 119 -7.80 222 0.0000 -8.18 152 
11 TOT PROT 69.0 5.2 tOS 69.8 9.1 119 -0.73 222 0.4657 -0.75 193 
110 EDV in Medizin und Biologie 4/1971 
4. Statistical programming 
4.1 Already in the introductory section it has 
been mentioned, that the actual purpose of this 
study was the planning for a statistically wor~­
able documentary system. One of the starting 
points of this study was the possibility of di-
verse statistical operations on the data sets. 
In the first instance the statistical questions 
are concerned with a analysis of special dis-
orders or clinical phenomena, individually, to-
gether or in a specific combination. The electro-
phoretic examinations e.g. could be selected on 
clinical code 44 (infection of bronchial tubes 
in children), on codes 27-28-29 (paraproteins 
without specification) or on a specific combina-
tion e.g. 01 + 49 (increased sedimentation rate 
+ fever). The standard statistical operations 
have been related to the variables age, paper 
electrophoretic fractions (relative and absolute), 
total protein, immunoelectrophoretic components 
and paraproteins. 
Other statistical problems e.g. the number of 
examinations per clinic, the age distribution of 
patients, the study of specific protein fractions, 
have been processed hitherto with standardized 
sort utilities or with incidentally written pro-
grams (see figure 1). These programs will not 
be treated with this study. 
4.2 In relation to the continuous availability 
of the data set on tape for statistical opera-
tions, it seemed useful to have the possibility 
of calculating the number of examinations per 
clinical code, both for the first specimen of a 
patient and for the total specimens, in order 
to check whether an adequate number may be pro-
cessed. The program CODES yields besides this 
information the mean number of examinations per 
patient for each clinical code . 
4.3 The main statistical program SCORES uses 
the data set on magnetic tape; SCORES calculates 
the mean values and standard deviations of rela-
tive and absolute protein values and performs 
two statistical tests (Student and Welch, against 
normal values). 
Finally SCORES prepares a new data set, on which 
several standard statistical programs from the 
University Computing Centre may be applicated in 
arbitrary sequence. The preparation of a new 
temporary data set on disc by SCORES gives the 
system a large flexibility . Some data concerning 
the hitherto used statistical programs ha~e been 
listed in table 5. A detailed description of 
these programs and an explanation on its opera-
tion may be found in the manuals, published as 
internal reports (1, 2, 3, 4 and 5). The pro-
grams have been written in the Fortran IV -
H-Ievel - language, and have been processed with 
the IBM 3bO/5o operation system. 
4.4 Output examples of the programs CODES and 
SCORES have been listed in tables 6 and 7. The 
contents and the effect of these tables will not 
be treated with this publication, nor will be 
the case with the standard statistical programs. 
The use of these programs has been explained in 
the manuals (1 - 5). 
However the results of the statistical studies 
as a function of different clinical disorders 
will be published elsewhere, in relation to the 
clinical aspects of the examinations. 
5. Discussion 
For clinical science - in a broad sense - the 
proposition holds as weIl that research without 
electronic data processing has become unthink-
able (Bock, 6). During the sixties the computer 
has been gradually introduced in many areas of 
medical research and investigations, e.g. clini-
cal laboratory, physical diagnostics, coding of 
pharmaceuticals or diagnostic terms, intensive 
care unit and patient administration. The com-
puter will become an essential tool in medicine 
(Ehlers e. a. (7». Probably the present develop-
ment will lead to integrated data processing 
systems in hospitals (or group of hospitals), 
as has been planned in Uppsala (8) and in Tübin-
gen (7). Prior experience however has to be 
gained by planning small pilot projects yield-
ing at the same time insight into the scientific 
possibilities of electronic data processing in 
clinics. Though the first aim of our stUdy was 
the statistical processing of electrophoresis 
data, this work also has confirmed the view-
points of Whitehead (9), namely the reduction of 
manual administrative activities, the improve-
ment of laboratory function, the effective con-
trol of errors and the ga in of computer experi-
ence. The system described was planned during 
1966, though earlier examinations from midway 
1964 have also been inserted in the data set. 
At first the problems had an administrative 
character, especially in order to obtain an error 
free data set. After the completion of the ad-
ministrative programs and the adaptation of the 
system resulting in two separate data sets I and 
11 (figure 1), the statistical part of the system 
was planned during 1969. In the beginning only 
standard sort utilities and special programs have 
been used; in a later phase (1970) the conclusion 
was drawn that one standard statistical procedure 
had to be set up with a built-in flexibility. 
This flexibility has been realized by the actual 
coupling of one or more known statistical pro-
grams to the first program. 
For the sake of completeness it must be mentioned, 
that till up now about 7000 electrophoretic serum 
examinations have been processed in the system. 
Each month about 150 examinations are added to 
the data sets. In the near future also the prote-
in patterns of cerebrospinal fluids will be han-
dled on the sam~ way. 
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Eine neue Methode zur schnellen Berechnung von Polynom-Regressionen 
Von M.Hühn 
Zusammenfassung 
Zur Berechnung Von Polynom-Regressionen nach der Methode der kleinsten Quadrate wird ein neues Rechen-
verfahren beschrieben (und die zu seiner Anwendung notwendigen Formeln werden angegeben). das im Ver-
gleich zu dem meist Ublichen Ansatz der Verwendung von Orthogonalpolynomen etliche rechentechnische 
Vorteile bringt. Man kann auf diese Weise sowohl die Gleichung der angepaßten Kurve (d.h. die Regres-
sionskoeffizienten) als auch die Residualvarianz sehr leicht und schnell mit jeder gewUnschten nume-
rischen Genauigkeit und mit minimalem Rechenaufwand bestimmen. Die abgeleiteten Formeln erlauben ein 
Anpassen von 1) Polynomen in einer Variablen bis einschließlich zum Grad 4 und 2) allgemeinen Polyno-
men zweiten Grades (mit Interaktionsterm) in zwei Variablen - beides fUr eine beliebige Anzahl m von 
gleichweit voneinander entfernten Beobachtungspunkten xi' i = 1.2 ••.•• m. wobei die xi entweder die 
e rsten m natUr lichen Zahlen sind oder sie aber (durch Transformation oder passende Wahl der Abszissen-
e i nheit) auf diese zurUckgefUhrt werden kßnnen; die angewandte Methode gilt jedoch vßllig allgemein 
'-'-i ch fUr Polynome beliebigen Grades mit beliebig vielen Variablen. 
Nach Anwendung der Methode der kleinsten Quadrate erh~lt man als Elemente der Koeffizienten-Matrix 
der Normalgleichungen die verschiedenen Potenzsummen der natUr lichen Zahlen. die man (mit Hilfe der 
Be r noulli'schen Zahlen) explizit darstellen kann. Die theoretische Berechnung der Inversen dieser 
Koeffizientenmatrix fUhrt schließlich zu derart Uberraschend einfachen Formel-AusdrUcken fUr die ein-
zelnen Elemente der inversen Matrix. daß man diese (fUr irgendein bestimmtes festes m) "fast im Kopf" 
numerisch berechnen kann. Mit Kenntnis dieser Inversen ist aber das ganze Regressionsproblem gelßst. 
FUr die rechnerische Praxis - sowohl beim Rechnen mit gewßhnlich~n oder programmierbaren Tischrechen-
maschinen als auch bei der Programmierung grßßerer EDV-Anlagen - durfte die vorgeschlagene neue Metho-
de aus verschiedenen GrUnden besonders geeignet sein: 1) Dieses Verfahren ist ~ußerst leicht zu pro-
grammieren. 2) Man benßtigt hierbei keinerlei Tabellen - im Gegensatz zu dem bisher meist angewendeten 
Verfahren aber die FISHER'schen Orthogonalpolynome. wo ja umfangreiche Tabellen erforderlich sind . 
3) Da zur Lßsung der Normalgleichungen kein Eliminationsverfahren angewendet wird. treten bei den 
numerischen Berechnungen keine Rundungsfehler auf und alle damit zusammenh~ngenden Probleme entfallen . 
Der gesamte Arbeitsaufwand ist hierbei in fast allen F~llen bedeutend geringer als bei der Orthogonal-
polynommethode. Daher wird dieses vorgeschlagene Verfahren - besonders wenn (neben der Resiualvarianz) 
auch nach de r Gleichung der angepaßten Kurve gefragt ist - als eine attraktive Alternative zur Anwen-
dung von Orthogonalpolynomen angesehen . 
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Summary 
A neW method for a rapid ca~cu~ation of po~ynomia~ regressions. 
A new method is described and formu~ae are provided (whiah are neaessary in app~iaating this teah-
nique) for the fitting of po~ynomia~s by ~east squares; this method has some great aomputationa~ 
advantages aompared to the most frequent~y used methods based on the princip~es of orthogona~ 
po~ynomia~s. 
Using this method it is possib~e to compute th~ ~quation of the fitted curve (~.g. the r~gression 
aoeffiaients) as we~~ as the residua~ sum of squares very easi~y and quiak~y with any wanted numerica~ 
aomputationa~ aaauracy and with th~ minimum of ~abour and time-consuming computations. The given for-
mu~ae provide for the fitting of 1) po~ynomia~s with one variab~e up to and ina~uding the 4th degree 
and of 2) genera~ po~ynomia~s of seaond degree (with interaation term) with two variab~es - both for 
any number m of equa~~y spaaed absaissae-points xi' i = 1,2, •.. ,m, where in many aases the xi are the 
first m natura~ numbers; otherwise it is often possib~e to reduae the xi to the first m natura~ num-
bers by transformations 01' by a suitab~e ahoiae of the abscissae unit. But the method used is quite 
genera~ for po~ynomia~s of any degree and any number of variab~es. App~ying the prinaip~~ of ~east 
squares we obtain a set of norma~ equations wher~ the different sums of powers of the first m natura~ 
numbers are the e~ements of the matrix Q of aoeffiaients. Using Bernou~~i numbers these sums of powers 
aan be exp~icitly represented as functions of m. The theoretiaa~ derivation of the inverse Q-1 of the 
matrix of aoeffiaients fina~~y resu~ts in formu~ae for the different e~ements of Q-1, whiah are un-
expeatedly simp~e to suah a degree, that it is possib~e to compute these elements (for any m) a~most 
by mental arithmetic. Obtaining this matrix-inverse the regression-problem is solved. 
For praatiaal numeriaal ana~ysis - computing usua~ 01' programmable desk ca~culating maahines as we~~ 
as programming large e~eatronic aomputers - the proposed new method is of partiaular importance be-
aause of the following reasons: 1) Programming this computing teahnique is extreme~y simp~e. 
2) No tables are neaessary - in aontrary to the most frequently used methods based on FISHER's ortho-
gonal polynomials, where very extensive tab~es are needed. 3) So~ving the norma~ equations no eLimi-
nation teahnique is necessary and therefore no rounding-errors arise during the numeriaal aomputations 
- avoiding all aomputationa~ difficulties in connection with these rounding-effeats. In most aases the 
aomputationaL expenditure of this method is extreme~y sma~rer than using orthogonaL polynomials. There-
fore, it is aonsidered that, partiauLarly when the equation of the fitted aurve is desired (additionaL 
to the residuaL sum of squares) the present method provides an attraative aLternative ~o the use of 
orthogona~ polynomials. 
1. Einleitung 
Polynomkurven finden in den verschiedensten bio-
logischen Bereichen - wie Wachstumsuntersuchungen, 
Ertragsfragen, Düngungsversuche usw. - eine sehr 
häufige Anwendung. Das Kurvenanpassen nach der 
Methode der kleinsten Quadrate erfolgt entweder 
über die FISHER'schen Orthogonalpolynome (FISHER 
1958, SNEDECOR 1956) oder nach einem der zahl-
reichen anderen Verfahren. Dieses Orthogonal-
polynomverfahren hat jedoch einige wesentliche 
Vorteile: 1) Es führt direkt zur Residualvarianz. 
2) Es existieren Tabellen (FISHER und YATES 1963) 
für Kombinationen von verschiedenen Polynomgraden 
und verschiedenen Anzahlen von Abszissenpunkten, 
die das Anpassen der Kurve schnell und mit rela-
tiv wenig Arbeitsaufwand ermöglichen. 3) Die 
Polynome höheren Grades können schrittweise aus 
denen niedrigeren Grades erhalten werden. - Gera-
de diese letzte Eigenschaft ist wohl der größte 
Vorteil des Verfahrens mit Hilfe der Orthogonal-
polynome. Bei Ableitung der Gleichung der ange-
paßten Kurve sind aber auch hier weitere Berech-
nungen notwendig, denn: 
Schreibt man das anzupassende Polynom 
2 t Y = bo + b1x + b2X + ••• + btX (1) 
in der Form 
(2) 
(mit ~i = Orthogonalpolynom i-ten Grades (in x) 
und ~i = Ai~i)' so sind die ~i und Ai aus (2) 
für verschiedene Polynomgrade und verschiedene 
Anzahlen von Abszissenpunkten tabelliert (FISHER 
und YATES 1963), und zur Berechnung der Koeffi-
zienten B! nach 
1 
B! = 1 
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hat man also die einzelnen Beobachtungswerte y 
mit den entsprechenden Tabellenwerten der ver-
schiedenen ~i zu multiplizier en usw. Will man 
nun die Polynomgleichung (2) in Ausdrücken von x 
darstellen, so braucht man die entsprechenden Um-
rechnungs forme In und muß etwas mühsam von den ~ 
auf die ursprünglichen x zurückrechnen - im Gegen-
satz zu der in dieser Arbeit vorgeschlagenen Me -
thode , die (bei geringerem Arbeitsaufwand) direkt 
zur gesuchten Regressionskurve führt . 
Bei Nichtanwendung der Orthogonalmethode kommt 
man mit gleichem Aufwand - wenn auch nach länge-
ren Rechnungen - sowohl zur Kurvengleichung als 
auch zur Residualvarianz . Bei Polynomen höheren 
als 2 . Grades und einer größeren Anzahl von Beob-
achtungspunkten wird hierbei jedoch der Rechen-
aufwand und die Zahl der während des Anpassungs-
prozesses manipulierten Zahlen und Rechenschrit -
te doch sehr schnell sehr beträchtlich . Auch 
können unvermeidbare Rundungsfehler die Rechen-
genauigkeit sehr stark beeinträchtigen . 
In der vorliegenden Arbeit wird eine alternative 
Methode zu diesem Orthogonalpolynomverfahren vor-
geschlagen, die diese Nachteile sämtlich vermei-
det und die rechentechnisch sogar noch günstiger 
als das Orthogonalpolynomverfahren ist . Diese 
Methode, d . h . die Formeln zur Berechnung polyno-
mialer Regressionen (in dieser Arbeit werden die 
expliziten Ausdrücke für Polynome einer Variablen 
bis einschließlich 4. Grades und für allgemeine 
Polynome zweier Variabler 2. Grades angegeben) 
gilt für eine oeliebige Anzahl gleichweit von-
einander entfernter Beobachtungspunkte; sie ermög-
licht die Berechnung der Gleichung der angepaßten 
Kurve, d . h . der Regressionskoeffizienten , und der 
Residualvarianz sehr leicht und schnell mit je-
der gewünschten numerischen Genauigkeit und mit 
minimalem Arbeits- und Zeitaufwand . Man vermei-
det hierbei die rechentechnischen Schwierigkeiten 
bei der Lösung der Normalgleichungen, da das gan-
ze Eliminations- und Lösungsverfahren entfällt . 
Diese vorgeschlagene Methode zur Berechnung von 
Polynom-Regressionen ist die theoretische For-
mulierung, Verbesserung und Verallgemeinerung 
eines von CAUSTON (1968) für Spezialfälle rein 
numerisch behandelten Problems. 
2. Bezeichnungen, theoretische Uberlegungen 
und Ergebnisse 
In dieser Arbeit soll auf Fragen, wie der Grad 
eines an eine bestimmte Menge von Daten anzupas-
senden Polynoms bestimmt werden kann, nicht 
näher eingegangen werden . 
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Wir bet r achten zunächst den Fall , daß ein Poly-
nom einer Variablen vom Grad t der Form 
(I) 
den mr "Beobachtungspunkten" (xi' Yik) ' 
i = 1,2 , ..• ,m k = 1 , 2 , ••• , r angepaßt werden 
soll . 
Danach wird als zweiter Fall behandelt , daß ein 
Polynom zweier Variabler 2 . Grades der Form 
(II) 
den mnr "Beobachtungspunkten" (x. , z. , y"k) ' 
~ J ~J 
i = 1,2 , ... , m; j = 1 , 2 , ... ,n k = 1,2 , ... , r 
angepaßt werden soll. 
Weiter nehmen wir an, daß die Varianz von y in 
dem benutzten x-bzw. xz-Bereich konstant ist . 
Ist die Anzahl r der y - Werte , die zum selben 
x-Wert bzw . (x,z)-Wert gehören , nicht konstant, 
sondern für die verschiedenen Xi bzw. (xi' Zj) 
verschieden, d . h. r = r. bzw. r = r . . , so sind 
~ ~J 
in diesem Fall die folgenden Uberlegungen und 
Ableitungen und damit die vorgeschlagene Methode 
zwar auch durchführbar, doch ist das vereinfach-
te Rechnen mit den expliziten Formeln für die 
Potenzsummen r x~ nicht mehr möglich wie im 
i=l ~ 
Fall mit konstantem r, und es ergeben sich hier-
bei schließlich auch nicht so einfache Rechen-
ausdrücke wie im Fall r = const. Dieser Fall un-
gleichen Gewichts der y's soll daher mit anderen 
Methoden gesondert in einer zweiten Arbeit behan-
delt werden. 
1. 
Modell : Yik 
i 1,2, ... , m k = 1 , 2, ... ,r 
Nach Anwendung der Methode der kleinsten Quadrate 
erhält man die folgenden Normalgleichungen: 
m 
m L x. 
i =l 1. 
m t L x . 
i= l 1. 
m 
L 
i=l 
m 
L 
i =l 
m 
x. L , 
i =l 
2 m x . L , 
i=l 
2 m t ~o x . .. . L x. , i =l , 
3 m t +1 x . ... L x . b 1 , i =l , 
oder in Matrizenschreibweise : 
QB = W 
m L y. 
i =l 1. 
m L x .y. 
i =l 1. 1. ( 4 ) 
m t L x . y. 
i =l 1. 1. 
(5) 
r 
Dabei ist gesetzt: L y · k/r 
k=l 1 
-Y i' und es ist 
Q = (qVll) ' v = 1,2, ... ,t+l; 
m v + -2 1,2, . . . ,t+l mit q = L x. II 
Vll i=l 1 II 
Die gesuchten partiellen Regressionskoeffizien-
ten b i erhält man nach (6) 
durch Multiplikation der Inversen Q- l der (qua-
dratischen) Koeffizientenmatrix Q auf der linken 
Seite mit dem Spaltenvektor W auf der rechten 
Seite . Bezeichnet man die Elemente der Koeffi-
-1 
zientenmatrix-Inversen mit AVll ' also Q = (AVll ) 
mit v = 1,2, •• . ,t+l; II = 1,2, . • • ,t+l, so erhält 
man aus (6) als explizite Berechnungsformeln für 
die gesuchten Regressionskoeffizienten b i : 
m m m t 
b All I y. + A12 I x . y. + ... + A1 ,t+l I x . y. 0 i=l ~ i=l 1. l. i=l 1. 1. 
m m m t 
b 1 A21 I y. + A22 I XiY i + ... + A2 ,t+1 I x. y. i=l 1. i=l i=l 1. 1. (7) 
m m 
b = A • I y.+A . 2' I x.y. + ... +A t +1, t+1 t t+ l ,l i =l 1. t+l, i=l 1. 1. 
m t I x . y. 
i=l 1. 1. 
Zur Berechnung der Regressionskoeffizienten nach 
(7) hat man also "nur noch" die A-Werte zu be-
stimmen . 
Die Elemente der Koeffizientenmatrix Q sind die 
verschiedenen Potenzsummen der xi' i = l,2, ... m. 
In dem in der Praxis sehr häufig vorkommenden 
weiten Anwendungsbereich gleichweit voneinander 
entfernter Beobachtungspunkte sind in sehr vielen 
Fällen diese xi' i = 1,2, ... ,m die ersten m natür-
lichen Zahlen, oder aber man kann die xi durch 
Transformation oder passende Wahl der Abszis-
seneinheit auf die ersten m natürlichen Zahlen 
zurückführen. Dann sind die Elemente der Koeffi-
zientenmatrix Q die verschiedenen Potenzsummen 
der ersten m natürlichen Zahlen - und für jedes 
Paar (t,m) von Polynomgrad t und Anzahl m von 
Abszissenpunkten ist Q-l dann eine Konstante, 
ganz gleich, welche Werte die speziell vorliegen-
den Versuchsdaten der Yik auch annehmen; für die-
se (t,m)-Werte sind die Q und Q-l dann eindeutig 
bestimmt . 
Wenn Tabellen für diese Matrizen Q-l vorhanden 
wären, brauchte man aus den Versuchsdaten ledig-
lich die Elemente des Spaltenvektors W zu berech-
nen , und man erhielte die gesuchten Regressions -
koeffizienten bi und damit die Gleichung der an-
gepaßten Kurve durch Matrixmultiplikation der 
aus der Tabelle abzulesenden Matrix Q- l mit W. 
Diese letzte Operation ist jedoch sehr einfach 
dur chzuführ en , da W ja nur ein Spaltenvektor ist 
(Siehe : Explizite Rechenformeln f ür die b i in 
(7» . Besonders für das Rechnen auf Tischrechen-
maschinen wäre dieses kurz beschriebene Verfahren 
eine sehr vereinfachte und wenig arbeitsaufwen-
dige Methode zur Berechnung von POlynom-Regres -
sionen . 
Eine übliche MettJode zur Inversion von Q ist die 
Division der adjungierten Matrix QA durch die 
Determinante IQI von Q. Die Elemente der inversen 
Matrix sind in der Regel 
zeigt sich, daß das Auf-
merischen Berechnung der 
nicht ganzzahlig , und es 
und Abrunden bei der nu-
-1 Elemente von Q 'schließ-
lieh zu großen Fehlern in den gesuchten Werten 
der Regressionskoeffizienten bi und der Residual-
varianz führen kann; denn um jedes Element von 
Q-l aus der adjungierten Matrix von Q zu erhal-
ten, ist eine Division durch IQI notwendig . Zur 
Berechnung eines jeden b i werden t+l Elemente von 
Q-l benutzt, deren jedes durch eine Division 
durch IQI gebildet wurde; d . h. es entsteht ein 
t+l-facher Fehler bei der numerischen Berechnung 
eines jeden bi o 
Analoge überlegungen gelten für die Berechnung 
der Residualvarianz : Aus der üblichen Formel für 
die Restsumme der Abweichungsquadrate 
m m rn t 
( b 0 I y. + b 1 I x . y. + ... + b t LX. y . ) i=l 1. i=l 1. 1. i=l 1. 1. (8) - r 
folgt, daß bei dieser Berechnung (t+l)2 Divisio-
nen durch IQI notwendig sind (Diese Restsumme der 
Abweichungsquadrate (8) setzt sich zusammen aus 
der Summe der Abweichungsquadrate für "lack of 
fit" und der Summe der Abweichungsquadrate zwi-
schen den y's gleicher x's) . 
Um eine nur einigermaßen brauchbare Genauigkeit 
für die gesuchten Werte der bi und der Residual-
varianz zu erreichen, müßte man die Elemente von 
Q-l mit einer ungeheuer großen Zahl von Dezimal-
stellen berechnen . Aufgrund dieser überlegungen 
ist es günstiger, bei allen Berechnungen nur die 
adjungierte Matrix zu benutzen und die Division 
durch die Determinante IQI erst am Ende vorzu-
nehmen, denn es gilt ja : 
(9) 
Bezeichnet man mit bAo ' bA1 , •• • , bAt die aUf!in-
anderfolgenden Elemente des Spaltenvektors Q W, 
dann ist bo = bAo/1QI , b1 = bAl/lQI , ••. , bt = 
bAt/lQI und die Regressionskoeffizienten bi sind 
genau auf die Stellenzahl exakt, für die sie be-
rechnet wurden . - Für die Restsumme der Abwei-
chungsquadrate (8) gilt dann die Rechenfor mel : 
m r 2 
I I Y' k - r i=l k=l l. (10 ) 
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Dieses soeben kurz skizzierte Verfahren der 
Berechnung von Polynom- Regressionen über die ad-
jungierte Matrix wurde 1968 von CAUSTON vorge -
schlagen , und er gibt in dieser Arbeit für t = 
2,3 , 4 und für höchstens zwölf gleichweit vonein-
ander entfernte Beobachtungspunkte (m ~ 12) die 
numerischen Werte der Elemente der adjungierten 
Matrix QA und die numerischen Werte der Deter-
minante IQI in tabellarischer Form an . 
Mit Hilfe dieser Tabellen der numerischen Werte 
von QA und IQI ist das Regressionsproblem nun 
aber relativ schnell gelöst : Man hat die Elemente 
von Waus den Ausgangsdaten zu berechnen , liest 
dann die Elemente von QA aus der Tabelle ab , mul -
tipliziert QA mit W - was sehr einfach ist , da 
W ja nur ein Spaltenvektor ist - und dividiert 
dann jedes Element durch die ebenfalls aus der 
Tabelle abgelesene Determinante IQI . Auch die 
Restsumme der Abweichungsquadrate läßt sich nach 
(10) sehr schnell berechnen, da man - bis auf die 
m r 2 
Summe i~l k~lYik - alle benötigten Größen von der 
b-Berechnung her schon vorliegen hat . 
Dieses Verfahren von CAUSTON hat jedoch verschie-
dene große Nachteile : 
1) Zunächst ist die Beschränkung auf höchstens 
zwölf Abszissenpunkte für viele Fälle der prak-
tischen Anwendung nicht ausreichend. Man könnte 
natürlich die CAUSTON-Tabellen für höhere m be-
rechnen und vervollständigen, doch bleibt das 
Ganze ein rein numerisches Verfahren mit einem 
beschränkten Anwendungsbereich. Es ist eben keine 
allgemeine Lösung des Problems. 
2) Nach CAUSTON's eigener Meinung besteht jedoch 
der Hauptnachteil der Methode darin, daß man es 
bei den numerischen Berechnungen mit sehr großen 
Zahlen zu tun hat . So sind z.B . für t = 4 und 
m = 12 die numerischen Werte der DeterminantelQI 
und auch die meisten Elemente der adjungierten 
Matrix Zahlen mit mehr als 15 Ziffern. Bei der 
Ausführung aller Rechnungen auf einer Tischre-
chenmaschine kommt es daher häufig vor , daß sol,-
che großen Zahlen und die mit ihnen zu bildenden 
m 
'\ v-Produkte bAv i~lxi Yi' die zur Berechnung der 
Restsumme der Abweichungsquadrate nach Gleichung 
(10) benötigt werden, nicht mehr in die Rechen-
maschine hineinpassen; man muß dann "splitten" 
und die Ergebnisse addieren . Die~Schlußdivision 
durch eine sehr große Determinante könnte ja dann 
per Hand erfolgen, schlägt CAUSTON für diese Fäl-
le vor ! 
Die Notwendigkeit solch unbequemer Manipulationen 
macht CAUSTON's Methode doch sehr unbefriedigend, 
da das praktische Rechnen bei der numerischen 
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Analyse von Polynom-Regressionen durch diese sehr 
großen Zahlen und das notwendige "Splitten" doch 
sehr erschwert wird . 
3) Ein dritter Nachteil ist, daß in verschiede-
nen Fällen (z . B. m = 6 und m = 12) kleine rechen-
technische Schwierigkeiten auftreten, die durch 
weitere Umformungen und rechnerische Kniffe aus 
dem Weg geräumt werden müssen. - Auch diese Son-
derfälle stören die Allgemeinheit des Verfahrens 
und erschweren die praktische Rechnung . 
Alle diese Schwierigkeiten und Einschränkungen 
entfallen bei einer theoretischen Behandlung 
dieses Verfahrens , d . h . bei einer allgemeinen 
theoretischen Berechnung der einzelnen Elemente 
der Inversen Q- l der Koeffizientenmatrix Q der 
Normalgleichungen (4) . Dies ist in voller Allge-
meinheit ohne jede Einschränkung möglich . Nach 
Division der theoretisch berechneten adjungierten 
Matrix durch die theoretisch berechnete Determi-
nante IQI ergeben sich derart überraschend ein-
fache Formelausdrücke für die Elemente von Q-l , 
daß man diese Elemente der Inversen der Koeffi-
zientenmatrix - für ein bestimmtes beliebiges 
m - "fast im Kopf" berechnen kann . 
Auf diese Art und Weise ist es möglich, die Glei-
chung der angepaßten Kurve - d.h . die Regres~ 
sionskoeffizienten - und die Residualvarianz sehr 
leicht und schoell mit einer beliebigen gewünsch-
ten numerischen Rechengenauigkeit und mit mini-
malem Arbeits- und Zeitaufwand zu berechnen. Die 
theoretisch abgeleiteten Formeln für die Elemen-
te von Q-l gelten ganz allgemein für eine belie-
bige Anzahl von Abszissenpunkten. Weiterhin hat 
man es nicht mit so großen Zahlen und ihren Re-
chenschwierigkeiten zu tun - wie etwa bei CAU-
STON - und auch die rechen technischen Umformungen 
und Tricks für die Behandlung der Sonderfälle 
sind überflüssig. 
Die theoretische Berechnung der Elemente von 
Q-l geschieht folgendermaßen: Die Elemente von 
Q sind die verschiedenen Potenzsummen der xi' 
i = 1,2, . . . , m. Sind diese xi die ersten m natür-
lichen Zahlen, so gibt es für diese Potenzsummen 
explizite Darstellungen als Funktionen von m: 
(11) 
Dabei sind die Bi die Bernoulli'schen Zahlen; 
die ersten haben folgende numerische Werte ,: 
B1 = 
1 B2 = 
1 B3 = 
1 0; 30 ; 'lf2; 
B4 = 1 B5 5. B6 691 30; = 00' = 2730 usw . 
Diese Potenzsummenausdrücke (11) kann man -
zumindest für kleinere Exponenten h - meist 
zusammenfassen und als Produkte einfacher Fak-
toren darstellenj z.B.: 
m 
L x = 
x=l ' 
m 2 L x 
x=l 
I x3 
x=l 
m 4 L x 
x=l 
= 
= 
= 
m(m+l) 
2 
m(m+l)(2m+l) 
6 
m2 (m+l)2 
4 
m(m+l)(2m+l) (3m2+3m-l) 
30 
= m2 (m+l)2(2m2+2m-l) 
12 
usw. 
Die Elemente der Koeffizientenmatrix Q der Nor-
malgleichungen (4) sind also diese Produktdar-
stellungen der Potenzsummen, die für höhere Ex-
ponenten der xi jedoch schnell komplizierter und 
unhandlicher werden. Gegenüber der Summendar-
steIlung (11) vereinfachen diese Produktdarstel-
lungen zwar die arithmetischen Rechnungen bei 
der Ableitung der Formeln für die Elemente von 
Q-l, doch sind diese Berechnungen trotzdem 
äußerst aufwendig und mühsam durchzuführen, da 
die Q-Matrizen für solch eine theoretische Inver-
sion schon relativ groß sind (z.B. für t = 4 ist 
Q eine 5 x 5 Matrix). Umso überraschender und 
natürlich erfreulicher ist es dann aber, daß 
sich schließlich so äußerst einfache Formeln für 
die Elemente der Inversen Q-l der Koeffizienten-
matrix Q ergeben. 
Ergebnisse 
Für das Modell 
mit i = 1,2, .. . ,m und k = 1,2, ... ,r lauten die 
Normalgleichungen und ihre Lösung : 
QB = W bzw. B = Q-1W 
mit Q = (qvll)' v = 1,2, • . • ,t+lj II = 1,2, • • • ,t+l 
m 
und qv" = L x. V+1l- 2 . Für die Elemente AVll der 
... i=l 1 
Inversen Q-l der Koeffizientenmatrix - also 
-1 . Q = (A Vll ) für v = 1,2, .•• ,t+lj II = 1,2, . . . ,t+l 
- gelten dann die folgenden Formeln : (Die Deter-
minante IQI der Koeffizientenmatrix Q wird zwar 
bei den Regressionsberechnungen nach (7) und (8) 
nicht gebraucht, sie ist jedoch der Vollständig-
keit wegen im Folgenden stets mit angegeben) . 
All = 2 2m+l m(m-l) 
= \ ----.,;=.6-::-.-
""21 = - m(m-l) 
12 
2 m(m -1) 
t = 2: 
All = 3 3m(m+l)+2 m(m-l)(m-2) 
t 3: 
2m+l 
m(m-l)(m-2) 
30 
A31 = m(m-l)(m-2) 
8 
(2m+l)(8m+ll) 
m(m2-1)(m2-4) 
180 
m(m-l)(m2-4) 
180 
(2m+l) w(m+l)+3] 
m(m-l) (m-2) (m-3) 
6m(m+l)+5 
m(m-l)(m-2)(m-3) 
2m+l 
m(m-l)(m-2)(m-3) 
140 
- m(m-l)(m-2)(m-3) 
3(m+l)2(m+2)(2m+l)+(3m+5) 
m(m2- 1)(m2-4)(m2-9) 
A32 = - 300 
(3m+2) (3m+5) 
3m(2m+5)+11 
m(m2-1)(m2-4) (m2-9) 
= 360 (2m+l)(9m+13) 
4200 
2 2 
m(m-l)(m -4)(m -9) 
2800 
m(m2_1)(m2_4)(m2_9) 
m4(m2_1)3(m2_4)2(m2_9) 
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t 4 : 
mCm-l)Cm-2)Cm-3)Cm-4) 
(2m+l) [3m(m+l)+10] 
m(m-l)Cm-2)(m-3)(m-4) 
= 1050 • [m(m+l)+11Lm(m+l)-12] 
m(m-l)(m-2)(m-3)2(m2-16) 
= -700 
= 630 
(2m+l) Lm(m+l)-12] 
m(m-l)(m-2)(m-3)2(m2-16) 
m(m+l)-12 
m(m-l)(m-2)(m-3)2(m2-16) 
genauigkeit, da man ja die A-Elemente ohne jeden 
Aufwand beliebig genau berechnen kann. 2) Es tre-
ten keine Rundungsfehler und die damit zusammen-
hängenden Schwierigkeiten auf, da zur Lösung der 
NormalgleiChungen jedes Eliminationsverfahren 
entfällt. 3) Das Verfahren gilt für eine belie-
bige Zahl von Abszissenpunkten. 4) Man benötigt 
keinerlei Tabellen. Für die rechnerische Praxis 
hat dies den Vorteil, daß man die~e vorgeschla-
gene Methode zur Berechnung von POlynom-Regres-
sionen sehr leicht auf einer programmierbaren 
Tischrechenmaschine und selbstverständlich erst 
recht auf größeren EDV-Anlagen programmieren kann. 
= 100 . (2m+l) ß(m+3)2(8m3+11m2+38m-30)+(518m+1358D 
m(m2-1) (m2_4) (m2-9) (m2-16) 
A23 = A32 = -525 
(6m2+16m+ll)2+(20m+79) 
m(m-l)(m2-4)(m2-9)(m2-16) 
A25 = A52 = -6300 m(2m+7)+10 222 
m(m-l)(m -4)(m -9)(m -16) 
A33 = 8820 
(m2+3m+2) (9m2+13m+8)+5 
m(m2-1)(m2-4)(m2-9)(m2-16) 
A24 A42 280 
(2m+l)[3(m+2)2(16m+13)+(79m+118~ 
222 2 
m(m -l)(m -4)(m -9)(m -16) 
A34 = A43 = -29400 
(m+l)(4m+5) 
222 
m(m-l)(m -4)(m -9)(m -16) 
A35 A53 = 6300 
3m(3m+7) +17 
2 2 2 2 
m(m -l)(m -4)(m -9)(m -16) 
A44 2800 (2m+l) (32m+47) 
m(m2-1)(m2-4)(m2-9)(m2-16) 
A45 A54 
88200 
2 2 2 
m(m-1)(m -4)(m -9)(m -16) 
A55 = 
44100 
222 2 
m(m -l)(m -4)(m -9)(m -16) 
5 2 4 2 3 2 2 2 
IQI = m (m -1) (m -4) (m -9) (m -16) 
210 35 55 73 
Mit Hilfe dieser A-Formeln für die Elemente der 
Inversen Q-1 der Koeffizientenmatrix Q der Nor-
malgleichungen verläuft die Berechnung von Poly-
nom-Regressionen also in folgenden Schritten: 
Für das bestimmte vorliegende m berechnet man 
zunächst die A'S, dann mit den Versuchsdaten die 
Elemente des Spaltenvektors W, und durch Multi-
plikation von Q-1 = (A ) mit W (nach (7» erhält 
v~ 
man dann alle b's und über (8) auch leicht die 
Residualvarianz. 
Dieses Verfahren hat eine Reihe auf der Hand 
liegender Vorteile: 1) Es ist äußerst einfach 
und schnell auszuführen mit beliebiger Rechen-
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Man programmiert lediglich die allgemeinen A-
Formeln,(7) und (8) und braucht sich nicht mit 
den umfangreichen Tabellen für die Orthogonal-
polynome herumzuschlagen. 5) Im Vergleich zu den 
anderen Verfahren ist der Arbeits- und Zeitauf-
wand für die gesamte Regressionsberechnung mini-
mal. - Dies zeigten Vergleichsrechnungen an vie-
len numerischen Beispielen, die einmal nach dem 
Orthogonalpolynomverfahren und dann nach dem hier 
beschriebenen Verfahren verrechnet wurden. Das 
hier vorgeschlagene Rechenverfahren über die 
theoretischen Formeln der Elemente der Inversen 
der Koeffizientenmatrix erwies sich in fast allen 
Fällen als günstiger, d.h. als weniger arbeits-
aufwendig und schneller durchzuführen als über 
die Orthogonalpolynome. Dies gilt besonders dann, 
wenn auch die Gleichung der angepaßten Kurve ge-
sucht ist, weil man dann ja bei Benutzung der 
Orthogonalpolynome von den ~ auf die ursprüng-
lichen x etwas mühsam zurückrechnen muß, während 
man bei dem hier beschriebenen Verfahren sofort 
zu der gesuchten Regressionskurve (in x) kommt. 
Eine weitere Vereinfachung der A-Formeln - und 
damit auch eine weitere Vereinfachung des prak-
tischen Rechenganges und der Programmierung der 
dargestellten Rechenmethode - erreicht man durch 
Ausklammern gemeinsamer Faktoren aus den vor-
stehenden A-Ausdrücken. 
Für jedes t, t = 1,2,3,4 enthalten alle A'S den 
folgenden gemeinsamen Faktor f: 
f- 1;- +1 
- mCm-1)Cm-2) ... Cm-t) 
t+1 (12) = t 
II (m-v) 
v=o 
Durch Ausklammern dieses Faktors f aus allen A'S 
und gleichzeitiger Multiplikation aller Elemente 
des Spaltenvektors W mit f erhält man die gesuch-
ten Regressionskoeffizienten b i nach (6) bzw. (7) 
aus: 
B = Q-1W = f(Q-l)*W = (Q- l)*W* (13) 
-1 * -1 * mit f(Q ) = Q und fW = W • 
Bezeichnet man: (Q-l)* = (1,* ) für v = 1,2, ••. , 
V\l* 1 
t+l; \l = 1,2, ... ,t+l - also AV\l = fAv\l so er-
hält man für diese Elemente 1,* die folgenden V\l 
Ausdrücke: 
t = 1 : Yik = bo + b1xi + Eik 
* * * * 
6 
All 2m+l; 1,12 = 1,21 = -3; 1,22 = m+l 
t 2 : = bo + b l xi + b2Xi 
2 + = Yik Eik 
* All = 3m(m+l)+2 
* * 1,12 = 1,21 
* * 1,13 = 1,31 = 
* 1,22 = 
* * 1,23 = 1,32 
* 1,33 = 
t 3: Yik 
* All = 
* * 1,12 1,21 = 
* * 1,13 = 1,31 = 
* * 1,14 = 1,41 
* 1,22 = 
* 1,33 = 
* 1,34 * 1,43 
* 1,44 = 
t = 4 : Yik 
* 
All = 
* * 1,12 = 1,21 = 
* * 1,13 = 1,31 
- 6(2m+l) 
10 
4 (2m+l)(8m+ll) (m+l)(m+2) 
60 
m+2 
60 
(m+1) (m+2) 
= bo + b l Xi + b2Xi 
2 b3Xi 3 + + Eik 
2(2m+l)[m(m+l)+3] 
-5 [6m(m+l) +5J 
30 (2m+l) 
- 35 
50 3(m+l)2(m+2)(2m+l)+(3m+5) (m+l) (m+2) (m+ 3) 
= 
90 
(3m+2) (3m+5) 
(m+2)(m+3) 
3m(2m+5)+11 
(m+l) (m+2) (m+3) 
(2m+1)(9m+13) 
(m+l) (m+2) (m+3) 
1050 
(m+2) (m+3) 
700 (m+1) (m+2) (m+ 3) 
bo + b l X i 2 + b2xi + 
5(m2+m+5)2-101 
-10(2m+l) [3m(m+l)+10] 
3 b3X i + 
210 [m(m+l)+l] [m(m+l)-12] (m-3) (m+4) 
4 b4xi + Eik 
* 1,14 = * 1,41 = 
* 1,22 
* =' 1,* 1,15 51 
* * 1,23 = 1,32 = 
* * 1,25 = 1,52 
* 1,33 = 
* * 
1,24 1,42 
* * 
1,34 = 1,43 = 
* * 1,35 = A53 
* 1,44 = 
* * 1,45 1,54 = 
* 
1,55 
* 
-140 
20 
126 
-105 
-1260 
1764 
56 
-5880 
1260 
560 
(2m+l)[m(m+l)-12] 
(m-3) (m+4) 
(2m+l)[3(m+3)2(8m3+11m2 +38m-30)+(518m+1358U 
(m+l) (m+2) (m+ 3 )(m+4) 
m(m+l)-12 
(m-3)(m+4) 
(6m2+16m+ll)2+(20m+79) 
(m+2) (m+ 3) (m+4) 
m(2m+7)+10 
(m+2) (m+ 3) (m+4) 
(m2+3m+2) (9m2+13m+8)+5 
(m+l)(m+2)(m+3)(m+4) 
(m+l)(4m+5) 
(m+2) (m+3) (m+4) 
3m(3m+7) +17 
(m+l)(m+2)(m+3)(m+4) 
(2m+l) (32m+47) 
(m+l)(m+2)(m+3)(m+4) 
17640 
(m+2) (m+ 3) (m+4) 
8820 
(m+l)(m+2)(m+3)(m+4) 
Diese A-Formeln haben eine noch einfachere und 
übersichtlichere Form als die zuvor behandelten 
A-Ausdrücke. 
Zur Anwendung oder Programmierung dieser Rechen-
methode berechnet man also für das bestimmte vor-
* liegende m zunächst die Elemente AV\l' dann mit 
den Versuchsdaten die Elemente des Spaltenvek-
* tors W , und man erhält die gesuchten Regressions-
koeffizienten nach (13) durch Multiplikation von 
(Q-1)* mit w* . (Dies geschieht völlig analog zu 
den expliziten Berechnungsformeln (7); es werden 
* in (7) lediglich die AV\l durch die AV\l und die 
m m L x.Vy. durch die f L x.Vy. ersetzt.) 
i=l 1 1 i=l 1 1 
(Siehe auch: Numerisches Beispiel in Abschnitt 3). 
Ir. 
Modell : 
i = 1,2, ... ,m; j = 1,2, . .. ,n; k = 1,2, ... ,r 
Nach Anwendung der Methode der kleinsten Quadrate 
erhält man die folgenden Normalgleichungen: 
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m 
Soo S10 S20 S 01 S 02 Sll b I 0 i=l 
m 
S10 S20 S30 Sl1 S12 S21 b1 I i=l 
m 
S20 S30 S40 S21 S22 S31 b2 I 
i=l 
m 
Sol Sl1 S21 S 02 S 03 S12 b3 I i=l 
S S12 S22 S 03 S04 S13 
m 
02 b 4 I 
i=l 
m 
S11 S21 S31 S12 S13 S22 b5 I i=l 
oder in Matrizenschreibweise: 
Dabei ist gesetzt: 
r 
L y. ·k/r = Yl·J· k=l lJ und S uv 
QB = W 
m u L x. 
i=l 1 
n I y .. j =1 lJ 
n I x.y .. j=l 1 lJ 
n 2 I x. y . . j = 1 1 lJ 
n I z.y .. j = 1 J lJ 
n 2-I z. j =1 J Yij 
n I x. z.y .. j = 1 1 J lJ 
(14) 
n 
L z.V 
j =1 J 
Die gesuchten partiellen Regressionskoeffizienten 
bi erhält man auch hier nach 
B = Q-1W (15) 
durch Multiplikation der Inversen Q-l der Koeffi-
zientenmatrix Q auf der linken Seite mit dem 
Spaltenvektor W auf der rechten Seite. 
Die Elemente von Q sind die verschiedenen Pro-
dukte der Potenzsummender xi' i = 1,2, •.. ,m und 
Zj' j = 1,2, •.. ,n. Sind nun die xi und Zj wieder 
die ersten m bzw. n natürlichen Zahlen, so ist 
für jedes Paar (m,n) die Matrix Q und damit auch 
Q-l eine Konstante - ganz gleich, welche Werte 
die speziell vorliegende Datenmenge der y .. Rauch 
lJ -1 
annimmt; für diese (m,n)-Werte sind die Q und Q 
eindeutig bestimmt. 
Alle Überlegungen und Argumente, die bei der Be-
handlung des Modells I besprochen wurden, gelten 
nun völlig analog auch für Modell 11. Daher soll 
hier auf weitere diesbezügliche Bemerkungen und 
Ausführungen verzichtet werden. (Dieses Modell 11 
wurde in der vorher zitierten Arbeit von CAUSrON 
nicht behandelt.) 
Ergebnisse 
Für die Elemente AV~ der Inversen Q-l der Koeffi-
zientenmatrix Q der Normalgleichungen (14) -
-1 . 
also Q = (AV~) für v = 1,2, •.• ,6; ~ = 1,2, •.• , 
6 - erhält man die folgenden Formeln: 
All = 2 • 
= - -18 • 5(m-l)(n-l)-2(m-2)(n-2) 
A21 - mn(m-l)(m-2)(n-l) 
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A13 = 
A14 = 
A15 = 
A16 = 
A23 = 
A24 = 
A25 = 
A26 = 
A34 
A35 = 
h6 = 
A4 5 = 
A46 = 
A31 30 mn(m-1) (m-2) 
A41 -18 
5(m-l)(n-l)-2(m-2)(n-2) 
mn(m-l)(n-l)(n-2) 
A51 = ~o mn(n-l)(o-2) 
A61 = 
36 
mn(m-1) (n-l) 
A22 = 12 
15(n-l)(m+l)2+2 (2n+l)(m2-4) 
2 2 
mn(n-l)(m -l)(m -4) 
A32 = 
180 
mn(m-l) (m2_4) 
A42 
36 
mn(m-l) (n-1) 
A52 0 
A62 = 
72 
mn(n-l) (m2_1) 
A33 = 
180 
mn(m2-1) (m2_4) 
A43 = 0 
A53 0 
A63 0 
A44 = 12 
15(m-l)(n+l)2+2 (2m+l)(n2-4) 
2 2 
mn(n -l)(n -4)(m-l) 
A54 = 
180 
mn(n-l)(n2-4) 
A64 = 
72 
2 
mn(m-l)(n -1) 
A55 = 
180 
mn(n2-1)(n 2 -4) 
o 
144 
2 2 
mn(m -l)(n -1) 
m6n6(m2_1)3(m2_4)(n2_1)3(n2_4) 
212 . 38 . 52 
Die Berechnung der Regressionskoeffizienten b i 
und der Residualvarianz erfolgt auch hier bei 
Modell 11 über die zu (7) und (8) analogen Re-
chenformeln. 
Man könnte nun wieder versuchen - wie bei Modell 
I - zur weiteren Vereinfachung der A-Formeln 
gemeinsame Faktoren aus den vorstehenden A-Aus-
drücken auszuklammern. Bei Modell 11 enthalten 
2 
alle A'S den gemeinsamen Faktor f = mn Da in 
diesem Fall ein Ausklammern von f jedoch zu kei-
nen allzugroßen rechen technischen Vereinfachungen 
führt, soll hier bei Modell 11 auf die explizi-
te Wiedergabe der A*-Formeln verzichtet werden. 
Die gesuchten Regressionskoeffizienten b i erhält 
man mit diesem Ausklammern nach (15) aus: 
(16) 
2 -1 * -1 * mit f = mn ' f(Q ) = Q und fW = W . Dabei 
ist (Q-l)* = (A* ) für v = 1,2, ..• ,6; p = 1,2, ••• , 
* 1 vp 6 und A -f A 
vp vp 
3. Numerisches Beispiel ~ür Modell I) 
Prozentuale Sterblichkeit von Neugeborenen 
(Schwangerschaftsdauer 280 - 289 Tage post 
menstr.) in Abhängigkeit von der Körperlänge 
bei der Geburt (H. HOSEMANN, Die Naturwiss. 37, 
1950, 410). (Die Daten dieses Beispiels wurden 
folgendem Buch entnommen: E. KREYSZIG: Stati-
stische Methoden und ihre Anwendungen. Verlag 
Vandenhoeck & Ruprecht, Göttingen 1965). 
Die graphische Darstellung dieser Werte sowie 
frühere Ergebnisse legen es nahe, die Regression 
der Sterblichkeit y bezüglich der Körperlänge x 
durch eine Parabel zu beschreiben. Gesucht ist 
die Gleichung dieser Regressionskurve. 
Der erste Schritt ist, die gegebenen x-Werte 
durch die natürlichen Zahlen zu ersetzen. Dies 
geschieht durch die folgende Transformation: 
x' = x - 47,5 + 1 _ x - 44,5 
3 - 3 
Die neue Variable x' nimmt also die Werte 1, 2, 
3, 4 und 5 an (m = 5). Die A*-Formeln für ein 
Polynom 2. Grades lauten: 
Tabelle 1 
Körperlänge 
Klassen- Klassen-
3m(m+l)+2 92 
-6 (2m+l) = -66 
10 
(2m+l)(8m+ll) _ (m+l)(m+2) - 53,4286 
* _ 60 - _ 8,5714 A 3 2 (iii+2) -
* 60 A33 = 7(-m-+l~)~(~m-+~2~) = 1,4286 
Der ausgeklammerte Faktor fist: 
f - 3 = 
- m(m-l)(m-2) 0,05. 
* Für den Spaltenvektor Werhält man: 
5 
f L y. 1.2255 
i=l 1 
* 5 W = f L x' . Yi = 3.5170 i=l 1 
f t (x I. ) 2y . 14.3180 
i=l 1 1 
und nach (7) folgt für die Regressionskoeffi-
zienten b ' i des Polynoms in x': 
bIo = 23,804; b ' 1 = - 15,700; 
Die Gleichung der Regressionskurve (in x') ist 
also: 
y = 23,804 - 15,700 x' + 2,564 (x l )2 
Unter Anwendung von (17) erhält man daraus die 
gesuchte Gleichung der Regressionskurve in x: 
y = 820,839 - 30,588 x + 0,285 x2 
Anzahl Neu- Davon Sterblichkeit 
geborener in gestorben y % 
intervall mittelpunkt der Klasse 
x. cm 
1 
46 - 49 47,5 124 14 11,29 
J!9 - 52 50,5 1255 13 1,04 
52 - 55 53,5 3149 28 0,89 
55 - 58 56,5 1441 31 2,15 
58 - 61 59,5 175 16 9,14 
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Ein modular aufgebauter Zufallszahlengenerator 
Von H. L. Christi und S. Stock 
Vorbemerkung 
Bei der Beurteilung der praktischen Verwendbar-
keit und Robustheit verschiedener statistischer 
Verfahren hat man häufig die Schwierigkeit, daß 
kein geeignetes Datenmaterial verfügbar oder das 
vorhandene Material zu gering oder unvollständig 
ist. Außerdem ist es sicher zeitraubend, falls 
überhaupt realisierbar, Versuche so durchzufüh-
ren, daß man Stichproben aus Kollektiven eines 
bestimmten Verteilungstyps oder gar einer durch 
ihre Parameter genau festgelegten Verteilung er-
hält. Man denke hierbei etwa an die Beurteilung 
verschiedener Klassifikationsverfahren im Hin-
blick auf ihren Einsatz in der Medizin. Um diese 
Schwierigkeiten umgehen zu können und um die 
dabei häufig anfallenden und sich sehr oft wie-
derholenden Standardprogrammierarbeiten zu ver-
meiden, wird hier ein Paket gebräuchlicher Zu-
fallszahlengeneratoren zur Verfügung gestellt. 
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Aufbau des Generators 
Für den oben beschriebenen Zweck wurde das Sub-
routine-Package GSZUZ zur Erzeugung von 
gleichverteilten 
binomialverteilten 
multinomialverteilten 
standard-normal verteilten 
beliebig normalverteilten 
(Pseudo-)Zufallszahlen und (Pseudo-)Zufallsvek-
toren erstellt. 
Es ist im Baukastenprinzip aufgebaut und zwar 
im allgemeinen in drei Stufen . Auf der ersten 
Stufe werden die Zufallsvektoren erzeugt; hier-
für werden die auf der zweiten Stufe liegenden 
Subroutinen (meist Funktionsunterprogramme) zur 
Erstellung der entsprechenden Zufallszahlen auf-
gerufen; Kernstück und zugleich dritte Stufe sind 
dann zwei Assemblerroutinen, deren Eingabepara-
meter durch die gesamte Programmhierarchie je-
weils als 1. Parameter übergeben werden. liber 
diese Eingabeparameter auf unterster Stufe ist 
es möglich, die Zufallsgeneratoren beliebig über 
die Realtime-clock oder mit fest vorgegebenem An-
fangswert zu starten, bzw. die neue Zufallszahl 
aufzurufen. Diese Möglichkeit wurde geschaffen, 
um reproduzierbare Prozesse zu erzeugen. Die ein-
zelnen Module des Systems sind in ASSEMBLER oder 
FORTRAN IV geschrieben. 
Elemente des Generators 
Die beiden Routinen IZUZ und NZUZ sind die Grund-
bausteine für alle weiteren Generatoren. 
a) IZUZ liefert in (0,2 30 ) gleichverteilte ganz-
zahlige Zufallsgrößen, die nach der additiven 
Kongruenzmethode erzeugt werden . 
b) NZUZ ist als Hilfsroutine gedacht und liefert 
unter Verwendung des zentralen Grenzwert-
satzes in (_6,228,6,228) ganzzahlige (0,2 56 )_ 
normalverteilte Zufallszahlen. 
c) SNZUZ erzeugt mittels NZUZ (O,l)-normalver-
teilte Zufallszahlen. 
d) RNZUZ bietet die Möglichkeit, normalverteilte 
Zufallsgrößen zu erzeugen, wobei Mittelwert 
und Streuung beliebig vorgegeben werden kön-
nen. 
e) SNZUZV erzeugt standard-normal verteilte Zu-
fallsvektoren. 
f) RNZUZV generiert normalverteilte Zufallsvek-
toren, wobei Mittelpunktsvektor und Kovarianz-
matrix beliebig vorgegeben werden können. 
(Die vorgegebene Kovarianzmatrix wird mit dem 
Choleski-Verfahren faktorisiert, bleibt aber 
erhalten. ) 
g) BZUZ generiert eine binomialverteilte Größe, 
die die Ausprägungen 1 (mit vorgegebener Wahr-
scheinlichkeit p, O~p~l) und 2 (mit q = 1-p) 
annimmt. 
h) BZUZV liefert einen Vektor von K (beliebig) 
binomialverteilten unabhängigen Zufallsvaria-
blen. Jede Komponente nimmt die Ausprägung 
1 oder 2 an, entsprechend dem vorgegebenen 
Vektor von apriori Wahrscheinlichkeiten Pi 
(i :: l(l)K). 
i) MZUZ erzeugt eine multinomialverteilte Größe 
mit den möglichen Ausprägungen 1,2 ••• ,NP 
(NP>O, ganz) entsprechend den vorgegebenen 
NP Wahrscheinlichkeiten Pi mit L Pi:: 1. 
i=l 
j) MZUZV generiert einen Vektor von K (beliebig) 
multinomialverteilten unabhängigen Zufalls-
zahlen; das Vorsehen ist analog dem bei i). 
Zur Generierung weiterer Zufallszahlen, insbe-
sondere mit stetiger Verteilung, kann das Pro-
grammpaket leicht mit Hilfe des Moduls IZUZ um 
weitere Module ausgebaut werden, sofern die In-
verse der Verteilungsfunktion der gewünschten 
Verteilung geschlossen darstellbar ist. 
Der Generator mit genauer Beschreibung über 
Benutzung und Funktionsweise ist am Institut für 
Medizinische Datenverarbeitung der Gesellschaft 
für Strahlen- und Umweltforschung, München, ver-
fügbar. Er wurde für Rechner der Reihe SIEMENS 
4004/35-55/46 geschrieben und getestet und kann 
mit geringfügigen Änderungen auf Maschinen vom 
Typ IBM/36o übertragen werden. 
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Nachrichten und Berichte 
LUFA Seminar 1972 
Der Verband Deutscher Landwirtschaftlicher Unter-
suchungs- und Forschungsanstalten veranstaltet 
vom 21. - 25. Februar 1972 
in Stuttgart-Hohenheim ein weiteres biometrisches 
Seminar über die 
Regressionsanalyse. 
Anfragen und Anmeldungen an 
Dr. H. GeideI 
Rechenzentrum der 
Universität Hohenheim 
7 Stuttgart 70 
Garbenstr.15 
Die Medizin in "Systems 71" 
(Elektronische Datenverarbeitung in Medizin 
und Grenzgebieten) 
Vom 30.11. - 3.12.1971 findet auf dem Münchener 
Messegelände unter dem Titel "Systems 71" eine 
internationale Veranstaltung mit Vorträgen, Se-
minaren, Vorführungen und Ausstellungen über Com-
putersysteme und deren Anwendungen in den ver-
schiedenen Be~eichen der Wissenschaft, Forschung, 
Technik, Industrie, Handel, Verkehr, Finanzwesen 
u.a.m. statt. Angestrebt wird eine umfassende 
Information und Demonlstration auf dem Gebiet der 
elektronischen Datenverarbeitung und ihrer viel-
seitigen Verwendungsmöglichkeit. 
Eine besondere Beachtung verdient auch der Ein-
satz von Computern in der Medizin, sowohl in der 
Forschung als auch in der Diagnostik und Thera-
pie. Unter dem Vorsitz von Prof. Dr. Dr. E.H. 
Graul, Marburg (Lahn), ist an mehreren Tagen ein 
weitgespanntes wissenschaftliches Programm mit 
Vorträgen, Seminaren, Vorführungen und Ausstel-
lungen über die Anwendung von EDV-Anlagen in der 
Medizin vorgesehen. Dem Arzt in der Klinik und 
auch in der freien Praxis soll auf diese Weise 
Gelegenheit geboten werden, sich über die viel-
fältigen Möglichkeiten des Computer-Einsatzes 
und über den gegenwärtigen Stand der Entwicklung 
zu orientieren. 
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Speziell für den medizinischen Sektor wird am 
1.12.1971 zu grundsätzlichep Themen, wie Chancen 
des Computerverbunds, Aufbau von Datenbanken, 
Probleme der Standardisierung, des Datenschutzes 
und der Personalausbildung berichtet werden. 
Ein Hauptvortrag am 1.12.1971 "Der Computer in 
der Medizin" als eine der 3 großen medizinisch-
technischen Veranstaltungen gibt eine Situations-
analyse und zeigt Zukunftsperspektiven für die 
EDV-Anwendung in der Medizin auf. Dieser Vortrag 
ist so aufgebaut, daß auch intere~sierte Nicht~ 
mediziner einen Einblick in die in der Medizin 
auf dem Gebiete der Datenve~arbeitung anstehenden 
Probleme gewinnen können. 
Parallel zu einern technischen Seminar mit bran-
chengebundenen Einzelthemen wird am 2.12.1971 
ein Einführungsseminar für jene Interessenten 
gehalten, die noch nicht über Grundkenntnisse 
in der EDV-Anwendung in der Medizin verfügen. 
Hier erhält besonders der niedergelassene Arzt 
Anregungen über Rationalisierungsmöglichkeiten 
seiner oft lästigen Registratur- und Abrechnungs-
arbeiten sowie über den Einsatz von EDV-Anlagen 
in der Diagnostik. 
Ein Spezial-Symposium befaßt sich mit der Fourier-
Analyse bei der Biosignalverarbeitung von z.B. 
EKG und EEG. Grundlagen und methodische Aspekte 
der Zeitreihenanalyse, wie sie insbesondere Phy-
sik und Ingenieurwissenschaften betreiben, wer~en 
speziell für die Medizin behandelt. 
Ein medizinisches Branchen-Seminar am 3.12.1971 
behandelt "Spezielle Probleme der Datenverarbei-
tung in der Medizin". Dieses Seminar ist für 
Teilnehmer mit Vorkenntnissen auf dem Gebiete 
der EDV gedacht. 
FOlgende Einzelthemen werden behandelt: 
1. Aufbau eines Informationssystems und 
eines Dialogbetriebs in einem Klinikum. 
2. Der Computer im Wirtschafts- und Versor-
gungsbereich des Krankenhauses. 
3. Methoden der Datenfernverarbeitung und 
ihre Bedeutung für die Medizin. 
4. Nutzung des Computers durch den nieder-
gelassenen Arzt. 
5. EDV zur Planung, Durchführung und Aus-
wertung von Vorsorgeuntersuchungen. 
6. Einsatz von Digital- und Analogrechnern 
in der pharmakokinetischen Forschung. 
7 . Die Abrechnung mit Hilfe von EDV-Anlagen 
durch die kassenärztliche Vereinigung . 
8 . Klinische Basisdokumentation . 
9 . Befunddokumentation . 
10 . Literaturdokumentation . 
11 . Entwicklungsstand und Zukunftsaufgaben 
der elektronischen Datenverarbeitung 
im klinischen Laboratorium . 
12 . Fortschritte im nuklearmedizinischen 
Labor durch On-line-Einsatz von EDV-
Anlagen . 
13 . Bestrahlungsplanung in der Radiologie . 
14 . Gesichtspunkte und Möglichkeiten der 
EKG-Auswertung mit EDV . 
15 . Fortschritte der Diosignal-Analyse durch 
Einsatz von Methoden der elektronischen 
Datenverarbeitung . 
16 . Der Computer in der Intensivüberwachung . 
17 . Der Computer als Hilfsmittel der 
ärztlichen Diagnostik . 
Die medizinisch-technischen Veranstaltungen im 
Rahmen von "Systems 71" finden ihren Abschluß 
in einem Round-table-Gespräch; dabei soll ins-
besondere über Nutzung von datenverarbeitenden 
Anlagen in Form von Dienstleistungsangeboten 
diskutiert werden . Vertreter von Firmen , die dem 
niedergelassenen Arzt kommerziell Datenverarbei-
tungen anbieten, sowie Vertreter der ärztlichen 
Standesorganisationen werden dazu ihre Ansichten 
darlegen . 
Somit ist von "Systems 71" eine breite, profunde 
und internationale Information auf den vielsei-
tigen Gebieten der elektronischen Datenverar-
beitung zu erhoffen. 
Nähere Auskunft erteilen die Münchener Messe-
Gesellschaft und Professor Dr. Dr . E.H . Graul, 
Vorsitzender des Fachbeirats der Sektion Medizin, 
355 Marburg (Lahn), Lahnstr . 4a. 
16. Jahrestagung der GMDS 3 . -6. Oktober 1971 
in Berlin 
Die Deutsche Gesellschaft für Medizinische Doku-
mentation und Statistik in der DGD e . V. (offi-
zielle Abkürzung "GMDS") hielt ihre 16. Jahres-
tagung in Form eines "Internationalen Kongresses 
für Datenverarbeitung in der Medizin" vom 3 .-6 . 
Oktober 1971 in der Kongreßhalle in Berlin ab . 
Die Tagungsleitung hatte der Direktor des Insti-
tutes für Medizinische Statistik und Dokumenta-
tion der Freien Universität Berlin , Prof . Dr . Dr . 
G. Fuchs . Das Rahmenthema lautete "Integrier te 
Krankenhaus - Informationssysteme - Erstrebtes und 
Erreichtes" . 
Die Tagung wurde - wie bereits bei den letzten 
Kongressen in Frankfurt und Freiburg - e r öffnet 
mit der Verleihung des Paul- Martini-Preises . Die 
Verleihung erfolgte im Rahmen einer Festsitzung 
gemei~sam mit der Medizinisch Pharmazeutischen 
Studiengesellschaft e.V •• Nach den Grußworten des 
Herrn Regierenden Bürgermeisters, Klaus Schütz, 
und des Senators für Gesundheit und Umweltschutz , 
Prof . Dr . med . H. G. WOlters, hielt nach der Ver-
leihung des Preises Prof . Dr . med . Hans Frh. v . 
Kreß den Festvortrag über das Thema "Unser Zeit-
alter in ärztlicher Sicht". 
Die wissenschaftliche Tagung selbst umfaßte ins-
gesamt 40 Vorträge . Dabei wurden folgende Rahmen-
themen behandelt : 
"Basisdokumentation als Grundlage" 
"Patienten- Datenbanken" 
"Verarbeitung quantitativer Daten" 
"Textverarbeitung" 
"Freie Vorträge" . 
Die Vorträge, wie auch die in den Pausen statt -
findenden Demonstrationen ergaben einen interes-
santen Einblick in die vorzugsweise in der Bun-
desrepublik z.Zt . entwickelten Aktivitäten , um zu 
einem umfassenden Krankenhaus-Informationssystem 
zu kommen. Uberblickt man die Fülle des Dargebo-
tenen, so reichen die abgehandelten Themen von 
der Patientenstammkartei über den Aufnahmebefund, 
den klinischen Verlauf, Erhebung und Speicherung 
von Klartexten bis zum problem-orientierten 
Krankenblatt; wesentlich bei den Datenbanken ist 
der Aufbau einer dialogfähigen Patientenkartei. 
Besonderes Interesse brachte der Vergleich ver-
schiedener Datenbanksysteme (z.B. zwischen Hei-
delberg und Kiel) sowie Wirtschaftlichkeitsüber-
legungen bei einer EDV-Datei . Auch spezielle 
Themen wie die Mechanisierung und Automatisierung 
diagnostischer Funktionen, z.B. Serumelektro-
phorese und die Automatisierung der Routine-Häma-
tOlogie wurden abgehandelt. Die Vorträge im ein-
zelnen werden wiederum als Sonderband der "Methods 
of Informations in Medicine" vom Schattauer Ver-
lag publiziert werden. 
Eröffnung der 2 . Schule für Dokumentations-
assistenten in Gießen 
Am Freitag , den 24 . September 1971 wurde im Rah-
men einer kleinen Feierstunde in Gießen die 
2 . Schule für medizinische Dokumentationsassi-
stenten in der Bundesrepublik eröffnet . 
Prof . Dr . Dudeck , Leiter des Institutes für Medi -
zinische Statistik und Dokumentation der Uni ver-
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sität Gießen, begrüßte die zu der Feierstunde 
erschienenen Schüler und Gäste. Unter den Letzte-
ren waren, neben den Angehörigen der Universität 
Gießen, die Mitglieder des Fachbeirates der bereits 
existierenden Schule für medizinische Dokumen-
tationsassistenten an der Universität Ulm, darun-
ter der Vorsitzende der Deutschen Gesellschaft 
für medizinische Dokumentation und Statistik, 
Prof. Dr. G. Wagner, Heidelberg, und der Leiter 
der Arbeitsgruppe Ausbildung und Fortbildung, 
Prof. Dr . H. -J. Heite, Freiburg. Die Anlauf-Fi-
nanzierung wurde dankenswerterweise vom Institut 
für Dokumentationswesen, vertreten von Frau Dr. 
KIesper, gestellt . Nach Begrüßungsansprachen von 
Vertretern des Bereichs Humanmedizin der Univer-
sität Gießen, der Hessischen Zentrale für Daten-
verarbeitung, des Vorsitzenden der Deutschen 
Ge~ellschaft für Medizinische Dokumentation und 
Statistik sowie des Hessischen Sozialministeriums 
hielt Prof. Dr. Dr. Siegfried Koller den Festvor-
trag über das Thema: "Zukünftige Aufgaben der 
medizinischen Statistik und Dokumentation". Hier-
bei wurde ausgeführt, daß die soeben eröffnete 
Schule eine Lücke in den sogenannten Hilfsberufen 
der Medizin schließen würde. Wenn der Lehrstoff 
in der klinischen Medizin Gesetzmäßigkeit und 
Regeln aufzeigen würde, so seien diese nur aus 
der Massenbetrachtung abzuleiten. Erkenntnisse 
würden vorzugsweise aus Massenerscheinungen re-
sultieren. Erkenntnis führt zur Erwartung und 
diese zum ärztlichen Handeln. Damit würde die 
Statistik, Dokumentation und Datenverarbeitung 
in der Medizin eine entscheidende, heute nicht 
mehr wegzudenkende Rolle spielen. Dabei handelt 
es sich nicht allein um Krankenhausführungspro-
bleme, nicht allein um eine Krankenhausdiagnose-
Statistik, nicht allein darum, die Gesamtheit von 
Krankheiten zu erkennen und eine Datenbank anzu-
legen. Es handelt sich darum, das Lebensschick-
sal eines jeden einzelnen Patienten bis zum Tode 
zu verfolgen. Dadurch würden sich erhebliche In-
formationsgewinne in der Medizin ergeben . Bei 
diesen wesentlichen Arbeiten müßte der medizini-
sche Dokumentationsassistent an entscheidender 
Stelle mitarbeiten . Jedes medizinische Problem 
habe ein statistisches Begleitproblem. 
In den weiteren programmatischen Ausführungen 
wurde in umfassender Weise auf die Bedeutung der 
medizinischen Statistik, Dokumentation und ma-
schineller Datenverarbeitung in beachtenswerten 
Einzel-Details eingegangen. 
Zum Abschluß der Feierstunde hielt der Leiter 
der Schule, Herr Dipl.-Psychologe H.J. Friedrich 
seinen Einführungsvortrag über das Thema "Gedan-
ken zum Ausbildungskonzept der S.m.d.A. Gießen". 
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Siemens errichtete Zentrum für Computer-Einsatz 
in der Medizin. 
Seit Jahren werden elektronische Datenverarbei-
tungsanlagen für zahlreiche Aufgaben in Wirt-
schaft, Technik, Forschung und Verwaltung heran-
gezogen . In jüngster Zeit kommt der Computer nun 
auch in der Medizin mehr und mehr zum Einsatz: 
Zur Rationalisierung von Versorgung und Verwal-
tung in Krankenhäusern l zur Automatisierung von 
medizinischen Untersuchungsverfahren, zur Erfas-
sung, Speicherung und Auswertung von Daten als 
Entscheidungshilfe für Diagnosezwecke sowie für 
die medizinische Forschung . In engem Zusammen-
wirken mit Ärzten verschiedener Fachrichtungen 
arbeiten Ingenieure und Techniker in den Ent-
wicklungsabteilungen von Industrieunternehmen an 
der ständigen Weiterverbesserung von Anlagen und 
Programmen für den Computer-Einsatz in der Medi-
zin . Das Haus Siemens widmet diesem neuen Auf-
gabengebiet "Datenverarbeitung und Medizin" so-
wohl als Hersteller von Datenverarbeitungsanla-
gen wie auch als Unternehmen, das sieh seit Jahr-
zehnten mit der medizinischen Technik beschäf-
tigt, besondere Aufmerksamkeit. 
Vorerst 120 Mitarbeiter sind in einem Neubau im 
medizinischen Bereich mit der Entwicklung und 
dem Vertrieb arbeitsfähiger DV-Systeme beschäf-
tigt. Die Verwendung von Datenverarbeitungsan-
lagen erfordert ja nicht nur eine leistungsstarke 
Technik ("Hardware"), sondern in ständig wachsen-
dem Umfang auch die Bereitstellung vielseitiger 
Programmpakete für den Computer ("Software"). 
Gegenwärtig stehen in diesem medizinischen DV-
Bereich vier große Arbeitsgebiete im Vordergrund: 
Die automatische EKG-Analyse, die Dosisplanung 
in der Strahlentherapie, ein vollautomatisches 
Klinik-Laborsystem und die Nuklearmedizin. 
Den Mitarbeitern im DV-Neubau steht ein Rechen-
zentrum mit modernster technischer Ausstattung 
zur Verfügung. Es enthält Datenverarbeitungs-
anlagen des Siemens-Systems 305 und 404/3 mit 
den erforderlichen Peripheriegeräten: Magnet-
plattenspeicher, Lochkartenein- und ausgabe, Loch-
streifenleser und -stanzer, Schnelldrucker, Be-
dienungsblattschreiber mit Ein- und Ausgabegerä-
ten usw. 
Neben den Bereichen Software- und Hardware-Ent-
wicklung sind in dem neuen, viergeschossigen 
Gebäude für medizinische Datenverarbeitung auf 
2.500 qm Nutzfläche zahlreiche Konstruktions-
büros und Laboratorien vorhanden. Weiterhin wur-
de eine eigene Werkstatt für die Montage von 
,Kleingeräten sowie für die Anfertigung elektro-
nischer Versuchsmuster eingerichtet. 
Buchbesprechungen 
SCHÄRF, J. 
Programmieren leicht und schnell erlernbar 
- Einführung in BASIC 
1971, 174 S . , brosch . DM 14.-
R. Oldenbourg Verlag, München 
71-0028 
Der Einsatz von Computern in allen Bereichen der 
Wirtschaft, Wissenschaft und Verwaltung bedingt, 
die Ausbildung auf diesem Gebiet so früh wie 
möglich zu beginnen . Problemorientierte Program-
miersprachen haben dazu beigetragen, die Program-
mierung wesentlich zu vereinfachen. 
Nun zeichnen sich Möglichkeiten ab, den Zugang 
zum Computer über Datenstationen schon in die 
Schule hinein zu bringen . Dazu hat man als ein-
fache Programmiersprache BASIC = Beginners All-
purpose .§.ymbolic Instruction 9.ode-entwickelt, 
71-0028 
die in elnigen Stunden erlernbar sein soll. 
Es ist naheliegend , daß der Ubergang zu einer 
anderen Programmiersprache nicht sChwierig ist , 
wenn man BASIC beherrscht. 
Für den breiten Kreis der potentiellen Schüler 
sind zweifellos gute Einführungen notwendig. In 
der vorliegenden Einführung wird aber vielleicht 
zuviel versucht, wenn neben der Beschreibung 
einer Datenverarbeitungsanlage, der Darstellung 
der Geschichte der Ziffernrechenmaschinen, der 
Grundprinzipien der Programmierung (Programmab-
laufplan) auch noch die Programmiersprache BASIC 
behandelt wird . Dabei ist die eigentliche Einfüh-
rung in BASIC didaktisch recht geschickt darge-
stellt und sind die Beispiele recht instruktiv, 
so daß insgesamt doch eine recht brauchbare Ein-
fÜhrung vorliegt, die vielen den Zugang zur 
Datenverarbeitung verschaffen möge . Ge . 
DAWSON , C. B. and WOOL, Th . C. 
From Bits to IF's 
1971 , 159 S ., ~ 1.40 
Harper & Row, NY . , Evanstaon and London 
71-0029 
Daß Programmieren keine "Geheimwissenschaft " zu 
sein braucht , wird hier in sehr eindrucksvoller 
Weise demonstriert . Neben einer kurzen, aber 
völlig ausreichenden Darstellung über den Aufbau 
und die Arbeitsweise eines Computers findet der 
Leser eine leicht verständliche Einführung in 
die Programmiersprache FORTRAN . Es ist erstaun-
liCh , daß man diesen Stoff so klar und anschau-
lich auf so wenig Seiten dar stellen kann . 
Ge . 
DRISCHEL, H. und TIEDT, N. 
Biokybernetik , Bd . III 
71 - 0030 
Materialien des II. Inter nationalen Symposiums 
"Biokybernetik" Leipzig 22 .-26. Sept . 1969 
1971 , 315 S . , M 35 . -
VEB Gustav Fischer Verlag Jena 
Die Biokybernetik beschäftigt sich u.a. damit , 
an überschaubaren biologischen Systemen zu 
einer geschlossenen quantitativen Beschreibung 
oder zur Aufstellung entsprechender Modelle zu 
gelangen . 
Uber diese Probleme wurde im Herbst 1969 in 
Leipzig ein internationales Symposium veranstal-
tet . Es muß mit Dankbarkeit begrüßt werden, daß 
71-0030 
nun eine Dokumentation der meisten gehaltenen 
Vorträge vorgelegt wird. Die Themengruppen waren : 
I . Allg . und theoretische Aspekte, II . Motori-
sche Systeme, III. Visuelles System und IV. Herz, 
Kreislauf sowie andere homöostatische Mechanis-
men . Es würde zu weit führen, hier auf alle Vor-
träge einzugehen. 
Ge. 
71-0031 
ADAM, J . , SCHARF, J ,. H. und ENKE, H. 
Methoden der statistischen Analyse in Medizin 
und Biologie 
1971 , 240 S. , M 39.-
VEB Verlag Volk und Gesundheit, Berlin, 
Lizenzausgabe für die BRD und Westberlin 
G. Fischer Verlag, Stuttgart 
In diesem Buch werden Probleme behandelt, die 
nur selten in dieser Ausführlichkeit in stati-
stischen Lehrbüchern zu finden sind. Nach einem 
einleitenden Kapitel über die Auflösung linearer 
G,leichungssysteme wird unter der Uber schrift 
"Varianzanalyse" eingehend auf die Verfahren bei 
nichtorthogonalem Datenmaterial eingegangen . 
Nach Abschnitten über "mehrfache lineare Regres -
71-0031 
sion" und "Faktorenanalyse" findet man eine 
beachtenswerte Behandlung der "nichtlinearen 
Regressionsrechnung" . 
Die getroffene Stoffauswahl und die Art der Dar-
stellung mit vielen Hinweisen zur Rechentechnik 
werden für viele Leser nützliche Hilfen sein . 
Eine nicht ger inge Anzahl von Druckfehlern soll-
ten sich bei einer weiteren Auflage verbessern 
lassen . 
Ge . 
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MRACHACZ, H.-P. und PEETZ, G. 
Taschenbuch für Programmierer 
1971, 430 S . , DM 28.-
Verlag moderne industrie, München 
Der Untertitel - ASSEMBLER-COBOL-FORTRAN 
zeigt, daß hier ein Nachschlagewerk für Program-
mierer geschaffen wurde, die mit mehreren Pro-
grammiersprachen arbeiten müssen. Diese Program-
mierer werden es dankbar begrüßen, daß nun ein 
übersichtlich gegliedertes Buch vorliegt, in dem 
für jede Sprache jeder Operationstyp erklärt und 
an Beispielen erläutert wird. 
Ge. 
71 - 0033 
SPROWLS, R.C . 
Computers - A Programming Problem Approach 
1969, 399 S . , -%, 2.50 
Harper & Row Ltd., London 
Das vorliegende Buch ist ein Photodruck der 
amerikanischen Originalausgabe im Rahmen der 
"Harper International Editions". Es vermittelt 
einen guten Überblick über den Aufbau von Com-
putern und Programmiersprachen. Im einzelnen 
werden behandelt FORTRAN, FORTRAN IV, COBOL und 
PL/I. Die behandelten Beispiele sind recht in-
struktiv. 
Für manchen Programmierer:, die mehrere Program-
miersprachen beherrschen müssen, ist diese Ein-
führung ein gutes Nachschlagewerk. Ge. 
71-0034 
FLEISCHER, D. 
Logische Schaltungen 
Teil 1: Verknüpfungsglieder 
1971, 225 S. 
Siemens AG, München 
Als "programmierter Selbstunterricht" ist die 
gut aufgebaute Darstellung geeignet, das Ver-
ständnis für logische Verknüpfungen und damit 
auch für die Grundlagen der Computertechnik 
zu vertiefen. 
Ge. 
71-0035 
BARTHOLOMEW, D.J. 
Stochastische Modelle für soziale Vorgänge 
1970, 346 S., DM 70.-
Aus dem Englischen übersetzt von D. Pfaffen-
zeller, R. Oldenbourg Verlag, München 
Mathematische Modelle werden immer mehr an Be-
deutung gewinnen. Dabei werden die Wahrschein-
lichkeitstheorie und Statistik wirksame Hilfs-
mittel sein. 
In dem vorliegenden Buch wird nun gezeigt, wie 
dieses Instrumentarium auch auf Probleme der 
Soziologie angewandt werden kann. 
Es zeigt sich zwar, daß eine systematische Durch-
dringung des dargebotenen Stoffes einigen Auf-
wand erfordert, aber letztlich kann man heute 
an diesen Problemen nicht mehr vorbeigehen. Ge . 
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YAMANE, T . 
Statistics - An Introductory Analysis 
2 . Ed. 1969, 919 S., sh 58 . -
Harper & Row Ltd . , London 
71-0036 
Man ist immer versucht, sich eine Einführung in 
die Statistik, speziell in statistische Metho-
den, so knapp wie möglich zu wünschen. Wenn die 
vielfältigen Probleme aber sauber und anschaulich 
dargestellt werden sollen, so braucht das schon 
seinen Platz. Es ist daher nicht verwunderlich, 
daß hier über 900 Seiten benötigt werden, um 
neben der Darstellung von Versuchsergebnissen, 
der Berechnung von statistischen Maßzahlen, dem 
Testen von Hypothesen, die Grundlagen der Wahr-
scheinlichkeitstheorie und der Schätztheorie, 
71-0036 
Zeitreihenanalysenmethoden, die Korrelations-
und Regressionsberechnung und auch noch die wich-
tigsten Vert~ilungen (Normal-, Binomial-, Poisson-, 
t-, F- und X ) zu behandeln. 
Ein ausgezeichnetes Lehrbuch, das Grundlage 
einführender Vorlesungen sein könnte. 
MOOS, L. 
Zahlensysteme 
1970, 2. durchges. Aufl., 116 S. 
Siemens AG, München 
Ge. 
71-0037 
Für das Verständnis des Computers ist das Ver-
ständnis von Zahlensystemen erforderlich. Hier 
wird ein gut aufgebauter "programmierter Selbst-
unterricht" vorgelegt, der das Dualsystem, das 
Oktalsystem und das Sedezimalsystem behandelt. 
GAHSE, S. 
Mathematische Vorhersageverfahren und 
ihre Anwendung 
1971, 170 S. , DM 44.-
Verlag moderne industrie, München 
Ge. 
71-0038 
Hier liegt eine Darstellung von mathematischen 
Vorhersageverfahren vor, wobei die Verfahren 
nicht abgeleitet, aber gegeneinander abgegrenzt 
werden. Der Leser wird neben den gut ausgewähl-
ten Beispielen die jeweils angegebenen Block-
diagramme begrüßen, weil er damit die Voraus-
setzungen für die Programmierung der Verfahren 
hat. 
Da die Verwendung von Prognoseverfahren sich in 
vielen Bereichen immer mehr durchsetzt, muß das 
vorliegende Buch allen Interessenten empfohlen 
werden. Ge. 
