We used the likelihood ratio test approach based on 8 (generally, but in a few cases, 4 or 12) trinomial sets of data for each experimental pairing of algae. Recall that in the experiment, 14 amphipods are put in the tank with the 2 types of algae, with the third possibility being 'no choice'. The results for each tank can be viewed as the outcomes of 14 trials with 3 possible mutually exclusive outcomes: alga 1, alga 2, and neither. Each trial yields a vector of length 3 such that all elements are either 0 or 1 and such that their sum is 1. Thus each vector has a 1 in a single position and is 0 elsewhere. The sum of the individual vector trials results has a multinomial random variable with parameters (probabilities) p 1 , p 2 , and p 3 subject to the condition that p 1 + p 2 + p 3 = 1. That is, the results for each tank are a multinomial random variable, and the observation is the vector of observed outcomes n = (n 1 , n 2 , n 3 ) where n 1 is the number that chose habitat 1, n 2 is the number that chose habitat 2 and n 3 is the number that chose neither. Clearly, then, we have that n 1 +n 2 + n 3 = 14. The data, then, are 8 such vectors of counts, and any tank to tank variation in physical attributes such as water temperature, salinity, size of host alga choices, and so on, are part of the 'noise' in the random process.
The distribution function for each of the samples is the function:
subject to the constraint that p 1 + p 2 + p 3 = 1. The likelihood function is the product of this function over the 8 sets of data (8 trials). From these we can calculate the unconditional maximum likelihood estimates and then the restricted estimates associated with the null hypothesis that p 1 = p 2 .
Using the multinomial model it is easy to construct a likelihood ratio test of :
The estimation in each case is done by minimizing -2 log likelihood function. The test statistic is equal to (-2 log likelihood under the restricted model) -(-2 log likelihood under the unrestricted model). The test is based on asymptotic theory, but it is also possible to estimate the sampling distribution under the null hypothesis by bootstrap methods. The asymptotic test is also a χ 2 test against a χ 2 with a single degree of freedom. The computations can be done most easily in SAS software with PROC NLP. 
