With the development and application of position devices, location-based 
Introduction
An ad hoc network is a temporary network composed of wireless mobile hosts (nodes), where wireless links are setup or destroyed whenever one node moves in or out of transmission ranges of other nodes. Routing in ad hoc networks is challenging due to this dynamic nature. Existing routing protocols in ad hoc networks are either proactive or on-demand. Proactive protocols pre-compute and store paths to all possible destinations for each node in a routing table, and during the routing process, each intermediate node simply sends data to the next hops based on the This work was supported in part by NSF grants CCR 0329741, ANI 0073736 and EIA 0130806. Contact address: jie@cse.fau.edu routing table. On-demand protocols compute the path upon each route request. Proactive protocols have low routing discovery overhead, however, they need to maintain routing information. On-demand protocols avoid the huge expense of updating routing tables, however, as flooding is always used to search paths, the routing overhead is high.
Quality-of-Service (QoS) routing has been motivated by multimedia applications, such as voice channels, live videos, and document transfer. QoS routing selects paths based on QoS metrics to satisfy specific requirements, such as end-to-end delay, delay jitter, bandwidth, and packet loss probability. These metrics can be classified into three classes [11] : additive, multiplicative, and concave. QoS routing is much more complicated than regular routing in that routing under multiple constraints is needed under many circumstances. Wang and Crowcroft [11] have shown that the problem of finding a path subject to constraints on two or more additive and multiplicative metrics is NPcomplete. In ad hoc networks where the network topology changes arbitrarily, QoS routing is even more challenging.
With rapid development of positioning techniques, location-aided routing has received wide attention. Previous study shows that location information can effectively assist the routing process [1, 5, 6, 8, 9, 10] . However, existing location-based routing protocols have their limitations. Both localized algorithms and flooding-based algorithms have either unsatisfactory success rate or undesirable routing overhead. In addition, previous solutions are designed to deal with best-effort data traffic, giving no consideration to optimizing the QoS properties. The ticket-based probing scheme (TBP) [3] is a novel heuristic approach for solving QoS routing problems. In TBP, a ticket represents a permission for searching a path. The total number of tickets is determined at the start of routing and controls the exploring scope in the routing process. TBP has been shown to achieve as high a success rate as flooding, while incurring as low a routing overhead as single path routings. However, TBP is a proactive protocol where periodical update is applied to maintain the routing tables, which makes it deficient and unscalable.
Motivated by location-aided routing and ticket-based routing, we present a new QoS routing protocol called location-aided ticket-based routing (LTBR). By combining the low overhead nature of location-based routing and QoS awareness of ticket-based routing, LTBR can find high quality routes with relatively low maintenance overhead. Two special cases of LTBR are examined in this paper. LTBR-1 uses a single ticket to find a route that satisfies a given QoS constraint. This single ticket is guided by a location and QoS aware metric called progress-over-cost (i.e., progress toward the destination in unit cost). At each step of the probing, the ticket is relayed from one node to the next node that maximizes the progress-over-cost. In addition, a technique called backward checking is used to further enhance the QoS measure of a discovered route. LTBR-2 allows limited ticket duplication. That is, each node can send at most two copies of a received ticket to the selected successors. The two successors are selected within a certain range of directions, so that the dissemination of the tickets is restrained in a small area. On the other hand, the angle between two successors is larger than a minimum value, so as to avoid excessive redundancy within the searching area. Simulation results show that LTBR-1 has similar success ratio and overhead to single path location based protocols, such as GEDIR and MFR, and the found paths have better QoS measures. LTBR-2 has similar overhead and path quality to location based protocols using limited flooding, such as LAR, and achieves higher success ratio.
Contributions of this paper include the new location and QoS aware metric that guides the dissemination of tickets, the backward checking mechanism that enhances the route quality, and techniques to use multiple tickets searching a limited area. The effectiveness of those mechanisms are also confirmed by the simulation study.
Related Work
Location-based routing.
Stojmenovic [8] classified location-based routing schemes into two categories: localized approaches and flooding-based approaches.
Localized approaches are marked by single path strategy and greedy principle. In the routing process, one node always selects one neighbor as the successor to forward the message, based on the locations of the destination, the current node and the neighbors. MFR (Most Forward within Radius) [10] , GEDIR (GEographic DIstance Routing) [9] and DIR (Compass Computing) [6] are three typical protocols. In MFR, a node always sends the packet to the neighbor with the greatest progress. In GEDIR, the packet is sent to the neighbor which is the closest to the destination. In DIR, a node selects a neighbor, such that the angle constructed by the selected neighbor, the source and the destination will be minimized.
Flooding-based approaches are marked by a floodingbased strategy, where messages are flooded through the whole network area or a portion of the network. LAR (Location-Aided Routing) [5] and DREAM (Distance Routing Effect Algorithm For Mobility) [1] are two floodingbased protocols. LAR has two schemes. In LAR1, messages are sent to neighbors within the request zone, which is defined as the minimum rectangle that contains the source and the expected zone, a circular area centered at the destination with radius v(t 1 t 0 ), where v is the velocity. In LAR2, messages are sent to neighbors which are closer to the destination than the current node. In DREAM, a direction range is selected at the source and every intermediate node, in such a way that the probability of finding the destination in this range is higher than a given threshold, and only neighbors of the current node within such direction range will receive the message.
The localized approach has the advantage of low routing overhead, but it cannot achieve a satisfactory success rate under some circumstances, such as in sparse networks. The flooding-based approach has relatively higher success rate. However, it is accompanied by high routing overhead. Besides, LAR1, LAR2 and DREAM do not have competitive performances in sparse networks, where it is not uncommon that the neighbors of a node are out of the predefined request zone or the direction range. Furthermore, in LAR1 and DREAM, the request zone or the directional range is primarily determined by the mobility of the destination. Other factors, such as the likelihood that intermediate nodes may deviate from this area, are ignored. This reduces the possibility of finding paths under certain circumstances. For example, when the destination is still, the direction range in DREAM will be a line segment connecting the source and the destination. Similarly, in LAR1, if the destination is still and has the same x or y coordinate with the source, the request zone also becomes a line segment. Overall, there is no existing location-based routing protocol that can achieve satisfactory performance in both low routing overhead and high success rate.
Boukerche et al [2] proposed using location information to reduce the flooding cost in on-demand route discovery processes. When the route request message for source s arrives at an intermediate node v, the angle 6 svx will be calculated for each neighbor x. Only neighbors with the angle 6 svx larger than a given screening angle are selected as successors. The number of successors can be reduced significantly with a larger screening angle. However, this approach still selects many successors in dense networks, and the selection of successors is not guided by the destination location.
Ticket-based probing. Ticket-based probing scheme (TBP) [3] is a distributed routing scheme to solve two QoS routing problems. One is the delay-constraint least-cost routing problem (referred to as the DCLCR problem), which is to find a path that satisfies the delay constraint and has the least cost among all qualified paths. Another one is the bandwidth-constraint least-cost routing problem (referred as the BCLCR problem), which is to find a path that satisfies the bandwidth constraint and has least cost among all qualified paths. In TBP, an imprecise state model is first set up based on the distance vector scheme, then end-to-end state information for all destinations is stored and periodically updated in each node's routing table. For example, to solve value between 1 and a constant such that for a more stringent QoS requirement, a larger N 0 is assigned. Then s distributes N 0 tickets among its neighbors in a way such that a neighbor with lower estimated end-to-end delay to the destination will be given more tickets. Then, s sends a probe with assigned number of tickets to each selected neighbor. Each probe contains information of the QoS route request and the path the ticket travels along. Any node receiving a probe will distribute its received tickets among the neighbors in the same way as s, except it finds the ticket violates the QoS constraints. Thus a probe arriving at the destination contains a path that satisfies the QoS constraints. Note that, at anytime in the routing process, the total amount of tickets contained in all probes for this request is N 0 .
TBP is one of the few routing protocols that can achieve a high success ratio while producing low routing overhead. However, TBP is a proactive protocol where the routing relies on the pre-computed QoS state information, which is expensive to be maintained. Therefore, TBP is not scalable. For simplicity, we assume that each node in the network is aware of its geographical location. Each node v knows its neighbor set N(v) and locations of its neighbors. In on-demand routing protocols, it is a challenging task for each node to obtain and maintain the location information of other nodes. Several proactive solutions exist for this location management problem. DREAM [1] maintains a location table at each node via controlled flooding. GLS (Grid Location Service) [7] and DLM (Distributed Location Management) [12] have location servers to answer location queries.
In our protocol, we use a simple on-demand location management scheme similar to the route discovery process in DSR [4] . When the location information of the destination is needed, the source broadcasts a location query message. On receiving the location query, the destination sends a location reply message back to the source. In order to reduce the flooding overhead, each node maintains a location cache that contains a list of known locations, and issues a location query only when the demanded location is missing in the location cache. Two techniques in DSR, expanding ring search and reply with cache, can be used to further reduce the overhead. The location information is also piggypacked in each normal packet for location cache update. In the following discussion, we assume the source and intermediate nodes in the QoS routing process know the location of the destination, and this location information is accurate enough to guide the route search.
Location-aided ticket-based routing
We propose location-aided ticket-based routing (LTBR), an on-demand and localized QoS routing protocol that combines location-based routing and ticket-based routing. In LTBR, a ticket is a special control message for searching QoS paths. A ticket contains the information of the QoS routing request and traversed path. In the routing process, one ticket is originally generated at the source and sent to neighbors selected by certain ticket assignment rules. Any intermediate node receiving a ticket either ignores it or sends tickets to successors selected in the same way as the source. A ticket will be forwarded until reaching the destination, or stopped at an intermediate node if it violates the QoS constraints. A ticket arriving at the destination indicates the success in finding a path.
The routing mechanism of LTBR resembles the ticketbased routing process in TBP [3] , with two differences: (1) LTBR uses location information to guide ticket forwarding and does not need the underlying routing table in TBP; (2) LTBR allows issuing multiple tickets in the intermediate nodes to improve the success rate with controllable overhead. As shown in Figure 1 , in the routing process for source s to destination d, each intermediate node uses certain ticket assignment rules to select successors. The selection is based mainly on QoS metrics of adjacent links, and locations of the destination d, current node, and neighbors of the current node. By such rules, the tickets are guided toward the destination. Hopefully one or more tickets will arrive at the destination after exploring different paths.
The routing process can be described briefly as follows. Upon QoS routing request Q(s d D), the source s constructs a ticket that contains the QoS routing request and traversed path, and sends it to one or more neighbors selected by certain ticket assignment rules. An intermediate node v receiving a ticket t for Q will first check whether QoS constraints are violated and ignore it if they are. If t is the first ticket v receives for Q, v selects successors and forwards t to all of the successors after adjusting the traversed path information in the ticket.
When destination d receives the first ticket for Q, it waits for a period of time to receive all possible tickets for Q. If at least one received ticket fulfills the QoS requirements, d picks one ticket t 1 from all received tickets which has the best QoS measure, constructs a route reply r and sends it to the source. The route reply contains field returnPath, which is copied from reversed t 1 .traversedP ath and guides the reply route to the source. Any node receiving route reply r updates the remaining part of r:returnP ath with the path information stored in the optimal ticket, and relays it to the next hop along r:returnP ath. If a route reply is not received by the source after a certain period of time, this routing process is viewed failed.
The effectiveness (i.e., success ratio) and efficiency (i.e., routing overhead) of LBTR is determined by the ticket assignment rule that decides the number and selection of successors in forwarding tickets. We focus on two ticket assignment schemes: one-ticket LBTR where a single ticket is used for each QoS request, and two-ticket LBTR where each intermediate node (including the source) can send at most two tickets to two neighbors.
Special Cases

One-ticket LTBR
One-ticket LTBR (LTBR-1) is a single path routing protocol, where at each step at most one successor is selected. LTBR-1 resembles GEDIR and MFR in that every node selects a successor based on the location information. However, with two enhancements, a hybrid metric called progress-over-cost and an optimization mechanism called backward checking, it improves QoS properties of the found paths significantly, which is confirmed by our simulation results.
Algorithm 1 ASSIGN-ONE-TICKET
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return Algorithm 1 describes the ticket assignment rule of LTBR-1. When the source or an intermediate node v has a ticket to destination d, it first checks if d is in its neighbor set N (v). If it is, the ticket is sent directly to the destination (steps 1-2). If v has at least one neighbor other than the predecessor u (u is empty if v is the source), it selects the "best" neighbor x 1 as its successor and forwards the ticket to x 1 ; otherwise no successor is selected, and the ticket is dropped (steps 4-9). v's selection of the "best" successor from the set of candidates N 1 (v) (N (v) by excluding predecessor u) with respect to the destination d is based on the hybrid metric described in the next subsection.
A location and QoS aware metric
In localized location-based routing protocols, every intermediate node selects the successor by applying greedy principle on a certain metric. In LTBR, a metric called progress-over-cost is used, which combines the consideration for both location and QoS metrics. Progress-over-cost is easy to understand. By viewing the QoS metric as the cost we must pay to move to the destination, the 1-hop progress/cost ratio can be considered as the progress toward the destination in unit cost. Naturally, neighbors with greater progress/cost ratio are preferred. In Figure 2 , node v has three neighbors x, y, and z. 
Backward checking
Backward checking is a technique to find paths with better QoS properties. Consider a QoS routing request Q(u v 11) in Figure 3 Figure 3 (b) illustrates the 2-hop backward checking. After ticket t travels from u to y to v, B finds that path (u x v) is better than path (u y v), and adjusts t's traversed path by replacing (u y v) by (u x v). Figure 3 (c) gives a more complicated example. u first selects y as the only successor and sends it ticket t. When t arrives at y, y changes the path in t from (u y) to (u x y) by applying 1-hop backward checking. Then y forwards t to its successor v. When t arrives at v carrying path (u x y v), v changes path to (u x v) by applying 2-hops backward checking.
Backward checking can effectively make up for the weaknesses of localized routing. As the successors are selected based on the knowledge of 1-hop neighborhood, the decision may be "shortsighted". Backward checking examines multiple paths while traversing only one path, and makes better decisions based on a broader view beyond its 1-hop neighborhood. Backward checking can be also applied in other localized routing protocols such as GEDIR and MFR.
Two-ticket LTBR
Two-Ticket LTBR (LTBR-2) lies between flooding and single path routing, where at most two successors are allowed to be selected at each step. LTBR-2 uses an extra ticket at each step, thus the routing process could explore more paths, and both the success ratio and QoS properties could be enhanced. It has been observed that the effect of using a second ticket is significant in sparse networks. The ticket assignment algorithm of LTBR-2 (Algorithm 2) selects at most two successors, and has two implementation parameters and that control the directions of the ticket dissemination.
The first parameter controls the 6 xvd, the angle between the destination d and the successor x, with respect to the current node v. A neighbor x satisfying 6 xvd is called a preferred neighbor. Usually, only preferred neighbors are considered in ticket assignment. Non-preferred neighbors are considered only when the preferred neighbors Using such a parameter is based on one assumption. That is, a good path (the one with good QoS measure) from node s to d is not far away from line sd. Such a path has smaller hop counts than a path which has traversed far from line sd, and usually has smaller end-to-end QoS measure. Therefore, by limiting the exploring scope to a small area around line sd, we can find good paths with relatively low overhead. It is also observed that, if at each step the successor x satisfies 6 xvd , the whole exploring scope of the routing process will be limited to a small area around sd, as shown in Figure 4 (a1).
The second parameter controls the 6 x 1 v x 2 , the angle between the first successor x 1 and the second successor x 2 . When selecting x 2 , we expect 6 x 1 v x 2 to be greater than a proper threshold , so that the exploring scope of the two tickets will not share a large common area. Thus, their combined exploring scope is large and the possibility of finding a good path is high. Theoretically, a large allows a node to send tickets to neighbors in a wide range, and a large allows a node to split the tickets into two different directions thus a large scope of the network area can be explored. Therefore, large and increase the success ratio, as well as produce high routing overhead. In dense networks, relatively small and should be used to minimize overhead. In sparse networks, large and are necessary for a high success ratio.
The ticket assignment rules of LTBR-2 are as follows: (1 has other preferred neighbors satisfying 6 x 2 v x 1 > , v selects the best x 2 as the second successor. (4) If v's preferred neighbor set is empty, the best non-preferred neighbor is selected as the only successor. Figure 4 gives examples for this algorithm, where node d, v, u are respectively the destination, the current node and the predecessor. Figure 4 (b) shows the scenarios when the preferred neighbor set is not empty and = 60 o . In Figure 4 (b1) , when y is selected as the first successor, no other successor is selected since 6 xvy and 6 z v yare less than . In Figure 4 (b2), when x is selected first, z is also selected since 6 z v xis greater than . Figure 4 (c) shows the scenarios when the preferred neighbor set is empty and = 60 o . In this case, only one successor (x) will be selected, whether the angle between two non-preferred neighbors is larger than , (as in Figures 4 (c1) ) or not (as in Figures 4 (c2) ).
Simulation
We have developed a simulator that implements various routing protocols, including Flooding (FLD), LTBR-1 (LTB1), LTBR-2 (LTB2), GEDIR (GDR), MFR, LAR1, and LAR2. We conduct the simulations in static ad hoc networks. Each network is randomly generated by deploying 500 nodes in a 60 60 area following the uniform distribution. All nodes in the network have the same transmission range r. Each wireless link is assigned a random QoS metric within (3 21 ). All protocols are simulated with the same set of QoS routing requests. To eliminate the disturbance on evaluation from the definitions of QoS constraints (i.e., if the QoS constraints are set too tight, all routing protocols may fail, and vice versa), we let all route requests have unlimited QoS constraints.
Among implemented protocols, Flooding uses no loca-and in LTBR-2. Now we check the effects of several parameters that affect the performance of LTBR. The following tables show the effect of two parameters and in LTBR-2 in (1) 
Conclusion
In this paper, we have proposed the generic mechanism of location-aided, ticket-based QoS routing (LTBR) and its two special cases, LTBR-1 and LTBR-2. Our approach differs from the traditional location-based routing protocols in that two important enhancements to localized QoS routing, the location-and-QoS-aware metric and backward checking, are introduced, and a parallel routing scheme is implemented. Our approach differs from the original ticketbased probing scheme in its on-demand feature. The tickets are dynamically generated based on timely position and QoS information; no routing table maintenance is needed. Simulation results show that, with the two enhancements, LTBR-1 beats existing localized location-based routing protocols in finding a path with better QoS properties. LTBR-2 achieves performance close to flooding with lower routing overhead in networks with any density. Moreover, in LTBR-2, by adjusting parameter and , tradeoff is allowed between the success ratio and the routing overhead.
Currently, our focus is the performance of LTBR in static networks, and routing with single additive QoS metric. It would be interesting to find out if LTBR still maintains its high success ratio in mobile ad hoc networks, where the destination location is inaccurate due to node movement. Our future work includes the performance evaluation of LTBR in dynamic networks and location-aided routing with multiple QoS constraints. In addition, an adaptive routing scheme will be explored, where the number of tickets issued at each node is adjusted dynamically to balance the success ratio and routing cost under different network density and mobility situations.
