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a b s t r a c t
We consider a problem of scheduling resumable deteriorating jobs on a single machine
with non-availability constraints. The objective is to minimize the total completion time.
We prove that the problemwith a single non-availability period is NP-hard in the ordinary
sense and possesses a fully polynomial-time approximation scheme. In addition, we show
that there does not exist a polynomial-time approximation algorithm with a constant
worst-case ratio for the problemwith two ormore non-availability periods, unless P = NP .
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Consider the following problem of time-dependent scheduling with machine non-availability constraints. There are n
independent jobs J1, J2, . . . , Jn to be processed on a single machine which is available at time t0 > 0. The processing time
pj of job Jj is a proportional function of its starting time sj, i.e., pj = αjsj, where sj ≥ t0 and deterioration rate αj > 0 for
1 ≤ j ≤ n. The machine is not continuously available and there are µ ≥ 1 disjoint periods of machine non-availability.
These periods are described by time intervals [Hi,1,Hi,2], where t0 < H1,1 and Hi,1 < Hi,2 < Hi+1,1 for 1 ≤ i ≤ µ, and
Hµ+1,1 = +∞. Let z =∑nj=1 Cj denote the total completion time of a given schedule, where Cj denotes the completion time
of job j in the schedule. The objective is to minimize the total completion time.
In literature of machine scheduling with non-availability constraints, there are two variants: resumable and non-
resumable. A job is said to be resumable if in the case when the job has been interrupted by the starting time of a non-
available period, the job can continue after the machine is available again. Alternatively, a job is said to be non-resumable
if it has to restart, rather than continue. In this article, we consider the resumable situation, i.e., the problem of scheduling
resumable linear deteriorating jobs on a single machine with non-availability constraints. Using the three-field notation of
[5], the problem is denoted by 1|h(µ), r − a, pj = αjt|∑ Cj, where µ denotes the number of non-availability periods, and
r − a denotes the resumable non-availability constraints.
The model described above falls into two categories: time-dependent scheduling and machine scheduling with non-
availability constraints. These two categories of scheduling problems have numerous applications, see, e.g. [1,8] for
examples. Themonograph by Gawiejnowicz [3] presents time-dependent scheduling fromdifferent perspectives and covers
results and examples not mentioned in these reviews. A most recent survey on machine scheduling with non-availability
constraints is provided by Ma et al. [9].
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The deteriorating job scheduling problem with non-availability constraints was initiated by Wu and Lee [12]. They
formulated the maximum completion time problem 1|h(1), r − a, pj = αjt|Cmax as a 0–1 integer programming problem.
Gawiejnowicz and Kononov [4] proved that problem 1|h(1), r − a, pj = αjt|Cmax is NP-hard in the ordinary sense and
presented an fully polynomial-time approximation scheme.When the jobs are non-resumable, Ji et al. [6] and Gawiejnowicz
[2] independently proved that problem 1|h(1), nr − a, pj = αjt|Cmax is NP-hard in the ordinary sense. Gawiejnowicz
[2] also proved that this problem is NP-hard in the strong sense for an arbitrary number of non-availability periods.
Ji et al. [6] presented a fully polynomial-time approximation scheme for problem 1|h(1), nr − a, pj = αjt|Cmax. The
non-resumable version of the total completion time problem was also studied by Ji et al. [6], they proved that problem
1|h(1), nr − a, pj = αjt|∑ Cj is NP-hard in the ordinary sense and provided a heuristic algorithm.
In this paper, we consider the resumable situation of the total completion time problem. We prove that problem
1|h(1), r− a, pj = αjt|∑ Cj is NP-hard in the ordinary sense and possesses a fully polynomial-time approximation scheme.
In addition, we show that there does not exist a polynomial-time approximation algorithmwith a constant worst-case ratio
for problem 1|h(µ), r − a, pj = αjt|∑ Cj with µ ≥ 2, unless P = NP .
2. Preliminaries
In this section, we study some properties of optimal schedules for problem 1|h(µ), r − a, pj = αjt|∑ Cj and introduce
some definitions that will be used in subsequent sections.
Since all deterioration rates are positive and the objective function is a non-decreasing function of job completion times,
we may restrict our attention to such optimal schedules in which there are no idle times.
Let π be an arbitrary feasible schedule of the jobs. As in [4], a job is called a critical job, if it has been started before and
completed not earlier than the start time of a non-availability period, i.e., if for some 1 ≤ j ≤ n and 1 ≤ i ≤ µ there hold
inequalities sj < Hi,1 and Cj ≥ Hi,1, then job Jj is a critical job.
Define H0,1 = 0 and H0,2 = t0. Denote by J¯i(π) and J¯µ+1(π) the set of jobs which start inside time interval
[Hi−1,2,Hi,1) for 1 ≤ i ≤ µ, and the set of jobs which start after time Hµ,2, respectively. Suppose hi = |J¯i(π)| and
J¯i(π) = {Ji1 , Ji2 , . . . , Jihi }, 1 ≤ i1 < i2 < · · · < ihi ≤ n, 1 ≤ i ≤ µ+ 1, i.e.,
π =

11, 12, . . . , 1h1 , . . . , µ1, µ2, . . . , µhµ , (µ+ 1)1, (µ+ 1)2, . . . , (µ+ 1)hµ+1

,
where
∑µ+1
i=1 hi = n and Jihi is a critical job, i = 1, 2, . . . , µ.
Let Ji(π) = J¯i(π) \ {Jihi } for i = 1, 2, . . . , µ and Jµ+1(π) = J¯µ+1(π). Let zi =
∑hi−1
j=1
∏j
d=1(αid + 1) and
zµ+1 = ∑hµ+1j=1 ∏jd=1(αid + 1) be the initial total completion time of the jobs in Ji(π) for 1 ≤ i ≤ µ + 1. If Ji(π) = ∅,
we set zi = 0. Using the notations defined above, by simple calculation, we have the following conclusion.
Lemma 2.1. For any feasible schedule π of problem 1|h(µ), r − a, pj = αjt|∑ Cj, the objective value of π can be expressed as
z(π) = t0z1 +
µ−
i=1
max{Cihi (π),Hi,2}zi+1 +
µ−
i=1
Cihi (π). (1)
where Cihi (π) is the completion time of critical job Jihi andmax{Cihi (π),Hi,2} is the starting time of the jobs in Ji(π) in schedule
π .
The following property can be proved by a straightforward job interchange argument.
Lemma 2.2. For problem 1|h(µ), r − a, pj = αjt|∑ Cj, there exists an optimal schedule π∗ such that all jobs in Ji(π) are
processed in nondecreasing order of their deterioration rates for 1 ≤ i ≤ µ+ 1.
Based on Lemma 2.2, we renumber the jobs such that α1 ≤ α2 ≤ · · · ≤ αn. We assume that t0∏nj=1(αj + 1) > H1,1,
otherwise, the nondecreasing order of deterioration rates can describe an optimal schedule [10]. Without loss of generality,
we also assume that αj + 1 < H1,1 for j = 1, 2, . . . , n.
For problem 1|h(1), r − a, pj = αjt|∑ Cj, when there is no ambiguity, we denote the single non-availability period by
[H1,H2].
3. Complexity
In this section, we show that the open problem 1|h(1), r − a, pj = αjt|∑ Cj stated by Ji et al. [6] is NP-hard. We prove
the result through the following NP-complete Subset Product problem [7].
Subset Product problem: Given a finite set S = {1, 2, . . . ,m}, a size xj ∈ Z+ for each j ∈ S, and a positive integer A, does
there exist a subset T ⊆ S such that∏j∈T xj = A?
Note that since A is product of all integers in the subset T , we can add a big enough positive integer xm+1 into the instance
without changing the problem instance. Let D = ∏j∈S xj = AB, where S := S{m + 1}. By carefully choosing xm+1, e.g.,
xm+1 = 2(m+ 3)A, for any subset T ⊂ S such thatm+ 1 ∉ T , we may obtain that the given instance of the Subset Product
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problem satisfies the following property:
D ≥ 2(m+ 3)
∏
j∈T
xj. (2)
From the well-known inequality a + b ≥ 2√ab (a, b ≥ 0) and the equality holds if and only if a = b, we conclude the
following lemma.
Lemma 3.1. For any subset T ⊆ S, we have B∏j∈T xj + A∏j∈S/T xj ≥ 2D, and the equality holds if and only if∏j∈T = A and∏
j∈S/T = B.
Theorem 3.2. Problem 1|h(1), r − a, pj = αjt|∑ Cj is NP-hard.
Proof. Let I denote an instance of the Subset Product problem, composed of integer A, set S = {1, 2, . . . ,m} and size xj ∈ Z+
for each j ∈ S. We construct an instance I ′ of the scheduling problem 1|h(1), r − a, pj = αjt|∑ Cj as follows.
• There are totally n = m+ 3 jobs.
• The deteriorating rates of the jobs are defined by
αj = xj − 1, j = 1, 2, . . . ,m,
αm+1 = DA− 1, αm+2 = DB− 1, αm+3 = D5 − 1.
• The machine is available at time t0 = 1.• The non-available period is defined by [H1,H2], where
H1 = D2 + 1, H2 = H1 + D7 = D7 + D2 + 1.
• The threshold value is defined by δ = 2D9 + D8.
It can be observed that the above construction can be done in polynomial time. We show that instance I has a solution if
and only if instance I ′ has a schedule π with the total completion time z(π) ≤ δ.
First, we assume that there is a subset T ⊆ S such that∏j∈T xj = A. We construct a schedule π for I ′ as follows: Process
all the jobs in {Jj|j ∈ S\T } and Jm+1 from time t0 to H1 − 1 = D2. Then process the job Jm+3 in time intervals [D2,H1) and
[H2, 2D7). Finally, from time 2D7, process all the jobs in {Jj|j ∈ T } and Jm+2. We have that the maximum completion time of
all jobs except for Jm+2 is 2D7
∏
j∈T (αj + 1) and Cm+2(π) = 2D9. Hence, the objective value of π is
z(π) ≤ 2D9 + (m+ 2)2D7
∏
j∈T
(αj + 1) = 2D9 + 2(m+ 2)AD7 ≤ δ.
For the last inequality, we used (2).
Now,we assume that there exists a scheduleπ for the instance I ′with the total completion time z(π) ≤ δ. By Lemma 2.2,
we can assume that all jobs inJi(π) are processed in nondecreasing order of their deterioration rates in scheduleπ , i = 1, 2.
Lemma 3.3. If there exists a schedule π of the instance I ′ with the total completion time z(π) ≤ δ, then the following results
must hold:
(a) the starting time of job Jm+3 is strictly less than time H1 and the completion time is greater than time H2;
(b) one of the jobs Jm+1 and Jm+2 is completed before time H1 and the other is processed after time H2.
Proof of Lemma 3.3. (a) It is obvious that the completion time of job Jm+3 is greater than timeH1 in any feasible schedule. If
the starting time of Jm+3 is greater than timeH1, then it is not less than timeH2. Thus, we have z(π) ≥ (D7+D2+1)(αm+3+
1) = D12 + D7 + D5 > δ, a contradiction.
(b) The conclusion (a) implies that Jm+3 is the critical job in schedule π . Note that the start time of non-available period
H1 < (αm+1 + 1)(αm+2 + 1) = D3, we have that at least one of the jobs Jm+1 and Jm+2 has to be processed after time
H2. If both of Jm+1 and Jm+2 are processed after time H2. Then at least one of their completion times will be greater than
H2(αm+1 + 1)(αm+2 + 1) = (D7 + D2 + 1)D3 = D10 + D5 + D3 > δ, a contradiction again. Thus, the result follows. 
From Lemma 3.3, one of the following two casesmust hold in scheduleπ : (i) job Jm+1 is scheduled before job Jm+3; (ii) job
Jm+2 is scheduled before job Jm+3. Since D = AB, αm+1 = DA− 1, and αm+2 = DB− 1, both cases are completely symmetric.
Hence, we only consider case (i) in the following.
Let T = {j|sj(π) > H2, j ∈ S} denote the jobs scheduled after the critical job Jm+3 in schedule π . So J2(π) = T{m+2}.
The jobs are assigned to machine in order
Jj : j ∈ S\T → Jm+1 → Jm+3 → Jj : j ∈ T → Jm+2,
where Jm+3 is the critical job. Then the maximum completion time of the jobs processed before time H1 is
Cm+1(π) =
∏
j∈S\T
(αj + 1)

(αm+1 + 1) = DA
∏
j∈S\T
xj,
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the completion time of job Jm+3 is
Cm+3(π) = Cm+1(π)(αm+3 + 1)+ (H2 − H1) = D6A
∏
j∈S\T
xj + D7,
and the maximum completion time of all jobs in π is
Cm+2(π) = Cm+3(π)
∏
j∈T
(αj + 1)

(αm+2 + 1)
=

D6A
∏
j∈S\T
xj + D7
∏
j∈T
xj

DB
= D9 + D8B
∏
j∈T
xj.
Therefore, we have
z(π) > Cm+2(π) = D9 + D8

B
∏
j∈T
xj + A
∏
j∈S/T
xj

− D8A
∏
j∈S\T
xj. (3)
Note that Cm+1(π) = DA∏j∈S/T xj < H1 = D2+1. Hence A∏j∈S\T xj < D+ 1D , which, together with the fact that A∏j∈S\T xj
is an integer, implies
A
∏
j∈S\T
xj ≤ D. (4)
Thus, we have
∏
j∈S\T xj ≤ B, that is
∏
j∈T xj ≥ A.
If
∏
j∈T xj > A, from Lemma 3.1, we have
B
∏
j∈T
xj + A
∏
j∈S\T
xj ≥ 2D+ 1. (5)
Combining (3)–(5), we have
z(π) > D8

B
∏
j∈T
xj + A
∏
j∈S\T
xj

≥ D8(2D+ 1) = 2D9 + D8 = δ,
a contradiction. Then we have
∏
j∈T xj = A. Consequently, T ⊆ S is a solution of the Subset Product instance I . 
4. A pseudo-polynomial-time algorithm
For problem 1|h(1), nr − a, pj = αjt|∑ Cj, Ji et al. [6] presented a dynamic programming algorithm which requires
O(n(H1 − t0)H2∏nj=1(αj + 1)) time. In this section, we present another O(nH1)-time dynamic programming algorithm DP1
for this problem. Then, we use DP1 to design a pseudo-polynomial-time algorithm for problem 1|h(1), r−a, pj = αjt|∑ Cj.
In the remainder of this paper, we assume that all parameters of the problem are non-negative integers. Write H =
H2−H1 and Ak = t0∏ki=1(αi+1), for k = 1, 2, . . . , n. Let f (k, l) be the optimal objective value of schedule for the first k jobs,
and lmeasures the maximum completion time of the jobs assigned before H1. In any such schedule, there are two possible
cases: either Jk is processed after H2 or processed before H1, if it is possible for the given schedule for the first k− 1 jobs.
Case 1. Jk is processed after H2. Note that l = t0∏i∈J1(αi + 1), where J1 is the set of the jobs assigned before H1, the
completion time of Jk is H2
Ak
l . Hence, we have f (k, l) = f (k− 1, l)+ H2 Akl .
Case 2. Jk is processed before H1. If l ≤ H1, we have f (k, l) = f (k− 1, lαk+1 )+ l.
Combining the two cases given above, we give the following dynamic programming algorithm for problem 1|h(1), nr −
a, pj = αjt|∑ Cj.
Dynamic programming algorithm DP1
The boundary conditions:
f (1, t0(α1 + 1)) = t0(α1 + 1), and f (1, t0) = H2(α1 + 1).
The recursive function:
f (k, l) = min

f (k− 1, l)+ H2 Akl ,
f

k− 1, l
αk+1

+ l, if l ≤ H1.
The optimal value is given by min{f (n, l) : t0 ≤ l ≤ H1}.
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Note that the recursive function has at most O(nH1) states and each iteration runs in a constant time. Thus, the algorithm
DP1 requires O(nH1) time.
Now, we consider problem 1|h(1), r − a, pj = αjt|∑ Cj. Based on the definition of critical job and the assumption that
t0
∏n
j=1(1+αj) > H1, there exists a critical job in any optimal schedule of 1|h(1), r−a, pj = αjt|
∑
Cj. We denote by π(j, s)
a feasible schedule such that Jj is the critical job with starting time s. For a given critical job Jj and time s, our next goal is to
compute the best schedule π(j, s). If we define that H ′1 = s and H ′2 = max{s(αj + 1)+ H,H2}, the problem can be reduced
to problem 1|h(1), nr − a, pj = αjt|∑ Cj with the non-available period [H ′1,H ′2] and jobs {J1, . . . , Jj−1, Jj+1, . . . , Jn}. Now,
we call dynamic programming algorithm DP1 to construct a best schedule π(j, s). Note that Jj and s have at most n and H1
distinct choices, respectively. Thus, we can enumerate all possibilities and select the feasible schedule with the minimum
objective value. Hence, we can conclude that:
Theorem 4.1. Problem 1|h(1), r − a, pj = αjt|∑ Cj can be solved in O(n2H21 ) time.
Now, we have the following conclusion.
Corollary 4.2. Problem 1|h(1), r − a, pj = αjt|∑ Cj is NP-hard in the ordinary sense.
5. A fully polynomial-time approximation scheme
In this section,wepresent the seconddynamic programming algorithm for the consideredproblem. FollowingWoeginger
[11], who introduced the notion of a DP-benevolent problem, we show that problem 1|h(1), r − a, pj = αjt|∑ Cj is
DP-benevolent, and hence there exists a fully polynomial-time approximation scheme for the problem.
Let αmax = max{αj : 1 ≤ j ≤ n}. The dynamic program does through n− 1 phases. At every phase k (k = 1, 2, . . . , n− 1
and k ≠ j), a state set Fk is generated. Any state in Fk is a vector [l1, z1, l2, z2]which is corresponding to a feasible schedule
for the first k jobs under the assumption that Jj is the critical job: The critical coordinate l1 measures the completion time of
the last one of the jobs which are completed just before time H1 and z1 measures the initial total completion time of those
jobs, the coordinate l2 measures the completion time of the critical job, and the coordinate z2 measures the initial total
completion time of the jobs which start not earlier than time H2. The state setsF1,F2, . . . ,Fn−1 are constructed iteratively.
The initial set F0 contains the only state [t0, 0,H1, 0]. In the k-th phase (k = 1, 2, . . . , n− 1), we compute the set Fk from
the set Fk−1 by the following three functions:
F1(αk, l1, z1, l2, z2) =
[
l1, z1, l2, z2 + Akl1
]
F2(αk, l1, z1, l2, z2) = [l1(αk + 1), z1 + l1(αk + 1), l2, z2]
F3(αk, l1, z1, l2, z2) = [l1(αk + 1), z1 + l1(αk + 1), l1(αk + 1)(αj + 1)+ H, z2].
Intuitively speaking, the function F1 schedules job Jk after H2. Functions F2 and F3 schedule job Jk before H1, if it is possible
for the given state.
Note that there is likely to be idle time in the feasible schedule which is associated to state [l1, z1, l2, z2]. By (1), the
objective value of [l1, z1, l2, z2] is t0z1 +max{l2,H2}z2 + l2, where max{l2,H2} is the starting time of the jobs with respect
to z2. Hence, we define the criterion function:
G(l1, z1, l2, z2) = t0z1 +max{l2,H2}z2 + l2.
By summing the above discussion, we can devise the following dynamic programming algorithm DP2.
Dynamic programming algorithm DP2
Initialize F0 := {[t0, 0,H1, 0]}
Compute Ak = t0∏ki=1,i≠j(αi + 1), k = 1, 2, . . . , n (k ≠ j)
For k = 1 to n (k ≠ j) do
Let Fk := ∅
For every [l1, z1, l2, z2] ∈ Fk−1 do
l1, z1, l2, z2 + Akl1

∈ Fk always
If l1(αk + 1)(αj + 1) ≤ H1
then [l1(αk + 1), z1 + l1(αk + 1), l2, z2] ∈ Fk
If l1(αk + 1) < H1 and l1(αk + 1)(αj + 1) > H1
then [l1(αk + 1), z1 + l1(αk + 1), l1(αk + 1)(αj + 1)+ H, z2] ∈ Fk
EndFor
EndFor
Output min{G(l1, z1, l2, z2) : [l1, z1, l2, z2] ∈ Fn}
Note that the cardinality of every state spaceFk in the algorithm is bounded from above by O(n2H21
∏n
j=1(αj+ 1)). There
holds the following result.
Theorem 5.1. There exists a fully polynomial-time approximation scheme for problem 1|h(1), r − a, pj = αjt|∑ Cj.
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Proof. The functions F1, F2 and F3 are vectors of polynomials with non-negative coefficients, and the polynomial functions
in F1, F2 and F3 that yield the first coordinates are polynomials which depend only on the first coordinate l1. Furthermore,
all polynomials linearly depend on l1, z1, l2 and z2. The inequality inside operator ‘if’ can be checked in polynomial
time, which depends only on l1, and has a non-negative coefficient. The criterion function G is a polynomial with non-
negative coefficients. Furthermore, the length of the binary encoding of every value obtained by the algorithm DP is
polynomially bounded in the input size, and is at most O(log(nH1
∏n
j=1(αj + 1))) ≤ O(n2 log(max{H1, αmax})). Therefore,
the algorithm DP2 satisfies conditions of Lemma 6.1 and Theorem 2.5 from the paper by Woeginger [11], then problem
1|h(1), r − a, pj = αjt|∑ Cj is DP-benevolent. Thus, problem 1|h(1), r − a, pj = αjt|∑ Cj has a fully polynomial-time
approximation scheme. 
6. Concluding remarks
We consider a single machine scheduling problem in which the processing time of a job is a proportional function
of its starting time and the machine is subject to non-availability constraints. We study the resumable situation with
the objective of minimizing the total completion time. As the main contribution of this article, we prove that problem
1|h(1), r− a, pj = αjt|∑ Cj is NP-hard in the ordinary sense and possesses a fully polynomial-time approximation scheme.
For problem 1|h(µ), r−a, pj = αjt|∑ Cj withµ ≥ 2, we have the following conclusion: there exists no polynomial-time
approximation algorithm with a constant worst-case ratio ρ > 1 for the problem, unless P = NP . The result can be proved
through the NP-hard problem 1|h(1), r − a, pj = αjt|Cmax [4] (see the proof in Appendix).
It will be interesting to studying the time complexity of the 1|h(µ), r − a, pj = αjt|∑ Cj with µ ≥ 2. Extending our
problem to parallel machines or flow shops is also an interesting issue.
Appendix. Proof of the conclusion
Proof. We use the maximum completion time problem 1|h(1), r − a, pj = αjt|Cmax for the gap reduction. For a given
instance I of the problem: A job set J = {J1, J2, . . . , Jn} and a deterioration rate αj > 0 for each Jj ∈ J, a machine’s available
time t0 and a non-availability period [H1,1,H1,2], where 0 < t0 < H1,1 < H1,2 and∏nj=1(αj + 1) > H1,1. The question is to
decide if, for a given positive integer B, there exists a schedule π of the jobs in J such that Cmax(π) ≤ B.
We construct an instance I ′ of 1|h(2), r − a, pj = αjt|∑ Cj by adding an extra non-availability period [H2,1,H2,2] to the
instance I , where H2,1 = B and H2,2 = ρnB. Then the question is to decide if there exists a schedule whose total completion
time is at most nB.
Clearly, the above construction can be done in polynomial time. If there is a schedule π for the instance I such that
Cmax(π) ≤ B. It is obvious that π is also a schedule for the instance I ′′ with z(π) ≤ nB.
If the instance I of 1|h(1), r − a, pj = αjt|Cmax has no schedule whose maximum completion time is at most B, we will
prove that any schedule π for the instance I ′ satisfies z(π) > ρnB. Otherwise, there exists a schedule π for the instance I ′
such that z(π) ≤ ρnB. Note that H2,2 = ρnB, we have Cmax(π) ≤ H2,2. Then Cmax(π) ≤ H2,1 = B, which implies π is also a
schedule for the instance I with Cmax(π) ≤ B, a contradiction. Since no polynomial time algorithm exists for determining a
solution to the decision version of 1|h(1), r − a, pj = αjt|Cmax unless P = NP , we have proved the desired result. 
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