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１．はじめに
ニューラルネットワーク（以下ＮＮと記す）は，神経系情報伝達機構を模倣した情報処
理方式である。その中でもバックプロパゲーション（ＢＰ）学習法のアルゴリズムはロバス
ト性を持つ優れた手法であるが，その問題点として学習に多大の時間を要することが挙げ
られる｡ＢＰ学習の高速化の方法にはアダプテイブな手法や２次微分を用いたクイックプロ
ップ法など諸種の方法が提案されている。
本研究では，並列計算機を用いたＢＰ学習の並列化による高速化について検討するもの
である。
２．ＢＰ学習について
２．１ＢＰ学習法
図１に示すような、層から構成される階層型ＮＮを考える。パターン，を提示した時
の第ﾉﾚ層（ん＝2,3,…，〃）の各ユニット〃'の入出力関係は次式のように示される。
ｏ鋒＝が(職）（１）
１Vん
錫＝菖肱ｸﾞｰL蝋。;71+砂（２）
o角：パターン，を提示した時の第冷層のノ番目のユニット〃'の出力値
務：パターン，を提示した時の第ｈ層のノ番目のユニット〃ﾀﾞの入力値
z(ﾉ簿''魔：第ﾉﾚ－１層のｊ番目のユニット〃ｻﾞ-1と第冷層のノ番目のユニット〃′との結合加
重の値
が：第冷層のノ番目のユニット〃′における微分可能な増加関数であるユニットの入出力
関数
砂：第ﾉｾ層のノ番目のユニット嫁の入力値におけるしきい値
Ｍ：第冷層のユニット数
ここで，式(2)におけるしきい値隊は，第A３－１層に常に値１を取る(１V)､_,＋1)番目のユ
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図１ニューラルネットの構成
ニット〃ｊｉ風+,を考えると,ユニットＭ;急+,と第冷層のノ番目のユニット〃'を結ぶ結合荷
重の値と考えることができる。従って，式(1)，（2)は次のように書き換えることができる。
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ＮＮの評価関数として，教師信号と出力値の２乗誤差Ｅを考える。
Ｅ＝ＺＥｐ
ｐ
(5)
母=÷鬘(鱗-｡;,)： （６）
職：パターン，を提示したときの最終層〃層のユニットノの教師信号
結合荷重zUf71,庫は，評価関数を最小にするように変化すればよいので,結合荷重の変化
量△〃:71,座には次式のような関係式が成り立っているとする。
aEp△，":71,肉｡c-Mi7l,為
この関係式から結合荷重の変化量△〃彫1,庵は比例定数〃を用いて次のように表せる。
△〃f71＝〃脇o;71
また，
脳一議
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で表される略は再帰的に計算することができる。従って，〃層からなるＮＮの結合荷重
"$71,虚の変化規則は以下のように表せる。
△pzU鯨１，庵＝〃脇oﾀｰ’
（j＝1,2,...,1Vﾙｰ,＋1）
（ノー1,2,...,肌）
（ん＝2,3,…，〃）
腓言(#｡釣)瀞(紛
賜=瀞(錫)鴬(砺洲）
（ん＝2,3,…，〃－１）
入出力関数として用いるシグモイド関数は次式のように表される関数である｡
／(妬)＝丁〒己而T=７７丁
シグモイド関数の一次導関数〃(，r)/hIrは，次式のように自らの関数/(jr)で一次導関数
を表すことができる関数である。
論(躯)=/(躯)(1-/or)）
従って，シグモイド関数を入出力関数として用いた場合，結合荷重の変化量は次式のよ
うに表される。
△〃鯨１，点＝〃鵬０ｹ-1
（ノー1,2,...,1V)ｾｰ,＋1）
（ノー1,2,...,Ｍ）
（ルー2,3,...,〃）
鵬＝(筋－０１ﾙ)ん(鵬)(1－九(必)）
＝(鰐－０ｌｂ)０lb(１－０１＄）
鵬=棚)(Ｍ(錫))賞(砺'螺判）
川上+１＝Ｃｌ＄(1-0釣)暑(鵬1噸+'）
（ん＝2,3,...,〃－１）
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２．２逐次修正法と一括修正法
（１）逐次修正法
逐次学習法による学習では，まずある入力パターンをＮＮに提示し，それに対する出
力結果を得る｡次に，出力結果と目標値である教師信号との誤差を逆伝播しながら，各
層の各ユニットにおける誤差を求める。さらに，その誤差をもとに結合荷重の修正量を
計算し，結合荷重の修正を行う。以上の処理を全パターンに対して行い，さらに何度も
同じことを繰り返す。
（２）一括修正法
一括修正法による学習では，ある入力パターンをＮＮに提示し，その入力パターンに
対する出力結果を得る。次に，その出力結果と教師信号の誤差を逆伝播し，結合荷重の
修正量を求め蓄積する。以上のことを，全入力パターンに対して行い，全入力パターン
を提示した後に，それまでに蓄積された結合荷重の修正量をもとに結合荷重の修正を行
う。これらの処理を誤差が小さくなるまで繰り返し行う。
入力パターンの提示
各ユニットの誤差の計算入力パターンの提示
結合荷重の修正量の計算各ユニットの誤差の計算
各パターンの修正量の加算結合荷重の修正量の計算
全パターンを提示したか？結合荷重の修正
結合荷重の修正全パターンを提示したか？
収束判定収束判定
図３一括修正法図２逐次修正法
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ａＢＰ学習の並列化について
本研究では，２つの方法でＢＰ学習の並列化を行った。以下に，その具体的な処理の
流れについて説明する。
３１入力パターンごとの並列化
３．１．１プロセッサ数の決定
並列化に使用するプロセッサ数を決定する。
３．１２入力パターンの割り当て
決定したプロセッサ数に応じて入力パターンを各プロセッサに割り当てる。入力パタ
ーン数がプロセッサ数で割り切れる場合，それぞれのプロセッサに均等に割り当てる。
そうでない場合，割り当てられる入力パターン数にばらつきがでるが，なるべく均等に
なるように割り当てる。
３．１．３ＢＰ学習（並列処理）
（１）誤差の計算及び修正量の計算
入力パターンをＮＮに提示し，その入力パターンに対する出力と教師信号との誤差
を計算する。この誤差を逆伝播し，重みの修正量を求める。
（２）修正量の加算及び更新
各プロセッサで計算し蓄積された修正量を加算し，その値を用いすべてのプロセッ
サで重みを更新する。ここで，各プロセッサ間の修正量の加算を行うためには通信が
必要となる。
（３）収束判定
誤差がある値以下になると処理を終了。そうでなければ，(1)に戻り同じ処理を繰り
返す。
３．２各ユニットでの処理の並列化
３．２．１プロセッサ数の決定
並列化に使用するプロセッサ数を決定する。
３．２．２プロセッサへのユニットの割り当て
決定したプロセッサ数に応じてユニットを各プロセッサに割り当てる。ここでは，入
力層，中間層間の処理のみの並列化を行っているので各プロセッサに割り当てるユニッ
トは中間層のもののみとする。
３．２．３ＢＰ学習（入力層，中間層間の処理のみ並列化）
（１）誤差の計算
入力パターンをＮＮに提示し，その入力パターンに対する出力と教師信号との誤差
を計算する。中間層，出力層間は逐次処理のため，それぞれのプロセッサで処理され
た結果を１つのプロセッサに集める必要がある。後の処理のことも考え，各々のプロ
セッサが他のすべてのプロセッサの処理結果を保持するように通信を行う。
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(2)重みの更新
計算された誤差を逆伝播し重みの更新を行う。すべてのプロセッサが同じ状態にな
っているため，ここでは通信を行うことなく処理ができる。(1)，(2)の処理を各パター
ンが与えられる毎に行う。
(3)収束判定
誤差がある値以上になると処理を終了｡そうでなければ(1)に戻り同じ処理を繰り返す。
４．実験内容
本研究では，アルファベット26文字,260文字の学習をサイズ10×10のパターンで実施さ
せ，そのスピードアップについて検討した。
また,並列計算機としてインテル社のＭＩＭＤ方式処理方式の超並列計算機ParagonXP／
S15を使用した。各アルゴリズムの実装はＣ言語及びParagonXP/Ｓ用の通信関連の関数
群ＮＸライブラリを使用した。
４．１文字パターンの学習
アルファベット26文字，260文字のパターンを用いて学習を行い，そのスピードアップに
ついて検討する。ここでは，１～26個（方法ｌ)，１～100個（方法２）のプロセッサを用
い，入力バーン毎の並列化，各ユニットでの処理の並列化，２つの方法で並列化を行い，
各々の処理時間を計測し,それぞれについてテータ数が26個,260個の場合で比較検討を行った。
ＮＮの構成は，入力層，中間層，出力層の３層から成るＮＮを用いユニット数をそれ
ぞれ100個，100個，２６個，学習回数は2,000回とした。また，パラメータ設定は学習係数〃
＝1.20,シグモイド関数の傾きｅ＝1.00,慣性項α＝０．５０とした。
５．実験結果及び考察
図４，図５，図６にそれぞれ２つの方法の全体でのスピードアップ，プロセッサ数に対
する通信時間，計算部分のスピードアップを示す(ただし，学習データ数は26個)。図４よ
り，方法１（入力パターン毎の並列化）の方が，方法２（各ユニットでの処理の並列化）
よりスピードアップという点で優れていることが分かる。並列計算機における並列化では
他のプロセッサでの処理結果が必要になるとプロセッサ間で通信が発生する。この通信は
並列化の効果を妨げる原因の１つである事が知られている。方法２においては，出力層で
の出力値を得るため入力パターンを提示する毎にプロセッサ間で通信が必要となる｡一方，
方法１においては入力パターンを全て提示した後でのみ，プロセッサ間での通信が必要と
なる。つまり，方法２の方が通信が多く発生する事になり，これは，図５からも明らかで
ある。従って，スピードアップの点において方法１の方が方法２より良い結果が得られた。
また，これは２つの方法に言える事であるが，プロセッサ数がある値を超えると，それ以
降で処理時間はほとんど変化していない。従って，これ以上プロセッサ数を増やしても処
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理の高速化は望めない。この原因として，図５からわかるようにプロセッサ数の増加に伴
う通信時間の増加，種々のオーバーヘッドの増加などがあげられる。また，図６より計算
を行っている部分のみの処理時間は，最大10倍以上のスピードアップを示している事から
も通信，その他の部分でこれが妨げられていると言える。
次に，学習データ数を10倍の260個にして26個の場合と比較検討してみた。方法、におい
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図1１
ては，学習データ数260個の方で比較的良い結果が得られた（図７)。逆に，方法２におい
ては学習データ数26個，260個で殆ど変化はなかった（図８)。方法１では学習データ数の
増加に伴い通信時間にほとんど変化が見られないのに対し(図９)，方法２では学習データ
数の増加によって通信時間が増加している(図10)。これにより，方法１では通信時間に対
する計算部分（並列化されている部分）の割合が増え，これがスピードアップにつながっ
ている。また，１つのプロセッサで１回の繰り返し中に解く問題サイズを大きく取る事に
よって効率良いスピードアップを得ることができる。計算部分に着目すると，方法１では
１つのプロセッサで解く問題のサイズが10倍になっており，その結果効率良いスピードア
ップが得られている(図11)。しかし，方法２では問題サイズに変化がないため殆どスピー
ドアップに変化が見られない（図12)。
６．おわりに
本研究では，バックプロパゲーション（ＢＰ)学習の並列化による高速化について検討を
行った。一括修正法による入力パターン毎の並列化を行った方法１の方が各ユニットでの
処理の並列化を行った方法２より効率の良いスピードアップを図ることが出来た｡これは，
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プロセッサ間の通信によるところが大きいと考えられる。
また，方法１では学習パターン数の増加に伴い，並列化率が上昇しており学習パターン
数が多いほど並列化が高いと言える。一方，方法２においては学習パターン数が増加して
も並列化率は殆ど変化しない。従って，並列計算機によるＢＰ学習の並列化においては，
一括修正法による入力パターン毎の並列化の方が優れていると言える。しかし，これらの
方法ではＣＰＵ効果分のスピードアップを図るのは難しく，今後は新たなＮＮの学習アルゴ
リズムについても併せて検討していく予定である。
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Especially,backpropagationlearningalgorithmiswidelyusedinlearning,recogni‐
tionandclassification・Thisbackpropagationruleisverysiｍｐｌｅｉｎｖａｒｉｏｕｓａpplica‐
tions・However，ｉｔｈａｓｏｎｌｙｏｎｅｄｒａｗｂａｃｋ；ｔｈａｔｉｓｔｏｓａｙ，itistime-consumingin
learningprocesslnordertoconquerthisdrawbackoftime-consumingincalculation，
alotofimprovementhavebeenproposed
Inthispaper，weinvestigatetheparallelizationofbackpropagationlearning
algorithmtoincreasetheefficiencyoflearningprocess．
