Abstract-Our study relates to systems whose dynamics generalize .i = h ( y . u ) . Q = f ( y . u ) , where the state components I integrate functions of the other components y and the inputs U . We give sufficient conditions under which g1ob;il asymptotic stabilizability of the y subsystem (respectively, by saturated control) implies global asymptotic stabilizability of the overall system (respectively, by saturated control). It is obtained by constructing explicitly a control Lyapunov function and provides feedback laws with several degrees of freedom which can be exploited to tackle design constraints. Also, we study how appropriate changes of coordinates allow us to extend its domain of application.
I. INTRODUCTION

A. Problem Statement
HE idea of backstepping, also called adding one integra-T tor (see [28] for instance), has led to one of the basic tools proposed nowadays for designing stabilizing controllers. In [ 131, KrstiC et al. give a repertory of the many procedures which can be obtained to deal with various classes of systems by combining, maybe recursively, this particular Lypunovbased design with other ones (see [12] ).
This idea applies to the problem of knowing when asymptotic stabilizability for the system Ij = f ( ? g , U ) implies asymptotic stabilizability for the system I j = f(y, x),
In this paper, systems of a different class arc: considered. To simplify, in this introduction let us just mention that we propose a solution to the problem of knowing when global asymptotic stabilizability (respectively, by saturated control) of the system = f ( y , U,) implies global asympmtic stabilizability (respectively, by saturated control) for the system li: = h(y, U ) , 1;, = f ( y , U ) .
( 2 )
That is, instead of making the control a state component, i.e., controlling through a differentiator, as in ( I ) , we add state components which integrate functions of the other components. Such components are called "integrating coordinates."
The k n o w l e d g e of a s o l u t i o n for t h i s latter p r o b l e m , c a l l e d here Manuscript received June 20, 1994; revised March 20, 1995 , March 6 , 1996 , and April 15, 1996 "adding one integration," allows us to deal with systems whose dynamics can be written, by using appropriate coordinates, in a specific recurrent structure called feedforward form'
In particular we shall prove that for stabilizability of the system linearized at the origin being assumed, global asymptotic stabilizability holds if k = f l ( x . U ) is globally asymptotically stabilizable with local exponential stability. Systems which can be written in this feedforward form are not singularities in practice. For instance, consider the celebrated cart-pendulum system. Let: o ( A 4 . r ) be mass and position of the cart which is moving horizontally;
*(m, 1 , B ) be mass, length, and angular deviation from the upward position for the pendulum which is pivoting around a point fixed on the cart; *finally, E be a horizontal force acting on the cart.
The dynamics can be written as 
This system will be used in Section V-C to illustrate our feedback design.
'Systems in the form ( 3 ) are generically not feedback linearizable. In particular, this is the case when, controllability of the system linearized at the origin being assumed, $$ -! & $$ is not identically equal to zero on a neighborhood of the origin.
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B. The Muin Sources of Our Work
The first significant results about feedforward systems have been presented by Teel in [25] (see also [24] ). The main point discovered in this work is that the knowledge of the system linearized at the origin is already sufficient to propose a family of feedback laws in which we are guaranteed to find one element appropriate for the particular system under consideration. This result follows from 'these two facts. 1) Higher order terms (see our basic definitions) play a role only in the choice of an element in this family of feedback, not on the definition of the family itself. 2) The "integrating" coordinates--rcz to IC,, in (3)-must be selected in such a way that only higher-order terms appear in their time derivative. To meet such a constraint, a linear change of coordinates is appropriate. Such a result can be proved by using the new concepts in interconnected systems theory that Teel has formalized in 1271 (see also 1261).
Our main objective here is to propose a Lyapunov analysis counterpart to the interconnected systems point of view. This is made possible from the following remark: assume t h t the functions in (2) are G2 and that we have h(y: 0) 0; v y. This proves that we are exactly in the context of the theory usually referred to as the Jurdjevic and Quinn approach to which many authors have contributed (see [ 11, 141, 191, [l I] , [14] , and [I61 and the references therein). Our goal in the following is mainly to relax (8). This is done by applying a change of coordinates which generalizes the one proposed by Tee1 and by translating in terms of stability margin the fact, exhibited by Teel, that higher-order terms play a minimal role.
During the preparation of the final version of this paper, we received from M. Jankovic et al. a preprint of their paper [IO] . They propose also a Lyapunov design for feedforward systems but, instead of a change of coordinates which implicitly introduces a cross term in the Lyapunov function, they address directly the construction of such a term. Due to space limitation, we cannot go further into comparing the two methods, but the interested reader may refer to 1171. However, some of the ideas presented in that paper helped us.
We realized that the arguments, used for the proof of our previous result [18, Proposition 2.11, were in fact powerful enough to establish Theorem 111.1, The set of assumptions introduced in [lo] will be used to illustrate our own assumptions.
We are borrowing from [lo] the dynamic solution for (30).
C. Organization of the Puper
In Section 11, we first revisit the Jurdjevic and Quinn approach in a specific case. This allows us to present some technical results and make some discussions which are useful for the remainder of the paper. In Section 111, we state our main result with relaxing (8). In fact, we allow h in (2) to depend on y, U ; and z, but we impose a restriction on the behavior of this function for y near the origin and 5 going to infinity. This constraint on the dependence in y generalizes the notion of "higher order" used by Teel. In Section IV, we show how it may be possible to enforce the satisfaction of such a constraint by a change of coordinates. In Sections V-A and V-B, by combining the Lyapunov design of Section 111 and the change of coordinates of Section IV, we are able to answer the question about global asymptotic stabilizability of forms generalizing (2) and (3). To help the reader in getting a better grasp on the design we propose, we apply it to the cart-pendulum system in Section V-C.
Finally Section VI contains some concluding remarks.
D. Notations and Basic Dejnitions
Throughout the paper, the symbol c may be used to denote generically a strictly positive real number (i.e.,
For an element X in Rnl @ RrL @ R P and a vector z in E', we denote their contraction by ( X , IC). It is a matrix in R" @ R" whose ( i ; , j ) 
This property as well as [30, Th. 11.8.11 will be used throughout the paper.
derivative.
For a real valued C1 function k , we denote by k' its first 
Assumption A1 holds. But with Q(X,,X,) = Aff + X:, Assumption A2 does not hold. In fact, asymptotic stabilization is not possible since
We start our analysis by restating, in a slightly inore general form (see also (30) for each time, it is sufficient to meet it dynamically, i.e., it is sufficient for U to be the output of a strictly passive system with -G ( x l , 2 2 , y, U ) as input. However, we cannot forget the constraint on U . By drawing our inspiration from barrier methods as they are used in optimization theory (see [7, ch. 31 for instance), we propose the following dynamic feedback:
This system with input -G ( L :~, x~,~. u 
Then, all the bounded maximal solutions of (37) exist on [0, +CO) and converge to the largest quasi-invariant3 set con-
To apply this Lemma to the closed-loop system we have obtained, we evaluate what is the largest quasi-invariant set contained in
From (3.3, the definition (29) of 4. and Assumption A2, we see that this quasi-invariant set is reduced to the origin. Therefore, our feedback provides global asymptotic stability. 
A. Result
Let us now extend the Jurdjevic and Quinn approach to a broader class of systems. Precisely, we modify (18) by introducing coupling terms which are identically zero when y is at the origin
where y is in R", x1 in R.'"', 5 2 in Rm2, U in Rq. For this new system, we modify Assumption A0 as follows.
3 A set € is said to be quasi-invariant with respect to (37) On the other hand, we may hope that by choosing appropriate coordinates, this system can be written with no coupling terms as in the form (18). Indeed, by letting
we get the system which satisfies Assumptions AI and A2 if n ;f 0. Unfortunately for the general case, it may be hopeless to find a "computable" change of coordinates such that in these new coordinates, there is no coupling terms. This leads us to the question: are we allowed to replace an exact but "incomputable" change of coordinates by a "Computable" but approximated one? In the following we answer positively to this question. For this, we need to introduce the following new assumption.
Assumption A3:
A3.1) There exist a function p which is defined, nonnegative, and continuous on [U. +no) and I function 6 which is defined, strictly positive, and continuous on (O,+no) such that 2 ) Assumption A3. I): Assumption A3.1) introduces restrictions on the coupling terms hl, e l , and f l without which asymptotic stabilizability may be impossible (see Sections III-B-4 and 111-B-5).
Inequality (47) implies that the term f l cannot change the asymptotic stability of y = 0 whatever the function ( z l ( i ) , z z ( t ) ) is, as long as it is measurable and locally essentially bounded.
The other conditions in A3. 
The restriction arises with the Fdct that we need to find:
. \ 1 ) a function p satisfying the nonintegrability condition (45) and, for instance This is a constraint concerning the behavior of the functions h ,~ and el for ( 5 1 , z 2 ) going to infinity; a function IF. satisfying the regularity condition (46) and, for instance
In view of Lemma B.2, this is a constraint concerning the order of the zeros of the functions hl and el at y = 0.
+ Jm] (55) 2) to find a function 6 satisfying (see (SO) above)
( 56) This last inequality generalizes the notion of higher-order terms considered in 1251 and [24] . It illustrates how the behavior of hl and e l for y near the origin, quantified by 7, should be related to the stability margin of the y-subsystem, quantified by W . The smallest is the order of the zeros of hl and e l at y = 0 and the stronger the local attractiveness of y = 0 for Ij = fo(y) should be.
In the case where H3) holds, an appropriate function K meeting (46) and (56) always exists with no constraint on y and therefore no constraint on the order of the zeros of the functions hl and e l at y = 0. Indeed, let us first remark that with A1 and H3), an appropriate convex combination of the function V , provided by A I , and a quadratic form, provided by the local exponential stability, gives a new Lyapunov function, still denoted V , which is C 2 on a neighborhood of the origin and such that for all y with lyl I as, we have 
with some nonnegative continuous function. This means that the zeros of h l y and e l y at y = 0 are at least of order two. Then A3.1) and A3.2) are satisfied with (59) replaced
So, if the zeros of h l y and e l y at y = 0 are at least of order two and Assumptions AO-A2 and H1)-H3) hold, then Assumptions AO-A3 are satisfied. However, in this discussion, we have not exploited the positive definiteness of T , or more precisely the presence of ,,/m in (44). This explains why, in some cases as in Theorem V. 1, no restriction on the order of the zero of e l y at y = 0 is needed.
Stability for the (z1,z2) Subsystem When y = 0 and U = 0:
Consider the system (62) 
for all y1 and y2 in R?. With (14), (46) In fact, for rb 5 3 this system is not globally asymptotically stabilizable by continuous dynamic state feedback. Indeed, it does not satisfy Brockett's condition (see [ l , Th. 7.11 ).
C. Proof
remarks.
Proof of Theorem III.1: We begin with some preliminary 1) By adding 1 to K if necessary, we can assJme that this function is not in L1([l, +x)).
2) With (46) and AO, the functions n(V($))W(y) and .(V(y))~(y)fl(zl.z2.y)y can be extended as continuous function? on the whole space. 
) . I . (72) Now, we denote by 1 the function which is zero at zero, C1, positive definite, and proper on [O, +CO) whose derivative 2 '
is [see (45)J (73) With these notations, we introduce the following candidate Lyapunov function:
It is positive definite, proper, and Lipschitz continuous. Also the function ii(40) (r1, x 2 , y? U ) is well defined and continuous.
Moreover, with (44), we get IEEE TR LANSACTIONS ON AUTOMATIC CONTROL, VOL. 41, NO. 11, NOVEMBER 1996 This inequality is the key point of our analysis. It has been established by using only Assumptions A1 and A3. hold.
A Larger Class qf Stabilizing Feedback For proving Theorem 111.1, we have used a feedback law which makes the product G(xl; x2, y, 7 1 ) n nonpositive for each time, in the case of the static feedback, or in an integral sense, in the case of the dynamic feedback. This constraint of nonpositiveness follows from not taking advantage of the negativeness already provided by the term -i~( V ( y ) ) W ( y ) . By using this property,6 we shall be able to propose a broader family of feedback laws. The interesting fact about this new family is that it contains elements which can be written without the explicit knowledge of the function V . This may be helpful when Theorem 111.1 is used repeatedly in a recursive design.
To show how this new family can be obtained, we work within a smoother context than for Theorem 111.1. Namely, we modify Assumptions AO, A l , and A3.2) into the following. 
We introduce the following compact notations:
as those invoked in the proof of Theorem 11.1. 0, y = 0 ) .
Note that rlJ depends on V and r l ; ( 2 1 , 2 2 , 0 ) = 0.
The function I', on the other hand, does not depend on V but depends on I'. However, 1' can be determined, via (73), (48), and Lemma B.l from the data of the ( 2 1 , n?a)-subsystem only.
of -P ( Q (~T , ) + S ( . T L ) ) T ( . I . 2 ) .
'For the sake of simplicity, we do not take advantagc ofihe nonpositivcness
The new Assumptions AO', AI', and A3.2' imply that the function 6, defined in (76), is C1. It follows that there exists a continuous function 4 satisfying
With these notations, (76) and (77) 
So, global asymptotic stability can be concluded if U satisfies the constraints where a and p are any continuous functions satisfying
and p is such that 1 u ( q 3 2 2 ; y ) ( is upperbounded by U .
Proo$ We first remark that (79), (88), and (90) imply (84) ( 1 02) it is sufficient to check that (87)- (90) hold. Clearly (87) and (88) 
A. The Context
With Assumption A3, we have defined a context within which the Jurdjevic and Quinn approach can be applied to (40). Our task now is to investigate if there exists an appropriate change of coordinates so that the modified coupling terms f l , h l , and el satisfy A3. Stated this way, the problem is difficult. Today, we have no general answer. To solve it here, we limit the field of investigation to a particular subclass of systems in the form (40). In [17] , another subclass is considered.
So, now we restrict our attention to the set of assumptions considered in Section 111-B.1 and for a system where the undriven x1 and x2 subsystems are linear and there is no coupling term ,fl
( 1 13 such that in the new coordinates, the coupling term hl is of largest possible order or even that it is absent as it was the case for (41).
B. Change of the XI-Coordinate
C3, it can be decomposed as
For (1 13 ( 1 14) where Hlz is a C2 function and
To simplify our task, we look for an appropriate change of coordinates for an auxiliary system
To preserve linearity in XI, we restrict ourselves with the following class of transformation:
where the matrix function Pz and the vector PI are to be chosen. With these new coordinates ( I 16) is rewritten
( 1 18) where, by using the identity7 we have 7Which is obtained from the identity 
for any ( i , j , k ) , then there exist smooth functions PI and Pz which give hll, in (120), and hlo, in (121), ha\ing zeros of order two8 at y = 0, i.e., there exists a C1 -'unction 61, satisfying is an invariant set of (Y) . (133) If the matrix A is asymptotically stable, this graph is a subset of the stable manifold of the origin and even the stable manifold itself if all the eigenvalues of M I have zero real part. So, in this latter case, the partial differential equation (1 32) has a solution at least on a neighborhood of the origin. In fact, here we can exploit the triangular structure of (133) to prove that when the following integral makes sense: 1 34) and is C1, with @ ( t , Y ) the solution of by letting (P2(k,,,1) ) be the solution of the lineal-system 0 = V H l l ( k , i , . i ) Lemma IV.2: If the matrix %(O) is asymptotically stable, the matrix -MI is stable and the function HI" is C1, then P I , given by ( 134), makes sense and is C1 and a solution of (1 32).
and by defining the matrix P2 as (see [lS, I (l0,lO) erty is of prime importance in the applications. It will be extensively used for the cart-pendulum system in Section V-C. 2 ) The existence result, given by Lemma IV.2, has been exploited by Yang in [29] , and Sontag and Sussmann in [23] , to prove global asymptotic stabilizability by saturated feedback of globally null-controllable linear systems via a Lyapunov technique similar to the one used in Theorem 11.1 (with 5 replaced by X + P l ( Y ) ) .
3) When X is of dimension 1 with nil, = 0, the matrix A is asymptotically stable and the function H 1 1 ( Y ) ic GI, the (scalar) function Pz, given as (137) with @(s, Y ) , the solution of (135), well defined (see
Appendix C). In this case, we get [see (120)]
We remark also that (137) gives meaning that Hll(Y) is a total derivative.
V. APPLICATIONS
With the tools we have proposed in the previous sections, we are now equipped to grapple with various global asymptotic stabilization problems as those stated in the first section. We begin with a generalization of the question of adding one integration [see (2)]. This will be followed by a solution for feedforward systems [see (3)]. Finally, we shall illustrate the various aspects of the proposed design by studying the cart-pendulum system.
A. Adding Integration
Result: We consider ( 1 13) again under Assumption BO, with the notation (123) and the decomposition (114). We introduce the following assumptions.
Assumption B I :
B1.l) The point Y = 0 is a globally asymptotically stable equilibrium point of the Y-subsystem when U is set to zero. B 1.
2) The matrices A and M2 are asymptotically stable, the matrix M I is stable, and the spectra of these matrices are such that for any ( 2 , j , k ) Assumption B 1.2) implies the existence of positive definite symmetric matrices Q1 and Q2 satisfying and of P and P2, solutions of, respectively, (131) ( 1 43 (1 13) is stabilizable, the linearized closed-loop system is asymptotically stable. Finally, in the case where the X I component is not present, the origin of (1 13) 
Assumption A2 is satisfied but not A3. The change of coordinates given by Lemma IV.1 is Then the system is rewritten as This time Assumption A3 holds but not A2.I2 3) Another important constraint imposed by Assumption B 1.1) is the asymptotic stability of A. It is known to be superfluous in some cases. In our general context, the properties of A are used: a) to make Hlo and Hl1 have a zero of order two at y = 0, as discussed in Lemma IV. 1. But in this case, we need only the nonresonance condition (140); b) to guarantee that (57) holds to make sure that we can find a function n satisfying the requirements in Assumption A3. But, if we can make the change of coordinates (117) so that Hlo and H11 have a zero of high order at y = 0, then Assumption A3 may hold without the need of asymptotic stability of A.
However, the existence of this particular change of coordinates will involve more nonresonance conditions than simply (140). + (HlZX(X1, x2, Y ) , J-2)ly. (148) Then, since the spectra of A and MI berify (140), Lemma IV.1 gives functions PI and P2 so that by applying the change of coordinates, linear in (XI, X 2 ) (149) (1 13) can be rewritten, with (1 26) and (1 48), in the form
where h2, e 2 , and f 2 are C3 and all the other functions are at least continuous so that Assumption A0 holds.
Then, we have that Bl.1) and (141) imply that A1 holds with, as mentioned in Section 111-B 1, functions V and W satisfying (57) and V of class possibly C4.
Second, we remark that PI and Pz, given by Lemma IV. 1, satisfy
ay It follows that A2 in the new coordinates is, nothing but B2 with:
( 1 52) where R2 is defined in (142).
Third, we see, with B3 and the linearity in (XI, X , ) of (149), that there exists a nonnegative continuous function 7 such that (Y) ( 1 54 We conclude that A3 holds.
Theorem 111.1 applies and guarantees the existence of a C3 globally stabilizing feedback law. Note that since B 1 implies that (100) holds, a possible feedback law is (101). Let us finally recall that (74) gives an appropriate Lyapunov function with negative definite time derivative if
Local exponentiul stability: To prove the asymptotic stability of the linearized closed-loop system, we write the linearization of (150) at the origin
( 1 64) with the notations
To prove that the linearization of the control given, for instance by (86), is stabilizing this system, we proceed in two steps. a) We apply Theorem 11.1 to obtain a linear feedback b) We check that this linear feedback u~ is nothing but
Step I : We first remark that (164) is of the form (18). Then Assumption B1.2) implies that A1 holds. Also, the assumed stabilizability of the linearization of ( I 13) implies the stabilizability of the pair (M1,Dl). This fact with Lemma 11.3 implies A2 holds. From (86) in Proposition 111.3, the following linear feedback globally asymptotically stabilizes the origin of (164):
U L for this linear system (164). the linearization at the origin of (86).
with the notations Step 2: With (87)- (90), we can take ( 0 , 0 , 0 ) to satisfy (169). So, the linear approximation of (86) at the origin is equal to (166).
3) No X I component: When X I is not present and U is set to zero, (14-1) and (144) 
Theorem V.2: Assume CO holds and: C1) There exists a C' feedback law ?iO(yo), with ~~( 0 ) = 0, which globally asymptotically stabilizes the origin of the yo-subsystem of (171) and so that the linearized closed-loop system is asymptotically stable. (3) Theorem V.2: We prove this theorem by induction. We will call i-system the subsystem of (171) Also note that f 2 does not depend on z.;+1. All the functions appearing on the left-hand side are C 2 . Since (175) implies that h2i+l is linear in z;+1, the i+l system can be written in the form (179) which is a simpler version of (1 13), with, in particular closed-loop system
its asymptotic stability is given by the indu1:tion assump- 
C. The Cart-Pendulum System
The cart-pendulum system, whose dynamics can be expressed as in (6), is a good example to illustrate some aspects of the designs which can be done by combining the tools described in Sections 11, 111, and IV.
The procedure proposed in Section V-B goes with first stabilizing the (00, W O ) subsystem. Then we add one integration for the stabilization of the (so, 00, W O ) subsystem. Finally, a last integration will give us the full system. However, we remark that for the first step, the (00, W O ) subsystem is living in the cylinder S1 x R. The topology of this manifold as well as the presence of cos (80) ( 1 85) This allows us to rewrite (6) as Following Section IV, at each step of adding an integration, an appropriate change of coordinates will be needed. With Remark IV.3, we know that this change of coordinates is easily found when total derivatives are known. So let us start by writing a repertory of some total derivatives not depending on the control
I-
The ( t o , T O ) Subsystem: Since the control uo is integrated in (186), we propose the following feedback which, from the list of (187) 
This is the form ( 1 18 We define two functions jo and 51 as follows: for s > 0, we let
where the functions p~, and P R , satisfy (97) with H, and R, any strictly positive real numbers, the functions os and oz satisfy (208), and the real numbers ps and bx are to be chosen strictly positive and not too large. 
Yl(S)
state feedback law for a class of systems in the form i = h,(z,y,u),y = f ( y , u ) , assuming global asymptotic stabilizability for the y subsystem. We have also shown that They are strictly increasing, continuous, onto [O: +x) and satisfy, for all ( [ , U ) if a saturated control is sufficient for this subsystem, the same holds for the overall. We have called our technique udding integration, since the required ascumptions on the 
of y and U . Finally, we let This key technical tool can be used in combination with others. In particular, the availability of a Lyapunov function adding one integrator or for the design of adaptive feedback { YO(S) = + y -Y O ( s ) > makes it very well suited for association with the technique of (see [19] ) or output feedback. For instance, in 1171, the problem of stabilization of the VTOL aircraft is solved with position measurement only.
We have applied this tool repeatedly to prove global asymptotic stabilizability for systems having a special recurrent structure called feedforward form and which are generically not feedback linearizable.
Due to space limitations we have concentrated our attention reader will find in [18] an application to a problem of sta- 
which follows from the fact that for all s 2 1, we have 3) The function I exp(4As)l is integrable on [0, +m).
These three points imply that the function PI is C1 with 
% ( Y ) = -I+^ exp(-sM)---(~(s,Y))_(s,Y)ds.
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