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Haplotype Assembly Using Manifold Optimization
and Error Correction Mechanism
Mohamad Mahdi Mohades, Sina Majidian, and Mohammad Hossein Kahaei
Abstract—Recent matrix completion based methods have not
been able to properly model the Haplotype Assembly Problem
(HAP) for noisy observations. To deal with such cases, we propose
a new Minimum Error Correction (MEC) based matrix comple-
tion problem over the manifold of rank-one matrices. We then
prove the convergence of a specific iterative algorithm to solve
this problem. From the simulation results, the proposed method
not only outperforms some well-known matrix completion based
methods, but also shows a more accurate result compared to a
most recent MEC based algorithm for haplotype estimation.
Index Terms—Haplotype assembly, manifold optimization, ma-
trix completion, minimum error correction, Hamming distance.
I. INTRODUCTION
S
TUDY of genetic variations is a critical task to disease
recognition and also drug development. Such variations
can be recognized using haplotypes which are known as strings
of Single Nucleotide Polymorphisms (SNPs) of chromosomes
[1]. However, due to hardware limitations, haplotypes cannot
be entirely measured. Instead, they are supposed to be re-
constructed from the short reads obtained by high-throughput
sequencing systems. For diploid organisms, each SNP site is
modeled by either +1 or −1. Hence, a haplotype sequence h
corresponding to one of chromosomes is formed by a vector
of ±1 entries, while the haplotype of the other one is given
by −h. Accordingly, the short reads are obtained from either
h or −h. Such a sampling procedure can be modeled by a
matrix, say R, whose entries are either ±1 or unobserved.
Specifically, if we denote the set of observed entries by Ω, the
entries of R ∈ {−1,+1,×}
m×n
are given by{
rij = ±1 (i, j) ∈ Ω
rij = × (i, j) /∈ Ω,
(1)
where × shows unobserved entries. The completed matrix of
R, defined by R, is supposed to be a rank-one matrix whose
entries are ±1 and can be factorized as
R = cm×1h
T
n×1, (2)
where h is the intended haplotype sequence and c is a
sequence of +1 and −1 entries corresponding to h and −h,
respectively. When the number of reads (observed entries) are
sufficient and there is no error in reads, it is easy to obtain R
and consequently h.
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In practice, however, measurements are corrupted by noise
which usually leads to erroneous signs in some observed en-
tries. Many haplotype assembly methods deal with erroneous
measurements mostly based on the MEC defined as [2]
MEC(R,h) =
m∑
i=1
min (hd (ri,h) , hd (ri,−h)), (3)
where the Hamming distance hd(·, ·) calculates the number of
mismatch entries using
hd (ri,h) =
∑
j|(i,j)∈Ω
d (rij , hj), (4)
with d(·, ·) being 0 for equal inputs, and 1 otherwise.
For optimal solution of (3), which is an NP-hard problem,
some heuristic methods have already been addressed [2]–
[4]. Apart from MEC approaches, some other methods are
developed based on the fact that the rank ofR ought to be 1. In
[5], matrix factorization is used in the minimization problem,
min
u,v
∥∥PΩ (R)− PΩ (um×1vTn×1)∥∥2F , (5)
where PΩ(·) is a sampling operator defined as
PΩ(Q) =
{
PΩ(qij) = qij (i, j) ∈ Ω
PΩ(qij) = 0 (i, j) /∈ Ω
(6)
and ‖·‖F shows the Frobenius norm. Then, h is calculated by
applying the sign function over v. The nonconvex problem of
(5) can be solved using the alternating minimization approach.
For fast matrix completion, QR decomposition may also be
applied [6].
From the low-rank matrix completion point of view, haplo-
type estimation can be performed using some other approaches
as follows. Based on [7], it is possible to complete PΩ (R)
using the following optimization problem,
min
X
‖PΩ (R)− PΩ (X)‖
2
F + λ‖X‖∗, (7)
where ‖·‖∗ shows the nuclear norm and λ is a regulariza-
tion factor. Afterwards, we can estimate h by applying the
sign function over the right singular vector corresponding to
the largest singular value. In addition, minimizing the cost
function ‖PΩ (R)− PΩ (X)‖
2
F over the manifold of rank-
one matrices [8] or Grassmann manifold [9] will result in
completion of PΩ (R) and estimating h.
In this paper, we propose a new error correction mechanism
over the manifold of rank one matrices to solve the noisy HAP.
This approach benefits the underlying structure of the HAP,
which seeks for a rank one matrix with the entries of ±1. As a
2result, unlike common matrix completion methods, we propose
a Hamming distance cost function over the manifold of rank
one matrices to complete the desired matrix. We next present
a surrogate for the nondifferentiable structure of this cost
function and analyze its convergence behaviour. In this way,
as opposed to the existing MEC based algorithms, we will be
able to derive the performance guarantees for our optimization
problem. Simulation results confirm that this method is more
reliable for solving noisy HAPs.
The paper is organized as follows. In Section II some
required concepts of manifold optimization are presented.
Section III is devoted to our main result. Simulation results are
illustrated in Section IV and Section V concludes the paper.
II. PRELIMINARIES
As mentioned, a HAP can be modeled as a rank-one matrix
completion problem. On the other hand, the set of real valued
rank-one matrices can be considered as a smooth manifold [8].
To optimize a differentiable function over such a manifold, we
first remind some concepts for optimization over manifolds.
Theorem 1. [8] The set of all m×n real valued matrices of
rank 1 is a smooth manifold, M(1), whose tangent space at
point X ∈M(1) is defined as
TXM
(1) =
{
[U U⊥]
[
R R
1×(n−r)
R
(m−1)×1 0(m−1)×(n−1)
]
[V V⊥]
T
}
=
{
UMVT +UpV
T +UVTp :M ∈ R,
Up ∈ R
m×1,UTpU = 0,Vp ∈ R
n×1,VTpV = 0,
(8)
where UΣVT is the singular value decomposition (SVD) of
X.
Convergence of manifold optimization schemes is evaluated
by a metric on the manifold. Inspired from the Euclidean space
R
m×n, the metric on the manifold of rank-one matrices is
defined by the inner product 〈ξ, η〉
X
= tr
(
ξT η
)
, where the
subscriptX shows the restriction to the tangent space TXM
(1)
and the tangent vectors ξ, η ∈ TXM
(1). A smoothly varying
inner product is Riemannian metric and the manifold endowed
with this metric is called Riemannian. Also, the gradient of a
function on such a manifold is given as follows.
Definition 1. [10] Let f be a scalar valued function over
the Riemannian manifold M endowed with the inner product
〈·, ·〉
X
. Then, the gradient of f at point X ∈ M denoted by
gradf(X) is the unique element of the tangent space TXM
satisfying
〈gradf(X), ξ〉
X
= Df(X)[ξ] ∀ξ ∈ TXM, (9)
where Df denotes the directional derivative acting on the
tangent vector ξ.
By iteratively solving an optimization problem over the
manifold M, we may find a point on TXM which would
not necessarily belong to the manifold. To bring this point
back to the manifold, the retraction function can be utilized.
Definition 2. [10] Let TM := ∪
X∈M
{X} × TxM be the
tangent bundle and R : TM → M be a smooth mapping
whose restriction to TXM is RX. Then, R is a retraction on
the manifold M, if,
(1) RX(0X) = X, where, 0X is the zero element of TXM,
(2) DRX(0X) = idTXM, where, idTXM is the identity
mapping on TXM.
More clearly, we find the result of RX(ξ) by first calculating
Y = X + ξ where X ∈ M and ξ ∈ TXM, and next
applying the retraction mapping on Y. It has been shown that
the retraction RX(ξ) to the manifold of rank-one matrices is
equivalent to taking the SVD of Y and then making all the
singular values equal to zero except the largest one [11].
Another concept to note is the gradient descent algorithm
on Riemannian manifolds which is given in Alg. 1 [10]. As
seen, Steps 1 and 2 concern with the search direction and con-
vergence evaluation. Step 3, known as Armijo backtracking,
guarantees a sequence of points which constitutes a descent
direction [10]. Step 4 performs retraction on the manifold.
Alg. 1: Gradient descent method on a Riemannian manifold.
Requirements: Differentiable cost function f , Manifold M,
inner product 〈·, ·〉, Initial matrix X0 ∈M, Retraction
function R, Scalars α¯ > 0, β, σ ∈ (0, 1), tolerance τ > 0.
for i = 0, 1, 2, ... do
Step 1: Set ξ as the negative direction of the gradient,
ξi := −gradf(Xi)
Step 2: Convergence evaluation,
if ‖ξi‖ < τ , then break
Step 3: Find the smallest m satisfying
f(Xi)− f(RXi(α¯β
mξi)) ≥ σα¯β
m 〈ξi, ξi〉Xi
Step 4: Find the modified point as
Xi+1 := RXi(α¯β
mξi))
III. MAIN RESULT
First, using an example for the noisy HAP, we show
that minimizing the cost function ‖PΩ (R)− PΩ (X)‖
2
F and
calculating the haplotype by applying the sign function over
the right singular vector corresponding to the largest singular
value would not lead to the desired result. Then, we propose
an optimization problem which can properly model the HAP.
Example 1. Substitute h =
[
1 −1 1 −1 −1
]T
and
c =
[
1 1 1
]T
in (2) to build up R as
R =

 11
1
−1
−1
−1
1
1
1
−1
−1
−1
−1
−1
−1

 . (10)
Next, let an erroneous sampling from R be given as
PΩ
(
RE
)
=

 1−1
1
0
−1
−1
1
1
−1
−1
−1
−1
1
−1
−1

 ,
(11)
where subscript E stands for erroneous observation. As seen,
the only unobserved entry is {(1, 2)} and the set of erro-
neous observations is {(1, 5), (2, 1), (3, 3)}. Based on our
3simulations, minimization of
∥∥PΩ (RE)− PΩ (X)∥∥2F over the
manifold of rank-one matrices could lead to either
R1 =

 0.2255 −0.763 0.2255 −0.8165 −0.36550.2955 −1 0.2955 −1.07 −0.4790
0.2955 −1 0.2955 −1.07 −0.4790


(12)
or
R2 =

 −εγ 0.9975ε εγ 0.9975ε 0.9975εγ −0.9975 −γ −0.9975 −0.9975
γ −0.9975 −γ −0.9975 −0.9975

 ,
(13)
where ε and γ are infinitesimal positive numbers. However,
one can easily check that although for this example we get∥∥PΩ (RE)− PΩ (R1)∥∥F ≃ ∥∥PΩ (RE)− PΩ (R2)∥∥F ≃
2.8284, their haplotypes are estimated differently
as h1 =
[
1 −1 1 −1 −1
]T
and h2 =[
1 −1 −1 −1 −1
]T
, while only h1 is the correct
answer. Note that haplotypes are estimated by applying the
sign function over the right singular vector of the completed
rank-one matrix.
For the above example, having the Hamming distance in
mind, it is easy to verify that the following inequality holds,
hd
(
vec
(
PΩ
(
sign
(
R1
)))
, vec
((
PΩ
(
RE
))))
<
hd
(
vec
(
PΩ
(
sign
(
R2
)))
, vec
((
PΩ
(
RE
))))
,
(14)
where vec (·) vectorizes the input matrix. Equivalently, we
have ∥∥PΩ (sign (R1))− PΩ (RE)∥∥0 <∥∥PΩ (sign (R2))− PΩ (RE)∥∥0, (15)
where ‖ · ‖0 shows the l0-norm which counts the number of
nonzero entries of a matrix.
Therefore, we propose the following minimization cost
function for noisy HAPs as
min
X∈M(1)
∥∥PΩ (RE)− PΩ (sign (X))∥∥0. (16)
Using (16), we can find a rank-one matrix whose sign is as
similar as possible to the observations. However, since (16) is
nondifferentiable, we replace sign(xij) by the differentiable
function γ1tan
−1(γ2xij) where the positive values γ1 and
γ2 are selected to approximate the sign function. Another
difficulty with nondifferentiability of (16) is the discontinuity
of l0-norm which is solved by replacing the lp-norm ‖·‖p that
is applied to the vector form of the matrix for p > 0. However,
since lp-norm is yet nondifferentiable in the case of(
PΩ
(
RE
)
− PΩ
(
γ1tan
−1 (γ2X)
))
ij
= 0 (17)
for any (i, j) ∈ Ω, we limit the value of γ1 to
(
0, 2/pi
)
. In
this way, (16) is reformulated in a new problem as
min
X∈M(1)
f(X) =
∥∥PΩ (RE)− PΩ (γ1tan−1 (γ2X))∥∥pp,
(18)
where tan−1(·) acts elementwise. Although, for 0 < p ≤ 1 the
sparsity is promoted in (18), here we choose p equal or slightly
greater than 1 to easily use the triangle inequality to prove the
convergence of Alg. 1. Simulation results will show that such
a choice will lead to more accurate estimates of haplotypes.
Now, we prove the convergence of Alg. 1 for (18).
Theorem 2. Let positive values γ1 < 2/pi and γ2 be given.
Then, by choosing the initial matrix X0 in such a way that
‖X0‖
2
F is bounded and f(X0) < |Ω|, Alg. 1 will converge.
Proof. Using Theorem 4.3.1 in [10], we know that every limit
point of the infinite sequence {Xi} generated by Alg. 1 is a
critical point of f(X) in (18). Accordingly, we need to prove
that under the mentioned conditions of Theorem 2, {Xi} owns
a limit point and also belongs to the manifold of rank-one
matrices, meaning that it converges. To do so, we show that
this sequence lies in a compact set in which any sequence
owns a convergent subsequence [12]. Consequently, due to the
fact that {Xi} is a decreasing sequence, having a convergent
subsequence guarantees its convergence.
To show the compactness of the set containing {Xi}, we
need to prove that the set is bounded and closed [12]. First, we
prove the closedness of the set. Suppose that in our problem
there exists a limit point for {Xi}, which can be either a zero
matrix, or a rank-one matrix belonging to the manifold of
rank-one matrices. However, we ought to show that under the
conditions of Theorem 2 the limit point of {Xi} is a rank-one
matrix. To see this, it is enough to prove that the zero matrix
is not a limit point of {Xi}. By Step 3 of Alg. 1, we know
that {Xi} is a decreasing sequence for f(X). Suppose that
{Yj} is a subsequence of {Xi} converging to the zero matrix.
Then, there is an integer K such that ∀j > K , ‖Yj‖
p
p ≤
‖Yj‖
2
F < 2
−j . From the triangle inequality, we get f(Yj) ≥∥∥PΩ (RE)∥∥pp−∥∥PΩ (γ1tan−1 (γ2Yj))∥∥pp, ∀j > K , and thus,
lim
j→∞
f(Yj) ≥ |Ω|. Now, we easily enforce Alg. 1 to have
an initial matrix {X0} for which f(X0) < |Ω|. Hence, due
to the fact that {Xi} is a decreasing sequence for f(X), the
zero matrix will not be the limit point. This ensures that {Xi}
is in a closed set.
Now, we show that {Xi} stays in a bounded set. For this
to happen, we modify (18) to define fm(X) by adding the
regularization term µ ‖X‖
2
F , where µ is a positive value.
Since we enforced Alg. 1 to have the initial matrix X0
satisfying f(X0) < |Ω|, we get fm(X0) < |Ω| + µ ‖X0‖
2
F .
Also, let X0 be a norm bounded initial matrix. Consequently,
fm(X0) will be bounded to a value, say z. Therefore, the
decreasing sequence {Xi} generated by Alg. 1 for fm satisfies
f(Xi) + µ ‖Xi‖
2
F < z showing that ‖Xi‖
2
F is bounded.
Considering the fact that by choosing an infinitesimal value
for µ, the sequence generated by Alg. 1 for either f(X) or
fm(X) is the same, {Xi} stays in a bounded set.
From the above reasoning, {Xi} stays in a compact set,
meaning that the proposed problem in (18) will converge. 
Note that although replacing sign (X) by γ1tan
−1 (γ2X)
in general leads to slightly reducing the haplotype estimation
accuracy, in effect, it makes the optimization problem mathe-
matically tractable and also practical.
IV. SIMULATION RESULTS
For comparison purposes two criteria are considered. First,
we evaluate the completion performance of different methods
4using the Normalized Mean Square Error (NMSE) defined as
NMSE =
∥∥∥R−R̂
∥∥∥
2
F
‖R‖
2
F
, (19)
where R̂ is the estimation of the original matrix R. The
other criterion is the Hamming distance (hd) of the origi-
nal haplotype and its estimate. Note that since the original
haplotype can be either h or −h, we calculate the Hamming
distance of the estimated haplotype for both cases and choose
the minimum one. Our results are compared with the matrix
completion based methods [5], [8], [9], [13] and the most
recent MEC based algorithm [4]. Simulations are performed
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Fig. 1. NMSE for matrix completion versus observation
probability for
|ΩE |
|Ω|
= 0.25.
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Fig. 2. Averaged Hamming distance between the es-
timated haplotype and original one versus observation
probability for
|ΩE |
|Ω|
= 0.25.
with synthetic data. To generate Rm×n in (2), we randomly
generate hn×1 and cm×1. The random set of observations Ω is
produced while the probability of observation is pd. Moreover,
erroneous observations ΩE are defined by changing the sign
of some entries observed by Ω, where ΩE ⊂ Ω. Also, we have
set γ1 = 0.5, γ2 = 2, and p = 1.2. For the initial matrix X0,
we use the rank-one approximation of PΩ(RE). Simulation
results show that this initial matrix satisfies the conditions of
Theorem 2. To obtain smooth curves, the results are averaged
over 50 independent trials, each one with different sets of Ω
and ΩE . Figs. 1 and 2 are depicted for m = 250, n = 300,
and 0.05 ≤pd≤ 0.2. Moreover, |ΩE |/|Ω| is set to 0.25, where
|·| denotes the cardinality of a set. One can observe that the
proposed method outperforms the other ones in estimating
haplotypes by generating lower NMSEs and hds. As seen in
Fig. 2, the MEC based algorithm in [4] can only compete
with our proposed algorithm for the observation probabilities
less than 0.07. This is in accordance with Theorem 2 of [4]
which states that for a nonzero observation error probability,
the increment of observation probability would increase the
haplotype estimation error.
Percentage of erroneous entries
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Fig. 3. NMSE for matrix completion versus
|ΩE |
|Ω|
for
pd = 0.07.
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Fig. 4. Averaged Hamming distance between estimated
haplotype and original one versus
|ΩE |
|Ω|
for pd = 0.07.
To generate Figs. 3 and 4, we change |ΩE |/|Ω| from 0.14 to
0.28 and proportionally p from 1.05 to 1.2, and set pd = 0.07.
Once more, these results demonstrate the outperformance of
the proposed method. As mentioned in Theorem 2, γ1 < 2/pi
is required for our convergence criterion. Moreover, both
γ1 and γ2 can be selected arbitrarily, so that the function
γ1tan
−1 (γ2X) can satisfyingly approximate sign (X). How-
ever, based on our simulation results, for a large value of γ2
the runtime increases significantly, and for a very small value
of γ2, we will lose the haplotype estimation accuracy.
V. CONCLUSION
The haplotype assembly problem was investigated. A new
matrix completion minimization problem was proposed which
benefits from an error correction mechanism over the manifold
of rank-one matrices. The convergence of an iterative algo-
rithm for this problem was theoretically proved. Simulation
results demonstrated the validation of the proposed optimiza-
tion problem by generating more accurate haplotype estimates
compared to some recent related methods.
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