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A more detailed description of the results presented here, together with 
their proofs, is given in Hadjidimos and Neumann (1987h). Finally, for more 
comprehensive background concerning the SSOR method see Varga (1962) 
and Young (1971). 
REFERENCES 
Ehrlich, L. W. 1963. The block symmetric successive overrelation method, J. Sot. 
Indust. A&. Math. 12:807-826. 
Hadjidimos, A. and Neumann, M. 1987a. A note on the SSOR convergence domain 
due to Neumaier and Varga, Linear Algebra A&, to appear. 
Hadjidimos, A. and Neumann, M. 1987b. Precise domains of convergence for the 
block SSOR method associated with p-cyclic matrices, submitted for publication. 
Neumaier, A. and Varga, R. S. 1984. Exact convergence and divergence domains for 
the symmetric successive overrelaxation iterative (SSOR) method applied to 
H-matrices, Linear Algebra Appl. 58:261-272. 
Varga, R. S. 1962. Matrix Iteratioe Analysis, Prentice-Hall, Englewood Cliffs, N.J. 
Varga, R. S., Niethammer, W., and Cai, D.-Y. 1984. p-cyclic matrices and the 
symmetric successive overrelaxation method, Linear Algebra Appl. 58:425-439. 
Young, D. M. 1971. Iterative Solution of Large Linear Systems, Academic Press, 
N.Y. 
INCOMPLETE CONTROLLABILITY AND POLE 
SHIFTING OF DISCRETE-TIME LINEAR PERIODIC SYSTEMS 
VICENTE HERNANDEZ” and ANA M. URBANOss 
1. Introduction 
Let A(k), B(k) be N-periodic matrices, A(k + N) = A(k) E IWnX”, 
B(k + N) = B(k) E R”‘” for all k E B, N E Z +. Consider the discrete-time 
linear periodic system 
x(k +l) = A(k)r(k)+ B(k)u(k). (1) 
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Let @,( k, k,) be the transition matrix 
QA(k,kO)=A(k-l)A(k-2)...A(k,), k > k,, 
@,(k,, k,) = 1. 
The matrix (a,(s + N, s) is called the monodromy matrix of (1) at time s E Z, 
and the uncontrolled periodic system B(k) 
c =c,uc,, C,nC,=0 
: 1 XI < l}. 
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When the system (1) is invariant (N = l), 
x(k +l) = Ax(k)+ Bu(k), (3) 
the following result is well known. 
THEOREM 1 [5]. Consider the invariant system (3) and the complex-plane 
partition given by (2). Then the following assertions are equivalent: 
(i) There exists a matrix F E R m Xn such that a( A + BF) c C,. 
(ii) The controllability canonical form of pair (A, B) given by 
where (A,, B,) is completely controllable, verifies a(A,) c C,. 
(iii) For al2 X E a(A), if x*A = Xx*, x*B = 0, then x = 0 M X E C,. 
In this paper we extend this result to the periodic general case (N > 1). 
Throughout this paper we say that two N-periodic pairs (A(k), B(k)) and 
(A(k), B(k)) are similar when there exists an iv-periodic succession of 
nonsingular matrices T(k), k E B, such that 
A(k) =T(k +l)-‘A(k)T(k), 
j(k)=T(k+l)-‘B(k). 
2. Decomposition of a Completely Controllable Periodic System 
We denote by cp(k; k,, x0, u(m)) the state function of (1): 
k-l 
cp(k; ko, xc.,, de)) = @,(k, ko)xo + c %(k, j + l)B(j)u(j), k > k,. 
j = k, 
This function gives the state of the system (1) at time k when we apply the 
control sequence u( k,), u(k, + l), . . . , u(k - l), from the initial state x0 at 
time k,. 
The system (1) is completely controllable at time s E Z when for all initial 
states x0 E W”, there exist a finite time k E Z + and a control sequence 
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u(j) E R”, j = s, s + l)...) s + k - 1, such that cp(s + k; s, x0, a( .)) = 0. The 
system (1) is completely controllable when it is completely controllable at s 
forall SEE. 
The system (1) is completely reachable at time s E E when for all final 
states xI E R “, there exist a finite time k E a! + and a control sequence 
u(j) E R”, j = s- k, s- k+l,..., s - 1, such that ~(s; s - k,O, u(.)) = xf. 
The system (1) is completely reachable when it is completely reachable at s 
for all sEiZ. 
As a consequence of the N-periodicity, the system (1) is completely 
controllable (reachable) when it is completely controllable (reachable) at s for 
every s = O,l,..., N- 1. 
In general, controllability and reachability are not equivalent for discrete- 
time systems. If the system (1) is completely reachable, then it is completely 
controllable. If the system (1) is completely controllable and reversible [A(k) 
is nonsingular for all k E h], then it is completely reachable. 
In the following result, we prove that a completely controllable discrete- 
time periodic linear system can be decomposed into two subsystems. The first 
subsystem is completely reachable, and the second one is such that the 
eigenvalues of its monodromy matrix are equal to zero. 
2. suppose the (1) completely 
Then N-periodic (A(k), is to N-periodic 
A,(k) 0 B,(k) 
0 A,(k) I[ ii ’ B,(k) 
such that (A r( k), B,(k)) is completely reachable and u [ QA,( N, 0)] = {O}. 
From this result and the controllability canonical form for discrete-time 
linear periodic systems [l], the following corollary is obtained. 
COROLLARY. The N-periodic pair (A(k), B(k)) is similar to an N-peri- 
odic pair 
i[ 
A,(k) A,(k) 4-W 
0 I[ II A,(k) ’ 0 
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A,(k) 
A,,@) 0 j A,,@) 
0 __“_____?-__ A (k) 1 I A& 
0 0 ;-A,(k) 
B,(k) 
B,,(k) 
0 
’ l-----l 
= BJk) ’ 
0 
where (A,(k), B,(k)) is completely controllable, (AJk), BJk)) is corn- 
pletely reachable, and u [ QAcJN, O)] = {O}. 
Then we can extend Theorem 1 to discrete-time linear periodic systems as 
follows. 
THEOREM 3. Consider the N-periodic system (1) and the complex-plane 
partition defined by (2). Then the following assertions are equivalent: 
(i) There exists an N-periodic succession of matrices F( k + N ) = F(k) E 
R mXn, k E Z, such that u[@~(N,O)] c C,, where E(k) = A(k)+ B(k)F(k). 
(ii) The uncontrollable part of the system (l), given by Adk), verifies 
~P.+WJN = Q=,. 
(iii) For all s = 0, 1, . . . , N- 1 and X E u[@*(s - N, s)], if 
x*QA( s + N, s) = Xx*, 
x*QA(s + N, s)B(s + j - 1) = 0, j=s,s+l,..., s+N-1, 
then x = 0 or X E C,. 
Details and proofs of these results are given in [3]. 
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ON THE SECOND-ORDER EULER OPERATOR 
DIFFERENTIAL EQUATION: EXPLICIT SOLUTIONS, 
APPROXIMATE SOLUTIONS, AND ERROR ESTIMATES 
by LUCAS J6DAR and ANTONIO HERVASsa 
1. Introduction 
Throughout this paper, H denotes a complex Hilbert space and L(H) 
denotes the algebra of all bounded linear operators on H. If T lies in L(H), 
then a(T) denotes the spectrum of T, and u,,,,(T) represents its compres- 
sion spectrum [l]. Cauchy problems related to the operator differential 
equation 
t2Xc2’ + A,tX(” + A,X = 0, t>o (1.1) 
where Ai are operators in L(H), for i = O,l, may be solved by means of the 
standard reduction-of-order method based on the change X = Y,, X”’ = Y2, 
after considering the equivalent equation 
Xc2)+ t-‘A,X(‘)+ tp2A,X=0, t > 0. 0.2) 
With the above change, it is clear that the solution of the Cauchy problem 
t 2X'2' + A,tX”’ + A,X = 0, X(a) = C,, X”‘(U) = c,, t >, a > 0, 
(1.3) 
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