Abstract-Action parsing in videos with complex scenes is an interesting but challenging task in computer vision. In this paper, we propose a novel deep model based on 3D CNN (convolutional neural network) and LSTM (long shortterm memory) module with a multi-task learning manner for effective Deep Action Parsing (DAP3D-Net) in videos. Particularly in the training phase, each action clip, sliced to several short consecutive segments, is fed into 3D CNN followed by LSTM to model the whole action dynamic information, so that action localization, classification and attributes learning can be jointly optimized via our deep model. Once the DAP3D-Net is trained, for an upcoming test video, we can describe each individual action in the video simultaneously as: Where the action occurs; What the action is and How the action is performed. To well demonstrate the effectiveness of the proposed DAP3D-Net, we also contribute a new Numerouscategory Aligned Synthetic Action dataset, i.e., NASA, which consists of 200, 000 action clips of 300 categories and with 33 pre-defined action attributes in two hierarchical levels (i.e., low-level attributes of basic body part movements and high-level attributes related to action motion). We learn DAP3D-Net using the NASA dataset and then evaluate it on our collected Human Action Understanding (HAU) dataset and the public THUMOS dataset. Experimental results show that our approach can accurately localize, categorize and describe multiple actions in realistic videos.
I. INTRODUCTION
Human action analysis is a popular research area in computer vision and has many applications such as video surveillance, robotics and multimedia search and retrieval. Detailed description of human actions in videos requires to solve three main problems: (1) Where in the video do the actions occur? (2) What categories do the actions belong to? and (3) How are these actions performed? Most of the previous studies, however, only focus on one or two of the problems separately (such as action categorization [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , localization [11] , [12] or motion attributes learning [13] , [14] , [15] , [16] ), and thus they cause poor generalization and high complexity to integrally describe actions with rich information in detail.
To jointly consider the above three problems, in this paper, we target to develop a new approach which can automatically parse actions in videos. Specifically, we are interested in describing each individual action in a video with its corresponding location, category and motion attributes, simultaneously. For localization of an individual action, we aim to output the accurate bounding box, in which an action occurs; for classification, we aim to categorize each action into a class; and for attributes learning, we describe how each action is performed with detailed motion information. In fact, the three problems are inter-correlated and should be tackled together. However, as we mentioned above, little effort has been devoted to action parsing in videos to focus on these three targets. In particular, there is no big enough aligned action data with corresponding motion attributes for model learning. Although some recent works [15] , [13] annotated some action data with bounding boxes and attributes, the size and diversity of the data in their works are limited.
Thus, in this paper, we first contribute a new Numerouscategory Aligned Synthetic Action dataset, i.e., NASA, as shown in Fig. 1 . It contains 200,000 action clips with 300 categories. Moreover, each clip is assigned with 33 attributes in two hierarchical levels. All the video clips in NASA are synthesized using Poser10 1 , which is a professional software program used to effectively generate virtual action data from motion capture of real humans. Thus, the motions of synthetic data can be visually very close to realistic human actions. To the best of our knowledge, NASA is the largest aligned action dataset to date. More samples of NASA can be seen in our multimedia attachment.
From the perspective of modeling our action parsing problem, we have been motivated by region-based convolutional neural network (R-CNN) [20] , [21] , [22] , [23] for object detection problems, since deeply learned models have proved to achieve better results than conventional methods [24] , [25] , [26] , [27] . Furthermore, in [28] , [29] , learning attributes from complex scene images via deep nets can also produce a significant improvement over traditional methods. Due to the great success of above works, deep action analysis have also been widely researched, which can be roughly divided into three groups. The first group of methods [3] consider only using single-frame as the CNN model inputs and then simply fuse the predicted scores of all frames as the final results. However, such methods lack sequential motion information, since they regard each frame as an isolated instance. More recently, long short-term memory (LSTM) model is successfully proposed for handling variable length space-time inputs. Motivated by this, another group of works combine 2D CNN with LSTM [30] , [31] module is proposed for better temporal action modeling in which consecutive action frames are always as the inputs to sequentially fed into 2D CNN-LSTM framework. Beyond above, some other previous works [2] , [32] , [4] have proposed 3D spatiotemporal deep convolutional neural networks to recognize actions. Among them, [32] produces better results with pure 3D convolutions on both spatial and temporal dimensions. Inspired by all above works, we aim to design a multi-task framework integrating 3D convolutional neural network with LSTM for effective Deep Action Parsing (DAP3D-Net) in videos. Specifically, in the training phase, action localization, classification and attributes learning can be jointly optimized via DAP3D-Net. Once model training is completed, given an upcoming test video, we can describe each individual action in the video simultaneously as: where the action occurs, what the action is and how the action is performed. Different from [32] , [2] using original video data as the deep net inputs, to better learn motion information for action parsing, in our method, we adopt motion channels (calculated from optical flows) in addition to appearance (intensity information) as the input of DAP3D-Net. The promising action parsing results achieved by DAP3D-Net provide potential functionalities of outdoor/indoor video surveillance systems for public security and personal healthcare applications, e.g., anomalous event detection and abnormal behavior monitoring for elderly. The main contributions of our work can be highlighted as follows:
• We propose a novel deep model DAP3D-Net by combining 3D CNN with LSTM to jointly optimize action localization, classification and attributes learning. With such a multi-task framework, DAP3D-Net can solve the problem of where, what and how actions occur simultaneously for human action parsing in videos.
• In order to train DAP3D-Net, we introduce a new largescale aligned action dataset, NASA, with 200K welllabeled video clips. Additionally, to further evaluate the effectiveness of DAP3D-Net, a realistic Human Action Understanding (HAU) dataset has also been collected with the locations, categories and attributes of all actions annotated.
II. NASA DATASET CONSTRUCTION For deep action parsing in videos, a large number of aligned action clips with motion attributes are needed to train the models. However, most of the previous action datasets [18] , [19] , [4] , [17] are collected with realistic scenarios, in which complex background, camera noise, shift, scaling and occlusion always exist. Such action videos indeed benefit for evaluating the robustness of action recognition systems, but are not suitable as the training data to learn a model for action parsing, since they lack well-localized bounding boxes and annotations for each individual action in the videos. In fact, most of previous action datasets are collected from websites with realistic scenes of activities rather than just aligned single actions. For instance, the largest action dataset so far, Sport1M [4] , is collected from YouTube, which contains one million clips from 487 sport activity categories, but with no particular annotation for each individual action due to the fact that detailed annotation for large-scale video data is laborious and impractical. The similar circumstances also exist in other realistic action datasets [19] , [33] . On the contrary, there are indeed some earlier action datasets [34] , [35] , [36] with the bounding boxes given or easily obtainable on relatively simple backgrounds, e.g., the KTH dataset (with 6 basic action categories), however, the size and diversity of these action datasets are too limited to train a sophisticated action parsing model. Table I illustrate the comparison between NASA and some other popular action datasets in public.
To solve the shortage of aligned and annotated action data for training models with some specific usage, e.g., action parsing proposed in this paper, we contribute a new dataset, i.e., NASA, which provides 200,000 aligned action clips from 300 action categories. For each clip, 33 action attributes are assigned in two hierarchical levels. The NASA dataset is superior to previous aligned action datasets in both scale and diversity.
A. Action Synthesis
As mentioned above, it is impractical to construct a largescale aligned action dataset by either annotating actions from online data or newly recording action videos by actors. Naturally, computer graphics and animation techniques can be used to synthesize human actions automatically. Therefore, we adopt Poser 10, which is a professional software for creating 3D animation and illustration. With Poser 10, we can build high quality character-based 3D action animations and further render the animations into photo-realistic videos or images. Moreover, a truebones motion capture database is also utilized for Poser 10, in which over 1600 different high-quality, clean and consistent motion models captured from realistic human performers are packed with BVH files. Specifically, a 3D model in a BVH file keeps movement parameters with 19 joints which are captured from 19 corresponding body parts of a real human with wearable devices. We further aggregated 1600 motion models into 300 action categories and then imported these models into Poser 10 and generated the action clips, in each of which only one aligned action is included. In particular, for each 3D motion model, we projected it into 18 viewpoints with three different camera-heights and, in each camera-height, circle-distributed six viewpoints were captured from 3D action models. To increase the diversity of actions, Poser 10 also provides ten different characters with different genders, looks, body sizes, heights and clothing to perform the actions in various backgrounds. In this way, for a certain 3D action model from truebones motion capture database, we can create 3(cameraheights) × 6(viewpoints) × 10(characters) = 180 action clips. The spatial size of each clip is fixed as 342 × 256 via Poser 10, while video lengths are assigned based on action categories. Since all action motion models are captured from real human body movements, the synthetic clips in NASA are visually very close to realistic actions performed by humans.
B. Action Attribute Annotation
After data generation by Poser 10, we further annotate each clip with 33 action attributes in two hierarchical levels. Specifically, we define 19 low-level attributes (H1) to describe the basic body part movements and 14 highlevel attributes (H2) of general action motion as shown in Fig. 1 . Since the action clips generated from each truebones model are motion consistent, we regard these 33 attributes as the model-level attributes in our NASA dataset. In this way, all the data generated from one model will share the same 33 action attributes 3 . However, in some cases, the attributes of action clips are not dominant enough for 
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their corresponding action categories due to the downloaded models with inaccurate motion capture. Thus, to control the data quality, we discard clips with ambiguous attributes and finally construct our NASA dataset with 200,000 action clips. Given a video clip, the semantic motion attributes can allow us to well parse an action by answering "How are these actions performed?" and also may benefit zero-shot learning for action recognition/retrieval in future work. Fig. 2 shows some video examples with two level attributes in the NASA dataset. The full list of each action clip's attributes will be released in our project webpage later.
III. MODELING DAP3D-NET
In this section, we introduce our proposed deep architecture, i.e., DAP3D-Net, for effective action parsing by solving the problems of "Where, What and How Actions Occur in Videos?". The learning phase of the proposed approach consists of three parts: (1) Data augmentation and appearance-motion (AM) composition; (2) 3D CNN-LSTM deep sequential modeling (3) Joint optimization with multi-task objectives for action localization, classification and attributes learning. The illustration of our DAP3D-Net is shown in Fig. 3 .
A. Preliminary Work for Training Data
Data Augmentation: To better resist overfitting and train a effective bounding box regressor (which will be explained in Section. III-C) with DAP3D-Net for action localization, we crop the each aligned action clip in NASA into 5 subclips. Specifically, given an action clip with
where d w , d h and d l indicate the width, height and temporal length of the clip, respectively, we crop it spatially into five subclips, i.e., top-left (s1), top-right (s2), bottom-left (s3), bottom-right (s4) and central (s5), with the identical width of d w − 2l and height of d h − 2l. In detail, we define the spatial center coordinate of an original clip as (0, 0) and according to this center position, the relative location of each subclip (d w shif t , d h shif t ) can be denoted as: (−l, −l) for s1, (l, −l) for s2, (−l, l) for s3, (l, l) for s4 and (0, 0) for s5. Since each action is well aligned in data,
which is then further temporally sliced into 8-frame long segments with a 4-frame overlap between two consecutive segments. Thus, for any action clip, we can obtain 11 sequential segments (i.e., S1,. . .,S11).
Appearance-motion Composition: Since our work focuses on action parsing rather than group activity recognition, temporal motion information appears to be more important than spatial appearance information from one action clip. Therefore, after data augmentation, we propose to construct appearance-motion (AM) data instead of using the traditional RGB videos as inputs to our DAP3D-Net. Specifically, for each frame, gray-scale image and the optical flows (V x and V y ) [37] are computed and combine together to construct our appearance-motion (AM) video data. In fact, appearancemotion data can reduce the artifacts caused by synthetic data to the greatest extent, since in this composition appearance information is weakened but motion information is strengthened. We apply appearance-motion (AM) composition for each 112 × 112 × 3 × 8 segments of an action clip and feed them into our proposed DAP3D-Net.
B. 3D CNN-LSTM Deep Sequential Modeling
The proposed structure of the entire DAP3D-Net contains 11 3D CNNs with shared weights and each of 3D CNN has 6 (spatio-temporal) convolution layers, 3 pooling layers and 2 fully connected (FC) layers. The rectified linear unit (ReLU) is applied as active function after each convolution layer and fully connected layer. All the parameters are illustrated in detail in Table II . To better capture motion attributes from each action clips, we adopt the LSTM module to modeling long-term dynamic information in action sequences. LSTM is a modified version of RNN with controllable memory units which can effectively model the long-term dynamic sequential information without suffering from the "Vanishing gradients" occurred in RNN. Specifically in this paper, we place a two-layer LSTM between the F C1 and F C2 layers as illustrated in Fig. 3 . Assuming the output from FC1 layer of 3D CNN represented as x t , t = 1, . . . , 11, the LSTM module connected after FC1 layer at time t can be formulated as:
where x t is the input, h t is the hidden state with m hidden nodes and c t is the memory cell. i t ,f t ,o t and g t are the input gate, forget gate, output gate and input modulation gate at time t respectively. σ denotes the sigmoid function and is the element-wise production. The hidden state h t is used to model the short action segments at the time t and the LSTM module output is evolving over time based on the past content of the action. Thus, by passing through all LSTM along the time, we will effectively caption the whole motion information for action parsing task. In this paper, we architect 11-timestep with m = 4096 hidden nodes for our two-layer LSTM modules to well fit 11 sequential segments inputs. Compared to previous 2D CNN-LSTM network for action analysis [31] , we replace single-frame inputs with short action segments which can well preserve local-temporal motion information for better motion attributes annotation than just applying single frame.
C. Multi-task Joint Learning
After FC (FC1 or FC2) layers, we define four multitask loss supervision (output) layers in DAP3D-Net for our action parsing task as shown in Fig. 3 . In more detail, a two-dimensional relative location vector, i.e., loc = ( d w shif t , d h shif t ), as mentioned in Section III-A, is optimized via Euclidean square loss for real-valued boundingbox regression connected with all FC2 layers of 11 segment inputs. Furthermore, a softmax loss layer is applied to predict probabilities, P r = {p 18 }, is connected with FC1s. Particularly, here we also explain the reasons why we split attributes into two layers as follows: this is because FC1s are relatively closer to the low-level feature extraction layers in DAP3D-Net (i.e., Conv1,Conv2 and Conv3) and involves weak semantic information compared with FC2s, thus FC1s are more suitable for learning attributes of lower-level and more specific body parts' movements. On the contrary, since FC2s are also directly connected with the semantic category supervision P r of actions, we can learn higher-level general motion attributes from FC2s. Such hierarchical learning scheme proves to be effective and accurate for revealing the motion details of actions in our experiments.
For training DAP3D-Net, each action clip is labeled with a relative location, a ground-truth class label and multiple attributes in H1 and H2. Then, we adopt a multi-task loss L DAP 3D on each training datum to jointly optimize bounding-box regression, action categorization and attributes learning as follows:
where, L cat indicates the softmax loss of action categorization and L attr(H1) indicates the cross entropy loss for hierarchical attributes learning as: . Furthermore, following [20] , the Euclidean square loss L bbox for bounding box regression can be defined as: 
D. Action Parsing via DAP3D-Net
Once DAP3D-Net is trained, for a new test video containing multiple actions, we first apply an action proposal method to obtain a set of candidate action chunks with the corresponding coarse locations motivated by [20] . In fact, a variety of recent papers offer methods [11] , [38] , [12] for generating action proposals to effectively reduce the searching space for detection-based research. In our framework, we adopt [38] to fast propose the action candidates (average 550 proposals per video). We further warp them into the identical size of 112 × 112 × 3 × 48 for each obtained action proposal and temporally slice them into 11 action segments as the inputs of DAP3D-Net in Fig. 3 . By feedforward passing the deep net, the relative location {loc 1 , . . . , loc 11 Fig. 4 . Illustration of some example frames in HAU.
( d w shif t , d h shif t ) denotes the average location outputted from DAP3D-Net. Finally, a non-maximum suppression is applied to reject a proposal if it has an intersection-overunion (IoU) overlap with a higher scoring proposal and the IoU is larger than a threshold following [20] . For a faster action parsing, SVD can be applied with FC layers as [21] .
IV. EXPERIMENTS AND RESULTS
In this section, we evaluate the proposed DAP3D-Net for action parsing in videos on two realistic datasets: HAU and THUMOS. Some statistics of them are given in Table III. HAU is a new dataset constructed ourselves and specifically for multiple-action parsing with complex scenes (see in Fig. 4 ). It consists of 104 long video sequences with 20 action categories, each of which includes several actions performed by different people. We further annotate the total 1461 aligned actions in all videos from HAU with bounding boxes, action categories and attributes (33 attributes as same as NASA). We select 514 aligned action clips from 40 videos to construct the training data following Section III-A and the remaining data are used for testing.
THUMOS is a 24-category subset of 3207 video clips from the UCF 101 dataset with additional action bounding boxes and attributes. 115 category-level attributes are originally designed for the THUMOS dataset. However, only 48 out of the 115 attributes are most related to the action motion properties. We follow the three splits defined in [19] to evaluate our DAP3D-Nets and report the average MAP over three splits.
A. DAP3D-Net Pre-training with NASA
To achieve action parsing in realistic scenarios, boundingboxed single action data with annotated motion attributes should be adopted as the positive samples to train our deep models. however, there are no existing datasets providing large enough number of aligned action clips with attributes for deep learning usage as shown in Table I . Beyond the size of training data, existing data always has less action diversity which would also limit for a deep model to achieve high-quality parsing performance. Thus, a better pretraining using a large number of aligned data with abundant variation for deep action parsing model is very necessary, and NASA just fit for this requirements. Without NASA dataset, it is intractable to train proposed DAP3D-Net by only directly adopting small-scale realistic datasets (e.g., HAU and THUMOS). In the later experiments, we will show the effectiveness of pre-training with/without NASA for our final results.
DAP3D-Net is implemented using Caffe [39] deep learning framework and trained on a server configured with 8 GTX TITAN X GPU. Following Eq. (2), we first pre-train our DAP3D on the NASA dataset by stochastic gradient descent with the min-batch size of 40. The initial base learning rate of DAP3D-Net is α = 0.005, and updated as α → 0.3α with the step size of 50K iterations. The optimization is terminated at 500K iterations. Particularly, two deep nets are pre-trained on NASA with the same architecture of Fig. 3: (1) the model trained with original RGB data (i.e., by omitting "AM" modules in Fig. 3 ) denoted as DAP3D-Net 1 and (2) the model trained with previously mentioned appearance-motion (AM) data (i.e., as proposed in Fig. 3 ) denoted as DAP3D-Net 2 .
B. Evaluation Results on Realistic Datasets
In this experiment, we first respectively fine-tune DAP3D-Net 1 and DAP3D-Net 2 on HAU and THUMOS using their own training sets and then evaluate action parsing with two aspects: action detection (i.e., localization+recognition) and action attributes learning. By following the [35] , [38] , a correct action detection is determined if at least 1/8 of the volume size overlaps a ground-truth. For the recall score, a retrieved ground-truth is determined if at least 1/8 of its volume size is covered by at least one action detection.
The action detection results on HAU and THUMOS datasets are shown in Table IV . Specifically, we first compare our method with four state-of-the-art action detection methods: Tubelet [11] , SDPM [40] , WSAD [41] and NBMIM [35] . Furthermore, we also extract STIP [6] features and dense trajectory features (DTF) [1] for both annotated actions from training data and action proposals from test data, respectively. All the features are then embedded into long representations via VLAD [42] and fed to SVM. A 2D image-based two-stream deep net [3] and its two different LSTM extensions [31] are compared as well. Besides, C3D [32] , as a state-of-the-art 3D deep model pre-trained on the Sport1M dataset, is also used as a feature extractor combining with an SVM classifier for action detection. Instead of extracting features from C3D, the accuracy directly outputted from C3D probability layer with the softmax classifier is also reported. For our method, we fine-tune DAP3D-Net on HAU with RGB and appearance-motion data, respectively. It is noteworthy, to make a fair comparison, all the deep learning based methods listed in Table IV are first pre-trained with NASA dataset and then fine-tuned on HAU or THUMOS dataset as same as the proposed method. the deep model is fine-tuned with training data from the HAU dataset. "RGB" denotes using original data clips to fine-tune our model, while "AM" denotes using appearance-motion data clips to fine-tune our model. 'soft' indicates directly output the probabilities of each category via C3D deep net instead of using FC6/FC7 feature with linear SVM in [32] . BBR indicates using bounding-box regressor to refine location by the adjustment in Eq. (5) . The localization of actions with the methods from 5th to the last row in this table is directly using the location (Xpro,Ypro,Tpro) of the proposals [38] . From the results, generally, the MAPs of HAU is higher than those of THUMOS datasets due to the more complex scene in THUMOS. In detail, Tubelet produces the best performance (MAP=55.6%) among non-deeplearned methods. While C3D fine-tuned FC7 features with SVM (MAP=60.4%) and two-scream LSTM (MAP=46.3%) achieves the best performance for two datasets respectively in terms of all baselines. Our method DAP3D-Net 2 +BBR+Ft+softmax gives the highest MAP of 72.5% (HAU) and 53.1% (THUMOS) among all the compared methods. The relevant results also illustrate that DAP3D-Net 2 is superior to DAP3D-Net 1 , which is also reflected with the AUC via precision-recall curves in Fig. 5 . Moreover, We illustrate our hierarchical learning scheme outperforms learning all attributes from one layer (i.e., FC2) on the HAU dataset.
bounding box regressor (BBR) in DAP3D-Net can provide a good location adjustment for more accurate (4.2%−6.3% improvement) action detection compared to DAP3D-Net without using BBR. Besides, Table VI shows the results of DAP3D-Net 2 +BBR+Ft+linear SVM on HAU dataset. Combining SVM with extracted FC1 and FC2 features can lead to 1% improvement over using softmax classifier via DAP3D-Net 2 but cost much more time for detection, since the separated pipeline of deep feature extraction and SVM is more time-consuming than directly detecting actions via DAP3D-Net 2 with softmax classifier (i.e., average 74.55s in total for a 380-frame video).
After action detection, attributes learning is used for parsing how the action occurs. Table V shows the comparison results on attributes learning between DAP3D-Net and some baseline methods for two-level attributes: H1 and H2. In particular, we extract FC6 features using non-fine-tuned C3D from both HAU ground-truth and proposals, and a linear SVM is then utilized to train independent classifiers with FC6 features on each single attribute. The same procedure is employed for fine-tuned FC7 features using C3D and DTF+VLAD, as well. In Table V , for both datasets, multioutput attributes learning via DAP3D-Net produces better performance than independent attributes learning via SVM, and the AUC calculated on H2 is always higher than that on H1. Meanwhile, to evaluate the effectiveness of our two-level hierarchical learning scheme, we also learn all 33 attributes together from the FC2 layer in DAP3D-Net (similar to [28] , [29] ), which proves to perform worse than learning the attributes hierarchically in terms of AUC and hit rates. Some example frames of action parsing via DAP3D-Net 2 +Ft+BBR on THUMOS are illustrated in Fig. 6 . Besides, Table VII illustrates the significant improvement on both datasets by applying pre-training with NASA, which straightforward proves the importance of the NASA construction for deep action parsing.
V. CONCLUSION
In this paper, we have developed a multi-task deep model, i.e., DAP3D-Net, which integrates 3D CNN and LSTM to achieve action parsing by answering where, what and how actions occur in videos, simultaneously. Moreover, two datasets NASA and HAU were contributed for learning and evaluating DAP3D-Net, respectively. Extensive experiments have demonstrated that DAP3D-Net can lead to outstanding performance on action parsing in videos and outperform state-of-the-art methods on action detection and motion attributes learning. In future work, the attributes learned from DAP3D-Net will be further explored with zero-shot learning for recognizing unseen actions.
