Abstract. Kolmogorov seems to have been the first to recognize that a twoequation model of turbulence might be used as the basis of turbulent flow prediction. Nowadays, a whole hierarchy of phenomenological two-equation models of turbulence is in place. The structure of their governing equations is similar to the Navier-Stokes equations for incompressible fluids, the difference is that the viscosity is not constant but depends on the fraction of the scalar quantities that measure the effect of turbulence: the average of the kinetic energy of velocity fluctuations (i.e. the turbulent energy) and the measure related to the length scales of turbulence. For these two scalar quantities two additional evolutionary convection-diffusion equations are augmented to the generalized Navier-Stokes system. Although Kolmogorov's model has so far been almost unnoticed it exhibits interesting features. First of all, in contrast to other two-equation models of turbulence there is no source term in the equation for the frequency. Consequently, nonhomogeneous Dirichlet boundary conditions for the quantities measuring the effect of turbulence are assigned to a part of the boundary. Second, the structure of the governing equations is such that one can find an "equivalent" reformulation of the equation for turbulent energy that eliminates the presence of the energy dissipation acting as the source in the original equation for turbulent energy and which is merely an L 1 quantity. Third, the material coefficients such as the viscosity and turbulent diffusivities may degenerate, and thus the a priori control of the derivatives of the quantities involved is unclear.
Introduction
In this paper, we establish long-time and large data existence of suitable weak solution to an initial and boundary-value problem associated to a nonlinear system of PDEs proposed, in 1942, by A. N. Kolmogorov to describe three-dimensional unsteady turbulent flows, see [21] 1 .
We first formulate the problem and provide its reformulation that is equivalent in the context of regular enough functions but exhibits better mathematical properties in the context of weak solutions. We then formulate the assumptions on data following the aim to make them general enough to include relevant physical situations, and state the main result. Next, after a brief introduction to the reduction of Kolmogorov's system to a one-equation model of turbulence, we add our motivation for investigating Kolmogorov's 1942 system of equations. Then, we highlight the main novelties of our result and we conclude this introductory section by recalling relevant mathematical results. In Section 2, we outline the scheme of the proof of the main result and introduce a hierarchy of three levels of approximate problems and formulate the lemmas concerning the existence of weak solutions to these approximate problems. The proofs of these lemmas are given in Section 3. In the final section 4 we study the limit of the highest level approximate problem to the original problem, and thus complete the proof of the main theorem.
Formulation of the problem. Let Ω ⊂ R
3 be an open bounded set with Lipschitz boundary ∂Ω and let T > 0 denote the length of the time interval. We set Q := (0, T ) × Ω. Our goal is to analyze the following problem: find (v, p, ω, b) : Q → R 3 × R × R + × R + solving Kolmogorov's two-equation model of turbulence (see [21] ) that takes the following form: div v = 0, (1.1) of the turbulent kinetic energy (i.e., the kinetic energy of the velocity fluctuations), p is the sum of b and the average of the mean normal stress divided by the constant density and ω is the frequency related to the length scale ℓ by the relation ω := c √ b/ℓ, where c > 0 is a constant. For simplicity we neglect external body forces. In (1.1)-(1.4) the material parameters ν 0 , κ 1 , . . . , κ 4 are assumed to be given positive constants; Kolmogorov specified κ 2 to be 7 11 and considered κ 4 = 2ν 0 , see [21] .
To complete the system (1.1)-(1.4) we need to specify the initial and boundary data. Regarding the initial conditions, we assume that we shall put further restrictions on the given v 0 , b 0 and ω 0 in the next subsection.
2 Let (ṽ,p) = (ṽ(t, x),p(t, x)) denote the solution to the Navier-Stokes equations. Let further v denote a (time, spatial or stochastic) average ofṽ, , i.e. v := ṽ where brackets · denotes here a certain averaging. Thenṽ = v + v ′ , where v ′ denotes the velocity of fluctuations. Denoting b :=
Concerning the boundary conditions for the turbulent kinetic energy b and the frequency ω we first notice that there is no source term in the equation ω which indicates (see Spalding [35] and Subsect. 1.7 below) that these turbulent quantities have to be generated on some part of the boundary. This is why we assume that Next, we focus on the boundary conditions for the velocity field. We will consider internal flows, i.e., we assume that v · n = 0 on (0, T ) × ∂Ω, (1.10) where n denotes the unit outer normal vector on ∂Ω. Let further, for any vector w originating at the point x ∈ ∂Ω, w τ := w − (w · n(x))n(x) denote the projection of w on the tangent plane of ∂Ω at x. Using the notation
for the projection of the normal traction 3 , we can formulate the boundary condition relating s to v τ . Note that the precise form of this boundary condition is a subject of intense investigations, particularly for turbulent flow, see [13] . We aim at including various slipping mechanisms as well as an activated transition from no-slip to partial slip where the threshold itself can depend on the kinetic turbulent energy, on the mixing length and also on the spatial and time variable to cover the case of different material properties on solid boundaries. Thus our set of assumptions on s is given through the following condition: (1.11) |s(t, x)| ≤ σ(t, x, b, ω) =⇒ v τ (t, x) = 0, |s(t, x)| > σ(t, x, b, ω) =⇒ s(t, x) = g(t, x, b, ω, v τ ) on (0, T ) × ∂Ω, where σ : (0, T ) × ∂Ω × R 2 + → R + is a given (continuous) threshold function and g : (0, T ) × ∂Ω × R 2 + × (R 3 \ {0}) → R 3 denotes the possible (continuous) slip function, which may not be defined for v τ = 0 in order to be able to cover general threshold slip.
Note that when σ → ∞, the condition (1.11) approximates the no-slip boundary condition v τ = 0. On the other hand, setting σ = 0, (1.11) includes as a special case Navier's slip boundary condition described by s = γ * v τ , 3 Note that s also equals to (T T where γ * > 0 is the friction coefficient. Finally, (1.11) also includes the standard stick-slip boundary condition |s| ≤ σ * ⇔ v τ = 0,
where the threshold σ * is a positive constant and the fluid slips along the boundary as in the case of Navier's slip boundary condition once the tangent projection of the normal traction s exceeds the threshold σ * . We can think of (1.11) as a (continuous) curve defined on the Cartesian product R 3 × R 3 in the variables s and v τ parametrized by t, x, b and ω. This means that we can rewrite (1.11) in the equivalent implicit form (1.12) h(·, b, ω; s, v τ ) = 0 on (0, T ) × ∂Ω.
In a particular case, when g is of the form where · stands for t, x and z + := max{0, z}. We finally note that we could consider threshold conditions for b and ω (similar to (1.11) for the velocity field), which could be even more appropriate on the part Γ c of the boundary in order to describe activated occurance of turbulence. Another direction worthy of investigation is to to consider the dependence of b Γ and ω Γ on the velocity field, see [13, Section 5] . We however do not study these two generalizations here. We also note that the mathematical theory regarding the generalized stick-slip conditions (1.11) developed in this paper extends recent mathematical approaches [9, 8] involving stick-slip boundary conditions. In [9, 8] , we require that g depends merely on v τ and in addition this dependence is monotone.
1.2. Difficulties and the "equivalent" reformulations of (1.3) and (1.4). The system (1.1)-(1.4) consists of the generalized Navier-Stokes equations coupled with two scalar evolutionary convection-diffusion equations. The quantity b ω measures the effective kinematic viscosity and the effective diffusivity of turbulence. It seems reasonable to assume that the initial and boundary data for the frequency ω are uniformly positive and bounded from above, which together with the structure of the equation (1.3) implies that ω remains uniformly positive and bounded from above over the whole time cylinder Q. On the other hand, b is required to be merely positive initially (which together with the structure of the equation for b implies that b is at least nonnegative in Q). Consequently, b ω might degenerate 4 and it is not a priori evident that one can control spatial derivatives of v, b and ω. Note that the formal identity (valid for any t ∈ (0, T )) (1.13)
obtained after integrating, over (0, t) × Ω, the equation
On the other hand, (1.13) implies that the last term at the right-hand side of (1.4) belongs to L 1 (Q). Consequently,
Furthermore, multiplying (1.4) first by 1 1+b and then by 1 (1+b) ε for ε ∈ (0, 1) we obtain, roughly speaking 5 , the following estimates: (valid for any t ∈ (0, T ))
and we conclude that ∇v is L 2 -integrable over Q and ∇b is almost L 2 -integrable over Q. This result regarding ∇v puts the problem in the same function space setting as the Navier-Stokes equations. However, in contrast to the Navier-Stokes equation, the system (1.1)-(1.4) requires one to handle much more severe nonlinearities, in particular the last term in (1.4), which belongs merely to L 1 (Q). Furthermore, although
we do not obtain control of ∇ω. Combining (1.16) and (1.17) we however control ∇(bw). This brings us to the conclusion to reformulate (1.3) and (1.4). Instead of (1.3) we consider
The presence of the L 1 (Q)-nonlinearity in (1.4) is overcome by replacing (1.4) by the equation for the sum of the kinetic energy of v and the kinetic energy of the velocity fluctuations, i.e., a multiple of b. More precisely, setting
κ4 , taking the scalar product of v and (1.2), and finally summing the resulting identities, one arrives at
It is advantageous that all terms in (1.20) are in the divergence form. On the other hand, the pressure p appears in (1.20) and its (sufficient) integrability is required in order to handle the convergence in the relevant nonlinear term. Within the setting considered here, this eliminates the no-slip boundary condition from further consideration, see [17] for more details. To conclude, within the context of regular enough solution, the system (1.1)-(1.4) is equivalent to the system consisting of (1.1), (1.2), (1.18) and (1.20) . Within the context of weak solutions, the latter system has better features and the existence of weak solution to this system will be established in this study.
Moreover, if one requires that a weak solution to (1.1), (1.2), (1.18) and (1.20) in addition satisfies
in a weak sense, then it is natural to call such a solution suitable weak solution. Indeed, subtracting (1.21) from (1.20) , one deduces that
which is the usual notion of suitable weak solution to the Navier-Stokes system, noticing that if
1.3. Notation. We use the standard notation for Lebesgue, Sobolev and Bochner spaces. In order to distinguish between scalar-, vector-, and tensor-valued functions, we use small letters for scalars, small bold letters for vectors and capital bold letters for tensors. Moreover, to simplify the notation for any Banach space X we use the abbreviation
. Next, since we need to deal with vector-valued functions having zero normal part on the boundary, we require that Ω is a Lipschitz domain 6 and we denote
All of the above spaces are the Banach spaces, which are for r ∈ [1, ∞) separable and for r ∈ (1, ∞) reflexive. Next, in order to incorporate Sobolev functions vanishing on a part of the boundary, we denote for an arbitrary smooth relatively open Γ ⊂ ∂Ω
We shall also employ the following notation for functions having zero mean value:
:
Since we shall also work with sequences that are pre-compact only in the space of measures (bounded sequences in L 1 ), we denote the space of Radon measures on a set V by M(V ). We will also use the standard notation for dual spaces to spaces of Sobolev functions, i.e., we set W
* . Similarly, we denote in the corresponding way also dual spaces to W 1,p n and W 1,p n,div . Finally, in order to simplify the notation, we define the natural energy set for b as follows:
(1.23)
In addition, to shorten the formula we also use the abbreviation (a, b) V := V ab whenever a ∈ L r (V ) and b ∈ L r ′ (V ) and in particular if V = Ω we shall omit writing this subscript in what follows. Similarly, we use the same notation for vector-and tensor-valued functions. In the case of dualities, we will frequently use the abbreviated notation a, b := a, b X,X * whenever a ∈ X and b ∈ X * and the meaning of the duality pairing is clear from the context.
1.4.
Assumptions on the data. In this subsection, we specify our requirements on the data. In particular, our goal is to cover the natural case (with the only assumption of bounded energy) and we also want to include the possibility that the turbulent kinetic energy is not uniformly positive initially. In addition, we keep the conditions on the boundary data as general as possible in order to include very general behavior of the Cauchy stress and the velocity field on the boundary.
Thus, we first specify the requirements on the initial data. For the velocity v and the turbulent energy k we assume that
Next, for the frequency ω, we assume that there exist 0 < ω min ≤ ω max < ∞ such that ω 0 ∈ L ∞ (Ω) and ω min ≤ ω 0 ≤ ω max a.e. in Ω. (1.26) Concerning the boundary conditions for b and ω, we simplify the situation by assuming that ω Γ and b Γ can be extended onto the whole of Q (and we denote these extensions again by ω Γ and b Γ ) such that
In addition, we require that, for ω min , ω max introduced above and for some 0 < b min ≤ b max < ∞,
Finally, we specify the requirements on the function g and the threshold σ. We assume in what follows that σ : (0, T ) × ∂Ω × R 2 + → R + is a Carathéodory mapping such that for almost all (t, x) ∈ (0, T ) × ∂Ω and all (b, ω) ∈ R 2 + there holds
Similarly, we assume that g :
is a Carathéodory mapping. Then, in order to ensure compatibility with the boundary condition (1.11), we need to require that, for almost all (t, x) ∈ (0, T ) × ∂Ω and all (b, ω, v) ∈ R 2 + × {R 3 \ 0}, there holds
We finish this part by introducing growth, coercivity and further structural assumptions on g. In order to control the energy of the fluid the natural assumption is that there exists C g > 0 such that, for all v = 0 and all (ω, b),
On the other hand, we also need an upper bound on g in order to identify the limit in the boundary integrals. Here we assume, roughly speaking, that the integrability of g · v (that will be guaranteed by the energy equality and (1.33)) implies some integrability of g. More precisely, we require that there exist β g > 1 and C > 0 such that, for all v = 0 and all (ω, b) and almost all (t, x) ∈ (0, T ) × ∂Ω,
As we claimed before, we also want to cover the possible case when the turbulent energy vanishes on a zero measure set. However, this can cause inability to identify the trace of ω. On the other hand, as it will be clear from the proof, we will always be able to identify the trace of bω. Therefore, our last assumption on g and σ is the following. There exist Carathéodory mappings g * and σ * such that
1.5. Main result. In order to simplify the presentation of the key result and its proof (but not lose any of the generality of the main theorem) we assume in what follows that all material constants 2ν 0 , κ 1 , . . . , κ 4 are equal to one. For the same reason we also introduce µ to be defined through
and we recall that E, the total kinetic energy, is then defined as 
and after denoting
the quintuple (v, b, ω, p, s) satisfies the following identities:
where h is introduced in (1.12) to describe (1.11), (1.53) with the initial data fulfilling
Moreover, the following inequality holds:
(Ω)) and z ≥ 0 a.e. in Q.
(1.55)
(Ω)) and the following inequality holds:
(1.57)
and (1.57) holds with the equality sign. 
This is the model obtained by Prandtl [34] . A general drawback of a one-equation model of turbulence, such as that proposed by Prandtl, is that the length scale of the turbulence has to be known a priori. We refer to [7] for the mathematical theory in the spirit of Theorem 1.1, for further features related to this system and references regarding the analysis, numerical computations and some applications (further details and more references can be found in a more recent book [13] ). From the point of view of mathematical analysis of initial and/or boundary-value problems relevant to the Navier-Stokes system with the viscosity depending on other scalar quantity/quantities, we recall several works on analysis of problems related to or motivated by (1.59) that were established prior to [13] , see [27, 28, 29, 4, 5, 3, 18] . 
.) which is the second variable of the model invented much later by Harlow & Nakayama (1967)."
Since 1967, several variants of two-equation models of turbulence were proposed, see [35] and the books [25, 31, 13 ]. Spalding discusses not only different structures of their nonlinearities but he also makes the comment that separates Kolmogorov's model from other two-equation models of turbulence. Spalding [35] Another motivation for performing the analysis of problems connected with (1.1)-(1.4) comes from yet another comment of Spalding. He states, see [35] : " ... it is worth pointing out that the question of which of the possible two-equation turbulence models best fits reality has never been seriously investigated." 1.8. Highlights. We conclude this introductory section by summarizing the key features and main difficulties when analyzing (1.1)-(1.4).
Several phenomenological two-equation models of turbulence are in place, one of them is a known k-epsilon model, see [31] . In this study, we focus on the model proposed by Kolmogorov in 1942 for the following reasons. First, Kolmogorov's model seems to be the first two-equation model of turbulence proposed far in advance of others. Second, as noted by Landau, the formulation, although very brief, is based on Kolmogorov's insight regarding the local structure and properties of turbulent flows. Third, a significant credit to Kolmogorov and his model is given by Spalding who has been an expert in the area for several decades, see [35] .
Phenomenological models of turbulence describe flows in terms of averaged quantities (time, spatial or stochastic mean values). It has been conjectured by many scientists, see for example Bardos or Titi [1, 2] , that such flows should be regular. Their conjecture is supported by the analysis of a simplified Smagorinski model of turbulence for which the long-time and large-data well-posedness as well as some higher differentiability of the solution are known, see Ladyzhenskaya [23, 24] or Pares [33] , while the full regularity (or more precisely even C 1,α -regularity) is an interesting open question (even when neglecting the inertia or time-derivative of v).
While in Smagorinsky's model the relationship between the Cauchy stress and D D D(v)
is nonlinear, in Kolmogorov's model the relation between the Cauchy stress tensor and the velocity gradient is linear ; the generalized viscosity depends however in a specific manner on two scalar quantities b and ω.
The main aim of this study has been to establish long-time and large-data existence theory for Kolmogorov's two-equation model of turbulence in the spirit of Leray [26] , Hopf [20] and Caffarelli, Kohn, Nirenberg [12] (long-time and large-data existence of suitable weak solution). The existence result established here opens the door to the study of regularity properties of such solutions. The scaling of the Navier-Stokes equations plays an important role in the investigation of (partial) regularity associated with the weak solution of the Navier-Stokes equations. Not only does Kolmogorov's system share the same scaling but in fact there is a two-parameter family of scales in which the involved quantities are invariant. More precisely, if (v, p, ω, b) solves Kolmogorov's system (1.1)-(1.4), then, for any a, b and
solves Kolmogorov's system as well. In order to establish the long-time and large-data existence of a suitable weak solution to the initial and boundary-value problem associated with Kolmogorov's PDE system (1.1)-(1.4) we have to overcome several difficulties which are worth summarizing. First, the measure b ω of the effective diffusivity of turbulence and the effective kinematic viscosity could degenerate, which does not allow one to guarantee the integrability of ∇ω. Using the relation b∇ω = ∇(bω) − ω∇b and the fact that the quantities on the right-hand side are integrable, we found a reformulation of the equation for ω where we could take the limit. The compactness of ω is achieved via a variant of the Div-Curl lemma (see [32, 36, 37] , [14, 16] which however requires that the pressure is integrable. The idea applied here goes back to [15] and [11] where the Navier-Stokes-Fourier system was analyzed. The necessity to have an integrable pressure excludes the no-slip boundary condition from our analysis. We treat, and this is the fourth point worth mentioning, generalized stick-slip boundary conditions. (Note that if the normal traction s could be shown to be bounded over (0, T ) × ∂Ω and if the considered threshold were above the maximal value of |s| over (0, T ) × ∂Ω, then the no-slip problem could be successfully analyzed in this way.) Technical difficulties were caused by the fact that we wished to include nonhomogeneous Dirichlet boundary data for ω and b on part of ∂Ω.
There is an alternative study by Mielke and Naumann, see the announcement of their result in [30] . Their approach is different in several aspects. They consider merely the spatially periodic problem, and instead of (1.4) they only proved the inequality (1.21); more precisely they introduce a nonnegative measure so that the equality holds. They also have a stronger assumption on b 0 . In our approach, we investigate flows in bounded domains with the turbulence generated on the boundary. The equivalent formulation of the equation for b proposed here does not require one to introduce a measure into our setting, but requires the integrability of the pressure. We show that an integrable pressure exists even for a very general class of stick-slip boundary conditions. Referring also to [13, Section 4], we are not aware of any other result concerning long-time and large-data (or well-posedness) existence of (weak) solutions for a two-equation model of turbulence.
Scheme of the proof of Theorem 1.1
The proof of Theorem 1.1 is constructive and uses a hierarchy of approximations. We introduce them in the following subsections and for each level of approximation we state the result about the existence of solution to the particular approximation. The proofs of these auxiliary lemmas are given in Section 3. Finally, based on these auxiliary results, we provide the proof of Theorem 1.1 in Section 4.
2.1. Auxiliary results, inequalities and notations. We shall first introduce several cut-off functions that will be used when constructing the approximate problems. For any m ∈ R + , we define a function T m as
We use the symbol Θ m to denote the primitive function to T m , i.e.,
Next, we consider a smooth non-increasing function G, which is from this point assumed to be fixed, such that G(s) = 1 when s ∈ [0, 1] and G(s) = 0 for s ≥ 2. Then for arbitrary m ∈ R + we define G m (s) := G s m and we denote by Γ m the primitive function to G m , i.e.,
For further purposes we also set z + := max{0, z} and z − := min{0, z} for the positive and the negative part of a real number z, respectively.
Next, we recall several well-known results from the theory of partial differential equations and function spaces. Korn's inequality states that for any Lipschitz domain Ω ⊂ R 3 and any p ∈ (1, ∞) there exists a constant C > 0 such that
The trace theorem (see [6, Lemma D.1] ) states that for a Lipschitz domain Ω, arbitrary p ∈ (1, ∞) and α > 1/p, the trace operator is a bounded linear operator from W α,p (Ω) to W α−1/p,p (∂Ω). In particular, the following estimate holds:
We will also require (in order to obtain the optimal estimates of the pressure) W
2,p
regularity results concerning Poisson's equation with homogeneous Neumann data, i.e., the problem
∇u · n = 0 on ∂Ω.
Recalling [19, Chapter 2] , it is known that for any Ω ∈ C 1,1 , arbitrary p ∈ (1, ∞) and g ∈ L p 0 (Ω), we can find a unique weak solution of (2.5) satisfying
2.2. k-approximation. The first approximation we introduce here is an infinitedimensional k-approximation of our problem that will be further approximated by a cascade of finite-dimensional approximations introduced below. Since at the level of the k-approximation we want to apply standard monotone operator theory to identify the limit of the last term in (1.4) (which means that we want to take advantage of the energy equality that comes from the fact that the two formulations of the balance of energy are equivalent for this level of approximation) we use the function G k to cut the convective term off. Also, in order to avoid difficulties with possibly unbounded turbulent kinetic energy b we cut the viscosity term with the help of the function T k . So the k-approximation takes the following form: we want to find (v 
where µ := b ω . We complete the system with the boundary conditions (1.10), (1.6)-(1.9) and with the initial conditions (1.5) 1 and (1.5) 3 . In addition, we replace (1.11) (respectively (1.12)) by the following relation
where g k is defined as
The reason for this approximation is twofold. First, it is evident that g k is a bounded function (with the bound depending on k). Second, we see that due to the presence of min{1, k|v|} we can extend continuously g k by zero for v = 0. The last modification is applied to the initial condition for b, where we replace b 0 by (2.14)
Finally, we neglect the pressure by projecting (2.9) onto the space of divergenceless test functions and say that for k ∈ N fixed, the triple (v, ω, b) solves Problem P k if (v, ω, b) satisfies, in a weak sense, (2.8)-(2.11), completed by the boundary conditions (1.10), (1.6)-(1.9), (2.12)-(2.13) and initial conditions (1.5) 1 , (1.5) 3 and (2.14). The existence of a weak solution to Problem P k is stated in the following lemma. 
which solves Problem P k in the following sense
n,div and a.a. t ∈ (0, T ),
(Ω) and a.a. t ∈ (0, T ), (2.23)
(Ω) and a.a. t ∈ (0, T ), (2.24) where µ is given as
The initial data are attained strongly in the corresponding spaces, i.e., (2.26) lim
Moreover, for all λ ∈ (0, 1] the following uniform (k-independent) estimate holds
(2.27) 2.3. (n, k)-approximation. In order to prove Lemma 2.1 we use a Galerkin approximation for the velocity to replace (2.22) . Moreover, since we want to use the standard L 2 -theory for b and ω, we add to µ the coefficient 1/n and replace µ by T n (µ) in all diffusion terms in (2.10)-(2.11) and we also replace the term on the right-hand side of (2.11) by its proper truncation (see below). Moreover, we mollify the initial condition b 0 in the following way. We find a sequence {b In addition, we also mollify the boundary data b Γ as follows. We find a sequence {b
of smooth functions satisfying (1.30) such that
(such basis can be easily constructed e.g., by taking the eigenfunctions of the Stokes operator subjected to Neumann boundary conditions) and denote by V n the linear span of {w i } n i=1 . We further project the initial data for v to the space V n and denote Note that it follows from (2.31) that
We shall refer to the problem described above as Problem P n,k and we state the existence result for this problem in the following lemma. 
(Ω)), (2.37)
which solves Problem P k,n in the following sense:
42)
with v and µ n defined as
The initial data are attained in the following sense
The next approximation we introduce here consists in projecting (2.11) onto a finite dimensional space. Since at the level of Galerkin approximations we do not control the sign of b, we also replace b by its positive part b + := max{0, b} in some terms. In addition, we redefine µ so that it can not blow-up for singular ω. To be more specific, let
be a basis of W 
Note that (2.46) implies that
Moreover, to avoid an additional approximation, we mollify the boundary condition for ω, i.e., we find a sequence of smooth functions {ω
The following lemma states the existence of the solution to the problem described in this subsection that we denote Problem P m,n,k . 
(Ω)), (2.52)
which solves Problem P m,n,k in the following sense
for all z ∈ W 
The initial data are attained in the following sense is defined in (2.46).
Proof of auxiliary existence results
In this section we shall prove all auxiliary assertions stated in Section 2, i.e., Lemmas 2.1-2.3. n,div orthogonal in L 2 (Ω) and L 2 n,div , respectively. To prove Lemma 2.3, we consider the Galerkin approximation of the last equation which has not been approximated yet, i.e., for given arbitrary ℓ ∈ N + we look for (v ℓ , ω ℓ , b ℓ ) given as 
We consider the initial conditions for (c ℓ , d ℓ , e ℓ ) described by the following relations Note that it directly follows from this definition that
The existence of a solution to (3.2)-(3.8) on a short time interval follows from Carathéodory's theorem. Moreover, using the a priori estimates (independent of ℓ and t ∈ (0, T )) established below, we can extend the solution onto the whole time interval (0, T ). Our goal is to let ℓ → ∞ to obtain the statement of Lemma 2.3, which we will do in the following subsections.
3.1.1. Uniform ℓ-independent estimates. Here, and also in what follows, we use a generic constant C to indicate independence of a quantity on (k, n, m, ℓ). If some estimates depend on some parameters this will be clearly indicated in the text.
First, multiplying the ith equation in (3.4) by c ℓ i and summing the result over i = 1, . . . , n we get the identity 1 2
Next, using the facts that v ℓ · n = 0 on (0, T ) × ∂Ω and div
Thus, using (3.11), the nonnegativity of µ ℓ , the assumption (1.33) combined with (2.13) and (2.32) we get (3.12) sup
Here, C is greater than 2C g T |∂Ω| + v 0 2 2 . Consequently, using the orthonormality of the basis {w i } in L 2 (Ω) we deduce from (3.12) that (3.13) sup
Then, using (3.4), (3.13), the fact that |g k | ≤ k and the above estimate (3.13), we can easily obtain (3.14) sup
Next, multiplying the ith equation in (3.5) by d ℓ i and summing the result over i = 1, . . . , m (which means that b ℓ − b n Γ appears as a "test function" in (3.5)) we get the identity
Hence, using the smoothness of b n Γ , the fact the div v ℓ = 0 and (3.12), we deduce with the help of Gronwall's lemma and Young's inequality that (3.16) sup
Similarly as before, using the equivalence of norms on finite-dimensional spaces and the identity (3.5) we find that (3.17) sup
Finally, we derive uniform estimates for ω ℓ . Multiplying the ith equation in (3.6) by e ℓ i and summing over i = 1, . . . , ℓ we get the identity Consequently, adding and subtracting terms with ω m Γ to the corresponding integrals and using the divergence-free constraint on v ℓ , we deduce from (3.18) with the help of integration by parts that
Thus, using the definition of µ ℓ (see (3.7)), the properties of the function T n , the bound (3.12), the smoothness of ω m Γ and Young's inequality, we find that
Hence, we see that by using Gronwall's lemma we get the uniform (ℓ-independent estimate)
Having (3.21), it is then standard to deduce from (3.6) that
3.1.2.
Taking the limit ℓ → ∞. Using (3.13)-(3.14) and (3.17) we can find a subsequence (that we do not relabel) such that
Consequently, using the Arsela-Ascoli theorem and the definition of v ℓ and b ℓ , we see that
Moreover, using (3.21)-(3.22) and the Aubin-Lions lemma, we can find a subsequence (that is again not relabelled) such that
Having the convergence results (3.23)-(3.31), it is easy to identify the limit of (3.1)-(3.2) and get (2.57)-(2.58). In addition, it is also quite standard to take the limit in (3.4)-(3.6) and in (3.7) and obtain (2.54)-(2.56) and (2.59), provided that we show that the limit ω satisfies (2.53), which we shall show next. (Note that this is the reason why we assumed m ≥ ω max .) The attainment of the initial data (2.60) can be proven by standard arguments.
Minimum and maximum principle for ω. It remains to show (2.53).
To do so, we first identify the limit of (3.6) (without assuming the validity of (2.53)) and get
for all z ∈ W 1,2 Γ (Ω) and a.a. t ∈ (0, T ), (3.32) whereμ n,m is given as
is a possible test function in (3.32) (note that ω − ≤ 0 and ω − ∈ W 1,2 Γ (Ω) for almost all t ∈ (0, T ). Thus, considering z = ω − we observe that the term on the right-hand side of (3.32) is identically zero. In addition, using integration by parts we also find (due to the fact that div v = 0 and v · n = 0 on ∂Ω) that the second term in (3.32) is zero. Finally sinceμ n,m ≥ 0 we observe that
Consequently, using (1.26), we conclude that
and we see that we can replace ω + by ω in (3.32) and (3.33) (henceμ n,m = µ n,m ). Similarly, setting z := (ω − ω max ) + in (3.32) (which is again an admissible test function since ω m Γ ≤ ω max ) we find by using the same procedure as above (note that the term on the right-hand side of (3.32) is non-positive) and by using (1.26) that (3.35) ω ≤ ω max a.e. in Q.
Since we assume that m ≥ ω max we can replace T m (ω) by ω in (3.32) and conclude that (3.32) leads to (2.56). Finally, we set z := e ωmaxt (ωe ωmaxt − ω min ) − in (2.56) (which is again admissible). Note that the convective term again vanishes and the third term on the left-hand side generates a nonnegative term. Thus, we obtain the following inequality
for almost all t ∈ (0, T ). Since,
we get from (3.36) that
where we used (3.35) and (3.34) to obtain the second inequality. Thus, by using the assumption (1.26), we may conclude
a.e. in Q.
Therefore, (2.53) immediately follows. 
Similarly, we obtain the identity 
Then, it follows from (2.55) that
Finally, setting z := ω m − ω m Γ in (2.56) we get the identity
Then, using (1.29), (2.48), (2.53), (2.59) and (3.40) we observe that
and consequently we also have 
Having these convergence results and the minimum principle (3.38) it is standard to let m → ∞ in (2.54)-(2.56) to get (2.40)-(2.44), provided that we show the validity of (2.39). Moreover, the attainment of the initial data (2.45) can be deduced by standard tools.
3.2.3.
Minimum principle for b. First, notice that letting m → ∞ in (2.55) without assuming the nonnegativity of b, we obtain
for all z ∈ W Next, since b n Γ ≥ b min we can take z := b − in (3.57). First, the convective term vanishes and the third term on the left-hand side is nonnegative. Moreover, we see that the term on the right-hand side is non-positive and consequently by using (2.29) we find that b ≥ 0 almost everywhere in Q and therefore we can replace b + by b. Next, setting z := e ωmaxt (be ωmaxt − k −1 ) − in (2.41) (note that such a setting is admissible since k ≥ 1 bmin ) we derive an inequality (using the fact that ω ≤ ω max )
which implies after using (2.29) the relation (2.39).
3.3. Proof of Lemma 2.1. In order to prove Lemma 2.1 we have to leave the standard L 2 -theory. This is why we provide a more detailed proof in this part. Let (v n , b n , ω n ) be a solution to problem P n,k , whose existence is guaranteed by Lemma 2.2. Our goal is to let n → ∞ in (2.40)-(2.42) to prove Lemma 2.1.
3.3.1. Uniform n-independent estimates. In the same way as in the preceding subsections, we can obtain the energy identity (3.60)
Hence, using (1.24), (1.33) and (2.13), we observe that
Thus, using (2.38), (2.39) and Korn's inequality (2.3), we deduce that
Next, having (3.61) and (3.62) we deduce from (2.40) that (note that this estimate is valid because of the presence of the cut-off functions G k and T k ) (3.63)
Moreover, it follows from the standard interpolation inequality dt ≤ C(k).
Next, we focus on uniform estimates for b n . First, for arbitrary a > 0, we set
Using integration by parts, the fact that div v n = 0 and a simple algebraic manipulation, we find the identity
First, we have that (recall the definition of Θ a in (2.2))
Next, since ω n ≥ 0 (see (2.38)) we observe that the second term in (3.66) is nonnegative. In addition, the integral with respect to time from the first term on the right-hand side of (3.66) can be estimated by using the assumption (1.30) 2 , the a priori estimate (3.61) and the maximum principle (2.38) as follows
For the last term on the right-hand side of (3.66), we use (2.30) and the uniform estimate (3.61) to get (with the help of the Hölder inequality)
Next, (2.30) also implies that
Finally, for the second term on the right-hand side of (3.66) we use Young's inequality and the definition of T a to conclude that
which follows from the definition of µ n (see (2.44)), the minimum principle for ω (see (2.38)) and from the assumption (1.30) 2 , we get that
2 . Hence, inserting all of the above estimates into (3.66), integrating with respect to time and using (2.30), we deduce that
Consequently, since (3.67) is valid for any a ≥ 0, we find by using (2.28)-(2.29), (1.30) and the properties of T a and Θ a the following uniform estimate
Thus, we control the gradient of b n , uniformly with respect to n, on the set where b n is not large, say, for example on the set where b n ≤ b max . To get also the control on the sets where b n ≥ b max , we set z :
, where λ ∈ (0, 1) is arbitrary. Such setting is possible because |z| ≤ 1 and also z ≡ 0 if b n ≤ b max . Therefore, denoting Ω − := {x ∈ Ω; z < 0} and using integration by parts to eliminate the convective term, we obtain the following identity
Finally, we integrate the result with respect to time. First, the term on the righthand side is uniformly bounded due to (3.68) 1 , (3.61), (2.38) and the fact that |z| ≤ 1. Also the first term on the left-hand side can be bounded after integration over time with help of (3.68) 1 . Consequently, we have a uniform (n and k independent) estimate
Hence, setting a := b max in (3.68) and adding the result to (3.70) we find that
As we shall show later, this estimate is sufficient to take the limit n → ∞ in (2.41) because of the presence of 1 k in the estimate (2.39). However, it would not be sufficient to take the limit k → ∞. Therefore, we improve the uniform estimate (3.71) so that it provides more information about the behavior for small b n . Note that on the sets where b n ≥ b min , the uniform estimate of ∇b n as well as D D D(v n ) follows from (3.71) and (3.61), respectively. Note also that when deriving the estimate for ∇b n on the sets where b n ≤ b min , we obtain, as a byproduct, the estimate for D D D(v n ) that does not depend on either n or k. To do so, we set
. Such a test function is well defined thanks to (2.39) and b n = b n Γ ≥ b min on (0, T ) × Γ which follows from (1.30). Thus, defining Ω min := {x ∈ Ω; b n ≤ b min }, we find (after using integration by parts to eliminate the convective term) the following identity
Hence, moving the terms with the corresponding signs to one side we get after integration with respect to time
Consequently, using (3.61), (3.68) 1 , the maximum principle for ω n (2.38) and (3.71), we deduce that, for all λ ∈ (0, 1],
where the last inequality follows from the assumption (2.28)-(2.29) and (1.25).
It follows from (3.60) (on the sets where b n ≥ b min ) and the third term in (3.74) (on the sets where
Next, we focus on estimates for T n (µ n ) that are uniform w.r.t. both n and k. It directly follows from the definition (2.44) that
we observe, using (2.38), (3.76) and (3.77) , that there exist positive constants C 1 and C 2 independent of k and n such that
Thus, by virtue of (3.74), we find that, for all λ ∈ (0, 1),
Combining this inequality with (3.68) 1 (where we set a = 1 for example), we obtain
Using the interpolation inequality
the equivalence (3.78) and the fact that (3.80) holds for all λ ∈ (0, 1), we finally conclude that
We continue with k-dependent estimates for b n that help us to establish the proper convergence results when n → ∞. First, using the definition of µ n (see (2.44)), the minimum principle (2.39) and (3.74) we get
which after using (3.68) 1 leads to
Consequently, using the embedding theorem we get
Finally, using the interpolation inequality
the a priori bound (3.68) 1 and the estimate (3.84), we obtain (3.85)
Next, we focus on the estimates generated by the diffusion term in (2.41), see the second term in (3.74). For any q ∈ (1, 2), we observe, by Hölder's inequality, that
where the last inequality follows from (3.74) and (3.85) provided that we are able to find λ ∈ (0, 1) such that
This is however possible whenever q ∈ [1, 5/4). Therefore, using this bound, we have
Note that we conclude, as a direct consequence of (3.87), (2.39) and (3.85) , that 1,
In addition, using Hölder's inequality, (3.81) and (3.87) we find that
In order to obtain a uniform bound on ∂ t b n , it remains to estimate the convective term b n v n . It however follows from (3.85) and (3.65), by using Hölder's inequality, that
Thus, using (2.41) and the estimates (3.61), (3.89) and (3.90), we conclude that
Finally, we derive uniform (yet k-dependent estimates) for ω n . Recall that the estimate (2.38) is uniform with respect to both n and k. Hence, we focus on estimates for ∇ω n . To do so, we set u := ω n − ω Γ in (2.42), and repeating the same procedure as in the proof of Lemma 2.3 we get (see (3.45 
(3.92)
Hence, using Young's inequality, (1.29) and (2.38) we get 
Thus, integrating (3.93) with respect to time and using (1.26), (1.27), (1.29), (3.61) and (3.81) we deduce that
which, after using (2.39), implies
In addition, we conclude from (3.81), (3.94) and Hölder's inequality that
Having the a priori estimates (3.61) and (3.96) and the maximum principle (2.38), we derive from (2.42) the bound
for all λ ∈ (0, 1). (3.97) 3.3.2. On taking the limit n → ∞. Having (2.38), (3.61)-(3.65), (3.88), (3.91), (3.94), (3.95) and (3.97), we can let n → ∞ and find a subsequence of (v n , b n , ω n ) that we do not relabel such that
In addition, using the generalized version of Aubin-Lions lemma, we observe that there is a subsequence (that is again not relabelled) such that, for any α ∈ (0, 1),
Thus, using the trace theorem (2.4), we find that
Moreover, using (3.104)-(3.106), there is a subsequence of (v n , b n , ω n ) (again not relabelled) such that v n → v a.e. in Q and a.e. in (0, T ) × ∂Ω, (3.110) ω n → ω a.e. in Q and a.e. in (0, T ) × ∂Ω, (3.111)
a.e. in Q and a.e. in (0, T ) × ∂Ω. (3.112) Thus, having (3.98), (3.99), (3.106), (3.107) and (3.110)-(3.112), and using the continuity of the cut-off functions T k , G k and also the fact that g k is bounded and continuous with respect to (v, b, ω), it is easy to let n → ∞ in (2.40) and obtain (2.22). Moreover, at this level of approximation, it is standard to show the attainment of v 0 , i.e., to prove (2.26) 1 .
Next, in order to identify the limit of (2.42) as n → ∞, we notice that (3.96) implies that (for a subsequence)
Thus, using in addition (3.103), (3.105), (3.106) and (2.38), and letting n → ∞ in (2.42) we obtain
(Ω) and a.a. t ∈ (0, T To do so, we use (3.81), (2.38) and (3.111)-(3.112) to conclude that
Then, (3.115) is a direct consequence of (3.102) and (3.116). Hence (3.114) is nothing else than (2.24). Finally, the attainment of the initial condition for ω, see (2.26) 2 , can be proven in a standard way.
Finally, we focus on obtaining the limit as n → ∞ in (2.41). First, we identify the weak limit of the diffusion term. It follows from (3.110), (3.116) and Vitali's lemma that, for all α ∈ (0, 1),
In addition, combining (3.88) and (3.89) we obtain for all α ∈ [0, 1] that
Our goal is identify for all α ∈ [0, 1]
Note that in order to take the limit in (2.41) it is enough to show (3.119) only for α = 1. To prove it, we proceed inductively. We define h := 1 81 , α 0 = 0 and α i+1 = α i + h. Note that (3.119) holds for α 0 and we want to show that if it holds for α i it also holds for α i+1 for all i = 1, . . . , 81. Thus, assume that (3.119) holds for α i . Then
Hence, setting i = 81, we get (3.119) with α = 1. Thus, using (3.89) and (3.118) we finally, observe that
Next, we focus on the convergence properties of the second term on the right-hand side of (2.41). First, setting w := v in (2.22) and integrating the result with respect to time over (0, T ) we get the energy identity
Hence, setting t := T in (3.60) and letting n → ∞ we get by using (3.110)-(3.112), the boundedness of g k , the weak-lower semicontinuity of norms and (3.121) that
Since it directly follows from (3.98) and (3.111)-(3.112) that 10 We use the fact that we immediately observe from (3.122) and (3.123) , by referring to lower-semincontinuity of the L 2 -norm, that
Moreover, having (3.124) we can go back to (2.41) and strengthen the convergence result (3.101) to the following one
Thus, having (3.120), (3.124) and (3.125) it is easy to let n → ∞ in (2.42) to get (2.24). Moreover, one can deduce (2.26) 3 , but we postpone the proof of this to the proof of the main theorem where an even more difficult case is treated. In addition, one can use weak lower semicontinuity and Fatou's lemma and let n → ∞ in (3.61), (3.68), (3.71), (3.74), (3.75), (3.81) and (3.94) to get (2.27).
Proof of the main theorem
For arbitrary k ≥ 1 bmin , let us denote by (v k , b k , ω k ) the solution to the problem P k , whose existence and uniform estimates are established in Lemma 2.1. Next, we investigate the behavior of such solutions when k → ∞ in order to prove the main result of the paper, i.e., Theorem 1.1.
Using also the trace theorem (see (2.4) ) and the embedding theorem, we have (4.5)
Hence, it follows from (4.4), Korn's inequality (2.3) and the interpolation inequality (3.64) that (4.6)
Consequently, by virtue of (1.34) and (2.13), we conclude from (4.4) and (4.6) that
Further, it directly follows from (2.27) and (2.20) that
and then by using Hölder's inequality and (4.4) we find that
for all λ ∈ (0, 1).
Next, we focus on uniform estimates for the pressure. We derive only the estimates for p k 3 since the procedure developed in [10] can be taken step by step to obtain the estimates for p 1 k and p 2 k , which we provide here without proofs. Recalling that Ω ∈ C 1,1 we apply the L q -theory for the Poisson equation (see (2.5)-(2.6)). Consequently, we find a function ϕ solving, for almost all t ∈ (0, T ),
and satisfying the following estimate (4.10)
Thus, using such a ϕ in (4.3) 3 we get the identity (we use the fact that Ω p
Hence, applying Hölder's inequality, (4.10), the trace theorem (2.4) and the embedding theorem, we obtain Finally, recalling the definition of q min := min{β g , 16/11} (see the formulation of Theorem 1.1), using (4.6)-(4.7), (4.9), (4.12) and (4.14), we can derive from the identity (4.1), (4.2) that for all q ∈ [1, q min ) there holds We end this subsection by proving the uniform estimates for ω k . Since b k can vanish on a set of zero measure, we are not be able to bound ω k in a Sobolev space and consequently to identify the trace of ω k when k → ∞. On the other hand, we show that b k ω k has such desired properties, which will be sufficient for identifying the limit as k → ∞. Note first that (2.27) and (2.20) imply that (4.18) sup
Hence, using (4.16), (4.18) and Hölder's inequality we get Consequently, we see that the limit objects (v, b, ω, p, s) satisfy (1.38)-(1.49) except (1.42). Our goal is to prove (1.42) and all the remaining relations in Theorem 1.1. Thus, in order to identify also the limit in the nonlinear terms depending on ω k , we establish the strong convergence of the sequence ω k . To do so, we define two 4-vectors It also follows from (2.24), (2.20) and (4.21) that Hence, we apply the Div-Curl Lemma (see [32, 36, 37] , [14, 16] ) to the vector fields a k and c k and with the help of (4.46)-(4.50) and also (4.28) we get
This however directly implies (by using (4.39)) that As a direct consequence of (4.54), (4.24) and (4.26) we then conclude that
3 ) for all q ∈ 1, 8 7 , (4.55)
) for all q ∈ 1, 16 11 . (4.56) Finally, we focus on the identification of the weak limit in (4.48). First, it follows from (4.20) and (4.52) and the uniqueness of the weak limit that
3 ) for all q ∈ 1, 16 11 . (4.57) Consequently, using the following identity (which is valid on the level of k-approximation valid, since ω k is a Sobolev function)
we observe that (2.20), (4.26), (4.48),(4.53) and (4.57) finally imply that
3 ) for all q ∈ 1, 16 11 . (4.58) Moreover, by noting (4.57) and (4.52), we can deduce similarly as above that Thus, by using all of the above convergence results, we can easily let k → ∞ in (2.22) and (2.24) to obtain (1.50) and (1.52). Moreover, using the weak lower semicontinuity of norms, we can also let k → ∞ in (2.23) to obtain (1.55).
