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Abstract 
In the cutting zone of a machining process, several variables are influenced by process conditions: cutting force, vibrations, 
temperature, acoustic emission, power absorption. Some variables, useful for process monitoring, can be measured by sensors 
installed on the machine tool. However, when assessing a particular process variable, a single sensory source may not be able to
meet all the requirements. A solution is sensor data fusion, the purpose of which is to combine sensory information from disparate 
sources so that the resulting intelligence is reinforced. Multi-sensor signal processing provides for the extraction and selection of 
signal features, relevant for the machining monitoring scope, that are assembled into sensor fusion pattern feature vectors functional 
for pattern recognition through knowledge based methods. Cognitive paradigms, such as artificial neural networks, can map input
information fed by pattern feature vectors to output determinations for decision making on machining process conditions, including 
the adoption of corrective actions. Application cases of multi-sensor monitoring of machining process conditions investigated at the 
Fh-J_LEAPT Naples are reported with reference to: (a) workpiece residual stress assessment in turning of nickel base alloys; (b)
tool wear state identification in machining of fiber reinforced composites; (c) chip form control in turning of C steel. 
© 2014 The Authors. Published by Elsevier B.V.  
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1. Introduction 
It is well known that in the cutting zone of a 
machining process several variables are influenced by 
process conditions: cutting force, vibrations, power 
absorption, temperature, etc. [1]. Some of these 
variables, useful for process monitoring, can be 
measured by different types of sensors installed on the 
machine tool. The detected sensor signals are then 
processed to obtain features related to process conditions 
[2]. Relevant sensor signal features can be integrated 
into decision making paradigms for diagnosis on process 
conditions in order to send a feedback to the machine 
tool numerical control for appropriate actions to be 
performed [3]. The sequence of activities to be 
performed in sensor monitoring of machining process 
conditions is described by the block scheme in Fig. 1.  
These activities can be summarised as follows: 
x Machining process variables are detected through 
sensorial perception methods 
x Sensor signals are processed to extract and select 
relevant sensorial features 
x These features are fed to decision making paradigms 
for diagnosis on machining process conditions 
x Corrective actions can then be adaptively enacted to 
convey process conditions to their optimal state. 
This schematic road map aims at implementing the 
concept of zero defect manufacturing in machining [4]. 
1.1. Definition of sensorial perception 
Sensorial perception (SP) is defined as the process of 
attaining awareness or understanding of sensory 
information [2]. 
© 2014 The Authors. Published by Elsevier B.V This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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the person of the Conference Chair Dr. Alessandra Caggiano.
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Fig. 1. Block scheme describing the sequence of activities in sensor 
monitoring of machining process conditions 
Concepts, views and theories of SP and its role in 
knowledge acquisition and truth identification in diverse 
epochs can be grouped into classes with higher/lower 
value attributed to SP. Some ancient philosophers like 
Heraclitus (535-475 BC), Parmenides (515-450 BC), 
Phyrro and the Skeptics (365-275 BC) thought SP had 
no value or trivial value. But, already in ancient times, 
other philosophers like Empedocles (490-430 BC), the 
Democritus and the Atomists (460-370 BC), Plato (427-
347 BC) and Aristotle (384-322 BC) esteemed SP an 
important factor to initiate and support cognition or even 
an indispensable element to make cognition at all 
possible. More recent philosophers such as L. da Vinci 
(1452-1519), Newton (1642-1727), G. Galilei (1564-
1642), Descartes (1596-1650), and others, definitely 
conceived SP as the basis of all knowledge acquisition.  
Starting with C. Darwin in the 19th century, a diverse 
way to look upon SP was introduced: SP was devised as 
the continuous adaptation of sensing to the variable 
environment. In fact, modern theories of SP can be 
distinguished into passive and active perception theories. 
The traditional passive perception theory, established 
by R. Descartes, portraits SP as a “static" sequence of 
events: the surrounding or environment provides inputs 
to human senses (or artificial sensors); the sensorial 
organs (or electronic devices) feed inputs to processing 
algorithms in the brain (or the computer); the obtained 
output response can generate an action or reaction. 
Nowadays, the passive perception theory is losing 
momentum and the theory of active perception, 
introduced by H. von Helmholtz at the beginning of the 
20th century, is emerging [5, 6]. Active perception can 
be summarized as the “dynamic” relationship, on the one 
hand, between the senses and the variable environment 
and, on the other hand, between this environment and 
the brain or computer where the surrounding description 
is rendered: the senses (or sensors) will continually 
accommodate to the changing surrounding and the 
description in the brain (or computer) will regularly 
adapt to the varying environment. 
1.2. Direct and indirect sensor measurement methods 
Sensor monitoring measurement techniques can be 
classified into two approaches: direct and indirect 
measurements. 
In direct measurement, the actual quantity of the 
variable is measured (e.g. tool wear in machining). This 
approach is highly accurate but mainly used in the 
laboratory due to access problems, illumination issues, 
cost of instrumentation, complexity of the monitoring 
procedure, etc. (e.g. use of cameras, radioactive isotopes, 
laser beams, electrical resistance, etc. [1, 2]). 
In indirect measurement, auxiliary quantities are 
measured (e.g. cutting force components in machining) 
and the actual quantity is deduced via empirical 
correlations (e.g. cutting tool conditions). This method is 
less accurate but also less complex and more suitable for 
practical industrial applications to evaluate process 
performance or to provide information useful for process 
control and optimization using sensors [1, 2]. 
1.3. Sensors and sensor systems for machining 
monitoring 
The most common sensors and sensor systems 
utilised for machining process monitoring are: 
x Motor power and current 
x Force and torque (piezoelectric sensor, strain gauge) 
x Acoustic emission (high frequency accelerometer) 
x Vibrations (acceleration, velocity, displacement) 
x Other sensor types (optical, temperature, etc.) 
More information on sensors ad sensor systems for 
machining processes monitoring can be found in [2]. 
1.4. Sensor signal processing 
The previously mentioned sensors and sensor systems 
typically output analog signals that generally need 
conditioning and/or pre-processing: e.g. amplification, 
filtering, bias/offset suppression, analog to digital 
conversion, segmentation, etc. A digital time domain 
signal is thus obtained, ready to be subjected to signal 
processing algorithms for feature extraction in order to 
reduce the high dimensionality of the sensorial data and 
achieve a synthetic sensor signal characterization for 
correlation with the machining process conditions. The 
time domain signal can also be transformed into a 
frequency domain signal via algorithms such as Fast 
Fourier Transform (FFT), Short Time Fourier Transform 
(STFT), Wavelet Packet Transform (WPT) [7-11], and 
subjected to further feature extraction procedures. In this 
way, a large number of features are obtained: the most 
relevant for the specific condition monitoring application 
need to be selected. Fig. 2 summarises the entire sensor 
signal pre-processing and processing purpose. 
Sensorial perception 
Sensor signal data processing 
and feature extraction 
Cognitive decision-making 
paradigm 
Action
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Fig. 2. Sensor signal pre-processing and processing scheme [2] 
Fig. 3. Applications of machining process condition monitoring [12]. 
1.5. Machining process monitoring scopes 
The most frequent applications of machining process 
monitoring and their distribution in the literature are 
summarized in Fig. 3 [12]: 
x Approximately 50% of monitoring applications are 
related to tool condition monitoring (tool wear level, 
tool wear development, tool breakage, tool chipping) 
x Approximately 30% of monitoring applications refer 
to process condition monitoring (process parameter 
values, lubrication conditions, chip form, etc.) 
x Approximately 10% of monitoring applications relate 
to machine tool state and surface integrity assessment 
(failure of machine components such as guideways, 
bearings and ball screws; workpiece material 
microcracking, grain distortion, residual stress level) 
x Approximately 5% of monitoring applications refer to 
chip form control, chatter detection, work material 
state, and other specialised monitoring scopes 
1.6. Pattern recognition through cognitive paradigms 
The selected sensor signal features, relevant for the 
given machining process monitoring scope, can be 
combined into feature vectors functional viable for the 
implementation of pattern recognition through 
knowledge based methods [13]. Exploiting "a priori" or 
self-learning accumulated knowledge on the specified 
monitoring application, cognitive paradigms can map the 
information fed by input pattern feature vectors to output 
classification or regression determinations exploitable 
for decision making on machining process conditions, 
including the adoption of corrective actions. 
The cognitive paradigms most recurrently used in the 
literature for pattern recognition and decision making in 
monitoring of machining process conditions are [2, 13]: 
x Supervised neural networks such as feed-forward 
backpropagation networks (FF BP NN) 
x Unsupervised neural networks, such as self-organised 
maps (SOM) 
x Expert systems 
x Fuzzy logic approaches 
x Neuro-fuzzy systems 
x Other methods: genetic algorithms, ant colony, bees 
algorithms, hierarchical algorithms, hybrid systems 
integrating the capabilities of diverse paradigms. 
1.7. Sensor fusion technology and applications 
When measuring a particular variable of a 
manufacturing process, a single sensory source for that 
variable may not be able to meet all the required 
performance specifications. A solution to this problem is 
sensor fusion technology whose purpose is to combine 
sensory data from disparate sources so that the resulting 
information is better than would be possible when these 
sources are used individually [14-16]. 
Applications of sensor fusion monitoring of 
machining processes carried out at the Fh-J_LEAPT 
Naples within international joint research projects are 
illustrated in the next sections with reference to: 
x Turning of nickel base alloys 
x Machining of fiber reinforced composites 
x Chip form control in turning of C steel 
2. Turning of nickel base superalloys 
In this application case, a turning tests campaign was 
carried out on Inconel 718 nickel base superalloy 
cylindrical shafts (Fig. 4). The experimental programme 
envisaged multi-sensor monitoring with two scopes: 
x Tool wear detection 
x Workpiece residual stress assessment 
Fig. 4. Turning tests on Inconel 718 nickel base superalloy shafts. 
0% 10% 20% 30% 40% 50%
Other monitoring …
Work material state
Chatter detection
Surface integrity
Chip form control
Machine tool state
Process conditions
Tool conditions
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2.1.  Experimental testing setup for Inconel 718 turning 
A multi-sensor system comprising a cutting force, an 
acoustic emission (AE) and a vibration sensor was used 
during turning of Inconel 718 superalloy. In order to 
provide for integrated sensor fusion feature extraction 
from the sensorial data, the heterogeneous signals were 
processed by the Principal Component Analysis (PCA) 
algorithm [17, 18]. The adopted cognitive decision 
making method was a supervised neural network (NN) 
pattern recognition paradigm. The objective was to find 
correlations between input sensor monitoring 
parameters, obtained by PCA sensor fusion of cutting 
force, AE and vibration signal features, and output 
process or product quality parameters, represented by 
cutting tool wear state or workpiece residual stress level. 
In the initial phase of testing, standard turning tests 
were carried out using customary cutting conditions, i.e. 
cutting speed, feed rate and depth of cut values regularly 
employed in industry for Inconel 718 machining (Table 
1). Then, also severe turning tests were performed with 
very high cutting speed values (80 m/min, 100 m/min) 
under cooled and dry conditions, which are truly harsh 
for the machining of Inconel 718 (Table 2). The turning 
tests were executed in steps of 120 s for standard tests 
and 30 s for severe tests. After each step, the tool flank 
wear was measured with a shop floor microscope. All 
turning tests were ended when the maximum allowable 
wear land VBmax = 0.3 mm was reached (Fig. 5). 
The residual stress level was measured on the 
machined surface using the X-ray diffraction technique 
[19]. The measurements were conducted on a 1 mm 
square area of machined surface along two perpendicular 
surface directions (Fig. 6): direction 1, i.e. cutting speed 
direction, and direction 2, i.e. feed rate direction. As 
regards residual stress assessment, only the cutting speed 
direction was taken into consideration. Based on 
industrial requirements related to the machining of 
Inconel 718, the maximum acceptable value of residual 
stress was set at 850 MPa. 
The multi-sensor monitoring system is illustrated in 
Fig. 7: the cutting force, AE and vibration sensors are 
installed on the machine tool near the cutting zone. From 
the 3 sensors, 7 sensor signals were acquired: 3 cutting 
force components (Fx, Fy, Fz), 3 vibration acceleration 
components (Ax, Ay, Az), and AE RMS signal (AERMS).
The analog sensor signals were conditioned (amplified, 
filtered) and digitized with a sampling rate of 3 kS/s for 
vibration acceleration components and 10 kS/s for 
cutting force components and AERMS (Table 3). 
2.2. Signal pre-processing 
All digitised sensor signals were subjected to pre-
processing as follows. Fig. 8 shows the original signals 
for cutting force components and AERMS.
Fig. 5. Measurement of tool flank wear land. 
Fig. 6. Measurement of residual stress level. 
Table 1. Standard turning tests 
Customary cutting conditions 
Vc (m/min) f (mm/rev) d (mm) Lubrication 
45 0.100 0.3 Cooled 
45 0.125 0.3 Cooled 
45 0.150 0.3 Cooled 
50 0.100 0.3 Cooled 
50 0.125 0.3 Cooled 
50 0.150 0.3 Cooled 
55 0.100 0.3 Cooled 
55 0.125 0.3 Cooled 
55 0.150 0.3 Cooled 
Table 2. Severe turning tests 
Harsh cutting conditions 
Vc (m/min) f (mm/rev) d (mm) Lubrication 
80 0.150 0.3 Cooled 
80 0.300 0.3 Cooled 
100 0.150 0.3 Cooled 
100 0.300 0.3 Cooled 
80 0.150 0.3 Dry 
80 0.300 0.3 Dry 
100 0.150 0.3 Dry 
100 0.300 0.3 Dry 
Table 3. Sensor units and digital signal sampling rates 
Sensor unit Sampling frequency 
Cutting force 
10 kHz 
Acoustic emission RMS 
Vibration 3 kHz 
The head and tail transient portions of the sensor 
signals were synchronically removed as non-relevant for 
process monitoring (Fig. 9). 
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Fig. 7. Multiple-sensor monitoring system.
Some abnormal conditions can still be present in the 
signals after this first segmentation, so a second 
segmentation was applied by choosing a zone of regime 
conditions (Fig. 10). From these segmented signals (3 
cutting force components Fx, Fy, Fz; 3 vibration 
acceleration components Ax, Ay, Az; and AERMS) 5
portions made of 3000 samplings were selected (Fig. 11) 
on which signal processing for sensor fusion feature 
extraction was carried out. 
2.3. Integrated sensor fusion feature extraction by 
Principal Components Analysis 
An integrated sensor fusion methodology for feature 
extraction was applied through Principle Component 
Analysis (PCA) based on simultaneous processing of 
different sorts of signals in order to (a) reduce the high 
dimensionality of datasets containing a large number of 
interrelated variables, and (b) extract sensor fused signal 
features usable for pattern recognition [18]. 
The PCA algorithm receives as input the 
heterogeneous sensor signals, called original variables, 
in the form of a n × j matrix, where n is the number of 
sensor signal types and j is the number of digital signal 
samplings, and computes n new variables, called 
Principal Components, which are uncorrelated, have 
reduced variance, and can be expressed by linear 
combinations of the original variables, where:  
Y1, Y2, … ,Yn: new Principal Component variables  
x1, x2, … ,xp: original variables 
For PCA multi-sensor data processing, the digitised 
signals must have an equal number of samplings. If the 
signal types differ in samplings number due to their 
specific sampling rate, signal resampling is applied to 
fulfil the requirement and make the sensorial dataset 
ready for PCA implementation (Fig. 12) [20]: 
x Dataset Normalization: the first step is sensorial data 
normalization, which consists of transforming all 
signal variables into zero-mean signals by subtracting 
the mean value from each variable. 
x Covariance Matrix Calculation: the covariance 
(square) matrix of the normalized dataset is calculated 
along the original variables after data normalization.  
x Eigenvectors and Eigenvalues Decomposition: the 
decomposition of a square matrix, such as the 
covariance matrix, into eigenvalues (or latent roots) 
and eigenvectors (or latent vectors) is known as eigen 
decomposition, where each eigenvalue is paired with 
the corresponding eigenvector. 
x Principal Components Determination: the eigenvalues 
or latent roots represent the values of the new set of 
variables, i.e. the Principal Components [21]. 
In this case, starting from the initial dataset matrix 
with 3000 rows and 7 columns (3000 samplings portion 
for each of the 7 signals Fx, Fy, Fz, Ax, Ay, Az, AERMS),
the covariance matrix, eigenvectors and eigenvalues are 
calculated (Fig. 13a-c). Thus, 7 Principal Components 
with different eigenvalues are obtained and ranked in 
decreasing relevance (Fig. 13d): they represent 7 new 
sensor fused variables related to the 7 original signal 
variables according to the matrix coefficients in Table 4. 
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2.4. Cognitive pattern recognition for decision making 
on cutting tool state or workpiece residual stress 
The eigenvalues of the Principal Components are 
utilized as features to construct PCA sensor fusion 
pattern vectors to be used as inputs for supervised neural 
network (NN) based pattern recognition. Three-layer 
feed-forward back propagation NN (Fig. 14) were built 
with the following architecture: 
x Input layer: number of nodes equal to the number of 
sensor fused features in the PCA pattern vector  
x Hidden layer: number of nodes related to the number 
of input nodes 
x Output layer: 1 node yielding a coded value for 
workpiece residual stress level or cutting tool wear 
state: 0 = acceptable residual stress or fresh tool and 1 
= unacceptable residual stress or worn tool 
Diverse PCA pattern feature vectors were devised, 
containing from a minimum of 3 PCA features up to the 
whole set of 7 PCA features. These PCA sensor fusion 
pattern feature vectors were employed to train and test 
different NN configurations (Fig. 15) in order to 
evaluate their success rate (SR) in identifying the cutting 
tool state or the workpiece residual stress level. 
As regards cutting tool wear state classification, the 
SR values for the utilised NN configurations are 
summarised in the spider plots of Figs. 16 and 17. For 
standard cutting conditions tests (Fig. 16), even the 
worst case of input pattern vectors containing 3 PCA 
features related to vibration acceleration components 
(Ax, Ay, Az) yielded a SR as high as 85%. Very high SR 
values, in the range 95% - 99%, were secured by the 
other PCA pattern feature vectors and, finally, when 
using input pattern vectors with all the 7 PCA features, a 
full 100% SR was scored. By including also severe 
cutting conditions tests (Fig. 17), the SR values 
generally decreased but, if all the 7 PCA features were 
included in the input pattern vectors, a SR as high as 
93% was obtained. 
As concerns workpiece residual stress level 
assessment, the SR values for the employed NN 
paradigms are reported in Figs. 18 and 19. For standard 
cutting conditions tests (Fig. 18), a high SR of 92% was 
already procured by input pattern vectors containing 
only 3 PCA features related to cutting force components 
(Fx, Fy, Fz), and when using all the 7 PCA input features 
a superior SR of 97% was achieved. By taking into 
account also severe cutting conditions tests (Fig. 19), the 
SR values were reduced, as expected, but if all the 7 
PCA input features were utilised in the input pattern 
vectors, a high-level SR of 95% was attained. 
Fig. 8. Examples of raw sensor signals: Fx, Fy, Fz, and AERMS.
Fig. 9. First signal segmentation: head and tail removal from 
synchronised signals. 
Fig. 10. Second signal segmentation: chosen signal zone (large yellow 
band). 
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Fig. 11. Signal portions made of 3000 samplings selected from Fx, Fy,
Fz, Ax, Ay, Az, AERMS signals (small yellow bands).  
Fig. 12. Principal Components Analysis procedure. 
Fig. 13. (a) Initial data set matrix, (b) Covariance matrix, (c) 
Eigenvectors, (d) Eigenvectors. 
Table 4. Correspondence between Principal Components and original 
signal variables. 
Original
Signal
Variables
Principal Components 
1st 2nd 3rd 4th 5th 6th 7th
Ay 180 0 0 0 0 0 0 
Ax 0 180 0 0 0 0 0 
Az 0 0 180 0 0 0 0 
ARMS 0 0 0 149 32 3 0 
Fy 0 0 0 20 93 30 53 
Fz 0 0 0 11 8 97 36 
Fx 0 0 0 0 47 50 91 
Fig. 14. Feed-forward back propagation NN architecture. 
Fig. 15. Input pattern feature vectors and NN configurations. 
SF1
SF...
SFn
Residual Stress Condition
---
Tool State
PCA based input feature vectors (FV) NN configurations 
3 element FV: [Ay, Ax, Az] 3-3-1; 3-6-1 
4 element FV: [Ay, Ax, Az, AERMS] 4-4-1; 4-8-1 
5 element FV: [Ay, Ax, Az, AERMS, Fy] 5-5-1; 5-10-1 
6 element FV: [Ay, Ax, Az, AERMS, Fy, Fz] 6-6-1; 6-12-1 
7 element FV: [Ay, Ax, Az, AERMS, Fx, Fy, Fz] 7-7-1; 7-14-1 
Principal
components
Eigenvalues
(latent roots) % Variance % Cumulate
1st 103.8457 84.8593 84.8593 
2nd 14.7776 12.0758 96.9351 
3rd 3.6705 2.9994 99.9345 
4th 0.0443 0.0362 99.9707 
5th 0.0344 0.0281 99.9988 
6th 0.0010 0.0008 99.9996 
7th 0.0004 0.0004 100.0000 
(d) Eigenvectors 
Original
variables
Principal components (new variables)
1st 2nd 3rd 4th 5th 6th 7th
Fx 0.0001 0.0001 -0.0002 -0.1059 -0.0913 0.3761 0.9160
Fy -0.0007 -0.0002 0.0013 0.6786 0.7193 0.1022 0.1081
Fz 0.00005 0.0001 0.0001 -0.0360 -0.0389 0.9209 -0.3862
AERMS 0.00006 -0.0004 0.0001 0.7259 -0.6876 0.0050 0.0134
Ax -0.0329 0.8961 -0.4426 0.0008 0.0003 0.0001 -0.0001
Ay 0.9991 0.0178 -0.0384 0.0005 0.0006 -0.0001 -0.0001
Az 0.0266 0.4435 0.8959 -0.0007 -0.0009 -0.0002 0.0001
(c) Eigenvectors 
0.0019 -0.0014 0.0008 0.0003 -0.0010 -0.0105 -0.0005
-0.0014 0.0029 -0.0008 -0.0006 -0.0034 -0.0193 0.0002 
0.0008 -0.0008 0.0016 0.0002 0.0016 0.0008 -0.0009
0.0003 -0.0006 0.0002 0.0011 -0.0009 0.0026 -0.0008
-0.0010 -0.0034 0.0016 -0.0009 13.6112 -3.0351 3.0066 
-0.0105 -0.0193 0.0008 0.0026 -3.0351 91.9595 1.3621 
-0.0005 0.0002 -0.0009 -0.0008 3.0066 1.3621 3.9844 
(b) Covariance matrix 
Samples Fx Fy Fz AERMS Ax Ay Az
1 0.635 -0.899 -0.194 1.770 1.386 -4.679 0.086
2 0.6389 -0.915 -0.161 1.769 0.019 2.601 1.780
… … … … … … … …
3000 0.676 -0.962 -0.199 1.733 5.189 -8.958 0.592
(a) Initial data set 
Dataset 
Normalization 
Covariance 
Matrix 
Calculation 
Eigenvectors 
Calculation 
Eigenvalues 
Calculation 
10   R. Teti /  Procedia CIRP  28 ( 2015 )  3 – 15 
Fig. 16. NN SR for cutting tool wear state identification using standard 
cutting conditions tests. 
Fig. 17. NN SR for tool wear state identification using standard and 
severe cutting conditions tests. 
Fig. 18. NN SR for workpiece residual stress assessment using 
standard cutting conditions tests. 
Fig. 19. NN SR for workpiece residual stress assessment using 
standard and severe cutting conditions tests. 
3. Machining of plastic matrix fiber reinforced 
composite materials 
This application case refers to multi-sensor 
monitoring in the machining of plastic matrix fiber 
reinforced composite materials through the employment 
of cutting force and acoustic emission (AE) sensors [19-
21]. The monitoring scope is the identification of tool 
wear state during orthogonal cutting of three different 
plastic matrix fiber reinforced composites: 
x Unidirectional carbon fiber reinforced plastics (CFRP) 
x Unidirectional glass fiber reinforced plastics (GFRP) 
x Sheet molding compound (SMC), i.e. random short 
glass fiber reinforced plastics 
3.1. Experimental setup for orthogonal cutting of 
composite material laminates 
Fig. 20 shows the scheme of the experimental testing 
setup for orthogonal cutting of composite laminates. The 
AE sensor was mounted on the HSS tool shank and the 
cutting force sensor, consisting of a Kistler 
dynamometer, was positioned under the composite 
laminate. Only two components of the cutting force, Fy
and Fz, were detected as in an orthogonal cutting process 
the third cutting force component is null by definition. 
All sensor signals were conditioned (amplified, filtered) 
and digitized prior to sensorial data recording on PC. 
3.2. Feature extraction by linear predictive analysis for 
parametric spectrum model estimation 
The Fy, Fz and AE sensor signals were processed 
through linear predictive analysis (LPA) for parametric 
spectrum model estimation [23, 24] (Fig. 21) in order to 
extract features to be combined, for each Fy, Fz, AE 
signal triplet, into sensor fusion pattern feature vectors 
for decision making on cutting tool wear state based on 
cognitive pattern recognition. 
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The parametric method of spectral estimation 
transforms the spectral estimation problem into one of 
estimating unknown spectral parameters or coefficients 
rather than the spectrum itself. Accordingly, from each 
signal of the Fy, Fz, AE triplet, p features or predictor 
coefficients {a1, …, ap}, characteristic of the signal 
spectrum model, were obtained through LPA processing. 
Two p values were chosen for LPA algorithm 
implementation: p = 4 or 8. Thus, for each Fy, Fz, AE 
signal triplet, with p = 4 a total of 12 features were 
extracted (4 coefficients × 3 signals = 12 features), 
whereas with p = 8 a total of 24 features were obtained 
(8 coefficients × 3 signals = 24 features). 
3.3. Sensor fusion for cognitive pattern recognition and 
decision making on cutting tool conditions 
The features extracted by LPA for parametric 
spectrum model estimation from the heterogeneous 
signals of the Fy, Fz, AE triplets were combined into 
either 12-elements or 24-elements sensor fusion pattern 
feature vectors. The latter were fed to supervised neural 
network (NN) based cognitive pattern recognition 
paradigms with the objective to map input Fy, Fz, AE 
triplet parameters, made of sensor fused features, to 
output cutting tool conditions, classified as fresh tool or 
worn tool state. 
The results of the NN based decision-making 
paradigms for the different composite materials 
subjected to orthogonal cutting are shown in Fig. 22. In 
the case of GFRP, excellent classification results were 
achieved: in many cases, using either the 12-elements or 
the 24-elements sensor fusion pattern feature vectors, a 
98% success rate (SR) value in the identification of the 
fresh or worn tool wear state was achieved. The 
orthogonal cutting of CFRP was more difficult to 
monitor from this point of view: no case went beyond 
85% SR in tool wear state identification. The behaviour 
of SMC was intermediate between GFRP and CFRP: 
only in one case a very high SR of 98% in tool wear 
state identification was attained. The lower NN SR 
verified in tool condition monitoring of CFRP could be 
attributed to the wider variation of cutting conditions 
utilized for CFRP in comparison with GFRP and SMC 
(6 uncut chip thickness values vs. only 4 values) [25]. 
Fig. 20. Experimental setup for orthogonal cutting testing of composite 
materials. 
Fig. 21. Signal processing by parametric spectrum model estimation 
through linear programming analysis. 
Fig. 22. Neural network success rates in sensor monitoring identification of tool wear state in orthogonal cutting of composite materials. 
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4. Chip form control in turning of carbon steel 
The aim of this application case was to develop a 
robust on-line cutting force sensor monitoring procedure 
for chip form control in turning of C steel bars [26]. The 
feature extraction methods was based on the wavelet 
packet transform (WPT) algorithm [27] in order to 
construct pattern vectors made of WPT features for 
cognitive pattern recognition. The latter was based on 
supervised neural network (NN) data processing with the 
objective to map input parameters, represented by WPT 
features extracted from the cutting force components 
signals, to process quality output characteristics, 
represented by favourable or unfavourable chip form 
generation.
4.1. Experimental setup for C steel turning 
Dry turning tests with carbide tool inserts 
(Kennametal TNMG322P KC850 mounted on a standard 
SANDVIK MTGNR/L tool holder) were carried out on 
C steel bars using a MAZAK CNC lathe (Fig. 26). 
Cutting speed, feed rate and depth of cut values were 
varied in order to obtain different types of chip forms by 
diversely combining the turning process parameters. The 
utilized cutting conditions were: 
x Cutting speed: 150, 200, 250 m/min 
x Feed rate: 0.1, 0.2, 0.3, 0.35, 0.4, 0.5 mm/rev 
x Depth of cut: 1.0, 1.2, 1.3, 1.4, 1.5 mm 
In all, 90 turning tests were carried out with 3 cutting 
speed values × 6 feed rate values × 5 depth of cut values, 
generating diverse chip forms classified according to the 
ISO 3685 standard and grouped into 2 classes: 
unfavourable chip form, in the case of long chips, and 
favourable chip form, in the case of short chips (Fig. 24). 
A tri-axial cutting force sensor was mounted on the 
tool holder and the three cutting force components Fx, Fy
and Fz signals were detected and digitized at 2 kS/s for 4 
seconds, yielding 8,192 samplings signal files. 
During experimentation, some sensor monitoring data 
acquisition errors occurred and the corresponding sensor 
signals were discarded as unusable for chip form class 
assessment. Finally, 77 valid sensor monitoring turning 
tests were considered for sensor signal feature extraction 
and pattern recognition aimed at chip form 
identification. 
4.2.  Feature extraction by wavelet packet transform 
In wavelet analysis by wavelet packet transform 
(WPT), an original signal S is split into two frequency 
band packets: an approximation, A, and a detail, D [28]. 
The first level approximation can be split into a second 
level approximation and detail, and so can the first level 
detail. These second level packages can be furthermore 
split into third level approximations and details, and the 
process is repeated generating other decomposition 
packets in a way represented by the wavelet tree of Fig. 
25. The original signal S can be represented by any 
summation of approximation and detail wavelet packets, 
provided the whole wavelet tree is covered: e.g., in Fig. 
25, S = A + D = A + AAD + DAD + DD = AA + DA + D 
= AAA + DAA + DA + AD + ADD + DDD. 
The WPT packets are made up of coefficients 
calculated by scaling and shifting a chosen mother 
wavelet which is a prototype function [29]. In this 
application case, after cutting force components signal 
pre-processing by filtering, segmentation and 
digitization, each Fx, Fy and Fz signal was decomposed 
using a Daubechies 3 (db3) mother wavelet up to the 3rd 
level of decomposition, yielding 14 WPT packets (Fig. 
25): two in the 1st level (A, D); four in the 2nd level (AA, 
DA, AD, DD); eight in the 3rd level (AAA, DAA, ADA, 
DDA, AAD, DAD, ADD, DDD). From the coefficients 
of each WPT packet, 5 statistical features were 
computed: standard deviation (ı), variance (ı2), third 
moment (ı3), fourth moment (ı4), and energy (ܧ ൌ
σ ݈݋݃ሺݔ௜ሻଶ).
To illustrate the WPT feature extraction procedure 
[26], the extraction of the sole wavelet packet A features 
from the Fx cutting force component signal is shown in 
Fig. 26. A sensorial data table containing the n = 77 Fx
signals (77 columns) composed of j = 8,192 signal 
samplings (8,192 rows) was created (Fig. 26a). By 
applying the WPT algorithm to all the 77 Fx signals, the 
corresponding 77 A packets (columns) consisting of 
4,099 coefficients (rows) were obtained (Fig. 26b). From 
the 4,099 coefficients of each A packet, five statistical 
features (standard deviation, variance, 3rd moment, 4th
moment, energy) were calculated (Fig. 26c). The same 
WPT procedure was utilized to extract features from all 
the 14 wavelet packets of the 1st, 2nd and 3rd level of 
decomposition. 
Overall, the WPT features types extracted from the 
detected sensor signals amounted to a total of 210, given 
by 3 cutting force components signals × 14 WPT packets 
per signal × 5 statistical features per packet. 
Fig. 23. MAZAK CNC Model Quick Turn 10N turning lathe. 
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Fig. 24. Obtained chip forms classified according to ISO 3685 standard 
and grouped into two classes: unfavourable and favourable chip forms. 
Fig. 25. Wavelet packet transform tree up to the third level of 
decomposition. 
4.3. Cognitive pattern recognition for decision making 
on chip form identification 
A feature selection procedure was applied to the 210 
WPT feature types using the criterion of least 
overlapping between feature values related to the 
contrary classes of favourable and unfavourable chip 
forms [26]. As a result, the 8 WPT features types with 
the lowest number of common feature values for the 
opposite chip form classifications were selected as the 
most effective to construct input WPT pattern vectors for 
supervised neural network (NN) learning for chip form 
identification using the training set made of the 77 valid 
turning test cases. 
The 8-32-1 NN configuration (8 being the number of 
input features, 32 the number of hidden nodes, and 1 the 
output node identifying the chip form class) yielded a 
chip form class identification SR as high as 92.2%, 
whereas the other NN architectures provided lower SR 
values, the highest being 81.8% for the 8-64-1 NN 
configuration (Table 5).  
As most of the errors were related to a restricted 
number of turning test cases, a data refinement 
procedure was applied and 6 test cases were identified as 
the main responsible for classification errors. After 
removal of these 6 test cases from the initial training set, 
71 best turning test cases were considered in the refined 
training set. Under these learning conditions, the SR of 
the 8-32-1 NN configuration raised to 97.2%, whereas 
with the 8-64-1 NN configuration the SR was even more 
significantly increased, going up to 95.8% in the correct 
identification of chip form class (Table 6).  
Fig. 26. Wavelet packet transform pattern feature vector construction 
utilising features extracted from wavelet packet A of the Fx cutting 
force component signal. 
Table 5. NN SR in chip form identification before data refinement. 
NN Configuration 
Success Rate 
8-32-1 8-64-1 
Training 96.2 79.2 
Testing 83.3 100 
Validation 83.3 75 
Total 92.2 81.8 
Table 6. NN SR in chip form identification after data refinement. 
NN Configuration 
Success Rate 
8-32-1 8-64-1 
Training 98 95.9 
Testing 100 90.9 
Validation 90.9 100 
Total 97.2 95.8 
(a) Fx Sensorial Data Table 
 1 2 77 
Fx T0001353 T0001354  T0001304 
1 2.856 ×102 4.094×102  -6.104 
2 3.686×102 4.248×102 … 6.104 
.
.
.
.
.
.
.
.
.
.
.
.
8192 3.784×102 4.431×102  6.042×102
Wavelet Packet 
Decomposition A 
(b) A Packet Coefficients Table 
 1 2 77 
A of Fx T0001353 T0001354  T0001304 
1 488.52 600.94  24.57 
2 545.05 599.12 … -3.24 
.
.
.
.
.
.
.
.
.
.
.
.
4099 525.36 625.36  791.07 
Standard 
Deviation
(ı) Row 
Vector 
29.03 50.75 … 147.61 
Variance
(ı2) Row 
Vector
842.86 2575.56 … 21788.71 
3rd moment 
(ı3) Row 
Vector 
981.35 3620.42 … 25656.96 
4th moment 
(ı4) Row 
Vector 
730.59 3278.72 … 16958.03 
Energy (E) 
Row Vector 22086.62 173265.51 … 3608460.01 
Transpose
(c) ı[A]Fx Wavelet Feature Vector 
ı[A]Fx ı
2[A]Fx ı
3[A]Fx ı
4[A]Fx E[A]Fx
1 29.032 2575.56 981.35 730.59 22086.62 
2 50.746 3620.42 3620.42 3278.72 173265.51 
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
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5. Industry lead research projects and initiatives 
The illustrated application cases of sensor monitoring 
of machining processes were developed in the last five 
years at the Fraunhofer Joint Laboratory of Excellence 
on Advanced Production Technologies (Fh-J_LEAPT 
Naples) during participation in diverse EC FP7 
collaborative projects and one Cluster Initiative working 
on the topic of Advanced IT Methods of Signal 
Processing and Decision Making for Zero Defect 
Manufacturing, as reported below: 
x EC FP7 Project on Adaptive Control of 
Manufacturing Processes for a New Generation of Jet 
Engines - "ACCENT" (2008-2012) 
x EC FP7 Project on Intelligent Fault Correction and 
Self-Optimizing Manufacturing Systems - "IFaCOM" 
(2011-2015) 
x EC FP7 Project on Real-Time In Situ Monitoring of 
Tool Wear in Precision Engineering Applications - 
"REALISM" (2013-2015) 
x EC FP7 Zero-Defect Manufacturing Cluster and 
Networking Initiative - "4ZDM" (2013-2017) 
6. Conclusions 
The investigated application cases of sensor 
monitoring of machining were developed in the last five 
years at the Fraunhofer Joint Laboratory of Excellence 
on Advanced Production Technologies (Fh-J_LEAPT 
Naples) within participation in diverse EC FP7 
collaborative projects and one Cluster Initiative on the 
topic of Advanced IT Methods of Signal Processing and 
Decision Making for Zero Defect Manufacturing: 
x EC FP7 Project on Adaptive Control of 
Manufacturing Processes for a New Generation of Jet 
Engines - "ACCENT" (2008-2012) 
x EC FP7 Project on Intelligent Fault Correction and 
Self-Optimizing Manufacturing Systems - "IFaCOM" 
(2011-2015) 
x EC FP7 Project on Real-Time In Situ Monitoring of 
Tool Wear in Precision Engineering Applications - 
"REALISM" (2013-2015) 
x EC FP7 Zero-Defect Manufacturing Cluster and 
Networking Initiative - "4ZDM" (2013-2017) 
In the application case of multi-sensor monitoring in 
turning of Inconel 718 superalloy, a triplet of cutting 
force, AE and vibration sensors were used. Their 
heterogeneous signals were processed by Principal 
Component Analysis (PCA) providing for the extraction 
of integrated sensor fusion features. The adopted 
decision making method was a supervised NN pattern 
recognition paradigm with the objective to find 
correlations between input pattern vectors, containing 
PCA integrated sensor fusion features, and output 
process or product quality parameters, represented by 
cutting tool condition or workpiece residual stress level. 
For cutting tool condition assessment, even the worst 
cases of input pattern vectors yielded SR values > 78%, 
whereas in the best cases a full 100% SR was scored. 
For workpiece residual stress level estimation, the 
minimum SR value attained was > 75%, whereas a 
superior 97% SR was achieved when using all the 
available PCA input features. 
As regards the application case of multi-sensor 
monitoring of tool wear state in orthogonal cutting of 
different plastic matrix fibre reinforced composite 
materials, a pair of cutting force and AE sensors were 
employed. Their diverse signals were processed by 
linear predictive analysis for parametric spectrum model 
estimation in order to extract features to be combined 
into sensor fusion pattern feature vectors. The latter were 
fed to supervised NN pattern recognition paradigms with 
the aim to map input combined sensor fusion features to 
output tool wear state, represented by fresh or worn tool 
condition. For GFRP, excellent NN classification results 
with 98% SR values were achieved in the identification 
of tool wear state. The orthogonal cutting of CFRP was 
more difficult to monitor from this viewpoint with no 
case going beyond 85% SR. The behaviour of SMC was 
intermediate and only in one case a very high 98% SR in 
tool wear state classification was attained. 
As concerns the application case of sensor monitoring 
for chip form control in turning of C steel, a 3D cutting 
force sensor was employed for on-line detection of the 
three cutting force components signals. The feature 
extraction method was based on wavelet packet 
transform (WPT) to construct pattern vectors made of 
WPT features for cognitive pattern recognition. The 
latter was based on supervised NN data processing with 
the target to relate input parameters, represented by 
WPT features from the three cutting force components 
signals, to process quality output, represented by 
favourable or unfavourable chip form class. The most 
efficient NN configuration yielded a 92% SR in chip 
form classification, whereas the least efficacious NN 
architecture provided an appreciable 82% SR values. 
After data refinement to remove from the training set the 
test cases responsible for most classification errors, the 
SR of the most proficient NN raised to 97%, whereas 
with the least effectual NN the SR was even more 
significantly increased to 96% in identifying chip form 
class.
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