











Improved Displaying System for HMD with Focusing on Gazing Point





Abstract—We improve a displaying system for HMD which
displays a photographed image focused on user’s gazing
point. By showing an image focused on user’s gazing point,
we’ve displayed image which is more similar to the human
view. The refocused image is generated from a rendered
and trimmed panorama light field image. Our system is
realized by displaying a refocus image according to the depth
information of the gazing point obtained from the HMD
having the gaze tracking. By combining our system with the
depth estimation method, we generated a consistent depth
map between multiple light fields. This makes our system
possible to display a more correct image matching the gazing
point. We also experimented on whether we can augment
the depth perception of the user by displaying images which
focused on gazing point, and show that we can extend the
depth perception of the user like ordinary displays with gaze
detection.
1. はじめに
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取った結果，注視点を focal plane とした DOF を適用


























































































































































































2. http://www.ignorancia.org/で CC BY-SA 3.0ライセンンスで配布
されている
焦点平⾯︓遠焦点平⾯︓近 深度画像
図 7. 実験時 HMDの右目に表示される画像．上がキッチンのシーン，
下が中庭のシーンである．
表 1. MAUDERER らの実験 [11] と本実験の装置の比較









精度 0:25～0:5 1 以下
ディスプレイ HM204DT FOVE
フレームレート 100Hz 70fps


















平面までの距離が U のとき，距離 xにある物体の錯乱
円 C が C < U1000 のときに焦点が合って見えることか












































































実験では S11「The shape of objects is different between
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図 9. 表 2 の各質問文への回答．とてもそう思うを+++，まったくそ
う思わないを     で示している．









































表 2. アンケートの質問文と回答について評価した結果 (本) と MAUDERER らの結果 [11](先行)．*は  = 0:05 で有意差のある結果を示す．
# 質問文 先行 Z 先行 p 本 Z 本 p
S1 [左または右] は深度をはっきりと感じる -3.39 .007* -2.71 .007*
S2 [左または右] はオブジェクトが 3 次元的に見える -3.17 .012* -2.33 .020*
S3 [左または右] は写真よりも実物らしく見える -2.94 .013* -2.06 .039*
S4 [左または右] は画面から突き出ているように見える -3.24 .011* -3.22 .001*
S5 [左または右] はオブジェクトがより明確に分離されている感じがする -3.73 .002* -0.97 .332
S6 [左または右] はオブジェクトに触ることができるような感じがする -3.02 .015* -2.10 .036*
S7 [左または右] はオブジェクト間の距離が大きい感じがする -3.16 .011* -2.62 .009*
S8 [左または右] はオブジェクトが歪んで見える -2.98 .014* -1.72 .086
S9 [左または右] はオブジェクトが大きく見える -1.43 .308 -1.98 .048*
S10 [左または右] のオブジェクトは [右または左] より透明や半透明に見える -0.68 .495 -0.93 .352
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