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UNIQUENESS IN LAW FOR STABLE-LIKE PROCESSES OF
VARIABLE ORDER
PENG JIN
Abstract. Let d ≥ 1. Consider a stable-like operator of variable order
Af(x) =
ˆ
Rd\{0}
[
f(x+ h)− f(x)− 1{|h|≤1}h · ∇f(x)
]
n(x, h)|h|−d−α(x)dh,
where 0 < infx α(x) ≤ supx α(x) < 2 and n(x, h) satisfies
n(x, h) = n(x,−h), 0 < κ1 ≤ n(x, h) ≤ κ2, ∀x, h ∈ R
d,
with κ1 and κ2 being some positive constants. Under some further mild
conditions on the functions n(x, h) and α(x), we show the uniqueness of
solutions to the martingale problem for A.
1. Introduction
Consider the non-local operator
Af(x) =
ˆ
Rd\{0}
[
f(x+ h)− f(x)− 1{|h|≤1}h · ∇f(x)
] n(x, h)
|h|d+α(x)
dh, (1.1)
where n(x, h) is bounded above and below by positive constants and 0 < infx α(x) ≤
supx α(x) < 2. Due to the fact that the jump kernel n(x, h)/|h|
d+α(x) is compara-
ble to that of an isotropic stable process of order α(x), with α(x) depending on x,
the operator A is called a stable-like operator of variable order. Operators of the
form (1.1) were already investigated, for instance, in [6, 7, 35, 2, 38]. However,
many problems related to A have not been fully understood. The variable order
nature of A, in contrast to constant order stable-like operators, brings us many
difficulties.
In [6, 7] Bass and Kassmann proved the Harnack inequalities and regularity of
harmonic functions with respect to A. There, as one part of the standing assump-
tion, the existence of a strong Markov process associated with A was assumed. In
fact, their results were proved via probabilistic method where the strong Markov
property played an important role. Later, Silvestre [35] obtained Ho¨lder regularity
of harmonic functions with respect to more general non-local operators, and his
approach was purely analytical.
The existence of a strong Markov process associated with A is closely related to
the corresponding martingale problem (see below for the definition). In the case
where α(x) ≡ α is constant, the well-posedness of the martingale problem for A
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(possibly with lower order perturbations) was proved in [31, 1, 9, 33, 32, 15] under
various assumptions; in particular, Mikulevicˇius and Pragarauskas [33] obtained
the well-posedness by requiring the Ho¨lder continuity of x 7→ n(x, h). Recently,
by establishing some estimate of Krylov’s type, Chen and Zhang [15] extended
the result of [33] to much more general (constant order) stable-like operators with
possibly singular jump measures which are comparable to those of nondegenerate
α-stable processes.
The martingale problem for A becomes more delicate when α(x) is allowed to
change with x. For sufficiently smooth functions n(x, h) and α(x), the operator
A and its martingale problem can be studied using the classical theory of pseudo-
differential operators, see [22, 19, 20]. However, with coefficients that are not
smooth, this approach fails to work. In the general case, the solvability of the
martingale problem forA is actually not difficult to obtain by the weak convergence
argument, and the reader is referred to [36, 2, 38] for some sufficient conditions
for existence. In contrast, the uniqueness problem is more difficult. For one
spatial dimension a condition for uniqueness was given by Bass [2], where some
perturbation method was used. With a similar idea, Tang [38] considered the
more general multidimensional case and provided also a sufficient condition for
uniqueness; however, the condition [38, Assumption 2.2(a)] there (see also Remark
1.2 below), which is necessary to make the approach to work, seems a bit restrictive
to rule out some interesting cases.
We would like to mention that if one considers solutions of stochastic differential
equations driven by stable processes, it is also possible to obtain Markov processes
that are of variable order nature. For example, consider the following system of
SDEs {
dX it =
∑d
j=1 Aij(Xt−)dZ
j
t , i ∈ {1, . . . , d},
X0 = x0 ∈ R
d,
(1.2)
where A = (Aij) : R
d → Rd×d is measureable and Z1t , . . . , Z
d
t are independent one-
dimensional symmetric stable processes with stability indices α1, . . . , αd ∈ (0, 2).
In [5], Bass and Chen showed that if α1 = . . . = αd and the matrix A(x) is
continuous in x and non-degenerate, then the system (1.2) has a unique weak
solution. Recently, Chaker [10] studied the variable order case and showed that if
A(x) is diagonal, non-degenerate and bounded continuous, then weak uniqueness
for (1.2) also holds. However, weak uniqueness for the general variable order case
of (1.2) remains unsolved.
The aim of this paper is to study the uniqueness for the martingale problem
associated with the operator A defined in (1.1), without assuming too strong
regularity conditions on its coefficients. Our standing assumption on the functions
n(x, h) and α(x) reads as follows.
Assumption 1.1. Suppose
(a) for x, h ∈ Rd, n(x, h) = n(x,−h) and 0 < κ1 ≤ n(x, h) ≤ κ2 < ∞, where
κ1, κ2 are constants;
(b)
´ 1
0 r
−1ψ(r)dr <∞, where ψ(r) := suph∈Rd,|x−y|≤r |n(x, h)− n(y, h)|;
(c) for x ∈ Rd, 0 < α ≤ α(x) ≤ α < 2, where α, α are constants;
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(d) β(r) = o(| ln r|−1) as r → 0 and
´ 1
0 r
−1| ln r|β(r)dr < ∞, where β(r) :=
sup|x−y|≤r |α(x) − α(y)|.
Remark 1.2. According to Assumption 1.1(b), n(x, h) is Dini continuous in x.
Note that the condition in [38, Assumption 2.2(a)] is very different from ours and
requires the existence of a Dini continuous function ξ(x) such that |n(x, h)−ξ(x)| ≤
c1(1∧|h|
ǫ) for all x, h ∈ Rd, where c1,ǫ > 0 are some constants. In fact, the essential
idea of [38] is to view the jump kernel n(x, h)|h|−d−α(x) as a perturbation of the
kernel ξ(x)|h|−d−α(x).
Under Assumption 1.1, the existence for the martingale problem associated with
A is guaranteed, due to [36, Theorem 2.2]. Our main result for uniqueness is the
following.
For the sake of completeness we first recall the definition of the martingale
problem for A. Let D = D
(
[0,∞);Rd
)
, the set of paths in Rd that are right
continuous with left limits, be endowed with the Skorokhod topology. Set Xt(ω) =
ω(t) for ω ∈ D and let D = σ(Xt : 0 ≤ t < ∞) and Ft := σ(Xr : 0 ≤ r ≤ t). A
probability measure P on (D,D) is called a solution to the martingale problem for
A starting from x ∈ Rd, if P(X0 = x) = 1 and under the measure P,
f(Xt)−
ˆ t
0
Af(Xu)du, t ≥ 0,
is an (Ft)-martingale for all f ∈ C
2
b (R
d).
Theorem 1.3. Let A be as in (1.1), and suppose Assumption 1.1 holds. Then
for each x ∈ Rd, the martingale problem for the operator A starting from x has at
most one solution.
In Theorem 1.3 our assumption on the functions n(x, h) and α(x) is very mild.
As a result, the weak uniqueness for a large class of variable order stable-like
processes now follows. It’s also worth noting that, even in the special case that
α(x) is constant, Theorem 1.3 provides some new result for uniqueness, since our
assumption that x 7→ n(x, h) is Dini continuous improves the Ho¨lder continuity
condition required in [33].
To prove Theorem 1.3, we use the technique introduced in [8], where the unique-
ness for martingale problem was discussed in the context of elliptic diffusions. The
core of this technique is to approximate the semigroup of A by a mixture of semi-
groups corresponding to constant coefficient operators Ay given by
Ayf(x) :=
ˆ
Rd\{0}
[
f(x+ h)− f(x)− 1{|h|≤1}h · ∇f(x)
] n(y, h)
|h|d+α(y)
dh.
The method in [8] is essentially a perturbation technique which has its root in
the parametrix method for the construction of fundamental solutions of parabolic
equations. The same idea was later used in [30, 21] to obtain weak uniqueness of
solutions to some degenerate SDEs. Note that the approach in [2, 38] are similar
to [8], with the difference that the perturbation is carried out on the resolvent of
A.
We now give a few remarks on some possible extensions of Theorem 1.3.
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Remark 1.4. (1) Instead of A, one can also consider the more general operator
A˜f(x) := Af(x) + b(x) · ∇f(x), where b : Rd → Rd is bounded and Dini con-
tinuous (in the sense of Assumption 1.1(b)). If Assumption 1.1 holds and, in
addition, infx α(x) > 1, then we can combine our methods and those of [29] to
show uniqueness of the martingale problem for A˜.
(2) For simplicity, in this paper we have assumed the symmetry of n(x, h) in
h. However, due to the recent works of [17] and [23], it is not difficult to extend
Theorem 1.3 to non-symmetric n(x, h) under the additional assumption that either
infx α(x) > 1 or supx α(x) < 1.
Recently, there has been a lot of works that exploit the parametrix method to
study the heat kernel of jump processes, see e.g. [14, 24, 17, 23, 25, 28, 27, 11]. It is
worthwhile to mention that the above list is, by far, not complete. For the variable
order operator A as in (1.1), its heat kernel has been constructed and estimated
in [11]. Therein, the authors assumed slightly stronger conditions than we did in
Assumption 1.1; more precisely, they assumed additionally that n(x, h), α(x) are
both Ho¨lder continuous in x, and that infx α(x), supx α(x) satisfy an inequality
so that the oscillation of the function α(x) can not be too large (see also Section 4
below for a similar condition we will assume). It is an interesting question whether
the results of [11] can be extended to the case where x 7→ n(x, h) and x 7→ α(x)
merely satisfy some continuity condition of Dini’s type.
Let us eventually point out the fact that the term “stable-like” process is now
broadly used in the literature, so that in a different context it might means a
process that differs from what we consider here. For other types of stable-like
processes (either symmetric or non-symmetric), the reader is referred to [39, 34,
40, 12, 41, 13].
The rest of the paper is organized as follows. After a section on preliminaries,
where we collect some basic facts on stable-like Le´vy processes, in Section 3 we
define the parametrix and derive some estimates for it. In Sections 4 we prove a
special case of Theorem 1.3, namely, under the additional assumption that α < 2α.
In Section 5 we remove this constraint and prove Theorem 1.3 in its general form.
2. Preliminaries
2.1. Notation. Here we give a few remarks on our notation. The letter c with
subscripts will denote positive finite constants whose exact value is unimportant.
We write C(d, λ, ...) for a positive finite constant C that depends only on the
parameters d, λ, .... For a function f on Rd, we will use f(x ± z) to denote f(x +
z) + f(x− z). If f is bounded, we write ‖f‖ := supx∈Rd |f(x)|.
2.2. Convolution inequalities. Throughout this section, let [α1, α2] be a com-
pact subinterval of the interval (0, 2). For β, γ ∈ R and α ∈ (0, 2), we write
̺β,γα (t, x) := t
γ/α(|x|β ∧ 1)(t1/α + |x|)−d−α, (t, x) ∈ (0,∞)× Rd.
Lemma 2.1. There exists C = C(d, α1, α2) > 0 such that for all α ∈ [α1, α2]
and t > 0,ˆ
Rd
̺0,αα (t, x)dx ≤ C and
´
Rd
| ln |x||̺0,αα (t, x)dx ≤ C (1 + | ln t|) . (2.1)
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Proof. We only prove the second inequality, since the first one is similar and sim-
pler. For t = 1, we haveˆ
Rd
| ln |x||̺0,αα (1, x)dx ≤
ˆ
|x|≤1
| ln |x||dx +
ˆ
|x|>1
|x|−d−α| ln |x||dx
≤ c1 +
ˆ
|x|>1
|x|−d−α1 | ln |x||dx ≤ c2,
where c2 = c2(d, α1) is a constant. For a general t > 0, by a change of variables
x′ := t−1/αx, we getˆ
Rd
| ln |x||̺0,αα (t, x)dx ≤
ˆ
Rd
(
α−1| ln t|+ | ln |x||
)
̺0,αα (1, x)dx
≤ α−11 | ln t|
ˆ
Rd
̺0,αα (1, x)dx+ c2 ≤ c3 (1 + | ln t|) .

Later on, we need to compute convolutions of kernels ̺0,αα and ̺
0,α˜
α˜ with dif-
ferent indices α and α˜. The following inequality (2.2) provides an estimate on
convolutions of this type, which is not very precise but adequate for our propose.
We remark that a similar inequality to (2.2) was implicitly used in the proof of
[26, Lemma 5.2].
Lemma 2.2. There exists C = C(d, α1, α2) > 0 such that for all |w| > 0 and
0 < τ < t ≤ 1,ˆ
Rd
̺0,α˜α˜ (t− τ, w − η)̺
0,α
α (τ, η)dη
≤ C exp{|α− α˜| · | ln |w||} ·
{
̺0,αα (t, w) + ̺
0,α˜
α˜ (t, w)
}
, (2.2)
uniformly for α, α˜ ∈ [α1, α2].
Proof. We follow the proof of [26, Lemma 5.2]. Without loss of generality, assume
α˜ ≤ α. Let I denote the integral from the left-hand side of (2.2). We need to
consider two cases.
(i) Suppose that t1/α˜ ≤ |w|. Let D1 := {η : |w − η| ≥ |w|/2} and D2 be its
complement. We now write I = I1+ I2, where I1 and I2 denote the corresponding
integrals on D1 and D2, respectively. In D1,
̺0,α˜α˜ (t− τ, w − η) ≤
t− τ
|w − η|d+α˜
≤ c1
t
|w|d+α˜
≤ c2̺
0,α˜
α˜ (t, w),
and therefore, due to Lemma 2.1, I1 ≤ c3̺
0,α˜
α˜ (t, w). Next, in D2, we have |η| ≥
|w|/2 and thus
̺0,αα (τ, η) ≤
τ
|η|d+α
≤
c4t
|w|d+α
=
c4t
|w|d+α˜
|w|α˜−α ≤ c5̺
0,α˜
α˜ (t, w) exp{|α−α˜|·| ln |w||},
which implies I2 ≤ c6̺
0,α˜
α˜ (t, w) exp{|α− α˜| · | ln |w||}.
(ii) Let |w| ≤ t1/α˜ ≤ t1/α. If τ ≥ t/2, then
̺0,αα (τ, η) ≤ τ
−d/α ≤ c7t
−d/α ≤ c8̺
0,α
α (t, w),
6 P. JIN
and if t− τ ≥ t/2, then
̺0,α˜α˜ (t− τ, w − η) ≤ (t− τ)
−d/α˜ ≤ c9t
−d/α˜ ≤ c10̺
0,α˜
α˜ (t, w).
In both cases we obtain the desired estimate by Lemma 2.1. This completes the
proof. 
Lemma 2.3. There exists C = C(d, α1, α2) > 0 such that for all 0 < |w| ≤ 1 and
0 < τ < t ≤ 1,ˆ
Rd
1{|w−η|≥2} ln (|w − η|) ̺
0,α˜
α˜ (t− τ, w − η)̺
0,α
α (τ, η)dη
≤ C(1 + | ln τ |+ | ln(t− τ)|) exp{|α− α˜| · | ln |w||}
×
{
̺0,αα (t, w) + ̺
0,α˜
α˜ (t, w)
}
, (2.3)
uniformly for α, α˜ ∈ [α1, α2].
Proof. Without loss of generality, assume α˜ ≤ α. Let I denote the integral from
the left-hand side of (2.3). Note that if |w − η| ≥ 2, then |η| ≥ 1 ≥ |w| and thus
1{|w−η|≥2} ln |w − η| ≤ 1{|w−η|≥2} ln (|η|+ |w|) ≤ ln (2|η|) . (2.4)
(1) Suppose t1/α˜ ≤ |w|. Define D1 := {η : |w − η| ≥ |w|/2} and D2 as its
complement. We now write I = I1+ I2, where I1 and I2 denote the corresponding
integrals on D1 and D2, respectively. As shown in the proof of the preceding
lemma, in D1, we have
̺0,α˜α˜ (t− τ, w − η) ≤ c1̺
0,α˜
α˜ (t, w),
and, due to (2.4) and Lemma 2.1, I1 ≤ c2(1 + | ln τ |)̺
0,α˜
α˜ (t, w). Similarly, in D2,
we have
̺0,αα (τ, η) ≤ c3̺
0,α˜
α˜ (t, w) exp{|α− α˜| · | ln |w||}
and I2 ≤ c4(1 + | ln (t− τ) |)̺
0,α˜
α˜ (t, w) exp{|α− α˜| · | ln |w||}.
(2) Let |w| ≤ t1/α˜. In view of part (ii) of the proof of Lemma 2.2, we obtain
the same estimate for the integral as in case (1). The proof of the lemma is
complete. 
2.3. Density functions of stable-like Le´vy processes. In this section, as
in the previous one, we assume that [α1, α2] is a compact subinterval of (0, 2).
Moreover, let Λ1,Λ2 be some fixed constants with 0 < Λ1 < Λ2 <∞.
Consider a Le´vy process Z = (Zt)t≥0 such that Z0 = 0 a.s. and
E
[
eiZt·u
]
= e−tψ(u), u ∈ Rd,
ψ(u) = −
ˆ
Rd\{0}
(
eiu·h − 1− 1{|h|≤1}iu · h
)
K(h)dh,
where the function K : Rd → R satisfies
K(h) = K(−h) and
Λ1
|h|d+α
≤ K(h) ≤
Λ2
|h|d+α
, h ∈ Rd, (2.5)
for some α ∈ [α1, α2].
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In view of (2.5), we call Z a stable-like Le´vy process. Note thatˆ
Rd\{0}
(
(1− cos(u · h))
) 1
|h|d+α
dh = Cα|u|
α, (2.6)
where
Cα :=
ˆ
Rd\{0}
(1 − cos(h1))|h|
−d−αdh (2.7)
is a positive constant that depends continuously on α. Since K(h) = K(−h), it
holds that
|e−tψ(u)| = exp
{
−t
ˆ
Rd\{0}
(1− cos(u · h))K(h)dh
}
(2.5),(2.6)
≤ e−tΛ1Cα|u|
α
. (2.8)
By (2.8), the law of Zt has a density f
(α)
t ∈ L
1(Rd) ∩ Cb(R
d) that is given by
f
(α)
t (x) =
1
(2π)d
ˆ
Rd
e−iu·xe−tψ(u)du, x ∈ Rd, t > 0. (2.9)
Remark 2.4. We have used the notation f
(α)
t to indicate its dependence on α (see
(2.5)). Here α is allowed to vary between α1 and α2. On the other hand, the
constants α1, α2,Λ1,Λ2 are assumed to be fixed.
First, we have the following estimates on f
(α)
t , which is a special case of [24,
Proposition 3.2].
Lemma 2.5. For each k ∈ Z+, there exists C = C(d, α1, α2,Λ1,Λ2, k) > 0 such
that
|∇kf
(α)
t (x)| ≤ Ct
1−k/α
(
t1/α + |x|
)−d−α
, x ∈ Rd, t > 0, (2.10)
uniformly for α ∈ [α1, α2].
Proof. Let S = (St)t≥0 be a d-dimensional subordinate Brownian motion via an
independent subordinator with Laplace exponent φ(λ) = λα/2. Set Φ(r) = rα,
r > 0. Then the characteristic exponent of S is given by Φ(|u|) = |u|α, u ∈ Rd.
In view of (2.6) and (2.7), the Le´vy measure µ of S has a density (with respect to
the Lebesgue measure) given by
j(h) =
C−1α
|h|d+α
, h ∈ Rd \ {0}.
By (2.5), we get
CαΛ1j(h) ≤ K(h) ≤ CαΛ2j(h), h ∈ R
d \ {0}.
Set
γˆ0 := max
{
Λ2 sup
α∈[α1,α2]
Cα, Λ
−1
1 sup
α∈[α1,α2]
(Cα)
−1
}
.
Then γˆ0 > 0 is a constant depending only on d, α1, α2,Λ1,Λ2, and we have
γˆ−10 j(h) ≤ K(h) ≤ γˆ0j(h), h ∈ R
d \ {0}. (2.11)
Note that
λα1Φ(r) ≤ λαΦ(r) = Φ(λr), λ ≥ 1, r ≥ 1. (2.12)
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By (2.11) and (2.12), we can apply [24, Proposition 3.2] to find a constant c1 =
c1(d, α1, α2,Λ1,Λ2, k) > 0 such that
|∇kf
(α)
1 (x)| ≤ c1 (1 + |x|)
−d−α
, x ∈ Rd. (2.13)
Let a > 0 and define Yt := aZa−αt, t ≥ 0. Then (Yt) is a pure-jump Le´vy process
with jump kernel M(h) := a−d−αK(a−1h), h ∈ Rd. Moreover, the function M
satisfies
M(h) =M(−h) and
Λ1
|h|d+α
≤M(h) ≤
Λ2
|h|d+α
, h ∈ Rd. (2.14)
Therefore, (Yt) is also a stable-like Le´vy process. Let ρ(x), x ∈ R
d, be the proba-
bility density of Y1. By (2.14) and (2.13), we have
|∇kρ(x)| ≤ c1 (1 + |x|)
−d−α, x ∈ Rd. (2.15)
We now choose a such that a−α = t. Then Y1 = t
−1/αZt and
ρ(x) = td/αf
(α)
t (t
1/αx), x ∈ Rd.
So ∇kρ(x) = t(d+k)/α∇kf
(α)
t (t
1/αx), and the estimate (2.10) follows from (2.15).

Following [14], for a function ϕ on Rd, we write
δϕ(x; z) := ϕ(x+ z) + ϕ(x − z)− 2ϕ(x).
Remark 2.6. By [24, Proposition 3.3] and the same argument as in the proof of
Lemma 2.5, we can find a constant C = C(d, α1, α2,Λ1,Λ2) > 0 such that
|δ
f
(α)
t
(x;h)| ≤ C((t−
2
α |h|2) ∧ 1)(ρ0,αα (t, x± h) + ρ
0,α
α (t, x)), t > 0, x, h ∈ R
d,
(2.16)
uniformly for α ∈ [α1, α2].
Since K is a symmetric function, we have, for each ϕ ∈ C2b (R
d),ˆ
Rd\{0}
[
ϕ(x+ h)− ϕ(x) − 1{|h|≤1}h · ∇ϕ(x)
] K(h)
|h|d+α
dh
= lim
ε→0
ˆ
{|h|>ε}
[ϕ(x + h)− ϕ(x)]
K(h)
|h|d+α
dh
=
1
2
ˆ
Rd\{0}
δϕ(x;h)
K(h)
|h|d+α
dh.
Similarly to Lemma 2.5, the following result follows from [24, Theorem 3.4].
Lemma 2.7. There exists C = C(d, α1, α2,Λ1,Λ2) > 0 such thatˆ
Rd
∣∣∣δf(α)t (x;h)
∣∣∣ · |h|−d−αdh ≤ Cρ0,0α (t, x), x ∈ Rd, t > 0, (2.17)
uniformly for α ∈ [α1, α2].
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The following lemma is crucial for the estimates that we will establish in the next
section. To prove it we will need an inequality. Let γ > 0 be a constant. According
to [14, p. 277, (2.9)], it holds that for t > 0 and x, z ∈ Rd with |z| ≤ (2t1/α)∨(|x|/2),
(
t1/α + |x+ z|
)−γ
≤ 4γ
(
t1/α + |x|
)−γ
. (2.18)
Lemma 2.8. There exists C = C(d, α1, α2,Λ1,Λ2) > 0 such that for α˜ ∈ [α1, α2],
t > 0 and x ∈ Rd,ˆ
Rd
∣∣∣δf(α)t (x;h)
∣∣∣ · ∣∣|h|−d−α˜ − |h|−d−α∣∣ dh
≤ C|α − α˜|
(
1 + | ln t|+ 1{|x|≥2} ln |x|
) [
t(α−α˜)/α ∨ 1
]
ρ0,0α (t, x)
+ C|α− α˜| · 1{|x|≥2} ln (|x|) ρ
0,0
α˜ (t, x). (2.19)
Moreover, the estimate in (2.19) is uniform for α, α˜ ∈ [α1, α2].
Proof. Our proof is adapted from that of [14, Theorem 2.4] and we will also use
some ideas from [38, Proposition 4.7]. By (2.16), we getˆ
Rd
|δ
f
(α)
t
(x;h)| ·
∣∣|h|−d−α˜ − |h|−d−α∣∣dh
≤ c1
(
t−
2
α
ˆ
|h|≤t1/α
ρ0,αα (t, x± h)|h|
2 ·
∣∣|h|−d−α˜ − |h|−d−α∣∣dh
+
ˆ
|h|>t1/α
ρ0,αα (t, x ± h)
∣∣|h|−d−α˜ − |h|−d−α∣∣dh
+ ρ0,αα (t, x)
ˆ
Rd
((t−
2
α |h|2) ∧ 1)
∣∣|h|−d−α˜ − |h|−d−α∣∣ dh)
=: c1(I1 + I2 + I3). (2.20)
Here we only consider α˜ ≥ α, since the case for α˜ < α is similar and simpler.
For |h| 6= 0, by mean value theorem, there exists θ ∈ [0, 1] such that
|1− |h|α˜−α| ≤ |h|θ(α˜−α)|α− α˜| · | ln |h||.
It follows that
|1 − |h|α˜−α| ≤ Rα˜−α|α− α˜| · | ln |h||, 0 < |h| ≤ R, (2.21)
where R ≥ 1. In particular,
|1− |h|α˜−α| ≤ |α− α˜| · | ln |h||, 0 < |h| ≤ 1. (2.22)
Similarly, if |h| > δ with δ ∈ (0, 1], then
|1− |h|α−α˜| ≤ δθ(α−α˜)
∣∣∣∣hδ
∣∣∣∣
θ(α−α˜)
|α− α˜| · | ln |h||
≤ δ(α−α˜)|α− α˜| · | ln |h||. (2.23)
As a special case, we have
|1− |h|α−α˜| ≤ |α− α˜| · | ln |h||, |h| > 1. (2.24)
In the following we treat the cases t ≤ 1 and t > 1 separately.
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(i) Assume 0 < t ≤ 1. Then
ˆ
|h|>t1/α
∣∣|h|−d−α˜ − |h|−d−α∣∣ dh
(2.22),(2.24)
≤ |α− α˜|
(ˆ
t1/α<|h|≤1
|h|−d−α˜| ln |h||dh+
ˆ
|h|>1
|h|−d−α| ln |h||dh
)
≤ c2|α− α˜| (1 + | ln t|) t
−α˜/α + c2|α− α˜|
≤ 2c2|α− α˜| (1 + | ln t|) t
−α˜/α. (2.25)
For I1, we have
I1
(2.22)
≤ t1−
2
α
ˆ
|h|≤t1/α
(t1/α + |x± h|)−d−α|h|2−d−α˜|α− α˜| · | ln |h||dh
(2.18)
≤ c3|α− α˜|t
1− 2α (t1/α + |x|)−d−α
ˆ
|h|≤t1/α
|h|2−d−α˜| ln |h||dh
≤ c4|α− α˜| (1 + | ln t|) ρ
0,α−α˜
α (t, x).
For I2, we need to consider 2 cases:
(a) If |x| ≤ 2t1/α, then
I2 ≤ t
−d/α
ˆ
|h|>t1/α
∣∣|h|−d−α˜ − |h|−d−α∣∣dh
(2.25)
≤ c5|α− α˜| (1 + | ln t|) ρ
0,α−α˜
α (t, x).
(b) If 2t1/α < |x|, we break up I2 into three parts:
I2=
(ˆ
t1/α<|h|≤
|x|
2
+
ˆ
|x|
2 <|h|<
3|x|
2
+
ˆ
|h|> 3|x|2
)
ρ0,αα (t, x± h)
∣∣|h|−d−α˜ − |h|−d−α∣∣ dh
=: I21 + I22 + I23. (2.26)
We have
I21
(2.18)
≤ c6t(t
1/α + |x|)−d−α
ˆ
|h|>t1/α
∣∣|h|−d−α˜ − |h|−d−α∣∣dh
(2.25)
≤ c7|α− α˜| (1 + | ln t|) ρ
0,α−α˜
α (t, x).
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For I22, if |x| < 2, then
I22
(2.21)
≤ c8|x|
−d−α˜|α− α˜| (1 + | ln |x||)
ˆ
|x|
2 <|h|<
3|x|
2
ρ0,αα (t, x± h)dh
(2.1)
≤ c9|x|
−d−α˜|α− α˜| (1 + | ln |x||)
≤ c10|x|
−d−α|x|α−α˜|α− α˜| (1 + | ln t|)
≤ c11|x|
−d−αt(α−α˜)/α|α− α˜| (1 + | ln t|)
≤ c12|α− α˜| (1 + | ln t|) ρ
0,α−α˜
α (t, x);
if |x| ≥ 2, then
I22
(2.24)
≤ c13|x|
−d−α|α− α˜| (1 + ln |x|)
ˆ
|x|
2 ≤|h|≤
3|x|
2
ρ0,αα (t, x± h)dh
(2.1)
≤ c14|x|
−d−α|α− α˜| (1 + ln |x|)
≤ c15|α− α˜| (1 + ln |x|) ρ
0,α−α˜
α (t, x)
≤ c15|α− α˜|
(
1 + 1{|x|≥2} ln |x|
)
ρ0,α−α˜α (t, x).
Note that when |h| > 3|x|/2, we have |x± h| > |x|/2 > t1/α. So
I23 ≤
ˆ
|h|>
3|x|
2
t|x± h|−d−α
∣∣|h|−d−α˜ − |h|−d−α∣∣ dh
≤ c16t|x|
−d−α
ˆ
|h|> 3|x|2
∣∣|h|−d−α˜ − |h|−d−α∣∣ dh
≤ c16t|x|
−d−α
ˆ
|h|>t1/α
∣∣|h|−d−α˜ − |h|−d−α∣∣dh
(2.25)
≤ c17|α− α˜| (1 + | ln t|) ρ
0,α−α˜
α (t, x).
We now turn to the integral I3. We have
I3 = ρ
0,α
α (t, x)
ˆ
|h|≤t1/α
t−
2
α |h|2 ·
∣∣|h|−d−α˜ − |h|−d−α∣∣ dh
+ ρ0,αα (t, x)
ˆ
|h|>t1/α
∣∣|h|−d−α˜ − |h|−d−α∣∣ dh
(2.22),(2.25)
≤ |α− α˜|t−
2
α ρ0,αα (t, x)
ˆ
|h|≤t1/α
|h|2−d−α˜| ln |h||dh
+ c18|α− α˜| (1 + | ln t|) t
−α˜/αρ0,αα (t, x)
≤ c19|α− α˜| (1 + | ln t|) ρ
0,α−α˜
α (t, x).
By (2.20) and the above estimates we obtained for I1, I2 and I3, we see that
(2.19) is true if 0 < t ≤ 1.
(ii) Assume t > 1. In this case, note that
t1−2/α ≤ 1. (2.27)
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For I1, we can apply (2.21) with R = t
1/α to get
I1 ≤ t
1− 2α
ˆ
|h|≤t1/α
(t1/α + |x± h|)−d−αt(α˜−α)/α|h|2−d−α˜|α− α˜| · | ln |h||dh
(2.18)
≤ c20|α− α˜|t
(α˜−2)/α(t1/α + |x|)−d−α
ˆ
|h|≤t1/α
|h|2−d−α˜| ln |h||dh
≤ c21|α− α˜|(1 + ln t)ρ
0,0
α (t, x).
For I2, if |x| ≤ 2t
1/α, then
I2
(2.24)
≤ |α− α˜|t−d/α
ˆ
|h|>t1/α
|h|−d−α| ln |h||dh
≤ c22|α− α˜|t
−d/αt−1(1 + ln t) ≤ c23|α− α˜|(1 + ln t)ρ
0,0
α (t, x);
if |x| > 2t1/α, by breaking I2 into I21, I22 and I23 as in (2.26), we can argue
similarly as in (i) to get
I21 + I23 ≤ c24t|x|
−d−α
ˆ
|h|>t1/α
∣∣|h|−d−α˜ − |h|−d−α∣∣ dh
(2.24)
≤ c25|α− α˜|ρ
0,α
α (t, x)
ˆ
|h|>t1/α
|h|−d−α| ln |h||dh
≤ c26|α− α˜| (1 + ln t) ρ
0,0
α (t, x)
and
I22
(2.24)
≤ c27|x|
−d−α|α− α˜| (1 + ln |x|)
ˆ
|x|
2 <|h|<
3|x|
2
ρ0,αα (t, x± h)dh
(2.1)
≤ c28|α− α˜| (1 + ln |x|) ρ
0,0
α (t, x)
≤ c28|α− α˜|
(
1 + 1{|x|≥2} ln |x|
)
ρ0,0α (t, x).
For I3, we have
I3
(2.22),(2.24)
≤ |α− α˜|t−
2
α ρ0,αα (t, x)
ˆ
|h|≤1
|h|2 · |h|−d−α˜| ln |h||dh
+ |α− α˜|t−
2
α ρ0,αα (t, x)
ˆ
1<|h|≤t1/α
|h|2 · |h|−d−α| ln |h||dh
+ |α− α˜|ρ0,αα (t, x)
ˆ
|h|>t1/α
|h|−d−α| ln |h||dh
(2.27)
≤ c29|α− α˜|(1 + ln t)ρ
0,0
α (t, x).
Summing up the above estimates, we get
I1 + I2 + I3 ≤ c30|α− α˜|
(
1 + | ln t|+ 1{|x|≥2} ln |x|
)
ρ0,0α (t, x),
which implies (2.19) given t > 1.
Finally, we would like to add one remark. As seen in the above proof, if α˜ ≥ α,
the second term on the right-hand of (2.19) is actually not needed. However, for
the case α˜ < α, this term becomes indispensable when we estimate I2 for |x| ≥ 2.
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The lemma is proved.

3. Some estimates
Let A be defined as in (1.1). For the remainder of this paper, we always assume
that the functions n : Rd × Rd → (0,∞) and α : Rd → (0, 2) satisfy Assumption
1.1.
Instead of A, we first consider the operator Ay obtained by “freezing” the
coefficient of A at y ∈ Rd, i.e.,
Ayf(x) :=
ˆ
Rd\{0}
[
f(x+ h)− f(x)− 1{|h|≤1}h · ∇f(x)
] n(y, h)
|h|d+α(y)
dh.
Then Ay is clearly the generator of a Le´vy process (Zyt )t≥0 with the characteristic
exponent
ψy(u) = −
ˆ
Rd\{0}
(
eiu·h − 1− 1{|h|≤1}iu · h
) n(y, h)
|h|d+α(y)
dh.
Let fyt (·) be the density function of Z
y
t , i.e.,
fyt (x) :=
1
(2π)d
ˆ
Rd
e−iu·xe−tψ
y(u)du, x ∈ Rd, t > 0.
The following lemma extends an identity in [16, p. 9], where the constant order
stable-like process was considered.
Lemma 3.1. It holds that for all x, y, w ∈ Rd and t > 0,
fyt (w) − f
x
t (w) =
ˆ t/2
0
ˆ
Rd
fys (z)(A
y −Ax)
(
fxt−s(w − ·)
)
(z)dzds
+
ˆ t
t/2
ˆ
Rd
fxt−s(z)(A
y −Ax) (fys (w − ·)) (z)dzds. (3.1)
Proof. By Fubini, we have
ˆ t
t/2
ˆ
Rd
fxt−s(z)(A
y −Ax) (fys (w − ·)) (z)dzds (3.2)
= −
1
(2π)d
ˆ t
t/2
ˆ
Rd
fxt−s(z)
(ˆ
Rd
(ψy(u)− ψx(u)) e−sψ
y(u)e−iu·(w−z)du
)
dzds
= −
1
(2π)d
ˆ t
t/2
ˆ
Rd
(ψy(u)− ψx(u)) e−sψ
y(u)−iu·we−(t−s)ψ
x(u)duds
=
1
(2π)d
ˆ
Rd
e−iu·w−tψ
x(u)
(
e−tψ
y(u)etψ
x(u) − e−tψ
y(u)/2etψ
x(u)/2
)
du
= fyt (w) −
1
(2π)d
ˆ
Rd
e−iu·w−tψ
x(u)/2e−tψ
y(u)/2du. (3.3)
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By the change of variables s′ := t − s and interchanging the roles of y and x in
(3.2), we obtain
ˆ t/2
0
ˆ
Rd
fys (z)(A
x −Ay)
(
fxt−s(w − ·)
)
(z)dzds
= fxt (w) −
1
(2π)d
ˆ
Rd
e−iu·w−tψ
y(u)/2e−tψ
x(u)/2du,
which, together with (3.3), implies (3.1). 
Lemma 3.2. There exists C = C(d, α, α, κ1, κ2) > 0 such that for all t ∈ (0, 1/2],
x, y ∈ Rd and w ∈ Rd with 0 < |w| ≤ 1,
|fyt (w) − f
x
t (w)| ≤ C
(
t1−|α(x)−α(y)|/α| ln t|β(|x − y|) + tψ(|x− y|)
)
× exp (|α(x) − α(y)| · | ln |w||) ·
{
ρ0,0α(x)(t, w) + ρ
0,0
α(y)(t, w)
}
,
where β and ψ are defined in the same way as in Assumption 1.1.
Proof. We denote the first and second term on the right-hand side of (3.1) by
I(t, x, y, w) and J(t, x, y, w), respectively. It suffices to establish the asserted esti-
mates for |I| and |J |. Here we only treat I(t, x, y, w), since the case for J(t, x, y, w)
is similar.
By the symmetry of n(x, ·) and n(y, ·), we see that
I(t, x, y, w) =
ˆ t/2
0
ˆ
Rd
fys (z)
[
(Ay −Ax)fxt−s
]
(w − z)dzds. (3.4)
Noting
n(x, h)
|h|d+α(x)
−
n(y, h)
|h|d+α(y)
=
n(x, h)
|h|d+α(x)
−
n(y, h)
|h|d+α(x)
+
n(y, h)
|h|d+α(x)
−
n(y, h)
|h|d+α(y)
,
we have
|[(Ay −Ax)fxs ] (w)| ≤ κ2
ˆ
Rd\{0}
|δfxs (w;h)| ·
∣∣∣|h|−d−α(x) − |h|−d−α(y)∣∣∣dh
+
ˆ
Rd\{0}
|δfxs (w;h)| ·
|n(x, h)− n(y, h)|
|h|d+α(x)
dh
=: κ2F1(s, x, y, w) + F2(s, x, y, w), (3.5)
For 0 < t/2 ≤ s ≤ t ≤ 1/2, it follows from Lemma 2.8 and the definition of β that
F1(s, x, y, w) ≤ c1|α(x) − α(y)|
(
| ln s|+ 1{|w|≥2} ln |w|
)
s−|α(x)−α(y)|/α
×
{
ρ0,0α(x)(s, w) + ρ
0,0
α(y)(s, w)
}
≤ c2β(|x − y|)
(
| ln t|+ 1{|w|≥2} ln |w|
)
t−|α(x)−α(y)|/α
× t−1
{
ρ
0,α(x)
α(x) (s, w) + ρ
0,α(y)
α(y) (s, w)
}
. (3.6)
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Since fys (z) ≤ c3ρ
0,α(y)
α(y) (s, z) by (2.10), it follows from (2.2), (2.3) and (3.6) that
for 0 < s ≤ t/2 ≤ 1/4 and |w| ≤ 1,ˆ
Rd
fys (z)F1(t− s, x, y, w − z)dz
≤ c4t
−1−|α(x)−α(y)|/αβ(|x − y|)
ˆ
Rd
ρ
0,α(y)
α(y) (s, z)
(
| ln t|+ 1{|w−z|≥2} ln |w − z|
)
×
{
ρ
0,α(x)
α(x) (t− s, w − z) + ρ
0,α(y)
α(y) (t− s, w − z)
}
dz
≤ c5t
−|α(x)−α(y)|/α (1 + | ln s|+ | ln t|)β(|x− y|) exp{|α(x) − α(y)| · | ln |w||}
×
{
ρ0,0α(x)(t, w) + ρ
0,0
α(y)(t, w)
}
. (3.7)
Similarly, for 0 < s ≤ t/2 ≤ 1/4, we obtainˆ
Rd
fys (z)F2(t− s, x, y, w − z)dz
≤ c6ψ(|x− y|) exp{|α(x)− α(y)| · | ln |w||} ·
{
ρ0,0α(x)(t, w) + ρ
0,0
α(y)(t, w)
}
. (3.8)
Since (3.4) and (3.5) hold, the desired estimate for |I(t, x, y, w)| follows when we
integrate (3.7) and (3.8) with respect to s from 0 to t/2. The lemma is proved. 
Based on the last lemma, we are now ready to prove the following.
Proposition 3.3. For each x ∈ Rd, we have
lim
t→0
ˆ
|y−x|≤1
|fyt (y − x)− f
x
t (y − x)|dy = 0.
Proof. Let t ∈ (0, 1/2]. Define D1 :=
{
y : |y − x| ≤ t1/2
}
and
D2 :=
{
y : t1/2 < |y − x| ≤ 1
}
.
It follows from Assumption 1.1(d) that for all x, y ∈ Rd with |y − x| ≤ 1,
exp{|α(y)− α(x)| · | ln |y − x||} ≤ exp{β(|y − x|)| ln |y − x||} ≤ c1 <∞. (3.9)
“Step 1”: On D1, we have
t−|α(x)−α(y)|/α = exp
{
α−1|α(x) − α(y)| ln(t−1)
}
≤ exp
{
2α−1β(|x− y|)| ln |x− y||
} (3.9)
≤ c2 <∞. (3.10)
By (3.9), (3.10) and Lemma 3.2, we see that for y ∈ D1,
|fyt (y − x)− f
x
t (y − x)|
≤ c3t| ln t|β(|x − y|)ρ
0,0
α(x)(t, y − x) + c3t| ln t|β(|x − y|)ρ
0,0
α(y)(t, y − x)
+ c3tψ(|x− y|)ρ
0,0
α(x)(t, y − x) + c3tψ(|x− y|)ρ
0,0
α(y)(t, y − x)
=: c3I1(t) + c3I2(t) + c3I3(t) + c3I4(t). (3.11)
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If |y − x| ≤ t1/α(y), then
I2(t) + I4(t) ≤ t
[(
ln t−1
)
β(|x− y|) + ψ(|x− y|)
]
(t1/α(y))−d−α(y)
≤ c4 [(ln |x− y|)β(|x − y|) + ψ(|x − y|)] (|x− y|)
−d
. (3.12)
Note that t 7→ t ln t−1 is increasing on (0, 1/e). If t is sufficiently small and
t1/α(y) < |y − x| ≤ t1/2, then
I2(t) + I4(t) ≤
[
t
(
ln t−1
)
β(|x− y|) + tψ(|x− y|)
]
(|x − y|)−d−α(y)
≤ c5 [(ln |x− y|)β(|x − y|) + ψ(|x − y|)] (|x− y|)
−d
. (3.13)
It follows from (3.12) and (3.13) that
ˆ
D1
[I2(t) + I4(t)] dy ≤ c6
ˆ t1/2
0
ψ(r) + β(r)| ln r|
r
dr → 0, as t→ 0,
where the convergence of the integral to 0 follows by Assumption 1.1(b) and (d).
The cases for I1 and I3 are similar, so, by (3.11),
lim
t→0
ˆ
D1
|fyt (y − x) − f
x
t (y − x)|dy = 0. (3.14)
“Step 2”: On D2, we haveˆ
D2
|fyt (y − x)− f
x
t (y − x)|dy
≤
ˆ
t1/2<|y−x|≤1
[fyt (y − x) + f
x
t (y − x)] dy
≤ c7
ˆ
t1/2<|y−x|≤1
t
|x− y|d+α
dy ≤ c8t
1−α/2 → 0, as t→ 0. (3.15)
The assertion now follows by (3.14) and (3.15). 
In the rest of this section we establish some estimates that we will use in the
proof of Theorem 1.3.
Define
q(t, x, y) := fyt (y − x), t > 0, x, y ∈ R
d. (3.16)
The function q(t, x, y) is usually called the parametrix. Let
F (t, x, y) := (A−Ay) q(t, ·, y)(x)
=
ˆ
Rd\{0}
[
q(t, x+ h, y)− q(t, x, y)
− 1{|h|≤1}h · ∇xq(t, x, y)
]( n(x, h)
|h|d+α(x)
−
n(y, h)
|h|d+α(y)
)
dh. (3.17)
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Similarly to (3.5), we have
|F (t, x, y)| ≤ κ2
ˆ
Rd\{0}
|δfyt (y−·)(x;h)| ·
∣∣∣|h|−d−α(x) − |h|−d−α(y)∣∣∣ dh
+
ˆ
Rd\{0}
|δfyt (y−·)(x;h)| ·
|n(x, h) − n(y, h)|
|h|d+α(y)
dh
=: κ2F1(t, x, y) + F2(t, x, y). (3.18)
Note that δfyt (y−·)(x;h) = δf
y
t
(y − x;h). By Lemmas 2.7 and 2.8, we get that for
t > 0 and x, y ∈ Rd,
F1(t, x, y) ≤ cβ (|x− y|)
(
1 + | ln t|+ 1{|y−x|≥2} ln |y − x|
)
×
[
t(α(y)−α(x))/α(y) ∨ 1
]
ρ0,0α(y)(t, y − x)
+ cβ (|x− y|)1{|y−x|≥2} ln (|y − x|) ρ
0,0
α(x)(t, y − x) (3.19)
and
F2(t, x, y) ≤ cψ (|x− y|) ρ
0,0
α(y)(t, y − x), (3.20)
where c = c(d, α1, α2,Λ1,Λ2) > 0 is a constant.
As we will see later, the essential ingredient to prove Theorem 1.3 is to show
that
sup
x∈Rd
ˆ ∞
0
ˆ
Rd
e−λt|F (t, x, y)|dydt ≤
1
2
for sufficiently large λ > 0. We will achieve this in a few steps. First, we estimate
the integral
´
Rd
|F (t, x, y)|dy when t is away from 0.
Lemma 3.4. Suppose 0 < δ < 1. There exists C = C(δ, d, α, α, κ1, κ2) > 0 such
that for all x ∈ Rd and t ≥ δ,
ˆ
Rd
|F (t, x, y)|dy ≤ C (1 + | ln t|) t(d+2)/α.
Proof. We split Rd as the union of
{
y : |y − x| < t1/α
}
and
{
y : t1/α ≤ |y − x|
}
.
Note that for t ≥ δ,
ρ0,0α(y)(t, y − x) + ρ
0,0
α(x)(t, y − x) ≤ t
−1
(
t−d/α(x) + t−d/α(y)
)
≤ 2δ−1−d/α. (3.21)
Since β and ψ are bounded by Assumption 1.1(a) and (c), it follows from (3.19),
(3.20) and (3.21) that for t ∈ [δ,∞),
ˆ
|y−x|<t1/α
|F (t, x, y)|dy ≤ c1
ˆ
|y−x|<t1/α
t2/α (1 + | ln t|+ | ln |y − x||) dy
≤ c2 (1 + | ln t|) t
(d+2)/α. (3.22)
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Similarly, for t ∈ [δ,∞),
ˆ
|y−x|≥t1/α
|F (t, x, y)|dy
≤ c3 (1 + | ln t|) t
2/α
ˆ
|y−x|≥t1/α
(
|y − x|−d−α + |y − x|−d−α
)
(1 + | ln |y − x||) dy
≤ c4 (1 + | ln t|) t
2/α
ˆ ∞
t1/α
(
r−1−α + r−1−α
)
(1 + | ln r|)dr
≤ c5 (1 + | ln t|)
2
t2/α(t−1 + t−α/α) ≤ c6 (1 + | ln t|) t
(d+2)/α. (3.23)
Combining (3.22) and (3.23) gives the assertion. 
4. A special case: α < 2α
In this section we will prove the statement of Theorem 1.3 under the additional
condition that
α < 2α, (4.1)
where α and α are as in Assumption 1.1(c). In the next section we will show that
this extra requirement is not necessary by some localization argument.
Recall that F (t, x, y) is defined in (3.17).
Lemma 4.1. Assume that (4.1) is true. Then
lim
δ→0
(
sup
x∈Rd
ˆ δ
0
ˆ
Rd
|F (t, x, y)|dydt
)
= 0.
Proof. Let ε > 0 be arbitrary. We claim that we can find a sufficiently small
constant c ∈ (0, 1/2) such that
ˆ c
0
ψ(r) + β(r)| ln r|
r
dr < ε (4.2)
and
δ 7→ δ1−|α(x)−α(y)|/α ln δ−1 is increasing on (0, cα], for all x, y ∈ Rd. (4.3)
Indeed, (4.2) is easily fulfilled by Assumption 1.1(b) and (d). To see the existence
of c as in (4.3), we only need to note
|α(x) − α(y)|/α ≤ (α− α) /α < 1, x, y ∈ Rd, (4.4)
which implies that the derivative of the function in (4.3) is positive for small enough
δ, say, smaller than a constant δ0 > 0. Moreover, by (4.4), δ0 can be chosen to be
independent of x, y ∈ Rd.
In the rest of the proof we consider
δ ∈ (0, cα/2] ⊂ (0, 1/2]. (4.5)
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Define D1 :=
{
y : 0 < |y − x|α(y) < δ
}
, D2 :=
{
y : δ ≤ |y − x|α(y) < cα(y)
}
and
D3 := {y : |y − x| ≥ c}. Then
ˆ δ
0
ˆ
Rd
|F (t, x, y)|dydt =
(ˆ
D1
ˆ δ
0
+
ˆ
D2
ˆ δ
0
+
ˆ
D3
ˆ δ
0
)
|F (t, x, y)|dtdy
=: Iδ(x) + Jδ(x) +Hδ(x).
We now treat Iδ(x), Jδ(x) and Hδ(x) separately. We first make two observa-
tions. First, it follows from (3.19) and (3.20) that for |y− x| ≤ 1 and 0 < t ≤ 1/2,
|F (t, x, y)| ≤ c1
[
ψ (|x− y|) + t−|α(x)−α(y)|/α| ln t|β (|x− y|)
]
̺0,0α(y)(t, x−y). (4.6)
Second, as in (3.9), if |y − x| ≤ 1, then
|x− y|−α(y)|α(x)−α(y)|/α ≤ exp
(
2α−1β (|x− y|) | ln |x− y||
)
≤ c2 <∞. (4.7)
(i) If y ∈ D1, then |y − x|
α(y) < δ
(4.5)
≤ 1/2 and
| ln |y − x|| ≥ c3 > 0. (4.8)
Therefore, for y ∈ D1, we have
ˆ δ
0
t−|α(x)−α(y)|/α| ln t|̺0,0α(y)(t, x− y)dt
≤
ˆ |y−x|α(y)
0
t−|α(x)−α(y)|/α| ln t| · |x− y|−d−α(y)dt
+
ˆ δ
|y−x|α(y)
t−|α(x)−α(y)|/α| ln t|(t1/α(y))−d−α(y)dt
(4.4)
≤ c4|x− y|
−d (1 + |ln |x− y||) |x− y|−α(y)|α(x)−α(y)|/α
(4.7),(4.8)
≤ c2c4(1 + c
−1
3 )|x− y|
−d |ln |x− y|| , (4.9)
and, similarly, ˆ δ
0
̺0,0α(y)(t, y − x)dt ≤ c5|x− y|
−d. (4.10)
Note that δ ≤ 1/2. It follows from (4.6), (4.9) and (4.10) that
Iδ(x) ≤ c6
ˆ
D1
|x− y|−d (ψ (|x− y|) + β (|x− y|) |ln |x− y||) dy
≤ c7
ˆ δ1/α
0
ψ(r) + β(r)| ln r|
r
dr. (4.11)
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(ii) If y ∈ D2, then δ ≤ |y − x|
α(y) < cα(y) ≤ cα and
ˆ δ
0
t−|α(x)−α(y)|/α| ln t|dt
(4.4)
≤ c8δ
1−|α(x)−α(y)|/α
(
1 + ln δ−1
)
(4.5)
≤ c9δ
1−|α(x)−α(y)|/α ln δ−1
(4.3)
≤ c10|x− y|
α(y)−α(y)|α(x)−α(y)|/α| ln |x− y||
(4.7)
≤ c11|x− y|
α(y)| ln |x− y||. (4.12)
Therefore, for y ∈ D2,ˆ δ
0
|F (t, x, y)|dt
(4.6)
≤ c1|x− y|
−d−α(y)
ˆ δ
0
[
ψ (|x− y|) + t−|α(x)−α(y)|/α| ln t|β (|x− y|)
]
dt
(4.12)
≤ c12|x− y|
−d
[
δ|x− y|−α(y)ψ (|x− y|) + β (|x− y|) |ln |y − x||
]
≤ c12|x− y|
−d [ψ (|x− y|) + β (|x− y|) |ln |y − x||] .
So
Jδ(x) ≤ c12
ˆ
|x−y|≤c
|x− y|−d [ψ (|x− y|) + β (|x− y|) |ln |y − x||] dy
≤ c13
ˆ c
0
ψ(r) + β(r)| ln r|
r
dr
(4.2)
≤ c13ε. (4.13)
(iii) For y ∈ D3 and 0 < t ≤ δ ≤ 1/2, it follows from (3.19) and (3.20) that
|F (t, x, y)| ≤ c14t
−(α−α)/α (1 + | ln t|) (1 + | ln |y − x||)
[
|y − x|−d−α + |y − x|−d−α
]
.
So
Hδ(x) ≤ c14
ˆ
|y−x|≥c
(1 + | ln |y − x||)
[
|y − x|−d−α + |y − x|−d−α
]
dy
×
ˆ δ
0
t−(α−α)/α (1 + | ln t|) dt→ 0, as δ →0, (4.14)
where the convergence in (4.14) follows from the assumption that α < 2α.
We emphasize that the above constants c1, · · · , c13 depend only on d, α, α, κ1, κ2
and β. It follows from (4.11), (4.13) and (4.14) that
lim sup
δ→0
(
sup
x∈Rd
ˆ δ
0
ˆ
Rd
|F (t, x, y)|dydt
)
≤ c13ε.
Since ε > 0 is arbitrary, the assertion follows. 
Now, we can combine the estimates in Lemmas 3.4 and 4.1 to get the following.
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Proposition 4.2. Under the assumptions of Lemma 4.1, there exists λ0 > 0 such
that for all λ ≥ λ0,
sup
x∈Rd
ˆ ∞
0
ˆ
Rd
e−λt|F (t, x, y)|dydt ≤
1
2
.
Proof. According to Lemma 4.1, there exists sufficiently small δ0 > 0 such that
sup
x∈Rd
ˆ δ0
0
ˆ
Rd
e−λt|F (t, x, y)|dydt <
1
4
, for all λ > 0. (4.15)
By Lemma 3.4, there exists c1 = c1(δ0, d, α, α, κ1, κ2) > 0 such that for all x ∈ R
d
and t ≥ δ0, ˆ
Rd
|F (t, x, y)|dy ≤ c1 (1 + | ln t|) t
(d+2)/α.
So
sup
x∈Rd
ˆ ∞
δ0
ˆ
Rd
e−λt|F (t, x, y)|dydt ≤ c1
ˆ ∞
δ0
e−λt (1 + | ln t|) t(d+2)/αdt, (4.16)
where the right-hand side converges to 0 as λ→∞. Now choose λ0 > 0 so that
c1
ˆ ∞
δ0
e−λt (1 + | ln t|) t(d+2)/αdt ≤
1
4
, λ ≥ λ0. (4.17)
Combining (4.15), (4.16) and (4.17) gives the assertion. 
We are now ready to prove the following special case of Theorem 1.3.
Proposition 4.3. Let A be as in (1.1), and suppose Assumption 1.1 holds. Fur-
ther, assume that (4.1) is true. Then for each x ∈ Rd, the martingale problem for
the operator A starting at x has at most one solution.
Proof. In view of Propositions 3.3 and 4.2, the same proof as in [8, Section 3]
applies also to our case. However, for the reader’s convenience, we spell out the
details here.
Suppose P1,P2 are two solutions to the martingale problem for A started at a
point x0 ∈ R
d. For ϕ ∈ Cb(R
d), define
Siλϕ := Ei
ˆ ∞
0
e−λtϕ(Xt)dt, i = 1, 2,
and
S△λ ϕ := S
1
λϕ− S
2
λϕ.
It’s easy to see that
Θ := sup
‖ϕ‖≤1,ϕ∈Cb(Rd)
|S△λ ϕ| <∞.
By the definition of the martingale problem, we have that for ϕ ∈ C2b (R
d),
Eiϕ(Xt)− ϕ(x0) = Ei
ˆ t
0
Aϕ(Xs)ds, i = 1, 2. (4.18)
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It follows from (4.18) and Fubini’s theorem that
Ei
ˆ ∞
0
e−λtϕ(Xt)dt = λ
−1ϕ(x0) +Ei
[ˆ ∞
0
e−λt
ˆ t
0
Aϕ(Xs)dsdt
]
= λ−1ϕ(x0) + λ
−1Ei
ˆ ∞
0
e−λtAϕ(Xt)dt,
or
ϕ(x0) = S
i
λ(λϕ −Aϕ) , i = 1, 2.
So
S△λ (λϕ −Aϕ) = 0, ϕ ∈ C
2
b (R
d). (4.19)
Let g be a C2 function with compact support and let
gε(x) :=
ˆ ∞
ε
ˆ
Rd
e−λtq(t, x, y)g(y)dydt, x ∈ Rd,
where q(t, x, y) = fyt (y−x) is defined in (3.16). By (2.10), we see that gε ∈ C
2
b (R
d).
We have
(λ−A)gε(x) = (λ−A)
(ˆ ∞
ε
ˆ
Rd
e−λtq(t, x, y)g(y)dydt
)
=
ˆ ∞
ε
ˆ
Rd
e−λt [(λ−A)q(t, ·, y)] (x)g(y)dydt
=
ˆ ∞
ε
ˆ
Rd
e−λt [(λ−Ay)q(t, ·, y)] (x)g(y)dydt
+
ˆ ∞
ε
ˆ
Rd
e−λt [(Ay −A)q(t, ·, y)] (x)g(y)dydt
=: Iε(x) + Jε(x).
Since ∂tq(t, x, y) = ∂t (f
y
t (y − x)) = A
y (q(t, ·, y)) (x) for t > 0 and x, y ∈ Rd, by
Fubini and integration by parts, we get
Iε(x) =
ˆ
Rd
(ˆ ∞
ε
e−λt [(λ−Ay)q(t, ·, y)] (x)dt
)
g(y)dy =
ˆ
Rd
e−λεq(ε, x, y)g(y)dy.
(4.20)
We now show that Iε(x) goes to g(x) as ε → 0. Let k ∈ N. We can choose
δ ∈ (0, 1) small enough so that
sup
|x−y|≤δ
|g(x)− g(y)| ≤
1
k
. (4.21)
For 0 < t ≤ 1 and z ∈ Rd, we haveˆ
|y−x|>δ
fzt (y − x)dy
(2.10)
≤ c1
ˆ
δ<|y−x|≤1
t
|y − x|d+α
dy + c1
ˆ
|y−x|>1
t
|y − x|d+α
dy
≤ c2t
(ˆ 1
δ
r−1−αdr +
ˆ ∞
1
r−1−αdr
)
.
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It follows that there exists t0 > 0 such thatˆ
|y−x|>δ
fzt (y − x)dy <
1
k
, for all t ≤ t0 and x, z ∈ R
d. (4.22)
So, for ε < t0,∣∣∣∣
ˆ
Rd
q(ε, x, y)g(y)dy − g(x)
∣∣∣∣
=
∣∣∣∣
ˆ
Rd
fyε (y − x)g(y)dy − g(x)
ˆ
Rd
fxε (y − x)dy
∣∣∣∣
(4.22)
≤
2‖g‖
k
+
∣∣∣∣∣
ˆ
|y−x|≤δ
fyε (y − x) [g(y)− g(x)] dy
∣∣∣∣∣
+
∣∣∣∣∣
ˆ
|y−x|≤δ
fyε (y − x)g(x)dy − g(x)
ˆ
|y−x|≤δ
fxε (y − x)dy
∣∣∣∣∣
(4.21)
≤
2‖g‖
k
+ c3k
−1
ˆ
Rd
̺
0,α(y)
α(y) (ε, y − x)dy
+ ‖g‖
ˆ
|y−x|≤1
|fyε (y − x)− f
x
ε (y − x)| dy, (4.23)
where c3 > 0 is a constant depending only on d, α, α, κ1, κ2. By Proposition 3.3,
the term in (4.23) converges to 0 as ε→ 0. Therefore,
lim sup
ε→0
∣∣∣∣
ˆ
Rd
q(ε, x, y)g(y)dy − g(x)
∣∣∣∣
≤
2‖g‖
k
+ c3k
−1 lim sup
ε→0
ˆ
Rd
̺
0,α(y)
α(y) (ε, y − x)dy
(2.1)
≤
2‖g‖
k
+ c4k
−1.
Here c4 > 0 is also a constant depending only on d, α, α, κ1, κ2. Letting k → ∞
yields
lim
ε→0
ˆ
Rd
q(ε, x, y)g(y)dy = g(x), x ∈ Rd.
In view of (4.20), it is clear that limε→0 Iε(x) = g(x).
According to Proposition 4.2, there exists λ0 > 0 such that for all λ ≥ λ0 and
x ∈ Rd,
|Jε(x)| ≤ ‖g‖ sup
x∈Rd
ˆ ∞
0
ˆ
Rd
e−λt|F (t, x, y)|dydt ≤
1
2
‖g‖.
Moreover, by (2.10) and the dominated convergence theorem, we can easily verify
that Jε(x) is continuous in x. So Jε ∈ Cb(R
d) if λ ≥ λ0.
Let λ ≥ λ0. Since S
△
λ (λ − A)gε = 0 by (4.19), we have |S
△
λ Iε| = |S
△
λ Jε|.
Letting ε→ 0 and applying the dominated convergence theorem, we obtain
|S△λ g| = limε→0
|S△λ Iε| = limε→0
|S△λ Jε| ≤ Θ lim sup
ε→0
‖Jε‖ ≤
1
2
Θ‖g‖. (4.24)
We now proceed to extend the above inequality to all g ∈ Cb(R
d). First assume
g ∈ Cb(R
d) and g has compact support. If {φǫ} is a mollifier sequence, then
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gǫ := g ∗ φǫ ∈ C
∞
c (R
d) and thus
|S△λ gǫ| ≤
1
2
Θ‖gǫ‖ ≤
1
2
Θ‖g‖.
Passing to the limit as ǫ → 0, we obtain (4.24) by the dominated convergence
theorem. Now, take a general g ∈ Cb(R
d) and let ϕ ∈ C∞c (R
d) be such that
1{|x|≤1} ≤ ϕ ≤ 1{|x|≤2}. Define (ϕj)j≥1 ⊂ C
∞
c (R
d) by ϕj(y) := ϕ(y/j). By the
dominated convergence theorem and the result we just obtained in the previous
step, we get
|S△λ g| = limj→∞
|S△λ (ϕjg) | ≤
1
2
Θ lim sup
j→∞
‖ϕjg‖ ≤
1
2
Θ‖g‖.
So (4.24) holds for all g ∈ Cb(R
d), which implies
Θ = sup
‖g‖≤1,g∈Cb(Rd)
|S△λ g| ≤
1
2
Θ.
Since Θ <∞, it follows that Θ = 0, or equivalently,
E1
ˆ ∞
0
e−λtf(Xt)dt = E2
ˆ ∞
0
e−λtf(Xt)dt, f ∈ Cb(R
d). (4.25)
Note that (4.25) holds for all λ ≥ λ0. By the uniqueness of the Laplace transform
and the right continuity of t 7→ Eif(Xt), we obtain E1f(Xt) = E2f(Xt) for all
t ≥ 0 and f ∈ Cb(R
d). This says that the one-dimensional distributions of any
two solutions to the martingale problem agree. As well-known, this already implies
uniqueness for the martingale problem (see [37] for details). The proposition is
proved. 
5. Proof of Theorem 1.3
In this section we will prove Theorem 1.3. The main task is to remove the
condition α < 2α that we assumed in the last section. This can be achieved by
the standard localization procedure.
Due to Assumption 1.1(d), there exists a constant 0 < δ < 1 such that
|α(x) − α(y)| ≤ 5−1α, whenever |x− y| ≤ δ. (5.1)
Let Bδ(x) := {y : |y − x| < δ} and Bδ(x) := {y : |y − x| ≤ δ}. Note that (5.1)
implies that for each x ∈ Rd,
sup
y∈Bδ(x)
α(y) ≤ α(x) + 5−1α ≤
3
2
(
α(x) − 5−1α
)
≤
3
2
inf
y∈Bδ(x)
α(y). (5.2)
We first establish the local uniqueness.
Lemma 5.1. Let x ∈ Rd. Suppose Px and Qx are solutions to the martingale
problem for A starting from x. Define τ1 := inf {t ≥ 0 : Xt /∈ Bδ(X0)}, where δ
is as in (5.1). Then
Px(B) = Qx(B), ∀B ∈ Fτ1. (5.3)
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Proof. Define a map T : B2δ(x) \Bδ(x)→ Bδ(x) by
T (y) = x+
(y − x) (2δ − |y − x|)
|y − x|
, y ∈ B2δ(x) \Bδ(x).
Not to be precise, T is the mirror image map from B2δ(x) \ Bδ(x) to Bδ(x) with
respect to the sphere surface {z : |z − x| = δ}. It is easy to see that T is Lipschitz
continuous, namely, there exists a constant c1 > 1 such that
|T (y)− T (y′)| ≤ c1|y − y
′|, y, y′ ∈ B2δ(x) \Bδ(x). (5.4)
Note also that if z ∈ Bδ(x), then
|z − T (y)| ≤ |z − y|, ∀y ∈ B2δ(x) \Bδ(x). (5.5)
Based on A, we define a new operator A˜ by modifying the values of α(y) for
y /∈ Bδ(x), namely,
A˜f(y) =
ˆ
Rd\{0}
[
f(y + h)− f(y)− 1{|h|≤1}h · ∇f(y)
] n(y, h)
|h|d+α˜(y)
dh, y ∈ Rd,
where
α˜(y) :=


α(y), y ∈ Bδ(x),
α (T (y)) , y ∈ B2δ(x)
α(x), y /∈ B2δ(x).
\Bδ(x),
It follows from (5.2) that
sup
y∈Rd
α˜(y) ≤
3
2
inf
y∈Rd
α˜(y).
We now verify that A˜ satisfies Assumption 1.1. In fact, we only need to check
that β˜(r) = o(| ln r|−1) as r → 0 and
ˆ 1
0
r−1| ln r|β˜(r)dr <∞,
where β˜(r) := sup|x−y|≤r |α˜(x) − α˜(y)|. To verify these two conditions, it suffices
to show
β˜(r) ≤ β(c1r), ∀r > 0. (5.6)
For y, y′ ∈ B2δ(x) \Bδ(x), we have
|α˜(y)− α˜(y′)| = |α(T (y))− α(T (y′))| ≤ β(|T (y)− T (y′)|)
(5.4)
≤ β(c1|y − y
′|).
For y ∈ Bδ(x) and y
′ ∈ B2δ(x) \Bδ(x), we have
|α˜(y)− α˜(y′)| = |α(y) − α(T (y′))|
(5.5)
≤ β(|y − y′|) ≤ β(c1|y − y
′|).
The case for y ∈ B2δ(x) and y
′ /∈ B2δ(x) is similar. Altogether, we see that (5.6)
is true. So Assumption 1.1 holds true for A˜.
In view of Proposition 4.3, the martingale problem for A˜ is well-posed. Let Ly
be the solution to the martingale problem for A˜ starting from y ∈ Rd. According
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to [18, Chap.4, Theorem 4.6] (see also [37, Exercise 6.7.4]), the mapping y 7→ Ly
is measurable. Now define P˜x by
P˜x (B ∩ (C ◦ θτ1)) = EPx
[
LXτ1 (C);B
]
, B ∈ Fτ1, C ∈ D,
where θt are the usual shift operators on D = D
(
[0,∞);Rd
)
. Let Q˜x be defined
in the same way. Then it is routine to check that P˜x and Q˜x are solutions to the
martingale problem for A˜ starting from x. So P˜x = Q˜x by Proposition 4.3. By
the definition of P˜x and Q˜x, we obtain (5.3). The lemma is proved. 
Finally, we give the proof of our main result.
Proof of Theorem 1.3. Let x ∈ Rd. Suppose Px and Qx are solutions to the
martingale problem for A starting from x ∈ Rd.
Let δ and τ1 be as in Lemma 5.1. Define inductively
τi+1 := {t ≥ τi : Xt /∈ Bδ(Xτi)}.
In view of Lemma 5.1, we can use standard argument (see, for instance, [3, Section
6.3, Theorem 3.4]) to conclude that
Px(B) = Qx(B), ∀B ∈ Fτn , n ∈ N.
To see Px = Qx, it remains to show that Px(τn →∞) = Q
x(τn →∞) = 1.
Let σr := inf {t ≥ 0 : Xt /∈ Br(X0)}. Keeping in mind the symmetry property
n(x, h) = n(x,−h), we can repeat the proof of [6, Proposition 3.1] to find a constant
c1 > 0 such that for all y ∈ R
d and 0 < r < 1,
Py(σr ≤ c1r
α) ≤
1
2
,
where Py is any solution to the martingale problem for A starting from y. In
particular, we have
Py(τ1 ≤ ǫ) ≤
1
2
, ∀y ∈ Rd,
where ǫ > 0 is some constant not depending on y. As shown in the proof of [4,
Corollary 4.4], this implies, for some constant γ,
EPy (e
−τ1) ≤ γ < 1, ∀y ∈ Rd.
Using the strong Markov property, we get
EPx(e
−τn) ≤ γn → 0, as n→∞,
which implies τn →∞P
x-a.s. The same statement holds also forQx. SoPx = Qx.
The theorem is proved. 
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