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Abstract 
The traditional technique to model survival probabilities is the Cox regression 
analysis [Cox and Oakes, 1984]. Recently, also neural networks have been ap­
plied for survival analysis and the prediction of prognosis in cancer treatment 
[Liest01 K, 1994]. The main advantages of the neural network approach are 
the relative ease with which time dependencies in prognostic factors can be 
obtained, the improved prediction performance on independent test data for 
large numbers of input parameters [Kappen and Neijt, 1993]' and the poten­
tial to model non-linear relations using hidden units. Although this last point 
has only been established on artificial data [De Laurentiis and Ravdin, 1994]' 
it probably constitutes the most important difference for future applications. 
Neural networks are different from Cox's survival analysis in both the cost 
criterion that is optimized, the data model that is being used, and the treatment 
of censored patients. In this paper we analyze the differences between the two 
approaches theoretically. In addition, we illustrate the time dependent influence 
of the prognostic factors on a data base of 917 patients on patients with ovarian 
cancer. 
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Survival Analysis 
Consider a number of patient.s J.t = 1, . . . ,N. Let [tf' tF] be the time interval 
during which the study takes place. Let t; denote the time at which patient 
J.t enters the study (t f < t; < t F)' Let tt denote the time at which patient 
J.t dies. If tt < tF, denote by tp, = tt - t; the survival time of patient J.t. If 
tt > tF, tt is unknown and patient J.t is called censored and tp, is defined as 
tp, = tF - t;. Let each of the patients be characterized by some properties 
� at t = t;. Survival analysis attempts to model a relation between patient 
characteristics zp, and survival time tll. 
Without loss of generality, we can order the patients such that tl < ... < tN' 
Denote by tal Cl: = 1, . . .. , Ai a number of observation times (tl � to; ::; tN)' 
Observations can be made at regular time intervals, as we will assume for neural 
net.works, or can coincide with the survival t.imes tp, (IvI=N) as is usuaily the 
case for standard survivai analysis. 
Standard survival analysis 
To obtain the influences of the prognostic factors and survival probabilities, the 
maximum of the log likelihood J{SSA is determined (see e.g. [Kalbfleisch and R.L., 1980]): 
[(SSA = L [- L log (Par-Ill - Pal-') + L log (Pap,) )] . (1) 
0: I-'ED" /LEG" 
Here the index a labels the observation times to: and SS A stands for standard 
survival analysis. Dar and Go: are the sets of patients, which die in the interval 
(ta-I, ta), Or are for the last time reported alive at to:, respectively. Similarly, 
Aa is the set of patients who survive the interval (tex-I, to:) and are either 
censored at some time TI-' > ta or survive the whole interval of interest. Note 
that for all a A, + 2:;;=1 (Gp + D(3) is the total set of patients. The probability 
Po:l-" which is the survival function, models the probability to be alive at to:. 
Therefore Po. -11" - p",1-' gives the unconditional probability to die in the interval 
(to.-l, to). Maximizing J(SSil is thus equal t.o maximizing the probability to 
die for patients in the interval in which they act,ually die, and to maximize the 
probability for censored patients to be alive at their last date of observation. 
Using the proportional hazards approach, PCXI-' is modelled as 
(2) 
Parp, is called the baseline survival probability and is only time dependent, {JZis 
called the prognostic index and determines the increased ({J; < 0) or decreased 
({Jz < 0) survival probability relative to the baseline. For an optimal estimation 
of survival probabilities a joint. estimat,ion of PaO and .3 in equation 1 shouid 
be carried out. In practice, however, one is normally more interested in the 
relative order in which patients die, which is given by iJ and therefore uses a 
simpler cost criterion which is independent of Pa.D to estimate 13. Afterwards 
this estimation of if might be used in equation 1 to estimate Po:D (see e.g. 
[Kalbfleisch and R.L., 1980]). 
Neural networks survival analysis 
In neural networks survival analysis, fixed observation times are considered. For 
each observation time, the population of patients is divided in those that are 
alive, A"" those that are dead, 2:�=1 D[3, and those that are censored 2:�=1 C[3. 
This defines M classification problems, each of which can be approximated with 
neural networks. 
Recently, new classes of neural networks have been developed that allow a 
probabilistic classification for Multi Layer Perceptrons [Levin et al., 1990] and 
for Boltzmann Perceptrons [Kappen, 1995]. The criterion that is minimized 
during training, and that is used for evaluating the predictive quality of the 
network solution on the independent test set, is the Kullback divergence, which 
is the optimal criterion for classification according to information theory, be­
tween the desired probability and the probability given by the network: 
(3) 
where P",I' and Pap, are the survival probabilities as given by the data and by 
the neural network, respectively. Note that Ka has a lower bound equal to zero 
if these probabilities are equal. During the learning phase of the neural network 
it tries to minimize Ka. Pap, = 0,1 for patients p, that have died and are alive 
at ta. For patients that are censored before ta we do not know whether they 
are alive or dead at ta' We estimate the probability that they are dead at 
ta from the fraction of patients that are dead at ta and that are alive at tl': 
Pap, = -if- 2:vEA Pav. Since the right hand side may also contain censored 1 Aa Cl: 
patients, this procedure must be applied to the longest living censored patients 
first. 
Only for the extreme of only one observation 0:, is the same optimisation 
done by both the standard survival analysis approach with log likelihood and 
the neural network approach. For all other cases both approaches are inherently 
different. Also the probability functions that are used differ. In stead of the 
proportional hazards assumption, we used a Boltzmann distribution in which 
the influences of the prognostic factors for each of the M classification problems 
are determined independently. Thus the time dependent influences of these 
prognostic factors could be studied. 
Comparison between standard survival analysis and neural networks 
The differences between standard survival analysis and the neural network ap­
proach are several. First, the use of the cost criterion is different. The reason is 
that SSA models one survival process in time, and the neural network approach 
models M classification tasks. Both approaches attempt to model the survival 
function Pal" Secondly, although both approaches attempt to model the sur­
vival function Pap" SSA often makes the proportional hazard assumption and 
subsequently only calculates iJ. Thus, most available implementations of SSA 
do not give the survival function. This makes comparison with neural networks 
complicated. Neural networks model the survival function for each value of 0: 
by a different network. This has as advantages, that 1) very complex relations 
can in principle be modeled 2) no temporal structure (such as proportional 
hazard) is assumed, which allows for flexible modeiing of temporal aspects. 
Disadvantages are that censored patients are treated in a less elegant manner 
and the survival function is not guaranteed to be non-increasing as a function 
of <l. However, we do not consider these as major disadvantages. Neither of 
these aspects has lead to complications in our practical studies. 
Results 
We constructed a database including 917 patients from 4 studies, two studies 
from The Netherlands Joint Study Group for Ovarian Cancer, (see respectively 
[Neijt et al., 1984, Neijt et al., 1987]) and two from the Gynecological Cancer 
Cooperative Group of the European Organisation for Research and Treatment 
of Cancer (EORTC). For each year we trained a Boltzmann Perceptron to 
classify the patients into the classes alive and dead, thereby modelling the 
survival probability for each year. As error criterion the Kullback divergence 
was used. In Table 1 the results on the training and independent test set are 
listed. In addition the results of the O-hypothesis that there is no relationship 
between the patient characteristics and the survival probability is shown as 
well. 
A pilot comparison between Cox's survival analysis met.hod and the Boltz­
mann Machine showed that the neural network performed slightly better. This 
can mainly be attributed to the paradigm of t raining and test set, which leads to 
a better prediction on independent data than standard statistical tests assum­
ing Gaussian distributions of errors. Another reason for the better performance 
of neural networks is that the proportionality condition of the hazard is not 
assumed (see e.g. Liest0l et al. 1994). 
The robustness of the method was demonstrated by training the Boltzmann 
Perceptron on the Dutch data base and using this network for prediction of 
the survival of the EORTC data. The predictioBs of the neural network were 
equaliy good for the EORTC data as for the Dutch data. 
We carefully reduced the set of prognostic factors in order to obtain a mini­
mal set of prognostic factors with a maximal predictive value. First all patient 
characteristics were normalized such that the magnitudes of their weights could 
be compared. The neural network was trained until convergence was obtained, 
after which the patient characteristic with the smallest absolute weight was 
removed. This procedure was repeated until the performance on the indepen­
dent test. set. deteriorated. The minimal set obtained in this way (consist.ing 
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Table 1: The Kullback divergence and the percent.age of correct survival pre­
dictions as a function of time (years). 
of performance, grading, histological cell type, number of leucocytes, number 
of residual tumors after debulking, diameter of residual tumors after debulking 
and figo stage) had a higher predictive accuracy than the complete set of 76 
prognostic factors. The performance on the training set, however, was less than 
with the complete data set. This reduction to the minimal set of prognostic 
factors is important for diagnostic purposes. 
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Figure 1: Survival curves for different number of sites of residual disease. 
Additional information is given by the time dependence of the importance 
of these prognostic factors. This effect of time-dependent prognosis can be 
seen in the survival curves. For example the variable representing the number 
of sites of residual disease has only a small impact on the survival probability 
after 1 year, but a significant impact on the later years (see figure 1). 
Conclusions 
Using Boltzmann Perceptrons to model survival probability for each year in­
dependently, time-varying prognostic factors can successfully be modelled. In 
principle this can also be incorporated into proportional hazards models, but 
in practice this is never done. We selected a minimal set of prognostic factors 
with maximal predictive value using the confidence intervals of the prognostic 
factors as selection criterium. We concluded that improved short-term survival 
is determined by a good performance status, a low number of leucocytes, a 
small diameter of redidual disease and a low FIGO stage (stage HI). Long term 
survival is mainly determined by FIGO status (stage Ill), grade (well differen­
tiated), cell type (serous) and low number of sites of residual disease. A pilot 
comparison between our approach and a standard Cox proportional hazard 
model indicated that neural networks are slightly better performing. 
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