Most mammalian dendrites have surprisingly few copy numbers of mRNAs relative to the large number of synapses and consequently, at any given moment, the majority of synapses do not have a repertoire of mRNAs within their immediate locale capable of initiating translation-dependent plasticity. The dimensions of the translationally serviceable locale around synapses have boundary parameters that can be estimated. When a synapse receives an input beyond that boundary, the requisite mRNAs for local translation and plasticity may not be there. How a complex dendritic arbor optimizes this paucity of mRNAs opens several functional considerations that are related to the dynamic range of dendritic plasticity, sparse coding, and modifications of firing rates. RNA localization in dendrites may instantiate a neuron's history and establishes a bias toward inputs that synapse on RNA-laden synaptic clusters. Low copy numbers create an element of stochasticity to the induction of translation-dependent plasticity that allows the dendrite opportunities to respond to novel and unexpected inputs.
Most mammalian dendrites have surprisingly few copy numbers of mRNAs relative to the large number of synapses and consequently, at any given moment, the majority of synapses do not have a repertoire of mRNAs within their immediate locale capable of initiating translation-dependent plasticity. The dimensions of the translationally serviceable locale around synapses have boundary parameters that can be estimated. When a synapse receives an input beyond that boundary, the requisite mRNAs for local translation and plasticity may not be there. How a complex dendritic arbor optimizes this paucity of mRNAs opens several functional considerations that are related to the dynamic range of dendritic plasticity, sparse coding, and modifications of firing rates. RNA localization in dendrites may instantiate a neuron's history and establishes a bias toward inputs that synapse on RNA-laden synaptic clusters. Low copy numbers create an element of stochasticity to the induction of translation-dependent plasticity that allows the dendrite opportunities to respond to novel and unexpected inputs.
RNA Is Polarized to the Dendritic Compartment
Among the most impactful consequences of the eukaryotic lifestyle is the localization of RNA either within the cytoplasm or bound to specific membranous elements, creating a local functional domain and concomitantly cellular asymmetries. Individual mRNAs are present at a variety of subcellular sites, and genomewide mapping of transcript localization has demonstrated widespread spatial control over mRNA . Eukaryotes are capable of localizing specific RNAs to different regions of cells or to cellular compartments, thereby establishing distinct functional domains within cells. mRNA and ribosomes can also be localized to the endoplasmic reticulum, outer mitochondrial membrane, epithelial tight junction, or neuronal growth cone (Lesnik et al., 2015; Bassell et al., 1998; Nagaoka et al., 2012) . The biological functions of localized RNA are vast and include development, polarization, and migration (Buxbaum et al., 2015) . For example, the asymmetric accumulation of Ash1p mRNA in Saccharomyces cerevisiae to one side of the cell results in daughter cells with different mating types than the parent (Strathern and Herskowitz, 1979) . RNA localization also permits cell specialization in multi-cellular organisms: localization of oskar mRNA to the posterior pole of Drosophila oocytes enabled the cells formed in this region to differentiate as germ cells (Ephrussi et al., 1991) .
Neurons are an extreme case of cellular asymmetry with axons and dendrites and cell bodies all serving different computational and physiological functions. Axons are largely output zones, while dendrites receive synaptic input, often from many different connected partners. Differential localization of proteins and mRNAs underlie these compartmental specializations. An extreme example of precise mRNA targeting occurs at post-synaptic sites, toward which mRNAs translocate through the dendritic tree over great distances and along complex routes from ''control central'' in the soma. In so doing, these RNAs have acquired a neuron-specific function related to plasticity. Local translation of the dendritic mRNAs are critical for certain forms of plasticity and may do so by either altering existing synaptic weights or altering the connectivity of the dendritic tree. At the circuit level, neurons can switch the networks used to implement a task (Marder, 2012) . Frequency patterns of depolarization such as long-term potentiation (LTP) and long-term depression (LTD) (Malenka and Bear, 2004) can induce a local translation program and long-lasting forms of synaptic plasticity (Steward et al., 1998; Steward and Worley, 2001; Moga et al., 2004) . These experimental manipulations result in changes in firing thresholds and thereby contribute to setting and modulating synaptic weights over the dendritic tree associated with plasticity.
Local translation is not required for the first of the two phases of LTP, known as early phase LTP or the encoding phase, which underlies the induction of plasticity. The second phase, known as late LTP, is more enduring and requires protein synthesis, a feature shared with memory consolidation (Kandel, 2001) . However, parsing LTP into phases is a simplification of multiple preand post-synaptic phenomena with different time constants that underscore the complexity of plastic changes in a variety of in vivo conditions and cell types. With regard to the necessity for protein synthesis, the sites of synthesis lie along a continuum that is directly proximate to the synapse or more broadly dispersed in the dendritic tree ( Figure 1 ). This spatial parameter is a poorly understood constraint. Additional complexity arises from the contribution of RNAs and translation products that originate in the cell body as activity-induced transcription products or somatically resident products.
Translational control at individual synapses is essential to the implementation of plasticity in brain circuits (Buffington et al., 2014; Costa-Mattioli et al., 2009; Casadio et al., 1999; Huber et al., 2000; Kang and Schuman, 1996; Martin et al., 1997; Aakalu et al., 2001; Vickers et al., 2005; Sutton and Schuman, 2006; Holt and Schuman, 2013) . In fact, tetanus-induced L-LTP does not require somatic translation (Bradshaw et al., 2003; Vickers et al., 2005) and therefore minimizes the immediate need for the delivery of proteins from more distant sources. The implementation of plasticity also involves trafficking and recycling of key molecules. In addition to the biochemical and structural changes associated with modifying synaptic weights and connectivity, plasticity may also occur through the introduction of new neurons (Hill et al., 2015) . However, a counter view has been presented (Martin and Schuman, 2015) and, more broadly, new neuron formation in the adult mammalian brain is very limited to specific regions.
With each of the approximately 5,000 synapses or clusters of synapses on human cerebro-cortical pyramidal neurons under quasi-autonomous control, the spatial organization of RNA populations in dendrites represents a managerial problem far beyond that encountered at the oocyte pole or at a neuronal growth cone, where RNA localization is more compact. The similarities between RNA localization in oocytes and dendrites are striking, yet the differences may be equally informative. Novel mechanisms must exist to serve the dispersed and diverse translational needs imposed by dendritic architecture as it integrates signals and undergoes the changes associated with plasticity.
Recognition of the dendritic compartment as a specialized translational domain originated with the visualization of polyribosomes at the base of spines (Steward and Levy, 1982; Bodian, 1965) and a series of metabolic labeling experiments (Feig and Lipton, 1993; Giuditta et al., 1968; Koenig, 1967; Torre and Steward, 1992) . Many reports describe specific subsets of mRNAs localized to synaptic sites (Steward et al., 1998) as well as microRNAs (Kye et al., 2007) . This groundwork culminated with definitive proof that synaptic plasticity and local translation in dendrites are directly linked (Aakalu et al., 2001; Huber et al., 2000; Kang and Schuman, 1996; Martin et al., 1997; Vickers et al., 2005) . A generic pyramidal neuron with its dendritic tree (blue lines) receives multiple axonal inputs (green lines). Based on the synaptic weights (excitatory and inhibitory), the dendrite computes a time variant weight matrix that determines the probability of eliciting an action potential. This simplification does not include important determinants of neuronal firing such as spike-dependent timing plasticity. Synapses where protein translation has resulted in translation-dependent plasticity (red stars) have three sources for their protein requirements: highly localized translation at the synapse, more diffuse translation in the dendritic tree, and somatic protein synthesis with delivery to the synapse.
Estimating mRNA Copy Numbers in the Dendritic Tree Schuman et al. noted the disparity between the observed stability of dendritic translational capacity and the expectation of variation if synapses had a broad repertoire of activation patterns. In vivo studies and slice studies show no definitive evidence for extensive modulation of the overall levels of dendritic protein synthesis; rather, the overall translational capacity in dendrites is stable. Very likely, small local changes in protein synthesis associated with plasticity are obscured by a larger background of protein synthesis throughout the dendritic tree. The small departure of local signals from the background fits with a relatively smooth distribution of translational capacity over the dendritic tree. Because multiple ribosomes align on an mRNA when it is actively translated, these clusters, known as polyribosomes, represent locales of active translation. For the most part, pyramidal cell dendrites do not tend to have large local clusters of ribosomes. Synapses in hippocampal pyramidal cells have on average approximately eight ribosomes (Steward et al., 1998) ; however, there are many synapses without any polyribosomes. Although these observations provide a starting point, the important missing data are the distributions of ribosomes in various neurons, which will require refinement with modern techniques such as high-throughput electron microscopy (Mikula and Denk, 2015) .
More recent technologies, such as single-cell RNA sequencing (scRNA-seq) and high-resolution in situ hybridization, offer reasonable estimates of the translational capacity within dendrites by quantifying RNAs. scRNA-seq data suggest that copy numbers of mRNAs in dendrites are surprisingly low. To derive an estimate of dendritic mRNA copy numbers in pyramidal cells, scRNA-seq data using rat brain from Dueck et al. (Dueck et al., 2015) provides a good starting point. Beginning with the 15,000 genes expressed in pyramidal cells (Dueck et al., 2015) Perspective then the mRNA copy numbers in CA1 pyramidal neuron would be 824,000 to 1,236,000 mRNA copies. However, the scaling is not linear because RNA tapers off drastically in dendrites. Given that about 200,000-300,000 mRNA copies are present in mouse embryonic stem cells and mouse embryonic fibroblasts (Macaulay and Voet, 2014; Islam et al., 2011) , a reasonable estimate for mRNA copies in a CA1 pyramid is 10 6 copies distributed within the somatodendritic volume. Although numerous published in situ hybridization images show considerably more sparse mRNAs in dendrites compared to the cell body ( [Miyashiro et al., 2003; Buckley et al., 2011] Allen Human Brain Atlas), quantifying the mRNA numbers in dendrites is challenging due to wide variation among different dendrites and different mRNAs. Individual mRNA abundances can vary over three orders of magnitude (Cajigas et al., 2012) . Furthermore, resolving single mRNAs within RNA granules is difficult (see below). With these considerations in mind, I speculate that a global 10-fold drop-off over the entire dendrite in copy number from the cell body could reasonably serve as an initial approximation. This drop-off is based upon images in the literature (Cajigas et al., 2012) and the volume of the dendrite, which is within an order magnitude of the cell body. Most mammalian cell volumes are in the range of 10 3 -10 4 mm 3 . An estimate of the dendritic volume in a young adult macaque monkey prefrontal cortex based on 3D reconstructions after deconvolution of large confocal datasets imaged from lucifer yellow-filled cells in layer III averages 2,000 mm 3 of dendrite to which about 500 mm 3 of spine volume should be added (personal communication Patrick Hof). A 10-fold drop-off from the 10 6 somatodendritic mRNAs implies that 100,000 of them occupy the dendritic volume. How many genes constitute this total number of mRNA copies? Abundant mRNAs such as those encoding MAP2 and aCaMKII (Garner et al., 1988; Burgin et al., 1990) were among the first mRNAs observed in dendrites. Later with more sensitive methods, the numbers of dendritic mRNAs rose to approximately 400 distinct species in hippocampal dendrites (Miyashiro et al., 1994; Eberwine et al., 2002) or more (Poon et al., 2006; Lein et al., 2007) . The most recent approximation of dendritic mRNAs utilized microdissected individual synaptic neuropil (stratum radiatum and lacunosum moleculare) segments from area CA1 of the adult rat hippocampus and subtracted transcripts enriched in other neuropilar, cellular, or subcellular compartments (Cajigas et al., 2012) . This study obtained a list 2,550 RNA transcripts of likely dendritic origin. Even more accurate numbers will become available using MERFISH technology (Chen et al., 2015) . In general, dendritic RNAs are present in a diminishing gradient as one moves distally from the cell body; however, this gradient is highly variable. A similar pattern has been observed for microRNAs (Kye et al., 2007) .
To estimate the distribution of mRNAs in dendrites, the quantity of 100,000 copies comprising 2,550 mRNA transcripts allows one to derive some initial values and then adjust copy numbers and transcripts to examine the consequences. The most likely distribution of the mRNA copies will be right skewed and approximate a log normal (Zhu et al., 2008) . Typically, one observes a small number of highly abundant mRNAs and a long tail of lowabundance mRNAs that fit a log-normal plot or a related distribution. Such distributions are common when mean values are low, variances large, and values cannot be negative. The significance of the log normal is worth a brief tangential comment. The key distinction between normal and log-normal variability are additive effects of the variables in the former and multiplicative effects in the later. The attractor-like properties of many interactive biological systems with a large number of variables results in multiplicative effects and gives rise to lognormal distributions (Limpert et al., 2001) , which has the effect of the ''rich getting richer.'' Cells differ with regard to the proportion of mRNAs in the abundant pool and in the tail. Among the cells analyzed by Dueck et al. of the 15,000 genes in pyramidal cells, 50% of the RNA copies encoded the 600 most abundant genes and 50% encoded 14,365 genes in the long tail of low abundance genes (Dueck et al., 2015) . Extrapolating these values to the 100,000 copies of 2,500 dendritic genes, there are 500 copies of each of the 100 abundant genes, i.e., 50% of the total copies are considered abundant and 50,000 copies/100 abundant genes results in 500 copies (Figure 2) . Similarly, there are 21 copies of each of the 2,400 genes in the tail if equally distributed across all the tail genes. The composition of specific mRNAs in dendrites varies. If the total number of transcripts in various dendrites is similar, then assuming a large number of dendritic genes implies that each will have a very small number of copies. If, on the other hand, a small number of different mRNAs, each with higher copy numbers, reside in dendrites, then one asks, what is the minimal dendritic gene set required for plasticity? Precise answers to these questions are not known.
The approximations here suggest that mRNAs are present in dendrites at relatively low copy numbers. Most RNAs in dendrites appear to be diffusely spread over the dendritic tree with increasingly fewer RNAs at the fine distal branches. Thus, even abundant mRNAs are sparsely distributed. How does the sparse distribution of mRNAs in dendrites map onto the distribution of synapses? A common estimate of synapse number on a pyramidal cell is 5,000. Therefore, 500 copies of each abundant gene must be distributed among 5,000 synapses, which would imply that 10 equally distributed synapses would be serviced by each copy of the 500 uniformly distributed abundant gene copies. However, protein-synthesis-dependent plasticity requires multiple different proteins, and the likelihood of finding multiple sparsely distributed mRNAs at the same location becomes vanishingly small unless the functionally relevant RNAs are held together (see discussion below regarding RNA granules). mRNAs in the less abundant tail would only be available to very small numbers of synapses within the dendritic tree and could have highly synapse-specific functions.
It is also possible to consider the distribution of dendritic RNAs as a function of total dendritic length. Using biocytin labeling in the acute slice preparations, CA1 pyramidal neurons from macaque had a basal dendritic length of 10 4 mm and an apical dendritic length of 10 4 mm (Altemus et al., 2005) . Another study measured full dendritic arbors from area 46 of young macaques by in vivo labeling with retrogradely targeted intracellular injection of lucifer yellow and three-dimensional reconstruction using computer-assisted morphometry (Duan et al., 2002) . Total dendritic length in layer III pyramidal neurons forming long projections (from the superior temporal cortex to prefrontal area 46), as well as local projections (within area 46) was 5,517.4 = ±247.0 mm. If a reasonable consensus total dendritic length estimate is 10 4 mm and RNAs are uniformly spread over the dendritic tree, then 20 mm separate each of the 500 abundant mRNAs. By positioning synapses on average at a 2 mm separation, one again arrives at each abundant mRNA servicing 10 synapses. However, RNAs are not uniformly distributed, and as the distribution becomes less smooth, more dendritic segments become devoid of mRNAs.
Estimating Protein Translation Products from Dendrite mRNAs
These spatial limits on plasticity over the entire dendritic tree place severe constraints on the number of synapses available for mRNA translation. However, protein dynamics can extend the reach of the translational machinery beyond its immediate locale. The spacing of mRNAs in relation to synapses sets up certain distance limits over which proteins must travel after translation. Because synapses are known to cluster (Gö kç e et al., 2016), assume a close clustering of 500 nm separation between synapses (Merchá n-Pé rez et al., 2014) within a dendritic segment. Polysomes move 1-3 mm/s and therefore can service multiple synapses (Wang et al., 2016) . Using the reported average speed of 2 mm/s, polysomes can then directly service about four clustered synapses in a second before the protein product diffuses further and extends the spatial boundary for translation. For example, Ras signaling following LTP induction by a train of uncaging pulses resulted in spread to adjacent synapses. Activated Ras spread by diffusion along 10 mm of dendrite invading about 10-20 neighboring spines (Harvey et al., 2008) . Nearly identical results were obtained by independent methods (Harvey and Svoboda, 2007) and in both cases the Ras signal decayed after 5-10 min. The authors concluded that synapses within a short stretch of dendrite may form functional units. The starting point for these estimates comes from single-cell RNA-seq data in (Dueck et al., 2015) , which provides support for the presence of 15,000 genes in pyramidal neurons. The additional estimates are explained in the text. The number of transcripts expressed in dendrites was left as a variable N, which allows one to compute changes in RNA copy numbers for each transcript as N varies. The distributions of the copy numbers are presented on idealized lognormal plots for the dendritic tree and the somatodendritic compartment. The vertical line on the plot divides the transcripts into an abundant pool with 50% of the transcripts and a heavy tail with the other 50% of the transcripts.
Because these parameters have a time component, a more detailed higher resolution of translational dynamics at the synapse is needed as well as its coordination with the time course over which plasticity is acquired and sustained. Mammalian translation occurs at 5 amino acids/s (Wu et al., 2016) . For example, PSD-95 (DLG4) is an abundant multi-domain postsynaptic scaffolding protein that clusters glutamate receptors and is thought to contribute to the determination of synaptic size and strength. Human PSD95 is 724 amino acids and will, therefore, require about 2.5 min for the synthesis of each copy of this protein assuming no ribosomal pauses. mRNAs on average have 12 ribosomes (Wang et al., 2016) , which corresponds to an average inter-ribosome distance of 260 nt. The 2,172 nt (3 3 724 amino acids) of the PSD95 mRNA predict only eight ribosomes on this message. These values suggest approximately eight copies of the protein would be added over an interval a bit longer than 2.5 min again assuming the absence of ribosomal pauses. Based on a stationary polysome supplying four synapses, each of the four would compete for eight PSD-95 proteins in about 2.5 min or longer. Single ribosomes are often observed in electron microscopic images of spines, which raises the question whether monosomes in dendrites are capable of translation. In sedimentation gradients, translation is usually restricted to the polysome fraction; however, in yeast, monosomes are able to elongate proteins, in particular, low-abundance regulatory proteins (Heyer and Moore, 2016) . Monosome translation in dendrites would contribute to the scarce local sources of protein synthesis. mRNAs that are required to supply translation products to an increasing number of synapses will eventually fail to reach those synapses that are more distant. There is likely to be a defined volume of dendrite for which local mRNAs can provide their products. Given the disparity in the mRNA copy numbers and synapse number it seems likely that many synapses will fall out of reach of local mRNAs and therefore will be unable to undergo translation-dependent plasticity. To fully understand the constraints on translation-dependent plasticity, it will be important to identify the proteins for which local translation is critical and their half-lives at the synapse.
An additional parameter in defining a volume of dendrite capable of undergoing protein synthesis-dependent plasticity is the motility of the system's components. The polysome as noted moves at 2 mm/s (Wang et al., 2016) and although its movement tends to track back and forth within a given time period, if all its motion were unidirectional, the three PSD-95 proteins would translocate 300 mm during their time of synthesis. Thus, potentially, a much broader number of synapses could be visited by a motile polysome. Once the protein is made, it can diffuse to extend the range of accessible synapses beyond the sites of local synthesis. Diffusion of proteins in cells is estimated to be 10 mm 2 /s inside a cell; however, large variation occurs depending on the cellular context and the size and shape of the protein (http://book.bionumbers.org/what-are-the-timescales-for-diffusion-in-cells/). Again, using an upper boundary for diffusion distances based on 10 mm 2 /s, the three PSD-95 proteins could travel up to 1,500 mm 2 , which in a cylindrical dendritic branch of small diameter would mostly occur in a single dimension. Therefore, many synapses are potentially accessible after translation to a very small number of newly translated proteins. Because diffusion contributes significantly to the range, whether a newly synthesized protein reaches an activated synapse has a considerable stochastic element. The implementation of translation-dependent plasticity likely involves the synthesis of multiple proteins. Coordinating their time constants for a unified response to activity at a single synapse requires extra-ordinary precision. For example, CAMK2A with 478 amino acids would require about 1.5 min to synthesize, whereas the NMDA receptor (GRIN2A) with 1,464 amino acids would require almost 5 min to synthesize. The many fine controls over translation including both cis and trans controls in 5 0 untranslated region (Hinnebusch et al., 2016) , as well as highly regulated synaptic miRNAs (Banerjee et al., 2009) , may serve to maintain the appropriate stoichiometry of these proteins. Additional controls include local protein degradation mechanisms including E3 ligases that can target specific proteins for degradation.
Although very small numbers of proteins can be produced locally for translation dependent plasticity, the small numbers are clearly sufficient. Most dendritic protein is delivered to the dendrite after translation in the cell body. A constitutive supply of protein for the synapse arrives from the cell body. This requirement is quantitatively large. PSD-95 has a half-life of 36 hr (Ehlers, 2003; El-Husseini et al., 2002) . The large PSD-95 copy numbers in post-synaptic densities through the entire expanse of the dendritic tree cannot be supplied locally and places a substantial, but less urgent burden on somatic protein synthesis.
Low mRNA Copy Numbers at Individual Synapses Low mRNA copy numbers at individual synapses imply stochastic fluctuations or noise. Stochastic phenomena increasingly deviate from deterministic phenomena over time. Therefore, mechanisms are needed to improve the chances of finding a resident mRNA population present when the pre-synaptic element next releases transmitter. The likelihood of finding an mRNA at a specific location when a depolarization event occurs depends on its instantaneous concentration and motility. Most RNAs in the dendrite do not travel very far once they arrive at their approximate destination. RNAs in dendrites undergo bidirectional movements over small distances that sum as a random walk with zero total displacement (Knowles et al., 1996) . One might expect some inverse relationship between the volume of dendrite within which the random walk is conducted and the cluster of synapses undergoing plasticity changes. Local mRNA concentration at any moment in time will depend on their half-lives, which operate within an intricate mesh of regulators (Bingol and Schuman, 2006; Banerjee et al., 2009) . mRNA decay kinetics can be altered through deadenylation of the long poly(A) tails that adjust mRNA lifespans (Chen et al., 2008) . RNA binding proteins (RBPs) assemble and scaffold the mRNAs. This assembly-promoting feature positions RBPs not only as determinants of local mRNA composition, but spatially determines sites while multiple RNAs can densely pack. For example, cytoplasmic polyadenylation element binding protein (CPEB) promotes the elongation of the polyadenylated tail of messenger RNA and can function as either an activator or repressor of target RNAs for translation (Hake and Richter, 1994) . As an RNA binding protein, CPEB may promote the phase separations in the cytoplasm within which mRNAs are localized in granules (see below) (Knowles et al., 1996; Han et al., 2012) .
While contending with the stochastic properties of small numbers and other uncertainties of neural transmission, ultimately the nervous system has to be reliable. One means to reduce noise is to establish regulatory control loops over mRNA levels, a task that is handled, in part, by microRNAs (miRNAs). Experimental and modeling literature supports roles for miRNAs in ''fine-tuning'' mRNA and protein levels (Hornstein and Shomron, 2006) . Neuronal mRNAs tend to have longer 3 0 UTRs (Wang and Yi, 2014) , which will increase the likelihood of regulation by multiple miRNAs and consequently more pronounced noise reduction. Some reduction in noise can also be achieved by a smooth averaging of translation as miRNAs come on and off an mRNA target at sufficiently short intervals. However, these mechanisms do not eliminate noise. In fact, noise must not be completely eliminated. No noise is infinite mutual information and therefore complete predictability that would preclude the ability to adapt or gather novel experiences.
Setting an acceptable level of noise is the goal. That question is closely tied to how precisely copy numbers are controlled and how synapses respond to changes in copy number. Many types of control systems operate in cells. If copy numbers are set by a feedforward system, then the response is pre-defined and will not be further affected by error once the response is implemented. A feedforward system requires a high level of predictability. Setting mRNA copy numbers in a strictly feedforward manner when copy numbers are low entails some difficulties. If, for example, a tetanus results in the delivery of a pre-set number of mRNAs when potentiation is induced, then the addition of noise will increase the variance (s 2 ) and the mean (m) will remain small. When the value s 2 /m equals one, the dispersion of the copy numbers is uniformly random, i.e., a Poisson process; however, with values greater than one, the variability in copy number would lose uniformity. When copy numbers are low, changes in their numbers represent relatively large fold differences. When copy numbers are large, fold changes are subtle and small variation in the copy numbers may not have significant consequences. This property of small numbers leads to the question whether the cell detects fold change or absolute copy number. Fold-change detection systems require a memory of the initial copy number (Weber's law). Such memory systems have been described in a genetic circuit (Goentoro et al., 2009 ). Dependence on a memory of the initial copy numbers may protect the cell from noise by using the memory of the initial conditions to determine whether it will respond to the fold change. For example, a low initial copy number of four could be saved by the cell so that it is responsive to a doubling at eight copies. Capturing memory of the initial conditions could operate through the phase states of ribonucleoproteins (RNPs) that can undergo conformational changes and phase transitions when bound to RNA Kato et al., 2012) . The stoichiometry of RNA-RNP binding may set the initial conditions for the detection of fold changes. CPEB protein regulates the translation and subcellular distribution of a specific set of mRNAs in neurons and plays a causal role in long-term changes of synaptic activity and in the stabilization of memory (Richter and Klann, 2009 ). CPEB and its Drosophila ortholog, Orb2, have prion-like properties that may serve to transfer information from a set of local mRNAs to a self-sustaining folded state that corresponds to a synaptic weight (WhiteGrindley et al., 2014) .
Given the log-normal distribution of mRNA copy numbers, mRNAs in the tail of the distribution are particularly sparse. Low-abundance mRNAs may be present in less than 100 copies over the entire dendritic tree, which raises the question as to how precisely they are localized or scaffolded upon RNPs with other mRNAs. Although a complete list of mRNAs that must be translated locally to implement plasticity is unknown, mRNAs that encode neurotransmitter subunits, scaffolding genes, and adhesive molecules are among them and many of these genes are not in the highly abundant mRNA pool. The presence of these scarce mRNAs in the dendrite can provide a unique composition to a single synapse.
RNA Granules as Vehicles for Functionally Related mRNAs
The implementation of translation-dependent plasticity very likely requires the translation of more than one local mRNA. According to the estimate above, each gene within the abundant pool of dendritic mRNAs has about 500 copies and those copies are distributed sparsely. The probability of finding each additional copy of an mRNA from the abundant pool at a cluster of pyramidal cell synapses is the product of their individual probabilities. Therefore, any more than a very few different mRNAs would have a vanishingly small probability of being present in the same locale. Bundling mRNAs together in a transport vehicle obviates the necessity to compute the probability of each mRNA being present at a specific locale as an independent event. Every synapse need not have resident mRNAs present to implement plasticity if a set of mRNAs can be directed to those synapses that undergo plasticity. mRNAs are bundled together in neuronal RNA granules densely packed with ribosomes (Knowles et al., 1996; Krichevsky and Kosik, 2001; Rook et al., 2000) . A complete taxonomy of the variety of RNA transport vehicles is sorely needed. Among their features is the ability to move through the cytoplasm cohesively in the absence of a surrounding membrane and remain translationally silent while doing so. The basis for silencing within these granules is unknown, but it is not due to miRNAs, which are not present in the neuronal RNA granules. Silencing may be due to the inadequacy of translation initiation factors, incomplete ribosomal subunit composition, inadequate tRNA populations, the presence of FMRP, or steric hindrance due to their dense packing. The mRNAs present include CaMKIIa, MAP2, and b-actin, but how these and other as-yet-unknown mRNAs are partitioned in granules is unknown. Also present in granules are Staufen, RNA helicases of the DDX family, and other RNA binding proteins (Krichevsky and Kosik, 2001; Kanai et al., 2004) . Once released from translational silencing, their cargo of multiple mRNAs can potentially function as the building blocks for the translational needs of a synapse. Depolarization at a synapse with a nearby RNA granule may trigger a burst of translation. However, the paucity of RNA granules observed in dendrites is striking. In cultured rat cortical neurons, there are 6.7 ± 0.4 granules per 40 mm in the dendrites and, not surprisingly, they are excluded from the axons (Knowles et al., 1996) .
RNA binding proteins are densely packed within granules and create the phase separation. The intrinsically disordered domains of RNA binding proteins, including their low complexity regions, are thought to engage in low-affinity interactions that result in cytoplasmic demixing and a liquid-liquid phase separation responsible for maintaining the packet as a unit Kato et al., 2012) . Neuronal granules bear some similarities to RNP granules in which nuclear mRNA transcripts acquire cap and RNA binding proteins to direct nuclear export (Moore, 2005) . Those mRNAs programmed for immediate translation will assemble a polysome until they undergo deadenylation, polysome disassembly, and either degradation or storage. Processing functions are associated with another RNA vehicle called a P body (Bashkirov et al., 1997; Eystathioy et al., 2002; Ingelfinger et al., 2002; van Dijk et al., 2002) . RNAs also collect in stress granules as a means to shut down global translation when cells are stressed. Stress granules serve as triage centers that sort, remodel, and export specific mRNA transcripts for reinitiation, decay, or storage (Anderson and Kedersha, 2006) . In response to stress, a small percentage of tRNAs are cleaved within their anti-codon loops to produce 5 0 -and 3 0 -tRNA derived stress-induced RNAs (5 0 -or 3 0 -tiRNAs) (Yamasaki et al., 2009 ). The 5 0 -tiRNAs inhibit global translation. These diverse facets of RNA granule biology suggest that an RNA supply function is only one of many functions.
What Are the Units of Plasticity? Given the association between local translation and plasticity, identifying the anatomical and physiological units of plasticity is highly relevant. Since first proposed by Hebb (Morris, 1999) , synapses and their associated spines have been considered the fundamental units capable of plasticity and thereby mediate memory. A large body of data demonstrates that spines change when an animal learns (Hofer et al., 2009; Xu et al., 2009; Yang et al., 2009; Lai et al., 2012; Moczulska et al., 2013; Roberts et al., 2010) and ablation of learning induced spines results in the erasure of the memory (Hayashi-Takagi et al., 2015) . Spine function can be remarkably specific. For example, NMDA-receptor-dependent single spine inputs to the same dendrite for pure tone stimulation at different frequencies are highly heterogeneous with narrowly and widely tuned spines (Chen et al., 2011) . This property makes it functionally problematic for adjacent spines to share stimulus response properties. However, more generally, consideration of a single synapse as the unit of plasticity over-emphasizes the non-physiological experimental conditions that precisely deliver a 100 Hz stimulus train to a single synapse as an experimental means to induce LTP. For example, the Arc mRNA is transported from the soma and exquisitely localizes to the specifically activated synapse (Dynes and Steward, 2012) when LTP is induced. Arc mRNA, however, may be a highly specialized case that serves as a beacon to guide additional mRNAs to an activated synapses more broadly under physiologic circumstances. Without some targeting mechanism the likelihood of finding a set of plasticity mRNAs at any random synapse is small.
On the other hand, the spatial mRNA distributions may mandate dendritic branches as units of plasticity, a possibility, which fits with the Clustered Plasticity Hypothesis (Govindarajan et al., 2011) . This hypothesis takes note of a bias in the late phase of LTP toward spines within a branch and concludes that the primary functional units for long-term memory storage are dendritic branches rather than individual synapses.
RNA distributions are reasonable candidates for determining the specificity of spine function. As the demand for localized mRNAs grows to supply increasing numbers of synapses, a competition for their protein products arises. Not only does low RNA occupancy imply that many synapses do not have available the machinery for implementing enduring plasticity; it also means that mRNAs have to be strategically located within a vast space. The ''sushi belt model'' addresses this problem (Doyle and Kiebler, 2011) . The sushi belt is a conveyor that carries a stream of individual sushi plates (substitute mRNAs) past individual customers (substitute synapses) who make rapid decisions based on their proximity, appeal, and appetite. This model has been formulated in a mathematical framework that adjusts globally tuned trafficking kinetics in a trade-off between speed of delivery and precision of delivery (Williams et al., 2016) . The model predicts delivery rates, driven mainly by microtubule detachment rates in order to achieve reasonable precision. Therefore, the induction of translationally dependent plasticity can be speeded considerably by mRNAs already present in the region of synaptic activation. This ''rich get richer'' multiplicative effect also operates at the protein level. For example, large post-synaptic densities in large spines capture more diffusing PSD-95 and retain it longer than small post-synaptic densities (Gray et al., 2006) .
Other methodologies, such as evoking homeostatic plasticity, open opportunities to probe the role of local translation in plasticity without administering a train of impulses to induce LTP. Methods which utilize optogenetic techniques to tag a small population of cells specifically activated by learning to express channelrhodopsin (Zhang et al., 2006) and thereby retrieve a memory (Liu et al., 2012; Ramirez et al., 2013) show great promise. Cells activated by learning, referred to an engrams, displayed changes typical of LTP such as high current amplitude, insertion of AMPA receptors, high spontaneous excitatory post-synaptic current frequency and amplitude, and increased dendritic spine density, all of which could be blocked by the systemic injection of protein synthesis inhibitors. Surprisingly, direct light-induced activation in the presence of protein synthesis inhibitors could elicit recall of an encoded memory. These remarkable studies demonstrate a decoupling of memory encoding and memory retrieval with only the former requiring protein synthesis (Ryan et al., 2015) . The establishment of long-lasting connectivity patterns that can be activated in the absence of protein synthesis would circumvent many problematic facets of low dendritic mRNA copies.
Dendritic RNA Distributions and Synaptic Weights
Occupancy of RNAs at synapses depends upon RNA supply kinetics and their local half-lives. As mentioned, some mRNAs such as Arc (Steward et al., 1998) translocate to single ''tagged'' synapses triggered by a depolarization event at that synapse and then pinpoint these sites for local translation-dependent plasticity. Other mRNAs are resident in the dendrite and support translation-dependent plasticity by localizing within the vicinity of synapses undergoing plastic changes on a more delayed timescale than Arc mRNA. Another pool of dendritic mRNAs is likely to support constitutive translation unrelated to plasticity. To the extent that a set of locally translated mRNAs related to plasticity are distinguishable, their dendritic RNA distributions could serve as a surrogate for the distribution of synaptic weights over the dendritic tree. One might envision a dendritic tree with an RNA distribution that instantiates the historical experience of that dendrite as a distribution of synaptic weights.
However, important caveats pertain to the assumption that synapses, which have had plasticity induced, are likely to have mRNA in their proximate vicinity, and consequently, whether mRNAs can serve as a marker for activated synapses. Local translation may induce long-lasting synaptic changes that persist after the RNA is no longer present. Long-lasting synaptic changes are a function of the decay kinetics of the synaptic weights. One available measurement that reflects on this question is LTP duration, which, in most studies, is decremental with decrements that occur over widely divergent time periods from hours to weeks to months (Abraham, 2003) . In one case, LTP was reported to last for a year in the dentate gyrus (Abraham et al., 2002) . The duration of LTP is state dependent in the sense that the context of an experience determines its duration. As decrements in LTP set in, at some point local translation may re-induce plasticity at synapses where decrements had occurred. In an overly facile manner, we often link phenomena related to LTP and its requirement for local translation to memory (Shors and Matzel, 1997) . Synapses that have undergone decay in LTP may be available for new memories; however, the loss of LTP does not necessarily imply that the memory is lost. More permanent mechanisms for the persistence of memory that do not rely on translation-dependent LTP have been proposed. For example, Roger Tsien put the forth the intriguing view that memory resides in the ''pattern of holes'' in the perineuronal net, which is a specialized extracellular matrix (ECM) that envelops synapses and confines their formation (Tsien, 2013) . These topological patterns of memory are built with ECM proteins that have extremely long half-lives. The half-lives of proteins that encode memory are a critical factor for any hypothesis that posits the presence of RNA in the region of a synapse as a marker for synaptic weights. Most proteins have half-lives on the order of hours to days consistent with some measurements of LTP decrements, and therefore localized RNA would reflect a relatively short historical window on synaptic weights.
Incoming signals to a dendritic tree that encode a previous experience can (1) encounter a locale of pre-existing plasticity and ready retrievability of the memory, (2) encounter decremental plasticity that creates the opportunity to refresh the translational competence of the ''tagged'' synapses and re-enforce or modify the memory, or (3) encounter synapses that have completely lost any local mRNAs in the immediate vicinity, but if the stimulus is sufficiently strong, may re-initiate local translation. However, the large number of synapses on the dendritic tree, most of which are incompetent to undergo plasticity because they lack a sufficiently proximate population of mRNAs, implies that only a small subset of synapses can be modified by an incoming stimulus. In other words, the synaptic weights over the dendritic tree will be highly skewed toward those few synapses in which plasticity has been induced and hence are sparsely distributed over dendritic space. This organizational schema allows incoming signals to sample widely while translationally unresponsive synapses can ignore much of the incoming chatter.
The biology of LTP decay may capture issues related to restoration of memories for which there is amnesia. When impulses coming into the dendritic tree encounter synapses that have already undergone plastic changes, we again have an example of the ''rich get richer.'' Plastic synapses with RNA locally present are sustained by historically repeating inputs, whereas completely novel input patterns face a tabla rasa of sparse synapses, most of which are incapable of converting an input to an enduring memory through local translation. Because neural activity is tied to spine size, as neural inputs activate synapses in established patterns, spine size changes will follow a log-normal distribution as shown in individual neurons of layer 5 cortex (Loewenstein et al., 2011) and correlate with individual synaptic weights (Lisman and Harris, 1993; Kasai et al., 2003) . When an entire set of preferentially weighted synapses undergo decay in plasticity due to silencing of inputs, homeostatic plasticity (Sweatt, 2016) may maintain the responsivity of the dendrite. But in the absence of a patterned input, synaptic weights may become more homogenously distributed and the dendrite becomes increasingly capable of acquiring a representation of a novel input pattern. Thus, dendritic RNA distributions could play a role in setting the balance between novelty and experience.
Low RNA Copy Number and the Dynamic Range of Dendritic Plasticity Low mRNA occupancy of synapses over the entire dendritic tree creates a potential space for dynamically altering the distribution of mRNAs and thereby altering the number of sites available for the induction of plasticity. When dendrites receive a larger number of input signals, more synapses become activated and RNA occupancy of synapses will increase. A small number of synaptic locales with sufficient mRNAs to initiate plasticity imply that few additional mRNAs are required for generating multiples of the translation capacity over the entire dendrite. This property is called dynamic range, which is the ratio between the largest and smallest values that a quantity can assume. This ratio is often expressed logarithmically as a base-2 to convey doublings of the quantity over its range. A small number of mRNAs makes it more efficient to double the translational capacity of the dendrite. A wide dynamic range will allow the dendrite to resolve small changes in its total translational competence over a wide range of synaptic RNA occupancy states.
Systems with a large dynamic range often require a mechanism to operate at different settings within the range. For example, pupillary dilation and constriction correspond to light levels over the very broad dynamic range of the eye and the stapedius muscle dampens the vibrations of the stapes to protect the ear from high noise levels while retaining the capacity to operate at high noise level. Individual synapses can dial the degree of plasticity. Using the high correlation in spine head volumes between two synaptic contact sites from a single axon on a dendritic tree, 26 spine sizes were discriminated and considered to encode discrete states of synaptic strength (Bartol et al., 2015) that may operate at different points over the dynamic range of the dendrite.
Low RNA Copy Number and Sparse Coding Sparse coding considers a large set of coding units, most of which remain inactive with the mean firing rate of individual neurons often less than 1 Hz (Kerr et al., 2007; Margrie et al., 2002) . Any specific encoding, such as the representation of a complex external stimulus, uses a few strongly active units, among a large set of possibilities. Different stimuli activate different subsets of the total available neurons. Sparse population coding lies between two extremes, in which each neuron in the network represents a single feature or concept, and dense ''distributed'' codes in which each feature is represented in a large number cells, allowing the storage of many more features than there are neurons in the network. Sparse coding offers energy efficiency and compressibility but requires that neurons extract highly informative features. Neurons lie on continuum according to which they may respond to most stimuli or instead give highly selective responses (Foldiak and Young, 1995) . Systems that respond to most stimuli are highly redundant and each neural response carries little information, whereas sparse codes when tuned to match the sparsely distributed, informative components of the natural world, transmit high information content with minimal redundancy and relatively few spikes. Thus, sparse coding is informationally and metabolically more efficient than dense codes (Laughlin et al., 1998 ).
An illustrative model of sparsity is the Drosophila olfactory system in which projection neurons carry olfactory information from the antennal lobe to the protocerebrum. These neurons respond to the majority of odor stimuli, and many odors elicit responses in most projection neurons (Perez-Orive et al., 2002; Bhandawat et al., 2007 ). But at the next level of processing, only 5%-10% of Kenyon cells respond to any given odor, and Kenyon cells in the mushroom body fire only a few spikes (Perez-Orive et al., 2002; Ito et al., 2008; Honegger et al., 2011; Turner et al., 2008 ). Sparse Kenyon cell activity is thought to sharpen distinct odor representations as a means to enhance learned responses to similar odors (Jortner et al., 2007; Luo et al., 2010) and appears to operate via a feedback inhibition system that suppresses Kenyon cell activity to maintain sparse, decorrelated odor coding (Lin et al., 2014) . In some mammalian brain regions, synaptic connectivity is sparse with the probability of finding a synaptic connection between a randomly chosen pair of excitatory neurons, even if in proximity to each other is far less than one (Markram, 1997; Song et al., 2005) .
When RNA is sparsely distributed leaving many synapses translationally incompetent, many incoming impulses will arrive at synapses that are unresponsive to the incoming signal. Therefore, only a small subset of neurons will be responsive to those incoming signals that match with synapses, which have undergone plasticity. In this manner, dendritic RNA distributions could match a sparse code. The counter factual is untenable: if nearly all of the synapses on a dendritic tree were capable of strengthening by a train of incoming signals, encoding would be inefficient, noise could not be discriminated, and gain control and the capacity to encode differences would be lost.
The small number of synapses that any single axon makes on the dendritic tree through which it passes, fits with these views of sparse coding. Multiple inputs from the same axon synapsing on a dendritic tree would reduce sparsity because an incoming axon would have a greater likelihood to encounter a synapse capable of undergoing local translation due to the presence of local RNA and decrease the specificity of the input. Concomitantly, a more complex dendritic tree allows for increased discrimination between synaptic populations by reducing the probability that a weakly activated synapse will terminate on a dendritic branch that is already strongly activated (O'Donnell and Sejnowski, 2014) . Spines are thought to contribute to single hit synapse formation by space filling in a helical configuration along the dendritic shaft (Yuste, 2011) . Basal pyramidal dendrites (Wen et al., 2009 ) and Purkinje cell dendrites, which are oriented orthogonally to the axonal parallel fibers (Wen and Chklovskii, 2008) minimize multiple hits on a single dendrite. Layer 5 pyramidal cells in the rat can have 4-8 connections between pairs of neurons . In some cases, two or more hits from a single axon on the same dendrite make synaptic contacts with shared histories of presynaptic and postsynaptic activity (Bartol et al., 2015) . In these cases, the incoming axon increases its chances of encountering a post-synaptic element with local translational machinery available, but it has diminished the sparsity of the signal.
Dendritic RNA Distribution and Neuronal Firing Rates Neuronal firing depends upon a time variant input pattern to the dendritic tree, which is non-linearly summed in a manner that results in a binary decision-to initiate an action potential or not. The constellation of synaptic weights over the tree computes this decision and the plasticity of each synapse is one measure of its weight. (Other measures include synapse location on the dendritic tree, its excitatory or inhibitory properties, its degree of clustering with other synapses, etc.) As is the case for several other phenomena observed here such as the distribution of spine sizes (Loewenstein et al., 2011) , the efficacy of spike transmission across pairs of cortical neurons has a skewed, lognormallike distribution in which the majority of pairs are weakly coupled and a small minority are strongly coupled (Mizuseki and Buzsá ki, 2013) . These data raise the possibility that some population of RNAs are distributed in a manner that correlates with the distribution of synaptic weights and indirectly with firing rate. Supportive observations from Kristen Harris' lab showed that postsynaptic densities on spines containing polyribosomes were larger after tetanic stimulation and the colocalization of polyribosomes and synapse enlargement might indicate spines that are expressing long-term potentiation induced by tetanic stimulation (Ostroff et al., 2002) . However, many controls operate on neuronal firing rates such as the density of AMPA receptors and numerous other factors, many of which are unknown. Furthermore, while we know that RNAs in dendrites are relatively sparse and their copy numbers vary greatly across different dendrites, we do not know the shape of their probability distribution curves across different dendritic populations.
Remarkably, firing rates of individual cortical pyramidal neurons in the intact brain span at least four orders of magnitude and the distribution of both stimulus-evoked and spontaneous activity in cortical neurons obeys a long-tailed, typically lognormal, pattern (reviewed in (Buzsá ki and Mizuseki, 2014) . Spontaneous spiking among most cortical neurons in vivo is infrequent, usually less than 1 Hz (Margrie et al., 2002; O'Connor et al., 2010; Minamisawa et al., 2011) (which insures efficient energy use) and highly asynchronous (Ecker et al., 2010; Renart et al., 2010) . A rate spectrum establishes a wide dynamic range that spans large numbers of very slow-firing neurons to a small numbers of fast-firing neurons, a pattern that has been observed widely in the cerebral cortex (Buzsá ki and Mizuseki, 2014) . Whether quantifying mRNAs in multiple dendrites and drawing an RNA distribution curve would resemble the skewed shape of firing rate distributions is an open question.
The possibility remains that the distribution of mRNAs in dendrites may serve as a ''plasticity parameter'' that reflects the likelihood of a dendritic input generating an action potential in the neuron. In the absence of local mRNAs in the vicinity of a synapse, that synapse will not be able to appreciatively alter its synaptic weight and therefore will be unable to alter the firing pattern of the neuron. As inputs to the dendrite induce patterns of synaptic plasticity reflected in spine shape, corresponding patterns of local RNAs that lie within the range of activated synapses will occur concomitantly. With changes in synaptic weights will come modification of the cell's firing rate. How precisely to read the history of dendritic input from its RNA distributions or any synaptic parameter will require more detailed ultrastructural quantification of dendrites. High-resolution serial electron microscopy on rapidly firing cortical neurons with corresponding polysome quantification could shed light on this question.
The prevalence of the log-normal rule across diverse levels of brain function (Buzsá ki and Mizuseki, 2014) could serve as a means to bridge biological hierarchies, such as RNA localization, spine size, and firing rates. A cell that is responsive to change along a log scale can utilize small copy numbers without the necessity of setting their value precisely because only order of magnitude changes would be detected. As opposed to a bimodal distribution, the continuous log-normal curve does not require a sharp cut-off for copy numbers of molecular effectors in cells. As opposed to a sigmoidal, plateau effects are minimal.
The heavy tail creates a domain in which small fluctuations are relatively inconsequential and yet provides a rich source of parameters from which the cell can draw. For implementing cellular functions, log scales allow the cell to add units rather than multiply them. Such computations are facilitated when assessing probabilistic outcomes of multiple independent events. Using sets of log-normal plots as probability density curves could link molecular components such as RNA to physiologic features such as firing rates.
Conclusion
Single-cell RNA-seq (scRNA-seq) and single-molecule fluorescence in situ hybridization (smFISH) provide increasingly precise quantification of localized RNA. These methods suggest that translation in dendrites, which is an essential facet of plasticity, is carried out with surprisingly small copy numbers of RNA. A random input to the dendritic tree is unlikely to encounter a translationally competent synapse and therefore must attract RNAs that synapse to induce plasticity. The paucity of RNA in dendrites limits the number of synapses that can be supplied with translation products to a cluster of synapses even if the rate and timing of the input stimuli are otherwise sufficient to induce plasticity. Because the copy numbers of abundant mRNAs are far below the number of synapses, translation-dependent plasticity must rely on a distribution of mRNAs capable of supplying the translation needs of synapse clusters. The factors, which establish boundaries on these ''plasticity units'' such as local RNA probability densities and variable synaptic clustering place spatial constraints over translation-dependent synaptic plasticity. mRNAs packaged as RNA granules could increase the likelihood that a functionally related set of mRNAs will be present for implementing the translational requirements of an activated synapse. In contrast to a fully RNA loaded dendrite with a large energy requirement and little room for adjustment, low RNA occupancy at synapses allows for a larger dynamic range of overall dendritic translational competence. Consequently a larger dynamic range of plasticity states exists when transcription is upregulated and the number of mRNAs entering the dendrite increases. mRNA patterns over the dendrite may reflect its firing history, to support sparse coding and to contribute to the skewed distribution of firing rates in cortical neurons.
Synapses that were historically active are more likely to have undergone the protein synthetic changes associated with plasticity, and therefore, the potential output of a dendrite intrinsically exhibits an experience-dependent bias. The history of firing at a synapse establishes a set of translationally competent synapses in which active synapses multiplicatively attract additional mRNAs and thereby have a high likelihood of sustaining their plastic changes with additional input. A history-driven determinism means neuronal firing depends upon learned experience and this mode of action progressively dominates as the brain matures and patterns of translational competence at synapses become established. These deterministic synapses contrast with low RNA copy number synapses or synapses that lie at the boundary of where the products of translation can reach. The low copy numbers imply that the likelihood parameters for whether these RNA poor synapses will undergo plastic changes by increasing or decreasing their firing threshold must have a stochastic term. These probabilistic couplings imply that an expected goal (an input) may not be achieved (a failed output). In vivo recordings from a variety of neocortical regions suggest that only a small fraction of neurons in a network spike in response to a particular sensory stimulus (Vinje and Gallant, 2000; Olshausen and Field, 2004) . However, occasionally an input with a low probability output will succeed and such unexpected events will augment the dendritic repertoire and create novelty. Probabilistic connections open external input to novel interpretations, a necessary adaptation when operating in a complex and changing environment. The presence of non-deterministic connections capable of plasticity along the tail of a lognormal distribution is a means to deal with contingencies by anticipating changes in the environment. In other words, the nervous system holds a latent ability to deal with contingencieseven those never previously experienced-built into the wide dynamic range of synaptic responsiveness. Striking a balance between learned and novel behaviors requires the synaptic architecture to modulate deterministic and probabilistic synaptic weights by regulating the capacity for plasticity through various biophysical parameters including RNA distributions.
