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STUDY OF ANTIORBITAL COMPLEXES
G. Lusztig
To Gregg Zuckerman on his 60th birthday
Introduction
0.1. Let U be an N -dimensional vector space over a finite field Fq and let U
∗ be
the dual vector space. Let κ : U × U∗ −→ Fq be the canonical pairing. We fix a
prime number l such that l 6= 0 in Fq and a nontrivial character ψ : Fq −→ Q¯
∗
l . (We
denote by Q¯l an algebraic closure of the field of l-adic numbers.) If f : U −→ Q¯l is
a function, the Fourier transform fˆ : U∗ −→ Q¯l is defined by
fˆ(y) = q−N/2
∑
x∈U
ψ(κ(x, y))f(x).
0.2. Assume that q is odd, N is even ≥ 4 and that U is endowed with a split
nondegenerate symmetric bilinear form (, ) : U × U −→ Fq. This allows us to
identify U∗ = U . Let SO(U) be the special orthogonal group of (, ). The following
is the prototype of a problem that we are interested in.
(a) Describe the space of all functions f : U −→ Q¯l which are constant on
each orbit of SO(U) such that both f and fˆ vanish on the complement of {x ∈
U ; (x, x) = 0}.
It turns out that the space (a) consists of all scalar multiples of a single function
namely:
f(x) = 0 if (x, x) 6= 0, f(x) = 1 if (x, x) = 0, x 6= 0,
f(x) = 1 + q(N−2)/2 if x = 0.
The proof is an easy exercise (the fact that fˆ = f is shown in [L4,§11]; see also
the last paragraph of 3.5).
Let k be an algebraic closure of Fq. The function f can be interpreted as
the characteristic function of the intersection cohomology complex of the quadric
(x, x) = 0 in k ⊗ U . This quadric is singular at 0 and this accounts for the term
q(N−2)/2 in the formula for f(0).
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0.3. Let G be a connected reductive algebraic group over k with a given semisim-
ple automorphism ϑ : G −→ G with fixed point set Gϑ. Let K be the identity
component of Gϑ. We assume that the characteristic of k is sufficiently large.
Now ϑ induces a (semisimple) automorphism of the Lie algebra g of G. For any
ζ ∈ k∗ let gζ be the ζ-eigenspace of this automorphism. Note that K acts on gζ
by the adjoint action. Let gnilζ be the variety of elements in gζ which are nilpotent
in g. We assume that we are given an Fq-structure on G such that ϑ : G −→ G
is defined over Fq, such that all eigenvalues of ϑ : g −→ g are in F
∗
q and such that
there exists a Borel subgroup of G defined over Fq which is ϑ-stable. Then K, g
and gζ (for any ζ) inherit an Fq-structure. Let κ : g×g −→ k be a fixed G-invariant
nondegenerate symmetric bilinear form; we assume that it is also ϑ-invariant and
defined over Fq. It induces a nondegenerate bilinear pairing κζ : gζ × gζ−1 −→ k
(for any ζ) which is again defined over Fq. This allows us to identify gζ−1 with
the dual space of gζ (compatibly with the Fq-structures and K-actions). We fix
ζ ∈ k∗. The following is a generalization of the problem 0.2(a).
(a) Describe the space of all functions f : gζ(Fq) −→ Q¯l (which are constant on
each orbit of K(Fq)) such that f vanishes on any non-nilpotent element of gζ(Fq)
and fˆ vanishes on any non-nilpotent element of gζ−1(Fq). In particular, when is
this space nonzero?
(The example in 0.2 arises in the case where G = SO2n+1(k), K = SO2n(k),
ζ = −1.)
In the case where ζ = 1 the solution of (a) can be found in [L1]. It turns
out that in this case functions as in (a) exist very rarely and they are related to
”cuspidal character sheaves”. For example if G = Sp2n(k), ϑ = 1, ζ = 1, there is
up to scalar at most one nonzero f as in (a); it exists if and only if n = i(i+ 1)/2
for some i ∈ N. On the other hand, when ϑ is an inner automorphism and ζ 6= 1,
we will show (see 3.4(a)) that the space (a) is always nonzero.
0.4. Assume now that in 0.3 we take G = GL(V ) where V is a finite dimensional
k-vector space with a fixed Fq-structure and a fixed grading V = ⊕i∈Z/mVi such
that each Vi is defined over Fq. Here m is a fixed integer ≥ 2 such that m 6= 0 in
k. Let a ∈ k∗ be such that am = 1 and 1, a, . . . , am−1 are distinct. Define g0 ∈ G
by g0(v) = a
iv for v ∈ Vi, i ∈ Z/m. Define ϑ : G −→ G as conjugation by g0. Then
ga can be viewed as the space of representations of a cyclic quiver with m vertices
of fixed multidegree. In this case we will describe completely the space 0.3(a) by
exhibiting an explicit basis for it. (See 2.14(a)). This basis is closely connected
with the theory of canonical bases [L2] applied to affine SLm.
0.5. As suggested by the example in 0.2, it is useful to study the problem 0.3(a) by
passing to k and using geometric methods, namely using perverse sheaves instead
of functions and using Deligne-Fourier (D-F) transform (see 0.7) instead of Fourier
transform.
Let E be a finite dimensional k-vector space and let Eˇ be its dual space. Let
K be a connected linear algebraic group with a given homomorphism of algebraic
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groups K −→ GL(E). Then K acts on E and (by duality) on Eˇ. A complex (of
Q¯l-sheaves) on E is said to be orbital if it is a simple K-equivariant perverse sheaf
on E supported by the closure of a single K-orbit. A complex (of Q¯l-sheaves) on
Eˇ is said to be antiorbital if it is isomorphic to the D-F transform of an orbital
complex on E. (Then it is a simpleK-equivariant perverse sheaf on Eˇ.) A complex
(of Q¯l-sheaves) on E is said to be biorbital if it is orbital for the K-action on E
and its D-F transform is orbital for the K-action on Eˇ.
0.6. Assume now that E = gζ , K are as in 0.3, (ζ ∈ k
∗). Some general results on
K-orbits on gζ can be deduced from Vinberg’s work [V]. In the case where ζ = 1
an explicit description of the antiorbital complexes on gζ−1 is given in [L1].
In the case where gζ arises as in 0.4 from a cyclic quiver an explicit description
of the antiorbital complexes on gζ−1 is given in Theorem 2.6. By ”explicit” we
mean that for each antiorbital complex we describe its support and the associated
local system on an open dense smooth part of the support.
We also describe explicitly the collection of antiorbital complexes on Eˇ in a
case where E,K does not come from the setup in 0.3 (see 3.9). In this example,
E is the coadjoint representation of a unipotent group K and there are infinitely
many subvarieties of the adjoint representation Eˇ which appear as supports of
antiorbital complexes.
Assume again that E = gζ , K, ϑ are as in 0.3 with ζ ∈ k
∗, so that Eˇ = gζ−1 .
Let Qζ be the collection of simple K-equivariant perverse sheaves K on gζ such
that supp(K) ⊂ gnilζ and supp(F(K)) ⊂ g
nil
ζ−1 . Note that Qζ contains only finitely
many objects up to isomorphism. The following is a geometric analogue of problem
0.3(a).
(a) Describe explicitly the objects of Qζ (by describing the corresponding nilpo-
tent K-orbits and associated local systems). In particular when is Qζ nonempty?
In the case where ζ = 1 the solution of this problem can be found in [L1]. It turns
out that in this case Qζ is almost always empty. For example if G = Sp2n(k),
ϑ = 1, ζ = 1, there is up to isomorphism at most one object of Qζ ; it exists if and
only if n = i(i+ 1)/2 for some i ∈ N. At the other extreme, in the case where ζ
has large order in k∗ (say > dim g), gζ−1 and gζ consist of nilpotent elements and
Qζ consists of all orbital complexes on gζ−1 (they are automatically antiorbital).
If we assume only that ζ 6= 1 (and that ϑ is an inner automorphism), we can show
that Qζ 6= ∅. (See 3.3.) In the case which arises as in 0.4 from a cyclic quiver,
we determine Qζ explicitly. (See 2.13). In this case Qζ is exactly the collection
of simple perverse sheaves on E defined by the theory of canonical bases for affine
SLm. (This gives a new characterization of that canonical basis.) In any case, the
set (of isomorphism classes in) Qζ can be viewed as a basis of a finite dimensional
Q(v)-vector space Vζ and we have the operations of ”induction” and ”restriction”
(see the Appendix) relating Vζ and the analogous vector space for a ϑ-stable Levi
subgroup analogous to multiplication and comultiplication in a quantum group;
we also have canonically Vζ = Vζ−1 (compatibly with the bases) and this agrees
with the operations of induction and restriction. Thus, Qζ behaves in many re-
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spects like a canonical basis. (This point of view has been already emphasized in
[L5] which corresponds to the case where ζ has large order in k∗.)
0.7. Notation. If X is an algebraic variety let D(X) be the bounded derived
category of constructible Q¯l-sheaves on X The objects of D(X) are said to be
complexes. If K ∈ D(X) we write K[?] instead of ”K with some shift”. We say
”local system” instead of ”Q¯l-local system”. If L is a local system on X and x ∈ X
we denote by Lx the stalk of L at x. If Y is a locally closed smooth irreducible
subvariety of X and L is a local system on Y , then the intersection cohomology
complex IC(Y¯ ,L) on the closure Y¯ of Y is well defined. Extending this by 0 on
X − Y¯ we obtain a complex IC(Y¯ ,L)X in D(X). Now ψ (see 0.1) defines an
Artin-Schreier local system of rank 1 on k; its inverse image under any morphism
φ : X −→ k is a local system Lφ of rank 1 on X .
Let E, Eˇ be as in 0.5. Let 〈, 〉 : E × Eˇ −→ k be the obvious pairing. Let
F : D(E) −→ D(Eˇ) be the Deligne-Fourier (D-F) transform
K 7→ F(K) = δ′!(δ
∗(K)⊗ L〈,〉)[dimE];
here δ : E × Eˇ −→ E, δ′ : E × Eˇ −→ Eˇ are the two projections.
For n ∈ N, Sn denotes the symmetric group in n letters.
Contents
1. Cyclic quivers and orbital complexes.
2. Cyclic quivers and antiorbital complexes.
3. Further examples of antiorbital complexes.
Appendix. Induction, restriction.
1. Cyclic quivers and orbital complexes
1.1. In this and the next section we fix an integer m ≥ 1 such that m 6= 0 in k.
We set I = Z/m. We fix ǫ = ±1 in I.
Let C be the category of finite dimensional k-vector spaces V with a given
I-grading that is, a direct sum decomposition V = ⊕i∈IVi indexed by I (the
morphisms are linear maps compatible with the grading). For V ∈ C we define
|V | = (|V |i) ∈ N
I by |V |i = dim(Vi). Define v ∈ C by vi = k for all i ∈ I. For
V ∈ C we set
EǫV = {T ∈ End(V );TVi ⊂ Vi+ǫ ∀i}.
Let Cǫ be the category whose objects are the pairs (V, T ) where V ∈ C and T ∈ EǫV
(the morphisms are linear maps compatible with the grading and which commute
with the given endomorphisms). For V ∈ C let
GV = {A ∈ GL(V ), AVi = Vi ∀i ∈ I},
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a closed subgroup of GL(V ) isomorphic to
∏
i∈I GL(Vi). Note that GV acts natu-
rally by conjugation on EǫV . Clearly the GV -orbits on E
ǫ
V are in natural bijection
with the isomorphism classes of objects (V ′, T ) ∈ Cǫ such that V ′ ∼= V in C.
For any T ∈ EǫV and any λ ∈ k let VT,λ be the generalized λ-eigenspace of
Tm : V −→ V . Note that VT,λ is compatible with the grading of V hence is itself
an object of C. Moreover VT,λ is T -stable. We denote the restriction of T to VT,λ
by λT . We have (VT,λ,
λT ) ∈ Cǫ and (V, T ) = ⊕λ∈k(VT,λ,
λT ) in Cǫ. We set
ST = {λ ∈ k
∗;VT,λ 6= 0}.
For any λ ∈ k let Eǫ,λV = {T ∈ E
ǫ
V ;VT,λ = V } (a closed GV -stable subset of E
ǫ
V ).
We say that Eǫ,0V is the nilpotent variety in E
ǫ
V .
If V ∼= v we set E
−ǫ,∗
V = E
−ǫ
V − E
−ǫ,0
V = ∪λ∈k∗E
−ǫ,λ
V (an open dense subset of
E−ǫV ); for λ ∈ k
∗ we define αλ : E
−ǫ,∗
V −→ k
∗ by αλ(T ) = λλ
′ where T ∈ E−ǫ,λ
′
V .
We describe some objects of Cǫ.
Let A = {(a, b) ∈ Z × Z; a ≤ b}. Now mZ acts freely on A by c : (a, b) 7→
(a+c, b+c); let Am be the space of orbits. We write a, b for the orbit of (a, b) ∈ A.
Let (a, b) ∈ A. Let V = Va,b be the k-vector space with basis ea, ea+1, . . . , eb
viewed as an object of C in which ej ∈ Vj for all j = a, a+ 1, . . . , b. (The index j
in Vj is viewed as an integer mod m.) Define T1 ∈ E
1
V by ea 7→ ea+1 7→ ea+2 7→
. . . 7→ eb 7→ 0. Define T−1 ∈ E
−1
V by eb 7→ eb−1 7→ eb−2 7→ . . . 7→ ea 7→ 0. We
have (Va,b, Tǫ) ∈ C
ǫ. Moreover the isomorphism class of (Va,b, Tǫ) in C
ǫ depends
only on the mZ-orbit of (a, b). Hence we can use the notation (Vβ, Tǫ) for this
isomorphism class where β = a, b ∈ Am.
Let λ ∈ k∗ and let n ∈ Z>0. Choose λ
′ ∈ k∗ such that λ′m = λ. Let U = U(n)
be the k-vector space with basis ea,i (a ∈ [1, n], i ∈ I). For i ∈ I let Ui be the
subspace of U spanned by ea,i(a ∈ [1, n]). These subspaces form an I-grading of
U . Define T1 ∈ End(U) by ea,i 7→ ea,i+ǫ (a ∈ [1, n], i ∈ I). Define T2 ∈ End(U)
by ea,i 7→ ea+1,i+ǫ (a ∈ [1, n− 1], i ∈ I), en,i 7→ 0 (i ∈ I). We have T1, T2 ∈ E
ǫ
U ,
T1T2 = T2T1. We have T
m
1 = 1 hence T1 is semisimple. Clearly, T2 is nilpotent
hence Tǫ(λ) := λ
′T1 + T2 ∈ End(U) is such that Tǫ(λ)
m − λ : U −→ U is nilpotent.
We have (U(n), Tǫ(λ)) ∈ C
ǫ. We show that the isomorphism class of (U, Tǫ(λ)) is
independent of the choice of λ′. Let λ′′ ∈ k∗ be such that λ′′m = λ. We must show
that there exists R ∈ GU such that R(λ
′T1 + T2) = (λ
′′T1 + T2)R. Let z = λ
′′/λ′.
Define R ∈ GU by ea,i 7→ z
−azǫiea,i (a ∈ [1, n], i ∈ I). (Here z
ǫi makes sense since
zm = 1.) We have RT1 = zT1, RT2 = T2R and our claim follows.
Now (Vβ , Tǫ) and (U(n), Tǫ(λ)) are indecomposable objects of C
ǫ; it is easy to
see that, conversely, any indecomposable object of Cǫ is isomorphic to (Vβ, Tǫ) (for
a well defined β ∈ Am) or to (U(n), Tǫ(λ)) (for a well defined n ≥ 1, λ ∈ k
∗).
1.2. Define 1 ∈ NI by 1i = 1 for all i ∈ I. Let R be the set of maps ρ :
Z>0 −→ N such that ρ(n) = 0 for all but finitely many n. For ρ ∈ R we set
ρ =
∑
n∈Z>0
ρ(n)n ∈ N. For any t ∈ N let Rt = {ρ ∈ R; ρ = t}.
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Let P be the set of maps σ : Am −→ N such that σ(β) = 0 for all but finitely
many β ∈ Am. Let
Pap = {σ ∈ P;
∏
a,b∈Am;b−a=n
σ(a, b) = 0 ∀n ∈ N}.
(This is a finite product.) The elements of Pap are said to be aperiodic. For σ ∈ P
we set |σ| =
∑
β∈Am
σ(β)|Vβ | ∈ N
I . For any ν ∈ NI we set Pν = {σ ∈ P; |σ| = ν}.
Let Papν = {σ ∈ P
ap; |σ| = ν}.
Let Z˜ be the set of all collections θ = (θλ)λ∈k where θλ ∈ R for λ ∈ k
∗,
θ0 ∈ P are such that θλ = 0 for all but finitely many λ. For θ ∈ Z˜ we set
|θ| =
∑
λ∈k∗ θλ1+ |θ0| ∈ N
I . For ν ∈ NI let Z˜ν = {θ ∈ Z˜; |θ| = ν}.
For any ρ ∈ R let Πρ be the corresponding irreducible representation of Sρ
over Q¯l. (In particular if ρ(1) = N and ρ(n) = 0 for n > 1 then Πρ is the unit
representation of SN .) Let Nρ = dimΠρ.
1.3. Let V ∈ C. From the results in 1.1 we see that the GV -orbits on E
ǫ
V are
naturally indexed by the set Z˜|V |: the GV -orbit E
ǫ
V,θ corresponding to θ ∈ Z˜|V |
consists of all T ∈ EǫV such that
(V, T ) ∼= ⊕λ∈k∗,n≥1(U(n), Tǫ(λ))
⊕θλ(n) ⊕⊕β∈Am(Vβ , Tǫ)
⊕θ0(β)
in Cǫ. For any θ ∈ Z˜|V |, the complex
(a) IC(EǫV,θ, Q¯l)EǫV
is well defined. It is up (to shift) an orbital complex on EǫV with its natural GV -
action. Since the only GV -equivariant irreducible local system on E
ǫ
V,θ is Q¯l we see
that any orbital complex on EǫV is (up to shift) of the form (a) for a well defined
θ.
Let σ ∈ P|V |. Define σ¯ ∈ Z˜|V | by σ¯0 = σ, σ¯λ = 0 for λ ∈ k
∗. Note that the
GV -orbits contained in the nilpotent variety E
ǫ,0
V are exactly the subsets E
ǫ
V,σ¯ for
various σ ∈ P|V |.
1.4. Let V ∈ C be such that V ∼= v⊕s for some s ∈ N. We fix λ ∈ k∗. Let
D = {S ∈ EǫV ;S
m = λ}. For S ∈ D let S˙ = {N ∈ Eǫ,0V ;NS = NS}. Clearly, the
map
{(S,N);S ∈ D,N ∈ S˙}
g
−→ Eǫ,λV , (S,N) 7→ S +N
is a bijection. Let N = {f ∈ End(V0); f nilpotent}. For any S ∈ D we define
a bijection N
∼
−→ S˙ by κ 7→ N = NS,κ where N(S
hv) = Sh+1κ(v) for v ∈ V0,
h ∈ [0, m − 1]; we then have also N(Shv) = Sh+1κ(v) for v ∈ V0, h ∈ N. The
inverse bijection is N 7→ κ where κ(v0) = S
−1N(v0) for v0 ∈ V0. We see that
we have a bijection u : D × N
∼
−→ Eǫ,λV given by (S, κ) 7→ S + NS,κ. Now let S
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be the set of all (T, f) where f = (0 = V 0 ⊂ V 1 ⊂ V 2 ⊂ . . . ⊂ V s = V ) is a
sequence of subobjects of V such that V j/V j−1 ∼= v for j ∈ [1, s] and T ∈ EǫV is
such that T (V j) ⊂ V j for j ∈ [1, s] and the element of EǫV j/V j−1 induced by T is
in Eǫ,λ
V j/V j−1
. This is a smooth irreducible variety. Let S0 be the set of all (κ, f0)
where f0 = (0 = V
0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ Vs = V0) is a sequence of subspaces of
V0 such that dim(V
j/Vj−1) = 1 for j ∈ [1, s] and κ ∈ N is such that κ(Vj) ⊂ Vj
for j ∈ [1, s]. We define an isomorphism u′ : D × S0
∼
−→ S by (S, (κ, f0)) 7→ (T, f)
where T = S +NS,κ and f = (V
j) with V jh = S
h(Vj) for h = 0, 1, . . . , m− 1. We
have a commutative diagram
S
u′
←−−−− D × S0
a′
−−−−→ S0
g1
y g2
y g3
y
Eǫ,λV
u
←−−−− D ×N
a
−−−−→ N
where g1(T, f) = T , g2(S, (κ, f0)) = (S, κ), g3(κ, f0) = κ and a, a
′ are the obvious
projections. It is well known that g3!Q¯l ∼= ⊕ρ∈RsP
⊕Nρ
ρ [d] where Pρ are simple
mutually nonisomorphic perverse sheaves on N and d ∈ Z. Using the fact that
the right square in the diagram above is cartesian and a is smooth with connected
fibres we deduce that g2!Q¯l ∼= ⊕ρ∈RsP
′
ρ
⊕Nρ [d′] where P ′ρ are simple mutually
nonisomorphic perverse sheaves on S × N and d′ ∈ Z. Using the fact that u, u′
are isomorphisms we deduce that g1!Q¯l ∼= ⊕ρ∈RsP
′′
ρ
⊕Nρ [d′] where P ′′ρ are simple
mutually nonisomorphic perverse sheaves on Eǫ,λV and d
′ is as above.
1.5. Assume that V ∈ C, U1, U2, . . . , Us ∈ C are such that U1⊕U2⊕. . .⊕Us ∼= V .
We have a diagram
EǫU1 × E
ǫ
U2 × . . .×E
ǫ
Us
p1
←− E′
p2
−→ E′′
p3
−→> EǫV
with the following notation.
E′′ is the set of all pairs (T, f) where f is a sequence (0 = V 0 ⊂ V 1 ⊂ V 2 ⊂
. . . ⊂ V s = V ) of subobjects of V such that V j/V j−1 ∼= U j for j ∈ [1, s] and
T ∈ EǫV is such that TV
j ⊂ V j for all j ∈ [1, s]. E′ is the set of all triples (T, f, φ)
where (T, f) ∈ E′′ (with f = (V j)) and φ = (φj) is a collection of isomorphisms
φj : V
j/V j−1
∼
−→ U j for j ∈ [1, s]. We have p1(T, f, φ) = (Tj) where Tj ∈ E
ǫ
Uj
is obtained by transporting the element of EǫV j/V j−1 induced by T via φj for
j ∈ [1, s]. We have p2(T, f, φ) = (T, f), p3(T, f) = T . Note that p3 is a proper
morphism.
Let Kj be a GUj -equivariant perverse sheaf (up to shift) on E
ǫ
Uj (j ∈ [1, s]).
Then ⊠jKj is a
∏
j GUj -equivariant perverse sheaf (up to shift) on
∏
j E
ǫ
Uj . Since
p1 is a smooth morphism with connected fibres, K
′ := p∗1(⊠jKj) is a
∏
j GUj -
equivariant perverse sheaf (up to shift) on E′. Since p2 is a principal
∏
j GUj -
bundle there is a well defined perverse sheaf (up to shift) K′′ on E′′ such that
p∗2K
′′ = p∗1K
′. We set Ind(⊠jKj) = p3!K
′′ ∈ D(EǫV ).
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1.6. We preserve the setup of 1.5. We fix λ ∈ k∗. Assume that U j ∼= v for j ∈
[1, s]. For j ∈ [1, s] let Kj = IC(E
ǫ,λ
Uj , Q¯l)EǫUj
. Let S be the set of all (T, f) ∈ E′′
such that the following holds: f = (V j) is such that for j ∈ [1, s], V j/V j−1 ∼= U j
and the element of EǫV j/V j−1 induced by T is in E
ǫ,λ
V j/V j−1 . This is a closed smooth
irreducible subset of E′′. From the definitions we have K′′ = IC(S, Q¯l)E′′ . We
have p3(S) ⊂ E
ǫ,λ
V . From 1.4 we see that
Ind(⊠jKj) ∼= ⊕ρ∈RsP
′′
ρ
⊕Nρ [d′]
where P ′′ρ are simple mutually nonisomorphic perverse sheaves on E
ǫ
V with support
on Eǫ,λV and d
′ ∈ Z. The perverse sheaves P ′′ρ are GV -equivariant. Since the
number of GV -orbits in E
ǫ,λ
V is equal to ♯(Rs) we see that the P
′′
ρ are precisely the
orbital complexes on EǫV with support contained in E
ǫ,λ
V .
1.7. We preserve the setup of 1.5. Assume that s = t+ 1 where t ∈ N. Assume
that U j ∼= v for j ∈ [1, t] and σ ∈ Pap is such that |Us| = |σ|. For j ∈ [1, t]
let Kj = IC({0}, Q¯l)Eǫ
Uj
. Let Ks = IC(EǫUs,σ¯, Q¯l)EǫUs . Let S
′′ be the set of all
(T, f) ∈ E′′ such that the following holds: f = (V j) is such that V j/V j−1 ∼= U j
for j ∈ [1, s] and the element of EǫV j/V j−1 induced by T is 0 if j ∈ [1, t] and is in
EǫV s/V s−1,σ¯ if j = s. This is a locally closed smooth irreducible subset of E
′′. From
the definitions we have K′′ = IC(S¯′′, Q¯l)E′′ . We have p3(S
′′) ⊂ EǫV,0. Since E
ǫ
V,0 is
closed in EǫV we see that p3(S¯
′′) ⊂ Eǫ,0V . Thus supp(Ind(⊠jKj)) ⊂ E
ǫ,0
V . Moreover,
since p3 is proper, Ind(⊠jKj) is isomorphic to ⊕e∈[1,M ]Pe[de] where Pe are simple
GV -equivariant perverse sheaves on E
ǫ
V with supp(Pe) ⊂ E
ǫ,0
V and de ∈ Z (we use
the decomposition theorem). Let Yt,σ be the set of isomorphism classes of simple
perverse sheaves on EǫV that are isomorphic to Pe for some e ∈ [1,M ].
1.8. We preserve the setup of 1.5. Assume that s = t + 1, t ∈ N. Let θ ∈ Z˜|V |.
Assume that for j ∈ [1, t] we have |U j | = θλj1 where λ1, λ2, . . . , λt are distinct
elements of k∗ and |Us| = |θλs | (we set λs = 0). Note that θλ = 0 for any
λ /∈ {λ1, . . . , λs}. For j ∈ [1, s] define θ
j ∈ Z˜|Uj | by θ
j
λj
= θλj , θ
j
λ = 0 if λ 6= λ
j .
Let Sj = E
ǫ
Uj ,θj , a GUj -orbit in E
ǫ
Uj ; let Kj = IC(S¯j, Q¯l)EǫUj
. Let S′′ be the set of
all (T, f) ∈ E′′ such that the following holds: f = (V j) is such that V j/V j−1 ∼= U j
for j ∈ [1, s] and T ∈ EǫV is such that for j ∈ [1, s], the element of E
ǫ
V j/V j−1 induced
by T belongs to EǫV j/V j−1,θj . We have K
′′ = IC(S¯′′, Q¯l)E′′ . Let S be the set of
all T ∈ EǫV such that for j ∈ [1, s] we have VT,λj
∼= U j and the element of EǫVT,λj
induced by T belongs to EǫVT,λj ,θj
. Note that S = EǫV,θ. For any T ∈ S¯ (closure of
S) the fibre p−13 (T ) consists of exactly one element, namely (T, f) where f = (V
j)
is given by V 1 = VT,λ1 , V
2 = VT,λ1 ⊕ VT,λ2 , etc. More precisely, p3 defines an
isomorphism S¯′′
∼
−→ S¯. We see that Ind(⊠jKj) = IC(EǫV,θ, Q¯l)EǫV .
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2. Cyclic quivers and antiorbital complexes
2.1. We preserve the setup in 1.1. If V ∈ C, we have a perfect bilinear pairing
EǫV × E
−ǫ
V −→ k given by (T, T
′) = tr(TT ′, V ); it is compatible with the GV -
action. We use it to identify E−ǫV with the dual of E
ǫ
V . Hence the D-F transform
F : D(EǫV ) −→ D(E
−ǫ
V ) is well defined. In particular the notion of antiorbital
complex on E−ǫV is well defined; it is a complex of the form F(K) where K is an
orbital complex on EǫV (with respect to the GV -action).
2.2. Define h : (k∗)m −→ k and h′ : (k∗)m −→ k∗ by
h(x1, x2, . . . , xm) = x1 + x2 + · · ·+ xm, h
′(x1, x2, . . . , xm) = x1x2 . . . xm.
Then the local system Lh on (k∗)m is defined (see 0.7). According to Deligne [D,
Thm.7.8, p.221], the complex Km := h′!L
h[m− 1] ∈ D(k∗) (a sheaf theory version
of a family of generalized Kloosterman sums) is a local system of rank m on k∗.
(The rank 1 local system K1 is of Artin-Schreier type. The rank 2 local system K2
is implicit in Weil’s paper [W].)
Assume now that V ∈ C, V ∼= v. Let λ ∈ k∗. Let K = IC(E
ǫ,λ
V , Q¯l)EǫV .
Note that α∗λ(K
m) is a local system of rank m on E−ǫ,∗V (αλ as in 1.1). Let
K′ = IC(E−ǫV , α
∗
λ(K
m))E−ǫ
V
. We show:
(a) K′[m] ∼= F(K)[m− 1].
Since F(K)[m− 1] is a simple perverse sheaf on E−ǫV it is enough to show that
F(K)[m− 1]|E−ǫ,∗
V
∼= K′[m]|E−ǫ,∗
V
in D(E−ǫ,∗V ) or equivalently that
δ′1!(δ
∗
1Q¯l ⊗L
(,))[m][m− 1] = α∗λ(K
m)[m]
where δ1 : E
ǫ,λ
V ×E
−ǫ,∗
V −→ E
ǫ,λ
V , δ
′
1 : E
ǫ,λ
V ×E
−ǫ,∗
V −→ E
−ǫ,∗
V are the projections and
the restriction of (, ) to Eǫ,λV × E
−ǫ,∗
V is denoted again by (, ). Thus it is enough
to show that δ′1!L
(,) = α∗λh
′
!L
h. We can assume that V = v. Then Eǫ,λV can be
identified with h′−1(λ), E−ǫ,∗V can be identified with (k
∗)m, (, ) can be identified
with the map
h′′ : h′−1(λ)× (k∗)m −→ k, ((x1, . . . , xm), (y1, . . . , ym)) 7→ x1y1 + · · ·+ xmym,
δ′1 can be identified with δ
′′ : h′−1(λ) × (k∗)m −→ (k∗)m (second projection) and
αλ can be identified with
α′ : (k∗)m −→ k∗, (z1, . . . , zm) 7→ λz1 . . . zm.
Define j : h′−1(λ)× (k∗)m −→ (k∗)m by
j((x1, . . . , xm), (y1, . . . , ym)) = (x1y1, . . . , xmym).
It is enough to show that α′∗h′!h
∗ = δ′′! h
′′∗. Since h′′ = hj it is enough to show
that α′∗h′!h
∗ = δ′′! j
∗h∗, or that α′∗h′! = δ
′′
! j
∗. This follows from the fact that the
diagram consisting of α′, h′, δ′′, j is cartesian.
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2.3. Let V ∈ C. Let σ ∈ Pap, t ∈ N be such that |V | = |σ| + t1. Let E−ǫV,t,σ be
the set of all T ∈ E−ǫV such that ♯(ST ) = t, VT,λ
∼= v for λ ∈ ST and
0T ∈ E−ǫVT,0,σ¯
(0T as in 1.1). Note that E−ǫV,t,σ is a locally closed, smooth, irreducible, GV -stable
subvariety of E−ǫV . We define a finite principal covering ζ : E˜
−ǫ
V,t,σ −→ E
−ǫ
V,t,σ as
follows. By definition, E˜−ǫV,t,σ is the set of all pairs (T, ω) where T ∈ E
−ǫ
V,t,σ and
ω is a total order on S(T ). The group of this covering is St (it acts freely in an
obvious way on E˜−ǫV,t,σ. The map ζ is (T, ω) 7→ T .
2.4. Let Pˆ = Pap×R. For ν ∈ NI let Pˆν = {(σ, ρ) ∈ Pˆ; |σ|+ρ1 = ν}. We define
a map Pˆν −→ Pν by (σ, ρ) 7→ σ˜ where σ˜(β) = σ(β)+ρ(b−a) for any β = a, b ∈ Am.
Note that:
(a) this map is a bijection.
The inverse map is σ˜ 7→ (σ, ρ) where ρ ∈ R is defined by
ρ(n) = minβ=a,b∈Am;b−a=n σ˜(β)
and σ ∈ Pap is defined by σ(β) = σ˜(β)− ρ(b− a) for any β = a, b ∈ Am.
Let Z be the set of all collections π = (πλ)λ∈k where π
λ ∈ R for λ ∈ k∗,
π0 ∈ Pˆ are such that πλ = 0 for all but finitely many λ ∈ k∗. For ν ∈ NI let
Zν = {π ∈ Z;
∑
λ∈k∗ π
λ1 + |π0| = ν}. For π ∈ Z and λ ∈ k we define πλ ∈ R by
πλ = π
λ if λ ∈ k∗, π0 = ρ if λ = 0 and π
0 = (σ, ρ).
Assume that we are given a collection of bijections
(b) Φn,λ : Rn
∼
−→ Rn (λ ∈ k
∗, n ∈ N), Ψν′ : Pν′
∼
−→ Pˆν′ (ν
′ ∈ NI).
Such a collection exists by (a). We define a bijection Φ : Z˜
∼
−→ Z by (θλ) 7→ (πλ)
where πλ = Φn,λ(θλ) for λ ∈ k
∗ (here n = θλ) and π0 = Ψν′(θ0) (here ν
′ = |θ0|).
This restricts for any ν ∈ NI to a bijection
(c) Φ(ν) : Z˜ν
∼
−→ Zν .
2.5. Let V ∈ C and let ν = |V |. Let π ∈ Zν . Let z =
∑
λ∈k∗ πλ. We have
π0 = (σ, π0) ∈ Pˆ where σ ∈ P
ap and |V | = |σ| + z1. We associate to π a finite
unramified covering ξ : ′E−ǫV,z,σ −→ E
−ǫ
V,z,σ as follows. By definition,
′E−ǫV,z,σ is the
set of all pairs (T, g) where T ∈ E−ǫV,z,σ and g : S(T ) −→ k is a map such that
♯(g−1(λ′)) = πλ′ for l
′ ∈ k. We define ξ by (T, g) 7→ T . Note that for T ∈ E−ǫV,z,σ
we have
♯(ξ−1(T )) = z!(
∏
λ′∈k
πλ′ !)
−1.
Let L be the local system of rank mz−π0 on ′E−ǫV,z,σ whose stalk at (T, g) is
⊠λ∈ST ,g(λ)6=0K
m
λg(λ). We define a finite principal covering ζ :
′′E−ǫV,z,σ −→
′E−ǫV,z,σ as
follows. By definition, ′′E−ǫV,z,σ is the set of all triples (T, g, ω) where (T, g) ∈
′E−ǫV,z,σ
and ω is a collection of total orders on each of the sets g−1(λ′) (λ′ ∈ k). The group
of this covering is G :=
∏
λ′∈kSπλ′ . (It acts freely in an obvious way on
′′E−ǫV,z,σ.)
Let E˜ be the local system on ′E−ǫV,z,σ associated to the principal covering ζ and the
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irreducible representation ⊠λ′∈kΠπλ′ of G. (The rank of E˜ is
∏
λ′∈kNπλ′ .) Let
Eπ = ξ!(L⊗ E˜), a local system on E
−ǫ
V,z,σ of rank
z!(
∏
λ′∈k
πλ′ !)
−1mz−π0
∏
λ′∈k
Nπλ′ .
Hence the complex
(a) IC(E−ǫV,z,σ, Eπ)E−ǫ
V
is defined.
In the following theorem we assume that the characteristic of k is sufficiently
large. (The reason is explained in 2.9.) It is likely that this assumption is unnec-
essary.
Theorem 2.6. Let V ∈ C. Let ν = |V |.
(a) For any π ∈ Zν, the local system Eπ on E
−ǫ
V,t,σ (notation of 2.5) is irreducible.
(b) There exists a bijection Z˜ν
∼
−→ Zν as in 2.4(c) such that if θ ∈ Z˜ν and
π ∈ Zν is the corresponding element under this bijection, then
F(IC(EǫV,θ, Q¯l)EǫV [?])
∼= IC(E−ǫV,t,σ, Eπ)E−ǫ
V
[?].
The proof will occupy much of the remainder of this section. We see that
the complexes 2.5(a) for various π ∈ Zν are (up to shift) exactly the antiorbital
complexes on E−ǫV .
2.7. We preserve the setup of 1.5. Note that for j ∈ [1, s], F(Kj) is a GUj -
equivariant perverse sheaf (up to shift) on E−ǫUj . Hence Ind(⊠j(F(Kj)) ∈ D(E
−ǫ
V )
is defined. We have:
(a) F(Ind(⊠jKj)) ∼= Ind(⊠j(F(Kj))[?] in D(E
−ǫ
V ).
This is proved in [L2, 5.4] assuming that m ≥ 2 and s = 2; the proof for the case
when m ≥ 2, s 6= 2 is similar to that for m ≥ 2, s = 2 or can be deduced from
the case s = 2 by repetition. The proof for m = 1 is identical to that for m ≥ 2.
(Alternatively, (a) can be deduced from Theorem A.2 in the Appendix.)
2.8. We preserve the setup of 1.5 but we replace ǫ by −ǫ. We fix λ ∈ k∗. Assume
that U j ∼= v for j ∈ [1, s]. Let αλ,j : E
−ǫ,∗
Uj
−→ k∗ be the map αλ of 1.1 with V
replaced by U j . Let Kj = IC(E
−ǫ
Uj
, α∗λ,jK
m). Let S′′ be the set of all (T, f) ∈ E′′
such that the following holds: f = (V j) is such that for j ∈ [1, s], V j/V j−1 ∼=
U j and the element of EǫV j/V j−1 induced by T is in E
−ǫ,∗
V j/V j−1
. This is an open
dense smooth irreducible subset of E′′. Define α : S′′ −→ (k∗)s by α(T, f) =
(a1λ, a2λ, . . . , asλ) where T
m = aj on V
j/V j−1. Let L′′ = α∗((Km)⊠s), a local
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system on S′′. We have K′′ = IC(E′′,L′′). Let S be the set of all T ∈ E−ǫV such
that ♯(ST ) = s and VT,λ ∼= v for λ ∈ ST . (Thus, S = E
−ǫ
V,s,0, see 2.3.) This is
an open dense subset of E−ǫV . Also p
−1
3 (S) is an open dense (hence irreducible)
subset of S′′; let p′3 : p
−1
3 (S) −→ S be the restriction of p3. We have an isomorphism
u : E˜−ǫV,s,0
∼
−→ p−13 (S) (notation of 2.3) given by (T, ω) 7→ (T, f) where f = (V
j) is
defined by V 1 = VT,λ1 , V
2 = VT,λ1⊕VT,λ2 , etc. Here λ1, λ2, . . . , λs are the elements
of S(T ) arranged in the order given by ω. Under the isomorphism u, the map p′3
becomes the map ζ in 2.3 hence is a finite principal covering whose group is Ss.
Thus p′3!Q¯l
∼= ⊕ρ∈Rs(L
ρ)⊕Nρ as local systems on S where Lρ is the local system
on S associated to p′3 and the irreducible representation Πρ of Ss. Note that
the local systems Lρ, ρ ∈ Rs, are irreducible and mutually nonisomorphic (by the
irreducibility of p−13 (S)). Define α¯ : S −→ (k
∗)s/Ss by α¯(T ) = (a1λ, a2λ, . . . , asλ)
(unordered) where aj ∈ k
∗ are the scalars such that VT,aj 6= 0. Let L¯ be the local
system on (k∗)s/Ss whose inverse image under the obvious map (k
∗)s −→ (k∗)s/Ss
is (Km)⊠s. Let L = α¯∗(L¯), a local system on S. We have L′′|p−1
3
(S) = p
′
3
∗L. Hence
Ind(⊠jKj)|S = p
′
3!(p
′
3
∗L) = L⊗ p′3!Q¯l = ⊕ρ∈RsL⊗ (L
ρ)⊕Nρ .
By 2.2, for j ∈ [1, s], our Kj is (up to shift) the D-F transform of Kj in 1.6. Using
2.7 we deduce that our Ind(⊠jKj) is (up to shift) the D-F transform of Ind(⊠jKj)
of 1.6. Hence
Ind(⊠jKj) ∼= ⊕ρ∈RsF(P
′′
ρ )
⊕Nρ [d]
with P ′′ρ as in 1.6 and d ∈ Z. Note that P
′′
ρ are simple mutually nonisomorphic
perverse sheaves on E−ǫV . Restricting to S we obtain
(a) ⊕ρ∈RsL⊗ (L
ρ)⊕Nρ ∼= ⊕ρ∈RsF(P
′′
ρ )|
⊕Nρ
S [d]
in D(S). It follows that for each ρ, F(P ′′ρ )|S[d] is a local system on S (possibly
zero). Let R′s be the set of all ρ ∈ Rs such that F(P
′′
ρ )|S [d] 6= 0. Since S is
open dense in E−ǫV , F(P
′′
ρ )|S[d] (ρ ∈ R
′
s) are irreducible mutually nonisomorphic
local system on S. Thus in (a), the right hand side is a direct sum of
∑
ρ∈R′s
Nρ
irreducible local systems while the left hand side is a direct sum of
∑
ρ∈Rs
Nρ
nonzero local systems. This forces Rs = R
′
s and that each L⊗L
ρ is irreducible. If
ρ 6= ρ′ then L⊗Lρ 6∼= L⊗Lρ
′
; otherwise the number of nonisomorphic irreducible
local systems which appear in the left hand side of (a) would be < ♯(Rs) while the
analogous number for the right hand side of (a) would be equal to ♯(Rs). We see
that there is a unique permutation ρ 7→ ρ′ of Rs such that F(P
′′
ρ )|S [d]
∼= L⊗ Lρ
′
for any ρ ∈ Rs. It follows that F(P
′′
ρ )
∼= IC(E−ǫV ,L ⊗ L
ρ′)E−ǫ
V
[?]. Thus the D-F
transforms of orbital complexes on EǫV with support contained in E
ǫ,λ
V are exactly
the complexes of the form IC(E−ǫV ,L⊗L
ρ′)E−ǫ
V
[?] for various ρ ∈ Rs. The bijection
Rs −→ Rs, ρ 7→ ρ
′ is denoted by Φs,λ.
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2.9. Let V ∈ C. Combining two results [L2, 10.14], [L3, 5.9] in the theory of
canonical bases, we see that
(a) the collection of simple perverse sheaves IC(EǫV,σ¯, Q¯l)EǫV [?], (σ ∈ P
ap
|V |) is
mapped bijectively by F onto the collection of simple perverse sheaves
IC(E−ǫV,σ¯, Q¯l)E−ǫ
V
[?], (σ ∈ Pap|V |).
(Both collections index the canonical basis in degree |V | of a certain algebra asso-
ciated to affine SL2. Note that in [L3] the arguments are in characteristic 0 and
they imply what we need only in sufficiently large characteristic.)
It follows that there exists a bijection σ 7→ σ∗, Pap|V |
∼
−→ Pap|V | such that
(b) F(IC(EǫV,σ¯, Q¯l)EǫV [?])
∼= IC(E−ǫV,σ¯∗ , Q¯l)E−ǫ
V
[?]
for any σ ∈ Pap|V |.
2.10. Let V ∈ C. Let K = IC({0}, Q¯l)Eǫ
V
, K′ = Q¯l = IC(E
−ǫ
V , Q¯l). From the
definitions we have F(K) = K′[n] where n = dimE−ǫV .
2.11. We preserve the setup of 1.5 but we replace ǫ by −ǫ. Assume that s = t+1
where t ∈ N. Assume that U j , σ are as in 1.7. Let σ∗ ∈ Pap|Us| be as in 2.9. For
j ∈ [1, t] let Kj = Q¯l ∈ D(E
−ǫ
Uj
). Let Ks = IC(E
−ǫ
Us,σ¯∗ , Q¯l)E−ǫ
Us
, (σ¯∗ as in 1.3).
Let S′′ be the set of all (T, f) ∈ E′′ such that the following holds: f = (V j) is
such that V j/V j−1 ∼= U j for j ∈ [1, s] and the element of E−ǫV/V s−1 induced by T
is in E−ǫ
V/V s−1,σ¯∗
. This is a locally closed smooth irreducible subset of E′′. In our
case the complex K′′ of 1.5 is K′′ = IC(S¯′′, Q¯l)E′′ . Let S = E
−ǫ
V,t,σ∗ , see 2.3. Now
p−13 (S) is an open dense (hence irreducible) subset of S
′′; let p′3 : p
−1
3 (S) −→ S be
the restriction of p3. We have an isomorphism u : E˜
−ǫ
V,t,σ∗
∼
−→ p−13 (S) (notation
of 2.3) given by (T, ω) 7→ (T, f) where f = (V j) is defined by V 1 = VT,λ1 , V
2 =
VT,λ1 ⊕ VT,λ2 , etc. Here λ1, λ2, . . . , λt are the elements of S(T ) arranged in the
order given by ω. Under the isomorphism u, the map p′3 becomes the map ζ in 2.3
hence is a finite principal covering whose group isSt. Thus p
′
3!Q¯l
∼= ⊕ρ∈Rt(L
ρ)⊕Nρ
as local systems on S where Lρ is the local system on S associated to p′3 and the
irreducible representation Πρ of St. Note that the local systems L
ρ, ρ ∈ Rt, are
irreducible and mutually nonisomorphic (by the irreducibility of p−13 (S)). Since p3
is proper, we have p3(S¯
′′) = p3(p
−1
3 (S)) = p3(p
−1
3 (S)) = S¯ where¯denotes closure.
Hence supp(p3!K
′′) ⊂ S¯.
By 2.9(b), 2.10, for j ∈ [1, s], our Kj is (up to shift) the D-F transform of Kj in
1.7. Using 2.7 we deduce that our Ind(⊠jKj) is (up to shift) the D-F transform
of Ind(⊠jKj) of 1.7. Hence Ind(⊠jKj) = p3!K
′′ is isomorphic to ⊕e∈[1,M ]F(Pe)[d
′
e]
where Pe are as in 1.7 and d
′
e ∈ Z. Note that F(Pe) are simple perverse sheaves
on E−ǫV with support contained in S¯. Restricting to S we obtain
⊕ρ∈Rt(L
ρ)⊕Nρ ∼= ⊕e∈[1,M ]F(Pe)|S[d
′
e]
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in D(S). It follows that for any e, F(Pe)|S[d
′
e] is a local system on S (possibly
zero). Since supp(F(Pe)) ⊂ S¯ we see that F(Pe)|S[d
′
e] is either an irreducible
local system on S or is 0. We deduce that F(Pe)|S is either 0 or is isomor-
phic to Lρ[−d′e] for a well defined ρ ∈ Rt. Hence either supp(F(Pe)) ⊂ S¯ − S
or F(Pe) ∼= IC(S¯,L
ρ)E−e
V
[?]. Conversely, we see that for any ρ ∈ Rt we have
IC(S¯,Lρ)E−e
V
[?] ∼= F(Pe) for some e. Let Xt,σ∗ be the set of isomorphism classes
of simple perverse sheaves on E−ǫV that are isomorphic to F(Pe) for some e ∈ [1,M ].
Let X ′t,σ∗ be the set of isomorphism classes of simple perverse sheaves on E
−ǫ
V that
are of the form IC(S¯,Lρ)E−e
V
[?] for some ρ ∈ Rt. We see that
(a) ♯(Rt) = ♯(X
′
t,σ∗) ≤ ♯(Xt,σ∗).
Let Y ′t,σ be the subset of Yt,σ (see 1.7) which corresponds to the subset X
′
t,σ∗ under
the bijection
(b) Yt,σ
∼
−→ Xt,σ∗ .
induced by F. Then F defines a bijection
(c) Y ′t,σ
∼
−→ X ′t,σ∗ .
We show:
(d) if t, t˜ ∈ N and σ, σ˜ ∈ Pap are such that |V | = |σ| + t1 = |σ˜| + t˜1 and
(t, σ) 6= (t˜, σ˜), then X ′t,σ∗ ∩ X
′
t˜,σ˜∗
= ∅.
It is enough to show that E−ǫV,t,σ∗ ∩ E
−ǫ
V,t˜,σ˜∗
= ∅. This is clear from the definition.
Applying the inverse of F we obtain:
(e) in the setup of (d), we have Y ′t,σ ∩ Y
′
t˜,σ˜
= ∅.
Let ν = |V |. Let X be the set of all (t, σ˜) ∈ N × Pap such that |σ˜|+ t1 = ν. We
have
♯(Pν) ≥ ♯(∪(t,σ˜)∈XYt,σ˜) ≥ ♯(∪(t,σ˜)∈XY
′
t,σ˜) =
∑
(t,σ˜)∈X
♯(Y ′t,σ˜)
=
∑
(t,σ˜)∈X
♯(X ′t,σ˜∗) =
∑
(t,σ˜)∈X
♯(Rt) = ♯(Pˆν) = ♯(Pν).(f)
The first ≥ follows from the fact that each Yt,σ consists of simple perverse sheaves
of the form IC(EǫV,σ¯, Q¯l)EǫV [?] with σ ∈ Pν . The second ≥ follows from the
inclusion Y ′t,σ˜ ⊂ Yt,σ˜. The first = follows from (e). The second = follows from (c).
The third = follows from (b). The fourth = follows from definitions. The fifth =
follows from 2.4(a). It follows that each inequality in (f) is an equality.
In particular we see that any simple perverse sheaf of the form IC(EǫV,σ1 , Q¯l)EǫV [?]
with σ1 ∈ Pν belongs to Y
′
t,σ for a unique (t, σ) ∈ X . Hence any simple per-
verse sheaf of the form F(IC(EǫV,σ1 , Q¯l)EǫV [?]) with σ1 ∈ Pν belongs to X
′
t,σ∗ for
a unique (t, σ) ∈ X . In particular it is of the form IC(E−eV,t,σ∗ ,L
ρ)E−e
V
[?] for a
unique (σ∗, ρ) ∈ Pˆ|V |, t = ρ.
Since ♯(Pν) = ♯(Pˆν), see 2.4, we see that there exists a unique bijection Ψν :
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Pν
∼
−→ Pˆν , σ
′ 7→ σˆ′, such that
(g) F(IC(EǫV,σ¯′, Q¯l)EǫV [?])
∼= IC(E−eV,t,σ∗ ,L
ρ)E−e
V
[?]
for any σ′ ∈ Pν ; here σˆ
′ = (σ∗, ρ), t = ρ.
2.12. We preserve the setup of 1.5 but we replace ǫ by −ǫ. Assume that s = t+1,
t ∈ N. Let λ1, λ2, . . . , λs, θ, U
j be as in 1.8. Let ν = |V |. Let Φ(ν) : Z˜ν
∼
−→ Zν
be the bijection associated in 2.4 to the collection of bijections Φn,λ (as in 2.8)
and Ψν′ (as in 2.11). Let π = Φ(ν)(θ) ∈ Zν . For j ∈ [1, t] let dj = πλj . Let
Sj = E
−ǫ
Uj ,dj ,0
, see 2.3. Let Lj be the local system on Sj defined as L in 2.8 (with
V, s, λ replaced by U j , dj, λj). Let L
πλj be the local system on Sj defined as L
ρ′ in
2.8 (with V, s, λ, ρ replaced by U j , dj, λj, θλj ). Let Kj = IC(E
−ǫ
Uj
,Lj ⊗ L
πλj )E−ǫ
Uj
.
By 2.8, this Kj is (up to shift) the D-F transform of the Kj in 1.8. We write
πλs = π0 as (σ, ρ) ∈ Pap × R. Let ds = ρ. Let Ss = E
−ǫ
Us,ds,σ
. Let Lπ0 be the
local system on Ss defined as L
ρ in 2.11 (with V, t, ρ replaced by Us, ds, π0). Let
Ks = IC(E
−ǫ
Us,ds,σ
,Lπ0)E−ǫ
Us
. By 2.11, this Ks is (up to shift) the D-F transform of
the Ks in 1.8.
Let S′′ be the set of all (T, f) ∈ E′′ such that the following holds: f = (V j)
is such that V j/V j−1 ∼= U j for j ∈ [1, s] and T is such that the element Tj of
E−ǫV j/V j−1 induced by T is in E
−ǫ
V j/V j−1,dj ,0
(if j ∈ [1, t]) and in E−ǫV/V s,ds,σ (if
j = s). This is a locally closed smooth irreducible subset of E′′. We define a
finite principal covering ζ ′′ : S˜′′ −→ S′′ as follows. By definition, S˜′′ is the set
of all triples (T, f, ω) where (T, f) ∈ S′′ and ω = (ωj) is a collection of total
orders ωj on S(Tj) (j = 1, . . . , s). The group of this covering is G =
∏
j∈[1,s]Sdj
(it acts freely in an obvious way on E˜−ǫV,t,σ). The map ζ
′′ is (T, f, ω) 7→ (T, f).
Let E˜ be the local system on S′′ associated to the principal covering ζ ′′ and the
irreducible representation ⊠λ′∈kΠπλ′ of G. Let L
′′ be the local system on S′′
whose stalk at (T, f) is ⊠j∈[1,t] ⊠λ∈STj K
m
λλj
. In our case the complex K′′ of 1.5 is
K′′ = IC(S¯′′,L′′ ⊗ E˜)E−e
V
. From 2.7 we see that our Ind(⊠jKj) = p3!K
′′ is (up to
shift) the D-F transform of Ind(⊠jKj) = IC(EǫV,θ, Q¯l)EǫV of 1.8.
Let z =
∑
j∈[1,s] πλj . Let S = E
−ǫ
V,z,σ, see 2.3. Now p
−1
3 (S) is an open dense
subset of S′′; let p′3 : p
−1
3 (S) −→ S be the restriction of p3. We have an isomorphism
u : ′E−ǫV,z,σ
∼
−→ p−13 (S) (see 2.5) given by (T, g) 7→ (T, f) where f = (V
j) is defined
by
V 1 = ⊕λ∈g−1(λ1)VT,λ, V
2 = ⊕λ∈g−1(λ1)∪g−1(λ2)VT,λ, etc.
Under the isomorphism u, the map p′3 becomes the map ξ of 2.5. Since p3 is
proper, we have p3(S¯
′′) = p3(p
−1
3 (S)) = p3(p
−1
3 (S)) = S¯ where¯denotes closure.
Hence supp(p3!K
′′) ⊂ S¯ so that p3!K
′′ is completely determined by its restriction
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to S. Since p3!K
′′[?] is the D-F transform of a simple perverse sheaf, it is itself a
simple perverse sheaf. We have
(p3!K
′′)|S = p
′
3!((L
′′ ⊗ E˜)p−1
3
(S)) = ξ!(L⊗ E˜) = Eπ
(notation of 2.5). We see that p3!K
′′ = IC(E−ǫV,z,σ, Eπ)E−e
V
. Thus IC(E−ǫV,z,σ, Eπ)E−e
V
is (up to shift) the D-F transform of IC(EǫV,θ, Q¯l)EǫV . This forces Eπ to be an
irreducible local system, proving 2.6(a); 2.6(b) follows as well.
2.13. We state a converse of 2.9(a). Let V ∈ C. Let ν = |V |. Let K be a
GV -equivariant simple perverse sheaf on E
ǫ
V .
(a) The following three conditions on K are equivalent:
(i) supp(K) is contained in the nilpotent variety and supp(F(K)) is contained
in the nilpotent variety;
(ii) K is biorbital.
(iii) K ∼= IC(EǫV,σ¯, Q¯l)EǫV [?] for some σ ∈ P
ap
ν .
(This gives a new characterization of the perverse sheaves which constitute the
canonical basis [L2] associated to a cyclic quiver.)
Let S1 (resp. S2 or S3) be the set of K (up to isomorphism) as in (i) (resp. as
in (ii) or (iii)). From 2.9(a) we see that S3 ⊂ S1. From 2.11 we see that
♯(S1) = ♯((σ
∗, ρ) ∈ Pˆν ; ρ = 0} = ♯(P
ap
ν ) = ♯(S3).
It follows that S1 = S3.
Clearly, S1 ⊂ S2. Assume now that K ∈ S2. If supp(K) is the closure of a
non-nilpotent orbit then from 2.12 we see that the support of F(K) is a closure of
a subvariety of the form E−ǫV,z,σ where z > 0, σ ∈ P
ap; in particular, the support of
F(K) is not the closure of a single orbit so that F(K) is not orbital, a contradiction.
Thus, supp(K) is the closure of a nilpotent orbit. The same argument shows that if
supp(F(K)) is the closure of a non-nilpotent orbit then F(F(K)) is not orbital hence
K is not orbital, a contradiction. Thus, supp(F(K)) is the closure of a nilpotent
orbit. We see that K ∈ S1. Thus S2 ⊂ S1 hence S1 = S2. This proves (a).
2.14. Let V ∈ C. Let ν = |V |. Assume that we are given an Fq-structure on each
Vi. Then E
ǫ
V inherits an Fq-structure and for each σ ∈ Pν , the subset E
ǫ
V,σ¯ of E
ǫ
V is
defined over Fq. Let U = E
ǫ
V (Fq). Then the dual space U
∗ can be identified with
E−ǫV (Fq). For σ ∈ Pν let Uσ = E
ǫ
V,σ¯(Fq), U
∗
σ = E
−ǫ
V,σ¯(Fq); we define fσ : U −→ Q¯l,
f ′σ : U
∗ −→ Q¯l as follows. If x ∈ U ∩ EǫV,σ¯ (resp. x
′ ∈ U∗ ∩ E−ǫV,σ¯) we define fσ(x)
(resp. f ′σ(x
′)) as the alternating sum of the traces of the Frobenius map on the
stalks of the cohomology sheaves of IC(EǫV,σ¯, Q¯l) (resp. IC(E
−ǫ
V,σ¯, Q¯l)) at x (resp.
x′); if x ∈ U − EǫV,σ¯ (resp. x
′ ∈ U∗ − E−ǫV,σ¯) we set fσ(x) = 0 (resp. f
′
σ(x
′) = 0).
Note that (fσ)σ∈Pν (resp. (f
′
σ)σ∈Pν ) is a Q¯l-basis of the vector space F (resp.
F ′) of functions U −→ Q¯l (resp. U
∗ −→ Q¯l) which are constant on the orbits of
GV (Fq) and vanish on non-nilpotent elements.
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For any (σ, ρ) ∈ Pˆν we define a function f
′′
σ,ρ : U
∗ −→ Q¯l as follows. Let
t = ρ. If x ∈ U∗ ∩ E−ǫV,t,σ we define f
′′
σ,ρ(x) as the alternating sum of the traces
of the Frobenius map on the stalks of the cohomology sheaves of IC(E−ǫV,t,σ,L
ρ)
at x; if x ∈ U∗ − E−ǫV,t,σ, we set f
′′
σ,ρ(x) = 0. We have a partition E
−ǫ
V,t,σ(Fq) =
⊔gE
−ǫ
V,t,σ(Fq)g (g runs through the conjugacy classes in St) where E
−ǫ
V,t,σ(Fq)g
is the set of all T ∈ E−ǫV,t,σ(Fq) such that the action of Frobenius on ST is by a
permutation of type g. Clearly each E−ǫV,t,σ(Fq)g is nonempty. From the definitions
for any T ∈ E−ǫV,t,σ(Fq) we have f
′′
σ,ρ(T ) = tr(g,Πρ) where g is defined by T ∈
E−ǫV,t,σ(Fq)g.
From 2.11(g) we see that there exists a bijection Pν
∼
−→ Pˆν , σ
′ 7→ σˆ′, such that
for any σ′ ∈ Pν we have fˆσ′ = bσ′f
′′
σ∗,ρ where (σ
∗, ρ) = σˆ′ and bσ′ ∈ Q¯
∗
l . Moreover
from 2.9(b) we see that we have σ′ ∈ Papν if and only if (σ
∗, ρ) = σˆ′ satisfies ρ = 0.
Let f ∈ F be such that fˆ ∈ F ′. We can write uniquely f =
∑
σ∈Pν
aσfσ
where aσ ∈ Q¯l. Assume that aσ 6= 0 for some σ ∈ Pν − P
ap
ν . Applying Fourier
transform we obtain fˆ =
∑
(σ,ρ)∈Pˆν
a′σ,ρf
′′
σ,ρ where a
′
σ,ρ ∈ Q¯l and a
′
σ0,ρ0
∈ Q¯∗l for
some (σ0, ρ0) ∈ Pˆν with ρ0 > 0. We can assume in addition that dimE
−ǫ
V,ρ
0
,σ0
≥
dimE−ǫV,ρ,σ for any (σ, ρ) ∈ Pˆν such that a
′
σ,ρ 6= 0, ρ > 0. Let t = ρ0. Then for any
(σ, ρ) ∈ Pˆν such that a
′
σ,ρ 6= 0 we have E
−ǫ
V,ρ,σ ∩E
−ǫ
V,ρ
0
,σ0
= ∅ unless ρ = t, σ = σ0.
Since fˆ ∈ F ′ we have fˆ |E−ǫ
V,ρ
0
,σ0
= 0. Hence
∑
(σ,ρ)∈Pˆν
a′σ,ρf
′′
σ,ρ|E−ǫ
V,t,σ0
= 0
and∑
ρ∈Rt
a′σ0,ρf
′′
σ0,ρ
|E−ǫ
V,t,σ0
= 0,
∑
ρ∈Rt
a′σ0,ρtr(g,Πρ) = 0
for any conjugacy class g inSt. It follows that a
′
σ0,ρ
= 0 for any ρ ∈ Rt, contradict-
ing a′σ0,ρ0 = 0. This contradiction shows that aσ = 0 for any s ∈ Pν − P
ap
ν . Thus
f is a linear combination of the functions fσ, (σ ∈ P
ap
ν ). Conversely, if σ ∈ P
ap
ν
then from 2.9(b) we see that fˆσ = cf
′
σ∗ where σ
∗ ∈ Papν and c ∈ Q¯
∗
l . Thus we have
fˆs ∈ F
′. Thus any linear combination f of the functions fσ, (σ ∈ P
ap
ν ) satisfies
f ∈ F , fˆ ∈ F ′ and we have the following result.
(a) The functions fσ, (σ ∈ P
ap
ν ) form a basis of the vector space of all functions
f ∈ F such that fˆ ∈ F ′.
2.15. The results in 2.11 suggest a way to organize the nilpotent K-orbits in gζ
(in the context of 0.3) with ζ 6= 1. (Here we assume for simplicity that all nilpotent
elements in gζ have connected isotropy group inK but a similar picture should hold
in general.) Namely, each nilpotent K-orbit should be attached to a ϑ-stable Levi
subgroup L of G up toK-conjugacy (such that ϑ acts on Lder, the derived group of
L, as an inner automorphism) and a biorbital complex K on the ζ-part of the Lie
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algebra of Lder. Moreover, the nilpotent K-orbits corresponding to a given (L,K)
should be such that the D-F transforms of the corresponding orbital complexes
have the same support and they should be indexed by something similar to the
irreducible representations of a Weyl group. Thus something like the ”generalized
Springer correspondence” should hold even though the small and semismall maps
in the usual theory are missing in general.
3. Further examples of antiorbital complexes
3.1. Let G, g, ϑ,K, κ be as in 0.3. We assume that the characteristic of k is
sufficiently large. For ζ ∈ k∗ let gζ , κζ be as in 0.3. For any subspace V of g we
set V ⊥ = {x ∈ g; κ(x, V ) = 0}.
We say that ϑ : G −→ G is inner if there exists a semisimple element g0 ∈ G
such that ϑ(g) = g0gg
−1
0 for all g ∈ G.
For any parabolic subgroup P of G we denote by UP the unipotent radical of
P and by P, UP the Lie algebras of P, UP . Assume now that ϑ(P ) = P . Then
P = ⊕ζ∈k∗P ζ , UP = ⊕ζ∈k∗UP,ζ where P ζ = P ∩ gζ , UP,ζ = UP ∩ gζ .
Let ζ ∈ k∗. Assume that ϑ is inner. Let X be a K-orbit in the variety of
ϑ-stable parabolic subgroups of G (or equivalently a connected component of that
variety). Note that X is a projective variety. Let X˜ζ = {(x, P );P ∈ X, x ∈ P ζ},
X˜ ′ζ = {(x, P );P ∈ X, x ∈ UP,ζ}. Define πζ : X˜ζ −→ gζ , π
′
ζ : X˜
′
ζ −→ gζ by
(x, P ) 7→ x. We show:
(a) F(πζ!(Q¯l)) = π
′
ζ−1!(Q¯l))[?].
Here we view F as a functor D(gζ) −→ D(gζ−1). We have a commutative diagram
X˜ζ
b
←−−−− Ξ
c
−−−−→ Ξ¯
πζ
y r
y d
y
gζ
s
←−−−− gζ × gζ−1
t
−−−−→ gζ−1
where
Ξ = {(x, x′, P );P ∈ X, x ∈ P ζ , x
′ ∈ gζ−1}, Ξ¯ = {(x
′, P ); x′ ∈ gζ−1 , P ∈ X},
s, t are the obvious projections and b, c, r, d are the obvious maps. Let t˜ = tr :
Ξ −→ gζ−1 . Let κ
′ : Ξ −→ k be (x, x′, P ) 7→ κζ(x, x
′). We have
F(πζ!(Q¯l)) = t!(r!(Q¯l)⊗L
κζ )[?] = t˜!(L
κ′)[?] = d!c!(L
κ′)[?].
We have a partition Ξ = Ξ0∪Ξ1 where Ξ0 is defined by the condition that x
′ ∈ UP .
Let c1 : Ξ1 −→ Ξ¯ be the restriction of c. We show that
(b) c1!(L
κ′) = 0.
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The fibre of c1 at (x
′, P ) is P ζ . The restriction of κ
′ to this fibre is the linear map
x 7→ κ(x, x′). It is enough to show that this linear map is not identically zero.
(Assume that κ(x, x′) = 0 for any x ∈ P ζ that is, x
′ ∈ (P ζ)
⊥. Since x′ ∈ gζ−1
we have automatically x′ ∈ (P ζ′)
⊥ for ζ ′ 6= ζ hence x′ ∈ P⊥. Hence x′ ∈ UP a
contradiction.) This proves (b).
From (b) we deduce
d!c!(L
κ′) = d!c!j!j
∗Lκ
′
= t0!(L
κ′ |Ξ0)
where j : Ξ0 −→ Ξ is the inclusion and t0 : Ξ0 −→ gζ is (x, x
′, P ) 7→ x′. Now
t0 is a composition Ξ0 −→ X˜
′
ζ−1
π′
ζ−1
−−−→ gζ−1 (the first map, (x, x
′, P ) 7→ (x′, P ),
is an affine bundle whose fibre at (x′, P ) is isomorphic to P ζ , a vector space of
constant dimension as P runs through X which is a K-orbit.) If (x, x′, P ) ∈ Ξ0
then κ′(x, x′, P ) = κ(x, x′). This is zero since x ∈ P ζ and x
′ ∈ UP . Thus
t0!(L
κ′ |Ξ0) = t0!(Q¯l) = π
′
ζ−1!(Q¯l)[?] and (a) follows.
3.2. We preserve the setup of 3.1 and assume that ϑ is inner. Let ζ ∈ k∗. A
ϑ-stable parabolic subgroup P of G is said to be ζ-tight if P ζ = UP,ζ . In this case,
P is also ζ−1-tight; indeed, we have
UP,ζ−1 = P
⊥ ∩ gζ−1 = {x ∈ gζ−1 ; κ(x, P ζ) = 0}
= {x ∈ gζ−1 ; κ(x, UP,ζ) = 0} = U
⊥
P ∩ gζ−1 = P ζ−1 .
Now let
(a) X be a K-orbit on the variety of ϑ-stable parabolic subgroups of G such
that some (or equivalently, any) P ∈ X is ζ-tight.
In this case we have X˜ζ = X˜
′
ζ , X˜ζ−1 = X˜
′
ζ−1 hence πζ!(Q¯l) = π
′
ζ!(Q¯l), πζ−1!(Q¯l) =
π′ζ−1!(Q¯l). Combining this with 3.1(a) we obtain
(b) F(πζ!(Q¯l)) = F(π
′
ζ!(Q¯l)) = π
′
ζ−1!(Q¯l)[?] = πζ−1!(Q¯l)[?].
Let B be the variety of Borel subgroups of G. We show:
(c) if B ∈ B, ϑ(B) = B and ζ ∈ k∗ − {1} then B is ζ-tight.
Let n = UB . Now ϑ acts naturally on B, n, B/n and we have an obvious direct
sum decomposition B/n = ⊕ζ′∈k∗(B/n)ζ′ ; moreover, (B/n)ζ′ is the image of Bζ′
under B −→ B/n. We can find a semisimple element g0 ∈ G such that ϑ = Ad(g0).
Since ϑ(B) = B we have g0 ∈ B. Hence the centralizer of g0 in B contains a
maximal torus of B. Hence B1 contains a Cartan subalgebra h of B. The image
of h under B −→ B/n is on the one hand equal to B/n and on the other hand is
contained in (B/n)1. Thus B/n = (B/n)1. It follows that (B/n)ζ′ = 0 for any
ζ ′ 6= 1. In particular (B/n)ζ = 0. Hence the image of Bζ under B −→ B/n is 0. In
other words, Bζ ⊂ n and (c) follows.
From (c) we see that any K-orbit X on Bϑ (the variety of ϑ-stable Borel sub-
groups of G) is as in (a) hence (b) is applicable to it.
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3.3. We preserve the setup of 3.1 and assume that ϑ is inner. Let ζ ∈ k∗ − {1}.
We define a collection Q′ζ of simple perverse sheaves on gζ as follows. A simple
perverse sheaf A on gζ is said to be in Q
′
ζ if there exists a K-orbit X on B
ϑ such
that some shift of A is a direct summand of πζ!Q¯l where πζ : X˜ζ −→ gζ is defined in
terms of X as in 3.1. Note that any object A of Q′ζ is K-equivariant and supp(A)
is contained in gnilζ , the variety of nilpotent elements of gζ (we use 3.2(b)).
Note that if X is as in 3.2(a) and πζ : X˜ζ −→ gζ is defined in terms of X as in
3.1 then by the decomposition theorem, πζ!Q¯l ∼= ⊕hAh[dh] where Ah are simple
perverse sheaves on gζ and dh ∈ Z. We show that
(a) Ah ∈ Q
′
ζ for any h.
Let X ′ be the variety of all B ∈ Bϑ such that B is contained in some (necessarily
unique) P ∈ X . Define j : X ′ −→ X by B 7→ P . Note that X ′ is a union of
(finitely many) K-orbits X ′1, . . . , X
′
s on B
ϑ. Let Yi = {(x,B);B ∈ X
′
i; x ∈ Bζ};
define ρi : Yi −→ gζ by (x,B) 7→ x. Let Y = {(x,B);B ∈ X
′; x ∈ Bζ}; define
ρ : Y −→ gζ by (x,B) 7→ x. We have Y = ⊔iYi hence ρ!Q¯l = ⊕iρi!Q¯l. Define
σ : Y −→ X˜ζ by σ(x,B) = (x, j(B)). For (x, P ) ∈ X˜ζ we can identify σ
−1(x, P )
with {B ∈ Bϑ;B ⊂ P} (if B ∈ Bϑ, B ⊂ P we have automatically x ∈ Bζ ; indeed
we have x ∈ P ζ = UP,ζ ⊂ UB,ζ ⊂ Bζ). We see that σ is a locally trivial fibration
whose fibres are finite unions of flag manifolds hence σ!Q¯l ∼= ⊕jQ¯l[2cj] where cj
are integers. We have ρ = πζσ hence ρ!Q¯l = ⊕jπζ!Q¯l[2cj]. Hence Ah[?] is a direct
summand of ρ!Q¯l. Hence Ah[?] is a direct summand of ρi!Q¯l for some i. Thus (a)
holds.
Let A ∈ Q′ζ . It is known [V,§2, Prop.2] that g
nil
ζ is a union of finitely many
K-orbits. It follows that A = IC(O¯, E)gζ [?] where O is a K-orbit in g
nil
ζ , O¯ is the
closure of O and E is an irreducible K-equivariant local system on O. Thus A is
an orbital complex on gζ with unipotent support.
From 3.2(b) we see that F defines a bijection from Q′ζ (up to isomorphism) to
Q′ζ−1 (up to isomorphism). We see that
(b) any object of Q′ζ is biorbital. Moreover Q
′
ζ ⊂ Qζ (see 0.6).
We show:
(c) Q′ζ is nonempty. Hence Qζ is nonempty. More precisely, there exists a
K-orbit O in gnilζ such that IC(O¯, Q¯l)gζ [?] ∈ Q
′
ζ where Q¯l is viewed as a local
system on O.
It is well known that Bϑ 6= ∅. Let X be aK-orbit on Bϑ. Define πζ : X˜ζ −→ gζ as in
3.1 in terms of X . Note that X˜ζ is vector bundle over X (whose fibre over B ∈ X
is Bζ); in particular X˜ζ is smooth irreducible. Hence πζ(X˜ζ) is an irreducible
subvariety of gnilζ (we use 3.2(b)). There is a unique K-orbit O in g
nil
ζ such that
O is open in πζ(X˜ζ). Let n = dimπ
−1
ζ (x) for any x ∈ O (note that π
−1
ζ (x) 6= ∅
for x ∈ O). For x ∈ O let Sx be the set of irreducible components of dimension n
of π−1ζ (x). We have a finite covering τ : S −→ O whose fibre at x ∈ O is Sx. Note
that the 2δ-th cohomology sheaf F of (πζ!Q¯l)|O may be identified with τ!Q¯l (we
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ignore Tate twists). Hence it contains Q¯l as a direct summand. Since (πζ!Q¯l)|O is
a direct sum of shifts of irreducible local systems on O it follows that some shift of
Q¯l is a direct summand of (πζ!Q¯l)|O. By the decomposition theorem, πζ!Q¯l is a
direct sum of shifts of irreducible perverse sheaves with support contained in the
closure O¯ of O. Hence some shift of IC(O¯, Q¯l)gζ is a direct summand of πζ!Q¯l.
This proves (c).
From (b), (c) we deduce:
(d) there exists a K-orbit O in gnilζ such that IC(O¯, Q¯l)gζ [?] belongs to Qζ .
Here Q¯l is viewed as a local system on O.
Let V′ζ be the Q(v)-vector space with basis given by the isomorphism classes
of objects in Q′ζ . (v is an indeterminate). For any K-orbit X on B
ϑ we set
[X ] =
∑
A,j nA,jv
j ∈ V′ζ (sum over A ∈ Q
′
ζ up to isomorphism and j ∈ Z) where
πζ!Q¯l ∼= ⊕A,jA[j] (πζ : X˜ζ −→ gζ is defined in terms of X as in 3.1). We conjecture
that:
(e) the elements [X ] (for various K-orbits X on Bϑ) generate the vector space
V′ζ.
This is known to be true in the case arising from a cyclic quiver (see [L2]) and also
in the case where ζ has large order in k∗ (see [L5]).
3.4. We preserve the setup of 0.3 and assume that ϑ is inner. Let ζ ∈ k∗ − {1}.
The following result is analogous to 3.3(d).
(a) There exists a nonzero function f : gζ(Fq) −→ Q¯l (which is constant on each
orbit of K(Fq)) such that f vanishes on any non-nilpotent element of gζ(Fq) and
fˆ : gζ−1(Fq) −→ Q¯l vanishes on any non-nilpotent element of gζ−1(Fq).
From the assumptions in 0.3, Bϑ has at least one Fq-rational point. Hence it has
some irreducible component X which is defined over Fq. We have X(Fq) 6= ∅. The
morphism πζ : X˜ζ −→ gζ in 3.1 restricts to a map t : X˜ζ(Fq) −→ gζ(Fq). Define
fζ : gζ(Fq) −→ Q¯l by fζ(x) = ♯(t
−1(x)). We have fζ(0) = ♯(X(Fq)) 6= 0. Thus
fζ 6= 0. From 3.2(b) we deduce fˆζ = cfζ−1 where c ∈ Q¯
∗
l and that fζ vanishes on
any non-nilpotent element of gζ(Fq); similarly, fζ−1 vanishes on any non-nilpotent
element of gζ−1(Fq). Hence fˆζ vanishes on any non-nilpotent element of gζ−1(Fq).
Clearly, fζ is constant on each orbit of K(Fq). This proves (a).
3.5. Assume that 2 6= 0 in k. Let V be a k-vector space of finite dimension
N = 2n ≥ 4 with a given nondegenerate symmetric bilinear form (, ) : V ×V −→ k.
Let K be the corresponding special orthogonal group acting on V in an obvious
way. For any λ ∈ k let Qλ = {x ∈ V ; (x, x)/2 = λ}. Note that if λ 6= 0,
then Qλ is a single K-orbit in V ; moreover Q0 − {0} is a single K-orbit in V .
Also the isotropy group in K of any point in V is connected. For λ ∈ k∗ let
Kλ = IC(Qλ, Q¯l)V ∈ D(V ). We set K0 = IC(Q0, Q¯l)V ∈ D(V ) where Q¯l is
viewed as a local system on Q0 − {0}. We set K
′
0 = IC({0}, Q¯l)V ∈ D(V ). Let
V∗ = V − Q0, an open subset of V . For λ ∈ k
∗ we define αλ : V∗ −→ k
∗ by
αλ(x) = λ(x, x)/2. We identify V with its dual via (, ). Hence F : D(V ) −→ D(V )
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is well defined. The following result describes the antiorbital complexes on V .
(i) F(Kλ) = IC(V, α
∗
λK
2)[?] for any λ ∈ k∗;
(ii) F(K0) = K0[?];
(iii) F(K′0) = Q¯l[?].
Now (iii) is obvious and (ii) is proved in [L4]. We prove (i). It is enough to check
this at the level of functions on the set of rational points of V over a finite field.
We set k = Fq. Let U be a k-vector space of dimension N = 2n ≥ 4 with a
fixed nondegenerate symmetric bilinear form (, ) : U × U −→ k which is split over
k. Let λ ∈ k∗. Define f : U −→ Q¯l by f(x) = 1 if (x, x)/2 = λ, f(x) = 0 if
(x, x)/2 6= λ. By 0.1, fˆ : U −→ Q¯l is given by fˆ(x) = q
−n
∑
y∈U;(y,y)=2λ ψ(x, y)
for x ∈ U . We compute fˆ(x) assuming that (x, x)/2 = λ′ 6= 0. We can find a
2-dimensional subspace P of U such that x ∈ P and (, ) is nondegenerate, split on
P . Let P ′ = {z ∈ U ; (z, P ) = 0}. Note that (, ) is nondegenerate split on P ′. We
have
fˆ(x) = q−n
∑
p∈P,p′∈P ′;(p,p)+(p′,p′)=2λ
ψ(x, p)
= q−n
∑
p∈P
♯(p′ ∈ P ′; (p′, p′) = 2λ− (p, p))ψ(x, p)
= q−n(
∑
p∈P ;(p,p)=2λ
((qn − 1)(qn−1 + 1) + 1)ψ(x, p)
+
∑
p∈P ;(p,p)6=2λ
qn−1(qn − 1)ψ(x, p))
=
∑
p∈P ;(p,p)=2λ
ψ(x, p) + q−1(qn − 1)
∑
p∈P
ψ(x, p).
The last sum is 0 since p 7→ ψ(x, p) is a non-trivial character P −→ Q¯∗l . Thus
fˆ(x) =
∑
p∈P ;(p,p)=2λ ψ(x, p). We pick a basis e1, e2 of P such that (e1, e2) = 1,
(ei, ei) = 0 for i = 1, 2. We set x = x1e1 + x2e2 where xi ∈ k, x1x2 = λ
′. We set
p = p1e1 + p2e2 where pi ∈ k, p1p2 = λ. We have
fˆ(x) =
∑
p1,p2∈k∗;p1p2=λ
ψ(x1p1 + x2p2) =
∑
p′
1
,p′
2
∈k∗;p′
1
p′
2
=λλ′
ψ(p′1 + p
′
2).
This identity (and the analogous identities where q is replaced by a power of q)
implies (i).
We now give an alternative proof of (ii) at the level of functions on U . For any
n-dimensional isotropic subspace L of U we consider the function fL : U −→ Q¯l
which takes the constant value 1 on L and is 0 on U −L. It is clear that fˆL = fL.
Let f = c−1
∑
L fL where L runs over all n-dimensional isotropic subspaces of U
and c = 2(q + 1)(q2 + 1) . . . (qn−2 + 1). Clearly, f(x) = 0 if (x, x) 6= 0, f(x) = 1
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if (x, x) = 0, x 6= 0, f(x) = 1 + qn−1 if x = 0. We have fˆ = f . This gives the
required identity.
Let K be a K-equivariant simple perverse sheaf on V . From (i),(ii),(iii) above
we see that the following three conditions on K are equivalent:
(I) both supp(K) and supp(F(K)) are contained in {x ∈ V ; (x, x) = 0};
(II) K is biorbital;
(III) K ∼= K0[?].
3.6. Let V be a k-vector space of dimension 2n+2 ≥ 6 with a fixed nondegenerate
symplectic form 〈, 〉 : V × V −→ k and with a fixed grading V = V0 ⊕ V1 such
that 〈V0, V1〉 = 0 and such that dimV0 = 2, dimV1 = 2n. Let sp(V ) = {T ∈
End(V ); 〈T (x), y〉+ 〈x, T (y)〉 = 0 ∀x, y ∈ V }. Let
E = {T ∈ sp(V );TV0 ⊂ V1, TV1 ⊂ V0}.
Note that E = sp−1 where sp±1 are the ±1 eigenspaces of an involution of sp(V )
(induced by an involution of Sp(V ) whose fixed point set is K = Sp(V0)× Sp(V1)
which acts naturally on E). Hence the notion of antiorbital complex on E is
well defined (a special case of 0.6). (In our case the function κζ is the restric-
tion to E × E of the symmetric bilinear form T, T ′ 7→ tr(TT ′) on End(V ).) The
variety of nilpotent elements in E decomposes into a union of three K-orbits
{0},O,O′ represented by 0, N,N ′ where (V,N) ∼= (V1,3, T1)
⊕2⊕ (V1,1, T1)
⊕(2n−4),
(V,N ′) ∼= (V0,1, T1)⊕ (V1,0, T1)⊕ (V1,1, T1)
⊕(2n−2) (as objects of C1 that is without
a symplectic form). Note that the isotropy groups of 0, N,N ′ in K are connected.
Let K0 = IC({0}, Q¯l)E [?], K = IC(O¯, Q¯l)E [?], K = IC(O¯
′, Q¯l)E [?] be the corre-
sponding orbital complexes on E. We have the following result.
(a) F(K0) = IC(E, Q¯l)[?], F(K) ∼= K, F(K
′) ∼= K′. In particular, K and K′ are
biorbital.
The first equality in (a) is obvious. Now let X be the set of all (T,W ) where T ∈ E
andW is an n-dimensional isotropic subspace of V1 such that T (V0) ⊂W ⊂ ker(T ).
Let X ′ be the set of all (T,W ′) where T ∈ E and W ′ is a line of V0 such that
T (V1) ⊂ W
′ ⊂ ker(T ). Note that X,X ′ are smooth varieties and the obvious
projections ρ : X −→ E, ρ′ : X ′ −→ E are proper maps. If T ∈ ρ(X) then
clearly T 3 = 0 so that T is nilpotent. Similarly if T ∈ ρ′(X ′) then T 3 = 0
so that T is nilpotent; actually in this case we have T 2 = 0. (It is enough to
show that T 2V0 = 0 or that T
2x = 0, T 2x′ = 0 where x, x′ is a basis of V0
such that 〈x, x′〉 = 1. Clearly, Tx = 0, T 2x′ = cx where c ∈ k. We have
c = 〈cx, x′〉 = 〈T 2x′, x′〉 = −〈Tx′, Tx′〉 = 0. Thus c = 0 and T 2x′ = 0.) Note that
ρ−1(N) can be identified with the variety of all n-dimensional isotropic subspaces
W of V1 such that W contains N(V0) (a 2-dimensional isotropic subspace of V1)
and is contained in ker(N) ∩ V1 (a codimension 2 subspace of V1 equal to the
perpendicular of N(V0)). Thus ρ restricts to a map ρ
−1(O) −→ O which is a
(locally trivial) fibre bundle whose fibre is isomorphic to the space of Lagrangian
subspaces of a (2n − 4) dimensional symplectic vector space. Since O is open in
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the nilpotent variety of E we see (using the decomposition theorem) that ρ!Q¯l is
isomorphic to a direct sum of complexes of the form K[?] (at least one) and of
some complexes of the form K′[?] or K0[?].
Next we note that ρ′−1(N ′) is a single point of X ′ namely (N ′,W ′) where
W ′ = N ′(V1); more precisely, the restriction of ρ
′ from ρ′−1(O′) to O′ is an
isomorphism. Since ρ′(X ′) ⊂ O′ ∪ {0} and O′ is open in O′ ∪ {0} we see (using
the decomposition theorem) that ρ′!Q¯l is isomorphic to K
′[?] direct sum with some
complexes of the form K0[?].
Let W be an n-dimensional isotropic subspace of V1 and let W
′ be a line in V0.
Let
p = {T ∈ sp(V );TW ⊂W}, p′ = {T ∈ sp(V );TW ′ ⊂W ′},
n = {T ∈ sp(V );TV ⊂ W⊥, TW⊥ ⊂ W,TW = 0}, n′ = {T ∈ sp(V );TV ⊂
W ′⊥, TW ′⊥ ⊂W ′, TW ′ = 0}.
Here W⊥,W ′⊥ denote the perpendicular to W,W ′ with respect to 〈, 〉. Note that
p, p′ are parabolic subalgebras of sp(V ) with nil-radicals n, n′. Moreover we have
p = p1 ⊕ p−1, p
′ = p′1 ⊕ p
′
−1, n = n1 ⊕ n−1, n
′ = n′1 ⊕ n
′
−1 where ()i = () ∩ spi.
We show that p−1 = n−1, p
′
−1 = n
′
−1 (that is, the parabolic subgroups of Sp(V )
corresponding to p, p′ are (−1)tight). Let T ∈ p−1. We have TW ⊂ V0 ∩W = 0
so that TW = 0. It follows that TV ⊂ W⊥. We have W⊥ = V0 ⊕ W hence
TW⊥ = TV0 + TW = TV0 ⊂ W
⊥ ∩ V1 = W . We see that p−1 = n−1. A similar
proof shows that p′−1 = n
′
−1. Now ρ!Q¯l =
˜Ind
sp−1
p−1
Q¯l, ρ
′
!Q¯l =
˜Ind
sp−1
p′
−1
Q¯l (see A.1).
Here Q¯l is viewed as a complex on p−1/n−1 = 0 or p
′
−1/n
′
−1 = 0. From Theorem
A.2 (or from 3.2(b)) we see that F(ρ!Q¯l) = ρ!Q¯l[?], F(ρ
′
!Q¯l) = ρ
′
!Q¯l[?].
It follows that F(ρ′!Q¯l) is isomorphic to K
′[?] direct sum with some complexes of
the form K0[?]; it is also isomorphic to F(K
′)[?] direct sum with some complexes of
the form F(K0)[?]. But suppF(K0) = E showing that F(K0)[?] cannot be a direct
summand of F(ρ′!Q¯l). It follows that ρ
′
!Q¯l
∼= K′[?] ∼= F(K′)[?]. Hence F(K′) ∼= K′.
We also see that F(ρ!Q¯l) is isomorphic to a direct sum of complexes K[?] (at
least one) and complexes of the form K′[?] or K0[?]; it is also isomorphic to a direct
sum of complexes F(K)[?] (at least one) and complexes of the form F(K′)[?] = K′[?]
or F(K0)[?]. Again F(K0)[?] cannot be a direct summand of F(ρ!Q¯l). It follows
that F(K) is isomorphic to K or to K′. If F(K) ∼= K′ then K ∼= F(K′) hence K ∼= K′
which is not the case. Hence we have F(K) ∼= K. This proves (a).
3.7. Let V be a k-vector space of dimension 2n with a fixed nondegenerate sym-
plectic form 〈, 〉 : V × V −→ k. Let
E = {T ∈ End(V ); 〈T (x), y〉 = 〈x, T (y)〉 ∀x, y ∈ V }.
Note that E can be viewed as the (−1) eigenspace of an involution of End(V )
(induced by an involution of GL(V ) whose fixed point set is the symplectic group
Sp(V ) which acts naturally on E). Hence the notion of antiorbital complex on E
is well defined (a special case of 0.6). (In our case the function κζ is the restriction
to E ×E of the symmetric bilinear form T, T ′ 7→ tr(TT ′) on End(V ).) Let E0 be
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the set of all T ∈ E such that T : V −→ V is semisimple and any eigenspace of T is
2-dimensional. Note that E0 is open dense in E. Using methods similar to those
in §2 we see that any antiorbital complex on E is of the form IC(E0,L)[?] for a
suitable local system L on E0 (compare with [L4, §13].) It follows that, if n > 0,
there are no biorbital complexes on E.
3.8. We preserve the setup of 3.1. Let ζ ∈ k∗. For any K-orbit O in gnilζ let O
! =
{(x, y) ∈ gζ×gζ−1 ; x ∈ O, [x, y] = 0} where [, ] is the bracket in g. As in [L5, 22.2],
we identify O! with the conormal bundle of O in gζ . Hence it is smooth, irreducible
of dimension dim gζ . Hence A := {(x, y) ∈ g
nil
ζ × gζ−1 ; [x, y] = 0} is a (closed)
subvariety of gζ × gζ−1 of pure dimension dim gζ ; its irreducible components are
O! (closure of O!) for various O as above. Similarly for any K-orbit V in gnilζ−1
let V ! = {(x, y) ∈ gζ × gζ−1 ; y ∈ V, [x, y] = 0}. Then V
! is smooth, irreducible
of dimension dim gζ−1 = dim gζ . Hence A
′ := {(x, y) ∈ gζ × g
nil
ζ−1 ; [x, y] = 0}
is a (closed) subvariety of gζ × gζ−1 of pure dimension dim gζ ; its irreducible
components are V ! (closure of V !) for various V as above. Let
Λ = A ∩A′ = {(x, y) ∈ gnilζ × g
nil
ζ−1 ; [x, y] = 0},
a (closed) subvariety of gζ × gζ−1 of dimension ≤ dim gζ . The irreducible compo-
nents of Λ of dimension dim gζ are of the form O! (where O runs through a subset
Hζ of the set of K-orbits on g
nil
ζ ). They are also of the form V
! (where V runs
through a subset Hζ−1 of the set of K-orbits on g
nil
ζ−1). Hence there is a unique
bijection ι : Hζ −→ Hζ−1 such that O! = ι(O)! for any ι ∈ Hζ .
Now let K ∈ Qζ and assume that suppK = O¯ (closure of O as above),
suppF(K) = V¯ (closure of V as above). Let S (resp. S′) be the singular sup-
port of K (resp. F(K)); they are subvarieties of gζ × gζ−1 . Note that S = S
′ and
O! ⊂ S ⊂ ∪O′⊂O¯O
′! ⊂ A, V ! ⊂ S′ ⊂ ∪V′⊂V¯V
′! ⊂ A′ where O′ runs over the
K-orbits in O¯ and V ′ runs over the K-orbits in V¯. It follows that O! ⊂ A′. Since
O! ⊂ A we see that O! ⊂ A ∩ A′ = Λ. Similarly, V ! ⊂ Λ. We see that:
(a) if K ∈ Qζ then supp(K) = O¯ where O ∈ Hζ. In particular if x ∈ O and
y ∈ gζ−1 satisfies [x, y] = 0 then y is nilpotent.
In the case where gζ arises as in 0.4 from a cyclic quiver, the variety Λ is the
same as that defined in [L2, §12]. In this case Λ is of pure dimension. Also in this
case the bijection ι can be viewed as a bijection Papν
∼
−→ Papν (notation of 1.2). It
would be interesting to describe this bijection explicitly. (It is analogous to the
involution of Rt which takes a partition to the conjugate partition.)
If ζ has large order in k∗ then Λ is again of pure dimension (see [L5, 22.2]).
3.9. Let G (resp. g) be the set of all 4 × 4 matrices a = (aij) with aij ∈ k for
i, j ∈ [1, 4], aij = 0 for all i > j and aii = 1 (resp. aii = 0) for all i. Note that
G is naturally a unipotent algebraic group with Lie algebra g. Let h be the set
all 4 × 4 matrices b = (bij) with bij ∈ k for i, j ∈ [1, 4], bij = 0 for all i ≤ j.
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We identify g with the dual space of h via the nondegenerate bilinear pairing
(a, b) =
∑
i<j aijbji ∈ k. Now G acts on g by conjugation and this induces a
G-action on h (by duality). Hence the orbital complexes on h are well defined and
the antiorbital complexes on g are well defined.
Consider the partition h = U1 ∪ U2 ∪ U3 ∪ U4 ∪ U5 where
U1 = {b; b31 = b41 = b42 = 0}; U2 = {b; b31 = b41 = 0, b42 6= 0};
U3 = {b; b41 = b42 = 0, b31 6= 0}; U4 = {b; b41 6= 0};
U5 = {b; b41 = 0, b31 6= 0, b42 6= 0.
For i = 1, 2, 3, 4, 5, Ui is a union of Gn-orbits of fixed dimension: 0, 2, 2, 4, 2.
Let
V1 = g, V2 = {a ∈ g; a23 = a34 = 0}, V3 = {a ∈ g; a12 = 0, a23 = 0},
V4 = {a ∈ g; a12 = a34 = 0}, V
′
4 = {a ∈ V4; a23 6= 0},
V5;x,y = {a ∈ g; a23 = 0, xa12 − ya34 = 0} (x ∈ k
∗, y ∈ k∗).
The class of antiorbital complexes on g consists of:
(1) Lf [6] where f : V1 −→ k is a 7→ xa12 + ya23 + za34 (x, y, z ∈ k);
(2) Lfg [4] where f : V2 −→ k is a 7→ xa12 + ya24, (x ∈ k, y ∈ k
∗);
(3) Lfg [4] where f : V3 −→ k is a 7→ xa13 + ya34, (x ∈ k
∗, y ∈ k);
(4) IC(V4,L
f)g[4] where f : V
′
4 −→ k is a 7→ xa23 + y(a14 −
a24a13
a23
), (x ∈ k, y ∈
k∗);
(5) Lfg [4] where f : V5,c,d −→ k is a 7→ xa13 + ya24 + zx
−1a34, (z ∈ k).
Note that the complexes (1), (2), (3), (4), (5) are obtained by applying F to the
orbital complexes on h with support contained in U1, U2, U3, U4, U5 respectively.
Appendix. Induction, restriction
A.1. Let G, g, ϑ,K, κ be as in 0.3. We assume that the characteristic of k is
sufficiently large. For ζ ∈ k∗ let gζ , κζ be as in 0.3. We consider the datum
(P, U, l, p, n, l)
where P is a parabolic subgroup of G such that ϑ(P ) = P , U is the unipotent
radical of P , L = P/U and p, n, l denote the Lie algebras of P, U, L. Note that
p = ⊕ζ∈k∗pζ , n = ⊕ζ∈k∗nζ where pζ = p ∩ gζ , nζ = n ∩ gζ . Moreover ϑ induces
a semisimple automorphism of L and of l denoted again by ϑ and we have a
decomposition l = ⊕ζ∈k∗ lζ where lζ is the ζ-eigenspace of ϑ : l −→ l (it is also equal
to π(pz) where π : p −→ l is the obvious map). Let LK be the identity component
of the fixed point set of ϑ : L −→ L. It acts naturally on lζ for any ζ ∈ k
∗.
Let ζ ∈ k∗. Let πζ : pζ −→ lζ be the restriction of π. Let UK = U ∩ K (a
connected unipotent group), PK = (P ∩K)
0. Let E′ζ = K×UK pζ , E
′′
ζ = K×PK pζ .
we have a diagram
lζ
pζ
1←− E′ζ
pζ
2−→ E′′ζ
pζ
3−→ gζ
where pi = piζ are given by p1(g, x) = πζ(x), p2(g, x) = (g, x), p3(g, x) =
Ad(g)(x). Note that p1 is smooth with connected fibres, p2 is a principal bun-
dle with group PK/UK = LK and p3 is a proper map. Let A be a semisimple
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LK -equivariant complex on lζ . Then p
∗
1A is a semisimple LK -equivariant complex
on E′ζ . Hence p
∗
1A = p
∗
2A
′ for a well defined semisimple complex A′ on E′′ζ . We
set
Ind
gζ
pζ
(A) = p3!A
′ ∈ D(gζ),
˜Ind
gζ
pζ
(A) = Ind
gζ
pζ
(A)[dimn0 + dim nζ ].
The following result is of the same type as [L1, 7(a)], [L2, Theorem 5.4], [L5,
Cor.10.5], [H, Theorem 4.1]. The proof we give is almost a word by word repetition
of that of Theorem 5.4 in [L2].
Theorem A.2. We preserve the setup of A.1. We have
F( ˜Ind
gζ
pζ
(A)) ∼= ˜Ind
g
ζ−1
p
ζ−1
(F(A)).
We consider the commutative diagram
Xa
uba←−−−− Xb
ubc−−−−→ Xc
ucd−−−−→ Xd
ueb
x ufc
x ugd
x
Xe
uef
−−−−→ Xf
ufg
−−−−→ Xg
uja
x uhe
x uif
x
Xh
uhi−−−−→ Xi
uhk
y uil
y ugp
y
Xj
ukj
←−−−− Xk
ukl−−−−→ Xl
ujm
y ukn
y ulo
y
Xm
umn←−−−− Xn
uno−−−−→ Xo
uop
−−−−→ Xp
in which the notation is as follows.
Xa = lζ , Xc = E
′′
ζ , Xb = E
′
ζ , Xd = gζ .
Xm = lζ−1 , Xo = E
′′
ζ−1 , Xn = E
′
ζ−1 , Xp = gζ .
Xg = gζ × gζ−1 , Xf = K ×PK (pζ × gζ−1), Xe = K ×UK (pζ × gζ−1).
Xi = K ×PK (pζ × pζ−1), Xh = K ×UK (pζ × pζ−1).
Xj = lζ × lζ−1 , Xk = K ×UK (lζ × pζ−1), Xl = K ×PK (lζ × pζ−1).
uba = p
ζ
1, ubc = p
ζ
2, ucd = p
ζ
3, umn = p
ζ−1
1 , uno = p
ζ−1
2 , uop = p
ζ−1
3 .
ufg is (g, x, x
′) 7→ (Ad(g)x,Ad(g)x′), ukj is (g, x, x
′) 7→ (x, πζ−1(x
′)).
uef , uhi, ukl, ueb, ufc, ugd, uja, uhe, uif , uhk, uil, ugp, ukn, ulo, ujm are the obvious
maps.
Note that κ : g × g −→ k restricted to p × p induces a function l × l −→
k which is analogous to κ. Hence we can define local systems of rank 1 on
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Xj , Xk, Xh, Xl, Xi, Xe, Xf , Xg (equal to L
κζ in the case of Xg) which correspond
to each other under inverse image by
ufg, uef , uhe, uif , uhi, ukj, uhk, ukl, uil.
We shall denote each of these local systems by L.
Let La = A ∈ D(Xa). Let Lb = u
∗
baLa ∈ D(Xb); let Lc ∈ D(Xc) be the unique
semisimple complex such that u∗bcLc = Lb and let Ld = ucd!Lc ∈ D(Xd). Let
Lg = u
∗
gdLd ∈ D(Xg) and let Lp = ugp!(Lg ⊗ L) ∈ D(Xp). By definition we
have F(Ind
gζ
pζ
(A)) = Lp[D] where D = dim gζ . Now let Lj = u
∗
jaLa ∈ D(Xj) and
Lm = ujm!(Lj ⊗ L) ∈ D(Xm). This is a semisimple, LK−equivariant complex
(it is F(A)[− dim lζ ]). Let Ln = u
∗
nmLm ∈ D(Xn) and let Lo ∈ D(Xo) be the
unique semisimple complex such that u∗noLo = Ln. Let L
′
p = uop!Lo ∈ D(Xp). By
definition we have Ind
g
ζ−1
p
ζ−1
(F(A)) = L′p[dim lζ ]. Hence it suffices to prove that
(a) Lp ∼= L
′
p[dim lζ − dim gζ + dim nζ−1 − dim nζ ].
Let Le = u
∗
ebLb ∈ D(Xe), Lf = u
∗
fcLc ∈ D(Xf). Then Lf is a semisimple complex
(since Lc is semisimple and ufc is smooth with connected fibres) and Le = u
∗
efLf .
Moreover, ufg!Lf = Lg (since the diagram ufc, ucd, ufg, ugd is cartesian). Hence
we may go from La to Lp by the chain Le = (ubaueb)
∗La, Le = u
∗
efLf (Lf
semisimple), Lp = (ugpufg)!(Lf ⊗ L). Similarly, we may go from La to L
′
p by
the chain Lk = (ujaukj)
∗La ∈ D(Xk), Lk = u
∗
klLl (Ll ∈ D(Xl) semisimple),
L′p = (uopulo)!(Ll ⊗ L).
Let Lh = u
∗
hkLk ∈ D(Xh), Li = u
∗
ilLl ∈ D(Xi). Note that uil is a vector bundle
with fibres of dimension dim nζ . It follows that Li is semisimple (recall that Ll is
semisimple) and that uil!Li = Ll[−2 dim nζ ]. Hence we have (uopulouil)!(Li⊗L) =
L′p[−2 dim nζ ]. We have dim nζ−1 −dim nζ = gζ − lζ −2 dim nζ . Hence it is enough
to prove that
(a1) Lp ∼= L
′
p[−2 dim nζ ].
We have u∗hiLi = Lh and it follows that we may go from La to L
′
p by the chain
Lh = (ujaukjuhk)
∗La, Lh = u
∗
hiLi (Li ∈ D(Xi) semisimple), L
′
p[−2 dim nζ ] =
(uopulouil)!(Li ⊗ L).
Since Lc is semisimple and ufcuif a vector bundle we see that u
∗
ifLf = (ufcuif )
∗Lc
is semisimple. Now both u∗ifLf and Li are semisimple and they have the same
inverse image Lh under uhi (a smooth morphism with connected fibres). It fol-
lows that u∗ifLf
∼= Li. Since uopulouil = ugpufguif we see that L
′
p[−2 dim nζ ] =
(ugpufguif )!(u
∗
if (Lf ⊗ L)). We now see that (a1) would be a consequence of the
following statement:
Lf ⊗ L and uif !u
∗
if (Lf ⊗ L) have the same image under (ugpufg)!.
An equivalent statement is:
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(b) if u′ denotes the inclusion of Xf − Xi into Xf (as an open subset), then
(ugpufgu
′)!u
′∗(Lf ⊗L) = 0.
(We use the distinguished triangle associated with the partition Xf = Xi ∪
(Xf −Xi).) We now consider the commutative diagram
Xb
ubc−−−−→ Xc
ufc
←−−−− Xf
u′
←−−−− Xf −Xi
ub
y uc
y uf
y u′′
y
Yb
wbc−−−−→ Yc
wfc
←−−−− Yf
w′
←−−−− Yf −Xl
v′
y w′′
y
Xa Xp
where the notation is as follows.
Yb = (K/UK)× lζ , Yc = K ×PK lζ , Yf = K ×PK (lζ × gζ−1).
ub, uc, uf , wbc, wfc, w
′, v′ are the obvious maps, w′′ is (g, x, x′) 7→ Ad(g)x′.
Let Mb = v
′∗La ∈ D(Yb); this is a LK -equivariant semisimple complex hence
there is a well defined semisimple complexMc ∈ D(Yc) such that w
∗
bcMc =Mb. Let
Mf = w
∗
fcMc ∈ D(Yf ). It is clear that u
∗
bMb = Lb, u
∗
cMc = Lc, u
∗
fMf = Lf (note
that ub, uc, uf are vector bundles). Hence we have u
′∗Lf = u
′∗u∗fMf = u
′′∗w′∗Mf .
The statement (b) can now be rewritten in terms of Mf instead of Lf :
(ugpufgu
′)!(u
′′∗w′∗Mf ⊗L) = 0
or equivalently (using ugpufgu
′ = w′′w′u′′):
(w′′w′u′′)!(u
′′∗w′∗Mf ⊗ L) = 0.
This would be a consequence of the following statement:
u′′! (u
′′∗w′∗Mf ⊗ L) = 0.
We have u′′! (u
′′∗w′∗Mf ⊗ L) = w
′∗Mf ⊗ (u
′′
! L), hence it suffices to prove that
u′′! L = 0 in D(Yf −Xl).
Let us fix a point (g, x, x′) ∈ Yf −Xl and let Γ be the fibre of w
′ over this point.
Let κ˜ : Γ→ k be the function (g, x, x′) 7→ κ(x, x′). By base change, it is enough to
prove that the cohomology with compact support of Γ with coefficients in Lκ˜|Γ is
zero. By a known property of Artin-Schreier local systems, it is enough to verify
the following statement: one can identify Γ with kN for some N so that κ˜ is given
by a non-constant affine linear form on kN . We can find a ϑ-stable Levi subgroup
L˜ of P . Let l˜ be the Lie algebra of L˜. Let l˜ζ = l˜ ∩ gζ . We have pζ = l˜ζ ⊕ nζ .
We can identify lζ = l˜ζ in an obvious way; hence we can view x as an element of
l˜ζ . We have an isomorphism nζ
∼
−→ Γ given by z 7→ (g, x + z, x′). The function
κ˜ on Γ can be identified with the function z 7→ κ(x + z, x′) = κ(z, x′) + κ(x, x′)
on nζ . It is enough to show that the linear function z 7→ κ(z, x
′) is not identically
zero. Assume that it is identically zero that is κ(nζ , x
′) = 0. If ζ ′ 6= ζ we have
κ(gζ′ , gζ−1) = 0. Hence κ(nζ′ , x
′) = 0. We see that κ(n, x′) = 0 hence x′ ∈ p′ and
x′ ∈ pζ−1 . This contradicts x
′ ∈ gζ−1 − pζ−1 . The theorem is proved.
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A.3. In the setup of A.1 let us assume that A is an orbital complex (on lζ). We
show:
(a) ˜Ind
gζ
pζ
(A) is a direct sum of finitely many orbital complexes (with shifts) on
gζ .
Let A′, p3 be as in A.1. In our case A
′ can be viewed as a mixed complex, pure of
weight 0 (up to shift); hence by the decomposition theorem, p3!A
′ is a direct sum of
shifts of simple perverse sheaves. It is then enough to show that S := supp(p3!A)
is contained in the union of finitely many K-orbits on gζ . Since the intersection
of any G-orbit on g with gζ is a union of finitely many K-orbits, it is enough
to show that S is contained in the union of finitely many G-orbits on g. Let
S0 = supp(A) ⊂ lζ . From the definitions, S is contained in the union of K-orbits
in gζ that meet π
−1
ζ (S0). Hence S is contained in the union of G-orbits in g that
meet π−1(S0). Hence it is enough to show that π
−1(S0) is contained in a finite
union of G-orbits in g. It is also enough to show that the set S of semisimple parts
of the various elements in π−1(S0) is contained in a single G-orbit in g. Now the
set S0 of semisimple parts of the various elements in S0 is contained in a single
LK -orbit in lζ hence in a single L-orbit in O0 in l. Since S ⊂ π
−1(S0) it is enough
to note that the set of semisimple elements in π−1(S0) is a single P -orbit on p.
This completes the proof of (a).
Next we assume, in the setup of A.1, that A is an antiorbital complex (on lζ).
We show:
(b) ˜Ind
gζ
pζ
(A) is a direct sum of finitely many antiorbital complexes (with shifts)
on gζ .
By assumption we have A = F(A1) where A1 is an orbital complex on lζ−1 . Using
A.2 with A replaced by A1 and ζ by ζ
−1 we see that
˜Ind
gζ
pζ
(A) = F( ˜Ind
g
ζ−1
p
ζ−1
(A1)).
Using (a) with A replaced by A1 and ζ by ζ
−1 we see that
˜Ind
g
ζ−1
p
ζ−1
(A1) ∼= ⊕iPi[di]
where Pi are orbital complexes on gζ−1 and di ∈ Z. It follows that
˜Ind
gζ
pζ
(A) ∼= ⊕iF(Pi)[d
′
i]
where d′i ∈ Z and (b) is proved.
Finally we assume, in the setup of A.1, that A is a biorbital complex (on lζ).
We show:
(c) ˜Ind
gζ
pζ
(A) is a direct sum of finitely many biorbital complexes (with shifts)
on gζ .
Using (a) we see that ˜Ind
gζ
pζ
(A) ∼= ⊕iPi[di] where Pi are orbital complexes on gζ
and di ∈ Z. Using (b) we see that ⊕iPi[di] ∼= ⊕jQj[ej ] where Qj are antiorbital
complexes on gζ and ej ∈ Z. It follows that the isomorphism classes in {Pi}
coincide with the isomorphism classes in {Qj}. Hence each Pi is biorbital. This
proves (c).
A.4. Let ζ ∈ k∗. For B ∈ D(gζ) we define (in the setup of A.1) Res
gζ
pζ
(B) =
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πζ!(B|pζ ) ∈ D(lζ), R˜es
gζ
pζ
(B) = Res
gζ
pζ
(B)[dim nζ − dim n1].
Proposition A.5. We have F(R˜es
gζ
pζ
(B)) ∼= R˜es
g
ζ−1
p
ζ−1
(F(B)) in D(lζ−1).
The proof is exactly the same as that in [L5, 10.4] if we use Lemma A.6 below
instead of [L5, 10.3] and we replace gn, pn, ln, nn, g−n, p−n, l−n, n−n, n0, τ,Lτ by
gζ , pζ , lζ , nζ , gζ−1 , pζ−1 , lζ−1 , nζ−1 , n1, κζ ,L
κζ .
Lemma A.6. Consider the diagram
(gζ × pζ−1)− (pζ × pζ−1) −−−−→ gζ × pζ−1
χ′
y χ
y
(gζ × lζ−1)− (pζ × lζ−1) −−−−→ gζ × lζ−1
where the horizontal maps are the obvious inclusions, χ is the obvious projection
and χ′ makes the diagram commutative. We have χ′!(L
κζ ) = 0. (Here Lκζ is the
local system on (gζ × pζ−1)− (pζ × pζ−1) defined by restricting the analogous local
system on gζ × pζ−1 , see 0.3.)
We choose a ϑ-stable Levi subgroup L˜ of P . Let l˜ be the Lie algebra of L˜. We
have l˜ = ⊕ζ′∈k∗ l˜ζ′ where l˜ζ′ = l˜ ∩ gζ′ . We identify l˜ with l via the obvious map
p −→ l. Let (x, y) ∈ gζ × lζ−1 be such that x /∈ pζ . We have
(a) χ′−1(x, y) = {(x, y + z); z ∈ nζ−1}.
It is enough to show that the cohomology with compact support of the variety
(a) with coefficients in Lκζ is zero. We identify this variety with nζ−1 via the
coordinate z. The restriction of κζ to this variety is of the form z 7→ κ(x, z) + c
where c is a constant. It suffices to show that the linear function z 7→ κ(x, z) on
nζ−1 is not identically zero. If it were identically zero, then κ(x, n) = 0 hence x ∈ p
and x ∈ pζ contradicting our assumptions. The lemma is proved.
A.7. Assume now that B is an orbital complex (on gζ). We show:
(a) any composition factor of any perverse cohomology sheaf of R˜es
gζ
pζ
(B) is an
orbital complex on lζ .
Since each perverse cohomology sheaf of D := R˜es
gζ
pζ
(B) is LK -equivariant, it is
enough to show that supp(D) is contained in the union of finitely many LK-orbits
on lζ . Since the intersection of any L-orbit on l with lζ is a union of finitely many
LK -orbits, it is enough to show that supp(D) is contained in the union of finitely
many L-orbits in l. Clearly, supp(D) is contained in π(supp(B) ∩ p) hence it is
enough to show that π(supp(B) ∩ p) is contained in the union of finitely many
L-orbits in l. Since supp(B) is the union of finitely many K-orbits, it is contained
in the union of finitely many G-orbits on g, and it is enough to note that for any
G-orbit O in g, the set π(O ∩ p) is the union of finitely many L-orbits in l. This
completes the proof of (a).
Next we assume that B is an antiorbital complex (on gζ). We show:
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(b) any composition factor of any perverse cohomology sheaf of R˜es
gζ
pζ
(B) is an
antiorbital complex on lζ.
Let R be a composition factor of a perverse cohomology sheaf of R˜es
gζ
pζ
(B). By
assumption we have B = F(B1) where B1 is an orbital complex on gζ−1 . Using
A.5 with B replaced by B1 and ζ by ζ
−1 we see that R˜es
gζ
pζ
(B) = F(R˜es
g
ζ−1
p
ζ−1
(B1)).
Let R1 be a simple perverse sheaf on lζ−1 such that R = F(R1). Then R1 is a
composition factor of a perverse cohomology sheaf of R˜es
g
ζ−1
p
ζ−1
(B1). Using (a) with
B replaced by B1 and ζ by ζ
−1 we see that R1 is orbital. Hence R is antiorbital
and (b) is proved.
Finally we assume that B is a biorbital complex (on gζ). Combining (a),(b) we
obtain:
(c) any composition factor of any perverse cohomology sheaf of R˜es
gζ
pζ
(B) is a
biorbital complex on lζ.
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