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Das Mausgenom besteht ungefähr zu 40% aus repetitiven Elementen (vor allem 
Transposons), die stillgelegt werden müssen, um die Integrität des Genoms aufrechterhalten 
zu können. Das wird durch verschiedene Mechanismen gewährleistet, wie zum Beispiel RNA 
Interferenz, Methylierung der DNA und Modulation der Chromatinstruktur. 
Die Fragestellung dieser Arbeit war, aufzuklären, inwieweit die Struktur des Chromatins an 
diesem Prozess beteiligt ist; im Detail sollte untersucht werden, welche Rolle die 
Azetylierung von Histonen bei der transkriptionellen Kontrolle von Transposons spielt. 
Histonazetylierung ist normalerweise mit transkriptionell aktivem Chromatin assoziiert und 
wird durch zwei antagonistisch wirkender Enzymklassen reguliert: Histonazetyltransferasen, 
die Azetylreste an die Histone anfügen, und Histondeazetylasen (HDAC), die sie wieder 
wegnehmen. Im Rahmen dieser Arbeit verwendeten wir HDAC-Hemmer bzw. Zellen ohne 
funktionelles Gen für das Enzym Histondeazetylase 1, um Histonazetylierungsmuster in der 
Zelle zu verändern. Anschließend wurden die transkriptionelle Aktivität von Transposons, 
Histonmodifikationsmuster auf Gesamthistonextrakten und Transposon-assoziiertem 
Chromatin überprüft. Dabei stellten wir eine erhöhte Histonazetylierung von transkriptionell 
aktivierten Transposons fest. Interessanterweise konnten wir mit dem LTR Retrotransposon 
VL30 (Virus-like 30S element) ein Transposon identifizieren, das nach Hemmung von 
Histondeazetylasen ein starke Expression aufwies. Eine Analyse von VL30 Transkripten 
ergab, dass sich für die erhöhte Transkription eine spezifische Untergruppe der VL30 
Elemente verantwortlich zeigte, die durch spezielle Merkmale in der regulatorischen Region 
gekennzeichnet war. Weiters wurde die transkriptionelle Aktivierung mithilfe von Stimuli (wie 
Serum oder Anisomycin), die zu einer Aktivierung von MAK Kinasen und zur 
Phosphorylierung von Histonen führen können, noch verstärkt. Tatsächlich konnten wir nach 
kombinatorischer Behandlung doppelt modifizierte (azetylierte und phosphorylierte) Histone 
Proteine am LTR von VL30 Elementen detektieren.  
Es wird ein Modell vorgeschlagen, wonach bestimmte Histonmodifikationen kooperieren, um 




A large portion of the mouse genome (~40%) consists of repetitive elements which have to 
be silenced in order to maintain the integrity of the genome. This task is accomplished by 
different mechanisms, including RNA interference, DNA methylation and the modulation of 
chromatin structure. 
The aim of this work was to gain insight in how far the modulation of chromatin structure 
contributes to this process; in detail we wanted to clarify the role of histone acetylation in 
transcriptional control of transposable elements. Acetylation of histones is a post translational 
modification usually associated with open chromatin and transcriptionally active genes. It is 
regulated via the action of two antagonising enzyme families: histone acetyltransferases, 
which add acetyl-moieties to histone proteins and histone deacetylases (HDACs) which 
remove them. In the course of this work we took advantage of chemical inhibitors of HDACs 
and a cell system where a major histone deacetylase, HDAC1, was inactivated, to change 
histone acetylation patterns in the cell. Subsequently we analysed transcriptional activity of 
transposable elements, global histone modification patterns as well as histone acetylation of 
transposon-associated chromatin. We could detect increased histone acetylation levels of 
transcriptionally active transposable elements. Most interestingly we identified the LTR 
retrotransposon VL30 (Virus-like 30S element) to be highly inducible upon HDAC inhibition. 
Further analysis of VL30 transcripts revealed, that a distinct subgroup of VL30 elements, 
associated with a characteristic regulatory region, is mainly responsible for increased 
transcription. Moreover transcriptional activation was further increased by stimuli (such as 
serum and anisomycin) which lead to the activation of MAK kinase pathways and can cause 
phosphorylation of histones. Indeed we could detect double-modified (acetylated and 
phosphorylated) histone proteins at the LTR of VL30 elements upon combinatorial treatment 
with HDAC inhibitors and MAK kinase activators. 
A model is proposed, where two histone modifications cooperate to gain full transcriptional 
activity of VL30 retrotransposons. 
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1. Introduction 
 
During the 19th century major advances in microscopy techniques permitted novel insights 
into the architecture of the cell. It led to the discovery and description of cellular organelles, 
including the nucleus and structures therein i.e. the chromosomes. After the rediscovery of 
G. Mendel’s work on the laws of inheritance and T.H. Morgan’s experiments with flies in the 
beginning of the 20th century, chromosomes were recognised as the carrier of genetic 
information. A few decades later O. Avery established DNA (and not proteins) as 
“transforming principle” in bacteria and in 1953 J. Watson and F. Crick were able to solve the 
structure of the double helix, positioning the DNA molecule in the centre of genetics. 
Together with the development of techniques allowing the manipulation of DNA such as the 
discovery of restriction enzymes by W. Arber or the sequencing of DNA by F. Sanger, these 
discoveries were the basis for decades of fruitful research culminating in the creation of 
transgenic organisms and the sequencing of complete genomes. 
At the same time, it became clear that many biological phenomena cannot be fully 
understood and explained by the plain analysis of the DNA sequence. Phenotypic variation 
among genetically identical individuals and heritable changes without alterations in the DNA 
including phenomena such as genomic imprinting and paramutation required the 
development of novel concepts, summarised as “epigenetics”. 
Epigenetics postulates the existence of mechanisms that induce and maintain 
transgenerational changes (in gene expression) without affecting the DNA sequence, which 
is the primary carrier of genetic information. Only during the last years we learned what these 
mechanisms are and how they interact with each other to fulfil complex regulatory tasks. We 
begin to understand the impact of chromatin structure in the regulation and maintenance of 





The packaging of DNA with proteins into a higher order structure called chromatin is on the 
one hand a necessity to store almost two meters of linear DNA in an organelle of only 10µm 
diameter; on the other hand it is a means to organise the accessibility of DNA which is crucial 
for many biological processes such as replication, recombination, DNA repair and 
transcription. 
The basic unit of chromatin is the nucleosome, which consisting of 146bp of DNA wrapped 
around a histone octamer core particle containing one H3-H4 tetramer and two H2A-H2B 
dimers. 10-60bp of linker DNA connect thousands of nucleosomes on a continuous DNA 
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molecule constituting the famous beads-on-a-string structure (Butler, 1980; Allen, 1981). 
Higher levels of compaction are achieved by the binding of the linker histone H1 leading to 
the formation of the so-called 30nm fibre (Ramakrishnan, 1997).  
The core histone octamer builds a compact structure comprised of the C-terminal portions of 
the histone proteins, which are responsible for the assembly of nucleosomes by mediating 
histone-histone and histone-DNA interactions. In contrast, N-terminal tails of core histones 
are less structured protrude from the core and therefore can make secondary contacts with 
DNA, adjacent nucleosomes or proteins (Luger, 1997). They are also targets for a variety of 
site-specific posttranslational modifications, which will be discussed in detail the following 
sections. 
 
1.2. Chromatin Remodelling 
 
Compaction and close association with histone proteins conflict with many of the 
fundamental functions of DNA, where it has to be accessible as e.g. during recombination, 
transcription and replication. In the course of such processes nucleosomes have to be 
repositioned or even ejected in order to allow the binding of DNA binding factor, the 
recruitment of the transcription machinery or the passing of the replication machinery. Up to 
now we are aware of three distinct but interconnected mechanisms to control the 
accessibility of the DNA template. This task is mainly achieved by (1) the action of ATP-
dependent chromatin remodelling complexes, (2) posttranslational modifications of histone 
tails and (3) incorporation of histone variants. (Winter, 2007). 
 
1.2.1. Chromatin Remodelling Complexes 
 
Due to the numerous histone-DNA contacts (14 hydrogen bonds and salt linkers) 
nucleosomes are very stable protein-DNA complexes. Therefore their displacement requires 
a net-energy input, which is supplied by ATP-hydrolysis. Together with histone chaperones 
and DNA-binding transcription factors, ATP-dependent chromatin remodelling complexes 
facilitate the displacement of nucleosomes either by “sliding” of the DNA (Becker, 2002) or by 
nucleosome transfer (Korber, 2004; Lorch, 1999). Up to now five different classes of multi-
subunit ATP-dependent remodelling complexes have been identified, involved in distinct 
biological tasks. Specificity of the complexes is achieved via binding of sequence specific 
transcription factors as well as chromatin binding factors harbouring motifs, which favour the 
binding to chromatin associated with distinct protein modifications. Therefore it is not 
surprising that remodelling complexes act in concert with histone modifying complexes, like 
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histone acetyltransferase complexes (SAGA, NuA3, NuA4) or histone deacetylase 
complexes (Winter, 2007). 
All known ATP-dependent chromatin remodelling enzymes belong to the helicase 
superfamily 2 (SF2). The identity of the catalytic ATPase subunit, together with the 
composition of associated proteins and functional aspects led to the establishment of the 
following families: (1) the SWI/SNF (switch 2/sucrose-non-fermenting) complexes, 
comprising the yeast SWI2/SNF2 and RSC (remodels the structure of chromatin), the 
Drosophila BAP and PBAP and the mammalian BRM and BRG1 complexes. (2) The ISWI 
(imitation switch) family complexes, which are smaller and have fewer subunits, consisting of 
the Drosophila ACF (ATP-utilising chromatin assembly and remodelling factor), NURF 
(nucleosome remodelling factor) and CHRAC (chromatin accessibility complex) complexes. 
(3) The Mi-2 or CHD family complexes combine remodelling and histone modification 
activities as they contain the ATPase CHD4 (also known as Mi-2) as well as the histone 
deacetylases HDAC1 and HDAC2. The mammalian NURD (nucleosome remodelling and 
deacetylase) complex represents the most prominent member of this family. (4 and 5) The 
SWR1 as well as the INO80 complex were initially characterised in yeast but recently 
mammalian orthologues have been identified which are associated with proteins also found 
in histone acetyltransferase (HAT) complexes.  
Biological functions fulfilled by the different complexes include transcriptional activation, 
elongation, termination, repression, DNA repair, replication and chaperone activity (Winter, 
2007). 
 
1.3. Histone Modifications 
 
As already mentioned above, the N-terminal tails of histone proteins protrude from the 
nucleosomal surface. They are subjected to numerous posttranslational modifications 
(PTMs) like lysine acetylation, serine and threonine phosphorylation, lysine and arginine 
methylation, lysine ubiquitination, lysine sumoylation, lysine biotinylation, glutamatic acid 
ADP-ribosylation and others. These modifications may directly influence chromatin structure 
by changing the electrostatic constitution of histone tails: lysine acetylation leads to the 
neutralisation of positive charges and therefore may loosen the interaction between histone 
tails and the negatively charged DNA; serine and threonine phosphorylation may result in 
decondensation of the chromatin fibre via addition of negative charges (Turner, 2000). 
Alternatively they may serve as recognition sites for binding factors able to modulate 
chromatin structure (e.g. via ATP-dependent chromatin remodelling). 
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Different modifications are thought to act in a combinatorial or sequential fashion on one or 
more histone tails to specify downstream functions, strongly interrelating different 
modifications with each other. 
The modification patterns associated with defined regions exerting distinct biological 
functions can be interpreted as an additional layer of information on top of the genetic 
information stored within the DNA sequence. This idea was brought forward by the 
“epigenetic code” hypothesis (Strahl, 2000; Jeunuwein, 2001).  
 
1.3.1. Histone Acetylation 
 
Histone acetylation has already been described and linked to transcription in the 1960ies by 
V.G. Allfrey (Allfrey, 1964). However, only after the establishment of appropriate tools in the 
1980ies – the creation of antibodies specifically recognising acetylated histones – and the 
identification of enzymes responsible for acetylation and deacetylation of histones in the 
1990ies, major insights into the role of histone acetylation were rendered possible. The 
isolation of the first HAT (histone acetyltransferase) by J.E. Brownell (Brownell, 1996) and 
the first HDAC (histone deacetylase) by J. Taunton (Taunton, 1996) immediately re-linked 
histone acetylation to transcription since the isolated enzymes have already been described 
as transcriptional regulators.  
Since then, countless reports clearly demonstrated that hyperacetylation of histones is 
associated with transcriptional competent chromatin, while hypoacetylation is associated with 
transcriptional repression. 
On histone H3, acetylation sites include lysines 9, 14, 18 and 23 (Thorne, 1990), on histone 
H4, acetylation occurs on lysine residues 5, 8, 12 and 16 (Turner, 1993; Grunstein, 1997). 
Several reports suggest that various specific cellular processes are dependent on the 
acetylation state of distinct lysine residues. In yeast, acetylation of H3K14, H4K8 and H4K16 
correlates with transcriptional activation whereas acetylation of H3K9, H4K5 and H4K12 
plays a role in histone deposition (Allis, 1985; Sobel, 1995). In Drosophila, H4K5 and H4K8 
acetylation is observed in euchromatic, H4K12 in heterochromatic regions. Acetylation of 
H4K16 is associated with different biological functions, depending on the organism: in yeast 
it is involved in the formation of boundary elements at telomeres preventing Sir2 spreading 
(Suka, 2002), in Drosophila it is important for dosage compensation (Akhtar, 2000) and in 
mammals it is has a function in normal transcriptional control (Lee, 2007).  
Recently, reports based on high resolution mapping of histone modification patterns 
somehow challenge the aforementioned model, that distinct acetylation events are highly 
specific for certain biological functions, as they find many acetylation marks co-occurring and 
therefore emphasise the cooperativity and interdependency of acetylation events (Liu, 2005). 
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1.3.1.1. Histone Acetyltransferases 
 
Histone acetyltransferases are grouped in two major families, the GNAT (GCN5-related N-
acetyltransferase) and the MYST (MOZ, YBF2/SAS3, SAS2, Tip60) family. A common 
feature of all HATs is a highly conserved acetyl-CoA binding site and the fact that they are all 
part of large multiprotein complexes in vivo (Narlikar, 2002; Kimura, 2005; Lee, 2007)). 
Association with other proteins seems to be crucial for substrate specificity. That way distinct 
complexes with specificity for certain lysines/histones can fulfil different biological functions 
(see chapter above).  
Data coming from in vitro studies, recently also from in vivo studies, report that there is a 
directionality in the acetylation process. For instance histone H4 is acetylated in the following 
C- to N-terminal order: H4K16 ? H4K12 ? H4K8 ? H4K5 (Sarg, 2004; Jiang, 2007). 
However, both substrate specificity and the acetylation sequence are far from being 
completely understood and additional analyses are needed to dissect the exact modes of 
action as well as their biological functions. 
Another important feature of many HATs is a protein domain, which is able to preferentially 
bind to chromatin carrying certain histone modifications. For instance HATs, but also the 
ATPase subunit of certain chromatin remodelling complexes can contain a bromodomain 
(binds preferentially to acetylated lysine residues), a chromodomain (recognising histones tri-
methylated at lysine 4), WD40 repeats, PHD fingers (binding other methylated lysine 
residues) or tudordomains (recognising methylated lysine and arginine residues) (Winter, 
2007). This links histone acetylation to several other histone modifications and sets the 
playground for a variety of cross-regulatory mechanisms. 
 
1.3.1.2. Histone Deacetylases 
 
Deacetylation of histone proteins is accomplished by members of two different enzyme 
families: (1) the NAD+-dependent Sir2-like proteins (sirtuins) and (2) the Rpd3/Hda1-like 
lysine deacetylases. Ad (1) The founding member of this class of deacetylases is the yeast 
Sir2 (Silent information regulator protein 2) protein which is involved in the transcriptional 
silencing of several loci, including the mating type locus, telomeres and the rDNA locus. Sir2 
activity is dependent on the ratio of NAD+/NADH, therefore it is suggested that Sir2 might be 
a sensor of the cellular metabolic and energy rate. Strikingly it is involved in lifespan 
expansion upon caloric restriction in a wide range of organisms. In mammals seven Sir2 
homologues (SIRT1-7) have been identified so far. The proteins display differential specificity 
toward acetylated substrates (including histones but also other proteins), diverse cellular 
locations, affect a broad range of cellular functions and appear to divide the functions 
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originally fulfilled by the common ancestor (Haigis, 2006; Inoue, 2007). Ad (2) The 
Rpd3/Hda1-like deacetylases utilise a zinc-catalysed mechanism (Finnin, 1999) to 
deacetylase histones and other proteins. Mammalian HDACs are grouped into 3 subfamilies 
according to their homology to yeast proteins: class I enzymes comprise HDAC1, 2, 3 and 8 
and show homology to the yeast RPD3 (Reduced potassium dependency 3) protein. They 
are ubiquitously expressed, therefore thought to fulfil general cellular functions and are 
crucial for basic cellular processes such as transcription, replication and DNA repair. Its 
prime substrates seem to be histones; however they also can deacetylase other proteins as 
for example p53, E2F1 and YY1.  HDAC1 and HDAC2 are close homologues originating 
from a gene duplication event in vertebrates. They share more than 80% sequence identity 
and are found in the multiprotein complexes SIN3, NuRD and CoREST. HDAC1 and HDAC2 
have overlapping functions, but knock out studies revealed that they also have distinct and 
non-redundant biological functions (Lagger, 2002; Montgomery, 2007; Yang, 2008; Brunmeir, 
2008). In a wide range of organisms HDAC1 and HDAC2 are important co-regulators of 
development, differentiation and cell cycle progression. In contrast to HDAC1 and HDAC2, 
which are located exclusively in the nucleus, HDAC3 has the ability to shuttle between 
nucleus and cytoplasm. HDAC3 is also found in multiprotein complexes where it delivers the 
enzymatic activity for the N-CoR / SMRT complex. It is involved in numerous biological 
processes including differentiation, cell cycle progression and DNA repair (Knutson, 2008; 
Bhaskara, 2008). HDAC8 is the evolutionary youngest member of the class I HDAC family. It 
is only found in vertebrates and its function is largely unknown. Class II HDACs are 
distinguished by a large C-terminal (yeast) or N-terminal (mammals) extension in addition to 
the deacetylase domain homologous to the corresponding domain of its yeast ancestor 
Hda1. The N-terminus of HDAC4, 5, 7 and 9 contains multiple MEF and 14-3-3 binding sites 
crucial for regulation of subcellular localisation and nucleo-cytoplasmic shuttling. 
Interestingly, enzymatic activity of HDAC4 and HDAC7 is dependent on the class I enzyme 
HDAC3, linking class I and class II HDAC function. Biological functions of HDAC4, 5, 7, and 
9 include tightly regulated differentiation processes such as muscle differentiation and 
cardiac development. Another member of class II HDACs is HDAC6, which is unusual in its 
architecture as it carries two deacetylase domains. It is mainly localised in the cytoplasm and 
regulates multiple cytoplasmic processes such as cytoskeleton dynamics (via α-tubulin 
deacetylation), heat shock response (via HSP90 deacetylation) and ubiquitin-dependent 
pathways. The last member of class II HDACs, HDAC10 seems to be vertebrate specific; 
little is known about its function. Finally there is one more class of HDACs, class IV (class III 
is constituted by the sirtuins in this classification system), which consists of a single protein 
exhibiting equidistance to Rpd3 and Hda1: HDAC11. It is highly conserved, found from 
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bacteria to mammals and therefore thought to play a fundamental role in diverse organisms. 
However, little is known about its function so far (Yang, 2008). 
 
1.3.2. Histone Phosphorylation 
 
Phosphorylation of histones, especially on serine 10 and 28 of histone H3, plays an 
important role in two opposing biological processes. On the one hand, phosphorylation is 
crucial for chromosome condensation during mitosis (mitotic histone H3 phosphorylation), on 
the other hand it is involved in chromosome decondensation during transcriptional induction 
(stimulus-induced histone H3 phosphorylation). Thus, the same mark serves as a signal for 
antithetic functions. A functional discrimination is possible through the different contexts 
where the identical histone mark occurs and the action of different signalling cascades. 
 
1.3.2.1. Mitotic Histone H3 Phosphorylation 
 
During the entry into mitosis, chromatin becomes condensed and phosphorylated at serine 
10 and 28 of histone H3. Histone phosphorylation starts at pericentric heterochromatin in 
early prophase and subsequently spreads throughout the whole chromosome, peaking at 
metaphase (Bradbury, 1992; Koshland, 1996; Goto, 1999). It is suggested, that 
phosphorylation is required for proper recruitment of the condensin complex and the mitotic 
spindle (Giet, 2001). The enzymes controlling reversible H3 phosphorylation are Ipl1/AIR-2 
kinases (mammalian homologue: AuroraB) and type 1 phosphatases (PP1), respectively. 
 
1.3.2.2. Stimulus-induced Histone H3 Phosphorylation 
 
In contrast to mitotic phosphorylation, which occurs throughout the whole genome, serine 10 
phosphorylation during interphase is associated with a minute fraction of the genome. It is 
restricted to a limited number of genomic loci including intergenic and genic regions (E. 
Simboeck, PhD thesis, 2008) and appears only transiently. Histone phosphorylation is the 
result of signalling cascades triggered by external or internal stimuli. It is conferred by signal 
transduction pathways, which involve phosphorylation cascades, perfectly suited to rapidly 
propagate and amplify signals. This ensures that the cell can quickly respond to changed 
conditions and adapt its gene expression patterns accordingly.  
The best-studied example of genes regulated by histone phosphorylation is the so-called 
“nucleosomal response”, where immediate early (IE) genes such as c-fos and c-jun are 
transcriptionally activated upon mitogen treatment (Mahadevan, 1991). Recently also other 
genes have been found to be regulated by a mechanism involving phosphorylation of H3S10 
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(Hauser, 2002). A common feature for all genes identified so far is the phosphorylation of 
H3S10 via the Rsk2 (ribosomal S6-kinase) or the MSK1/2 (mitogen- and stress-activated 
protein kinase) effector kinase (Thomson, 1999). Rsk2 is activated by the ERK (extra-cellular 
signal-regulated kinase) MAP kinase signalling pathway which responds to growth signals 
such as EGF (epidermal growth factor), bFGF (basic fibroblast growth factor) and TPA (12-
O-tetradecanoylphorbol 13-acetate). Activation of this pathway results in p42/p44 
(ERK1/ERK2) signalling through Ras and Raf, usually linked to proliferation. In contrast, 
MSK1/2 can be activated through the p38 as well as the ERK signalling pathway (Soloaga, 
2003). The p38 signalling pathway is a sensor of external and internal stress signals and is 
activated by toxins such as anisomycin or UV. Notably, another MAP kinase cascade, the 
JNK (c-Jun aminoterminal kinase) pathway is not involved in phosphorylation of chromatin, 
but histone acetylation (Cano, 1995). In addition to MAP kinase cascades, other pathways 
were also shown to induce H3 phosphorylation in mammals. Viral infection induces 
upregulation of the INFβ gene (Agalioti, 2002); cytokine induction leads to the activation of 
NFκB responsive genes (Yamamoto, 2003); both events are accompanied with serine 10 
phosphorylation. Finally, induction of progesterone target genes requires MSK1 mediated 
histone H3 phosphorylation. 
Up to now, it is not completely understood, how H3 phosphorylation affects gene expression. 
It could act similarly as histone acetylation, i.e. weaken the interaction between the N-
terminal histone tails and the DNA backbone, thereby rendering the DNA more accessible for 
interacting factors. Moreover, phosphorylated histones could serve as recognition sites for 
factors activating transcription. In vitro experiments showed that the HAT Gcn5 exhibits a 
preference for histones phosphorylated at serine 10 (Cheung, 2000). More recently 14-3-3 
proteins have been identified to specifically bind to histones modified in such a way 
(Macdonald, 2005) and influence the phosphorylation-dependent activation of target genes 
(Winter, 2008; Walter, 2008). Another interesting feature of phosphorylated histones is their 
special susceptibility for additional histone modifications. It was shown that especially the 
neighbouring lysines 9 and 14 are highly likely to become acetylated (Cheung, 2000; 
Clayton, 2000) leading to double modified (“phosphoacetylated”) histones. The “synergistic 
coupled phosphoacetylation” model considers phosphorylation as facilitator for sequential 
acetylation events. This is in opposition to another model, the “independent dynamic 
phosphoacetylation” model, which suggests an independent regulation of phosphorylation 
and acetylation. There are examples for genes regulated according to the predictions of both 
models; therefore it might be that different genes are regulated by distinct mechanisms, with 
the emergence of phosphoacetylation as a common feature. 
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1.3.3. Histone Methylation 
 
Another histone modification extensively studied is histone methylation. It occurs at lysines, 
where carboxyl groups become methylated or at arginines where methyl groups are 
covalently bound to nitrogen atoms. This difference in the chemistry accounts for several 
distinctions in lysine and arginine methylation. Whereas lysines can be mono-, di- or tri-
methylated, arginine is mono- or di-methylated (symmetrically or asymmetrically). Lysines 
are methylated by histone methyltransferases (HMTs), arginines by protein arginine 
methyltransferases (PRMTs) (Bannister, 2005). 
Methylation of histones bears some specific features distinguishing this epigenetic mark from 
acetylation and phosphorylation: (1) methylation of histones does not influence the charge of 
lysine and arginine residues. Therefore it is unlikely that histone methylation does 
significantly affect the interaction between DNA and the histone protein and directly alter 
chromatin structure. It rather creates binding epitopes for regulatory proteins that specifically 
recognise the methylated histone tail by distinct binding domains such as chromo- and 
tudordomain (Fischle, 2003; Dormann, 2006).  (2) Histone methylation is considered to be a 
rather stable mark. For a long time no lysine specific demethylases were known and lysine 
methylation was thought to be a real epigenetic mark responsible for the propagation of 
epigenetic information over generations. This view has been put into perspective by the 
recent identification of several demethylases (Shi, 2004; Trewick, 2005). However, compared 
to other posttranslational modifications (e.g. acetylation) the half-life of histone methylation is 
significantly longer (Fodor, 2006). (3) PRMTs and HMTs are strictly site specific and act on 
distinct arginine and lysine residues (see Table 1). (4) Several proteins can be necessary to 
act in a defined order to fully methylate lysine residues; e.g. Suvar3-9 proteins only convert 
di-methylated into tri-methylated lysine 9. The first two methyl-groups have to be delivered by 
other HMTs. (5) Methylation of distinct residues is clearly associated with distinct biological 
functions. The scope of the epigenetic information is further refined by the association of 
different biological functions with mono- di- or tri-methylated residues. 
The biological processes, where histone methylation plays a role, range from transcriptional 
regulation to epigenetic silencing via heterochromatin assembly. Methylation of lysine 4 on 
histone H3 is correlated with transcription and strongly enriched at active promoters. 
Remarkably LSD1, an H3K4 specific demethylase is found in the HDAC containing CoREST 
complex (Lee, 2005) and HDAC inhibition not only leads to enhanced histone acetylation but 
also increased lysine 4 methylation (Lee, 2006; Jiang, 2007), functionally linking histone 
acetylation and lysine 4 methylation. Histone 3 lysine 9 methylation is linked with 
heterochromatin maintenance, especially H3K9met3, which is a hallmark of constitutive 
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Histone/residue Methyltransferase Demethylase Function 
H3 R2 CARM1 (Hs, Mm)  
PADI4 (Hs) 
 



















H3 R8 PRMT5  
PADI4 (Hs) 
Repressor 





G9a (Hs, Mm) 
Eu-HMTase1 (Hs) 
ESET/SETDB1 (Hs, Mm) 















DNA methylation, Heterochromatin, 
Repressor 












H3 R17 CARM1 (Hs, Mm)  
PADI4 (Hs) 
Activator 
H3 R26 CARM1 (Hs, Mm)  
PADI4 (Hs) 
 
H3 K27 E(z)/EZH2 (Hs, Dm) 
Ezh2 (Mm) 
 Heterochromatin, Repressor 
X-Chromosome inactivation, 
Heterochromatin, Repressor 










H3 K79 Dot1/DOT1L (Sc, Hs)  Repressor, DNA damage, Activator 
H4 R3 PRMT1  
PADI4 (Hs) 
Activator 
H4 K20 SET9 (Sp) 








H1 K26 EZH2 (Hs)   
 
Table 1.  Methylation sites and responsible enzymes (adapted from (Bannister and Kouzarides, 2005))  
Hs – Homo sapiens, Mm – Mus musculus, Dm – Drosophila melanogaster, Sc – S. cerevisiae, Nc – 
Neurospora crassa; H3, H4, H1 – histones, K – lysine, R – arginine 
 
heterochromatin (Peters, 2001). In contrast, mono- or di-methylated lysine 9 residues are 
found predominantly in euchromatic regions, where they serve as marks for transcriptional 
silenced genes. Lysine 27 methylation is a repressive mark associated with defined forms of 
facultative heterochromatin: it is highly enriched at the silenced X chromosome as well as 
genes targeted by the Polycomb silencing machinery (Rougeulle, 2004; Ringrose, 2004). 
Methylation at lysine 20 of histone H4 is another repressive mark (Schotta, 2004) and the tri-
methylated species of histone H4 lysine K20 is associated with constitutive heterochromatin. 
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Interestingly, hyperacetylation of H4 is able to prevent efficient lysine 20 tri-methylation 
(Sarg, 2004), again linking two different epigenetic marks. 
 
1.4. Transposable Elements 
 
One of the most stunning features of genomes of higher eukaryotes is the fact that only a tiny 
fraction of the DNA sequence is containing coding information. In mammals about 3% of the 
genome encodes translated sequences, whereas the rest contains intronic, intergenic or 
interspersed repetitive sequences. The latter ones contribute about 46% of the human and 
39% of the murine genome (Lander, 2001; Waterston, 2002). The bulk of interspersed 
repeats are remnants of once active transposable elements (TEs) having accumulated 
numerous sequence alterations. 
Some time ago, TEs were considered as “junk DNA” without any benefit for the host; they 
were regarded as paradigmatic example for “selfish genes”, using the host as a parasite 
solely for the propagation of itself. Nowadays this one-sided view has been modified and the 
prevailing view is much more ambiguous since recent findings disclosed numerous instances 
where the host profits from the presence of TE or TE-derived sequences. 
 
1.4.1. Dangers and Benefits 
 
The dangers arising from the presence of TE are obvious: via transposition into genes or into 
the proximity of genes they can act as a mutagen. When inserted into exons, the reading 
frame might get interrupted leading to premature termination of the transcript. Insertion in 
intronic or neighbouring regions can cause incorrect splicing events resulting in termination 
of the transcript or in the creation of fusion transcripts. In some cases the regulatory 
cassettes of nearby TEs stimulate ectopic expression of genes. LINE elements have the 
ability to transduce 3’ genomic sequences, thereby bringing coding or regulatory sequences 
into novel genomic contexts resulting in changes in gene expression patterns or exon 
shuffling. Based on observations in human and mouse, there are estimations that 0.1% and 
10-15%, respectively, of all spontaneous mutations are caused by such events (Maksakova, 
2006). Another source of potential harm comes from an intrinsic feature of dispersed repeats: 
their repetitive nature makes them a susceptible target for homologous recombination events 
(Prak, 2000) causing deletions or inversions.  
All those TE-induced changes may have fatal consequences for the affected individual, 
however from an evolutionary point of view, TE-mediated alterations are an important source 
of variation. Only a fraction of TE-induced changes causes phenotypic consequences, the 
majority is phenotypically neutral. Therefore it is not surprising that there is significant 
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variability between populations (Xing, 2007) and strains (Takabatake, 2008). Recently, 
Muotri and colleagues (Muotri, 2005) could show that during neuronal development LINE 
elements are actively transposing, leading to genetic variation between neurons within the 
brain of a single individual, possibly contributing to its uniqueness. 
Differences in TE localisation patterns clearly can have consequences for the regulation of 
host genes. Peaston and colleagues identified numerous fusion-transcripts in the murine 
oocyte driven by TE-derived regulatory sequences and a recent publication demonstrated 
that strain specific TEs can be the source of strain specific fusion-transcripts (Peaston, 2004; 
Horie, 2008). This suggests that novel regulatory sequences – as delivered by TEs – are 
readily incorporated into the arsenal of the host to control endogenous genes. 
Not only regulatory sequences are co-opted by the host: there are several examples of host 
genes descending from TEs now fulfilling essential functions (a process, called “molecular 
domestication”). For instance, the RAG proteins, similar to DNA transposons, mediate the 
site-directed DNA rearrangement of immunoglobulin gene segments (V(D)J recombination) 
and telomerase, the enzyme crucial for telomere length maintenance, might also originate 
from a TE (Eickbush, 1997; Miller, 1999).  
In summary TEs are one of the driving forces of genome evolution; they shape the genome 
by introducing a range different alterations; from large genome rearrangements to subtle 




Generally, TEs can be divided into two classes, with major differences in their mode of 
propagation: DNA transposons move as pieces of DNA, cutting and pasting themselves into 
new genomic locations. In contrast, the genomic expansion of retrotransposons occurs by a 
replicative mechanism, where a RNA transcript is reversely transcribed into DNA and 
integrates into a new genomic location (“copy and paste” mechanism) (Prak, 2000). In 
mammals no active DNA transposons have been identified so far; they are only present as 
remnants of once active elements, occupying 0.8% (mouse) or 3.0% (human) of the genome. 
The bulk of TEs comprise retrotransposons, covering 37.3% of the genome in mice and 
43.1% in humans (Lander, 2001; Waterston, 2002). They are subdivided into 3 major 
classes: (1) long interspersed nucleotide elements (LINEs), (2) short interspersed nucleotide 
elements (SINEs) and long terminal repeat (LTR) elements. For the structure of TEs, please 
see Figure A. 
(1) More than half a million LINE elements, covering roughly 20%, reside in the murine and 
human genome. Most of them are 5’ truncated or rearranged (Smit, 1999). Several 
thousands are full length (roughly 7kb), and of these an estimated 50 (human) or 3,000 
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(mouse) are active. In humans, LINE elements are the most active autonomous TEs in the 
present day genome. Several instances of LINE insertions causing diseases have been 
reported (Kazazian, 1998). 
(2) SINEs are non-autonomous, non-coding transposable elements with the length of only a 
few hundred basepairs. They are derived from the 7SL RNA or tRNAs and represent the 
most abundant class of TEs. In humans, SINEs are represented by Alu elements (1.1 million 
copies, 13.6% of the genome), in mice by B1, B2, ID and B4 elements (1.4 million copies, 
8.2% of the genome) (Waterston, 2002). As they do not contain an ORF, SINEs entirely 
depend on other mobile elements for their mobility. Transposition occurs by utilisation of the 
LINE L1 enzymatic machinery in trans. 
(3) The third class of retrotransposons, LTR elements, is structurally similar to retroviruses. 
According to the current view, the earliest infectious retrovirus originated from endogenous 
retroviral-like (ERV) elements that acquired mechanisms for horizontal transfer. In turn, many 
current endogenous retroviral elements have probably arisen from infectious retroviruses 
which have lost their capability for horizontal transfer due to mutations in the env gene. 
Therefore, the classification into three sub-classes is based on their similarity to retroviruses. 
Interestingly, the different sub-classes show a markedly dissimilar evolutionary history in 
human and mouse. Whereas ERVs are nearly extinct in human, all three sub-classes have 
active members in the mouse (Waterston, 2002). Insertional mutagenesis caused by LTR 
element is responsible for ~10% of all spontaneous mutations in the mouse. Prominent 
members of the three subclasses in mice are VL30, MuRVY, MuRRS elements (Class I / 
MLV-like / typeC / gammaretroviruses), IAP, ETn, MusD elements (Class II / MMTV-like / 
typeB / betaretrovirus) and MERVL, MT, ORR1 elements (Class III). Altogether LTR 
elements occupy 9.9% and 8.6% of the genome in mouse and human, respectively, of which 
a considerable number is internally deleted. 
 
1.4.3. Intracisternal A-type Particle 
 
Intracisternal A-type Particle (IAP) retrotransposons are among the best-studied LTR 
retroelements in the mouse. The name comes from their ability to assemble virus like 
particles into the cisternae of the endoplasmatic reticulum, which can not leave the cell 
because the lack of a functional env protein. Recently, an infectious progenitor (IAP-E) with 
an intact env gene that can pass through a complete retroviral life cycle has been identified 
(Ribet, 2008). Whereas this extracellular variant is at the edge of extinction with only a single 
active copy left, the intracellular variant is highly active with around 300 functional and 700 
non-functional copies. A full length IAP element is about 7.2kb in length, but several 
subfamilies exist which carry characteristic internal deletions exist. The most prominent 
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subfamily is the IAP I∆1 with a 1.9kb deletion in the gag-pol region (Kuff, 1988). As already 
mentioned, IAP elements are highly active; they are responsible for numerous germ line as 
well as somatic mutations (Ishihara, 2004; Howard, 2008). Interestingly the I∆1 subtype is 
the predominant variant expressed in myeloid leukaemia cells and I∆1 elements are 
responsible for virtually all germ line mutations. Loss of silencing (see next chapter) also 
leads to preferential expression of this subtype. Recent models suggest a role for the 
truncated translation product in binding the I∆1 RNA and recruiting the full length IAP protein 
for efficient transposition (Saito, 2008). 
 
1.4.4. Virus-like 30S Elements 
 
The Virus-like 30S (VL30) retrotransposon has been identified at the end of the 1970ies. 
During the propagation of MLV virus particles on mouse cells it was noticed that in addition to 
the 35-38S MLV RNA, virus particles contained a smaller RNA species sedimenting at 
around 30S. In subsequent studies this RNA was recognised as derived from genomic VL30 
retrotransposons, packed into MLV particles for transmission into heterologous cells (French, 
1997). Estimations of genomic copy numbers predict the existence of 150-200 VL30 
elements, but so far no element with intact open reading frames has been reported. 
Therefore VL30 elements are regarded as non-autonomous retrotransposons relying on the 
enzymatic machinery of other elements for successful retrotransposition. An unusual feature 
of this class of LTR elements is that its transcription can be efficiently induced by a wide 
range of agents and stimuli, among them oncogenic (SV40, Ha-ras, N-ras, TPA), growth 
(FCS, EGF), hormone (progesterone, estradiol) stress (ionising radiation, ischemia, 
vanadium) and differentiation (retinoic acid) signals (French, 1997; Tzavaras, 2003; 
Nousopoulos, 2007). Furthermore the regulation seems to be cell line specific and also 
depend on the enhancer design of individual elements. So far four different subtypes of VL30 
elements have been characterised with marked differences in the U3 region of the LTR, 
which seem to determine differential responsiveness to signals (Nilsson, 1994). 
The physiological role of VL30s is largely unknown. Recent findings showed that their 
expression enhanced the metastatic potential of human melanoma cells (Song, 2002) and 
VL30 RNA formed a complex with PSF (Song, 2004), a class of repressor proteins, thereby 
de-repressing the expression of multiple oncogenic genes in human cells (Song, 2005). In 
mouse, cerebral ischemia induced neuronal expression of VL30 RNA bound to 
polyribosomes (Costain, 2006). Thus, VL30s seem to play an important regulatory role in 
reverse gene expression and translation (Nousopoulos, 2007). 
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1.4.5. Silencing of transposable elements 
 
It has been a long-standing enigma what the mechanisms are that keep TEs in check. The 
way, how the host recognises TEs and how it mechanistically achieves comprehensive 
silencing of a multitude of TEs during different stages of development is only recently 
becoming clearer. 
The initial observation that genomic DNA associated with TEs is heavily methylated was one 
of the most important findings, raising the idea that DNA methylation might restrict the activity 
of TEs. The use of inhibitors of DNA methylation (Jaenisch, 1985; Davis, 1989) and finally 
the genetic inactivation of DNA methyltransferases indeed demonstrated the crucial role of 
DNA methylation in TE silencing (Li, 1992; Walsh, 1998; Okano, 1999; Liang, 2002; 
Bourc’his, 2004; Gaudet, 2004). Also other proteins involved in the establishment, 
maintenance or the read-out of DNA methylation patterns have been identified to be involved 
in transcriptional repression of TEs (Yu, 2001; Huang, 2004; Sharif, 2007). The mode of 
action how DNA methylation represses TE expression seems to involve the binding of 
proteins recognising methylated DNA (MBDs, methyl binding domain proteins) and the 
subsequent recruitment of enzymes and complexes converting the associated chromatin into 
heterochromatin. Alternatively the DNA methyltransferases can directly interact with histone 
modifying enzymes. Deacetylation as well as methylation of histones via HDAC complexes 
and HMTs is thought to be essential for the process of heterochromatinisation; this is 
supported by the finding that loss of the lysine 9 specific HMT Suvar3(9) is sufficient to partly 
release TE repression in murine ES cells (Martens, 2005). Interestingly silencing via DNA 
methylation is not a strictly hierarchical process, starting with DNA methylation and followed 
by changes on the chromatin level; heterochromatinisation rather seems a self amplifying 
process, due to the numerous interactions and feedback loops between the different proteins 
involved. DNA methylation appears to be the top layer of a multilayered silencing process. In 
accordance to this, de novo silencing of retroviruses can also occur in the absence of de 
novo DNA methyltransferases (Pannell, 2000). 
Loss of DNA methylation was demonstrated to be sufficient to release the repression of IAP 
elements in germ cells as well as in somatic cells and LINE elements in germ cells (Walsh, 
1998; Bourc’his, 2004). However, reports about transcriptional reactivation of other TEs have 
been elusive so far. Therefore it is not clear to which degree other TEs can also be 
reactivated by the loss of DNA methylation. Relieving one layer of repression might not be 
sufficient to induce transcription. Furthermore many TE intrinsic promoters only act in a cell 
type or stage specific manner (Branciforte, 1994; Dupressoir, 1996; Seifarth, 2005). 
Whereas the mechanisms necessary to repress TE expression – heterochromatinisation via 
DNA methylation, histone deacetylation and methylation – have been disclosed throughout 
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the last two decades, it has been unclear how silencing is specifically directed to TEs. Only 
recently, with the discovery of small interfering RNAs (siRNAs) and RNA interference (RNAi), 
this problem started getting solved; the observation that the introduction of double stranded 
RNA (dsRNA) leads to the silencing of homologous genomic sequences, sparked the idea 
that nucleic acid pathogens (viruses, viroids) and parasites (TEs) might distinguish 
themselves by producing dsRNA. The latter could be detected by a specialised machinery to 
trigger silencing. Although it turned out that different organisms have developed slightly 
varying pathways and the initial model has undergone some adaptations, the major concept 
proved to be correct: small RNAs trigger the silencing of TEs, either by cleavage of the 
transcript, translational inhibition or by transcriptional repression with the mechanisms 
described above. 
The current model for RNAi dependent TE silencing in animals (Figure B) distinguishes 
between two pathways: the piRNA pathway (Girard, 2008), where 24-27 nucleotide long so-
called piRNAs (because of their association with Piwi-like proteins) are processed from long 
RNA precursors transcribed from defined loci called piRNA clusters. These clusters are rich 
in TE-derived sequences, with a bias for TEs oriented in the antisense orientation. Thus, 
antisense piRNAs are loaded onto Piwi proteins, which target transposon transcripts. This 
complex can be either targeted to genomic transposons and trigger silencing via DNA 
methylation and histone modifications, or the transposon transcript is sliced by the PIWI 
protein initiating an amplification cycle (Figure B). The alternative pathway is the short 
interference RNA (siRNA) pathway (Birchler, 2008), where TE-derived dsRNAs are 
processed by a Dicer protein into 21-23 siRNAs and loaded into Argonaute proteins. The 
RNA directs the complex to transposon mRNA which is cleaved or targeted to genomic DNA 
where it initiates silencing. An amplification step as for the piRNA pathway has not been 
described in animals (although it exists in plants and yeast) (Figure B). 
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Figure A. Structures of transposable element types. (A) DNA transposons consist of a single ORF that 
encodes the transposase. The transposase has a DNA-binding domain and conserved DDE motif, the catalytic 
core, resembling a retroviral integrase. The ORF is flanked by inverted repeats (IR), sometimes also with direct 
repeats (DR). (B) Full length LINE elements consist of a 5’ untranslated region (5’UTR) that has promoter activity; 
two open reading frames (ORF1 and ORF2) that are separated by an intergenic spacer; followed by a 3’UTR and 
a poly A tail ((A)n). ORF1 encodes a 40kDa protein that binds nucleic acids, whereas ORF2 contains reverse 
transcriptase (RT), an endonuclease domain (EN) and a cysteine-rich region. (C) SINEs derived from tRNAs 
(such as B2, B3, ID, B4) consist of a tRNA-related region (tRNA), a non-tRNA region (L1 3’UTR) often resembling 
the 3’UTR of LINE elements, and a poly A tail ((A)n). SINEs derived from 7SL RNA (such as Alu, B1) are 300bp 
intron-less sequences that consist of two GC-rich fragments, the left (L-Alu) and right (R-Alu) monomer, 
connected by an A-rich linker, and that end in a poly A tail ((A)n). Transcription is driven by an internal Pol III 
promoter. (D) Full length LTR retrotransposons consist of partly overlapping coding regions for group-specific 
antigen (gag), protease (prt), polymerase (pol) and envelope genes, flanked on both ends with long terminal 
repeats (LTRs) with promoter activity. The pol gene contains domains for reverse transcriptase (RT), RNaseH 
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Figure B. RNAi mediated silencing of animal TEs. (A) The piRNA pathway in animals involves the generation 
of piRNAs from a piRNA cluster, association of the RNA with Piwi proteins and slicing of the transposon 
transcript. Alternatively genomic loci containing TEs are turned into heterochromatin. (B) The siRNA pathway in 
animals. Here, dsRNAs serve as substrate for Dicer which processes the dsRNA into short siRNAs. Subsequent 
loading of the antisense siRNA onto Argonaute proteins leads to cleavage of the transposon transcript or 
silencing of genomic TEs. Adapted from Girard, 2008. 
___________________________________________________________________________ 
  29 
2. Materials and Methods 
 
2.1. Work with DNA 
 
Plasmid DNA preparation from bacteria 
Plasmid DNA from E.coli was prepared using the Wizard® Plus SV Minipreps DNA 
Purification System from Promega or the QIAGAN® Plasmid Midi Kit. 
 
Isolation of genomic DNA eukaryotic cells 
Genomic DNA from eukaryotic cells was isolated with the help of the PUREGENE® DNA 
Isolation Kit from GentraTM. 
 
Agarose gel electrophoresis 
50x TAE: 
Tris/acetate pH 5.2 2M 
EDTA 100mM 
 
DNA Loading buffer: 
Urea 4M 
Sucrose 50% (w/v) 
EDTA pH 8.0 1mM 
Bromphenol blue 0.1% 
Storage at -20°C 
 
TAE Agarose gels: 
 2% Agarose Gel 0.8% Agarose Gel 
Agarose 1g 0.4g 
1x TAE 50ml 50ml 
Ethidiumbromid 0.5mg/l 0.5mg/l 
 
For separation and characterisation DNA fragments were loaded with DNA loading buffer on 
agarose gels and separated according to their size by electrophoresis. Gels were run with 1x 
TAE, 2-8 V/cm and the DNA was visualised on an UV screen.  
λ DNA digested with HindIII and different DNA ladders were used as size markers. 
 
Elution of DNA fragments from agarose gels 
To isolate DNA fragments for agarose gels the Wizard® Plus SV Gel and PCR Clean up 
System from Promega was used. 
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Cloning of PCR amplified DNA fragments 
To clone DNA fragments amplified with PCR, the pGEM®-T Vector System from Promega 
was utilised following the manufacturers instructions. 
 
PCR analysis 
For conventional PCR analysis we used the GoTaq® Colorless/Green Master Mix from 
Promega. For semi-quantitative analysis of ChIP experiments, the linear range of the PCR 
reaction was determined empirically by using increasing amount of DNA template and 
adapting the number of cycles for each primer pair. PCR products were resolved on 2% 
agarose-TAE gels. 
Reaction mix per sample: 
2x Master Mix  12.5µl 
Primer F (10pmol/µl)    0.5µl 
Primer R (10pmol/µl)    0.5µl 
DNA template       xµl 
H2O       xµl 
Total volume  25.0µl 
 
PCR conditions: 
Temp Time  
95°C 4’  
AT* 4’  





72°C 4’  
4°C ∞  
AT: annealing temperature (see primer table); C#: number of cycles  
 
Real Time PCR analysis 
SYBER green Real Time PCR was performed with the Bio-rad iCycler iQ system and Taq 
DNA Polymerase (recombinant) from Fermentas to quantify PCR assays. Reactions were 
always performed in doublets or triplicates and quantified according to a dilution series 
included within the run. 
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Reaction mix per sample: 
10x taq buffer   2.5µl 
10mM dNTP each   0.5µl 
25mM MgCl2   2.5µl 
TaqDNA polymerase (5U/µl)   0.2µl 
Primer F (10pmol/µl)   0.25µl 
Primer R (10pmol/µl)   0.25µl 
FITC Flourescein Calibration 
Dye (1µM)   0.9375µl 
10x Syber Green   1 
H2O   11.8625µl
Template   5.0µl 
total volume 25.0µl 
             
Real Time PCR conditions 
Temp Time 








20°C ∞  
  MC: melting curve; AT: annealing temperature 
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2.2. Work with RNA 
 
Total RNA isolation 
For the isolation of total RNA from tissue culture cells the TRIzol® Reagent (Invitrogen) was 
used according the manufacture’s protocol. To avoid degradation of RNA, RNAse Inhibitor 
was added to isolatied RNA (1u RiboLockTM RNAse Inhibitor / µl sample; Fermentas). 
Remaining DNA contamination was removed by DNAse treatment. Therefore 1-2u of 
TurboTM DNase from Ambion was added to each sample followed by incubation for 15min at 
37°C and 15min at 85°C to inactivate the enzyme. 
RNA concentration was determined by absorbance at 260nm. 
E260nm x (dilution)-1 x e-1 = concentration µg/ml   
e-1 = 40 for single stranded RNA 
To ensure equal loading and integrity of the RNA, aliquots (1µg) were diluted in RNA sample 
buffer containing ethidium bromide and run on MOPS/EDTA agarose gels. The amount of 
loaded RNA was controlled by visualisation on an UV screen.  
 





adjust to pH 7.0 
 
RNA sample buffer: 
Formamide 15ml 
10x MOPS 3ml 
37% Formaldehyde 4.8ml 
H2O, RNAse free 2ml 
Glycerol 2ml 
10% (w/v) Bromphenol blue 1.6ml 
Optional: 5µl ethidium bromide (1mg/ml) 
Storage at -20°C 
 
MOPS/EDTA gel: 
 50ml 100 ml 
Agarose 0.6g 1.2g 
H2O 42.5ml 85ml 
10x MOPS 5ml 10ml 
37% Formaldehyde 2.5ml 5ml 
 
To resolve secondary structures in the RNA, the RNA samples supplemented with sample 
buffer were heated up to 65°C for 5 min, cooled on ice and loaded on a 1.2% MOPS/EDTA 
gel. 
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cDNA Synthesis 
For preparation of cDNA from total RNA, the iScriptTM cDNA Synthesis Kit (Bio-rad) 
containing a mixture of oligo d(T) primers and random hexamer nucleotides was used. 
Reaction mix per sample: 
5x iScript reaction mix 4µl 
iScript reverse transcriptase 1µl 
Nuclease free H2O xµl 
RNA template 1µg of total 
RNA 
xµl 
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2.3. Work with Proteins 
 
Isolation of whole cell extracts 
Cells were harvested by trypsination and resuspended in complete DMEM. After 
centrifugation (1000 rpm, five minutes), the cell pellet was washed in 5ml 1x PBS and 
transferred to an Eppendorf tube. Alternatively, cells were washed with 1x PBS, scratched 
from the petri-dish with a rubber policeman in 5ml 1x PBS, collected in a Falcon tube, 
pelleted by centrifugation (1000rpm, five minutes) and transferred to an Eppendorf tube. 
Then, cells were pelleted again by centrifugation at full speed for 10 seconds and the 
resulting pellet (without supernatant) was frozen in liquid nitrogen and thawed again at RT. 
Cells were resuspended in 2x pellet volume extraction buffer and again immediately frozen in 
liquid nitrogen. The extracts were thawed at 37°C for five minutes and refrozen in liquid 
nitrogen. Slow thawing on ice for 15 minutes, followed by centrifugation at full speed at 4°C 
for 10 minutes, resulted in a supernatant, which directly could be used for Western blot 
analysis. If cells were pretreated with chemical inhibitors, 1xPBS and extraction buffer was 
supplemented with appropriate HDAC or phosphatase inhibitors. 
Extraction buffer (Hunt Buffer): 
Tris-HCl pH 8.0 20mM 
NaCl 100mM 
EDTA pH 8.0 1mM 
NP-40 0.5% 
Protease inhibitors (Complete; Roche) 
 
Deacetylase inhibitors 
Na-Butyrate 100 × Stock 1M 
10mM final concentration 
 
Phosphatase inhibitors 
Inhibitor Stock Final conc. 
NaF - 0.21g/100ml lysis buffer 
Tetra-Sodium-pyrophosphate - 0.9g/100ml lysis buffer 
Na-orthovanadate 100× 0.184g/10ml 50mM Tris pH7.5 
Β-glycerphosphate 100× 2.16g/100ml H2O 
 
Histone isolation 
Cells were harvested, washed and pelleted as described above. After washing with cold PBS 
and repeated centrifugation (full speed, 10 seconds) the pellet was resuspended in 1ml ice-
cold lysis buffer by vortexing or pipetting and then centrifuged. Three further wash steps with 
lysis buffer and one with Tris/ EDTA wash buffer, each followed by centrifugation, resulted in 
a nuclear pellet, which was incubated with 100 µl ice cold H2O supplemented with H2SO4 to a 
final concentration of 0.4 N for at least 1 hour on ice. Then the samples were centrifuged 
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(4°C, full speed, 10 minutes). The supernatant was mixed with 10x volume acetone and the 
histones were precipitated from 1h to overnight at -20°C. Precipitates were collected by 
centrifugation (4°C, full speed, 10 minutes). The pellet was air-dried and resuspended in a 
suitable volume of H2O. If cells were pretreated with chemical inhibitors, 1xPBS, lysis and 







Triton X-100 1% 
Sucrose 8.6% 
adjust to pH 6.5 
 
Wash buffer: 
Tris 10 mM 
Na3EDTA 13 mM 
adjust to pH 7.4 
 
Determination of protein concentration 
The concentration of total protein was determined using a Biorad Protein Assay reagent. The 
extract was diluted 1:1000 in a 1:5 dilution of the reagent, mixed well and the spectroscopic 
absorption was measured at 595nm. Total protein concentration was estimated with help of 




acrylamide  30%  
N,N´-methylene-bisacrylamide 0.8% 
 
Separating gel buffer: 
Tris-HCl pH 8.8 1.5M  
 SDS 0.4% 
 
Stacking gel buffer: 
Tris-HCl pH 6.8 0.5M  
SDS 0.4%  
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SDS Sample buffer: 
Tris-HCl pH 8.8 100mM 
glycerol 20%  
bromphenol blue 0.01% 
DTT 200mM  
SDS 4%  
 
10x Running buffer: 
Tris  50mM  
glycine 500mM  
SDS  0.2% 
 
Western blot analysis 
After proteins were separated on an SDS-gel, the stacking gel was removed and the 
separation gel was transferred to distilled water. 3MM filter paper and a nitro-cellulose 
membrane (Schleicher & Schuell, Nr. BA 83) were cut to the size of the gel and soaked in 
Harlow buffer. The support pads of the transfer unit were also soaked in Harlow buffer. The 
sandwich was assembled in the following order: support pad, 2 sheets of 3MM paper, gel, 
nitrocellulose membrane, 2 sheets of 3MM paper and again support pad. The sandwich was 
placed in the electrotransfer unit (Hoefer), filled with transfer buffer. The transfer was 
performed at a constant current of 200mA (1 or 2 gels) in a cold room for 1.5 hours under 
stirring with a magnet bar. The quality of the transfer was checked by staining the membrane 
with 1x Ponceau for one minute. The excess Ponceau was removed by rinsing the 
membrane with distilled water. 
Harlow 2 transfer buffer: 




10x Ponceau S: 
Ponceau S 2%  
trichloroacetic acid 30%  
sulfosalicylic acid 30%  
 
Antibody Incubation 
In order to block any unspecific reactions of the antibodies, the membrane was incubated 
with blocking solution for one hour at RT under gentle agitation. 
The incubation with the primary antibody (diluted in blocking solution) was carried out at 4°C 
overnight or at room temperature for at least one hour. 
After three washing setps with 1x PBS, containing 0.1% Tween-20, 15 minutes each, the blot 
was incubated with the secondary (peroxidase-coupled) antibody, diluted in 1x PBS, 0.1% 
Tween 20, for one hour at RT followed by another three washes. 
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Western blocking solution: 
PBS 1x 
PVP 1%  
non fatty dried milk 1% 
Tween 20 0.1%  
NaN3 0.01%  
 
Immunodetection by ECL (Enhanced Chemo-Luminescence) 
Equal amounts of ECL solution 1 and 2 (Amersham) were mixed, poured over the blot and 
incubated for one minute. The excess of ECL solution was removed and the membrane was 
packed into saran wrap and exposed to X-ray films. 
 
Western blot stripping 
Western blots that have been used for ECL could be re-used after stripping. The blot was 
washed three times in PBS, 0.1% Tween 20. After incubation with stripping buffer at 50°C for 
30 minutes, the blot was washed again three times with PBS, 0.1% Tween 20 and was then 
ready for a new incubation with a different antibody. 
Stripping buffer (100 ml): 
20% SDS 10ml 




The following antibodies were used in this study: 
Antibody Name Dilution  Source Company Cat. Nr. 
histone H3 c-H3 1:50000 r Abcam ab1791 
pan-acetyl-histone H3 H3ac 1:5000 r Upstate 06-599 
pan-acetyl-histone H4 H4ac 1:5000 r Upstate 06-598 
acetyl (lys9)-histone H3 H3K9ac 1:5000 r Upstate 07-352 
acetyl (lys14)-histone H3 H3K14ac 1:5000 r Upstate 06-911 
acetyl (lys5)-histone H4 H4K5ac SAT247 1:5000 r Upstate 06-759 
acetyl (lys8)-histone H3 H4K8ac SAT198 1:5000 r C. Seiser  
acetyl (lys12)-histone H3 H4K12ac SAT44 1:5000 r C. Seiser  
acetyl (lys16)-histone H3 H4K16ac SAT53 1:5000 r C. Seiser  
mono-methyl-(lys9)-histone H3 H3K9met1 1:5000 r T. Jenuwein  
di-methyl-(lys9)-histone H3 H3K9met2 1:5000 r T. Jenuwein  
tri-methyl-(lys9)-histone H3 H3K9met3 1:5000 r T. Jenuwein  
mono-methyl-(lys27)-histone H3 H3K27met1 1:5000 r T. Jenuwein  
di-methyl-(lys27)-histone H3 H3K27met2 1:5000 r T. Jenuwein  
tri-methyl-(lys27)-histone H3 H3K27met3 1:5000 r T. Jenuwein  
mono-methyl-(lys20)-histone H4 H4K20met1 1:5000 r T. Jenuwein  
di-methyl-(lys20)-histone H4 H4K20met2 1:5000 r T. Jenuwein  
tri-methyl-(lys20)-histone H4 H4K20met3 1:5000 r T. Jenuwein  
di-methyl-(arg17)-histone H3 H3R17met2 1:2000 r Upstate 07-214 
di-methyl-(arg3)-histone H4 H4R3met2 1:2000 r Upstate 07-213 
tri-methyl-(lys4)-histone H3 H3K4met3 1:5000 r Upsate 07-473 
tri-methyl-(lys4)-histone H3 H3K4met3 1:5000 r Abcam ab8580 
histone deacetylase 1 HDAC1 10E2 1:2000 m C. Seiser  
histone deacetylase 2 HDAC2 3F3 1:100 m C. Seiser  
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histone deacetylase 3 HDAC3 1:10000 r Abcam ab16047 
DNA methyltransferase 1 DNMT1 1:2000 m Abcam ab13537 
ß-actin ACTIN 1:5000 m Sigma A5316 
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2.4. Work with Bacteria 
 
Solutions and media 
Antibiotic stock solutions 
Ampicillin 100 mg/ml 
Kanamycin 50 µg/ml 
 
Luria-Bertani liquid medium (LB-medium) 
Bacto-Trypton (Difco) 10 g/l 
Bacto-Yeast Extract (Difco) 5 g/l 
NaCl 5 g/I 
 
Top agarose 
Bacto-Trypton (Difco) 10 g/l 
NaCl 8 g/I 
Agarose 6 g/l 
 
All media were sterilized by autoclaving and stored at 4°C. For the selection of transformed 
bacteria the autoclaved media were supplemented with the appropriate antibiotics. 
Solid bacteria media were prepared by adding 1.5% w/v Bacto-Agar (Difco) to liquid media 
before autoclaving. After cooling the medium to 50°C, antibiotic stock solutions were added 
to the proper final concentrations and poured into petri dishes. LB plates were stored at 4°C. 
For blue/white selection of bacteria, LB plates were supplemented with IPTG (5.5mM) and X-
Gal (= 5-bromo-4-chloro-3-indyl-β-D-galactoside) 80µg/ml. 
 
Growth of bacteria 
Liquid cultures were inoculated either with frozen bacterial stocks or with bacterial colonies 
from agar plates stored at 4°C. Single colonies were picked with sterile toothpicks, 
transferred into the appropriate liquid medium and incubated at 37°C under agitation 
overnight. 
 
Freezing of bacteria 
For long-term storage, 2x freezing buffer and overnight bacteria culture were mixed 1:1 and 
stored at -80°C.  
2x Freezing buffer 
K2HPO4 12.60 g/l 
KH2PO4   3.60 g/l 
Na citrate   0.90 g/l 
MgSO4 •7 H2O   0.18 g/l 
(NH4)2SO4   1.80 g/l 
Glycerol 88.00 g/l 
storage at 4°C 
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Transformation of bacteria 
Heat shock competent bacteria (DH5α) were thawed on ice, DNA (~5ng) was added and 
bacteria were incubated for another 20min on ice. After a heat shock of 45sec at 42°C, 500µl 
of SOC medium was added and bacteria were rotated for ½ - 1h at 37°C before they were 
plated on appropriate LB plates and incubated O/N at 37°C. 
SOC medium 
Bacto-Trypton 2% 
Bacto-Yeast Extract 0.5% 
NaCl 10 mM 
Kcl 2.5 mM 
MgSO4 10 mM 
MgCl2 10 mM 
Glucose 20 mM 
storage at -20°C 
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2.5. Cell Culture 
 
Solutions and media 





Adjust pH to 7.4 
 
100x Antibiotic stock solution (AB): 
Penicillin G potassium salt 6g/l 
Streptomycin sulfate 10g/l 
Dissolved in 1x PBS 
 
100x Antibiotic stock solution plus glutamine (AB + G): 
Glutamine 5.8g/l 
Dissolved in 100x AB 
 
Trypsine/EDTA solution (TE): 
Trypsine 2.2U/mg 700mg 
10x PBS 25ml 
1% Na-EDTA, pH 7.4 5ml 
Add water to a final volume of 250ml 
 
Dulbecco’s modified eagle medium (DMEM) 
DMEM (Sormed) powder was dissolved in bidestilled water, supplemented with 3.7g/l 
NaHCO3 and sterilised by filtration (pore size 0.2µm). The DMEM was stored at 4°C. Before 
use 450ml DMEM were supplemented with 5ml AB and fetal calf serum (FCS, Gibco BRL) 
stored in 50ml aliquots at -20°C.  
 
Medium for murine embryonic stem cell (ESC) cultivation (M15) 
ES cell qualified high-glucose DMEM containing 4500 mg/l glucose (Sigma) was 
supplemented with 15% FCS (HyClone), 1x AB + G, 1x  ß-mercaptoethanol and ESGRO LIF 
(103 units / ml medium). The medium was stored at 4°C and prewarmed at 37°C before use. 
 
100x ß-Mercaptoethanol stock solution (0.01M) 
72µl of 14M ß-mercaptoethanol were added to 100ml 1x PBS, the solution was sterilized by 
filtration, aliquoted and stored at – 20°C. Once in use, the solution was stored at 4°C. 
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0.1% (w/v) Gelatine solution 
10g gelatine were added to 1l dH2O, the solution was mixed on a rotator and autoclaved for 
30 minutes at 120°C. After cooling down to room temperature, the working solution was 
prepared by diluting the 1% gelatin in sterile water. Gelatine solution was stored at 4°C. 
 
2x Freezing medium for ESCs 
2x Freezing Medium for ESCs contained 20% DMSO, 20% FCS (HyClone) in high-glucose 
DMEM (GibcoBRL). 
 
Cell culture and splitting of fibroblast and osteosarcoma cells 
Cells were cultured in petri-dishes with DMEM medium at 37°C and in an atmosphere of 
7.5% CO2. After reaching a critical density (sub-confluent), the cells were split and supplied 
with fresh medium. Therefore, cells were washed twice with 1x PBS and incubated with TE 
at 37°C for several minutes. When cells detached from the surface they were taken up with 
an appropriate amount of medium, resuspended carefully and split to fresh petri-dishes in 
adequate dilutions.  
 
Cell culture and splitting of ESCs 
ES cells were cultured on pre-gelatinised tissue culture dishes: therefore petri-dishes were 
covered with 0.1% gelatine solution and incubated for at least 10min at room temperature. 
Prior to use excess of gelatine was removed. Cells were incubated at 37°C in a 5% CO2-
atmosphere. 
Established ES cell lines required to be subcultured every third day. When reaching 
confluence, ES cells were split 1:3 - 1:5. For this purpose, cells were washed twice with 1x 
PBS and trypsinised with TE in HBBS w/o Ca&Mg (Gibco) twenty minutes at 37°C. 
Trypsinisation was stopped by adding at least two volumes of M15. Cells were disaggregated 
by carefully pipetting up and down with a glass or a Gilson pipette to generate a single-cell 
suspension, before being replated at optimal density onto fresh gelatinised petri-dishes. 
Medium had to be changed every day. 
 
Freezing of fibroblast and osteosarcoma cells  
Logarithmically growing cells were trypsinised, taken up with 10ml medium and collected by 
centrifugation at 1200 rpm for 5 minutes. The resulting cell pellet was dissolved in 90% FCS 
and 10% DMSO, mixed well and transferred into a freezing-ampoule (cryo tube, Nunc). After 
30 minutes of incubation on ice, the freezing-ampoule was cooled to -80°C for one day and 
finally transferred to liquid nitrogen for long time storage. 
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Thawing of fibroblast and osteosarcoma cells  
Cells stored in liquid nitrogen were quickly thawed at 37°C in a water bath for 2-3 minutes. 
Then cells were transferred in a fresh petri-dish containing a 10 ml CO2 saturated DMEM 
medium. When cells attached to the surface, fresh medium was supplied to remove the 
DMSO contained in the freezing medium. 
 
Freezing of ESCs  
After 2x washing with 1x PBS, trypsinisation and neutralization with the appropriate medium, 
one volume of 2x freezing medium was added to the cells, drop by drop, under gentle 
agitation.  
If the cell suspension to be frozen had a volume larger than 0.9-1 ml, cells were collected by 
centrifugation and resuspended in 0.5 ml cell culture medium before dropwise addition of the 
same volume of freezing medium. Freezing vials were stored at –80°C at least overnight 
before being transferred into liquid nitrogen for long-term storage.  
 
Thawing of ESCs 
After quick thawing in a 37°C waterbath, cells were transferred into a Falcon tube. 10 to 15 
ml of appropriate cell culture medium was added dropwise under gentle shaking. To avoid 
any contamination by DMSO, cells were collected by centrifugation at 1000 rpm for 7 
minutes. The supernatant was discarded, cells were resuspended in a suitable volume of 
medium and seeded onto tissue culture dishes. 
 
Cell lines used in this study 
Mouse fibroblasts 3T3 Swiss (ATCC: CCL-92) 
The mouse fibroblast cell line 3T3 Swiss was cultured by G. Todaro and H. Green and 
derived from Swiss Albino mouse embryos. This hypotetraploid cell line was cultured in 
DMEM + AB + 10% FCS and was arrested in G0 by reducing FCS to 0.2% for 48-72 hours. 
 
Mouse fibroblasts NIH/3T3 (ATCC:  CRL-1658) 
NIH/3T3 is a fibroblast cell line established from NIH Swiss mouse embryo cultures. Culture 
conditions are similar to 3T3 Swiss cells. 
 
Mouse fibroblasts PM 
This mouse fibroblast cell line was established by Y. Zhang from the laboratory of P. 
Matthias at the FMI, Basel. Cells were derived from E13.5 129SV/BL6 mouse embryos 
carrying two floxed alleles of the HDAC1 gene and immortalised via the 3T3 protocol. Cells 
are aneuploid and carry a mutation in the p53 tumour suppressor gene (see J. Jurkin, 
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Diploma thesis, 2006). Cultivation conditions are similar to 3T3 Swiss cells. Several 
subclones of this cell line have been established: PM1/1, PM1/2, PM1/3 and PM1/4 
subclones were transiently transfected with an EGFP carrying plasmid, GFP+ cells were 
FACS sorted into 96-well plates and raised for further use as wildtype control cell lines. 
PM4/1, PM4/2, PM4/3 and PM4/4 subclones were transfected with a plasmid carrying EGFP 
and the cre recombinase gene. GFP+ cells were FACS sorted into 96-well plates, raised, and 
served as HDAC1 knock out fibroblast cell lines (Deletion of exon 6 of the HDAC1 gene was 
verified via PCR, Western Blot and Immunoflourescence). 
 
Mouse embryonic stem cells 3A1R 
This embryonic stem cell line was created by blastocyst outgrowth experiments from G. 
Weitzer at the MFPL, Vienna in collaboration with our laboratory. The ES cell line carries one 
wildtype and one floxed allele of the HDAC1 gene, corresponding to a wildtype genotype; the 
genetic background is 129SV/BL6. Cells are cultivated on gelatinised petri-dishes in M15 ES 
cell medium with LIF. 
 
Human osteosarcoma cells U2OS (ATCC: HTB-96) 
This cell line was derived from a moderately differentiated sarcoma of the tibia of a 15 year 
old girl in 1964 by J. Ponten and E. Saksela. Cells are hypertriploid and are maintained in 
medium containing DMEM + AB + 10% FCS. 
 
Drugs, inhibitors and reagents 
The following drugs were used in this study: 
Trichostatin A (TSA) (66nN or 166nM; Wako Pure Chemical Industries) 
5’-Aza-2’-deoxycytidine (Aza-dC) (1µM or 100µM; Sigma) 
Anisomycin (Aniso) (189nM; Sigma) 
Okadaic acid (OA) (50nM; Sigma) 
all-trans-Retinoic acid (RA) (10nM; Sigma) 
H89 (10µM; Alexis Biochemicals) 
G-418 (500µg/ml; Sigma) 
 
Transfection of U2OS cells 
To transfect U2OS cells with plasmid DNA, the LipofectamineTM reagent from Invitrogen was 
used according the manufactorers instruction. Shortly, 1µg and 5µl of LipofectamineTM was 
incubated in 250µl OptiMEM®  (Invitrogen) each for 5min at RT. Then the content of both 
eppis was joined, incubated for another 15min at RT and put on a 6well plate which 
contained logarithmically growing U2OS cells in 2ml DMEM + AB + 10% FCS. Therefore, the 
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cells were split 24h prior to the transfection procedure and 100,000 cells were seeded per 
6well. 5-6h after transfection the medium was removed and replaced by 2.5ml DMEM + AB + 
10% FCS. If desired, 66nM of TSA was added for 24h after transfection. To monitor 
expression levels of the transfected DNA constructs, cells were lysed 24h after transfection 
with 500µl TRIzol® reagent from Invitrogen and RNA was isolated as described above. For 
quantification of RNA levels, cDNA was prepared as described earlier and subjected to Real 
Time PCR analysis. For analysis of transposition frequency, cells were trypsinesed 24h post 
transfection and transferred to a 10cm dish where they were grown till ~80% confluency 
(~6days). Then, cells were again trypsinesed, cell numbers were determined using the 
CASY®1 cell counter and 500,000 cells were seeded per 10cm dishes. Selection for neo+ 
cells was started 24h later by adding 500µg/nl G418 to the medium and maintained for 10-
14days till all neo- cells detached from the surface and neo+ positive cells were growing in 
visible clones of at least 1mm diameter. To quantify the number of neo+ positive clones, cells 
were washed with 1x PBS prior to fixation with 70% EtOH for 10min, washed again with 1x 
PBS, stained with Methylenblue-Solution for 10min to visualise the colonies and finally the 
plates were rinsed with H2O to remove the remaining background staining. 
Methylenblue-solution: 
Methylenblue 0.1% w/v 
NaAc 0.5M 
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2.6. Chromatin Immunoprecipitation (ChIP) 
 
Buffers 
Wash buffer I 
Triton X-100 0.25% 
EDTA pH 8.0 10mM 
EGTA pH 7.5 0.5mM 
Hepes pH 7.5 10mM 
 
Wash buffer II 
NaCl 0.2M 
EDTA pH 8.0 1mM 
EGTA pH 7.5 0.5mM 
Hepes pH 7.5 10mM 
 
SDS lysis buffer 
SDS 1% 
EDTA 10mM  




Triton X-100 1.1% 
EDTA 1.2mM 










High salt wash 
NaCl 500mM 
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TE 
Tris-HCl pH 8.0 10mM 







Preparation of sepharose bead suspension 
Solid A-beads were pre-swollen in TE on ice for 30 minutes. A-beads were then washed 
three times with TE. G-beads, which are provided by the manufacturer as a suspension, 
were re-buffered in TE by washing the beads three times with TE. Then the beads were 
blocked by adding the following solutions per ml swollen beads: 
sonicated Salmon Sperm DNA (10mg/ml) 20µl 
BSA (10mg/ml) 100µl 
NaAzid 2% 50µl 
TE 830µl 
 
Finally the beads were rolled for one hour at 4°C. Beads were stored at 4°C. 
 
Formaldehyde fixation and preparation of soluble chromatin 
Chemical cross-link of chromatin was performed by addition of formaldehyde for 10 minutes 
at 37°C directly to the medium in the culture-dish at a final concentration of 1%. A 
subsequent incubation with glycine at a final concentration of 125mM for 5 minutes at room 
temperature stopped the formaldehyde fixation. After washing the cells twice with 1x PBS 
they were scraped with a rubber policeman in PBS containing 1mM PMSF. The cells were 
then pelleted at 1200 rpm at 4°C for five minutes. The cell pellet was washed with wash 
buffer I containing 1mM PMSF, protease inhibitors (Complete; Roche) and when desired 
10mM sodium butyrate, 10mM β-glycerophosphate and 10mM orthovanadate. After 10 
minutes incubation on ice, nuclear extracts were pelleted at 1200 rpm at 4°C for five minutes. 
The nuclear pellet was washed with wash buffer II containing the same inhibitors and 
incubated on ice of 10 minutes. Finally, washed nuclear extracts were pelleted at 1200 rpm 
at 4°C for five minutes and the washed nuclear pellet was resuspended in lysis buffer at a 
concentration of 107 cells/ml containing inhibitors as indicated above. The lysate was 
incubated 30 minutes on ice or stored up to two months at 4°C. Chromatin was sheared to 
an appropriate size for ChIP (approximately 500bp) by sonication of the nuclear lysate. The 
Bandelin UW 70 sonotrode, which was equipped with a 2mm tip, was used setting the output 
signal to 40% and the duty cycle to 90%. After each sonication step for 15 seconds the lysate 
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was kept on ice for two minutes. Sonication steps were repeated up to 6 times. To pellet 
cellular debris, the cell lysate was centrifuged for 10 minutes at 4°C at full speed. 
 
Chromatin immunoprecipitation and isolation of precipitated DNA 
The remaining supernatant, which comprises the soluble chromatin fraction, was then 
aliquoted for different chromatin immunoprecipitations using approximately 106 cells in 100µl 
per IP and diluted 10-fold in dilution buffer containing the specific inhibitors as mentioned 
above. One aliquot was kept for isolation of DNA fragments and is referred to as input DNA. 
The chromatin samples were pre-cleared by addition of 20µl of protein A/G Sepharose beads 
and rocked at 4°C for at least one hour. After centrifugation for three minutes at 4°C at 1500 
rpm the supernatant was combined with the antibody of interest (2-8µg, depending on the 
antibody) or with an unspecific IgG (1µg) and immuno-complexes were formed while rocking 
over night at 4°C. 
Chromatin antibody complexes were isolated by incubation with 30µl of protein A/G 
Sepharose beads and rocked at 4°C for at least one hour. The beads were harvested by 
centrifugation at 4°C for three minutes at 1500 rpm and were then washed one to two times 
with 900µl of each RIPA, high salt and LiCl buffer and two to four times with 900 µl TE buffer 
by rocking for 10 minutes at 4°C. Immuno-complexes were eluted from the Sepharose beads 
by addition of 400µl elution buffer and vigorous rocking at room temperature for 30 minutes. 
Cross-link of immunoprecipitated chromatin and input aliquots was reversed by addition of 
0.05 volume of 4M NaCl to the eluted samples and incubation at 65°C over night. Next day 
Proteinase K digestion was performed (0.025 volume of 0.5M EDTA pH 7.5, 0.05 volume of 
1M Tris pH 6.5 and proteinase K (final concentration 0.1mg/ml)). DNA was recovered by a 
phenol-chloroform-isoamylalcohol (PCI) extraction and precipitated by addition of 0.1 volume 
of 1M sodium acetate pH 5.2, 20µg glycogen and 2.5 volumes of ethanol. 
Immunoprecipitated and input DNA was dissolved in 200µl water. For quantification via Real 
Time PCR or semi-quantitative conventional PCR, 5µl of the DNA or 5µl of a 1:40 dilution of 
input DNA was used as template. 
 
Antibodies 
The following antibodies were used in this study: 
Antibody Name µl  Source Company Cat. Nr. 
unspecific IgG UN 1 r Ch. Seiser - 
histone H3 c-H3 6 r Abcam ab1791 
pan-acetyl-histone H3 H3ac 5 r Upstate 06-599 
pan-acetyl-histone H4 H4ac 5 r Upstate 06-598 
phospho (ser10)-acetyl 
(lys14)-histone H3 
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2.7. Primers used in the study 
 
Primers for ChIP analysis 
Gene Name Sequence Temp.
actb_prom_f GCCAGCACCCATCGCCAAAACTC 
actb_prom_r TTGGCTCCGCGTCGCTCACTCA ß-actin 
PL: promoter 
59° 
mPrss11 (-500) F CAAGTTCACAGCCACAGTCC 
mPrss11 (-500) R GGCACTTAACAGAGGGAAACC 
Prss11 / 
HtrA1 
PL: mPrss11 (-500) F: -401 of 1exon1; mPrss11 (-500) R: -256 of exon1; PS: 146bp 
59° 
L1-ORF2-for TTTGGGACACAATGAAAGCA 
L1-ORF2-rev2 CTGCCGTCTACTCCTCTTGG LINE1 
PL: ORF2; PS: ~200bp; RE: Martens, 2006 
59° 
Sine_B1_for GTGGCGCACGCCTTTAATC 
Sine_B1_rev GACAGGGTTTCTCTGTGTAG SINE B1 
PS: 122bp; RE: : Martens, 2006 
59° 
Sine_B2_for GAGATGGCTCAGTGGTTAAG 
Sine_B2_rev CTGTCTTCAGACACTCCAG SINE B2 
PS: 132bp; RE: : Martens, 2006 
59° 
mVL30-for CCTTTGTTGCCCAGGTAAGTC 
mVL30-rev CACTGTAGCCAGTTGTGACCAG VL30 int 
PL: pol; PS: ~380bp; RE: Puschendorf, 2006 
59° 
VL30_LTR/UTR_for ACAGCGCGACCACCCAGAGG 
VL30_UTR_rev GTCCCTGATCCTCCCCTGTTCCT VL30 LTR 
PL: 5'LTR/UTR; PS: ~240bp 
59° 
IAPgagIDI_for GAGATTGGACTTTTGACTTGT 
IAPasen TGTGGCTTGCTCATAGATTAG IAP int 
PL: gag region; PS: ~270bp 
59° 
IAP_LTR_chip_I/III_for AC AAG ATG GCG CTG ACA GCT  
IAP_LTR_chip_I/II_rev G AGC ATT CTC CTT CGC CTC  IAP LTR 
PL: LTR; PS: ~170bp 
59° 
ETn-for CAGGCTTTGGAGACAATAGGG 
ETn-rev TCTCTCAGGGAACTCAGAAACG ETn 
PS: ~280bp; RE: Puschendorf, 2006 
59° 
MuERVL-for CCCATCATGAGCTGGGTACT 
MuERVL-rev CGTGCAGATCCATCAGTAAA MERVL 
PS: ~280bp; RE: Puschendorf, 2006 
59° 
MT-for ATGTCTTGGGGAGGACTGTG 
MT-rev AGCCCCAGCTAACCAGAACT MT 
PS: ~250bp; RE: Puschendorf, 2006 
59° 
ORR1-for CTTTAGTTGATGGCCCAGGA 
ORR1-rev CCAACTCTGCCCTCTGTAGC ORR 
PS: ~250bp; RE: Puschendorf, 2006 
59° 
Tigger_for GTGTCAGGAGGTTTCAAAGGCTC 
Tigger_rev CGCTCTCTTGAAGGCAAGGACTC Tigger 
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Primers for gene expression analysis 
Gene Name Sequence Temp. Org. 
RT-HPRT-fo GCTGGTGAAAAGGACCTCT 
RT-HPRT-rev CACAGGACTAGAACACCTGC HPRT 
  
59° m 
Actin-for TGG CAC CAC ACC TTC TAC AAT GAG 
Actin-rev CAA GAA GGA AGG CTG GAA AAG AG ß-actin 
  
59° m 
RT-Prss11for TCG GAG GAT GGA CTG ATT GT 






L1-ORF2-rev2 CTGCCGTCTACTCCTCTTGG LINE1 
PL: ORF2; PS: ~200bp; RE: Martens, 2006 
59° m 
Sine_B1_for GTGGCGCACGCCTTTAATC 
Sine_B1_rev GACAGGGTTTCTCTGTGTAG SINE B1 
PS: 122bp; RE: Martens, 2006 
59° m 
Sine_B2_for GAGATGGCTCAGTGGTTAAG 
Sine_B2_rev CTGTCTTCAGACACTCCAG SINE B2 
PS: 132bp; RE: Martens, 2006 
59° m 
 RLTR1b_for GAGAGGCGAGAGGCAGAAGAAAG 








mVL30-rev CACTGTAGCCAGTTGTGACCAG VL30 
PS: ~380bp; RE: Puschendorf, 2006 
59° m 
IAPsen ACTAACTCCTGCTGACTGG 
IAPasen TGTGGCTTGCTCATAGATTAG IAP 
PL: IAPsen: gag region;pos. ~890; IAPasen: gag region; pos. ~1310; PS: ~420bp 
59° m 
ETn-for CAGGCTTTGGAGACAATAGGG 
ETn-rev TCTCTCAGGGAACTCAGAAACG ETn 
PS: ~280bp; RE: Puschendorf, 2006 
59° m 
MuERVL-for CCCATCATGAGCTGGGTACT 
MuERVL-rev CGTGCAGATCCATCAGTAAA MERVL 
PS: ~280bp; RE: Puschendorf, 2006 
59° m 
MT-for ATGTCTTGGGGAGGACTGTG 
MT-rev AGCCCCAGCTAACCAGAACT MT 
PS: ~250bp; RE: Puschendorf, 2006 
59° m 
ORR1-for CTTTAGTTGATGGCCCAGGA 
ORR1-rev CCAACTCTGCCCTCTGTAGC ORR 
PS: ~250bp; RE: Puschendorf, 2006 
59° m 
Tigger_for GTGTCAGGAGGTTTCAAAGGCTC 
Tigger_rev CGCTCTCTTGAAGGCAAGGACTC Tigger 
PS: 352bp; RE: based on homology to human Tigger; Martens, 2006 
59° m 
mHDAC1 RT-F AAGCAGCAGACG GACATCG 








RT_hGAPDH_rev AGCCCCAGCCTTCTCCA GAPDH 
RE: Fraga, 2005 
61° h 
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Primers for genotyping 
Gene Name Sequence Temp.
WT-fo GGCCTTGTGTCTTGGAAGAGCACC 
WT-rev GCTGAAGGAAGGTGGAAGAGTGGC HDAC1 wt 
PL: WT-fo/rev: exon 5; PS: 319bp 
54  
KO-fo CCTCCCATTGAGTTGGCAGGGCAA 
Lac-out AACCCGTCGGATTCTCCGTGGGAA HDAC1 ko 
PL: KO-fo: intron 4; Lac-out: LacZ gene; PS: 490bp 
 54 
HDAC1-lox-for GGTAGTTCACAGCATAGTACTT 
















Primers for cloning 
Gene Name Sequence Temp.
IAPgagCON_for   
IAPgagCON_rev   IAP 
PL: IAPgagCON_for/rev: gag region; PS: ~ 500bp; ET: 50sec; C#: 40x 
56° 
VL30con_for2   
VL30con_rev2   VL30 
PL: VL30con_for2: 5' of 3' LTR; VL30con_rev2: R region of LTR; PS: ~ 500bp; ET: 1min; C#: 35x 
62° 
 
PL: Primer Location; PS: Product Size; ET: Extension Time; C#: Cycle Number; RE: Reference; Org.: 
Organism: human (h), mouse (m); Temp.: Annealing Temperature 
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3. Aims of the Work 
 
Activation of transposable elements (TEs) in somatic cells can potentially lead to mutations 
resulting in pathological relevant changes of gene expression patterns. Therefore, restriction 
of transposon activity is crucial for maintaining genomic integrity of a cell. 
So far, DNA methylation, RNAi pathways and histone methylation have been implicated in 
the silencing of TEs in eukaryotic cells. The role of another epigenetic modification known to 
be involved in the regulation of transcriptional control – histone acetylation – has not been 
analysed in detail. Therefore we wanted to survey TE expression in murine somatic cells with 
altered histone acetylation states. This was achieved either by chemical inhibition of all class 
I and II histone deacetylases (HDACs) or genetic inactivation of the major class I deacetylase 
HDAC1. That way we tried to identify TEs regulated by histone acetylation and in subsequent 
experiments to gain further insight into molecular mechanisms relevant for activation of this 
class of TEs. 
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4. Results 
 
4.1. Influence of HDAC1 inactivation, HDAC inhibition and reduced DNA methylation on 
global histone modification patterns and IAP DNA methylation levels in fibroblasts 
 
To monitor the influence of histone acetylation on various biological processes, our lab is on 
the one hand utilising chemical inhibitors of HDACs, on the other hand we established ESCs 
and fibroblast cell lines lacking a functional copy of the Hdac1 gene.  
In collaboration with the laboratory of P. Matthias (FMI, Basel), a fibroblast cell line derived 
from a BL6/129Sv mouse carrying two floxed alleles of Hdac1 was established and 
immortalised following the 3T3 immortalisation protocol. Four subclones were transfected 
with a vector expressing the cre recombinase leading to the deletion of exon 6 encoding the 
catalytic core of the HDAC1 protein. Four additional subclones were transfected with a 
control vector. That way we obtained four cell lines lacking a functional copy of Hdac1 
(referred to as HDAC1-/-) and four cell lines with a functional copy of the gene serving as 
wildtype control cell lines (HDAC1+/+). Some aspects of proliferation, cell cycle regulation, 
gene expression profile and HDAC complex formation connected to the loss of Hdac1 in this 
cell system have been analysed by others (J. Jurkin, diploma thesis, 2006; Y. Zhang, FMI 
Basel).  
To extend the analysis and monitor the influence of other HDACs beside Hdac1, we also 
treated HDAC1+/+ fibroblast cell lines with trichostatin A (TSA), a compound efficiently 
inhibiting all class I and class II HDACs. Furthermore, HDAC1+/+ fibroblast cell lines were 
treated with 5’-Aza-2’-deoxycytidine (Aza-dC), a compound leading to a reduction in DNA 
methylation. 
In a first step, levels of the class I HDACs HDAC1, HDAC2, HDAC3 and of the maintenance 
DNA methyltransferase DNMT1 were monitored via Western blot analysis using specific 
antibodies. As visible in Figure 1A, loss of HDAC1 lead to upregulation of its closest 
homologue, HDAC2. This compensatory mechanism may buffer some of the effects caused 
by the loss of HDAC1, but still total cellular HDAC activity was diminished by about 30% 
when HDAC1 was depleted (Figure 1B), underlining its dominant role in this cell type. 
HDAC3 and DNMT1 protein levels remain unchanged. General HDAC inhibition via TSA 
treatment does not change steady-state levels of HDAC1, 2 and 3, whereas DNMT1 levels 
are slightly decreased (Figure 1A). Reduction of DNMT1 levels after HDI treatment has 
previously been reported in Jurkat T and cervix cancer cells and seems to result from 
reduced mRNA expression (You, 2008) or decreased mRNA stability, respectively 
(Januchowski, 2007). Treatment of fibroblasts with Aza-dC does not influence HDAC levels, 
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whereas DNMT1 protein levels are slightly diminished which is consistent with reports that 
Aza-dC can lead to the proteasomal degradation of DNMT1 (Goshal, 2005). 
Having monitored expression levels of proteins directly targeted by chemical or genetic 
inhibition, we went on to evaluate effects on the biological targets of HDACs and DNMT1, i.e. 
histone modification patterns and the methylation status of CpG dinucleotides. To examine 
DNA methylation levels, we employed the Ms-SNuPE technique (Gonzalgo, 1997) and 
analysed the methylation of CpG sites within the regulatory region of IAP retrotransposons, 
which are normally highly methylated (collaboration with G. Egger, Norris Comprehensive 
Cancer Center, University of Southern California, USA). The use of differential primers 
allowed us the analysis of distinct subgroups of IAP elements; locating both PCR primers 
within the LTR of the retrotransposon resulted in the amplification of DNA derived from 
multiple genomic loci and therefore mirrored the average DNA methylation of multiple IAP 
elements. This approach was used to quantify DNA methylation levels of two subgroups of 
IAP elements. Figure 1C shows the average methylation of canonical IAP elements including 
elements which are still capable of retrotransposition (Dewannieux, 2004) and Figure 1D 
shows average DNA methylation of a heterochromatic Y chromosome specific subgroup of 
IAP elements (Fennelly, 1996). To investigate DNA methylation of defined single copy 
elements, one PCR primer was located in the genomic region flanking the 5’ LTR and 
therefore the amplified DNA corresponds to a distinct genomic IAP retroelement. Figure 1E 
shows the DNA methylation levels of a full length IAP element harbouring all features 
necessary for autonomous retrotransposition and exhibiting 100% LTR-LTR homology, a 
signature of recent integration. It served as paradigm for an evolutionary young retroelement. 
In contrast to this, Figure 1F shows DNA methylation levels of an IAP element representing 
an evolutionary old member of this retroelement family with only 86% LTR-LTR homology.  
Despite the different features of the IAP retrotransposons tested, DNA methylation in all four 
cases showed a characteristic pattern: loss of HDAC1 did not influence CpG methylation 
(compare black and grey bars) demonstrating that HDAC1 is not necessary for the 
maintenance of proper DNA methylation patterns of transposable elements. Inhibition of the 
enzymatic function of all class I and II HDACs with TSA for 24h also did not change DNA 
methylation. Only when cells were treated with Aza-dC, which directly targets DNA 
methyltransferases, CpG methylation levels were reduced to 30-60% of the normal values. 
Next we wanted to characterise histone modification patterns upon HDAC1 knock out or TSA 
and Aza-dC treatment of cells. Therefore logarithmically growing cells were treated with TSA 
or Aza-dC and histone acetylation and methylation patterns were monitored via Western blot 
analysis. Histone modification patterns in fibroblast cells lacking functional HDAC1 protein 
were only slightly influenced. Loss of HDAC1 in fibroblasts was selectively enhancing 
acetylation of lysine 8 at histone H4 (H4K8ac) as compared to wildtype cells (Figure 2A). All 
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other histone modifications examined, including active marks such as acetylation of H3K9, 
H3K14, H4K5, H4K12, H4K16, tri-methylation of H3K4, di-methylation of H3R17m2, 
H4R3m2 and repressive marks such as mono-, di-, and tri-methylation of H3K9, H3K27, 
H4K20 remained unaffected. When cells were treated with TSA, major changes in the 
histone modification landscape were induced: as expected all lysine residues examined were 
hyperacetylated; remarkably lysine residues proximal to the N-terminal end of the histone 
exhibited a higher increase in acetylation than lysine residues further distal to the N-terminus 
(Figure 2A). Other histone modifications were also altered in response to HDI treatment: the 
active mark H3K4m3 was enriched as well as the repressive mark H3K27m3. Decreased 
signals for H4K20m3 could be due to loss of this repressive mark or originate from the 
property of the antibody to recognise the epitope less efficiently, when nearby lysine residues 
are hyperacetylated (see Figure 3). This could also be valid for H3R17m2 and H4R3m2; 
however we do not know the features of these antibodies concerning or with respect to 
epitope recognition upon hyperacetylation. Loss of DNA methylation has severe effects on 
genomic integrity and gene expression patterns (Jackson-Grusby, 2001) and numerous 
reports showed physical and functional interaction between the DNA methylation machinery 
and histone modifying enzymes. Therefore we evaluated histone modification patterns after 
inducing reduced DNA methylation levels. We found two opposing effects caused by Aza-dC 
treatment: on the one hand, active marks correlating with gene transcription such as H3ac, 
H3K9ac, H4ac, H4K5ac, H4K8ac, H4K12ac and H3K4m3 were increased, on the other hand 
histone modifications usually considered as repressive marks and associated with 
heterochromatin showed marked enrichment, notably H3K9m3, H3K27m3, H4K20m2 and 
H4K20m3. 
The data presented so far, show that interfering with single aspects of epigenetic regulatory 
pathways also had consequences on several other, not directly targeted pathways. 
In detail, genetic inactivation of HDAC1 in fibroblasts lead to a 30% decrease in total HDAC 
activity, albeit the upregulation of its close homologue and interaction partner, HDAC2. Work 
from others demonstrated that in immortalised fibroblasts the activity of HDAC1/HDAC2 
containing multiprotein-complexes was altered (J. Jurkin, diploma thesis, 2006) and a small 
number of genes was deregulated (Y. Zhang, FMI, Basel). Here we show that global histone 
modification patterns were only modestly and specifically changed, i.e. H3K8ac was 
increased, while all other modifications examined remained equal. This finding is in contrast 
to recent findings from embryonic stem cells (ESCs), where loss of HDAC1 lead to a more 
pronounced hyperacetylation detectable with antibodies against pan-acetylated histones H3 
and H4 (Lagger, 2002) and a reduction of H3K9m3. Furthermore up to seven percent of all 
genes were found deregulated (Zupkovitz, 2006), suggesting that in less committed ESCs 
histone deacetylation may play a more dominant role in gene silencing than in fully 
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committed fibroblasts, where more stable marks might take over this task. Another finding 
was that the HDAC1 protein was not necessary for proper maintenance of DNA methylation 
patterns of transposable elements. This is interesting, since HDAC1 and DNMT1 physically 
interact (Fuks, 2000) but it is still unclear, whether this interaction is essential for DNMT1 
function. Additionally there are reports linking HDAC inhibition with loss of DNA methylation 
in cancer cells (Ou, 2007; Milutinovic, 2007). However, these reports suggest a mechanism 
involving active demethylation rather than passive loss of DNA methylation and HDACs 
acting indirectly. Nevertheless, we did not observe changes in DNA methylation levels of IAP 
retrotransposons when cells were treated with TSA for 24h. HDAC inhibition caused a global 
increase of histone acetylation, most prominent at lysine residues within the proximity of the 
N-terminus. So far we cannot fully explain this phenomenon; possible reasons could be that 
(i) HDACs preferentially deacetylate lysines proximal to the N-terminus leading to low levels 
of steady state acetylation near the N-terminus (ii) HATs preferentially acetylate lysine 
residues distal to the N-terminus, or if different HATs have distinct specificities, those which 
preferentially acetylate distal lysines are dominant. To answer this question we need more 
insight into the specificity of HDACs and HATs on native substrates. Data obtained in vitro 
may support a model where HATs deliver specificity and HDACs unspecifically remove 
acetyl-moieties from lysines and thereby maintain a silenced ground state. Other histone 
modifications altered upon TSA treatment were increased tri-methylation of H3K4 and 
H3K27. While H3K4m3 was most likely enriched because the H3K4 specific demethylase 
LSD1 removes methyl-groups less efficiently from hyperacetylated histones (Shi, 2005; Lee, 
2006), the reason for H3K27m3 enrichment remains unclear. Although it is well established 
that HDAC1 and HDAC2 are components of certain PcG complexes (van der Vlag, 1999), 
which deliver H3K27 tri-methylation, functional data on the influence of histone acetylation on 
K27 methylation are lacking. A speculative model may interpret the increase in H3K27m3 as 
compensatory mechanism counteracting the possible release of PcG target gene expression 
upon hyperacetylation. An alternative is the involvement of HDACs in H3K27 demethylation 
by recently discovered JmjC-domain containing proteins. 
Aza-dC treatment of fibroblasts had severe and complex consequences on several 
epigenetic modifications. In accordance with previous work, DNA methylation levels were 
decreased as exemplified with the analysis of several IAP LTR retrotransposon subtypes. 
Furthermore there was an increase in histone acetylation; interestingly we detected a 
preference for lysine residues proximal to the N-terminus what is reminiscent of the changes 
induced by TSA treatment, although Aza-dC has more subtle effects. The interplay between 
DNA methylation and histone acetylation is well established and additionally to the physical 
interaction between HDAC1 and DNMT1, methyl CpG binding domain (MBD) proteins are 
integral components of the NuRD complex and thought to target HDAC1/HDAC2 containing 
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complexes to methylated DNA (Denslow, 2007). Therefore the increase in histone 
acetylation could be a direct consequence of diminished HDAC recruitment to target genes 
and consequently lead to increased H3K4m3 levels. Explanations for the enrichment of the 
repressive marks H3K9m3, H3K27m3, H4K20m2 and H4K20m3 are less obvious; one might 
regard it as a compensatory mechanism for the loss in repression caused by reduced DNA 
methylation; however this does not throw light on possible mechanisms involved in this 
process. 
In summary we uncovered a combination of direct and indirect effects mediated by the 
application of chemical inhibitors, some of them already described and analysed, others 
novel and waiting to be elucidated. 
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Figure 1. Genetic inactivation of HDAC1, chemical inhibition of class I and II HDACs or DNA methylation 
leads to changed protein levels of targeted genes, total HDAC activity and DNA methylation of IAP 
retrotransposons.  
(A) Logarithmically growing HDAC1+/+ and HDAC1-/- fibroblasts were treated with 166nM TSA for 24h, with 1µM 
Aza-dC for 24h followed by incubation without inhibitor for another 24h or incubated with vehicle DMSO 
(untreated), harvested and subjected to Western blot analysis. Protein levels were determined with specific 
antibodies. Loss of HDAC1 lead to the upregulation of HDAC2; TSA and Aza-dC treatment to a slight reduction in 
DNMT1 levels. ACTIN served as loading control. 
(B) Total histone deacetylase activity was determined from equal amounts of protein extracts isolated from 
HDAC1+/+ (black bar) and HDAC1-/- (grey bar) fibroblasts incubated with [3H]acetate labelled chicken erythrocyte 
histones. Counted radioactivity corresponds to the amount of released acetyl moieties per hour and 10µg protein 
and reflects relative deacetylase activity. Values correspond to the average of four independent experiments. 
Inactivation of HDAC1 resulted in a 30% reduction of total HDAC activity. 
(C) – (F) DNA methylation levels of HDAC1+/+ (black bars) and HDAC1-/- (grey bars) fibroblast cells, treated as in 
(A). Methylation of the LTR region of IAP retrotransposons was determined employing the Ms-SNuPE technique 
as described recently (Gonzalgo, 1997). (C) Average methylation status of two CpG sites within the LTR of 
multiple copies of retrotransposition competent IAP elements (Dewannieux, 2004). (D) Average methylation of 
two CpG sites of a multi-copy Y chromosome specific species of IAP elements (Fennelly, 1996). (E) DNA 
methylation of the LTR region of a retrotransposition competent IAP element exhibiting 100% LTR homology 
(Dewannieux, 2004). Values correspond to the average methylation of 3 CpG sites. (F) Methylated CpG sites 
within the LTR of an IAP element, which shows 86% LTR homology and is therefore considered as evolutionary 
old. Values represent the average methylation of 3 CpG sites. All classes of IAP elements examined in (C) – (F) 
showed decreased DNA methylation upon Aza-dC treatment, but levels remained constant upon loss of HDAC1 
or treatment with TSA. 
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Figure 2. Histone modification patterns are altered upon HDAC1 knock out, HDAC inhibition and decrease 
in DNA methylation. 
(A) Logarithmically growing HDAC1+/+ and HDAC1-/- fibroblast cells were treated with 166nM TSA for 3h or with 
1µM Aza-dC for 24h followed by incubation without inhibitor for another 24h or incubated with vehicle, harvested, 
histones were extracted and subjected to Western blot analysis. Antibodies recognising pan-acetylated histone 
proteins H3 (H3ac) and H4 (H4ac) were used as well as antibodies recognising acetylation marks at defined 
lysine residues (H3K9ac, H3K14ac, H4K5ac, H4K8ac, H4K12ac, H4K16ac). An antibody directed against the c-
terminal part of histone H3 (c-H3) served as loading control.  
(B) To monitor histone lysine methylation patterns after HDAC1 knock out, TSA or Aza-dC treatment, cells were 
treated as in (A) with the exception that TSA was applied for 24h. Antibodies used were directed against either 
mono-, di- or tri-methylated lysine residues; the antibody against the c-terminus of H3 served as loading control. 
(C) Methylation status of arginine residues. Cells were treated as in (B). 
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Figure 3. Characterisation of antibodies recognising specifically modified histone proteins. 
To test the influence of acetylation of neighbouring lysine residues on epitope recognition, hyperacetylated 
histone proteins were incubated with recombinant HDAC1 and the cofactor RbAp48 leading to deacetylation of 
histone proteins at multiple lysine residues as detected with antibodies against H3K9ac, H3K14ac, H4K12ac and 
H4K16ac. Addition of TSA to the reaction inhibited deacetylation (left lane). While antibodies directed against 
trimethylated K9 and K27 were not influenced in their ability to recognise their epitopes by differential acetylation 
state of neighbouring lysine residues, the antibodies against H4K20m2 and H4K20m3 were disturbed in their 
epitope recognition. To demonstrate equal loading of histones, an antibody recognising the N-terminus of histone 
H3 was included in the analysis. 
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4.2. Histone acetylation of transposable elements 
 
Having monitored general changes in chromatin and DNA methylation patterns upon HDAC1 
inactivation, HDAC inhibition and reduction in DNA methylation, we went on to specifically 
address the role of histone acetylation in the regulation of transposable elements. Therefore 
we wanted to know the acetylation status of chromatin associated with transposable 
elements. HDAC1+/+, HDAC1-/-, TSA treated and Aza-dC treated fibroblasts were harvested; 
chromatin was isolated and subjected to chromatin immunoprecipitation (ChIP) experiments. 
Antibodies recognising pan-acetylated histones H3 and H4, were used to monitor the 
acetylation status, antibodies recognising the c-terminal part of histone H3 to survey the 
nucleosome density and unspecific rabbit IgGs served as controls for the specificity of the 
immunoprecipitation reaction. Real Time PCR analysis allowed the quantification of histone 
acetylation levels of the transposable elements listed in Table 1. Additionally two single copy 
genes were included as examples for not repetitive sequences: Pde10a, encoding 
phosphodiesterase 10A, located on chromosome 17 and Gsn, encoding gelsolin, located on 
chromosome 2. Both genes are not or only weakly expressed in untreated fibroblasts and the 
latter one can be transcriptionally induced by TSA treatment. As seen in Figure 4 HDAC1 
deletion in fibroblasts did not change H3ac, H4ac and nucleosome density at any of the loci 
investigated. In contrast to this, TSA treatment for 3h (Figure 5) or 24h (Figure 6) was 
perturbing histone acetylation levels associated with transposable elements. As apparent in 
Figures 5A and 6A, H3ac was enriched at SINE B1, SINE B2 and VL30 transposable 
elements as well as the promoter of the Gsn gene, whereas H4ac was highly induced at all 
transposable elements analysed as well as both single copy control regions (Figure 5B and 
6B). Thus, hyperacetylation of histone H3 upon HDAC inhibition seems to be restricted to 
specific sequences while hyperacetylation of H4 seems to be a phenomenon common to all 
kinds of transposable elements as well as at least some single copy genes. Figure 7 shows 
H3 and H4 histone acetylation levels upon Aza-dC treatment, which were enriched at specific 
sequences including SINE B1, SINE B2, VL30 and IAP elements. Noteworthy H3ac and 
H4ac levels were equally enriched at both histones, with the exception of SINE B2 elements, 
where only H4ac was increased. 
A fact, one should take into consideration when interpreting these data is the restricted 
specificity when using consensus primers for quantification. This is relevant especially for 
SINE elements, which are highly abundant short sequences found throughout the genome 
including intergenic regions, introns and promoters. Therefore the chromatin status of 
numerous SINEs might closely depend on the genomic environment rather than on SINE 
specific factors and increased histone acetylation as detected with consensus primers might 
mirror enriched acetylation of a subgroup of elements located e.g. in the proximity of 
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promoters and not a general increase in acetylation of SINE elements. When focusing on 
LTR elements this objection might be less relevant, since LTR retrotransposons are bigger 






Figure 4. Histone acetylation states of transposable elements in HDAC1+/+ and HDAC1-/- fibroblasts. 
ChIP experiments with chromatin from HDAC1+/+ and HDAC1-/- were performed and acetylation levels were 
determined via Real Time PCR. Values are presented as relative enrichment of acetylation compared to 
HDAC1+/+ cells and each bar represents the average of at least three independent experiments. HDAC1 deletion 
does not influence H3 and H4 acetylation of chromatin associated with transposable elements (A and B) or 







Figure 5 and 6. Histone acetylation states of transposable elements are altered upon TSA treatment. 
HDAC1+/+ fibroblasts were treated with 166nM TSA for 3h (Figure 5) or 24h (Figure 6), chromatin was isolated 
and ChIP experiments were performed. For quantification Real Time PCR was employed. Values represent the 
average of at least three independent experiments and are given as relative enrichment based on the values 
obtained in untreated cells. Apart from some minor differences, 3h and 24h TSA treatment leads to similar 
changes in histone acetylation; H3ac is specifically enriched in SINE B1, SINE B2, VL30 elements and Gsn (Fig. 
5A and 6A) while H4ac is enriched at all studied sequences (Fig. 5B and 6B). Nucleosome density is not 
influenced as assayed via ChIP using an antibody against c-term H3 (Fig. 5C and 6C). ± SEM. n=3. 
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Figure 7. Histone acetylation states of transposable elements are altered upon Aza-dC treatment. 
HDAC1+/+ fibroblasts were treated with 1µM Aza-dC for 24h followed by incubation without inhibitor for another 
24h, then chromatin was isolated and ChIP experiments were performed. For quantification Real Time PCR was 
employed. Values represent the average of at least three independent experiments and are given as relative 
enrichment based on the values obtained in untreated cells. H3ac and H4ac are similarly enriched at SINEs, 





    PCR Amplicons 
Class Sub-Class Element Copy Number Expression ChIP 
LINE   L1 599000* ORF2 (2400-2600) ORF2 
SINE 7SL RNA B1 564000* - - 
  tRNA B2 348000* - - 
DNA   Tigger 24000* internal (250-550) internal 
LTR ERV Class I VL30 150-200+ pol (3700-4100) 5'LTR (600-840)/pol 
 ERV Class II IAP 1000+ gag (1000-1300) 5'LTR (30-200)/gag 
 ERV Class II ETn 300-400+ - - 
 ERV Class III MERVL 200+ pol (3900-4200) pol 
 MaLR (III) MT 13000-50000°° internal (450-700) internal 
  MaLR (III) ORR1 10000-38000°° internal (1400-1600) internal 
 
Table 1. List of Transposable elements analysed. Classification of transposable elements, copy number and 
approximate location of primers used to survey the expression and histone modification status of TEs. *Waterston 
2002; +Maksakova 2006; °°Smit 1993; note that the last Reference is out-dated and might underestimate the 
actual number of MT and ORR1 elements.  
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4.3. Expression of transposable elements 
 
To test whether the changes in histone acetylation mediated by TSA and Aza-dC mirrored 
changes in the biological activity of the TEs, we monitored expression levels of the elements 
listed in Table 1. RNA from HDAC1+/+, HDAC1-/-, TSA treated and Aza-dC treated fibroblasts 
was isolated, reversely transcribed and subjected to Real Time PCR analysis. Figure 8 
summarises the results of HDAC1-/- (Fig. 8A), TSA treated (Fig. 8B) and Aza-dC (Fig. 8C) 
treated fibroblasts compared to untreated HDAC1+/+ cells. Loss of HDAC1 did not influence 
TE expression, what was not surprising, since acetylation levels of histones associated with 
TEs in HDAC1-/- fibroblasts were not affected. As shown in Fig. 8A treatment with TSA lead 
to a modest increase in the expression of some transposable elements (LINE1, SINE B1, 
SINE B2, IAP, ETn, MERVL). Strikingly, expression levels of VL30 elements were highly 
induced. Aza-dC treatment strongly enhanced the expression of VL30 as well as IAP 
elements, corroborating earlier reports (Davis, 1989; Tzavaras, 2003). To confirm that the 
results obtained do not mirror the behaviour of a particular fibroblast cell line, we additionally 
tested TE expression levels in the two widely used fibroblast cell lines Swiss 3T3 and 
NIH/3T3. As summarised in Table 2, TSA and Aza-dC treatment had similar effects on TE 
expression with a significant enrichment of VL30 transcripts in TSA and Aza-dC treated cells 
and enrichment of IAP transcripts upon Aza-dC application. Interestingly, in embryonic stem 
cells VL30 elements could not be induced by TSA or Aza-dC. Instead ETn elements showed 
elevated mRNA levels, indicating cell type specific regulation of transposable elements. Of 
further interest was the accumulation of IAP but not VL30 transcripts in DNMT1 knock out 
brains, although reduction of DNA methylation via the chemical inhibitor Aza-dC lead to 
activation of VL30 elements in fibroblasts (Table 2). This discrepancy could be due to (i) the 
lack of factors promoting VL30 expression in neuronal cells or (ii) DNMT1 independent 
activation of VL30 expression in Aza-dC treated cells. We favour the second alternative for 
the following reasons: first, others could show that VL30 expression could be induced by 
certain stimuli in neuronal cells (Costain, 2006) and second, Aza-dC might have additional 
effects besides the reduction of DNA methylation (e.g. DNA damage) which could be the 
causative reason for VL30 induction.  
Having established the regulation of VL30 and IAP retrotransposons via histone acetylation 
and DNA methylation in fibroblasts, we went on to compare TE expression data with the 
acetylation status upon inhibitor treatment. Thereby, three major points became evident: (i) 
expression levels of LTR retroelements correlated with the acetylation status of histone H3, 
when cells were exposed to TSA. As described before, H4 acetylation was increased 
unspecifically. (ii) Upon Aza-dC treatment H3ac as well as H4ac was specifically enriched at 
LTR elements showing enhanced expression. (iii) Hyperacetylation of SINEs as induced by 
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TSA (SINE B1, SINE B2) and Aza-dC (SINE B1) was accompanied by only minor increases 
in mRNA, if at all. Obviously, there is a discrepancy between the behaviour of LTR elements 
on the one hand and SINEs on the other hand; the reason for this might be similar to the 
reason for enriched histone acetylation found at SINEs after TSA treatment: these short 
sequences are integral parts of numerous genes and therefore the modest increase in 
transcript abundance might originate from increased transcription of genes harbouring SINE 
sequences within the gene body rather than from weak induction of SINE expression itself. 
However, although we favour this model, we cannot rule out the second alternative. In 
contrast to this, high activation of the LTR elements VL30 and IAP is more likely to originate 
from activation of the element itself. 
In summary, we could not only show a correlation between TE expression and histone 
acetylation states but also identified a class of LTR elements (VL30) which can be 
transcriptionally activated by HDAC inhibition. 
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Figure 8. Expression levels of transposable elements are altered upon TSA and Aza-dC treatment. 
Cells were left untreated, grown in medium containing 166nM TSA for 24h or supplemented with 1µM Aza-dC for 
24h followed by growth for 24h in inhibitor free medium. mRNA levels of different TEs were analysed via Real 
Time PCR. Values were normalised to the housekeeping gene HPRT, and shown as relative values compared to 
untreated wildtype fibroblasts. Bars represent the average of at least three independent experiments. ± SD. (A) 
HDAC1 knockout does not influence TE expression. (B) Upon TSA treatment, expression of the LTR 
retrotransposon VL30 is increased more than thirty times. (C) Aza-dC has the ability to highly induce expression 
of VL30 as well as IAP retrotransposons. 
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4.4. Single locus versus multi copy origin 
 
Whenever working with transposable elements, one should be aware of a specific feature of 
repetitive elements: they exist in multiple copies distributed all over the genome and 
therefore individual elements are different in respect of genomic environment influencing 
chromatin status and potential transcriptional activity. Furthermore, TEs are under high 
selective pressure and mutation mediated by host or TE-intrinsic factors leads to the 
generation of a pool of elements with individual sequence specificities. Therefore a class of 
elements is a collection of similar, but heterogeneous individuals, differing in external and 
internal features.  
Increased transcript levels upon external signals could originate from upregulation of all 
transposable elements within a class, of a subgroup of elements exhibiting specific features 
or even a single copy with unique intrinsic or positional properties. In order to distinguish 
between these different scenarios we analysed VL30 and IAP derived transcripts arising 
upon TSA and Aza-dC treatment and compared them to transcripts present in untreated 
cells. mRNA from three independent biological samples each (fibroblasts; TSA, Aza-dC, 
untreated) was collected, reversely transcribed and subjected to PCR amplification in 
doublets. To amplify IAP derived transcripts, primers annealing in the highly conserved gag 
region were used, for VL30 transcript amplification primers within the 3’ UTR and 3’LTR R 
region were chosen. The six PCR products derived from each condition were pooled to 
exclude a bias due to individual PCR reactions, PCR products were cloned and sequenced. 
As control, the same procedure was also performed with genomic DNA as template for PCR 
amplification. Each sequenced clone corresponding to an individual transcribed (or genomic) 
TE was then subjected to further analysis: first, sequences were aligned to scan if the pool of 
transcripts contained identical sequences emerging repeatedly, what would indicate 
preferred expression of unique TEs or of a specific subgroup of TEs with high similarity.  
This analysis revealed that IAP sequences were heterogeneous, even upon induction of 
expression with Aza-dC. VL30 sequences lost the heterogeneity existing when left untreated, 
upon induction of high expression with TSA or Aza-dC. This indicated that IAPs were 
transcribed from multiple genomic loci, while VL30 elements were transcribed from a limited 
number of loci when induced. Second, sequences were blasted against the annotated 
murine genome (http://www.ncbi.nlm.nih.gov/blast/Blast.cgi) to identify genomic TEs serving 
as potential sources of transcription. Genomic sequences showing at least 98% homology to 
the cloned sequences were considered to show sufficient homology to be regarded as 
potential source of transcription. If more genomic sequences showed homology >98%, the 
sequence with the highest E-value was chosen. That way ~90% of the cloned sequences 
could be assigned to distinct genomic TEs (IAP: 115 of 127 clones; VL30: 64 of 72 clones). 
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The complete sequence of these genomic transposons was used to classify the expressed 
IAP and VL30 elements. As summarised in Table 3, IAP elements expressed under different 
conditions were full length (44 – 65% of all expressed elements) or belonged to the I∆1 
subgroup (delta I; 12 – 26%), a non autonomous subpopulation of IAP elements carrying a 
1.9kb internal deletion and responsible for most of the described insertional mutations. The 
rest consisted of IAPs carrying miscellaneous other deletions (10 – 30%). Strikingly the 
proportion in untreated and TSA treated cells was grossly similar to the composition of 
genomic IAP elements as amplified within the control experiment, when genomic DNA was 
used as template for the PCR reaction (Figure 11A). This indicates that under those 
conditions none of the three subtypes is preferentially expressed. Only upon Aza-dC 
treatment, we noticed a reduced contribution of IAP elements carrying internal deletions to 
the pool of expressed IAPs, which seemed to be non-random (Χ2 = 0.025). Next we analysed 
the regulatory regions of the sequenced IAP elements, the long terminal repeats (LTRs). 
Comparing the 5’ LTR to the 3’ LTR of given IAP elements demonstrated that with the 
primers used, we amplified exclusively evolutionary young IAP elements, as the majority of 
the 5’ LTRs showed 100% identity with the corresponding 3’ LTRs (78%), a signature for 
recent integration. The remaining 22% still exhibited at least 97.8% 5’ LTR – 3’ LTR 
homology (Table 3). Alignment and phylogenetic analysis of the LTRs revealed no significant 
difference between genomic copies, elements expressed under non-inducing conditions 
(untreated, TSA) and elements expressed upon induction of high expression (Aza-dC) (Tree 
1). However, comparison of the LTR length disclosed a marked peculiarity of IAP elements 
expressed after Aza-dC treatment: the average length of the LTR was 375bp in contrast to 
350, 352 or 356bp for genomic IAPs, elements expressed when cells were untreated or TSA 
treated (Figure 11B, Table 3). This increment in length was caused by the presence of 
additional nucleotides in the highly variable CT-rich R region. The region encoded of varying 
numbers of the 17bp or 15bp tandem repeat sequences CTCTCTCTTGCTTCTTG or 
CTCTCTTGCTTCTTG (identified with the Tandem Repeat Finder Program 
http://tandem.bu.edu/trf/trf.html using default settings; Benson, 1999), containing a binding 
site for the CCAAT/enhancer-binding protein alpha (C/EBPalpha) transcription factor 
(identified with the Alibaba2.1 transcription factor binding site prediction program using the 
TRANSFAC 4.0 database). IAP elements expressed upon Aza-dC treatment comprised 2 – 3 
binding sites, the others 1 – 2, indicating that expression of IAP elements was strongly 
enhanced by the presence of additional C/EBPalpha binding sites when restricting DNA 
methylation was lost. 
Analysis of VL30 elements revealed that the main fraction of genomic elements was 
associated with LTRs containing a type III U3 region (Tree 2). It was demonstrated earlier 
(French, 1997) that the U3 region is crucial for transcriptional regulation and so far, four 
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subtypes have been classified (Nilsson, 1994). Elements expressed in untreated fibroblasts 
showed similar characteristics concerning the U3 region, indicating that under those 
conditions, many of the genomic copies are transcribed and there is no preference towards 
the expression of specific subtypes. When VL30 expression was induced by HDAC or DNMT 
inhibitors, the composition of transcribed subtypes exhibited major changes. The majority of 
the cloned sequences contained U3 regions of the subtype IV, the remaining ones of the 
subtype I, but no sequences encoding U3 subtype III regions were identified (Figure 11C, 
Table 4). Phylogenetic analysis of the U3 sequences showed, that the U3 subtype IV regions 
were almost identical and possibly were derived from a single genomic copy (Tree 2). 
Screening the murine genome with BLAST identified only one genomic locus with significant 
similarity supporting the hypothesis that these sequences may stem from a single VL30 
element. Detailed analysis of this VL30 element gave rise to a surprising finding: whereas the 
3’ LTR contained a subtype IV U3 region, the 5’ LTR contained a subtype I U3 region. The 
source of transcription might therefore be a hybrid element whose expression is driven by a 
5’ LTR subtype I U3 regulatory region. That way, all transcripts cloned upon TSA or Aza-dC 
treatment might originate from elements driven by a type I U3 region; the majority from a 
single locus, some additional transcripts from several other U3 subtype I controlled elements 
(Figure 11D).  
In summary we revealed a differential behaviour of two particular LTR elements: whereas 
loss of DNA methylation leads to high expression of multiple genomic IAP elements (with a 
preference for IAPs with additional transcription factor binding sites at the R region), HDAC 
inhibition or loss of DNA methylation is specifically inducing the transcription of VL30 
elements associated with LTRs of a specific subtype. 
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Figure 11. Characterisation of IAP and VL30 elements expressed upon different stimuli in 3T3 fibroblasts. 
(A) IAP elements expressed under different conditions were either full length (white bars), belonged to the I∆1 
subgroup (delta I, grey bars) or carried different other internal deletions (other, black bars). 
(B) The average length of the LTRs driving IAP expression upon Aza-dC treatment was increased due to an 
extension of a CT rich stretch within the R region. 
(C) When untreated, 3T3 fibroblasts expressed mostly VL30 elements associated with a type III U3 region within 
the 3’ LTR (grey bars); when cells were treated with TSA or Aza-dC, only elements with a type I or IV U3 region 
were detected. 
(D) VL30 elements potentially serving as genomic sources of transcription mainly were associated with a type III 
subtype 5’ LTR in untreated cells, whereas 5’ LTRs of VL30 elements induced with TSA and Aza-dC exclusively 
belonged to the type I subgroup. 
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  IAP element  LTR 
  Homology Chromosome bp Type Nested  bp Homology CT bp
G 01 99,7 10 5223 I∆1  374 100,0 75 
G 02 99,3 11 4339 other  352 99,7 53 
G 03 99,7 3 4427 other LX 341 100,0 45 
G 04 99,6 17 7067 full length  337 98,2 38 
G 05 99,9 6 7106 full length L1 337 100,0 38 
G 06 99,9 6 5163 I∆1  337 100,0 38 
G 07 99,9 10 7123 full length  366 100,0 68 
G 08 99,6 13 5092 I∆1  354/389 99,2 55 
G 09 98,7 8 7085 full length  352 100,0 53 
G 10 99,7 7 6578 other  336 100,0 38 
G 11 98,6 14 7146 full length  338 99,7 38 
G 12 98,1 6 5168 I∆1 L1 338 100,0 39 
G 13 99,7 3 5212 I∆1  335 100,0 36 
G 14 99,7 X 7119 full length  368 99,7 68 
G 15 100,0 4 5337 I∆1  336 100,0 38 
G 16 98,5 11 7092 full length L1 352 100,0 53 
G 17 99,6 17 5369 I∆1 IAP 419 100,0 121 
G 18 100,0 2 7103 full length  354 100,0 55 
G 19 100,0 4 7089 full length  350 100,0 51 
G 20 99,6 14 7080 full length  352 100,0 53 
G 21 99,7 17 7106 full length  338 100,0 40 
G 22 99,6 1 5862 other L1 353 100,0 53 
G 23 99,6 7 5019 other  338 99,4 38 
G 24 99,9 12 6962 other  352 100,0 53 
G 25 99,9 8 5150 other  339 100,0 40 
G 26 99,8 8 7160 full length  355 100,0 56 
G 27 99,9 17 6864 other    336/- - 38 
0 01 99,0 4 7060 full length L1 339 100 39 
0 02 98,6 12 3979 other  359/357 98,9 61 
0 03 99,9 2 6592 other  382 100,0 82 
0 04 99,5 1 1551 other  - - - 
0 05 99,6 7 7091 full length  336 99,7 38 
0 06 99,2 9 7076 full length  352 99,7 53 
0 07 98,2 14 7192 full length  366 100,0 68 
0 08 99,6 18 6575 other  337 99,7 38 
0 09 99,7 8 7126 full length  371 100,0 72 
0 10 99,6 2 6020 other  338 100,0 40 
0 11 100,0 16 7164 full length  381 99,7 81 
0 12 99,0 18 4238 other IAP 338 99,7 38 
0 13 98,4 17 7132 full length L1 352 99,7 54 
0 14 99,0 19 7050 full length  322 100,0 38 
0 15 99,9 4 4862 other L1 350/351 99,7 52 
0 16 99,3 2 7123 full length RSINE 371 100,0 70 
0 17 99,2 17 7076 full length  336 99,4 38 
0 18 99,5 10 5584 I∆1 LX 337 100,0 38 
0 19 99,9 11 4311 other  337 100,0 38 
0 20 99,7 3 5313 I∆1  389 100,0 90 
0 21 98,4 14 7192 full length  366 100,0 68 
0 22 99,9 12 7079 full length  352 99,7 53 
0 23 99,1 14 7107 full length  337 99,7 39 
0 24 98,8 X 7071 full length L1 337 100,0 38 
0 25 99,2 12 5212 I∆1 RMER 368 100,0 70 
0 26 99,1 X 7132 full length  351 100,0 53 
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  IAP element  LTR 
  Homology Chromosome bp Type Nested  bp Homology CT bp
T 01 98,8 X 7071 full length L1 337 100,0 38 
T 02 99,2 17 6015 other  369 100,0 70 
T 03 99,3 7 7080 full length  352 100,0 53 
T 04 99,3 17 7068 full length  352 100,0 0 
T 05 99,1 18 7117 full length  367 100,0 68 
T 06 100,0 12 6961 other charlie 352 100,0 53 
T 07 98,6 7 7080 full length  353 99,4 53 
T 08 99,9 2 7103 full length  337 100,0 38 
T 09 98,6 10 5223 I∆1  374 100,0 75 
T 10 99,9 19 4875 other  337 99,7 38 
T 11 98,1 X 7193 full length  365 100,0 67 
T 12 99,4 9 5180 I∆1 L1 353 100,0 54 
T 13 99,9 6 5334 I∆1  376 100,0 77 
T 14 99,7 4 4507 other  338 100,0 38 
T 15 99,6 6 4701 other  338 100,0 38 
T 16 98,7 16 5284 I∆1  406 100,0 107 
T 17 99,5 1 7105 full length  337 100,0 38 
T 18 100,0 14 7080 full length  352 100,0 53 
T 19 99,9 2 7103 full length  337 100,0 38 
T 20 100,0 6 7064 full length LX 337 100,0 38 
T 21 98,6 12 7150 full length  352 100,0 53 
T 22 99,9 16 7074 full length  337 99,7 38 
T 23 99,5 5 4344 other  352 100,0 53 
T 24 99,5 13 7086 full length  352 100,0 53 
T 25 98,8 X 5203 I∆1  382 100,0 83 
T 26 99,3 3 5308 I∆1  366 100,0 67 
T 27 99,9 1 7082 full length  354 99,4 55 
T 28 98,9 13 5349 I∆1  398 100,0 118 
T 29 99,9 10 5223 I∆1  374 100,0 75 
T 30 100,0 5 4344 other  352 100,0 53 
T 31 99,6 11 5790 other    337 100,0 38 
A 01 100,0 15 7127 full length  372 100,0 74 
A 02 98,4 14 5460 I∆1  456 100,0 157 
A 03 99,5 8 5418 I∆1 L1 415 100,0 117 
A 04 99,5 10 4948 other L1 337 100,0 38 
A 05 99,5 17 7107 full length  367 100,0 68 
A 06 99,6 1 7179 full length  367 100,0 68 
A 07 100,0 X 7119 full length  368 99,7 53 
A 08 99,4 3 7064 full length  351 100,0 53 
A 09 99,7 8 7102 full length  353 100,0 106 
A 10 98,4 8 5315 I∆1  405 100,0 106 
A 11 99,9 2 7154 full length L1 399/397 99,6 98 
A 12 99,9 19 7201 full length  413 100,0 114 
A 13 99,3 17 7068 full length  352 100,0 103 
A 14 99,1 10 4308 other  401 100,0 53 
A 15 99,9 6 7089 full length  353 100,0 53 
A 16 99,7 16 7104 full length  354 100,0 67 
A 17 99,9 2 5260 I∆1  366 100,0 50 
A 18 99,7 2 5306 I∆1 L1 349 100,0 50 
A 19 99,6 14 7079 full length  337 99,1 38 
A 20 99,0 9 7159 full length  367 100,0 68 
A 21 100,0 13 7092 full length  352 100,0 53 
A 22 99,5 7 5137 I∆1  421 100,0 123 
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  IAP element  LTR 
  Homology Chromosome bp Type Nested  bp Homology CT bp
A 23 99,5 3 7376 full length  416 100,0 118 
A 24 100,0 7 5137 I∆1  421 100,0 123 
A 25 99,7 8 4320 other LX 337 100,0 38 
A 26 98,3 7 7329 full length ORR1 405 97,8 107 
A 27 99,7 8 5153 I∆1  337 100,0 38 
A 28 98,8 X 7214 full length  351 100,0 52 
A 29 99,2 10 7145 full length  386 100,0 87 
A 30 100,0 14 7087 full length    353 100,0 53 
         
         
         
      IAP element  LTR 
      bp Type Reference  bp Homology CT bp
M17551  7096 full length Mietz, 1987 338 100,0 38 
AB099818  7309 full length Ishihara, 2004 443 100,0 145 
AC012382  7084 full length Dewnnieux, 2004 354 100,0 55 
AC087891  7155 full length Dewnnieux, 2004 353 100,0 55 
AC090431  7126 full length Dewnnieux, 2004 354 100,0 53 
AL590616  7070 full length Dewnnieux, 2004 337 100,0 38 
X04120  5059 I∆1 Ymer, 1985 337 100,0 38 
AxinFu     5195 I∆1 Whitelaw E  338 100,0 38 
 
 
Table 3. Characterisation of cloned IAP elements. Summary of characteristic features of cloned IAP elements. 
Clones G 01 to G 27 correspond to IAP elements amplified from genomic material, 0 01 to 0 26 to IAP elements 
expressed in untreated cells, T 01 to 31 and A 01 to 30 to IAPs expressed upon TSA or Aza-dC treatment, 
respectively. Given is the homology of the cloned sequence to the most homologous genomic sequence 
(Homology), genomic location of the corresponding sequence (Chromosome), length of the genomic IAP element 
(bp), affiliation to one of the three subgroups: full length, I∆1 deletion type or IAP carrying another deletion (Type). 
If the genomic IAP is inserted into another TE, the identity of the TE is given as determined with the Repbase TE 
database (http://www.girinst.org/censor/; Jurka, 2005) (Nested); Finally, the LTR is characterised in terms of 
length (bp), homology of the 5’ LTR to the 3’LTR (Homology), and length of the CT rich hypervariable region in 
the R region (CT bp). The list is further extended by the characterisation of eight IAP elements published earlier 
(M17551, AB099818, AC012382, AC087891, AC090431, AL590616, X04120, AxinFu). 
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  VL30 element  LTR 
  Homology Chromosome bp Nested  bp Homology U3 5' U3 3' 
G 01 99 7 5346 IAP 584 100,0 III III 
G 02 99 17 4826 LX 628 100,0 III III 
G 03 100 2 5316 RMER 603 100,0 III III 
G 04 100 9 5208  585 100,0 III III 
G 05 100 13 4237 B2 558 99,8 IV IV 
G 06 99 8 5248 LX 564/565 99,8 IV IV 
G 07 99 15 5468  646 99,8 III III 
G 08 99 10 4610  600 100,0 III III 
G 09 100 18 5310 ORR1 588 100,0 III III 
G 10 100 6 4964  561 100,0 I I 
G 11 99 13 5526 ORR1 568 99,8 I I 
G 12 100 8  IAP / VL30 553 100,0 III III 
G 13 99 2 5495  649 99,7 III III 
G 14 99 8  IAP / VL30 553 100,0 III III 
G 15 98 17 5521  605 100,0 III III 
G 16 99 17 5226 MTA / L1 555 100,0 III III 
G 17 99 18 5130    544 100,0 III III 
0 01 100 8  IAP / VL30 553 100,0 III III 
0 02 99 6 4964  561 100,0 I I 
0 03 100 18 5130  544 100,0 III III 
0 04 99 2 5316 RMER 603 100,0 III III 
0 05 100 2 4843 B3 569/575  I IV 
0 06 100 18 5410  600 100,0 III III 
0 07 100 8 5441  605/606 99,8 III III 
0 08 100 13 5139 MT2A 534 100 I I 
0 09 100 2 5316 RMER 364/645  III III 
0 10 98 8  IAP / VL30 553 100,0 III III 
0 11 99 13 4857  602 100,0 III III 
0 12 99 X 4807    589 100,0 III III 
T 01 99 2 4843 B3 569/575  I IV 
T 02 100 2 4843 B3 569/575  I IV 
T 03 100 2 4843 B3 569/575  I IV 
T 04 100 17 4954 RMER 535 100,0 I I 
T 05 99 2 4843 B3 569/575  I IV 
T 06 100 2 4843 B3 569/575  I IV 
T 07 100 2 4843 B3 569/575  I IV 
T 08 99 2 4843 B3 569/575  I IV 
T 09 100 2 4843 B3 569/575  I IV 
T 10 100 2 4843 B3 569/575  I IV 
T 11 99 2 4843 B3 569/575  I IV 
T 12 99 2 4843 B3 569/575  I IV 
T 13 98 6 4964  561 100,0 I I 
T 14 99 2 4843 B3 569/575  I IV 
T 15 100 2 4843 B3 569/575  I IV 
T 16 99 2 4843 B3  569/575   I IV 
A 01 100 2 4843 B3 569/575  I IV 
A 02 99 2 4843 B3 569/575  I IV 
A 03 100 2 4843 B3 569/575  I IV 
A 04 100 2 4843 B3 569/575  I IV 
A 05 99 2 4843 B3 569/575  I IV 
A 06 99 2 4843 B3 569/575  I IV 
A 07 99 6 4964  561 100,0 I I 
A 08 98 6 4964  561 100,0 I I 
A 09 98 6 4964  561 100,0 I I 
A 10 98 6 4964  561 100,0 I I 
A 11 100 2 4843 B3 569/575  I IV 
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  VL30 element  LTR 
  Homology Chromosome bp Nested  bp Homology U3 5' U3 3' 
A 12 98 6 4964  561 100,0 I I 
A 13 98 6 4964  561 100,0 I I 
A 14 100 2 4843 B3 569/575  I IV 
A 15 100 2 4843 B3 569/575  I IV 
A 16 99 6 4964  561 100,0 I I 
A 17 100 2 4843 B3 569/575  I IV 
A 18 100 2 4843 B3  569/575   I IV 
 
 
Table 4. Characterisation of cloned VL30 elements. Summary of characteristic features of cloned VL30 
elements. Clones G 01 to G 17 correspond to VL30 elements amplified from genomic material, 0 01 to 0 12 to 
VL30 elements expressed in untreated cells, T 01 to 16 and A 01 to 18 to elements expressed upon TSA or Aza-
dC treatment, respectively. Given is the homology of the cloned sequence to the most homologous genomic 
sequence (Homology), genomic location of the corresponding sequence (Chromosome) and length of the 
genomic VL30 element (bp). If the genomic VL30 is inserted into another TE, the identity of the TE is given as 
determined with the Repbase TE database (http://www.girinst.org/censor/; Jurka, 2005) (Nested); The LTR is 
characterised in terms of length (bp) and homology between 5’ LTR and 3’LTR (Homology). Finally, the affiliation 
of the 5’ and 3’ U3 region to one of the four described subgroups (I-IV) is specified. 
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Tree 1. Phylogenetic Relationship between the LTR regions of IAP elements. LTR sequences of IAPs 
showing high similarity to cloned IAP fragments, together with previously characterised IAPs (see Table 3) were 
aligned with ClustalV using default settings. If necessary, the alignment was manually adjusted. Construction of a 
neighbour-joining tree was performed in Megalign. 
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Tree 2. Phylogenetic Relationship between U3 LTR regions of VL30 elements. Sequences of the 3’ U3 
regions of genomic and expressed VL30 elements were aligned with ClustalW. Additionally U3 sequences of 
elements described earlier (French, 1997; Nilsson, 1994; Costain, 2006) were included. VL3 and NVL3 are 
representatives of the subgroup I, Tlev1, VM1 B1 and VM1 B2 constitute the subgroup II, VL30x1, ELM5, BVL1 
VL11 PA2 and PB10 are members of the subgroup III, and finally mVL30 1, RVL3, NVL1, NVL2 and MEL ELM 
were included as representatives of the subgroup IV. Cloned U3 regions from genomic and expressed VL30 
elements could be clearly assigned to three of the four subgroups (I, III and IV). Note that all U3 sequences 
derived from cells treated with TSA or Aza-dC within subgroup IV are nearly identical, indicating a single genomic 
copy as source of transcription. 
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4.5. A dual histone modification mark regulates the expression of VL30 elements 
 
Transcriptional regulation of VL30 elements has already been in the focus of research since 
the 1990s. Contributions from numerous laboratories showed that VL30 elements could be 
activated by a plethora of stimuli (French, 1997; Tzavaras, 2003; Noutsopoulos, 2007). 
Interestingly, many of the stimuli can be summarised as internal or external stress in the 
broadest sense and a considerable number among them is able to trigger signalling 
cascades such as the ERK or p38 pathways. Signalling via these pathways ultimately leads 
to activation of several transcription factors but also to phosphorylation of histone proteins. 
Phosphorylation of serine 10 at histone H3 (H3S10p) during interphase is a rare event that 
correlates with the activation of specific target genes (Mahadevan, 1991; Thompson, 1999). 
The presence of S10-phosphorylated histone H3 (H3S10p) marks at promoter-associated 
chromatin coincides with acetylation of neighbouring lysines K9 and K14 leading to a dual 
histone modification termed phosphoacetylation (Cheung, 2000; Clayton, 2000; Li, 2001). 
Histone H3 phosphoacetylation correlates with the activation of the so called “immediate 
early” genes c-fos and jun-B as well as late inducible genes such as HDAC1 (Hauser, 2002). 
Recently, it was shown that the dual histone modification mark H3S10pK14ac serves as a 
binding epitope for 14-3-3 proteins (Winter, 2008; Walter, 2008).  
The finding that the HDAC inhibitor TSA was sufficient to highly induce VL30 expression in 
logarithmically growing fibroblasts (where ERK pathways are activated through the action of 
growth factors) prompted us to ask if both stimuli, histone acetylation and histone 
phosphorylation were required for full VL30 activation. To test this model, we had to switch 
the cell system from proliferating to serum-arrested fibroblasts (3T3 Swiss). Arrest in G0 upon 
serum withdrawal eliminates mitotic H3 phosphorylation, a modification that targets the 
majority of histone H3 molecules associated with chromatin condensation during mitosis. 
This system also allows to selectively activate specific signalling cascades in the absence of 
serum-dependent activity of different kinase pathways. Cells arrested for 48–72h were 
treated with TSA, serum (FCS) to activate the ERK pathway, anisomycin (Aniso) to activate 
the p38 stress pathway or retinoic acid (RA) as a compound able to induce VL30 expression 
without direct link to histone phosphorylation. Figure 12A shows the effect of the different 
compounds on histone H4 acetylation and histone H3 phosphoacetylation as detected with 
an antibody directed against H3S10p/K14ac in G0 arrested 3T3 Swiss fibroblast. As expected 
TSA lead to the accumulation of hyperacetylated histones; phosphoacetylation was absent in 
untreated arrested cells, upon TSA, RA and RA/TSA treatment, detectable in very low 
abundance upon Aniso treatment, clearly detectable in logarithmically growing cells and cells 
incubated with FCS. Combined treatment with Aniso/TSA or FCS/TSA finally lead to the 
efficient formation of phosphoacetylated histones.   
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Earlier reports demonstrated that the fraction of phosphoacetylated histone H3 is only 
minute, even upon Aniso/TSA treatment (Winter, 2008) and the mark is localised to a 
restricted number of genomic loci (Simboeck, PhD thesis, 2008). Therefore we were 
interested, if phosphoacetylated histones were associated with VL30 elements. We 
performed ChIP experiments with untreated, TSA, Aniso and Aniso/TSA treated resting 3T3 
Swiss fibroblasts using an antibody against H3S10ph/K14ac double modified histones and 
surveyed phosphoacetylation levels via semi-quantitative PCR of the VL30 5’LTR regulatory 
region. Strikingly, we could detect phosphoacetylated histones at VL30 elements, when cells 
were treated with Aniso/TSA, but not upon single treatment with Aniso or TSA (Figure 12B). 
Additional ChIP experiments from cells treated with FCS/TSA demonstrated the presence of 
phosphoacetylation also upon activation of the ERK pathway together with induction of 
hyperacetylation. Retinoic acid together with TSA did not lead to the formation of such a 
histone mark (Figure 12C). In summary, activation of the p38 or ERK pathway together with 
induction of hyperacetylation results in the establishment of a phosphoacetylation mark at 
VL30 LTRs. Next we were interested in the influence of the different stimuli on VL30 
expression. We isolated mRNA from arrested 3T3 Swiss fibroblasts exposed to the 
aforementioned chemicals, reversely transcribed them and quantified VL30 levels with Real 
Time PCR. Whereas single treatment of cells with TSA, Aniso, FCS or RA lead to a modest 
increase in expression, combined treatment of Aniso, FCS or RA with TSA revealed a 
synergistic effect between p38, ERK, retinoic acid receptor activation and histone acetylation 
(Figure 13). As presented above, Aniso/TSA and FCS/TSA create phosphoacetylated 
histones at the VL30 promoter, RA/TSA does not. Nevertheless, RA/TSA treatment is equally 
efficient in boosting expression, suggesting that binding of the retinoic acid receptor to the 
RAR-RXR binding site is an independent mechanism to induce VL30 element expression. 
Previous studies clearly demonstrated that the DNA sequence serving as the retinoic acid 
response element is distinct from the response elements important for VL30 induction upon 
numerous other stimuli such as transformation, epidermal growth factor (EGF), TPA, cAMP, 
and anoxic stress which are all activating either the p38 or the ERK pathway. Two DNA 
sequence cassettes have been identified to be involved in the transmission of those stimuli: 
the first encodes an AP1 transcription factor binding site followed by a CREB/JUN binding 
site (French, 1997), the second consists of a 36bp long stretch referred to as VLTRE 
containing a CREB/JUN and a REL/NFκb binding site. These cassettes are good candidates 
for binding sites for transcription factors recruiting the kinase necessary for H3S10 
phosphorylation. So far, two possible kinases have been identified as histone H3 kinases, 
Rsk2 which is activated through the ERK pathway and MSK1/2 which is activated through 
the ERK and p38 pathway, making it the prime candidate for mediating H3S10ph of VL30 
associated chromatin. To test if MSK1/2 is indeed involved in VL30 promoter phosphorylation 
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we took advantage of the protein kinase inhibitor H89. This compound was used at a 
concentration (10µM) that was shown to efficiently block histone H3 phosphorylation without 
affecting transcription factor phosphorylation (Thompson, 1999). However, others could 
demonstrate that H89 also inhibited other protein kinases such as PKA, S6K1 and ROCK-II 
(Davies, 2000). 
As shown in Figure 14A, inhibition of MSK1/2 via H89 abolished the formation of a 
phosphoacetylation mark upon Aniso/TSA treatment in arrested Swiss 3T3 fibroblasts, 
suggesting that MSK1/2 is the responsible kinase for H3 phosphorylation of VL30 elements. 
Equally important, H89 treatment also prevented transcriptional induction upon Aniso/TSA 
treatment (14B), indicating that H3S10p/K14ac does not only correlate with transcriptional 
induction mediated by Aniso/TSA treatment, but is necessary for proper VL30 expression. 
As phosphorylation is a reversible process, one or more specific phosphatases must exist to 
counteract kinase activity. So far, only one phosphatase has been identified to play a role in 
the removal of H3S10 phosphorylation: PP2A has been shown to be the responsible 
phosphatase to counteract MSK1/2 kinase activity in the context of p21 regulation, another 
recently discovered phosphoacetylation target gene (Simboeck 2008, PhD thesis). However, 
PP2A was found to specifically regulate p21 expression, not other phosphoacetylation target 
genes, demonstrating that PP2A is not the only phosphatase involved in the 
dephosphorylation of H3S10. We were curious, if VL30 elements were also regulated by 
PP2A, therefore we treated logarithmically growing Swiss 3T3 cells with ocadaic acid alone 
or together with TSA or Anisomycin. Ocadaic acid is a phosphatase inhibitor specifically 
inhibiting PP2A, but not PP1, when used at low concentrations (50nM). As summarised in 
Figure 14C, ocadaic acid did not influence VL30 expression, precluding PP2A as the 
responsible phosphatase involved in VL30 regulation. 
Finally we want to suggest the following model for VL30 regulation, which integrates many of 
the previous findings about VL30 induction: external stimuli activate the p38 (stress) or the 
ERK (growth signal) pathway leading to activation of the downstream kinase MSK1/2 which 
is recruited to VL30 elements via DNA response elements. This results in phosphorylation of 
H3S10. Together with the induction of hyperacetylation a phosphoacetylation mark is created 
leading to full transcriptional activation. An alternative, independent pathway is mediated by 
the binding of RAR/RXR to the RAR-RXR binding site upon retinoic acid treatment and 
induction of hyperacetylation (Figure 15). 
 
___________________________________________________________________________ 




Figure 12. Activation of the p38 or ERK MAP kinase pathway together with HDAC inhibition creates 
phosphoacetylated histones. 
(A) Swiss 3T3 fibroblasts were grown in DMEM containing 10% FCS (log) or arrested in DMEM containing 0.1% 
FCS for 72h (arr) and subsequently treated for 2h with 166nM TSA (TSA), 189nM Anisomycin (Aniso), TSA and 
Anisomycin (TSA + Aniso), 20% FCS (FCS), FCS and TSA (FCS + TSA), 10nM all-trans-Retinoic acid (RA) or RA 
and TSA (RA + TSA). Histones were isolated and histone modification levels were surveyed via Western Blot 
analysis. Antibodies were directed against pan-acetylated histone H4 (H4ac), S10p/K14ac double modified 
histone H3 (H3S10p/H3K14ac) and the c-terminal part of histone H3 (c-H3) which served as loading control. 
Acetylation levels of histone H4 were higher in logarithmically growing cells, than in arrested cells. HDAC 
inhibition by TSA increased H4ac in arrested cells; Anisomycin, and Retinoic acid had no influence. 
Phosphoacetylated histone H3 (H3S10p/H3K14ac) was present at low abundance upon stimulation of the p38 
pathway with Anisomycin (Aniso) or the ERK pathway with FCS (log; FCS). Additional incubation with TSA lead to 
efficient creation of double modified histones; Retinoic acid showed no impact on phosphoacetylation of bulk 
histones. 
(B) Arrested Swiss 3T3 fibroblasts were treated for 1h with 166nM TSA (TSA), 189nM Anisomycin (Aniso) or both 
compounds (Aniso + TSA), chromatin was harvested and subjected to ChIP experiments. To survey the levels of 
phosphoacetylated histones associated with VL30 elements, an antibody against H3S10/K14ac was used for 
precipitation and primers annealing at VL30 LTRs were used to estimate the amount of associated VL30 DNA via 
semi-quantitative PCR. An unspecific IgG was used as control. Phosphoacetylated histones were associated with 
VL30 LTRs specifically upon treatment with Anisomycin together with TSA.  
(C) Treatment of arrested Swiss 3T3 fibroblasts for 3h with chemicals as in (A). ChIP experiments using 
unspecific IgGs and an antibody recognising phosphoacetylated histones showed association of double modified 
histones with VL30 LTRs upon FCS and TSA treatment, Aniso and TSA treatment, but not upon RA and TSA 
treatment.  
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Figure 13. Expression levels of VL30 elements upon p38, ERK or retinoic acid receptor activation and 
HDAC inhibition. 
Arrested Swiss 3T3 fibroblasts were treated for 2 or 6h with the indicated chemicals at concentration as in Figure 
11A. To survey VL30 mRNA levels, mRNA was isolated, reversely transcribed and quantified via Real Time PCR. 
Values obtained with VL30 specific primers were normalised to levels of the housekeeping gene HPRT. Values 
represent the mean of three independent experiments. ± SD. n=3. 
VL30 transcript levels were moderately increased upon treatment with either TSA, FCS, Aniso or RA ((A – D) dark 
grey bars) but showed a marked increase upon combined treatment with FCS, Aniso and RA together with TSA 
for 6h ((B – D) black bars). 
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Figure 14. MSK1/2 is most likely the kinase responsible for H3 phosphorylation of VL30 elements; PP2A 
seems not to be the relevant phosphatase to remove the phospho-mark. 
(A) To test if MSK1/2 might be the relevant kinase for phosphorylation of VL30 associated chromatin, we 
compared phosphoacetylation levels in untreated, Aniso + TSA treated (1h) and Aniso + TSA treated (1h) Swiss 
3T3 cells which have been incubated with 10µM H89 15min prior to addition of Aniso + TSA. ChIP experiments 
were performed as in Figure 11. Inhibition of MSK1/2 with H89 prohibited the creation of a phosphoacetylation 
mark upon Aniso + TSA treatment. 
(B) Treatment of cells is in (A), quantification of VL30 mRNA levels as in Figure 12. Precluding 
phosphoacetylation of VL30 elements with H89 also abolished transcriptional induction of VL30 elements upon 
Aniso + TSA treatment. ± SD. n=3. 
(C) Logarithmically growing Swiss 3T3 fibroblasts were incubated with TSA, Aniso or Aniso + TSA alone (grey 
bars) or together with 50nM Okadaic acid (black bars) for 5h. VL30 transcript levels were determined as in Figure 
12. n=3, ± SD. TSA and Aniso moderately increased VL30 transcription, Aniso + TSA further enhanced 
expression. Additional administration of Ocadaic acid had no influence.  
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Figure 15. Model for transcriptional activation of VL30 elements. 
(A) Numerous stimuli can activate VL30 expression. Notably most of the compounds identified so far can activate 
the MAPK pathway (dark red).  
(B) Model for the induction of VL30 expression. Activation of the p38 or ERK MAPK signaling pathway leads to 
phosphorylation of VL30 associated chromatin (red circle) mediated by MSK1/2. Induction of hyperacetylation 
(green circle) creates a phosphoacetylation mark, triggering full transcriptional activation. RAR/RXR binding to the 
LTR induced by retinoic acid together with induction of hyperacetylation is an alternative mechanism to activate 
VL30 expression. 
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4.6. The influence of HDAC inhibition on transposition frequency 
 
Regulating the expression of a transposable element is one way to regulate its activity. 
However, transposition is a complex process including many more steps and each of them 
can be targeted by regulatory mechanisms. After transcription, RNA has to be exported to 
the cytoplasm, translated, the gene product has to be shuttled into the nucleus and finally a 
reversely transcribed mRNA has to be integrated into the genomic DNA. That way, altering 
RNA stability, translation, nuclear shuttling, editing template RNA or effecting integration 
efficiency has severe impact on the rate of successful transposition. 
We could show in Chapter 3.1. that treatment of cells with the HDAC inhibitor TSA had 
severe effects on the chromatin state including changes in histone acetylation and 
methylation patterns. As the chromatin state is not only regulating gene transcription but also 
constitutes the substrate for the last step of transposition – integration – we raised the 
hypothesis that changed histone modification patterns might influence the efficiency of 
transposition independent of TE transcription. In the simplest model, opening of the 
chromatin might render the DNA more accessible and susceptible for the integration 
machinery. To test this hypothesis we took advantage of an experimental system recently 
used to investigate the influence of the RNA editing APOBEC enzymes on transposition 
efficiency (Esnault, 2005). Different retroelements carrying its set of functional genes 
essential for autonomous retrotransposition were marked with a neo reporter gene placed in 
reverse orientation. Upon transfection, TEs were transcribed and spliced, removing the intron 
located inside the neo gene in forward orientation. The mRNA served as source for reverse 
transcription and integration into the genome resulted in the creation of a genomic 
retroelement interrupted by a functional neo gene. This was used as selection marker and 
that way we could select for cells with successful transposition of a transposable element 
delivered from an episome (Figure 17A). To test the influence of histone modifying enzymes 
on this process, we transfected U2OS cells with different marked transposable elements or a 
control plasmid (MusD and IAP as representatives for LTR elements; L1.Md and L1.2B as 
representatives for LINEs; pEGFP-N2 as control plasmid) and treated them with TSA for 24h 
after transfection. For quantification of transposition frequency we followed the protocol 
presented in Figure 17B. Concomitantly we performed control experiments to determine the 
effect of TSA on (1) the transfection efficiency of cells and (2) the expression of the marked 
TEs after transfection. Figure 16 shows that TSA treatment for 24 or 48h after transfection 
was connected to a modest increase in the percentage of GFP positive cells, when U2OS 
cells were transfected with a plasmid containing EGPF driven by the CMV immediate early 
promoter (Figure 16A and C). However, the detected increase was rather small and also 
might originate from the enhanced expression of EGPF when cells were treated with TSA 
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(Figure 16B and D). This lead us to the conclusion, that TSA treatment did not have a major 
impact on transfection efficiency. The expression of the marked TEs was surveyed as 
described in Figure 17C: after transfection, cells were treated with TSA for 24h, RNA was 
isolated, reversely transcribed and subjected to Real Time PCR analysis. Using primers 
directed against the neo gene of the marked TE we measured the abundance of TE derived 
transcripts. In the case of the marked IAP, we also used IAP specific primers, leading to 
identical results (data not shown). Additionally, untransfected cells were included in the 
analysis, where we could not detect any transcripts (data not shown). Values obtained with 
the neo-specific primers were then normalised to expression of the housekeeping gene 
GAPDH.  
As presented in Figure 17D, treatment of TSA lead to an increase in marked TE mRNA 
abundance of about two to three times. The increase in mRNA abundance is accompanied 
with a two to four fold increase in transposition events (Figure 17D, compare black to grey 
bars). These data suggest that TSA treatment leads to enhanced expression of marked TEs, 
which in turn results in increased transposition rates. Therefore, changes on histone 
modification patterns as induced by TSA seem not sufficient to influence TE transposition 
rates. 
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Figure 16. Effect of HDAC inhibition on transfection efficiency. 
To test the impact of HDAC inhibition on transfection efficiency, U20S cells were transfected with the pEGFP-N2 
plasmid containing a cassette encoding the EGFP gene driven by the CMV immediate early promoter. After 
transfection, cells were incubated with 66nM TSA for 24 or 48h, harvested, fixed with 85% ethanol and subjected 
to fluorescent-activated cell sorting (FACS) analysis. (A) and (C) show FACS blots of untreated cells and cells 
incubated for 24 or 48h with TSA after transfection. The portion of GFP positive cells is 27% increased upon TSA 
treatment 24h post transfection and 15% 48h post transfection. Green dots: GFP positive cells; red dots: GFP 
negative cells; black dots: dead cells. Classification of GFP positive cells into lowly (M3), medium (M2) and highly 
expressing (M3) subpopulations revealed that TSA administration lead to elevated expression of the EGFP 
protein ((B) and (D)) in transfected cells. 
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Figure 17. TSA treatment has no major impact on the transposition frequency of retrotransposons. 
(A) Representation of a retroelement marked with the neo reporter gene placed in reverse orientation with its own 
promoter (Pr). Besides the neo cassette, each marked retroelement carries its set of functional genes, allowing 
autonomous retrotransposition. Only upon retrotransposition including the steps of transcription, splicing, reverse 
transcription and integration the neo gene becomes functional. (B) Experimental procedure for the detection of 
retrotransposition. After transfection, cells were treated with 66nM TSA for 24h to determine the effect of HDAC 
inhibition on transposition frequency determined by quantification of G418 resistant clones. (C) To monitor the 
influence of HDAC inhibition on the expression of transfected plasmids, mRNA abundance was measured via 
Real Time PCR. Primers were directed against the neo gene cassette and values were normalised against levels 
of the housekeeping gene GAPDH. (D) Analysis of the activity of murine LTR elements MusD and IAP, the murine 
non-LTR element L1.Md and the human non-LTR element L1.2B in U2OS cells upon TSA treatment. Grey bars 
represent transposition events as determined by counting G418 resistant clones. The numbers of clones in TSA 
treated cells are given relative to the numbers of clones determined in untreated cells. Black bars display the 
abundance of mRNA derived from transfected plasmids. Values for mRNA levels upon TSA treatment are given 
as relative numbers based on the mRNA levels determined in untreated cells. Values represent mean values of at 
least three independent experiments. ± SD. TSA treatment is enhancing transposition frequencies as well as 
transcription of tested retrotransposons. 
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5. Discussion 
 
5.1. Different epigenetic modifications are interconnected 
 
The goal of this work was to define the role of histone acetylation in the regulation of TEs in 
murine somatic cells. It is well known that histone acetylation is generally correlated with 
gene transcription; this has been demonstrated on the genome wide level (Kurdistani, 2004; 
Koch, 2007; Fischer, 2008) as well as for numerous individual genes and LTR retroviruses 
such as e.g. HIV (He, 2002; Lusic, 2003). Altering histone acetylation levels either via genetic 
inactivation of individual HATs and HDACs or via chemical inhibition of HDACs leads to 
changes in the expression pattern of defined genes in a cell type specific manner (Zhang, 
1998; Howe, 2001; Foglietti, 2006; Zupkovitz, 2006; Senese, 2007; Knutson, 2008). This is of 
clinical relevance, since cancer cells seem to be more sensitive to such changes than normal 
cells and application of HDACi has been demonstrated to induce cell cycle arrest or 
apoptosis in cancer cells (Marks, 2005). However, the exact mode of action is only poorly 
understood; although some important genes for cell cycle progression (e.g. p21) or apoptosis 
are often targeted upon HDACi treatment, effects also seem to be cell type specific.  
The vast majority of work on histone acetylation and transcription throughout the last years 
has been dedicated to gene regulation in different cancer cells (Yang, 2007), throughout 
development (Kalkhoven, 2004; Brunmeir, 2008) or to the silencing of retroviruses such as 
HIV (He, 2002; Lusic, 2003); to our knowledge no extensive study has been performed so far 
to analyse the interrelation between histone acetylation and regulation of endogenous 
retroelements. As already mentioned above, tight regulation of TE expression is crucial for 
genomic integrity and exploring the impact of histone acetylation on TE regulation is highly 
relevant: HDACis are already in clinical trials as anti-cancer drugs and they are also 
promising agents for the treatment of patients with HIV, bipolar disorders or 
neurodegenerative diseases (Lehrman 2005; Sharma 2006; Sadri-Vakili 2006; Hahnen 
2008). Therefore possible side effects have to be studied carefully. 
To perform this study, we exploited an experimental system where histone acetylation was 
altered in murine fibroblasts; either by the knock out of the major histone deacetylase 
HDAC1 or by chemical inhibition of all class I and II HDACs via TSA. For comparison, Aza-
dC treated cells with decreased DNA methylation levels were included in the analysis. Before 
we specifically addressed questions dealing with the effects of those perturbations on TE 
regulation, we wanted to monitor global effects on histone modification patterns and the 
expression of the targeted proteins. This analysis lead to some general conclusions: (1) 
HDAC1 function is not essential for the maintenance of most chromatin modification patterns 
analysed. (2) General HDAC and DNMT inhibition has far reaching consequences on the 
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cellular chromatin and DNA modification landscape, influencing not only directly targeted 
modifications, but also interfering with histone methylation patterns. 
Ad (1) Although HDAC1 is the major histone deacetylase in fibroblasts delivering more than 
30% of total HDAC activity (see also J. Jurkin, diploma thesis), the knock out shows only a 
very mild phenotype including the hyperacetylation of the single lysine residue H4K8 and the 
deregulation of few target genes (Y. Zhang, FMI Basel). Most likely HDAC2, the close 
homologue present in the same multiprotein complexes as HDAC1 and which is upregulated 
upon HDAC1 knock out, can take over the vast majority of functions. This is consistent with 
the finding that the knock out of HDAC1 or HDAC2 in several tissues does not result in 
obvious phenotypes, most likely due to redundancy between the two homologues. In 
contrast, deletion of both genes leads to severe phenotypes in all analysed cell types 
(Brunmeir, 2008). Still, under several circumstances the loss of HDAC1 alone is sufficient to 
cause phenotypic changes: loss of HDAC1 during embryogenesis leads to embryonic 
lethality before day E10.5 (Lagger, 2002), ES cells and primary fibroblasts without HDAC1 
show reduced proliferation rates (Lagger, 2002; R. Grausenburger, PhD thesis, 2006) and 
loss of HDAC1 in a teratocarcinoma or epithelial cancer model system affects 
cancerogenesis and cellular differentiation (D. Meunier, S. Lagger, unpublished observation, 
G. Machat, diploma thesis, 2008). This points towards a model, where most cellular tasks 
(including all basic cellular functions) are redundantly fulfilled by HDAC1 and HDAC2, but 
certain cell type specific functions are only properly executed when both homologues are 
present.  
Ad (2) Inhibition of all class I and II HDACs with TSA leads to major changes in chromatin 
modification patterns: acetylation levels are increased at histone H3 and H4 proteins, as a 
secondary effect H3K4m4 and H3K27m3 are enriched. Models to mechanistically explain 
this phenomenon have been mentioned above. A decrease in DNA methylation as caused by 
Aza-dC treatment procures even more complex changes: histone acetylation as well as the 
activating histone methylation mark H3K4m3 and the repressive marks H3K9m3, H3K27m3, 
H4K29m2 and H4K20m3 are enriched. Notably these are only the changes we detected with 
our limited number of antibodies; unbiased techniques such as mass spectrometry would 
certainly disclose additional deformations in chromatin modification patterns. However, with 
these quantitative methods we do not gain information about qualitative changes as for 
example the genomic distribution of chromatin modifications. ChIP-chip experiments, which 
are currently conducted in several laboratories are addressing this open question and might 
be helpful to better understand the crosstalk between different histone modifications as well 
as DNA methylation. 
  
___________________________________________________________________________ 
  95 
5.2. TE expression and histone acetylation 
 
Having monitored global changes mediated by TSA and Aza-dC treatment on a variety of 
histone modifications, we went on and narrowed our focus on the initial topic of interest i.e. 
the interrelation between histone acetylation and TE regulation. Determining histone 
acetylation levels of a representative selection of TEs in a HDAC-/- background, upon TSA 
and Aza-dC treatment and correlating these data with the expression of TEs revealed the 
following findings: (1) only a limited number of TEs can be activated by either TSA or Aza-dC 
treatment. In the prevalent model of TE silencing, transcription in somatic cells is restrained 
by DNA methylation (Yoder, 1997; Walsh, 1998) with some contribution of histone 
methylation (Martens, 2005) and small RNAs (Kanellopoulou, 2005), in germ cells by DNA 
methylation and piRNA related mechanisms (Bourc’his, 2004; Carmell, 2007; Aravin, 2007). 
Relieving DNA methylation in somatic fibroblasts strongly enhances the expression of IAP 
and VL30 LTR elements demonstrating that losing repression is sufficient to activate 
transcription of some, but not all TEs. Activating factors for other TEs might be absent in this 
cell type, impeding high expression; alternatively other repressive mechanisms could still be 
present. (2) Enhanced expression correlates with increased acetylation levels. This is 
obvious for VL30 elements, which are highly expressed upon TSA and Aza-dC treatment, 
and IAP elements which are highly expressed after treatment with Aza-dC: both LTR 
elements exhibit hyperacetylation when transcribed. SINEs are also hyperacetylated in TSA 
treated fibroblasts, but this comes along with only mild effects on transcription; therefore we 
want to suggest that SINEs are acetylated as parts of genes, which are under the influence 
of histone acetylation. (3) TSA treatment leads to hyperacetylation of H4 proteins 
independent of transcriptional activity. H4 specific HATs seem to readily acetylate lysine 
residues of H4 when the dominant HDACs are inhibited, suggesting their regular presence at 
TEs and silent genes. In contrast, acetylation of H3 seems coupled with transcription, 
pointing towards a model where H3 acetylation might stimulate the recruitment of the 
transcription machinery or alternatively H3 specific HATs are recruited together with the 
transcription machinery. Interestingly Koch and colleagues recently showed that although 
H4ac and H3ac are both enriched around the transcriptional start site, only H3ac can be 
used as a highly predictive marker for gene activity (Koch, 2008). One might speculate that 
differential HAT recruitment reflects a functional difference between H3 and H4 acetylation. 
In addition to their role in transcription where both modifications act synergistically, H4 
acetylation / deacetylation could have other biological tasks. 
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5.3. DNA sequence does matter 
 
The TEs activated by TSA or Aza-dC are derived from several genomic loci. Examining IAP 
and VL30 transcripts in untreated and treated fibroblasts clearly shows that expressed TEs 
originate from numerous loci dispersed throughout the genome. However, upon different 
stimuli, certain groups of elements are preferentially expressed. We could show that 
elements preferentially expressed harbour characteristic DNA sequence features within the 
LTR, the regulatory region of the element. IAPs are more efficiently activated with Aza-dC, 
when they carry additional binding sites for the transcription factor C/EBPalpha. Strikingly, 
Ishihara and colleagues, who characterised IAP elements active upon irradiation of mouse 
acute myeloid leukaemia (AML) cells, isolated elements with especially long stretches of 
C/EBPalpha binding sites (Ishihara, 2004) (Table 3, AB099818). In contrast, IAP elements 
responsible for recent integration events in the mouse germline (Maksakova, 2006) harbour 
only one TF binding site (Table 3, X04120 and AxinFu). 
VL30 elements treated with Aza-dC or TSA are preferentially expressed when driven by a 
LTR with a subtype I U3 region. Several years ago Nilsson and Bohm already proposed a 
model that the enhancer design of VL30 elements determines tissue specific expression and 
the response to external stimuli (Nilsson, 1994). Our data clearly support this model. 
In summary, upon release of silencing, expression is mainly determined by intrinsic features 
of the elements, e.g. transcription factor binding sites and external factors e.g. the availability 
of corresponding transcription factors. The impact of cellular components on expression is 
exemplified by the finding that VL30 elements expressed upon TSA are distinct in different 
fibroblasts cell lines: whereas in logarithmically growing fibroblasts subtype I elements are 
especially responsive to external stimuli, in arrested Swiss 3T3 we found predominant 
transcription of elements with LTR subtype IV U3 region (data not shown). 
 
5.4. VL30 – a special case 
 
In mammals, transcriptional release in TE silencing has been reported repeatedly: loss of 
proteins involved in DNA methylation, the siRNA and piRNA pathways and to a certain 
degree histone methylation lead to a deregulation of TEs expression. SINE elements can be 
activated via stress and Adenovirus infection (Panning, 1993; Liu, 1995), LINEs by benzo(a) 
pyrene (Stribinskis, 2006). In cancer cells, TE silencing is impaired probably due to altered 
DNA methylation patterns (Rauch, 2008; Wilson, 2007) and several human diseases are 
associated with a relaxation of TE repression (Colmegna, 2006).  
Still, the regulation of VL30 expression is unique among mammalian retrotransposons; a 
multitude of stimuli is able to highly induce transcription in several cell systems such as 
___________________________________________________________________________ 
  97 
fibroblasts, keratinocytes, haematopoietic and neuronal cells (French, 1997; Tzavaras, 2003; 
Noutsopoulos, 2007). Furthermore VL30 elements are the first mammalian TEs responsive 
to HDAC inhibition. Freshly integrated retroelements including retroviruses and LINEs have 
been reported to exhibit sensitivity to HDAC inhibition; however this responsiveness is lost 
after few generations when other, HDAC insensitive mechanisms (most likely DNA 
methylation) take over the silencing function (Pannell, 2000). Derepression of endogenous, 
not recently integrated TE elements with HDACis has not been reported so far to our 
knowledge. VL30 elements seem to exist in a default state which is “ready for transcription” 
and external stimuli can easily flip the switch to “active transcription”. 
Why does the host not antagonise this loose repression more vehemently? Why does it allow 
VL30 expression, but is tightly controlling expression of other TEs? One possible answer is 
that VL30 elements are simply ahead in the arms race between host and parasite. 
Alternatively, the evolutionary pressure on the host is relatively low: as long as other TEs, 
which are required for intracellular mobility of VL30 elements – VL30 elements are absolutely 
dependent the enzymatic machinery of other LTR elements as they do not encode functional 
proteins – are efficiently silenced, VL30 elements do not constitute a danger to the host and 
therefore expression does not have to be tightly controlled. 
Finally, a third scenario is plausible: Song and colleagues recently showed that VL30 RNA 
can interact with the PSF protein and modulate PSF mediated repression of target genes 
(Song, 2004; Song, 2005). Therefore VL30 elements have acquired physiological functions in 
murine cells and might be necessary for the regulation of certain host genes. This finding 
suggests that VL30 could be a symbiont rather than a parasite to the host. 
 
5.5. VL30 expression is synergistically regulated by histone acetylation and phosphorylation 
 
Another novel and important finding of our study is the positive impact of histone H3 
phosphorylation on VL30 transcription. Since several years, mechanistic links between 
histone acetylation and histone phosphorylation caused by different stimuli, including stress 
and growth factors, have been established. For example, immediate early genes such as c-
myc, c-fos, c-jun (Cheung, 2000; Clayton, 2000; L,i 2001), but also an increasing number of 
others (Hauser, 2002; Winter, 2008; E. Simboeck, PhD thesis, 2008) depend on the 
induction of histone H3 phosphoacetylation. Simultaneous H3 phosphorylation and 
acetylation provides a recognition mark for 14-3-3 proteins which translate this histone code 
into a biological outcome i.e. gene transcription (Winter, 2008; Walter, 2008). 
In a series of experiments we could show that VL30 expression is synergistically activated by 
stimuli leading to histone phosphorylation (FCS, anisomycin) and histone acetylation (TSA); 
full transcriptional activity is correlated with the creation of phosphoacetylated histone 
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proteins at the VL30 LTR. Usage of the inhibitor of the nucleosomal response H89 indicates 
that the creation of this dual histone mark is necessary for activation caused by FCS/TSA or 
Anisomycin/TSA and that MSK1/2 might be the responsible kinase responsible for 
phosphorylation. The phosphatase counteracting MSK1/2 activity in the non-induced state is 
not identified yet, first experiments with the inhibitor ocadaic acid indicate, that it is a different 
phosphatase than PP2A. We also do not know by now which HAT is responsible for histone 
acetylation. The contribution of the different HDACs in the maintenance an inactive state is 
also unclear. However, results from several experiments suggest the involvement of other 
HDACs beside HDAC1 and HDAC2. First, loss of HDAC1 in fibroblasts does not change 
VL30 transcript levels. Second, RNAi mediated knock down of HDAC1, HDAC2 or HDAC1 
and HDAC2 in primary fibroblasts has no influence on VL30 transcript levels as determined 
via RT-Real Time PCR (preliminary result, data not shown). Third, treatment of fibroblasts 
with MS-275 (5µM; 24h), an HDI with limited specificity against HDAC1 (Khan, 2008), results 
in an only 2 fold enrichment of VL30 transcripts, a modest increased as compared to the 30 
fold enrichment we observed when cells were treated with the general HDI TSA (data not 
shown). 
In summary we collected data supporting a model that VL30 transposable elements are 
novel phosphoacetylation target genes. Transcriptional activation can be mediated via stress 
or growth factor induced activation of the p38 or ERK MAPK pathway and subsequent 
phosphorylation of promoter associated histone proteins by MSK1/2 together with acetylation 
of histones. This pathway is one of at least two possible ways to activate VL30 elements; 
phosphoacetylation independent mechanisms involving retinoic acid receptor signalling exist 
in parallel. 
Still many details about the exact mechanism of VL30 regulation via dual histone 
modification are unclear. As mentioned above, we do not know the responsible HAT(s), 
HDAC(s) and phosphatase(s) and if the phosphoacetylation mark is read by 14-3-3 proteins 
as it is the case for the HDAC1 and p21 genes. 
 Activation of specific VL30 subtypes in different cell lines could originate from differential 
enhancer design of elements. We speculate that the availability of transcription factors 
necessary for the recruitment of factors (kinase, HAT, phosphatase, HDAC) to the regulatory 
regions might be the determining factor for the different regulation of VL30 subgroups in 
different cell lines. This is a testable hypothesis. 
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5.6. Transposition rates of several TEs are not influenced by HDAC inhibition in mouse 
fibroblasts 
 
The link between increased transcription and transposition is evident; production of an 
adequate amount of mRNA is an essential premise for all subsequent steps in the lifecycle of 
a TE. Similar to expression, upcoming events such as mRNA processing, export, translation, 
reverse transcription, nuclear import, integration including DNA cleavage and repair of the 
double strand brake, greatly depend on host factors. This delivers the host additional points 
of action to encounter transposon activity. An example for post-transcriptional regulation is 
the deamination of cytidine residues of nascent DNA molecules during reverse transcription 
leading to hypermutation of retroviruses and TEs (Mangeat, 2003; Esnault, 2005; Dutko, 
2005; Chiu, 2006). Genetic screens in yeast have uncovered numerous other host factors 
either restricting or enhancing transposon activity (Scholes, 2001; Griffith, 2003; Aye, 2004; 
Irwin, 2005; Nyswaner, 2008). Strikingly, a substantial fraction of the genes identified has a 
role in chromatin biology; for instance, members of the PAF1 complex involved in histone 
H2B ubiquitination, the histone chaperone ASF1 and most importantly SIN3 and RPD3, 
major components of the yeast HDAC complex were found to restrict Ty1 activity. 
Interestingly, SIN3/RPD3 do not act at the transcriptional level as they have no influence on 
Ty1 mRNA levels. In addition to increasing transposition rates, they also change target site 
selection of the LTR retrotransposon (Nyswaner 2008). 
In an experimental setup, where we monitored retrotransposition of tagged IAPs, MusD and 
L1 LINE elements from episomes into the genome, we detect only minor differences in the 
frequency of retrotransposition events when cells were treated with TSA. Transposition 
events were increased between two and four times upon TSA treatment, however we also 
observed a two to three fold enrichment of the transcript. Therefore we think that the 
increase in retrotransposition events is due to enhanced transcription. The finding that TSA 
treatment does not have a major influence on the retrotransposition frequency of murine LTR 
and non LTR retroelements is quite surprising considering the finding described above that 
HDAC complexes greatly influence TE activity in yeast. In addition to complex changes in the 
histone modification landscape, TSA treatment of cancer cells also results in the deregulation 
of a multitude of genes, presumably including several host factors important for 
retrotransposition. Therefore it is still possible that TSA treatment leads to qualitative 
changes of TE activity (i.e. target site selection); this aspect could be analysed via cloning of 
integration sites; or HDAC inhibition leads to an equal deregulation of activating and 
restricting histone modifications / host factors. 
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