Abstract-Rapid BGP routing table growth has been a main concern for the operation of the Internet in recent years. In this paper, we study how current IPv4 address allocation practice affects the BGP table growth. The practice includes both the newlymade allocations and two address policies, i.e., allocation size and minimum allocation size. We first found that the address blocks allocated during the past five years contributed to more than 71% of the BGP table growth within the same period. Moreover, contributions made by allocated address blocks quickly become static after the allocation. Based on this observation, we propose an empirical model to emulate the table growth. We next study the impact of two address policies and show that while the "allocation size" policy is observed to have visible impact on the growth, there is no clear evidence that the "minimum allocation size" policy, designed for slowing down the table size increase, has suppressed the growth. We finally discuss how the address policies could have better controlled the BGP table growth.
I. INTRODUCTION
In the current Internet practice, IPv4 addresses are allocated in a hierarchical manner. Four regional Internet registries (RIRs), i.e., ARIN, RIPE NCC, APNIC and LACNIC, are responsible for allocating IPv4 address blocks to Internet service providers (ISPs). These ISPs will further assign IP addresses from their allocated address blocks to the end users.
The BGP [3] routing table size has been growing rapidly in recent years. It has well doubled from January 1998 to December 2002. The continued growth of the routing table size raises grave concerns regarding the scalability, stability, management, and increased dynamics of the BGP routing system. To keep the BGP table growth in check, it is desirable to have a better understanding about the composition of the growth. Since each address block should be announced into the routing system after the allocation, potentially there is some intimate relationship between the address allocation practice and the table growth. Previous studies [13] [14] have shown that a large number of prefixes that could have been aggregated into a shorter prefix are announced individually. In these studies, the identified factors driving the BGP table's growth including load balancing, multi-homing and etc. However, the impact of address allocation on the routing table growth has not been fully investigated.
In this paper, we present a quantitative study on how IPv4 address allocation practice affects the BGP routing table growth. The studied practice includes (1) each newly made address allocation; (2) two important address policies, address allocation size and minimum address allocation size (MAS) for CIDR portion 1 . The measurement is mainly based on allocation made in the past five years, i.e., from January 1, 1998 to December 31, 2002, which is referred to as new allocation for brevity.
We first analyze the advertisement of the new allocation. The results show that the new allocation is typically announced into the routing table in a timely fashion and being used persistently. Specifically, over 84% of allocated blocks are used within 60 days, and on average an address block is globally routable for 96.8% days since the first time it was announced.
Moreover, the result shows that the contribution of address allocation to the table growth diminishes quickly with the elapse since the allocation. The overall growth of BGP routing table size is the composite effect of advertisement of new routing prefixes and disappearance of old prefixes in the same order of magnitude. Although address blocks allocated at all times could engage in the growth of global routing table size, the address blocks allocated more than three years ago have almost no impact on the growth since they tend to bring in and take away the same amount of routing prefixes.
Finally, we examine two allocation policies that the RIRs have taken to withhold the BGP table size from growing too rapidly. The first policy is the allocation size. The second is to publicize minimum allocation size for each CIDR portion to encourage route filtering. Our measurements show that the policy of allocation size does have obvious effect on the table growth while the impact of MAS is not obvious.
We note that a recent work [20] also discusses the impact of address allocation on the BGP table. However, the main focus of [20] is to analyze and model the evolution of the BGP routing table structure. Instead, we focus on analysis of real measurement data and address allocation policies.
The rest of the paper is organized as follows. Section II provides background introduction, and describes the data source and methodology used in this study. Section III characterizes the advertisement of new allocation. Section IV models the relationship between the table growth and the IPv4 address allocation. Section V analyzes the impact of two allocation policies on the BGP table size growth. Section VI discusses some implications of our results and Section VII concludes the paper.
II. BACKGROUND, DATA SOURCE AND METHODOLOGY The current IPv4 address space is managed by the four RIRs. Allocation and management policies have been evolving over time to better serve the fast-growing Internet 2 . Since 1993, Classless Inter-Domain Routing (CIDR) is adopted to allocate address blocks. CIDR retains the notion of identifying networks by address prefixes, but allows a flexible boundary between the network-prefix and the host-number field. For example, CIDR permits the allocation of 64.4.176.0/20, where 64.4.176.0 is the network prefix and 20 is the prefix length. This allocated prefix contains 2 12 unique IP addresses. CIDR provides a flexible address allocation and enables an efficient utilization of the address space.
In this paper, we study the address allocation during a fiveyear period dating from January 1 1998 to December 31 2002. We call allocation made in this study period as new allocation. Accordingly, allocation made before this period is called old allocation. The used data sets include both allocation records and BGP data.
A. IPv4 address allocation records
We obtain the IPv4 address allocation archives for the four RIRs from [8], since RIRs require each address request or delivery be officially recorded, we consider these archives to be complete and account for the majority of IPv4 addresses being used.
B. BGP routing table data
We obtain the BGP routing tables from two data sources: the Oregon Route-Views project [9] and RIPE NCC Amsterdam [10] . The Route-Views router establishes peering sessions with a number of Internet backbone routers and collects routing updates since November 1997. The second data source, RIPE NCC, Amsterdam [10], is collected from a different set of BGP routers since September 1999. Due to the nature of the highly distributed global routing system, no magic vantage point can capture all the BGP routing prefixes in the entire Internet. We therefore merge the routing tables from both data sources on a daily basis. Consequently, the daily routing tables used in this study are solely from Route-Views between 01/01/1998 and 08/31/1999 and from the combination of both sources from 09/01/1999 to 12/31/2002, the end of the study period.
Given that both Oregon Route-Views and RIPE RRC peer with a number of major ISP backbones, the BGP snapshots provided by our merged data should be close to the complete set of the globally advertised routing information. To evaluate the completeness of the merged BGP data, we resort to a third set of BGP tables collected by the LINX monitoring site in London [11] . By comparing the LINX data with our merged BGP snapshots, we find that their difference is minor. Among the 100K routing prefixes contained by a BGP snapshot in the merged data, only less than 1% are not contained by the LINX data. This is also true conversely. We therefore believe that our merged routing table data provides a good view to the globally advertised routing prefixes. 
III. ADVERTISEMENT OF NEW ALLOCATION
To utilize an address block newly allocated from the RIRs, ISPs are required to advertise appropriate routing prefixes into the global routing system, thereby driving the BGP table growth. In this section, we study the advertisement of newly allocated blocks and see how this advertisement is related to the BGP table growth. Specifically, we seek to answer the following three questions: (1) How fast a newly allocated block gets used? In other words, how long does it take a newly allocated address block to be advertised in the BGP table? (2) Once a new address block is used, is it consistently shown up in the BGP table? (3) Once an address block is advertised, is it using the same prefix form as the one being allocated?
A. Usage latency
To answer the first question, we define usage latency for each newly allocated block, which is equal to the time interval between the allocation time and the earliest time that the block is shown up in the BGP table. We calculate the usage latency for all the new allocated blocks and plot the distribution in Figure  1 . It shows that the number of blocks with usage latency τ is exponentially decreasing with the increase of τ . In total, 90% allocated blocks have usage latency less than 70 days. The average usage latency is 44 days. Since the most popular allocation size in the study period is /16, /19 and /20, we also calculate the usage latency for allocation with size /16, /19 and /20, separately. The detailed results are provided in our technical report [19] .
B. Advertisement persistency
In our second measurement, we examine how persistently an allocated block is shown up in the BGP table. The result shows that 90% new allocation, after their first advertisement, will be shown up in 97% daily BGP tables. This observation shows that once an allocated block gets used in the BGP table, its existence can be well assumed to be lasting.
C. Breakdown of BGP table size growth
After the RIRs delegate address blocks to ISPs, the ISPs can make the addresses globally reachable in one of the three advertisement patterns, i.e., identical advertisement, fragmentation 0-7803-8239-0/03/$17.00 ©2003 IEEE. Figure 2 represents the BGP table size change in the study period. We can see that the size is more than doubled, that is, 55k on 01/01/1998, while 125k on 12/31/2002 3 . Despite such an increase, if we remove all the routing prefixes resulting from new allocation, the table size turns out to merely increase from 55k to 70k, as can be observed from the curve marked as no new allocation in Figure  2 . We conclude that among the 70k growth in the study period, only 20k are relevant to the old allocation (allocation before 01/01/1998) while the other 50k are from new allocation. The underlying intuition is that more newly allocated blocks tend to be more active in terms of bringing in more routing prefixes. Such a point will be further elaborated in Section IV.
D. BGP table growth caused by different advertisement patterns
First of all, we evaluate the table growth caused by fragmentation. We do this by adopting a "removal while preserving connectivity" strategy. Specifically, for a given BGP table, we check every routing prefix X and determine whether the addresses that X contains come from a new allocation. If it is true, say, X is originated from an allocated address block Y , we then start to look through the entire BGP table to see whether there exist any other routing prefixes that can summarize X. If such prefixes exist, we know that removing X from the BGP table still preserves its global connectivity, we then safely remove X and decrease the BGP Secondly, by using a similar strategy, we evaluate the popularity of identical advertisement and represent the adjusted BGP table size growth by the second highest curve in Figure 2 (marked as no identical advertisement). It shows that removing identical advertisements can roughly cut down the BGP table size by less than 5k. This number is almost half of the total number of new allocation, which is 9937. Finally, we consider aggregation advertisements. However, they only account for less than 0.5% of the BGP table size. We therefore did not plot it in Figure 2 .
To summarize the above observations, we conclude that 
IV. AN EMPIRICAL MODEL FOR THE BGP TABLE GROWTH
In the previous section, we characterize the advertisement of allocated blocks, we now set out to measure and model the numerical relationship between the new allocated blocks and the table growth. We adopt a novel approach to decomposing the table growth into two components: prefix appearance and prefix disappearance. Both components are identified to be more likely related to the new allocation. By quantifying the relationship between the new allocation and the two components, we infer that address blocks allocated more than three years ago do not make effective contributions to the BGP table growth any more. Such an observation enables us to create an empirical model to emulate the BGP table growth.
A. Composition of the BGP table growth
As shown in Figure 2 , the general trend of the BGP table growth fits in a monotonic increasing curve with occasional setbacks. A close examination shows that the table growth is far more dynamic than the curve looks like. In our analysis, the study period is divided into 10 time intervals each of which is a half year. As shown in Figure 3 , the growth in each interval is a combination of new prefixes being advertised and old prefixes being removed. These two components make opposite contribution to the table growth, and the number of each of them in each time interval is of the same magnitude order. So we set out to characterize these two components separately.
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B. Composition of table growth contributed by new allocation
In this analysis, the allocated address blocks are also divided into half-year bins based on their allocation time. As shown in sub-section III-A, the typical usage delay for newly allocated blocks is 2 months. Since the time granularity is six-month, we can safely ignore the usage delay and assume that address blocks are advertised immediately after their allocation. In addition, from Section III-B we know that the advertisement persistency for address blocks is pretty high (97%), thus we can assume that an allocated block, once gets used, will always show up in the BGP table. Figure 4 shows how actively the allocated blocks are engaged in the two components, i.e., new prefix advertisement and old prefix disappearance. X-axis is the age, defined as the elapsed time since allocation. Y-axis represents the number of allocated 
The two curves in Figure 4 are termed as degree of positive involvement and degree of negative involvement in the paper. From the figure we can see that once address blocks are allocated by the RIRs, 80% of them will immediately bring in new routing prefixes to the global routing system. The degree of positive involvement decreases rapidly in its early stage and eventually keeps relatively stable, showing a trend to be close to zero though never reach zero. It implies that when we decompose the table growth during any study period, there will always exist address blocks allocated long ago still contributing to new prefix advertisement.
On the other hand, the degree of negative involvement is growing steadily over the age. It reaches a stable line very close to the degree of positive involvement when the age is larger than three years. The merging between the tails of the positive involvement degree and negative involvement degree indicates that for address blocks allocated more than three years ago, almost equal percentage of them will be involved in the new prefix appearance and old prefix disappearance. We speculate that address blocks allocated more than three years ago make almost no effective contribution to the BGP table size growth.
The above speculation is further confirmed by Figure 5 , which depicts the number of newly appeared prefixes and disappeared prefixes contributed by a single address block (in the sense of average). For allocated blocks that are involved in prefix appearance, each of them contributes 5-6 new prefixes regardless of the age. While for allocated blocks involved in prefix disappearance, each of them corresponds to 4-6 removed prefixes 4 . Based on the above observations, we conclude that the BGP table size growth is mainly caused by the different degree of positive and negative involvements of those recently allocated address blocks.
C. The implication of prefix appearance and prefix disappearance
We have seen that in terms of the BGP table size growth, the impact of allocated address blocks is approximately stable with the increase of their age. We now show that this is also true in terms of the address consumption, namely, the total number of routable addresses in the BGP table.
a) Prefix appearance: Newly-advertised prefixes do not necessarily increase the IP address consumption of the routing table because their address space has already been covered by existing prefixes. In the study period, about 35.6% newly appeared prefixes do not bring in new addresses. While for the newly prefixes coming from old address allocation, over 67.5% of them fall into this category.
b) Prefix disappearance:
Where have the large number of disappeared prefixes gone? Have they caused the loss of total routable addresses? To answer these two questions, we find that the address space contained by 78.3% disappeared prefixes is still covered by remaining prefixes. Only the other 21.7% disappeared prefixes cause addresses loss. This shows that most of the allocated addresses involved in the prefix disappearance are still being used, although they are used in different routing prefix forms.
D. An empirical model for the BGP table size growth
Based on the above observation that recent blocks have different level of involvements in the new prefix appearance and prefix disappearance, thereby resulting in variation of the BGP table size, we build an empirical model to simulate the prefix appearance and disappearance process based on the address allocation history. The BGP table size growth drawn from the model is demonstrated to be very close to the real data.
The model aims to estimate the BGP table size growth from time t − 1 until t based on the address allocation made no more than three years earlier than t. We choose a six-month period as the time unit to reduce the monthly variance. As shown in Figure 4 , the percentage of allocated blocks contributing to new prefix appearance is exponentially decreasing over the age. We thus formulate it as PA(x) in which x is the age. We further use NB(x) to represent the amount of address blocks allocated at time t-x. As shown in Figure 5 , each positively involved allocated block contributes 6 newly appeared prefixes, which consequently is fixed in the formula. Eventually, we model the component of new prefix appearance as
We model the component of old prefix disappearance as (P D(x)) × NB(x) × 6, where PD(x) is the percentage of blocks (allocated at time t-x) that are involved in prefix disappearance. The combination of these two components, as shown in the following formula, is used to simulate the absolute table size growth.
Where TableSize(t) = Table size at time t age = Elapsed time since allocation until t P A(x) = 0.4372e −1.185x + 0.3154e
NB(x) = Number of address blocks allocated at t − x
When we build this model, we only study the activity and contribution of address blocks that are allocated in the last five years. We claim that this has already captured the significant impact of the allocated address blocks on the In Figure 6 , we set this number to 100, 140 and 240, where 100 is the average number of monthly allocated blocks in 1998, which is the lowest one in the last five years, 240 is the average number of monthly allocated blocks in 2000, which is the largest one in the last five years, and 140 is the average number in 2002. Based on the model and the three different settings, we predict the BGP table size and plot the predicted curve in Figure 6 . We also plot the actual table growth curve in the figure by a solid line. Such an actual table growth is based on routing table snapshots collected at Route-Views in the first five months in 2003. As we can see, the predicted curve matches the actual data well, i.e., the biggest gap between the two curves is merely 1.6%. In the last five years, over 75% new allocation takes prefix forms /18, /19 and /20, and over 92.6% allocated blocks are labeled as "allocated," which means that they are mostly allocated to ISPs for subsequent assignment. So the properties shared among the new allocated blocks imply a clear trend of address allocation practice. Based on this observation, our empirical model should hold true in the near future if other contributing factors such as traffic steering and multi-homing, do not change abruptly.
V. TWO ALLOCATION POLICIES
Up to this point, we have studied the contribution made by recent allocation to the BGP table growth, and we also provide an empirical model to predict the trend of such a growth. We now examine the impact of two important allocation policies, i.e., allocation size and minimum allocation size (MAS).
A. Allocation size
Since the deployment of CIDR, RIRs have been encouraging hierarchical routing by allocating comparatively large blocks to upstream ISPs, and expecting those upstream ISPs to announce a single routing prefix. The rationale behind this is that larger allocated blocks give the upstream ISPS more freedom to manage their addresses. At the same time the ISPs are expected to better summarize the downstream ISPs' individual announcements, therefore few long (specific) routing prefixes should be injected into the global routing system. If this rationale really takes effect in practice, the advertisements resulted from larger 0-7803-8239-0/03/$17.00 ©2003 IEEE. allocated blocks should have lower percentage of long prefixes. Our measurement shows that there really exist clues to support this argument. We restrict our study to four allocation size, /16, /18, /19 and /20, since 83% of the new allocation take these forms. The BGP table used in our measurement came from 12/31/2002. For each allocation size, we find out all the allocated blocks as well as all the resulting fragments. The distribution of the fragment size is calculated and normalized based on the number of allocation. The result is depicted in Figure 7 . A data point (l, p%) on the curve with allocation size s means that for all the new allocation with size s, p% of the fragments generated from them take prefix form /l. From the figure, We can see that although for every allocation size the most popular fragment form is still /24, the percentage of such /24s decreases with the increase of allocation size. For allocation size /16, 52% of the advertisements are /24s, while for allocation size /20, 76% of the advertisements are /24s. Considering the large number of advertisements generated from each allocation, such a percentage discrepency means a lot in terms of the number of routing prefixes.
B. Minimum allocation size
RIRs make allocation from their own portions that are initially assigned by the IANA. Currently, for each portion of address space, RIRs declare a minimum allocation size (MAS) to prescribe the legitimate minimum size for any allocation made from that portion. In practice, MAS is typically recommended as a starting point for devising a prefix filter, e.g., if a BGP router is aware of the MAS value for a certain address portion, it can safely filter all those advertised routing prefixes that come from the portion while longer than the MAS value. In this section, we will examine the potential impact of MAS on the advertisement of allocated blocks.
We first observe that 97.5% of the new allocation are made from 35 address portions. Moreover, in the BGP table on 12/31/2002, 98.5% of the routing prefixes generated from the new allocation are actually resulted from these 35 portions. We conclude that these 35 address portions explain the majority of address allocation in the study period and therefore focus on them in the following measurement.
The 35 portions have three different MAS: 19, 20 and 24 (see Table I ). We therefore classify them into 4 classes. In each class, we find that the actual allocation size could be far larger than the MAS. As a matter of fact, for all these three classes, /19 and /20 are always the most popular allocation size. After our discussion with people in NANOG, we believe that such an inconsistency between the actual allocation size and MAS is caused by several reasons: (1) Several portions fall into the old Class C address space, e.g., 204.0.0.0/6. Even though in practice address blocks are usually allocated with size much larger than /24, in order to prevent some filters from filtering out those class C prefixes that were allocated long time ago, the MAS for the portions is still set to be 24. (2) The real allocation size can vary for special requests, e.g., requests from big organizations or Internet exchange points.
To understand the impact of MAS on the advertisement of address blocks, we apply the method in Section V-A to measure the distribution of advertisement length for different MAS. However, in this case we only consider new allocation with allocation size /18, /19 and /20, since 75too much. Their advertisement is comparable.
The result is shown in Figure 8 . From the figure, we see that MAS 24 corresponds to a higher percentage of /24s than MAS 19 and 20. This is expected to be true. However, MAS 19 generates a higher percentage of /24s than MAS 20, which is contrary to the expectation. Furthermore, for the three different MAS, we calculate the average number of fragments and the average fragment length. Both values are then normalized based on the allocation number. The results are provided in Table I . No obvious difference among the three MAS can be observed. All these measurements suggest that the impact of MAS on the advertisement of address blocks are insignificant.
VI. DISCUSSION
The global routing table has experienced much larger changes than the absolute growth of the table size over time. For a six-month study window, the number of routing prefixes that are withdrawn from the routing table by the end of the study period is identified to be of the same order of magnitude as the number of routing prefixes that are newly advertised during the study period. Essentially, it is because that, by advertising different set of prefixes that cover partial or complete address space of an allocated block, the ISPs can control, to some degree, how the networks assigned addresses from that address block are reached by the Internet.
So the meaning of our measurement results on the change of the composition of a prefix set is of two fold. First, the requirement on traffic control may be changing over time for any allocated address block. Second, the change of the way advertising routing prefixes for a given address block does not necessarily result in the change of total number of globally visible routing prefixes, especially for address blocks that have been allocated and used for a while. Further, this observation, together with the observed immediate impact on the table size of newly address blocks, may make us believe that the table growth is mainly driven by the new address allocation and better control on current address allocation could always be expected to have visible effect on the table size immediately.
The address allocation has been squeezed by two opposite goals for the address management. The foreseeable depletion of IPv4 address space demands conservative use of the remaining address space by minimizing the allocation block size. However, the concern on the routing table growth may favor larger allocation blocks and enforce hierarchical allocation along the tie-1 ISPs, tie-2 ISPs down to customer networks. So far, from our study, by allocating larger blocks of addresses while the allocation size has obviously affected the degree of fragmentation, which, in turn, has influenced the table growth, the minimum allocation for a CIDR portion has not been able to curb the table growth.
The immediate explanation is that the prefix filtering mechanism has not been enforced strictly although differentiating minimum address size in different address space portion has well established the basis of an effective filtering system through the Internet.
The deeper reason is the demand on the advertisement of finer routing prefixes rooted in the gap between the functionality provided by the BGP protocol and the requirement of real network operation. Due to the denser network connectivity, multi-homed networks, or ones connected with multiple upstream providers, are becoming more and more popular. While achieving many engineering benefits, for example redundancy, load sharing, performance etc., the implementation of IPv4 multi-homing has accounted for a large number of address fragmentation, which can no longer be simply summarized in an upstream provider, which the CIDR was designed to achieve.
So the lesson learned from this case is that if the policy designer has no good control on the real enforcement of the policy, as shown in this case, the policy itself can produce only limited effect.
VII. CONCLUSIONS
In this paper, we have quantitatively studied the impact of the IPv4 address allocation practice on the BGP table size growth.
Our findings can be summarized as follows. First, we characterize the advertisement of new allocation using several metrics such as advertisement delay, persistency and advertisement patterns. We find that the routing table growth is a dynamically evolving process with new routing prefixes being advertised and existing prefixes of same magnitude being removed. The table growth persistently involves address blocks allocated in all the past time period. However, newly allocated blocks make much more contribution to the table growth compared with the old ones. Secondly, we examine the impact of allocation size and minimum allocation size. We find that the allocation size has visible influence on the advertisement of allocated address blocks, and accordingly it directly affects the BGP table size growth. However, the minimum allocation size is not observed to have influence on the BGP table growth. Hence, the goal of declaring minimum allocation size seems to be not fulfilled.
