Bennett's pebble game 1, 2] was introduced to obtain better time/space tradeo s in the simulation of standard Turing machines by reversible ones. So far only upper bounds for the tradeo based on the pebble game have been published. Here we give a recursion for the time optimal solution of the pebble game given a space bound. We analyze the recursion to obtain an explicit asymptotic expression for the best time-space product.
Introduction
In Bennett's pebble game, we have a board of n squares labeled s 1 ; : : :; s n . Each square may be empty or contain one pebble. A move in the game consists of adding or removing a pebble. A pebble can be added to or removed from square s i if i = 1 or if there is a pebble on square s i 1 . Initially, the board is empty.
The desired nal con guration has exactly one pebble on the board on square s n . For the motivation and application to reversible computing, we refer the reader to 1, 2] .
The pebble game is trivial without resource constraints. At the i'th step for 1 i n we can place a pebble on square s i . At the n + i'th step for 1 i n 1 we can remove the pebble on square s n i . This solves the game in 2n 1 steps using n pebbles. The time resource T is the number of steps to solve the game, while the space resource S is the number of pebbles used, that Address: MS B265, Los Alamos National Laboratory, Los Alamos, NM 87545. This work was performed under the auspices of the U.S. Department of is the maximum number of pebbles on the board at any time. For any solution S of the pebble game, let T(S) be the number of steps and S(S) the number of pebbles used. Our goal is to determine F(n; S) = min(T(S) j S(S) S): Levine and Sherman 2] expressed Bennett's 1] upper bound on F(n; S) by a recursion which they were able to solve. We will obtain an exact recursive expression for F(n; S) which can be evaluated explicitly for any desired n and S.
An asymptotic expression for the minimum time space product is obtained. A consequence of this analysis is that an upper bound for the minimum time-space product of quantum factoring (see 3]) is 2 2 p n(1+o(1)) n 3 , where n is the number of bits in the number to be factored. We defer discussion of this observation to another note.
2 Analysis of the pebble game 2.1 Solutions of the pebble game To obtain a recursive expression for F(n; S) it is useful to model solutions S by representing the residence of each pebble on a square as an interval. Formally, we view S as a 0 1 matrix, also denoted by S, of dimensions n 1; +1]. S i;j = 1 means that there is a pebble on square s i after step j. For S to be a valid solution, we need (i) Initial con guration: There exists T b such that for t T b , S i;t = 0.
(ii) Final con guration: There exists T e , such that for t T e , S i;t = n;i , with n;i the usual delta function. The space requirement of S is given by the maximum number of 1's in any column of S, while the time requirement is the number of inequalities between adjacent elements in the rows.
Consider square s i . The i'th row of S can be viewed as a collection of intervals of 1's, representing the residence of a pebble on s i . Thus a (residence) interval k; l] of s i satis es (1) k l, (2) S i;j = 1 for k j l, (3) Proof. For n = 1, the solution is to place a pebble on s 1 in one step. For n > 1, at least 2 pebbles are required. The recursive expression for F(n; S) is obtained by decomposing the solution matrix. The basic idea is shown in Figure 2 .1. We begin by proving that F(n; S) min(F(m; S) + F(m; S 1) + F(n m; S 1) j 1 m < n). Let n > 1 and S > 1. Let S be a time optimal solution of the pebble game with S(S) S. Let t b be the least t such that S 1;t = 1. We can assume that for t t b , the t'th column of S always has at least one 1. If not we can obtain a more time e cient solution by setting all the entries preceding that column to 0. Let t e be the largest t such that S 1;t = 1. Due to the move constraints, for t > t e , S i;t = n;i . De ne m(S; t) = min(i j S i;t = 1) and let t m be the maximum t with t b t t e for which m(S; t) achieves its maximum in this range. Let m = m(S; t m ). Observe that m < n, else we can obtain a better solution by setting S i;t = 0 for i < m and t > t m . We can extract three solutions of smaller problems from S. Let S 0 1 be the submatrix of S consisting of the rst m rows between columns t b and t m . Let S 1 be the extension of S 0 1 to a solution of the pebble game obtained by letting S 1;i;t = 0 for t < t b and S 1;i;t = m;i for t > t m . Then S 1 is a solution of the pebble game with m squares using at most S pebbles.
Let S 0 2 be the the submatrix of S consisting of the rst m rows between columns t m and t e . Let S 2 be S 0 2 with the columns in reverse order and extended to a solution as above for S 0 1 . Then S 2 is a solution of the pebble game with m squares. We claim that it uses at most S 1 pebbles. To see this we show that for t t m , the maximum i(t) for which S i;t = 1 satis es i > m. Suppose that this is not the case. Let t 1 and t 2 be the right endpoint and the left endpoint of the two intervals of s 1 surrounding t m . Because of the move constraints, S i;t = 0 for t 1 < t < t 2 and i < m. This implies that the columns between t 1 and t 2 have only one 1. Since S 2, we can set S 1;t to 1 for t 1 < t < t 2 . This reduces the number of steps by 2, contradicting optimality of S. This argument shows that i(t m ) > m. If for t 0 > t m , i(t 0 ) m, then we can obtain a more e cient solution by setting S i;t = 0 for i > m and t t 0 .
Let S 3 be the matrix consisting of the rows with index i > m. This matrix is a solution of the pebble game with n m squares. Since this solution achieves the nal con guration before t e , and by the choice of m, S 3 can use at most S 1 pebbles.
Since T(S) = T(S 1 ) + T(S 2 ) + T(S 3 ), the desired inequality follows. To show that F(n; S) min(F(m; S) + F(m; S 1) + F(n m; S 1) j 1 m < n), we use the decomposition for the lower bound and show that it can be used constructively for an upper bound. Given S 1 , S 2 and S 3 with S(S 1 ) S, S(S 2 ) S 1 and S(S 3 ) S 1, we construct a solution for the pebble game with n squares by composing the solutions S i . Let t b;i and t e;i be de ned for S i as we de ned t b and t e for S above (if m = 1 or n m = 1, set the corresponding t e = t b + 1). By shifting the solutions, we can assume t e;1 + 2 = t b;3 and t e;2 = t e;3 + 2. De ne
S 1;i;t for i m and t t e;1 + 1, S 3;i m;t for m < i n, S 2;i;2t e;2 t for i m and t e;3 + 1 < t, 1 for i = m and t b;3 t t e;3 + 1, 0 otherwise.
Then S is a solution with T(S) = P i T(S i ) satisfying the space bound. The recursion of Theorem 2.1 can be used to compute tables of F(n; S).
The appendix contains some Mathematica expressions which compute F(n; S) dynamically. Tables 1 and 2 contain F(n; S) for small values of n and S. The proof of the theorem can be used to easily obtain the optimal strategy for each n and S.
Properties of F (n; S )
Some immediate observations are as follows: Observation 2.2 (i) F(n; S) = 2n 1 for S n.
(ii) For S S 0 , F(n; S) F(n; S 0 ). (iii) For n n 0 , F(n; S) F(n 0 ; S).
We next establish the maximum n for which F(n; S) 1.
Theorem 2.3 F(n; S) < 1 i n 2 S 1 .
Proof. The statement holds for S = 1. We proceed by induction on S and n.
If n 2 S 1 and we let m = bn=2c, then m 2 S 2 and n m 2 S 2 . It follows that F(m; S 1), F(n m; S 1) and F(m; S) are nite by the induction hypothesis. The recursive expression for F(n; S) now implies that F(n; S) is nite.
If n > 2 S 1 then either m > 2 S 2 or n m > 2 S 2 . Hence every term in the minimum of the recursion for F(n; S) is in nite.
To obtain explicit bounds on F(n; S) it is convenient to consider the function (n; S) = 1 1 1 245 209 173 155 153 151 149 147 145 143 141 139 137 135 45 1 1 1 1 1 1 255 217 181 159 157 155 153 151 149 147 145 143 141 139 46 1 1 1 1 1 1 265 225 189 163 161 159 157 155 153 151 149 147 145 143 47 1 1 1 1 1 1 275 233 197 169 165 163 161 159 157 155 153 151 149 147 48 1 1 1 1 1 1 285 241 205 175 169 167 165 163 161 159 157 155 153 151 49 1 1 1 1 1 1 297 249 213 181 173 171 169 167 165 163 161 159 157 Proof. Except for boundary cases, the result is obtained by comparing the expression in the minimum of the recursion of F(n; S) for m = m(n; S); m = m(n; S) 1 and m = m(n; S) + 1. The boundary cases are readily checked.
Lemma 2.5 The following hold:
(i) (n; S) is nondecreasing in n.
(ii) Let n 1 and S 2. If (n m(n; S); S 1) (m(n; S); S) + (m(n; S); S 1), then m(n+1; S) = m(n; S). If not, then m(n+1; S) = m(n; S) + 1.
(iii) Let n 1 and S 2. Then either (n; S) = (n m(n; S); S 1) or (n; S) = (m(n; S); S) + (m(n; S); S 1), whichever is smaller.
Proof. We prove the lemma by induction on S and n. For so that m 0 6 = m(n + 1; S). This leaves only m(n + 1; S) = m or m(n + 1; S) = m+1. The former holds i (n m; S 1) (m; S)+ (m; S 1). In this case, (n; S) = (n m; S 1) and otherwise (n; S) = (m; S)+ (m; S 1). In the former case, by induction (n 1; S) = (n 1 m; S 1) or (n 1; S) = (m 1; S) + (m 1; S 1), whichever is smaller, so that by monotonicity, (n; S) (n 1; S). In the latter case, (n 1; S) = (n 1 (m 1); S 1) or (n 1; S) = (m 2; S) + (m 2; S 1), whichever is smaller, and again it is clear that (n; S) (n 1; S).
Lemma 2.6 Let m = m(n; S). Then (n m 1; S 1) (n; S) (n m; S 1); (m 1; S) + (m 1; S 1) (n; S) (m; S) + (m; S 1):
Proof. This is an immediate consequence of Lemmas 2.4 and 2.5.
Lemma 2.7 (n; S) is nonincreasing in S.
Proof. The lemma follows from (i) of Lemma 2.5, Lemma 2.6 and by induction. Let m = m(n; S + 1) and m 0 = m(n; S). We have In either case, the desired inequality follows.
For k 0, let x k;S = min(n j (n; S) > 2 k ). This is well de ned and nondecreasing in k. We have x 0;S = 1, x 1;S = S, and for k 0, x k;1 = 1. Lemma 2.8 For S 2 and k 0 we have x k+1;S x k+1;S 1 + x k;S 1 ; x k+1;S x k+1;S 1 + x k;S ; x k+1;S 2x k+1;S 1 :
Proof. The proof is by induction on S and k. By Lemma 2.6, if either (n m; S 1) 2 k+1 or (m; S 1) 2 k , then (n; S) 2 k+1 . This must occur if n < x k+1;S 1 + x k;S 1 so that x k+1;S x k+1;S 1 + x k;S 1 .
Suppose that x k;S > x k+1;S 1 and n 2x k+1;S 1 . Since m = m(n; S) bn=2c, n m x k+1;S 1 . If m = n m = x k+1;S 1 , then (n m; S 1) > 2 k+1 and (m; S) + (m; S 1) (m; S 1) > 2 k+1 which gives (n; S) > 2 k+1 . If m < x k+1;S 1 , then n m > x k+1;S 1 and by Lemma 2.6, 2 k+1 < (n m 1; S 1) (n; S), so the last inequality follows.
Suppose that x k;S x k+1;S 1 and n x k;S + x k+1;S 1 . If m = m(n; S) > x k;S , then the second inequality of Lemma 2.6 and monotonicity of imply (n; S) > 2 k+1 . If m < x k;S , then n m > x k+1;S 1 and the rst inequality of Lemma 2.6 can be applied to show that (n; S) > 2 k+1 . Suppose that m = x k;S and n = x k+1;S 1 . Then both (n m; S 1) > 2 k+1 and (m; S 1) (m; S) > 2 k and again (n; S) > 2 k+1 . This completes the proof of the lemma. satis es the recursion y k+1;S = y k+1;S 1 + y k;S with the correct initial condition. The bound 2 S 1 in the de nition of x (u) comes from Theorem 2.3. The result follows by Lemma 2.8. Lemma 2.9 cannot be used to obtain \nice" expressions for F(n; S) but yields lower and upper bounds by summing (n; S). 
Asymptotic bounds
For asymptotics where S = O(log(n)), let f( ; S) = 1 S log F j 2 S k ; S :
All logarithms are base 2. The oor/ceiling notation will be omitted (or absorbed into the`o' and`O' notation) for real numbers unless needed for clarity.
The de nition of f( ; S) implies that F(n; log(n)= ) = n f( ;log(n)= )= +o(1) . (1) ; where we used su xes on the`O' and`o' notation to clarify the limit involved.
Proof of Theorem 2.11. A consequence of the Stirling approximation of n! is that for constant, 1=2, P S i=0 S i = O S S = 2 H( )S(1+o (1)) : Thus, for n = 2 H( )S , (n; S) 2 S(1+o (1) (1)) ; so that for n = 2 (1+ )H ( =(1+ )) , (n; S) 2 S(1+o (1)) . This gives the second inequality.
Asymptotics of T S .
The minimum time-space product is asymptotically determined by the next theorem. ];
