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Abstract
Since the mid-2000s, there has been a resurrection of interest in
modern modifications of fiducial inference. To date, the main compu-
tational tool to extract a generalized fiducial distribution is Markov
chain Monte Carlo (MCMC). We propose an alternative way of com-
puting a generalized fiducial distribution that could be used in com-
plex situations. In particular, to overcome the difficulty when the
unnormalized fiducial density (needed for MCMC), we design a fidu-
cial autoencoder (FAE). The fitted autoencoder is used to generate
generalized fiducial samples of the unknown parameters. To increase
accuracy, we then apply an approximate fiducial computation (AFC)
algorithm, by rejecting samples that when plugged into a decoder do
not replicate the observed data well enough. Our numerical experi-
ments show the effectiveness of our FAE-based inverse solution and the
excellent coverage performance of the AFC corrected FAE solution.
Keywords: Deep Fiducial Inference, Fiducial Autoencoder, Approximate
Fiducial Inference, Uncertainty Quantification
∗jan.hannig@unc.edu
1
1 Introduction
Generalized fiducial inference (GFI) Hannig et al. (2016), a modern re-incarnation
of R. A. Fisher’s fiducial inference (Fisher, 1930), provides inferentially mean-
ingful probability statements about subsets of parameter space without the
need for subjective prior information. GFI specifies a generalized fiducial
distribution (GFD) by defining a data-dependent measure on the parameter
space through an inverse of a data-generating algorithm (see Sections 2).
Data-generating algorithm plays the role of a model and is sometimes called
data-generating equation or data-generating function. With GFD as a distri-
bution estimator for the fixed parameter, we can further define approximate
confidence (fiducial) sets which are often shown in simulation to have very
desired properties.
Given the data-generating algorithm and the corresponding density of
the GFD, one could form point estimate and asymptotic confidence sets sim-
ilarly as with a Bayesian posterior density. Standard MCMC-type sampling
techniques have already been successfully implemented in many situations;
see Hannig et al. (2016) and the references therein. However, sometimes the
generalized fiducial density can be hard to compute. Especially, when the
likelihood of the data is intractable, MCMC would be difficult or impossible
to implement. For this reason, we propose using a deep neural network to
approximate the nonlinear inverse to the data-generating algorithm and to
generate an approximation to the fiducial distribution without knowing the
exact form the density.
Autoencoder (AE) Hinton & Zemel (1994); Schmidhuber (2015) is a type
of neural network architecture to learn data code and to reduce data dimen-
sions. Different variants of autoencoder Vincent et al. (2010) have gained a
lot of successful results in applications of the neural network, such as varia-
tional autoencoder Doersch (2016) and variational Bayes Kingma & Welling
(2013). Besides, the denoising autoencoder Vincent et al. (2008) is designed
to remove the noise effects without losing the main information. Inspired
by the autoencoder’s architecture, we design a fiducial autoencoder (FAE),
which continues to use the neural network as the encoder to approximate
the inverse of data generating function but employ the exact data-generating
function as the decoder. Furthermore, we designed and implemented ap-
proximate fiducial computation algorithms to generate generalized fiducial
samples.
The rest of this paper is organized as follows. In Section 2, we first
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introduce the generalized fiducial inference and its standard MCMC based
solution. In Section 3, we design a fiducial autoencoder (FAE) to approximate
the inverse function when it is not directly available, and we propose the
approximate fiducial computation (AFC) algorithm to further increase the
accuracy of FAE. We demonstrate the performance of FAE and AFC in three
numerical examples in Section 4. Section 5 concludes the paper with some
discussions.
2 Background on Generalized Fiducial Infer-
ence
Before introducing our computational tool, fiducial autoencoder (FAE), we
first briefly present the current state of ideas in generalized fiducial inference
(GFI). The GFI framework is based on linking the observed data x, the
unknown parameter µ, and some random component z via a data generating
algorithm, also called data generating algorithm. We shall discuss this in
detail.
Data generating algorithm: The data generating algorithm is
x = f(z, µ). (1)
where x is the data, µ is the parameter, and z is a random component with
distribution F0 that is completely known and independent of the parameter
µ. It is assumed that the data could have been generated by fixing some
parameter value µ, generating a value z from distribution F0, and plugging
them into the equation (1). The data x is assumed observed, while the values
of µ and z are unobserved. Notice that this procedure uniquely determines
the sampling distribution of x.
Generalized fiducial distribution: If both x and z were known, then
inverting equation (1), i.e., solving for µ, would give us the unknown param-
eter. Since z is unknown, we estimate it using its distribution F0. Generalized
fiducial distribution (GFD) is then defined by propagating the distribution
F0 through the inverse of the data generating algorithm. This idea is refined
in the following rigorous mathematical definition (Hannig et al., 2016):
For an ǫ > 0, consider the following inverse problem
g(x, z) = argmin
µ⋆
‖x− f(z, µ⋆)‖. (2)
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In this paper we will use ‖·‖ as either ℓ2 or Frobenius norm and call the inverse
of the data generating algorithm g(x, z) the inverse function. Next define the
random variable µ⋆ǫ = g(x,Z
⋆
ǫ), where Z
⋆
ǫ has distribution F0 truncated to
the set
Cǫ = {Z
⋆
ǫ : ‖x− f(Z
⋆
ǫ , µ
⋆
ǫ)‖ = ‖x− f(Z
⋆
ǫ , g(x,Z
⋆
ǫ))‖ ≤ ǫ}. (3)
Then assuming that the random variables µ⋆ǫ converge in distribution as
ǫ → 0, GFD is defined as the limiting distribution µ⋆ = limǫ→0 µ
⋆
ǫ . Notice
that the fiducial distribution of µ⋆ depends on the observed data x.
With this GFD as the distribution estimator for µ, one can form point es-
timators and construct approximate confidence sets just like using a Bayesian
posterior distribution. Notice that GFI does not need any prior information,
and in fact, it provides a systematic approach to deriving objective Bayes-like
posterior distributions (Hannig et al., 2016).
The following theorem is a basis for most current numerical implementa-
tions of GFD:
Theorem 1 (Hannig et al. (2016)). Under mild condition, the limiting dis-
tribution above has a density
r
x
(µ) =
L(x|µ)J(x,µ)∫
L (x|µ′) J (x,µ′) dµ′
where L(x|µ) is the likelihood function and J(x,µ) = D
(
∇µf (z,µ)|z=f−1(x,µ)
)
,
where ∇µ is a gradient matrix with respect to µ and D(A) = (detA
′A)
1
2 .
Notice that the form of the GFD density in the theorem has a similar
form to a Bayesian’s posterior density, where Jacobian function J(x, µ) plays
the role of a data-dependent prior. Similarly to Bayesian inference, one
potential challenge using this formula to calculate the fiducial density is that
the denominator might be intractable. Traditionally this has been addressed
using MCMC algorithms. There are many well-known challenges associated
with MCMC such as computational speeds and intractable high dimensional
integrals. In particular, MCMC is impossible to implement when a closed
form of the likelihood is unknown or difficult to derive.
In this paper we propose a sampling-based computational solution using
(2) directly. There are two main challenges in implementing this approach.
First, the solution to the optimization problem in (2) might not have an
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analytical form or might be difficult to calculate. Therefore we propose to
approximate the solution g(x,Z⋆ǫ) using a deep neural network (see details
in section 3.1). Second, one needs to generate Z⋆ǫ from Cǫ for a small ǫ,
which could be very challenging when C0 is a lower dimensional-manifold. We
propose an approximate fiducial computation (AFC) algorithm (see details
in section 3.2) to effectively generate fiducial samples.
Confidence Curve: Before proceeding further, we also introduce the confi-
dence curve (CC), a useful graphical tool for plotting epistemic distributions
(Birnbaum, 1961). Given R
x
(µ) the distribution function of GFD corre-
sponding to a one-dimensional marginal of density in Theorem 1, CC is
defined as 2|R
x
(µ) − 0.5|. CC shows two-sided confidence intervals at all
significance levels stacked upon each other. The median of GFD is the point
where CC touches x-axis and can be used as a point estimator.
3 Methodology
3.1 Fiducial Autoencoder
In this section, we design a fiducial autoencoder (FAE), a deep neural network
based approximation for the inverse function (2), for circumstances where the
inverse function might not have an analytical form or might be difficult to
calculate. There are standard theoretical guarantees for a good approxima-
tion (Hornik et al., 1989) and our numerical experiments in Section 3 also
validate this approach.
Theorem 2 (Universal Approximation Theorem). A feedforward network
with a linear output layer and at least one hidden layer with any squashing
activation functions can approximate any Borel measurable function, provided
that the network is given enough hidden units.
The most basic version of autoencoder (AE) (Hinton & Zemel, 1994;
Schmidhuber, 2015) often contains two parts, encoder and decoder. The
encoder maps from the observation space X to latent coder space Z while
the decoder does the inverse (see left panel of Figure 1). We compare the
encode-decode process of the standard AE to the usual fiducial inference
in the right panel of Figure 1. The process by which the data generating
function maps the parameter and the latent variables to the observations is
similar to the mechanism by which the decoder maps the code to the data
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in the usual AE. Similarly, the encoder in AE plays a role akin to the in-
verse of the data generating algorithm in fiducial inference. Inspired by this
analogy, we create the FAE framework which will use as an encoder a neural
network that will approximate the inverse of the data generating algorithm
µˆ = g(x, z) to be estimated, and as a decoder the data generating algorithm
xˆ = f(z, µˆ) that is known to us.
More precisely, the standard FAE has two input nodes, the observation
data x and the latent variable z, one final output node, the prediction xˆ,
and one intermediate output node, the prediction µˆ. The FAE’s encoder
usually consists of a deep fully connected neural network, which maps the
x and z to µˆ. The architecture of the encoder is flexible and should be
selected based on the problem so that it can learn the inverse function well.
Unlike the traditional autoencoder which uses the code layer µˆ to predict the
input nodes, the FAE’s decoder employs the known data generating algorithm
xˆ = f(z, µˆ). We built an additional straight connection from the input
z node directly to the final output node xˆ, which is an extreme case of
the residual neural network, see Figure 2. Two main differences between
traditional autoencoder and our FAE are summarized as follows:
• First, we use the exact data generating algorithm instead of another
group of neural network as the decoder.
• Second, our decoder takes as the input not only code layer µˆ but also
the random component Z⋆.
One big advantage of FAE, compared to the usual AE, is that it never
suffers a lack of training data. This is because the training data is obtained
by simulation from the data generating algorithm that is known to us. In
Figure 1: The left panel shows a schematic of a generic autoencoder while the
right panel compares autoencoder with usual generalized fiducial inference.
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Figure 2: Overview of standard fiducial autoencoder architecture. The
encoder is a neural network to be fitted and decoder is the known data-
generating algorithm; Z is used in both encoder and decoder.
particular, given a number of training {µk, k = 1, 2, ..., ntrain}, we could gen-
erate as many pairs of xk and zk for training FAE as needed. The limitation
is that we need to make sure that the training set contains a large enough
number of data sets that are similar to the observed data. For example, if
the training set does not contain enough values of µk that are close to the
true µ, we cannot guarantee the FAE to provide good answers. Therefore,
we recommend that enough of the training data is generated using values of
µk close to some pilot estimator of µˆ.; for example, the least square estimator
as in Section 4.3.
Since the decoder is the fixed deterministic data generating function,
the loss of FAE quantifies how well the encoder approximates the inverse
function. The total loss function we use for training our neural network
contains two parts, the mean square error with regard to xˆ and µˆ: L =
w1‖x− xˆ‖
2 + w2‖µ− µˆ‖
2, where w1 and w2 are user-selected weights. If we
set w1 = 0 and w2 = 1, we would in effect be training a neural network
mapping directly from X and Z to µ, and we would miss the information
provided by the data generating function. Our numerical experiments show
that this choice is not optimal. After incorporating the information from
the data generating function, the approximation performance is greatly im-
proved. On the other hand, if we only use the mean square error based on
predicting the data, ‖x− xˆ‖2 (w1 = 1 and w2 = 0), the FAE would still do
reasonably well. However, using MSE for µˆ with appropriate weights does
not only increase the convergence speed but also improves the FAE’s per-
formance. In our numerical experiments we manually select w1, w2 so that
the loss with regard to the observation, w1‖x− xˆ‖
2, and the loss with re-
gard to the parameter, w2‖µ− µˆ‖
2, are roughly of the same magnitude. For
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example, we set w1 = w2 = 1 as the default parameters in Section 4.2.
3.2 Approximate Fiducial Computation
Once the FAE converges, we simply apply the encoder with pairs of the fixed
observed x and a number of simulated Z⋆, which are the independent identi-
cal copy of Z, to get the estimated µ⋆. Truncating these fiducial samples to
the set Z⋆ ∈ Cε, defined in (3), using approximate fiducial computation al-
gorithms, one will achieve samples from the approximate generalized fiducial
distribution that can be used for inference. Notice that using only Z⋆ ∈ Cε
is very natural as we are discarding those Z⋆ for which FAE predicts values
of x⋆ that are far from the observed value x.
This is similar to the approximate Bayesian computation (ABC) that
have been intensively studied in the past years (Blum et al., 2013). Similar to
ABC, which is designed to overcome the intractable likelihood function, AFC
avoids directly calculating the fiducial density and the inverse function. One
major difference is that while ABC uses a prior distribution to get candidate
µ⋆, the AFC algorithm uses the optimization problem (2) eschewing the need
to select an arbitrary prior distribution.
The steps of the AFC algorithms are summarized in Algorithm 1. Note
that for different problems and even for different parameters within the same
problem we might need to select different thresholds to efficiently get valid
approximate generalized fiducial samples. If the threshold is too big, then
we might get biased samples; if the threshold is too small, it would be very
difficult for AFC to generate enough samples passing the threshold condition.
In practice, we could use one random batch of samples to approximate the
distribution of dist(x,x⋆), and select the threshold according to the efficiency
and the accuracy we expect for the AFC.
We call the samples from Algorithm 1 approximate generalized fiducial
samples. Aggregating those samples into an empirical distribution provides
an approximation to the generalized Fiducial distribution (GFD) and form
the bases for making statistical inference. In our numerical experiments,
we study statistical properties of the point estimators based on the mean
and median, and the α-level approximate confidence intervals based on the
(1−α)/2 and (1+α)/2 empirical quantiles of the generalized fiducial samples.
The corresponding confidence curves are reported to visualize the approxi-
mate fiducial distribution. Finally, we remark that the AFC algorithm can
be useful even in situations when we know the analytical form of the fidu-
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cial inverse function (2). We demonstrate this on an example in Section 4.1
Algorithm 1: Approximate Fiducial Computation (AFC)
Input : Data generating function f; (approximate) inverse function g;
distribution F0 for generating Z
⋆; observation x; threshold ǫ
Output: Generalized fiducial samples (GFS)
while (itr < max itr) and (# of GFS < N) do
Sample Z⋆ from F0;
µ⋆ = g(x,Z⋆) ;
x⋆ = f(Z⋆, µ⋆) ;
if dist(x,x⋆) < ǫ then
Accept µ⋆;
else
Reject µ⋆;
end
itr = itr + 1;
end
4 Numerical experiments
We report the results of three numerical experiments. The first is the location-
scale Laplace distribution, a relatively straightforward example illustrating
AFC when the analytical form of the inverse of the data generating algo-
rithm is available. The second example demonstrates that FAE can learn a
non-linear inverse function and shows how AFC improves the inference with
the decreasing thresholds ε. The third example compares FAE and several
competing methods using a highly non-linear regression model.
4.1 Location-Scale Laplace Distribution
Consider the data generating algorithm
x = f(z, µ) = θ × 1+ σz,
where x = (x1, . . . , xm)
⊤ are the observed data, µ = (θ, σ) are the unknown
scalar parameters, and z = (z1, . . . , zm)
⊤ is a vector of i.i.d. samples from
standard Laplace distribution, i.e., density f(z) = e−|z|/2. Straightforward
9
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Figure 3: Confidence curves of marginal distributions for the Laplace exam-
ple. The red vertical lines shows the true parameters (θ = 0 and σ = 1)
generated the observed data. The yellow horizontal line indicates the 90%
confidence intervals.
calculations show that µ⋆ = (θ⋆, σ⋆) = g(x,Z⋆) is
σ⋆ =
∑m
i=1(xi − x¯)(Z
⋆
i − Z¯
⋆)∑m
i=1(Z
⋆
i − Z¯
⋆)2
and θ⋆ = x¯− σ⋆Z¯⋆, (4)
where x¯ = m−1
∑m
i=1 xi and Z¯
⋆ = m−1
∑m
i=1 Z
⋆
i .
Since we have the analytical solution for the inverse function we can easily
compute µ⋆ = g(x,Z⋆) for any Z⋆ following Laplace distribution. Then
we use the data generating algorithm to compute the predicted observation
x⋆ = f(Z⋆, µ⋆) = θ⋆ × 1 + σ⋆Z⋆, and accept the proposed µ⋆ if and only if
‖x−x⋆‖ ≤ ǫ for some pre-selected threshold ǫ. This process is repeated until
we get the desired number of fiducial samples.
Notice that for small enough ǫ the AFC algorithm will not accept Z⋆
that does not match the order of the data. Since the distribution of Z⋆
is exchangeable, we will without loss of generality assume that both x1 <
· · · < xm and Z
⋆
1 < · · · < Z
⋆
m are ordered. This will make the algorithm
more efficient. Finally, because of invariance of the location-scale model, it
is enough to perform the simulation using only one value the true parameter
value, say θ = 0 and σ = 1.
Figure 3 shows an example of CC with and without AFC for the same
dataset containing m = 100 observations. In the left panel, we see that the
CC for θ with AFC (orange) is much thinner than the curve without AFC
(blue). And the corresponding fiducial median with AFC is also more closed
to the truth 0. In the right panel, the CC for σ with AFC provides a slightly
narrower 90% confidence interval compared with that without AFC.
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Table 1: Inference Performance without AFC for Laplace Example.
Truth Coverage Expected CI Length Expected Mean Expected Median
θ = 0 0.835 0.4468 0.0042 0.0048
σ = 1 0.935 0.3636 0.9717 0.9657
Tables 1 and 2 compare the inference performance with and without AFC.
In particular, we fixed the true parameters θ = 0 and σ = 1, and observed 200
data sets each containing m = 100 observations {xk = (x1,k, . . . , xm,k)
⊤, k =
1, . . . , 200}. For each xk, we used 1,000 random {Z
⋆
j,k, j = 1, . . . , 1000} to
obtain the corresponding µ⋆j,k and use them to obtain estimators of the mean,
median and 90% confidence set. We report four key statistics averaged over
the 200 data sets, namely, coverage, the expected length of the confidence
intervals, the expected value of the fiducial mean and median. We can see
that AFC provides more accurate point estimations for both mean estimator
and median estimator. In addition, the length of confidence intervals with
AFC at the same confidence level are shorter than those without AFC. Lastly,
AFC improves the coverage for θ and σ.
Table 2: Inference Performance with AFC for Laplace Example.
Truth Coverage Expected CI Length Expected Mean Expected Median
θ = 0 0.870 0.4244 0.0033 0.0032
σ = 1 0.940 0.3466 0.9872 0.9796
4.2 Nonlinear Data generating algorithm
Consider the following non-linear model defined by the data generating al-
gorithm
x = µ× 1+ µ
q
2 × z,
where x ∈ Rm(m = 3), µ ∈ R, and z = (z1, . . . , zm), where zi are realizations
of independent standard normal random variables. Here, µ is the parameter
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of interest and q/2 is known. When q = 0, this becomes a standard location
parameter problem: X = µ × 1 + Z, q = 2 is a scale parameter problem
X = µ× (1+Z). and q = 4 leads to a one-parameter exponential family. In
this numerical experiment we choose q = 3 in order to have a true non-linear
model.
To train the FAE, we simulate 100,000 µk from the Uniform(0, 6) dis-
tribution and randomly split them to 80,000 training samples and 20,000
validation samples. We use an 11 layer fully-connected neural network as
the encoder with ReLU as the activation function (Nair & Hinton, 2010)
and with Adam as the optimizer (Kingma & Ba, 2014). The FAE converges
after 10 epochs. All FAEs in this paper are implemented using on Keras in
Python (Chollet et al., 2015).
After the FAE has converged we will use the fitted encoder for inference.
In particular we first randomly sample Z⋆j , j = 1, . . . , nfid (nfid = 1000) and
use them together with the observed data x in the encoder to obtain nfid
samples of µ⋆j . Notice that the same observed value of x is used for all µ
⋆
j .
Using the µ⋆j we can estimate an empirical distribution function of the GFD
for µ and draw a corresponding confidence curve. Figure 4 shows confidence
curves for nine different realizations of x. Most of the confidence intervals
are wide and only 7 of 9 true µ are covered by the corresponding 95% level
confidence interval.
Table 3 presents the results of a simulation study using FAE without
AFC. In particular, we fixed four true µ ∈ 1, 2, 3, 4, and observed 200 data
sets {xk, k = 1, . . . , 200} for each of the four values of µ. For each xk, we use
1,000 random Z⋆j to obtain µ
⋆
j and use them to obtain fiducial mean, median
and 90% confidence set. Table 3 reports four key statistics averaged over
the 200 data sets, namely, coverage, the expected length of the confidence
intervals, the expected value of the fiducial mean and median . We can see
that the confidence sets are very wide and the expected fiducial mean and
the expected fiducial median are biased.
Next, we investigate the effect of AFC for a fixed observation. Figure 5
shows confidence curves for the same data x with different thresholds; the
true µ = 3.5. As the threshold ǫ decreases, the marginal fiducial median is
getting closer to the true µ. Additionally, the fiducial distribution is becom-
ing more concentrated.
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Figure 4: Nine confidence curves for nonlinear data generating algorithm
without AFC. The red vertical lines correspond to the true parameters. The
intersection of the confidence level (yellow horizontal line) and the blue con-
fidence curve shows the 95% confidence interval.
Finally, we repeated the simulation study for FAE with AFC to generate
1,000 threshold-admissible samples to form inference estimates. As shown
in Table 4, the fiducial mean and median with AFC is less biased compared
to the inference performance without AFC shown in Table 3. The empirical
coverage is greater than the true 90% confidence level for all 4 settings.
4.3 BOD
Here we further test our AFC-corrected FAE solution on an non-linear regres-
sion algebraic model for Biological Oxygen Demand (BOD) (Bardsley et al.,
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Table 3: Inference Performance without AFC for Nonlinear Data generating
algorithm.
True µ Coverage Expected CI Length Expected Mean Expected Median
1 0.985 2.03 1.07 0.90
2 0.905 3.50 2.64 2.49
3 0.865 4.25 3.85 3.81
4 0.870 4.28 4.48 4.45
Figure 5: Confidence curves with different thresholds. The red vertical lines
correspond to the true parameter (µ = 3.5).
2014) . The BOD model is often used for simulating the saturation of the
growth of the observed response y that corresponds to a given variable x.
The corresponding data generating algorithm is
y = f(µ,x) = t1(1− e
−t2x) + z
where the parameters µ = (t1, t2) are two scalars to estimate; the observed
synthetic data have five design points x = (2, 4, 6, 8, 10) and dependent
observations y = (0.152, 0.296, 0.413, 0.482, 0.567). The observation errors
z = (z1, . . . , z5) are assumed to be independent and identically distributed
mean zero Gaussian errors with the standard deviation σ > 0. Following
Bardsley et al. (2014) we fixed σ = 0.015.
We used four different methods to analyze the BOD data with the result-
ing distributions reported in Figure 6. The FAE with AFC is in panel a);
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Table 4: Inference Performance with AFC for Nonlinear Data generating
algorithm.
True µ Coverage Expected CI Length Expected Mean Expected Median
1 0.95 3.10 1.44 1.06
2 0.95 4.07 2.55 2.18
3 0.97 3.43 3.22 2.99
4 0.94 3.30 3.98 3.89
the GFD using Theorem 1 implemented using Hamiltonian Monte Carlo in
STAN (Stan Development Team, 2020) is in panel b); the parametric boot-
strap (Tibshirani & Efron, 1993) is in panel c); and the Bayesian solution of
Bardsley et al. (2014) using Metropolis-Hastings algorithm with a simplified
fiducial-like proposal, called randomize-then-optimize (RTO), is in panel
d). Notice that all methods yield a ”banana-shaped” distribution centered
around the true parameters (t1 = 0.9, t2 = 0.1), indicated by the red dots
in Figure 6. The AFC-corrected FAE solution (orange contour) achieve the
thinnest banana-shape among all, while the RTO solution is the widest. Fur-
thermore, we report confidence curves based on the marginal distributions of
the two parameters separately in Figure 7. Again our AFC-corrected FAE
solution is the thinnest among the four methods. Both the thinnest banana
shape and confidence curve indicate that our AFC-corrected FAE solution is
the most concentrated near the truth.
In summary, we have shown how to use AFC with and without the analyt-
ical form of the inverse function, and by implementing AFC we improved the
inference performances of GFI. Our FAE provides an accurate approximation
of the inverse function.
5 Discussion
In this paper, we first proposed a fiducial autoencoder for the circumstance
in which the analytical form of the inverse function is not available or the
marginal fiducial density is intractable. The universal approximation the-
orem provides theoretical guarantees for the approximation performance of
our FAE, and our simulations further validate our approach. The proposed
FAE can accurately approximate the inverse function, and it can be efficiently
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combined with the AFC algorithm to provide valid and accurate inferences
of the true parameters. The AFC algorithm is similar to ABC and provides
an insight into the relationship between Bayesian and fiducial distribution;
the use of a prior versus solving an optimization problem when proposing µ.
For modern machine learning and deep learning communities, data are
usually implicitly modeled, while for fiducial inference, we explicitly model
the modeling mechanism behind the data through our data generating algo-
rithm. Under the FAE framework, we are combining those two approaches:
we incorporate the data generating algorithm as a decoder (explicitly model
the forward process); we keep deep neural network (implicit model) as an en-
coder to computationally solve the inverse problem. Furthermore, FAE might
help the deep learning community to understand the neural work through
our fiducial autoencoder. For example, a neural network is often regarded as
a non-linear regression tool, but one main difficulty for DL is that the true
function is unknown. When the inverse function has an analytical solution,
we can quantify the biases in a certain sense. Thus studying the theoreti-
cal properties of FAE could potentially be helpful to understand the neural
network.
One limitation of our AFC-corrected FAE solution is that the inference
results are sensitive to the training data FAE learned from. Neural networks
are known for their ability to perform well on the similar data it has seen
before. If most of the parameters of our simulated training data are far
from the true parameter of the observed data, or FAE does not see enough
similar training data as the true parameters of the observed data, FAE, even
with AFC, might provide a biased estimation. A simple remedy for that
is to generate the training data around the least square estimation of the
parameter. In other words, we only require the FAE to learn the inverse
function around the true parameter, instead of the whole parameter space,
which can be much harder.
We have focused on cases with completely known data-generating algo-
rithm and our pre-defined neural network architecture (fully connected neural
networks) in the numerical experiments. The main purpose of these studies
is to demonstrate the approximation performance of the FAE and the valid-
ity of the AFC algorithm. Thus we did not tune the best neural network
architecture for the encoder part of the FAE. Note we do not have a specific
requirement for the network structure of encoder. Any standard deep neural
networks can be used to construct an encoder. However, to learn a com-
plex inverse function inevitably requires a more sophisticated construction
16
of encoder. This can be a potential issue, but with the rapid development
of the deep learning communities, we expect our FAE would be of great use
with elegant construction. The competitive performance of AFC corrected
FAE solution both in terms of efficiency and accuracy suggests that this is a
promising area for future research.
DATA AVAILABILITY STATEMENT
Python code for the simulation results is available from the authors upon
request.
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Figure 6: Contour plots of the joint posteriors for the BOD example. (a)
FAE estimation with AFC algorithm (orange); (b) fiducial estimation im-
plemented via HMC (brown); (c) parametric bootstrap (cyan); (d) RTO
(Bayesian) solution (magenta). The red dots near the center of the contours
represent the true parameters (t0 = 0.9, t1 = 0.1) that generated the observed
data.
19
0.0
0.2
0.4
0.6
0.8
1.0
0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9
t0
C
o
n
fi
d
e
n
c
e
 L
e
v
e
l
0.0
0.2
0.4
0.6
0.8
1.0
0.02 0.06 0.10 0.14 0.18 0.22
t1
C
o
n
fi
d
e
n
c
e
 L
e
v
e
l
Method:
AFC_FAE
HMC
Bootstrap
RTO
Figure 7: Confidence curves of marginal distributions for the BOD example.
The colors associated with the methods are the same as in Figure 6. The
red vertical lines are the true parameters (t0 = 0.9, t1 = 0.1) generated
the observed data. The yellow horizontal line indicates the 90% confidence
intervals.
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