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2.1 Différentes approches des mesures de confiance . . . . . . . . . . . . . . . . . 26
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Évaluation
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3.3 Courbes DET des mesures niveau mot basées sur les trigrammes, avec et sans
prise en compte des erreurs dans le contexte. . . . . . . . . . . . . . . . . . . . . 57
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Introduction et état de l’art
vii

L’Humain se caractérise par deux traits essentiels : c’est un être social, et il aime se com-
pliquer la vie. S’ensuivent deux tendances opposées : se regrouper et partager d’une part, ériger
des barrières de l’autre. Et parfois les deux se marient : les accords transnationaux fleurissent,
la culture se diffuse au-delà des frontières, l’Europe se construit. Aujourd’hui, des centaines de
millions d’internautes peuvent visionner des millions de vidéos dans des centaines de langues
différentes ; des milliers d’interprètes ont la lourde tâche de diffuser dans vingt trois langues offi-
cielles les documents produits par les instances européennes, et d’assurer la capacité des citoyens
à communiquer avec des instances dans n’importe laquelle de ces langues [Eise 11]. La Commis-
sion Européenne est le premier employeur mondial de traducteurs et d’interprètes, et l’Union
Européenne y consacre 1% de son budget, soit plus d’un milliard d’euros par an [Fuge 08]. Les
institutions canadiennes, l’ONU et l’Union Africaine sont également d’importants consomma-
teurs de traduction. Et pourtant, on ne le constate que trop, le dialogue international, voire
intra-communautaire, se heurte à la plus ancienne et la plus infranchissable des barrières : celle
de la langue. Cette barrière est tellement profonde, tellement symbolique, qu’elle est passée dans
le langage courant : « Je n’y comprends, rien, c’est du chinois ! ». On retrouve ces expressions
dans toutes les langues ; les anglophones diront « It’s all Greek to me ! » (figure 1) 1.
Rendre la traduction accessible au plus grand nombre est donc un intérêt sociétal majeur.
Les technologies de traduction automatiques sont déjà utilisées par certains services (Youtube
propose la traduction en temps réel de certains programmes), dans certaines grandes entreprises
(l’entreprise suisse Autodesk utilise la traduction automatique pour sa documentation) ou ins-
titutions (au Parlement Européen par exemple). Afin d’être utilisables, des contraintes fortes
pèsent sur ces systèmes :
– rapidité, surtout dans le cas de la traduction simultanée de la parole,
– robustesse aux erreurs de langue,
– robustesse aux disfluences et aux mauvaises conditions de prise de son dans le cas de la
traduction de la parole,
– fiabilité du résultat.
Différentes technologies sont donc sollicitées : analyse du signal, reconnaissance de la parole,
traduction de parole ou de texte, estimation de qualité. Prenons l’exemple du sous-titrage au-
tomatique de programmes télédiffusés. Dans certaines scènes d’un film, ou lors d’une interview
en extérieur par exemple, les conditions de prise de son peuvent être assez mauvaises (bruit
de fond, locuteur éloigné du micro, etc.). Le locuteur peut avoir un registre de langue familier,
se répéter, commettre des disfluences, parler rapidement. Ces conditions difficiles rendent plus
que probables l’apparition d’erreurs dans la traduction automatique. De plus, la majorité des
usagers d’un système de sous-titrage automatique ne mâıtrisent pas la langue originale, et sont
donc dans l’incapacité de repérer ces erreurs. À défaut d’être suffisamment fiable, la traduc-
tion automatique doit donc au moins être vérifiable : on peut pour cela utiliser des techniques
automatiques d’évaluation de la qualité d’une traduction, les mesures de confiance.
Le premier objectif de cette thèse sera donc le développement et l’évaluation de mesures
de confiance pour la traduction automatique. Je commencerai par proposer une formalisation
rigoureuse du problème (section 1). Je m’attacherai à détailler tous les concepts qui rendent ce
problème accessible au calcul numérique, à fournir tous les détails permettant de reproduire les
expériences, et à développer un cadre facilitant l’implémentation et la comparaison de nouvelles
mesures de confiance. Dans la section 3, je présenterai plusieurs mesures de confiance repré-
sentatives de l’état de l’art (sans prétendre à l’exhaustivité), ainsi que des mesures utilisées en
1. Merci à Mark Liberman pour ce graphe délectable (http://languagelog.ldc.upenn.edu/nll/?p=1024 —
http://www.ling.upenn.edu/~myl/)
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Figure 1 – Graphe dirigé des incompréhensions stéréotypiques.
reconnaissance vocale et adaptées pour être utilisées en traduction automatique, et des mesures
originales (sections 3.1.4, 3.1.5 et 3.2.2). Outre une évaluation directe par différentes métriques,
une expérience de post-édition de traductions automatiques a été menée, afin de mesurer l’aide
que peuvent apporter des mesures de confiance sur cette tâche (section 4).
Enfin, je propose un système de traduction de la parole intégrant les mesures de confiance,
tant comme indication de fiabilité pour l’utilisateur que comme source d’information pour le dé-
codage (partie III). J’ai voulu rendre ce système aussi pérenne que possible, afin qu’il puisse être
utilisé par qui le souhaite, notamment au sein de mon équipe de recherche et de la communauté.
Une base logicielle commune ne peut qu’être bénéfique pour la reproductibilité des expériences
et la comparabilité des résultats. Le programme et les bibliothèques sont donc libres (la dernière
version est disponible sur http://perso.crans.org/raybaud/maparole.tar.bz2), et un soin
particulier a été apporté à la clarté du code et à la documentation. J’ai également voulu ce
système polyvalent, et utilisable hors du milieu académique. Il doit donc être capable :
– d’avoir un temps de calcul raisonnable,
x
– de reconnâıtre la parole d’un ou plusieurs locuteurs dans un contexte de discours spontané,
– de fournir une estimation de la qualité de la traduction aux utilisateurs qui ne mâıtrisent
pas la langue source, ou à un traducteur qui édite les propositions du système.
Au terme de cette thèse, nous disposons d’un prototype capable de traduire un dialogue
spontané entre plusieurs locuteurs enregistrés par un seul micro. Il intègre pour cela des al-
gorithmes de segmentation et de robustesse aux erreurs. Il est également capable d’informer
l’utilisateur sur la fiabilité de la traduction grâce à l’utilisation de mesures de confiance. S’il a
été testé sur une tâche de traduction en anglais de programmes d’informations radiodiffusés en
français, ce logiciel est en théorie utilisable dans n’importe quelle situation de parole spontanée
et pour d’autres paires de langues, à condition de construire les modèles de traduction et de
langage pour ces langues. La qualité du résultat, bien sûr, dépendra du style de parole, de la
qualité de la prise de son et de la paire de langues. Tous les objectifs n’ont cependant pas été
atteints, car la vitesse de traduction reste nettement insuffisante pour permettre une application
à l’interprétariat (qui nécessite une traduction en temps réel), et si les mesures de confiance
fournissent une information utile pour déterminer la fiabilité générale d’une traduction, elles





Je vais commencer par donner une présentation générale de la Traduction Automatique (TA)
et de son histoire. Je m’attacherai à donner un aperçu de toutes les approches existant ou ayant
existé, mais j’insisterai plus spécialement sur les points qui seront nécessaires à la compréhension
de mes travaux, à savoir les mesures de confiance (partie II) et la traduction automatique de
la parole par des méthodes statistiques (partie III). Je passerai plus rapidement sur les aspects
purement culturels ou, plus éloignés de mon sujet de recherche. Le lecteur intéressé pourra se
référer à l’état de l’art très complet proposé dans [Lave 10].
1.1 Un bref historique
Avant le besoin de traduire, il y a le besoin de communiquer. Les premières idées pour
développer une méthode rationnelle et systématique de communication consistèrent à proposer
une langue universelle, capable, comme l’écrivait René Descartes dans sa Lettre au P. Mersenne
du 20 novembre 1629, d’« établi[r] un ordre entre toutes les pensées qui peuvent entrer en l’Esprit
humain » 2. On pense aussi bien sûr à l’espéranto, la langue construite (c’est-à-dire inventée, par
opposition aux langues naturelles dont l’apparition et l’évolution ne sont — a priori — pas le
résultat d’une démarche pensée, planifiée et organisée d’un individu ou groupe d’individus) du
docteur Zamenhof. Cette idée d’une langue unique se rapproche du concept d’interlangue qui
sera developpé dans la deuxième moitié du XXe siècle par certains chercheurs en traduction
automatique. En attendant, les premiers développements théoriques, dans les années 1930, ont
suivi une approche beaucoup moins sophistiquée : Georges Artsrouni proposait de développer
une machine automatique traduisant « mot-à-mot » à l’aide d’un simple dictionnaire bilingue ;
Petr Trojanskij a proposé un système utilisant un dictionnaire, des règles de grammaire, et
des règles de transfert inspirées de l’espéranto. Dans son mémorandum publié en 1947, Warren
Weaver (reproduit en 1955 dans [Weav 55]) propose de s’attaquer aux problèmes de polysémie,
et suggère de s’appuyer sur les méthodes de cryptographie, sur l’interprétation des langues
naturelles en termes de logique, et sur une supposée « linguistique universelle » pour réaliser la
traduction automatique. Aucun système concret n’a cependant été présenté avant 1954, quand
des chercheurs d’IBM ont utilisé un ordinateur pour traduire, devant les journalistes, quelques
dizaines de phrases russes en anglais. L’enthousiasme soulevé fut énorme, et induisit un effort
de recherche intense.
Cette catégorie de méthodes est appelée approche experte (section 1.3), car elle repose sur
des informations fournies et encodées par des humains pour effectuer la traduction (le lexique,
2. http://interlanguages.net/Hdesc.html
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les règles de grammaire et de transfert, les modèles logiques, etc.). Ces approches sont encore
utilisées de nos jours, mais ont cédé beaucoup de terrain. En effet, devant la lenteur des pro-
grès, l’enthousiasme et le financement retombèrent en 1966, avec la douche froide du rapport de
l’ALPAC (Automatic Language Processing Advisory Committee), qui montra que la traduction
automatique était moins précise, plus lente et plus coûteuse que la traduction réalisée par des
experts. Les travaux ne reprirent sérieusement qu’à la fin des années soixante-dix lorsque les pro-
grès de l’informatique ouvrirent des horizons jusque là inédits, permettant le développement de
méthodes dites empiriques (sections 1.4 et 1.5). Avec l’avènement de ces méthodes, on renonce à
« inculquer » à la machine les règles des langages et de la traduction sous forme de grammaire et
de lexique. La tâche est en effet titanesque : toutes ces règles ne sont pas formalisées, et on n’est
pas sûr de pouvoir les écrire aussi vite qu’elles évoluent. Au contraire, on développe des algo-
rithmes qui, d’une grande quantité de textes déjà traduits (les corpora bilingues — section 1.5.6)
vont extraire, pour les réutiliser, des exemples de traductions (approche par analogie, section 1.4)
ou déterminer les lois statistiques qui caractérisent la correspondance entre un élément de texte
et sa traduction (approche statistique, section 1.5).
1.2 Généralités sur la traduction
C’est presque un poncif mais il est bon de le rappeler : la traduction est un problème particu-
lièrement complexe même pour un expert. Traduire un document, c’est bien plus que remplacer
les mots d’une langue par les mots d’une autre langue, même quand les deux langues ont des
notions similaires de « mot », ce qui n’est pas toujours le cas. Les mots peuvent avoir plusieurs
sens. L’ordre des mots peut être modifié, la structure de la phrase totalement transformée. Le
contexte, la culture de l’auteur et des destinataires interviennent également : quelles sont les
connotations d’un terme ? y a-t-il des sous-entendus ? des références ? Les expressions sont une
difficulté supplémentaire : « L’habit ne fait pas le moine » sera traduit en anglais par « Don’t
juge a book by its cover » (« Ne jugez pas un livre à sa couverture »), et non par « The dress
doesn’t make the monk ». Les exemples de telles difficultés sont innombrables. Dans les grandes
lignes, pour un humain, la traduction d’un texte se déroule en trois phases :
1. Lire et comprendre le texte source.
2. Transformation de la structure du texte pour l’adapter à la langue cible.
3. Génération (écriture) d’un texte dans la langue cible.
Ces étapes sont illustrées par le fameux triangle de Vauquois (figure 1.1), nommé ainsi d’après
Bernard Vauquois, un des pionniers de la TA dans les années 1970 : le traducteur commence
par comprendre le texte (c’est l’analyse dans le triangle). Il arrive ainsi à une représentation
mentale du sens du texte, qui correspond au sommet du triangle (certains systèmes génèrent
une telle représentation, soit sous forme abstraite, soit en utilisant une interlangue, c’est-à-dire
un énoncé rédigé dans un « langage » artificiel). Enfin, le traducteur écrit un texte qu’il estime
être la meilleure traduction du texte source dans la langue désirée.
Malheureusement, la compréhension d’un texte en langue naturelle est encore largement
inaccessible aux méthodes actuelles. La plupart des systèmes actuels de traduction automatique
se contente donc de niveaux d’analyse intermédiaires, c’est-à-dire de règles de transfert entre des
représentations de plus ou moins haut niveau de la langue source, ou empruntent un raccourci
dans ce triangle : la « TA directe », c’est-à-dire les méthodes traduisant le texte comme on
transformerait un signal, sans analyse. Dans les sections qui suivent, je vais m’attacher à donner
un aperçu des méthodes à base de règles de transfert, avant de m’attarder plus longuement sur
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Figure 1.1 – Le triangle de Vauquois.
la TA directe statistique, sur laquelle sont fondés les systèmes que j’ai utilisés au cours de mon
doctorat. Évidemment, la distinction entre les différentes approches est parfois floue, et il existe
des systèmes hybrides.
1.3 Les approches expertes
Cette première famille regroupe les méthodes utilisant des règles établies par des experts.
La traduction selon ces méthodes se déroule en trois phases similaires à celles exposées dans la
section précédente :
1. Analyse de la phrase source. Selon la méthode employée, des unités plus ou moins fines sont
distinguées dans la phrase source : morpho-syntaxiques, grammaticales ou sémantiques.
Cette étape peut s’appuyer, selon la méthode, sur des lexiques de formes fléchies, des
règles de grammaire et de syntaxe, un étiquetage en Parties-du-Discours, ou des modèles
sémantiques.
2. Transfert. Les unités de la phrase source sont transformées en unités équivalentes de la
langue cible à l’aide de règles de transfert. Ces règles peuvent être similaires à des lexiques
si l’analyse de la première étape était très superficielle, ou plus complexes, impliquant des
transformations d’arbre comme illustré dans la figure 1.2.
3. Génération. La représentation abstraite de la phrase traduite est ensuite transformée en
texte. Cette étape implique la génération de termes fléchis à partir d’éléments abstraits,
et souvent un réordonnancement des termes.
Les niveaux d’analyse peuvent aller de la simple analyse morpho-syntaxique (c’est l’analyse
la plus superficielle, presque à la base du triangle de Vauquois, juste au dessus de la TA directe)
à l’interlangue, une analyse tellement sophistiquée que la représentation de la phrase source
peut être vue comme une traduction dans une langue intermédiaire, universelle. Le transfert
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(a) Principe général [Jura 00] (b) Illustration sur une expression simple
Figure 1.2 – Traduction automatique à base de règles
n’a alors plus lieu d’être, on passe directement de l’analyse à la génération. En pratique, les
systèmes effectivement implémentés, à ma connaissance, ne dépassent pas un niveau intermé-
diaire de représentation, basé sur la syntaxe, la grammaire, et éventuellement certaines notions
de sémantique.
Plusieurs systèmes commerciaux utilisent aujourd’hui une approche à base de règles, comme
Babelfish 3 ou Systran [Sene 01]. Ces systèmes reposent sur des lexiques et des règles déterminées
et encodées par des experts. Si cela leur permet de générer des traductions d’excellente qualité,
c’est au prix d’un effort (et donc d’un temps et d’un coût de développement) considérable,
ou d’une couverture réduite. De plus, ces approches sont difficilement robustes aux phrases
mal construites comme on peut en trouver à l’oral ou dans des documents rédigés sans soin.
C’est pour résoudre ces limitations qu’ont été développées les approches empiriques qui seront
présentées dans les prochaines sections : le principe de ces approches est de tirer parti des gros
volumes de données de plus en plus disponibles (des documents déjà traduits, par exemple les
transcriptions des sessions du Parlement Européen) et des capacités de calcul toujours croissantes
des ordinateurs pour déterminer automatiquement les règles de transfert entre les différentes
langues.
1.4 La traduction par analogie
La traduction par analogie est née en 1984 de l’idée que les traducteurs traduisaient souvent
en se référant à des exemples [Naga 84]. On retrouve cette idée dans certains outils d’aide à la
traduction utilisés par les professionnels, comme par exemple les mémoires de traduction, qui
étant donné une phrase ou des mots sources, suggèrent à l’utilisateur des traductions qu’il a déjà
utilisées.
L’approche par analogie ou traduction à base d’exemples consiste à, dans un premier temps,
constituer une base d’exemples la plus fournie possible, en tout cas couvrant le mieux possible le
domaine ciblé. Cette base de données contient des couples composés d’un élément de la langue
source (une phrase, une séquence de mots, une expression ou un mot) et sa traduction dans la
langue cible. Une fois cette base constituée, une traduction se déroule en deux étapes :
1. Correspondance. Étant donnée une phrase à traduire s, le système recherche dans la base
3. http://fr.babelfish.yahoo.com
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d’exemples l’ensemble d’éléments C(s) qui s’en rapprochent le plus selon une certaine me-
sure de similarité d (c’est-à-dire un voisinage de s, si on interprète d comme une distance).
2. La deuxième phase est l’adaptation. Soit T (C(s)) l’ensemble des traductions des éléments
de C(s) dans la base d’exemples. Les éléments de T (C(s)) sont adaptés et réarrangés pour
générer une phrase dans la langue cible.
Le choix d’une mesure de similarité d et le choix des modèles d’adaptation sont donc cruciaux.
Les auteurs de [Veal 97], par exemple, mesurent la similarité des phrases entières pour le système
GAIJIN. Le système PANGLOSS [Brow 96], lui, segmente la phrase à traduire en séquences,
et cherche dans la base d’exemples les entrées similaires à ces séquences. [Naga 84, Alp 08] gé-
nèrent les arbres représentant la syntaxe de la phrase et des exemples à l’aide d’un analyseur
syntaxique, et recherchent les arbres les plus semblables. Le rôle de la phase d’adaptation est
de générer une phrase intelligible dans la langue cible. Il faut donc s’appuyer sur un modèle de
langue pour réarranger les traductions des éléments identifiés, comme décrit par exemple dans
[Brow 96]. Yves Lepage propose dans [Lepa 05] une approche originale basée sur la notion d’ana-
logie proportionnelle, qui repose sur une formalisation rigoureuse des analogies entre phrases, et
propose une méthode pour transférer les analogies de la langue source en des analogies de la
langue cible.
1.5 La traduction automatique statistique
Nous abordons maintenant un nouveau pan des méthodes empiriques, la traduction automa-
tique statistique. C’est une approche largement répandue, utilisée notamment par le système de
traduction de Google. Toutes nos expériences ont été réalisées en utilisant les logiciels Giza++
[Och 03] et Moses [Koeh 07a], qui implémentent cette approche. Je vais donc l’exposer plus en
détail. Je commencerai par présenter les principes qui fondent la modélisation statistique du
langage (section 1.5.1). Je présenterai ensuite les modèles de traduction, qui permettent de dé-
terminer les éléments de la phrase traduite en fonction de la phrase source (section 1.5.2) et de
langue, qui permettent d’assurer que la phrase dans la langue cible est correcte (section 1.5.4).
Nous verrons comment, étant donnés ces modèles et une phrase source, les systèmes déterminent
la traduction la plus probable. Enfin, je donnerai un aperçu des données nécessaires à l’estimation
des paramètres de ces modèles.
1.5.1 Modélisation statistique de la traduction
L’approche statistique de la traduction automatique consiste à représenter les phrases dans
la langue source (la langue à traduire) et celles de la langue cible (la langue dans laquelle on
souhaite traduire) par deux variables aléatoires S et T. Ces variables sont à valeurs dans V∗S
et V∗T respectivement, c’est-à-dire qu’elles sont des séquences de mots dans les vocabulaires
source (VS) et cible (VT , T pour target) respectivement. Un vocabulaire est l’ensemble des mots
(y compris les formes fléchies) et des symboles de ponctuation qui existent dans une langue.
On y ajoute des symboles de début et fin de phrase <s> et </s>, ainsi qu’un symbole spécial
UNK (unknown) représentant tous les mots rencontrés qui ne feraient pas partie du vocabulaire.
Pour la traduction de la parole (partie III) il pourra être enrichi de symboles particuliers tels
que les silences, les bruits, etc. Le i-ème mot d’une phrase est désigné par la variable aléatoire
Si (respectivement Ti), et sa longueur par Len(S) (respectivement Len(T))
4. La traduction
4. Les caractères majuscules désignent des variables aléatoires, et les minuscules correspondantes leurs réali-
sations. Les symboles en gras sont des vecteurs ou des séquences, les symboles en maigre des scalaires. Les lettres
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automatique consiste, étant donnée une phrase source s, à déterminer une phrase t∗ dans la
langue cible telle que :
t∗ = arg max
t∈V∗T
PΘ(T = t|S = s) (1.1)
où Θ désigne l’ensemble des paramètres du modèle, qui représentent les connaissances dont
on dispose. En français, cela signifie qu’on cherche la traduction la plus probable de s étant
données les connaissances dont on dispose. En l’état, le problème est trop compliqué pour être
correctement modélisé. On va donc transformer cette équation en utilisant la règle de Bayes
pour distinguer deux sous-problèmes :
t∗ = arg max
t∈V∗T
PΘ(T = t|S = s)
= arg max
t∈V∗T




PΘ(S = s|T = t)× PΘ(T = t) (1.2)
La dernière simplification est possible car la recherche d’une traduction de s se fait bien
entendu à s fixé. Le dénominateur PΘ(S = s) est donc constant et peut être ignoré lors du calcul
de l’arg max. On distingue donc ici :
– PΘ(S = s|T = t) (qui sera abrégé en P (s|t) lorsqu’il n’y a pas ambigüıté) : le modèle de
traduction (section 1.5.2),
– PΘ(T = t) (qui sera abrégé en P (t)) : le modèle de langue cible (section 1.5.4).
Étant données ces deux distributions, on peut donc déterminer la traduction la plus probable
de s, c’est-à-dire estimer le argmax de la formule 1.2. Ce calcul est effectué par le décodeur.
Historiquement, cette approche est celle dite du canal bruité : s est assimilé à un signal
observé qui a subi des « erreurs de transmissions » (ici, elles représentent le transfert dans une
autre langue). On veut retrouver le signal original t, sachant que l’on connâıt la distribution
des perturbations P (s|t) et la distribution du signal original P (t). Cette approche repose sur
l’hypothèse que le signal original peut être modélisé comme une châıne de Markov discrète à
états finis (les états étant les mots). Cette hypothèse ne rend pas parfaitement compte de la
complexité des langues naturelles, ne serait-ce que parce qu’il existe des dépendances longue
distance (c’est-à-dire que la probabilité d’apparition d’un mot ne dépend pas uniquement du
mot qui le précède) et parce que la probabilité d’une perturbation (la traduction d’un mot) ne
dépend pas seulement du mot courant mais aussi de l’historique (le contexte). Ce formalisme
est cependant assez puissant pour permettre une modélisation assez efficace de la traduction.
Il domine également en reconnaissance automatique de la parole, problème formellement très
similaire : le signal original est la transcription de la phrase prononcée, et le signal perturbé est
le son enregistré. Ce procédé est illustré dans la figure 1.3.
Les modèles de langue et de traduction seront donc estimés séparément à partir de grandes
quantités de textes (voir la section 1.5.6 pour plus d’explications sur ces corpora). Pour tenir
cursives sont des ensembles. Ces notations seront reprises et complétées dans la partie II, section 1.
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Figure 1.3 – Schéma de principe de la traduction automatique statistique selon le paradigme
du canal bruité.
compte du fait que les modèles sont plus ou moins bien estimés, et que les estimations de
probabilités pourraient être biaisées, on ajoute à l’équation 1.2 un facteur de pondération λ :
t∗ = arg max
t∈V∗T
PΘ(S = s|T = t)× PΘ(T = t)λ (1.3)
Les auteurs de [Och 02] proposent de ne pas se restreindre à un modèle de traduction et un
modèle de langue, mais d’utiliser une multitude de modèles, chacun pouvant être vu comme une
source d’information supplémentaire sur le processus de traduction :






On voit que la formulation du canal bruité (formule 1.2) est un cas particulier de celle-ci, en
utilisant seulement deux modèles : h1(s, t) = P (s|t) et h2(s, t) = P (t).
Les paramètres des modèles sont appris sur un corpus bilingue aligné (c’est-à-dire un ensemble
de phrases dans la langue source et leurs traductions dans la langue cible, réalisées par des
humains — section 1.5.6), et leurs poids sont estimés selon l’algorithme du maximum d’entropie.
Je ne m’étendrai pas plus sur ce modèle, car j’ai pour mes travaux suivi l’approche du canal
bruité classique.
1.5.2 Les modèles de traduction
Je vais dans cette section expliquer la forme du modèle de traduction, c’est-à-dire l’estima-
tion de P (s|t) (formule 1.2). On peut imaginer une multitude de formes pour ces modèles. Je
décrirai ceux proposés dans [Brow 93], qui sont les plus utilisés aujourd’hui. Les algorithmes
pour l’entrâınement de ces modèles (et de certaines variantes) sont implémentés dans le logiciel
Giza++ [Och 03]. La traduction selon ces modèles est implémentée notamment dans le logiciel
Moses [Koeh 07a].
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Les modèles d’IBM
Les modèles d’IBM sont construits selon l’idée que chaque élément de la phrase à traduire
(mot ou groupe de mots, signe de ponctuation) a un ensemble de traductions possibles (appelons
les alternatives), chacune étant associée à une probabilité, et que la traduction d’une phrase
consiste à choisir les bonnes alternatives et à les écrire dans le bon ordre. L’ordre est déterminé
par la correspondance entre les termes de la traduction et les termes de la phrase source. Cette
correspondance s’appelle l’alignement. Cet alignement n’est pas forcément monotone, c’est-à-dire
que l’ordre des mots de la traduction n’est pas forcément l’ordre des mots de la phrase source
avec lesquels ils sont alignés (figure 1.4). Formellement, l’alignement est une variable aléatoire
cachée A du modèle de traduction :
P (S = s|T = t) =
∑
a∈A(s,t)




P (A = a|T = t)P (S = s|T = t,A = a) (1.4)
où a représente l’alignement et A(s, t) l’ensemble des alignements possibles entre les phrases
s et t. Si on se restreint à la traduction basée sur les mots (la traduction basée sur les séquences
sera abordée plus tard), un alignement est formellement le choix d’une fonction de {1, .., Len(s)}
dans {0, .., Len(t)}, c’est-à-dire que chaque mot de la phrase source s est aligné avec un et
un seul mot de la phrase cible t, mais il peut aussi n’être aligné avec aucun mot, ce qui est
représenté par l’alignement avec le mot t0 (noté NULL). On identifiera souvent la fonction a
et la séquence a1, .., aLen(s) = a(1), ..,a(Len(s)). Chaque mot a une certaine probabilité d’être
la traduction du mot avec lequel il est aligné (donnée par la table de traduction estimée sur un
corpus d’apprentissage). Un exemple est donné dans la figure 1.4.
Figure 1.4 – Exemple d’alignement entre une phrase anglaise et une phrase française.
Or les variables aléatoires S, T et A sont elles-mêmes des séquences de variables aléatoires
Si, Tj et Ak, et la longueur des séquences (Si)i et (Ak)k est la variable aléatoire Len(S). Selon le














P (ai|ai−11 , s
i−1




1 , Len(s), t)
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Les auteurs de [Brow 93] proposent cinq modèles, connus sous le nom de modèles IBM-1 à 5,
de complexité croissante. La différence principale entre ces modèles réside dans la façon d’appré-
hender l’alignement. En pratique, c’est le modèle IBM-5 ou une variante qui est en général utilisé
pour le décodage. Les autres modèles sont utilisés lors de l’estimation des paramètres : chaque
modèle ayant strictement moins de paramètres que le suivant, on commence par entrâıner le mo-
dèle le plus simple, et les paramètres déterminés servent de valeur initiale pour l’entrâınement
du modèle suivant.
Le modèle IBM-1 : ce premier modèle est le plus simple, presque simpliste. Il repose sur
trois facteurs :
– La distribution de probabilité des longueurs des phrases sources, P (Len(s)|t).
– La distribution de probabilité des alignements, P (a|t).
– Les probabilités de traduction mot-à-mot {P (s|t)}(s,t)∈VS×VT ou table de traduction.
Ce modèle fait deux hypothèses fortement simplificatrices :
1. La probabilité de la longueur est constante (formellement, P (Len(s)|t) = 1Lmax pour
Len(s) ∈ {1, .., Lmax} avec Lmax arbitrairement et suffisamment grand, et est nulle au-
delà. Mais sa valeur n’importe pas pour le calcul d’une traduction, il suffit de savoir qu’elle
est constante. Nous la noterons ε dans ce qui suit).
2. Tous les alignements sont équiprobables. La probabilité d’un alignement est donc uniforme
étant données les longueurs des phrases source et cible :
∀a ∈ A(s, t). P (a|t) = 1
(1 + Len(t))Len(s)
La probabilité de s sachant t selon le modèle IBM-1 est donc :












Nous passerons les détails (la preuve est donnée dans [Brow 93]), mais on montre que cette
expression peut s’écrire :







L’ensemble des paramètres {θ(s, t)}(s,t)∈VS×VT constitue la table de traduction, et sera estimé
par l’algorithme Expectation-Maximization [Demp 77] sur le corpus d’apprentissage.
Ce modèle sera également utilisé comme mesure de confiance (partie II, sections 3.1.6 et
3.2.3).
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Le modèle IBM-2 : la nouveauté introduite par ce modèle est d’assigner une probabilité
non uniforme aux différents alignements. On fait ici l’hypothèse que P (ai|ai−11 , s
i−1
1 , Len(s), t)
(équation 1.6) ne dépend que de Len(s), Len(t), i et ai. Ce qui nous donne un nouvel ensemble
de paramètres, les probabilités d’alignement que nous noterons α :
α(ai, i, Len(s), Len(t))
def
= P (ai|ai−11 , s
i−1
1 , Len(s), t)
Les nouveaux paramètres α(...) sont donc des approximations des « vraies » probabilités
d’alignement, au sens où on fait l’hypothèse que la position ai du mot de la phrase cible avec
lequel est aligné le mot de la phrase source si ne dépend que de la position i, et des longueurs
des phrases source et cible. L’équation 1.6 (approchée par l’équation 1.6 dans le modèle IBM-1)
devient donc :








θ(si, tai)α(ai, i, Len(s), Len(t))
avec ε un facteur de normalisation.
Une variante du modèle IBM-2 est le modèle HMM proposé par [Voge 96]. Il repose sur
l’observation que des mots voisins dans s ont tendance a être alignés avec des mots voisins dans
t. Cela signifie que ai a des chances d’être « proche » de ai−1. Pour prendre en compte cette
dépendance, l’alignement est modélisé par une châıne de Markov, c’est-à-dire qu’on peut écrire,
dans l’équation 1.6 :
P (ai|ai−11 , s
i−1
1 , Len(s), t) = P (ai|ai−1, Len(t))
Les modèles IBM-3, 4 et 5. Ces modèles introduisent progressivement des sophistications
supplémentaires :
– Fertilité : un mot dans une langue n’est pas toujours traduit par un seul mot dans une
autre. Par exemple, le terme français bourse peut être traduit en anglais par purse, scho-
larship ou stock market, selon le sens qu’il prend. Le paramètre n(φ|t = bourse) est la
probabilité que bourse soit aligné avec φ mots. Dans notre exemple on pourrait avoir
n(1|t = bourse) = 2/3 et n(2|t = bourse) = 1/3.
– Distorsion : un autre ensemble de paramètres modélise les positions des mots de s en
fonction des mots de t avec lesquels ils sont alignés, ainsi que les écarts de position entre
les mots de s qui sont alignés avec un même mot t.
Nous ne présenterons pas ici les équations complexes qui décrivent ces modèles.
Les modèles de triggers
Je vais décrire ici un autre modèle de traduction, qui ne repose pas sur la notion d’alignement
mais sur la notion de cooccurrence ou de déclenchement d’un mot par un autre (trigger). Il a
été décrit notamment dans [Lave 07, Lave 08]. Les modèles de triggers peuvent être vus comme
une généralisation des modèles de cache (section 1.5.4), qui estiment la probabilité d’apparition
d’un mot en fonction de sa fréquence d’apparition dans l’historique. La spécificité des modèles
de triggers est que la probabilité d’apparition d’un mot ne dépend pas seulement de l’apparition
de ce mot dans l’historique, mais de celle d’une liste de mots qui lui sont « associés » (les
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déclencheurs). Cette propriété permet d’utiliser les triggers pour construire des modèles de
traduction, et pas seulement des modèles de langue.
Il existe plusieurs méthodes pour déterminer les paires de mots (déclencheur, déclenché). Les
auteurs de [Lave 07] proposent d’utiliser l’information mutuelle. L’information mutuelle mesure
la quantité d’information que la connaissance d’une variable aléatoire apporte au sujet d’une
autre variable aléatoire. Formellement, si X et Y sont deux variables aléatoires à valeurs dans









Dans le cas de la modélisation de la traduction, S est une variable aléatoire représentant un
mot de la phrase source, T est une variable aléatoire représentant un mot de la phrase traduite,
P (s) la probabilité que le mot s soit présent dans une phrase de la langue source, P (t) la
probabilité que le mot t soit présent dans une phrase de la langue cible, et P (s, t) la probabilité
que t soit présent dans la traduction d’une phrase contenant s (on parle de cooccurrence).
Pour construire la table de traduction, on considère la contribution de chaque paire de mots à
l’information mutuelle totale. La table de traduction est donc l’ensemble :{(
s, t, θ(s, t)
def






Avec λ(s) un facteur de normalisation assurant que
∑
t θ(s, t) = 1.
En pratique, pour éviter d’obtenir des tables trop grosses et contenant surtout des triplets
avec des scores très bas, on ne gardera, pour chaque mot du vocabulaire source, que les meilleures






t n’est pas forcément une traduction de s. Par exemple, la présence du mot « économie » dans
la phrase source est un bon indicateur de la présence du mot « crisis » dans la traduction.
« économie » est donc un déclencheur plausible de « crisis », bien qu’ils ne soient pas traduction
l’un de l’autre. Ce modèle sera également utilisé comme mesure de confiance (partie II, sections
3.1.5 et 3.2.2).
D’autres approches des modèles de triggers existent. Les auteurs de [Maus 09], par exemple,
utilisent non pas un mais deux mots déclencheurs. Leur modèle est basé sur la probabilité que
le mot déclenché apparaisse dans la traduction, sachant que les déclencheurs sont présents dans
la phrase source :
{(s1, s2, t, P (t|s1, s2))}s1,s2∈VS ,t∈VT
Les auteurs de [Kim 03] proposent d’utiliser l’information mutuelle pour déterminer des
triggers basés sur les cooccurrences de mots à l’échelle du document : P (s) est la probabilité que
le mot s apparaisse dans le document (dans leur cas, un article) et P (s, t) est la probabilité que
le terme t apparaisse dans la traduction d’un article contenant s. Leur modèle tient également
compte de l’information apportée par le fait qu’un terme n’apparâıt pas dans un document.
1.5.3 Les modèles à base de segments
Une extension très intéressante des modèles exposés dans les sections précédentes est la tra-
duction par segments. Dans les langues indo-européennes, telles que l’anglais et le français par
exemple, une phrase peut être vue comme une succession de groupes de mots : expression lexicale,
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groupe nominal, groupe verbal, proposition relative, etc. Ces groupes de mots sont en général
de meilleures unités de traduction que les mots pris isolément : en effet, considérer un groupe de
mots dans son ensemble peut permettre de lever des ambigüıtés, ou d’identifier une expression
qui ne sera pas traduite mot-à-mot. Cela permet aussi de prendre en compte implicitement les
réarrangements locaux, et de diminuer la complexité de l’alignement. Prenons l’exemple de la
paire de phrases suivante :
français J’ai vendu mon bateau de pêche.
anglais I sold my fishing boat.
J’ai vendu (trois mots) est traduit par I sold (deux mots), et mon bateau de pêche
(quatre mots) par my fishing boat (trois mots). Le meilleur alignement mot-à-mot de cette
phrase pourtant simple implique donc des réarrangements, et est assez peu satisfaisant, notam-
ment parce que de n’est pas traduit par le mot avec lequel il est aligné (figure 1.5) :
Figure 1.5 – Alignement mot-à-mots d’une phrase simple.
Si on considère les groupes de mots dans leur ensemble, en revanche, l’alignement devient
trivial (figure 1.6) :
Figure 1.6 – Alignement par séquences d’une phrase simple avec réarrangements locaux.
La contrepartie de cette simplification est que la table de traduction devra contenir non plus
les alternatives de traduction de chaque mot du vocabulaire, mais les traductions de chaque
segment qui aura été retenu lors de l’apprentissage, ce qui représente une combinatoire bien
plus élevée. De plus, les explications et les exemples donnés ci-dessus reposent sur des notions
linguistiques (groupe verbal, groupe nominal, etc.). Or de telles notions sont absentes des modèles
statistiques. La très grande majorité des segments retenus par les algorithmes d’apprentissage
n’ont donc aucun sens pour un humain : ils auront été sélectionés parce qu’ils permettent une
bonne représentation des données d’apprentissage au sens statistique du terme, c’est-à-dire une
perplexité basse.
Une des contributions fondatrices dans ce domaine est [Och 99, Och 00]. Dans ces articles,
Och et al. proposent, d’une part, l’usage de patrons d’alignement utilisant les classes gram-
maticales des mots, afin de modéliser les réarrangements locaux fréquemment observés dans le
corpus d’apprentissage (par exemple, pour une traduction du français vers l’anglais, le segment
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<NOM> <ADJECTIF> sera souvent aligné avec un segment <ADJECTIF> <NOM>) ; et d’autre part,
d’appliquer à l’échelle de la phrase un réarrangement de ces segments.
Le modèle de triggers a également été adapté pour utiliser des segments : dans ce cas, l’al-
gorithme d’apprentissage estime d’abord l’information mutuelle entre les segments exactement
comme il le faisait avec les mots, puis détermine les segments pertinents à incorporer dans la
table de traduction en utilisant un algorithme de recuit simulé (voir [Lave 10] pour les détails).
L’avènement des méthodes utilisant les segments a été un progrès majeur pour la traduc-
tion automatique statistique. Ces méthodes sont aujourd’hui utilisées par les systèmes les plus
performants [Koeh 03].
1.5.4 Les modèles de langue
Le rôle du modèle de langue est de contraindre la recherche d’une traduction à des suites de
mots t qui sont des phrases correctes dans la langue cible. Idéalement, toute phrase correcte,
indépendamment de la phrase source dont elle doit être une traduction, aurait une probabilité
P (t) = 1 et toute phrase incorrecte (mal formée) aurait une probabilité nulle P (t) = 0. Mais
d’une part, il n’existe à l’heure actuelle aucun modèle permettant d’affirmer, parmi l’infinie
variété des phrases possibles, lesquelles sont correctes ou non ; et d’autre part, la notion même
de phrase correcte est ambigüe (voir la partie II sur les mesures de confiance). Le modèle de
langue assignera donc une probabilité à chaque phrase dans l’intervalle [0, 1].




P (tj |t1, .., tj−1)
C’est-à-dire que la probabilité d’une phrase est le produit de la probabilité des mots qui la
composent (on devrait parler plus précisément de la vraisemblance de la séquence t1, .., tLen(t)), et
la probabilité d’un mot dépend uniquement de son historique (son contexte gauche). Le rôle des
modèles de langue sera donc d’estimer les probabilités des mots étant donnés leurs historiques,
et la vraisemblance de la phrase en découlera. Lorsque cela n’est pas ambigu, l’historique h =




L’ensemble des historiques est V∗T , c’est-à-dire l’ensemble des séquences finies de mots du
vocabulaire. Il est donc infini. On ne peut donc pas estimer directement l’ensemble des proba-
bilités :
{P (t|h)}(t,h)∈VT×V∗T
Les modèles n-grammes reposent sur l’hypothèse que les séquences de mots peuvent être
modélisées par un processus de Markov d’ordre n − 1, c’est-à-dire que la probabilité d’un état
(un mot) dépend uniquement des n−1 états précédents. La probabilité d’un mot dans un modèle
n-gramme s’écrit donc :
P (tj |tj−11 ) = P (tj |t
j−1
j−n+1)
L’espace des historiques est donc réduit à ∪n−1i=0 V iT (on considérant les historiques de longueur
inférieure à n − 1, notamment en début de phrase). Il est donc fini. Sa taille reste bien trop
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importante pour estimer les distributions pour tous les historiques possibles, mais lors de la
phase d’apprentissage, seuls les historiques effectivement observés seront retenus.
Pour n = 1, on parle de modèle unigramme. Pour n = 2, de bigramme ; trigramme et
quadrigramme pour pour n = 3 et n = 4. On utilisera plus rarement pentagramme pour n = 5.
Dans le cas général, on parle simplement de n-gramme. On confond systématiquement le nom
du modèle et le nom de l’évènement hw (l’historique h suivi du mot w).
Entrâınement des modèles n-grammes : Entrâıner un modèle n-gramme revient simple-
ment à mesurer la fréquence avec laquelle chaque mot apparâıt après chaque historique observé
dans le corpus d’apprentissage, pour chaque historique observé au moins une fois :




V iT , P (w|h) =
#hw
#h
#h est le nombre d’occurrences de l’historique h dans le corpus d’entrâınement (section 1.5.6),
et #hw le nombre d’occurrences de h suivi de w.
Lissage des modèles n-gramme : la précision des estimations de probabilité ainsi réalisées
dépend de la taille du corpus d’apprentissage et de la qualité de l’échantillonnage dont il ré-
sulte (un corpus d’apprentissage peut être vu comme un échantillonage de l’ensemble des textes
possibles). Mais ces estimations ne seront jamais parfaites. Que l’évènement hw n’ait pas été
observé ne signifie pas qu’il ne peut exister. On imagine aisément, par exemple, qu’avant mai
2012, aucun corpus d’apprentissage extrait des archives du journal Le Monde ne contient le
trigramme le président Hollande. Ce n’est pourtant manifestement pas un trigramme im-
possible. Des méthodes dites de lissage ont donc été développées pour assigner une probabilité
non nulle aux évènements non observés. Le principe est en général de soustraire une certaine









En français, cela signifie que si la séquence wii−n+1 n’a pas été observée dans le corpus
d’apprentissage, alors on estime qu’on n’a pas d’information sur la probabilité P (wi|wi−1i−n+1).
Dans ce cas, on se replie (backoff ) sur un historique plus court, donc moins informatif mais qui
a peut-être, lui, été observé. Ce repli a un coût b(wi−1i−n+1) qui dépend de l’historique initial.
Dans notre exemple, la séquence président Hollande n’a sans doute pas été observée non
plus. La probabilité de Hollande après l’historique le président est donc :
Plisse(Hollande|le président) = b(le président)× Plisse(Hollande|président)
= b(le président)× b(président)× Plisse(Hollande)
Les différentes méthodes de lissage diffèrent essentiellement par le calcul de la masse de
probabilité γ retirée aux évènements observés, et par le calcul du coût b du repli. Ce dernier
peut ne dépendre que de la longueur de l’historique, du nombre d”occurence de la séquence, de
l’identité des mots de l’historique... Pour plus de détails sur différentes techniques de lissage, le
lecteur se réfèrera avec profit à [Jeli 80, Good 53, Ney 94, Knes 95].
Le repli du modèle de langue sera utilisé comme mesure de confiance (partie II, section 3.1.1).
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Modèle cache
Les modèles n-grammes fournissent la distribution de probabilité d’occurrence des mots du
vocabulaire étant donné un historique en se basant sur les fréquences d’apparition. Mais ils sont
incapables de prendre en compte les variations locales, qui peuvent être induites notamment
par un certain thème ou un certain style. Par exemple, dans un article de journal traitant de
l’actualité politique, le bigramme un parti pourrait avoir une probabilité 0.9 d’être suivi du
mot politique et 0.1 d’être suivi du mot pris ; dans un article du même journal traitant de
sujets artistiques, la probabilité pourrait être de 0.3 pour politique et 0.7 pour pris. Mais
sur l’ensemble du corpus d’apprentissage (section 1.5.6), qui peut être constitué de dizaines de
milliers d’articles, la probabilité peut être de 0.5 pour chacun des deux. Pourtant, selon le thème
traité, on voit que l’une ou l’autre des distributions peut être bien meilleure que l’autre.
Le modèle de cache vise à adapter dynamiquement les distributions de probabilité fournies
par le modèle n-gramme selon le contexte. Il repose sur l’idée que certains mots, en particulier
les mots les plus porteurs de sens (noms et verbes notamment, par opposition aux prépositions,
déterminants, etc.) tendent à apparâıtre par « salves ». Le modèle de cache est donc un modèle
unigramme calculé dynamiquement sur un historique de taille moyenne (de l’ordre du millier de
mots). Combiné linéairement avec un modèle n-grammes classique, le modèle cache permet donc
à ce dernier de s’adapter aux variations de style lexical et de sujet qui modifient localement les




P (w|h) = λPn−gramme(w|h) + (1− λ)Pcache(w|h)
avec #hw le nombre d’occurrences de w dans l’historique h, et #h la taille de l’historique.
Les auteurs de [Kuhn 90] proposent un modèle cache plus sophistiqué : comme indiqué pré-
cédemment, le phénomène de « salve » concerne plutôt les mots les plus porteurs de sens que
sont les verbes, les noms, à la rigueur les adverbes et les adjectifs. Les déterminants et autres
prépositions ne subissent pas, ou marginalement ce phénomène. Afin de prendre ceci en compte,
Kuhn et al. proposent de faire dépendre λ dans l’équation précédente de la catégorie gramma-
ticale de w. Les poids sont ensuite déterminés automatiquement en optimisant la vraisemblance
d’un corpus de développement. Ils montrent qu’en effet, le modèle cache obtient un poids plus
important sur, notamment, les noms et les verbes.
Les modèles trigger
Les modèles de langage trigger fonctionnent sur le même principe que leurs homologues
modèles de traduction (section 1.5.2) et peuvent être vus comme une généralisation des modèles
de cache précédemment exposés. La différence est que les cooccurrences sont mesurées au sein
d’une même phrase ou séquence de mots de longueur fixée : P (x) est donc la probabilité qu’une
phrase contienne le mot x et P (x, y) est la probabilité qu’elle contienne le mot x et le mot y. Le
score de la paire (x, y) dans ce modèle est toujours I(x, y) = P (x, y)log( P (x,y)P (x)P (y)), éventuellement
normalisée par un facteur ω pour respecter la contrainte suivante :
∀x ∈ VS .
∑
y∈VS
I(x, y)× ω = 1
Pour reprendre mon exemple précédent, le mot « crise » a de bonnes chances de déclencher
le mot « économique » dans les articles de ces dernières années.
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On peut imaginer différentes façons d’attribuer un score à une phrase ou un mot en utilisant
ce modèle. Par exemple, nous utiliserons ce modèle comme mesure de confiance (partie II,
sections 3.1.4 et 3.2.2) comme mesure de la cohérence globale du champ lexical de la phrase. Le








Les auteurs de [Till 97a] proposent un autre modèle de triggers à interpoler avec un modèle
n-gramme classique : dans un triplet (x, y, q(y|x)) ∈ VT ×VT ×R, le score q(y|x) est la fréquence
d’apparition du terme y après un historique contenant x, observée sur le corpus d’apprentissage.
1.5.5 Le décodage
Les sections précédentes ont présenté les modèles de langue et de traduction, qui peuvent
être vus comme les connaissances nécessaires à la traduction. Je vais ici présenter le processus
qui mobilise ces connaissances pour effectuer le processus de traduction proprement dit. Ce
processus s’appelle décodage. Le plus répandu des décodeurs pour la traduction automatique
statistique est Moses 5 [Koeh 07a], successeur de Pharaoh. Outre les modèles IBM à base de mot
ou de séquence, Moses permet aussi d’utiliser des modèles factorisés [Koeh 07b] ou des méthodes
hybrides. Le système Moses est utilisé comme référence lors des campagnes WMT 6, et c’est ce
système que nous utiliserons pour toutes nos expériences.
Le rôle du décodeur est, étant donnée une phrase source s, de générer des hypothèses de
traductions t, de calculer la probabilité P (s|t)×P (t), et de calculer l’arg max (équation 1.2). Il
serait évidemment absurde de prétendre énumérer toutes les traductions possibles pour ensuite
choisir la meilleure. Non seulement il en existe une infinité, mais même en se restreignant à des
traductions de longueur « réaliste » (par exemple, entre 0.25 et 4 fois la longueur de la phrase
source), ce serait terriblement inefficace. Il faut donc développer une stratégie plus astucieuse.
Moses met en œuvre des heuristiques et des algorithmes très sophistiqués, qu’il serait laborieux
et inutile de présenter en détail ici. Je vais donc m’attacher à décrire l’idée générale de l’algo-
rithme dans le cas d’une traduction basée sur les mots (et non les segments), en mentionnant
les principales étapes et structures de données.
Moses va d’abord créer une liste d’alternatives de traduction, c’est-à-dire les éléments de
la table de traduction qui sont des traductions possibles des éléments de la phrase source. Le
tableau 1.1 illustre ce processus pour l’exemple J’ai vendu mon bateau de pêche.
En plus des traductions possibles, chaque mot peut-être omis lors de l’alignement. On voit que
ces alternatives peuvent générer jusqu’à (2+1)×(4+1)×(3+1)×(2+1)×(3+1)×(3+1)×(3+1) =
11520 hypothèses, sans compter les différentes possibilités de réarrangement. Et ce n’est qu’un
exemple jouet : une vraie table de traduction contient des dizaines d’alternatives par mot. On
imagine aisément qu’il faut trouver une méthode efficace pour les représenter et les évaluer.
Moses a pour cela recourt à Len(s) piles, notons les p1, ..,pLen(s). pk contient les hypothèses de
traduction partielles (c’est-à-dire telles que tous les mots de la phrase source ne sont pas alignés
avec un mot de la phrase cible ou avec NULL) couvrant k mots de s. Les hypothèses de la pile
k + 1 sont construites à partir des hypothèses de la pile k, en les étendant mais aussi en les
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Table 1.1 – Exemples d’alternatives de traduction.
Plutôt qu’expliquer la représentation par piles de l’espace de recherche, à mon sens assez
peu intuitive, je vais en présenter une strictement équivalente d’un point de vue formel, mais
probablement plus familière aux membres de la communauté : le treillis de mots. En outre, cette
explication sera nécessaire pour la compréhension des travaux exposés dans cette thèse, car je
présenterai dans la partie III une méthode de traduction automatique de la parole reposant sur
l’utilisation d’un réseau de confusion. Or, ce réseau peut être vu comme une simplification du
treillis de mots.
Le treillis de mots est un graphe orienté acyclique dans lequel chaque arête représente un
mot. Une phrase est un chemin entre le nœud le plus à gauche (début de la phrase, vide : nous le
noterons <s>) et le nœud le plus à droite (fin de la phrase : il sera noté </s>). Un chemin partiel
(c’est-à-dire un chemin du nœud <s> à un nœud qui n’est pas </s>) représente une hypothèse de
traduction partielle. On peut calculer le coût d’un chemin partiel ou total σ grâce aux modèles
d’alignement, de langue et de traduction en parcourant le chemin depuis le nœud <s> et en
calculant le coût de chaque arête. Le coût d’une arête est C(e) = −log(P (sai |ti)× P (ai|ai−11 )×
P (ti|ti−11 )), avec ti le mot porté par l’arête e, qui porte également ai. Le coût du chemin σ est la
somme des coûts de ses arêtes, donc P (σ) = exp(−C(σ)) = P (s|ti1)× P (ai1)× P (ti1) = P (ti1|s).
Jusqu’ici, ce graphe est en réalité un arbre, si on ignore le nœud final </s>. Mais afin de
réduire la complexité de la recherche de la meilleure hypothèse, on va réduire la taille du graphe
en faisant se rejoindre certains chemins. Deux chemins partiels se rejoignent quand ils sont les
traductions partielles de la même partie de la phrase source, et que les n − 1 derniers mots
de la traduction partielle sont identiques, avec n l’ordre du modèle de langue n-gramme utilisé
pour le décodage. Sous ces conditions, on a en effet assez d’information pour distinguer les deux
hypothèses et déterminer la meilleure des deux. Notons t̄ et ū les deux hypothèses partielles,
et s̄ la partie de la phrase source couverte par ces traductions partielles (on a fait l’hypothèse
qu’elle était la même pour les deux). Notons v leurs derniers mots communs. Quelle que soit la
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suite w = w1, .., wk de la traduction, puisque Len(v) > n− 1, on a, pour le modèle de langue :
∀i ∈ {1, .., k}, P (wi|t̄wi−11 ) = P (wi|vw
i−1
1 ) = P (wi|ūw
i−1
1 )
En outre on connâıt déjà à ce stade P (s̄|t̄) et P (s̄|ū). On a donc toute l’information nécessaire
pour déterminer quelle hypothèse est la meilleure, quelle que soit la façon dont on prolonge le
chemin jusqu’à </s>, et il est inutile de continuer à les distinguer. On peut donc les faire
converger. En pratique, la moins bonne des deux hypothèses partielles sera supprimée (on parle
d’élagage ou en anglais pruning), en général immédiatement, par le décodeur. Ainsi, on minimise
la taille du graphe en conservant toute l’information nécessaire à la détermination de la meilleure
hypothèse. La figure 1.7 donne un aperçu de ce que serait un tel treillis de mots pour notre
exemple, sans élagage, et sans considérer les réarrangements :
Figure 1.7 – Extrait d’un treillis non élagué
On voit que la taille du treillis, sur un exemple simpliste, reste très importante. Il va donc
falloir avoir recourt à des stratégies de simplification pour que le problème reste abordable en
terme de temps de calcul :
– Élimination des hypothèses les moins bonnes. Si plusieurs hypothèses partielles convergent,
on ne conserve que la meilleure (le graphe devient un arbre).
– Élagage. Une hypothèse partielle dont la probabilité est inférieure à un seuil choisi par
l’utilisateur n’est pas conservée.
– Contrôle de la largeur. On fixe une limite M au nombre de traductions partielles couvrant
K mots qui sont représentées dans le graphe. Dit autrement, pour tout K, il existe au plus
M chemins d’origine <s> et de longueur K dans le graphe (chaque pile a une capacité M).
– Limitation du nombre d’alternatives de traduction. On ne considère que les N meilleures
alternatives de traduction pour chaque élément de la phrase source. Dit autrement, pour
un alignement donné, chaque nœud a au plus N fils. On peut également ne conserver que
les alternatives ayant une probabilité suffisante.
En appliquant ces stratégies, on peut se ramener à un treillis beaucoup plus petit. Mais il
s’agit là d’approximations, et on n’est pas assuré de ne pas éliminer la meilleure hypothèse. Le
treillis est donc construit de la façon suivante (algorithme très simplifié, ne prenant notamment
pas en compte la fertilité, les séquences, etc.) :
1. On commence avec le seul nœud <s> (toutes les piles sont vides).
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2. Pour toutes les possibilités d’alignement a1 (alignement du premier mot de t) données par
le modèle d’alignement et le modèle de longueur P (Len(S)|Len(T)), on cherche dans la
table de traduction les alternatives T (sa1) correspondant à sa1 . Pour chaque valeur de a1 on
considère au plus N entrées. Chacune de ces alternatives constitue une nouvelle traduction
partielle. On créé donc autant de fils du nœud <s>, les arcs portant tous les éléments des
T (sa1) qui n’ont pas été éliminés (c’est-à-dire que la pile p1 contient ∪a1T (sa1)). Ensuite,
seules les M meilleures traductions partielles sont conservées.
3. Le processus se poursuit récursivement : Chaque nœud n’ayant pas de fils est prolongé en
créant, pour chaque position non encore couverte par les hypothèses arrivant à ce nœud, des
fils correspondant aux alternatives de traductions. Le nombre de fils est contraint par les
paramètres M et N et les probabilités d’alignement, du modèle de langage et du modèle de
traduction. Si deux hypothèses convergent selon le critère évoqué précédemment, la moins
bonne est éliminée.
4. Si un chemin ne peut être prolongé, il est considéré comme une impasse.
5. Quand un chemin couvre tous les mots de la phrase source, il est prolongé vers le nœud
spécial </s> (fin de phrase).
Supposons qu’on fixe M = 4 et N = 2 et qu’on utilise un modèle trigramme (donc un histo-
rique de longueur deux) pour construire le treillis. La figure 1.8 montre ce que le treillis précédent
pourrait devenir, avant élagage des hypothèses convergentes, et toujours en ne considérant que
les alignements monotones (c’est-à-dire sans réarrangement) :
Figure 1.8 – Exemple de treillis élagué
La réduction de complexité est ici spectaculaire. Bien sûr, cela tient en partie au fait que cet
exemple est simpliste. Un treillis réel compte aisément des dizaines ou des centaines de milliers
de nœuds et d’arêtes. Une fois le treillis construit, la meilleure hypothèse de traduction est dé-
terminée en cherchant le chemin de moindre coût entre <s> et </s> grâce à un algorithme de
recherche de plus court chemin, par exemple l’algorithme A∗ [Hart 68]. Pour certaines applica-
tions, on calculera non pas la meilleure hypothèse mais les n meilleures : l’ensemble obtenu est
une n-best list (« liste des n meilleures »). Cela peut servir, par exemple, si on veut utiliser un
système différent pour déterminer laquelle de ces hypothèses est vraiment la meilleure traduction
[Shen 04]. Ou pour recombiner ces hypothèses pour en générer une nouvelle. Ou encore pour
calculer des mesures de confiance (section 2.1.1).
1.5.6 Les corpora
À l’instar de n’importe quel problème d’apprentissage automatique, les paramètres des mo-
dèles de langue et de traduction sont estimés sur de grands corpora de données. La taille des
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corpora doit être d’autant plus importante que le nombre de paramètres est élevé. Les modèles
de langue sont estimés sur des corpora dits monolingues (un ensemble de texte dans la langue
concernée), et les modèles d’alignement et de traduction sont estimés sur des corpora bilingues
alignés : ceux-ci sont des collections de paires de phrases dont l’une est la traduction de l’autre.
Ces corpora comptent quelques centaines de milliers à quelques centaines de millions de phrases.
Plus les documents qui seront traduits par un système sont similaires aux corpora qui ont été
utilisés pour l’estimation des modèles, meilleures seront les performances. Il existe des dizaines
des corpora différents, chacun étant en général issu d’un besoin particulier. On peut citer :
Europarl [Koeh 05] : il comprend des corpora monolingues et bilingues, constitués de trans-
criptions de sessions du Parlement Européen et de leurs traductions dans différentes langues de
l’Union Européenne (français, anglais, allemand, espagnol, tchèque, hongrois et d’autres). Il a
été constitué dans le cadre du projet EuroMatrix 7 dont le but était de pourvoir les instances
administratives et politiques de l’Union Européenne en outils de traduction automatique. Pour
illustration, le corpus monolingue anglais de la version 6 d’Europarl compte environ deux mil-
lions de phrases (cinquante millions de mots), et le corpus bilingue français-anglais 1,8 millions
de paires de phrases (45 millions de mots environ). Ce corpus est utilisé notamment pour les
campagnes d’évaluations WMT 8. Nous utiliserons ces corpora pour toutes nos expériences sur
les mesures de confiance (partie II). En plus des transcriptions des sessions du Parlement Eu-
ropéen, des transcriptions d’émissions radiophoniques et leurs traductions ont été fournies lors
de la campagne d’évaluation WMT 2011. Le corpus monolingue des transcriptions en anglais
comprend environ trente millions de phrases (660 millions de mots), et le corpus bilingue 115
mille paires de phrases (2,9 millions de mots). Ces corpora seront utilisés dans la partie III pour
l’entrâınement de modèles de langue et de traduction de la parole.
TED : utilisé notamment lors de la campagne IWSLT 2011 9, ces corpora monolingues et
multilingues sont constitués des transcriptions des célèbres TED Talks 10. Le corpus bilingue
français-anglais comprend environ cent mille paires de phrases (1,7 millions de mots), et le
corpus monolingue anglais environ 125 mille phrases (environ 2,4 millions de mots), ce qui en
fait un corpus assez modeste. Nous l’utiliserons dans la partie III pour l’entrâınement de modèles
de langue et de traduction de la parole.
MultiUN [Eise 10] : un corpus multilingue tiré du site internet des Nations Unies 11. La
partie bilingue français-anglais contient environ douze millions de paires de phrases (346 millions
de mots).
Google n-gram : ce corpus 12 consiste en une liste des n-grammes présents dans les livres
numérisés dans le cadre du projet Google Books 13, et leur nombre d’occurrences. Ce corpus est
donc intermédiaire entre un corpus textuel et un modèle de langue.
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GigaWord : ce corpus proposé par le Linguistic Data Consortium 14 est un imposant corpus
de dépêches proposées par l’Agence France Press English Service, l’Associated Press Worldstream
English Service, le New York Times Newswire Service et le Xinhua News Agency English Service,
comprenant environ 1,8 milliards de mots.
Il en existe d’autres, et notamment des corpora plus petits destinés à des usages spécialisés
(traduction de phrases utiles en voyage, documents médicaux, etc.).
1.6 L’évaluation des traductions automatiques
Évidemment, même si un système est capable de déterminer la traduction la plus probable
de n’importe quelle phrase source, la qualité de la traduction proposée dépendra de la pertinence
des modèles utilisés et de la précision de l’estimation des paramètres. Une traduction optimale
au sens probabiliste, mais obtenue avec un modèle simpliste ou entrâıné sur trop peu de données
ne sera pas de qualité satisfaisante. Et les modèles les plus sophistiqués sont encore incapables
de rendre compte de toute la complexité des langues naturelles et de leur évolution constante.
Il est donc important, pour juger des progrès accomplis ou des améliorations à apporter, ou
pour comparer entre eux les systèmes et les modèles, d’évaluer rigoureusement la qualité des
traductions. Bien sûr, la notion même de qualité est difficile à définir dans un domaine aussi
subjectif que la traduction (voir la discussion en partie II, section 1.1).
1.6.1 Évaluation humaine
L’idée la plus naturelle est de demander à un expert ou un ensemble d’experts d’évaluer la
qualité des traductions. On fait souvent cette évaluation phrase par phrase selon deux critères
[Koeh 06] :
– Intelligibilité : la traduction proposée est-elle compréhensible ? Est-elle une phrase bien
formée ? En principe, l’intelligibilité s’évalue indépendamment de la phrase source.
– Adéquation : la traduction a-t-elle le même sens que la phrase source ? Ce critère est en
principe évalué indépendamment de l’intelligibilité, même si les deux sont évidemment
corrélées.
On distingue parfois aussi le caractère informatif de la traduction, en mesurant la capacité
d’un juge humain à répondre à des questions portant sur le contenu de la phrase ou du document
après avoir lu sa traduction. Pour certaines applications, on peut au contraire ne demander
qu’une seule évaluation, synthétique. Parfois encore, on demande simplement aux juges de classer
les traductions entre elles.
Si ces méthodes ont l’avantage de faire intervenir le bénéficiaire final de la traduction auto-
matique, à savoir l’être humain, elles ont tout de même de sérieux désavantages : d’abord, elles
sont extrêmement coûteuses. 391 heures de travail ont été nécessaires à 130 juges pour évaluer les
résultats de la campagne WMT 2011 [Call 11] (quelques milliers de phrases au total). Ensuite,
ces évaluations sont largement subjectives et ne sont pas reproductibles : les auteurs rapportent
un accord inter-annotateurs assez modeste (l’interprétation de la métrique d’accord étant assez
subtile, je ne la reprendrai pas ici afin d’éviter une trop grande simplification, et me contente-
rai de l’appréciation). Même l’accord intra-annotateur (c’est-à-dire la constance des jugements
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Il peut donc être délicat d’utiliser ces évaluations pour comparer des systèmes ou pour juger
de l’évolution des performances. Afin de résoudre ces problèmes, des techniques d’évaluation
automatique ont été développées. Nous allons voir qu’en contrepartie d’un coût faible et de la
reproductibilité de ces métriques, elles ne constituent toujours pas une panacée. La prudence
reste donc de mise dans l’interprétation des évaluations.
1.6.2 Évaluation automatique
Les mesures d’évaluation automatique reposent sur la comparaison entre une traduction au-
tomatique et une traduction de référence, produite par un expert. De façon très simplifiée, toute
différence entre la traduction automatique et la référence est considérée comme une erreur, et ces
mesures comptent le nombre d’erreurs. C’est la façon de comparer les traductions automatiques
et de référence qui diffèrent. Afin de ne pas pénaliser des traductions qui seraient correctes, mais
différentes de la traduction de référence (il existe en général plusieurs façons correctes de tra-
duire une même phrase source), certaines de ces mesures (notamment BLEU [Papi 01]) peuvent
utiliser plusieurs traductions de référence.
Taux d’Erreur Mot : le Taux d’Erreur Mot ou WER (Word Error Rate) est simplement la
distance de Levenshtein [Leve 66], dL dans la formule ci-dessous, rapportée à la longueur de la
référence :
WER(t, tref ) =
dL(t, tref )
Len(tref )
C’est la métrique utilisée en reconnaissance automatique de la parole. Si elle est bien adap-
tée pour ce problème car il a solution unique et bien définie, il n’en va pas de même pour la
traduction : par exemple, un adjectif manquant rendra en général la traduction seulement im-
précise, alors qu’une négation manquante peut en changer totalement le sens. De plus, cette
mesure pénalise les différences dans l’ordre des mots, alors qu’il n’est pas toujours important.
Les auteurs de [Till 97b] proposent une variante indépendante de la position des mots (ce qui
évidemment pose problème dans certains cas), le Taux d’Erreur Mot indépendant de la position :
si on considère l’hypothèse de traduction et la référence comme deux multi-ensembles (ensembles
dans lesquels un élément peut apparâıtre plusieurs fois) et non comme des séquences, le PER
(Position-independant Error Rate) est simplement le cardinal de leur différence symétrique rap-
porté au cardinal de la référence :
PER(t, tref ) =
|t∆tref |
|tref |
Taux d’Édition de la Traduction : plus sophistiqué, le Translation Edit Rate (TER)
[Snov 06] mesure le nombre minimal d’éditions élémentaires qu’un expert doit apporter à la
traduction automatique pour qu’elle soit identique à une des traductions de référence. Les opé-
rations élémentaires sont l’insertion, la substitution et la suppression (ces opérations sont éga-
lement comptées par le WER), ainsi que le déplacement d’un groupe de mots. Notons E(t, tref )
le nombre minimal d’opérations pour transformer t en tref , déterminé par programmation dy-
namique ; notons t1ref , .., t
K
ref l’ensemble des traductions de référence. Le TER s’exprime :
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TER, et ses variantes HTER et TER plus [Snov 09] faisant intervenir des experts ou des
connaissances expertes, figurent parmi les meilleures mesures actuellement disponibles pour
l’évaluation automatique ou semi-automatique des traductions.
BLEU : je terminerai avec BLEU (BiLingual Evaluation Understudy, [Papi 01]), peut-être
la métrique la plus populaire, utilisée notamment dans les campagnes WMT. C’est également
celle que nous utiliserons dans nos expériences. Le principe de cette métrique est de comparer
non seulement les mots composant les traductions, mais aussi les n-grammes. Plus précisément,
BLEU est la moyenne géométrique pondérée des précisions n-grammes (c’est-à-dire, le nombre de
n-grammes de l’hypothèse apparaissant effectivement dans une référence rapporté au nombre de
n-grammes contenus dans l’hypothèse. Les n-grammes « manquants », c’est-à-dire apparaissant
dans une référence et pas dans l’hypothèse, ne sont pas comptés), pour n compris entre 1 (les
unigrammes, c’est-à-dire les mots) et N (N = 4 dans l’implémentation de référence) :
BLEU(t; t1ref , .., t
K
ref ) = BP (t; t
1





pn est la précision n-gramme, wn est son poids dans la moyenne, et BP (Brevity Penalty) est
une pénalité aux traductions courtes (en effet, les n-grammes manquants ne sont pas pénalisés
par la précision, les traductions tronquées sont donc artificiellement avantagées) :








où r est la longueur de la traduction de référence la plus proche de Len(t) parmi
Len(t1ref ), .., Len(t
K
ref ).
BLEU a la réputation d’être une des meilleures métriques d’évaluation automatique des tra-
ductions. Notamment, lors de la campagne d’évaluation NIST MT, le classement des systèmes
en compétition réalisé par BLEU a été le même que celui réalisé par des juges humains. Cepen-
dant, il faut noter BLEU excelle lorsque les précisions n-grammes sont calculées au niveau d’un
document (un ensemble de phrases, un texte, une page web...), mais que l’utilisation de cette
métrique pour évaluer les phrases séparément est sujette à caution. Les auteurs de [Tant 07] en
proposent une variante permettant de faire la différence entre différents types d’erreurs (erreurs
de vocabulaire, erreurs de flexion, etc.).
Cette présentation n’est pas exhaustive. On pourrait encore citer NIST [Dodd 02] et WNM
[Baby 04], des améliorations de BLEU, ou METEOR (Metric for Evaluation of Translation with
Explicit Ordering, [Bane 05]), qui utilise un modèle d’alignement entre une traduction automa-
tique et la traduction de référence.
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Les mesures de confiance
Quelle que soit la qualité des modèles implémentés, la taille des corpora sur lesquels leurs
paramètres sont estimés, ou l’efficacité des décodeurs employés, les traductions proposées par
un système de traduction automatique sont toujours loin d’être parfaites. Fondamentalement,
un système de traduction génère l’hypothèse la plus probable selon un modèle étant donnée
une phrase source ; or, aucun modèle ne rend compte de la variabilité, de la subtilité et de la
complexité du langage naturel. Les meilleurs systèmes de traduction automatique font donc, et
continueront de faire des erreurs. Après tout, même les humains en font. Les erreurs peuvent
prendre des formes diverses. Un mot peut être incorrect, mal placé ou manquant. Une traduction
peut n’avoir absolument aucun sens ou être légèrement moins précise que la phrase source. Un
mot manquant (une négation, par exemple) peut bouleverser le sens, alors qu’une myriade de
petites erreurs grammaticales, si elles rendent la lecture plus difficile, ne gênent pas forcément la
compréhension. Le problème est donc complexe, mais les utilisateurs, et notamment les utilisa-
teurs ne mâıtrisant pas la langue source, pourraient tirer parti d’un outil de détection d’erreur
dans les traductions. D’autres applications sont possibles : au sein des entreprises ou institutions
déployant des systèmes de traduction, un document traduit automatiquement et destiné à la
diffusion doit être relu et corrigé par un expert. On parle alors de post-édition, et un système
permettant de détecter rapidement les erreurs pourrait bénéficier aux traducteurs [Ueff 05]. La
post-édition automatique, telle qu’elle est par exemple décrite dans [Sima 07], pourrait aussi
tirer parti de la détection d’erreur, en sélectionnant les phrases qui doivent être modifiées. Autre
exemple, les auteurs de [Spec 11], par exemple, proposent de sélectionner parmi les résultats
d’une traduction automatique les phrases assez bonnes pour être corrigées en post-édition, les
autres étant retraduites intégralement à partir de la source par l’interprète. Cela évite à l’inter-
prète la frustration de devoir comprendre et corriger des traductions particulièrement mauvaises.
Les auteurs de [Gand 03] proposent également d’utiliser les mesures de confiance dans un sys-
tème de prédiction de traduction. Ces applications potentielles seront décrites dans la section 2.2
de cette introduction. Dans cette thèse, je proposerai une application des mesures de confiance
à la post-édition (section 4) et à la traduction de la parole (partie III).
Cependant, et peut-être à cause de telles attentes, l’estimation de qualité est un problème
particulièrement délicat : en effet, si un utilisateur doit prendre une décision en se basant sur
une mesure de confiance (comme accepter, éditer ou rejeter une proposition de traduction, s’y
fier ou non, etc.), celle-ci doit être particulièrement fiable, afin de ne pas lui faire perdre de
temps. Par exemple, si une mesure de confiance laisse passer trop d’erreurs, l’utilisateur devra
de toutes façons vérifier toutes les traductions et il ne gagnera pas de temps (voir l’expérience
de post-édition — section 4). Même pour une tâche d’assimilation (c’est-à-dire quand on ne
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Figure 2.1 – Schéma très général d’un système de traduction automatique
cherche pas à obtenir une bonne traduction, mais seulement à comprendre le texte original),
il est particulièrement important de ne pas induire l’utilisateur en erreur en lui laissant croire
qu’une traduction est correcte alors que son sens est erroné.
2.1 Différentes approches des mesures de confiance
L’intérêt que la communauté scientifique de traduction automatique porte aux mesures de
confiance est relativement récent. Une grande partie des articles traitant du sujet a été publiée
après le début des années 2000. C’est donc encore un domaine jeune, et il est difficile d’y discerner
une approche particulière qui constituerait sans conteste une référence, un point de comparai-
son stable. Dans cette section je vais donc m’attacher à présenter méthodiquement, mais sans
prétendre à une exhaustivité illusoire, trois axes qui me semblent les plus représentatifs des
différentes approches des mesures de confiance. Cette section n’est pas destinée à formaliser le
problème, on se référera pour ceci à la partie II, section 1. Lorsque cela est nécessaire et ne nuit
pas à la clarté, j’utiliserai ici quelques notations qui seront définies au début de la partie II,
section 1.
2.1.1 Probabilité a posteriori des traductions
Très schématiquement, la plupart des systèmes de traduction automatique (section 1), et
notamment les systèmes statistiques (section 1.5), fonctionnent en attribuant un score F (s, t)
à toute hypothèse de traduction t étant donnée une phrase à traduire s, et en choisissant la
traduction obtenant le meilleur score (figure 2.1). Ce score peut être basé par exemple sur des
probabilités dans le cas d’un décodeur statistique, ou sur les similarités entre la traduction
proposée et des traductions connues pour les systèmes par analogie.
Une première approche intuitive des mesures de confiance est de considérer que plus la
traduction retenue a un score bas, plus sa qualité est basse, ou plus elle a de chance d’être
erronée. C’est-à-dire :
F (s, t) < F (s, t′)⇔ t est une moins bonne traduction de s que t′
Dans le cas des systèmes statistiques, on peut utiliser le score P (s|t) × P (t) fourni par le
décodeur (section 1.5.5). Cependant, ce score n’est pas normalisé, car le facteur P (s) est ignoré
(il est constant donc inutile au calcul de la meilleure traduction — section 1.5.1). Il peut donc
exister deux couples de phrases (s1, t1) et (s2, t2) tels que :
F (s1, t1) < F (s2, t2) et P (t1|s1) > P (t2|s2)
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Ce qui signifie que la traduction t2 obtient un meilleur score selon le système (F (s2, t2))
alors que t1 a plus de chances d’être une traduction correcte (P (t1|s1) > P (t2|s2)). On voit
donc qu’on ne peut pas interpréter les scores fournis par le système directement comme une
estimation de qualité.
Pour estimer correctement la probabilité qu’une traduction soit correcte, il faut donc calculer
sa probabilité a posteriori P (t|s). Dans ce contexte, la mesure de confiance d’un mot sera :




On peut calculer la probabilité a posteriori à partir des scores fournis par le système par la
relation suivante, présentée dans la section 1.5.1 :
P (t|s) = P (s|t)× P (t)
P (s)
Il faut donc estimer P (s). Les approches les plus courantes consistent à utiliser pour cela
les n-best list (liste des n meilleures hypothèses) et les treillis de mots fournis par les systèmes
de traduction statistiques [Ueff 03, Blat 03] (voir la partie I, section 1.5.5 pour des explications
sur les treillis et les n-best list). Cette approche est également utilisée pour l’estimation de
confiance en transcription automatique [Razi 08, Razi 07, Kemp 97], les deux problèmes étant
formellement identiques.
Les auteurs de [Ueff 05], par exemple, proposent une méthode pour déterminer la probabilité
a posteriori d’un mot P (ti = w|s) en sommant les scores des chemins contenant ce mot. La
normalisation est effectuée en divisant cette somme par la somme des probabilités de tous les
chemins du graphe. Une méthode alternative pour calculer P (ti = w|s) est de sommer les
probabilités de toutes les hypothèses t de la n-best list telles que ti = w, et de normaliser en
divisant par la somme des probabilités de toutes les hypothèses. Cette alternative est plus simple,
mais la n-best list représente en général moins d’hypothèses que le graphe de mots. P (s) est donc
moins bien estimée.
Cette approche a l’avantage de ne nécessiter aucun modèle supplémentaire pour l’estimation
de la mesure de confiance. Cette approche permet également de détecter les phrases hors do-
maine : par exemple, si des modèles statistiques ont été entrâınés sur des corpora du Parlement
Européen, et qu’on les utilise pour traduire des articles scientifiques, il y a fort à parier que les
traductions seront de mauvaises qualité. Dans ce cas, les scores calculés par le système seront
bas.
En revanche, cette approche nécessite l’accès aux scores fournis par le système de traduction,
ce qui n’est pas toujours le cas lorsqu’on utilise des systèmes commerciaux. Cette méthode n’est
pas non plus robuste aux modèles mal estimés (lorsqu’on ne dispose que de peu de données
par exemple). Supposons par exemple que le modèle de traduction soit entrâıné sur un corpus
bilingue dans lequel il est question d’aviation, de telle sorte que le mot français vol est toujours
traduit par le mot anglais flight. Dans ce cas, un modèle statistique ou par analogie prédirait
toujours, avec un bon score, la traduction flight pour le mot vol. On voit donc que si on traduit
une phrase dans lequel il a un sens différent, par exemple : Le vol des plans du prototype, on a
toutes les chances d’obtenir une erreur de traduction et de ne pas détecter l’erreur.
Enfin, elle n’est pas robuste aux changements dans les systèmes : si on change les algorithmes,
les paramètres ou les modèles utilisés (par exemple, si on passe d’un modèle généraliste à un
modèle spécifique), le score d’une traduction donnée t pour une phrase source donnée peut être
modifié, alors que naturellement, sa qualité ne change pas.
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On voit donc les limites inhérentes à cette approche : d’une part, fondamentalement, la
qualité de la traduction t d’une phrase source s dépend uniquement du couple (s, t) et de son
contexte, pas du système utilisé pour la traduction. D’autre part, si les modèles ont échoué à
fournir une traduction correcte, il y a peu de chances qu’ils puissent constituer un outil efficace
pour détecter leurs propres erreurs.
2.1.2 Estimation directe
Afin d’éviter de devoir utiliser pour la détection des erreurs les modèles qui ont engendré
ces mêmes erreurs, on peut développer un système d’estimation de qualité spécifique, distinct
du système de traduction, utilisant ses propres modèles. Cela a en outre l’avantage de rendre
inutile l’accès au fonctionnement interne du système de traduction, et de rendre l’estimation
de qualité totalement indépendante de celui-ci. Formellement, cela revient à estimer un score
f(s, t) avec f 6= F (figure 2.1). Par exemple, f peut être la probabilité estimée selon un modèle
de traduction estimé séparément, ou un modèle de langue, ou encore des modèles spécifiques
comme décrits dans la section 3.
Les auteurs de [Ueff 05], par exemple, proposent d’utiliser un modèle IBM-1 pour estimer la
probabilité de correction d’un mot. La probabilité du mot ti dans ce modèle s’écrit en principe :






Sous cette forme, elle est utilisée dans [Blat 03]. Les auteurs de [Ueff 05], constatant qu’une
bonne approximation de cette somme est le maximum, proposent de la remplacer par :
P̃ (tj |s) = max{pIBM−1(tj |si)}i=0..Len(s)
Ils montrent cependant que cette méthode, si elle est plus simple, donne de moins bons
résultats que celle exposée dans la section précédente.
Cette méthode a le gros avantage d’apporter à l’estimation de qualité des informations nou-
velles, qui n’ont pas été utilisées pour la traduction elle-même. On peut ainsi espérer plus ef-
ficacement compenser les défaillances des modèles utilisés pour la traduction. Les scores ainsi
produits seront en outre aisément interprétables : il s’agit de juger de la qualité d’une traduction
à l’aune d’un certain critère ou d’un certain modèle. Cependant des limitations persistent : d’une
part, les modèles utilisés (modèles de traduction IBM, modèles de langage, etc.) sont souvent
très corrélés, voire identiques, aux modèles utilisés pour la traduction. On a donc le même pro-
blème qu’avec la méthode exposée précédemment : ces modèles risquent de commettre les mêmes
erreurs que ceux utilisés pour la traduction, et d’être donc impuissants à détecter les erreurs.
D’autre part, on peut se dire que si on avait un modèle effectivement capable de distinguer un
mot erroné d’un mot correct, on pourrait l’utiliser dans le système de traduction lui-même, pour
éviter les erreurs. Enfin, un score, c’est-à-dire une seule source d’information, s’avère dans bien
des cas une représentation trop fruste pour détecter une erreur étant donnée la complexité des
langues naturelles.
2.1.3 Classification et Régression multivariées
Nous en arrivons donc à la dernière approche, qui sera celle développée dans cette thèse, et
qui est déjà adoptée dans de nombreuses équipes de recherche. Si une source d’information n’est
pas une représentation assez riche pour représenter la traduction dans toute sa complexité, nous
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allons multiplier les sources d’information. Plus de détails seront donnés dans la partie II, sec-
tion 1, mais le principe est de représenter une paire (s, t) d’une phrase source et d’une traduction
automatique par un vecteur de Rd, avec d ∈ N le nombre de « descripteurs » ou « paramètres
prédictifs » utilisés (partie II, section 3), et de voir le problème d’estimation de qualité comme un
problème d’apprentissage statistique, qui sera traité par des techniques classiques de classification
et régression multivariées (partie II, section 1.4). Si cette technique présente les inconvénients de
temps de calculs souvent élevés, et de scores difficilement interprétables (pris individuellement,
les paramètres prédictifs n’ont pas d’interprétation univoque en terme d’estimation de qualité,
et les algorithmes de classification et de régression sont utilisés comme des bôıtes noires), on
peut en revanche aisément ajouter de nouvelles sources d’informations, et même utiliser celles
présentées dans les sections précédentes 2.1.1 et 2.1.2.
L’objectif de cette section n’est pas de formaliser le problème, ni de détailler les paramètres
prédictifs et les algorithmes d’apprentissage automatique utilisés. Ce sera fait en partie II, sec-
tion 3. Je vais ici faire un tour d’horizon des différentes approches rencontrées dans la littérature
sur le sujet. Je ne prétends pas à l’exhaustivité : l’intérêt majeur de l’estimation de confiance
par classification ou régression multivariée est justement de pouvoir s’accommoder d’une très
grande diversité de paramètres prédictifs, et il existe des dizaines d’algorithmes d’apprentissage
automatique différents pouvant être utilisés pour résoudre le problème, chacun avec leurs spé-
cificités. Les passer tous en revue serait laborieux, sinon impossible. Je me contenterai donc de
présenter les approches à ma connaissance les plus efficaces et les plus représentatives.
Cette approche a très tôt été explorée par la communauté de traduction automatique lorsque
l’intérêt pour les mesures de confiance s’est développé au début des années 2000. Un bon point
de départ (il fut le mien) pour la compréhension de l’estimation de confiance par classification
ou régression multivariée est le compte-rendu de l’atelier de la Johns Hopkins University sur les
mesures de confiance [Blat 03]. Cet article donne un bon aperçu de la diversité des paramètres
prédictifs utilisés dans ce domaine. Les participants à cet atelier ont utilisé des modèles de langue
n-gramme (partie II, sections 3.1.1 et 3.2.1), des modèles de traduction IBM-1 (section 1.5.2 ;
partie II, sections 3.1.6 et 3.2.3), des estimations de probabilité a posteriori (section 2.1.1), et
pléthore d’autres paramètres (utilisant par exemple l’alignement, ou une analyse superficielle
des hypothèses de traduction). La classification est ensuite effectuée en utilisant un classifieur
bayésien näıf ou un perceptron multicouches (partie II, section 1.4.3). Les résultats présentés
sont cependant assez délicats à interpréter, car ils sont très variables notamment selon la façon
dont est construite la classification de référence utilisée pour l’entrâınement et l’évaluation des
classifieurs. Cette classification de référence est en effet produite automatiquement en comparant
les hypothèses de traduction avec des traductions de référence, et il est difficile de s’assurer de
la qualité de cette annotation automatique, qui en plus dépend de plusieurs paramètres.
L’auteur de [Quir 04], quant à lui, utilise des scores produits par le système de traduction
utilisé (MSR MT [Mene 01]), ainsi que la perplexité et la longueur de la phrase source et de
la traduction produite comme paramètres prédictifs. La classification est ensuite effectuée en
utilisant un réseau de neurones ou une machine à vecteurs de supports (SVM pour Support
Vectors Machine — voir partie II, section 1.4.2). L’auteur montre que les SVM donnent des
résultats légèrement meilleurs que les réseaux de neurones. Il montre également qu’utiliser une
classification de référence de petite taille, mais réalisée par des experts, permet une meilleure
classification que l’utilisation d’un corpus important, mais annoté automatiquement. Cependant,
je proposerai dans la partie II, section 2.3 une autre méthode pour produire automatiquement
de grandes quantités de données automatiquement annotées dont l’utilisation donne de meilleurs
résultats que celle d’un corpus restreint annoté par des experts.
[Spec 09] présente une estimation de la qualité des traductions selon des critères et sur
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une échelle similaire à ceux utilisés par un juge humain (section 1.6.1). Les auteurs utilisent
pour cela l’essentiel des paramètres présentés dans [Blat 03], et effectuent une Régression des
Moindres Carrés Partiels (Partial Least Square Regression, PLSR [Abdi 03] — voir partie II,
section 1.4.4). Les auteurs proposent également une liste des paramètres qu’ils ont déterminés
être les plus pertinents, essentiellement les paramètres utilisant les modèles de langues source et
cible, les longueurs de la phrase source et de la traduction, la correspondance entre leurs signes
de ponctuation, des informations sur l’alignement et des indications sur la cohérence de la phrase
source avec les corpora entrâınés pour l’estimation du modèle de traduction.
Enfin, je mentionnerai [Xion 10] et [Bach 11], qui proposent d’utiliser des informations lin-
guistiques (reposant sur des connaissances expertes) comme paramètres prédictifs pour l’esti-
mation de confiance : le premier estime la probabilité de correction d’un mot en utilisant, entre
autres les classes grammaticales de ses voisins et une analyse grammaticale de la phrase. Le
second utilise, entre autres paramètres, une grammaire de dépendance pour vérifier les accords
à longue distance entre les mots (c’est-à-dire, hors de la portée des historiques utilisés par les
modèles de langue traditionnels, notamment n-gramme). Ces sources d’information supplémen-
taires permettent d’améliorer quelque peu la détection d’erreur, mais les performances restent
similaires à celles des systèmes purement statistiques.
Dans les sections 1 et 3 de la partie II, je proposerai une formalisation de l’estimation de
confiance par classification et régression multivariée, ainsi que des expériences autour des al-
gorithmes d’apprentissage automatique de l’état-de-l’art, des paramètres prédictifs déjà utilisés
dans la littérature, d’autres adaptés de l’estimation de confiance pour la reconnaissance auto-
matique de la parole, ainsi que plusieurs paramètres originaux (sections 3.1.4, 3.1.5, 3.2.2).
2.2 Applications des mesures de confiance
On imagine sans peine que connâıtre la correction d’un mot ou d’une phrase est une infor-
mation précieuse. Les applications sont bien sûr nombreuses. Les auteurs de [Blat 03] proposent
d’utiliser des mesures de confiance pour déterminer, au sein d’une n-best list (section 1.5.5),
laquelle est la meilleure. Cette opération s’appelle reclassement (reranking), car les hypothèses
d’une n-best list sont déjà classées par le système de traduction, et cette méthode modifie le
classement, pour ensuite choisir la nouvelle meilleure hypothèse.
Les auteurs de [Jaya 05] décrivent un système, Multi-Engine Machine Translation (MEMT),
permettant de combiner les hypothèses de traductions produites par différents systèmes, pour
en générer de nouvelles. Chaque système propose une estimation de confiance pour l’hypothèse
qu’il produit. Ces hypothèses sont ensuite recombinées, en utilisant les estimations de confiance
pour sélectionner les mots qui reviennent le plus souvent dans les hypothèses ayant le meilleur
score. Ainsi, les auteurs obtiennent une amélioration de 17% du score METEOR [Bane 05] par
rapport à la meilleure hypothèse fournie par un des systèmes.
[Spec 10, Spec 11] présentent une méthode pour prédire le temps que demandera la correction
des hypothèses à un expert humain. En effet, lorsqu’un document traduit est destiné à être publié,
il doit systématiquement être relu par un humain, et certaines phrases doivent être corrigées.
Ce processus s’appelle post-édition. Mais certaines traductions sont trop mauvaises pour être
corrigées. Cela représente une perte de temps et une source frustration pour un traducteur,
qui préférera la traduire entièrement (voir également les conclusions de notre expérience de
post-édition, partie II, section 4.3). Lucia Specia et al. proposent donc d’utiliser des mesures de
confiance pour détecter les traductions qui sont trop mauvaises pour être corrigées, et soumettre
alors au traducteur la phrase source pour qu’il la traduise lui-même.
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He et al. proposent également dans [He 10] d’utiliser les mesures de confiance pour écarter
des traductions trop mauvaises pour être corrigées par un humain, mais dans un contexte un
peu différent : les traducteurs professionnels utilisent parfois des mémoires de traduction, des
logiciels qui enregistrent les phrases, segments ou mots déjà traduits, et proposent à l’utilisateur
la traduction qu’il a utilisée par le passé (l’historique de traduction). Lorsque l’élément traduit
n’a jamais été rencontré, le logiciel ne propose rien. He et al. proposent d’étendre ce système
avec des prédictions de traduction : ils y incorporent un système de traduction automatique
statistique, qui fera des propositions lorsque l’élément traduit n’est pas dans l’historique. Afin
de ne pas proposer de traductions de trop mauvaise qualité, source de perte de temps et de
frustration, une estimation de confiance est calculée. La traduction automatique ne sera proposée
que si la confiance dépasse un certain seuil, qui peut être choisi par l’utilisateur. Toujours dans
le domaine de l’aide à la traduction, les auteurs de [Gand 03] proposent d’utiliser plusieurs
systèmes de prédiction de traduction, et d’utiliser des mesures de confiance pour choisir la
meilleure prédiction.
On pourrait aussi imaginer que des systèmes grand public, comme Google Translate ou
Babelfish, proposent une estimation de confiance à leurs utilisateurs : en effet, beaucoup des
utilisateurs de ces systèmes les utilisent pour traduire des phrases ou des pages web rédigées
dans des langues qu’ils ne mâıtrisent pas ou mal. Ils n’ont donc aucun moyen de savoir si la
traduction proposée est correcte ou non. Une estimation automatique de la fiabilité des résultats
pourrait permettre d’éviter les contresens.
2.3 Apports de la thèse
Dans les chapitres qui suivent j’exposerai les mesures de confiance de l’état de l’art qui me
semblent les plus représentatives et les plus importantes (parmi la multitude existant), ainsi
que certaines mesures originales (sections 3.1 et 3.2). Je présenterai également les résultats de
la combinaison de plusieurs mesures de confiance et autres paramètres prédictifs en utilisant
diverses méthodes : régression logistique, réseau de neurones, machine à vecteurs de support
et régression des moindres carrés partiels (sections 3.1.8 et 3.2.6). L’article [Blat 03] propose
déjà un tour d’horizon des mesures de confiance existantes et m’a servi de point de départ
pour la formalisation du problème, la création d’un système de référence et le développement
de nouvelles mesures, basées sur l’information mutuelle et les Parties-du-Discours (que nous
abrégerons en PoS pour l’anglais Part of Speech). J’ai également développé une méthode pour
générer des données d’apprentissage pour les classifieurs, permettant d’obtenir à faible coût une
grande quantité de données de bonne qualité.
On évalue les performances d’une mesure de confiance à l’aune des taux d’erreurs ou de
l’information qu’elle apporte (section 1.5). Afin de les mesurer, j’ai implémenté les techniques
décrites dans [Siu 99]. Dans les sections 3.1.8 et 3.2.6, je montrerai qu’utiliser un classifieur pour
combiner différentes mesures de confiance et paramètres prédictifs permet d’obtenir une amé-
lioration d’1,3 points en termes de taux d’égale erreur (section 1.5.1) par rapport à la meilleure
mesure.
Nous présentons dans la section 4 les résultats d’une expérience de post-édition : nous avons
demandé à des volontaires de corriger des traductions dans lesquelles les erreurs détectées par les
mesures de confiance étaient soulignées, afin de mesurer d’éventuels gains de productivité. Les
résultats ne montrent pas d’amélioration de la vitesse ni de la qualité de la post-édition, mais
l’expérience nous a permis d’identifier les défauts du système et les caractéristiques vraiment
importantes pour les utilisateurs.
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La section 5 décrira notre participation à la tâche d’estimation automatique de qualité de la
campagne d’évaluation WMT 2012 (http://www.statmt.org/wmt12).
Enfin, la partie III, la dernière de ce manuscrit, est consacrée à la présentation d’un système
de traduction de la parole spontanée tirant parti des mesures de confiance pour améliorer la
robustesse aux erreurs transcription, et pour offrir à l’utilisateur une estimation de la qualité







Théorie des mesures de confiance
1.1 Estimation de la qualité d’une phrase
Nous savons intuitivement distinguer une traduction correcte d’une traduction erronée. Si
une traduction n’a pas le même sens que la phrase source, si elle n’a aucun sens ou si elle
contient des erreurs, la traduction doit être corrigée. Mais la notion de « traduction erronée »
dépend de l’usage qu’on veut en faire : si les traductions des débats au Parlement Européen, par
exemple, doivent être parfaites, une documentation technique pourra elle souffrir des tournures
peu idiomatiques, et un utilisateur qui veut simplement saisir le sens général d’une page web
pourra accepter des erreurs de grammaire. De plus, le sens d’une phrase dépend parfois de
l’interprétation du lecteur (particulièrement si la phrase est sortie de son contexte). Une phrase
n’est donc pas « correcte » ou « incorrecte » de façon univoque. Il faut donc abandonner tout
espoir d’obtenir un classifieur parfait.
Vus ces obstacles à une définition formelle de la correction d’une traduction, et en cohérence
avec notre approche de la traduction automatique, nous avons suivi une approche empirique
de l’estimation de confiance : nous avons développé des modèles statistiques de mesures de
confiance dont les paramètres sont estimés sur des exemples créés par des humains. Cet ensemble
d’exemples est appelé corpus. Nous avons donc demandé à six volontaires d’annoter des phrases
traduites automatiquement afin de constituer notre corpus, avec le barème suivant :
1 : La traduction est inutilisable.
2 : La traduction est assez mauvaise, mais une partie de l’information de la phrase source se
retrouve dans la traduction.
3 : On comprend globalement le sens, mais la traduction pourrait être nettement améliorée.
4 : La traduction a des défauts mineurs.
5 : La traduction est très bonne.
Nous avons entrâıné le système de mesure de confiance à, d’une part, approcher ces scores
(tâche de régression numérique), et d’autre part, classifier comme incorrectes les phrases ayant
un score de 1 ou 2 (tâche de classification automatique), ce qui correspond à un objectif d’assi-
milation (le but est de comprendre le document, pas de publier la traduction automatique telle
quelle), et non de diffusion (la traduction proposée doit être publiable). Plutôt que chercher à
modéliser le sens d’une phrase ou estimer sa correction grammaticale, ce qui semble hors de
portée des méthodes actuelles de traitement des langues naturelles dans le cas général, nous cal-
culons de nombreuses mesures de confiance « simples » (comme la probabilité selon un modèle
de langue n-gramme) et des paramètres prédictifs — c’est-à-dire des indicateurs numériques
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n’ayant pas forcément d’interprétation directe en termes de confiance — comme le nombre de
mots dans la phrase source. Ces indicateurs forment une représentation numérique de la phrase
source et de la traduction proposée, plus simple et plus accessible aux méthodes numériques que
les phrases elles-mêmes, mais dont on espère qu’elle conserve assez d’information pour qu’un
classifieur puisse estimer la qualité de la traduction.
1.2 Estimation de la fiabilité d’un mot
Définir la correction (c’est-à-dire le caractère correct ou non) d’un mot est encore plus délicat.
Parfois, il est clair qu’un mot de la traduction n’a aucun rapport avec la phrase source, le
problème est alors simple. Cela peut être le cas lorsqu’elle contient des homonymes, par exemple
dans la traduction suivante :
I love rock’n roll.→ J’aime rocher et rouler.
Il ne fait aucun doute que rock’n roll ne doit pas ici être traduit mot-à-mot mais par le
rock’n roll, et que cette traduction est complètement erronée. Mais ce n’est pas toujours aussi
simple. Considérons l’exemple suivant :
These words have close meanings→

1 : Ces mots ont des sens proches (correct)
2 : Ces mots sont presque synonymes (correct)
3 : Ces mots sont presque proches (incorrect)
La troisième hypothèse est indubitablement une mauvaise traduction, mais quel mot exac-
tement est faux ? presque ? proches ? les deux ? Cet exemple montre une fois de plus qu’il est
impossible d’obtenir une détection parfaite des mots erronés, tout simplement parce que cela
n’a pas de sens. Néanmoins, comme nous le verrons plus loin, il est possible, en utilisant des
paramètres prédictifs et des classifieurs, d’approcher le jugement humain.
1.3 Formalisation
Le problème peut sembler inextricable. La difficulté de modéliser la sémantique, la variabilité
du vocabulaire, la complexité de la syntaxe et l’ambigüıté de la classification semblent placer
l’estimation de correction hors de notre portée. Pourtant, une formalisation rigoureuse va per-
mettre de la réduire à des problèmes connus, et accessibles au calcul. L’idée est de simplifier
la représentation des phrases et des mots en remplaçant leur représentation graphémique par
une représentation numérique. Cette simplification permet d’utiliser les techniques d’appren-
tissage statistique classique. Afin d’être pertinente, la représentation numérique doit s’attacher
à conserver autant que possible toute l’information portée par la représentation textuelle. En
plus de rendre le problème accessible aux méthodes numériques, définir rigoureusement un cadre
formel de l’estimation de correction permet d’interpréter plus précisément les résultats, et de
développer, tester et comparer facilement de nouvelles mesures de confiance. Nous allons donc
détailler dans cette section une formalisation rigoureuse des mesures de confiance, en partant
du concept élémentaire de vocabulaire pour arriver, par développements successifs, à celui de
traduction et d’estimation de confiance.
L’objectif de la traduction automatique est de générer une phrase dans une langue (hypo-
thèse) étant donnée une phrase dans une autre langue (source). Une phrase est une suite finie de
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mots et de signes de ponctuation, qui font partie d’un ensemble dénommé vocabulaire. Tous les
éléments du vocabulaire seront appelés graphèmes. Les phrases et les graphèmes sont modélisés
par des variables aléatoires. J’utiliserai les conventions suivantes (en plus des notations mathé-
matiques habituelles) : une variable aléatoire sera représentée par une lettre majuscule (X) et
une réalisation de cette variable par une lettre minuscule (x). Les vecteurs et autres variables
multidimensionnelles sont en gras, ainsi que les fonctions à valeurs non scalaires ; les scalaires
et les fonctions à valeurs scalaires sont en maigre. Ainsi, par exemple, le vecteur x ∈ Rd est
une réalisation de la variable aléatoire X, et le scalaire y ∈ R une réalisation de Y . Les lettres
cursives (V) sont des ensembles, et l’ajout d’une étoile (V∗) désigne l’ensemble des séquences
finies d’éléments de cet ensemble (les mots, au sens de la théorie des langages), sauf R∗, N∗ et
Z∗ qui gardent leur sens habituel. Une séquence pourra être notée x1, .., xn, (xi)i=1..n ou, par
économie de place, xn1 . Len(x) désigne la longueur d’un mot, d’une phrase ou d’une séquence,
ou la dimension d’un vecteur.
VS : vocabulaire de la langue source.
VT : vocabulaire de la langue cible (T pour « target » ).
S ∈ V∗S : phrase (au sens de suite de mots) dans la langue source.
T ∈ V∗T : phrase dans la langue cible.
De ces deux variables aléatoires de base, nous dérivons deux autres :
Len(S) ∈ N : longueur de S (nombre de mots)
Len(T) ∈ N : longueur de T
Si ∈ VS : i-ème mot de S
Tj ∈ VT : j-ème mot de T
Calculer des mesures de confiance, cela signifie qu’on a des réalisations des variables ci-dessus,
et que l’on doit estimer les valeurs de :
CS,T ∈ {0, 1} : correction de la phrase T en tant que traduction de S
CS,T,j ∈ {0, 1} : correction du j-ème mot de T
À cette fin il faut estimer les distributions de probabilité suivantes :
P (CS,T = 1|S,T) : probabilité que T soit une traduction correcte de S (1.1)
P (CS,T,j = 1|S,T) : probabilité que le j-ème mot de T soit correct (1.2)
S et T peuvent être n’importe quelle phrase. L’estimation directe de ces probabilités est donc
hors de la portée des méthodes actuelles de traitement des langues naturelles. On va donc
passer par une représentation numérique plus simple. La paire (S,T) est représentée par un
vecteur xs(S,T) ∈ Rds de paramètres prédictifs. ds est la dimensionalité de la représentation
numérique d’une paire de phrases, c’est-à-dire le nombre de paramètres prédictifs utilisés. Ces
paramètres seront décrits dans la section 3.2. De même, le j-ème mot de l’hypothèse T, c’est-à-
dire formellement le triplet (S,T, j) est représenté par xw(S,T, j) ∈ Rdw , avec dw le nombre de
paramètres prédictifs utilisés (section 3.1).
xs : (S,T) ∈ V∗S × V∗T → xs(S,T) ∈ Rds
xw : (S,T, j) ∈ V∗S × V∗T × N→ xw(S,T, j) ∈ Rdw
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Ces paramètres peuvent être, par exemple, la longueur de la phrase source, le score de T selon un
modèle de traduction ou un modèle de langage, etc. Certains paramètres prédictifs sophistiqués
(par exemple, la vraisemblance d’une phrase selon un modèle de langage n-gramme) peuvent
s’interpréter directement comme des mesures de confiance. Dans le cas contraire, ou si on veut
utiliser plusieurs paramètres, on estime les distributions de probabilité suivantes, plutôt que
celles exprimées dans les équations 1.1 et 1.2, dont elles sont des approximations :
p(CS,T; S,T)
def
= P (CS,T|xs(S,T)) (1.3)
p(CS,T,j ; S,T, j)
def
= P (CS,T,j |xw(S,T, j)) (1.4)
Bien que cela n’apparaisse pas explicitement dans la notation, p dépend de la fonction x, qui
d’une part n’est pas la même pour les mots et pour les phrases, d’autre part diffère dans les
différentes expériences qui seront présentées par la suite. Ces distributions seront entrâınées
sur de vastes corpora (section 2) en utilisant des algorithmes classiques (Section 1.4), comme
les Machines à Vecteurs de Support (Support Vector Machine, SVM ) [Cort 95], les Réseaux
de Neurones (Neural Networks, NN ) [Faus 94], la Régression Logistique (Logistic Regression,
LR) [Mena 02] ou la Régression des Moindres Carrés Partiels (Partial Least Square Regression,
PLSR) [Tobi 95].
1.3.1 Classification
Une fois les distributions de probabilité estimées (Équations 1.3 et 1.4), on peut les utiliser
comme mesures de confiance. On peut ensuite déterminer une classification des mots ou des
phrases :
ĉ : (T,S)→ ĉ(T,S) ∈ {0, 1}
ou au niveau des mots :
ĉ : (T,S, j)→ ĉ(T,S, j) ∈ {0, 1}










p(c; S,T, j) (1.6)
Cependant cette classification ne prend en compte ni un éventuel biais des estimations de pro-
babilité (par exemple, si la probabilité de correction est systématiquement surévaluée, il faut
le prendre en compte et la décision optimale n’est pas l’argmax des équations 1.5 et 1.6), ni
la différence entre les coûts d’un faux rejet et d’une fausse acceptation (en effet, la gêne pour
un utilisateur n’est pas forcément la même quand un mot correct est indûment rejeté et quand
un mot faux est détecté à tort comme correct ; voir les sections sur l’évaluation des classifieurs
— section 1.5.1 — et sur les conclusions de l’expérience de post-édition — section 4.3). Nous














1 si p(1; S,T, j) > δ
0 sinon
(1.8)
Si δ = 0.5, les formules 1.7 et 1.8 sont équivalentes aux formules 1.5 et 1.6. Mais choisir un seuil
plus élevé permet de compenser un biais positif des estimations de probabilité, ou de pénaliser
plus sévèrement les fausses acceptations que les faux rejets ; au contraire, un seuil plus bas
permet de compenser un biais négatif, et de diminuer le nombre de faux rejets (au prix d’un
nombre plus élevé de fausses acceptations).
1.3.2 Biais
Les estimations de probabilités des formules 1.3 et 1.4 peuvent être biaisées, notamment parce
que les données d’apprentissage ne viennent pas forcément du même corpus que le corpus de test
ou les phrases soumises à un système en production, nécessairement inconnues voire indisponibles
lors de la phase d’apprentissage. En général, cela n’a pas d’influence sur la classification, pour
deux raisons : d’abord, lorsque le biais est uniforme (pbiais = p+b0 avec b0 une constante), ou plus
généralement lorsqu’il est monotone (c’est-à-dire pbiais = p+ b(p) avec b la fonction représentant
le biais, et pbiais > p′biais⇔ p > p′), le biais est compensé très simplement en choisissant un seuil
adapté ; mais surtout, ces distributions de probabilités sont estimées en minimisant l’erreur de
classification. Il n’est donc pas surprenant que même si on observe un biais, les exemples corrects
obtiennent une meilleure « probabilité » que les exemples incorrects.
En revanche, le biais est néfaste au regard d’autres critères d’évaluation, comme l’Information
Mutuelle Normalisée (section 1.5.2) [Siu 99]. Le biais sera donc estimé sur un corpus dédié à
cet usage, comme décrit par Siu et al., et corrigé. Pour ce faire, l’intervalle [0, 1] est divisé en
1000 segments disjoints Bi de même taille (quoi qu’il puisse être plus judicieux, selon la nature
du biais, d’adopter un échantillonage non uniforme). Le biais est considéré comme constant sur
chacun de ces intervalles et estimé en utilisant le corpus dédié.







∀i ∈ {1, .., 1000} (1.9)
où les p̂j sont les probabilités de correction estimées (donc biaisées) des éléments du corpus
d’estimation du biais, et les c∗j leurs véritables classes (on ne dispose en effet que de cette
information, pas des probabilités non biaisées). On obtient ainsi une fonction de compensation
du biais :
si p ∈ Bi : unbias(p) = p− b(Bi) (1.10)
Si p̂ est une probabilité de correction estimée par notre système, dans nos applications nous
compenserons le biais :
p(1; S,T) = unbias(p̂)
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1.3.3 Estimation de la qualité d’une traduction
Certaines applications ne demandent pas une classification des phrases en deux catégories
« correct/incorrect », mais plutôt une estimation globale de leur qualité (par exemple, lorsqu’on
doit décider quelle phrase retravailler dans un document avant de le publier : même correcte, une
phrase peut être trop maladroite pour être acceptable). C’est la raison pour laquelle, lors des
campagnes d’évaluation, les traductions sont notées sur une échelle de 1 à 5 (section 1.1), au lieu
d’êtres étiquetées « correcte » ou « incorrecte ». C’est l’usage qu’on veut faire des traductions
automatiques qui détermine ensuite le seuil d’acceptabilité. Le but de l’estimation automatique
de la qualité d’une traduction est de fournir sans intervention humaine une telle évaluation,
un peu à la manière de la métrique BLEU [Papi 01] ou du Taux d’Édition de la Traduction
(Translation Edit Rate, TER) [Snov 06], mais sans nécessiter de traduction de référence. Dans
la section 3.2, je présenterai donc des méthodes permettant l’estimation soit d’une distribution
de probabilités (Équation 1.3), soit de scores reflétant la qualité de la traduction proposée. Le




⊂ Rds × R+
où q∗sn,tn est un score de référence (provenant d’une évaluation humaine, ou calculé en comparant
la traduction à une référence, à l’aide de BLEU ou TER par exemple). L’objectif est d’apprendre
une fonction fΘ : Rds → R+ associant la représentation d’une phrase (le vecteur des caractéris-
tiques numériques) à un score. Θ désigne l’ensemble des paramètres contrôlant le comportement
de la fonction, qui seront optimisés par des techniques de régression (linéaire, moindres carrés





|fΘ (xs(sn, tn))− q∗sn,tn |2 (1.11)
La qualité des scores prédits sera évaluée en mesurant leur corrélation avec les scores réels
(section 3.2), la racine carrée de l’erreur quadratique moyenne ou l’erreur absolue moyenne pour
la campagne WMT (section 5).
1.3.4 Corpora pour l’apprentissage
Les distributions de probabilité 1.3 et 1.4 doivent être apprises sur de grands corpora pour
être précises. Les données sont de la forme :
– n phrases source s1, .., sn, c’est-à-dire des réalisations de la variable aléatoire S.
– Les traductions automatiques correspondantes t1, .., tn, c’est-à-dire des réalisations de T.








n) ∈ {0, 1} × R+ ; ces scores peuvent provenir d’une évaluation humaine
(Section 2.1), être calculés automatiquement en comparant la traduction automatique à
une ou plusieurs traductions de référence (Section 2.2), ou être calculés de façon entière-
ment automatique sur des corpora spéciaux (Section 2.3).
– Classifications de référence pour les mots, c’est-à-dire des réalisations de la variable CS,T,j ,
provenant d’une évaluation de référence ou calculés automatiquement :(
(c∗k,1, .., c
∗





1.4. Algorithmes de classification et de régression
1.4 Algorithmes de classification et de régression
La question de l’estimation de confiance est donc maintenant formalisée comme un problème
standard de classification et de régression. Nous utiliserons donc les outils disponibles implé-
mentant les techniques bien connues de Machine à Vecteurs de Support, Régression Logistique,
Réseaux de Neurones et Régression des Moindres Carrés Partiels. Afin d’alléger la lecture et
lorsque ce n’est pas ambigu, nous identifierons un ensemble de paramètres prédictifs et le clas-
sifieur (ou la régression) qui en dérive (par exemple, nous écrirons « les mesures basées sur les
n-grammes fonctionnent bien » plutôt que « le réseau de neurones utilisant les mesures basées
sur les n-grammes etc. » ).
1.4.1 Régression Logistique
L’objectif est de prédire la valeur de C ∈ {0, 1} étant donné un vecteur de paramètres
X ∈ Rd. On cherche donc à estimer la distribution de probabilité P (C = 1|X). La Régression
Logistique [Mena 02] consiste à supposer qu’elle peut s’écrire sous la forme :
P (C = 1|X) = 1
1 + e〈Θ,X〉+b
(1.12)
Pour un certain Θ ∈ Rd et un certain b ∈ R. On optimise donc Θ et b sur les données selon le
critère de maximum de vraisemblance. La Régression Logistique peut être utilisée pour combiner
plusieurs mesures de confiance, ou faire correspondre un score à une probabilité (dans ce cas,
les vecteurs X et Θ sont de dimension 1).
1.4.2 Machines à Vecteurs de supports
Les Machines à Vecteur de Support (SVM) [Hsu 03] ont des propriétés intéressantes qui en
font des classifieurs très adaptés à notre problème. Outre la possibilité d’estimer la probabilité
qu’a un échantillon d’appartenir à une classe, on peut s’en servir pour distinguer des classes non
linéairement séparables dans un espace euclidien, et elles permettent également d’effectuer une
régression [Smol 04]. Nous avons utilisé LibSVM [Chan 11] pour la normalisation des caracté-
ristiques, la classification et la régression.
Normalisation des paramètres : Étant donnée une fonction x : V∗S × V∗T → RdS (c’est-à-
dire un vecteur de paramètres prédictifs), il convient d’effectuer une normalisation préalable. Par
exemple, si un des paramètres choisis est à valeur dans [0, 1] et un autre à valeur dans [0, 0.001],
le second risque d’être ignoré au profit du premier, même s’il est plus informatif. Même si cela
n’est pas en théorie nécessaire, pour des raisons numériques, normaliser les paramètres permet
d’éviter ce problème. En pratique, les paramètres de la normalisation sont appris sur le corpus
d’apprentissage (c’est-à-dire, comment modifier la valeur de chaque composante du vecteur),
et la normalisation est effectuée sur les autres corpora (développement et test) en utilisant les
mêmes paramètres. Nous utilisons pour cela l’outil svm-scale de LibSVM.
Classification par SVM : Les SVM sont entrâınées pour estimer la probabilité de correction,
plutôt que pour générer directement une classification. Cela permet d’adapter le seuil d’accep-
tation et de compenser le biais (section 1.3.1 et 1.3.2). Nous utilisons le noyau Radial Basis
Function (RBF), qui est simple et donne en général de bons résultats [Zhan 01] :
Kγ(x(s, t, j),x(s
′, t′, j′)) = e−γ‖x(s,t,j)−x(s
′,t′,j′)‖2
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Chapitre 1. Théorie des mesures de confiance
Estimation de qualité par SVM : On utilise le même noyau, mais cette fois pour effectuer
une régression sur le score BLEU de chaque phrase [Papi 01]. Nous sommes bien conscients
que BLEU n’est pas une métrique très adaptée au niveau des phrases, et que TER serait plus
indiqué. Cependant, nous avons observé qu’en pratique, beaucoup de traductions obtenaient un
score TER très bas, alors que le jugement humain correspondant était de 2 ou 3 selon les critères
donnés à la section 1.1. Tout en étant bien conscients de ses limites, nous avons donc décidé
d’utiliser malgré tout la mesure BLEU, bien connue de la communauté et dont les performances
sont suffisantes pour les besoins de nos expériences.
Optimisation des méta-paramètres : L’entrâınement d’une SVM nécessite, outre l’appren-
tissage du modèle lui-même (les vecteurs de support) l’optimisation de deux méta-paramètres,
le coefficient γ du noyau RBF ci-dessus, et le coût C d’une erreur. Nous les avons optimisés
au regard du taux d’égale erreur (voir section 1.5.1) pour les tâches d’estimation de probabi-
lité, ou de l’erreur quadratique moyenne pour les tâches de régression, en effectuant une grid
search (« recherche par quadrillage ») sur un corpus de développement. Nous avons observé que
les performances des SVM sur notre tâche d’estimation de probabilité (section 3.1.8) sont très
sensibles aux variations de ces méta-paramètres.
1.4.3 Réseaux de neurones
Nous utilisons la bibliothèque FANN (Fast Artificial Neural Network, [Niss 03]) pour implé-
menter des réseaux de neurones. Après une phase d’expérimentation, nous avons opté pour le
perceptron multicouche, une structure classique : une couche d’entrée contenant autant de neu-
rones que nous calculons de paramètres prédictifs, une couche cachée en contenant moitié moins,
et une couche de sortie n’en contenant qu’un seul. Nous avons choisi un taux de connectivité de
0.5 afin de ne pas augmenter déraisonnablement le temps de calcul. Nous utilisons la fonction
d’activation sigmöıde classique. L’optimisation des poids se fait par l’algorithme classique de
rétro-propagation du gradient.
1.4.4 Régression des Moindres Carrés Partiels
La Régression des Moindres Carrés Partiels (Partial Least Squares Regression, PLSR) [Wold 84,
Spec 09] est une technique d’analyse de données multivariées qui détermine une relation bilinéaire
entre les variables observées (nos paramètres prédictifs, c’est-à-dire le vecteur X) et les variables
réponse, en l’occurrence la probabilité de correction p(1; X) ou le score de qualité. Le principe
est de projeter les observations et les réponses dans un sous-espace vectoriel et d’y effectuer une
régression par les moindres carrés. Cette technique a l’avantage d’être robuste aux observations
corrélées, propriété très utile dans notre cas car beaucoup de nos paramètres prédictifs sont très
similaires.
1.5 Évaluation des classifieurs
Le taux d’erreur est la métrique la plus évidente pour mesurer les performances d’un classi-
fieur. Et pourtant, elle est en fait assez inadaptée, car très sensible aux probabilités a priori des
différentes classes [Kono 91, Siu 99]. Prenons l’exemple d’un système de traduction automatique
générant environ 15% de mots incorrects, et d’une mesure de confiance triviale p0 telle que :
∀s, t, j p0(1; s, t, j) = 1
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Si on choisit un seuil non dégénéré dans l’équation 1.7 (δ = 0.5 par exemple), tous les mots
seront toujours acceptés. Donc, elle ne fait aucune erreur sur les mots effectivement corrects
(85% du total), mais échoue complètement à détecter le moindre mot incorrect (15%). Son taux
d’erreur est donc 0%× 0.85 + 100%× 0.15 = 15%.
Considérons maintenant un autre mesure de confiance p1 qui détecte correctement tous les
mots erronés :
p1(1; s, t, j) = 0 si tj est erroné
mais assigne une probabilité nulle (p1(1; s, t, j) = 0) à environ 20% des mots corrects, et une
probabilité de 1 à tous les autres. Pour δ = 0.5 ou tout seuil non dégénéré, son taux d’erreur est
donc :
0%× 0.15 + 20%× 0.85 = 17%
p0 semble donc meilleure que p1. Et pourtant, il est évident que p0 est une mesure complète-
ment inutile, car constante : elle n’apporte aucune information. En revanche, p1 est une bonne
mesure, car elle permet de détecter à coup sûr un mot erroné, ce qui est très utile, par exemple,
pour la post-édition. On voit donc qu’une bonne façon de mesurer l’efficacité d’une mesure de
confiance n’est pas selon le nombre d’erreurs de classifications qu’elle commet mais selon la
quantité d’information qu’elle fournit. Nous utiliserons donc l’Information Mutuelle Normalisée
(Normalised Mutual Information, NMI) [Siu 99] comme mesure de l’information apportée par
une mesure de confiance (Section 1.5.2).
Nous utiliserons également la courbe DET (Discrimination Error Trade-off, section 1.5.1),
une représentation graphique de l’évolution des taux de faux négatifs et de faux positifs en fonc-
tion du seuil d’acceptation, et le Taux d’Égale Erreur (Equal Error Rate, EER) qui correspond
au point de la courbe où ces deux taux sont identiques.
1.5.1 Compromis Détection-Erreur
On peut distinguer deux types d’erreurs commises par un classifieur : fausse acceptation, si
un mot ou une phrase incorrecte reçoit un score de confiance ĉ = 1 (on parle aussi d’erreur de
type 1), et faux rejet, si un mot ou une phrase correcte reçoit le score ĉ = 0 (erreur de type 2).
Le nombre d’erreurs de type 1 et de type 2 varie en fonction du seuil d’acceptation δ.
Lorsqu’on veut évaluer les performances d’un classifieur, on connâıt les prédictions ĉ(t; s; δ)
(équations 1.5 et 1.6), et les véritables classes, c’est-à-dire les réalisations c∗(t; s; δ) des variables
C, déterminées par des annotateurs ou en utilisant des traductions de référence (Section 2). Le
taux de fausses acceptations (ici, pour les phrases, mais adapter ces formules pour les mots est
immédiat) est défini par :
e1(s, t; δ) =
{





s,t e1(s, t; δ)∑
s,t(1− c∗s,t)
(1.14)
err1 est donc la proportion de phrases (ou de mots) erronées qui sont à tort classifiées comme
correctes (
∑
s,t(1− c∗s,t) est le nombre de phrases ou mots incorrects).
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Le taux de faux rejets (pour les phrases) est défini par :
e2(s, t; δ) =
{










err2 est donc la proportion de phrases ou mots corrects qui sont à tort rejetés par le classifieur.
Un classifieur laxiste aura un taux d’erreurs de type 1 élevé et un taux d’erreur de type 2
bas (utile, idéalement, si on veut corriger seulement les erreurs graves), contre l’inverse pour
un classifieur sévère (nécessaire si on veut s’assurer que les traductions sont vraiment de bonne
facture). Les auteurs de [Siu 99] montrent que err1 et err2 sont indépendants des probabilités a
priori des classes.
Si on fait varier δ de 0 à 1, de plus en plus d’éléments corrects sont rejetés à tort, mais de moins
en moins d’éléments incorrects échappent à la détection. err1 décrôıt donc de façon monotone de
1 à 0, et err2 crôıt de façon monotone de 0 à 1. Le lieu des points (err2(δ), err1(δ)), est appelé
courbe DET, pour Discrimination-Error Trade off, c’est-à-dire « compromis détection-erreur » :
en effet, on peut voir chaque point (qui correspond à un certain δ) comme un compromis entre
les deux types d’erreurs. Nous en verrons des exemples dans la section 3.1. Plus la courbe est
« basse », meilleur est le classifieur. La courbe d’un classifieur parfait serait réduite au point
(0, 0). Tous les points de la courbe devraient se trouver sous la diagonale [(0, 1), (1, 0)], qui est
la courbe d’un classifieur attribuant des probabilités au hasard.
err1 et err2 peuvent être vus comme des approximations de fonctions continues de δ
15. On
peut donc déterminer un certain seuil δEER tel que :
err1(δEER) ' err2(δEER) = EER (1.17)
EER est appelé Taux d’Égale Erreur (Equal Error Rate). On peut le voir comme un compro-
mis « équilibré » entre les erreurs de types 1 et 2. On s’en servira pour comparer les classifieurs,
mais il faut garder à l’esprit que selon l’application qu’on veut faire des mesures de confiance,
un EER plus bas ne signifie pas forcément un classifieur plus adapté.
1.5.2 Information Mutuelle Normalisée
L’Information Mutuelle Normalisée (Normalised Mutual Information, NMI) mesure la quan-
tité d’information apportée par une mesure de confiance, de la façon la plus générale possible
[Siu 99]. Elle ne dépend pas d’une classification particulière. Intuitivement, la NMI mesure la ré-
duction de l’entropie de la distribution de probabilité de la vraie classe C ∈ {correct, incorrect}
lorsqu’on connâıt la mesure de confiance.
Soit x(S,T) un vecteur de paramètres prédictifs ; alors :
15. Ce n’est pas tout à fait exact : même avec une infinité d’échantillons, la fonction n’est pas continue si
l’ensemble des scores n’est pas dense dans [0, 1]. C’est le cas par exemple des mesures de confiance à valeurs dans
des ensembles discrets, dont nous verrons des exemples plus loin. C’est cependant le cas de la plupart des mesures
réalistes, au moins dans le voisinage des valeurs de δ « raisonnables », et quand ce n’est pas le cas, nous nous
contenterons d’approximations.
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P (x(S,T) = v)×∑
c∈{0,1}
P (C = c|x(S,T) = v)log(P (C = c|x(S,T) = v))
)
dv
avec I l’information mutuelle, H l’entropie et p∗ la vraie probabilité a priori qu’un échan-
tillon (phrase ou mot) soit correct. On ne dispose pas des véritables distributions P (x(S,T)) et
P (C|x(S,T)), qui sont donc remplacées par des estimations. On a donc :






p(1; s, t)log(p(1; s, t)) (1.19)
+(1− p(1; s, t))log(1− p(1; s, t))
)








p(1; s, t, j)log(p(1; s, t, j)) (1.20)
+(1− p(1; s, t, j))log(1− p(1; s, t, j))
)
H(C|x) est nécessairement positif, ou nul quand pour tout échantillon on a p(cs,t; s, t) = 1,
c’est-à-dire que la bonne classe est prédite sans incertitude. De plus, H(C|x) est nécessairement
plus petit que H(C), et on a l’égalité si la mesure de confiance n’apporte aucune information.
NMI(x) est donc en théorie un nombre réel compris entre 0 et 1. En pratique, à cause des
approximations, il peut être négatif.
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Les paramètres des modèles statistiques de correction et de qualité des traductions seront
déterminés automatiquement. Des corpora bien fournis sont donc nécessaires pour estimer correc-
tement les distributions de probabilités exprimées dans les équations 1.3 et 1.4. Dans l’idéal, un
interprète professionnel devrait annoter les traductions proposées par un système de traduction
automatique et assigner à chaque mot et chaque phrase l’étiquette « correct » ou « incorrect ».
On obtiendrait ainsi un corpus d’excellente qualité, mais à un coût très élevé. On peut aussi uti-
liser des méthodes automatiques ou semi-automatiques pour annoter les corpora d’entrâınement,
de développement et de test. Nous allons dans cette section discuter ces différentes approches.
2.1 Annotation manuelle
C’est une approche « de luxe » : coûteuse et de bonne qualité. Des interprètes professionnels
analysent chaque phrase et chaque mot proposé par le système, et décident s’il est correct ou
non. L’annotation dépend en principe de l’application (assimilation, diffusion ou post-édition,
par exemple). Pour nos expérimentations, nous avons choisi des règles correspondant à une tâche
d’assimilation :
1. Un mot est incorrect s’il n’est pas sémantiquement cohérent avec la phrase source ou
le contexte (par exemple, le cas où « vol » en parlant d’un trajet aérien serait traduit
par « theft »), s’il souffre d’une erreur de grammaire nuisant à la compréhension (erreur
d’accord en temps, par exemple), ou s’il est très mal placé.
2. Les phrases sont annotées selon le barème décrit dans la section 1.1 (un score entre 1 et 5
selon la qualité de la traduction).
Cette méthode permet d’obtenir un corpus d’excellente qualité, car très peu d’erreurs d’anno-
tation. Elle a cependant deux inconvénients majeurs. Le premier est qu’elle est lente et coûteuse.
La seconde est que, comme le font clairement apparâıtre ces règles, la classification est largement
subjective. On a donc des problèmes sérieux d’accord inter-annotateurs et de reproductibilité.
À titre d’exemple, lors d’une expérience menée dans notre équipe au cours de laquelle des vo-
lontaires devaient annoter une centaine de phrases, le taux de mots corrects variait entre 50% et
85% selon les annotateurs, alors que les phrases provenaient du même corpus. Nous avons ensuite
fait une nouvelle expérience en donnant non seulement des règles, mais également des exemples,
et en réduisant le nombre d’annotateurs. Nous avons obtenu des annotations plus cohérentes,
mais le problème subsistait.
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Nous avons ainsi généré un petit corpus de 150 phrases annotées manuellement. Nous avons
pour ce faire utilisé le système de traduction décrit comme référence de la campagne WMT08 16 :
il repose sur un modèle de langage 5-gramme entrâıné avec SRILM [Stol 02] sur un corpus
d’environ 35 millions de mots, un modèle de traduction IBM-5 entrâıné avec Giza++ [Och 03]
sur un bitexte d’environ 40 millions de mots (corpus EUROPARL [Koeh 05]), et le décodeur
Moses [Koeh 07a]. Un corpus de quarante mille paires de phrases est mis de côté et sera utilisé
pour l’entrâınement des mesures de confiance.
Nous avons traduit 150 phrases extraites de transcriptions d’émissions radiophoniques à
l’aide du système ainsi entrâıné. Le style spontané et le vocabulaire ne correspondant pas tout
à fait au corpus d’apprentissage du système, le score BLEU est assez faible (21.8, avec une seule
référence. Le taux d’erreur — WER, partie I, section 1.6.2 — est lui d’environ 16%). Cependant,
la plupart des traductions était, au minimum, compréhensible en y réfléchissant un peu. Voici
quelques exemples d’annotations (les mots incorrects sont soulignés) :
Phrase source Traduction automatique Classe de la phrase
je vous remercie monsieur le commis- thank you mr commissioner incorrecte
-saire pour votre déclaration. for your question.
j’ai de nombreuses questions à poser i have some questions to ask correcte
à m. le commissaire. to the commissioner.
les objectifs de la stratégie de lisbonne the lisboa strategy mistaken. incorrecte
ne sont pas les bons.
2.2 Annotation automatique
Les traductions proposées sont cette fois comparées aux traductions de référence. Un mot
est considéré comme correct s’il est aligné (au sens de Levenshtein) avec un mot de la référence
[Ueff 04]. Lorsqu’une seule traduction de référence est utilisée, cet algorithme identifie indûment
comme erronés beaucoup de mots corrects ; en effet, il existe souvent de nombreuses façons
de traduire une phrase, qui peuvent n’avoir aucun mot commun. Si le système de traduction
en propose une correcte, mais différente de la traduction de référence, elles sera considérée
à tort comme erronée. On peut compenser en partie cet inconvénient en utilisant plusieurs
traductions de référence (c’est qui a été fait lors de l’atelier [Blat 03]), mais la production de ces
références supplémentaires est lente et coûteuse, et même ainsi, il reste des doutes sur la qualité
de l’annotation.
2.3 Corpus Artificiel
Nous allons présenter dans cette section un algorithme réalisant la synthèse (presque) idéale
des deux méthodes présentées ci-dessus. La méthode consiste à générer automatiquement des
traductions dans lesquelles les erreurs sont connues. On a ainsi la possibilité de générer à faible
coût (car sans intervention humaine hormis l’utilisation d’une traduction de référence) un corpus
assez grand, avec une annotation quasiment parfaite, car c’est l’algorithme qui insère les erreurs,
donc leurs positions sont connues de façon exacte. Nous pourrons donc entrâıner les classifieurs
sur des corpora de bonne taille. Cette méthode cependant ne permet pas d’obtenir un corpus
d’entrâınement automatiquement annoté pour l’estimation de correction des phrases : en effet,
contrôler la position des erreurs insérées ne suffit pas à déterminer si la phrase modifiée est




exemple, si un adjectif est supprimé, la phrase peut toujours être une traduction acceptable.
En revanche, si on supprime une négation, elle devient erronée. Au lieu d’utiliser cette méthode
pour produire une classification de référence des phrases, nous allons l’utiliser pour produire
une estimation de qualité de référence, en calculant le score BLEU (partie I, section 1.6.2) des
phrases dégradées. Cette métrique est perfectible, mais elle a l’avantage d’être bien connue de
la communauté, et les scores produits seront facilement interprétables. La méthode est décrite
dans la section 3.2.6.
Le principe de l’algorithme est simple : il insère des erreurs dans les traductions de référence,
de façon à approcher les erreurs réellement commises par un système de traduction. Étant
donnée une phrase t dans la langue cible, qui est une traduction correcte de la phrase source
s, on choisit d’abord où insérer les erreurs. Les erreurs commises par un véritable système de
traduction ont tendance à arriver « en grappe » (une erreur en entrâınant une autre, etc.) et
non à être distribuées uniformément dans la phrase. Nous avons donc implémenté et testé deux
modèles de distribution d’erreur pour recréer ces grappes. Les paramètres de ces modèles ont
été estimés sur de petits corpora de phrases annotées manuellement (50 paires de phrases). Ces
modèles sont décrits dans les sections suivantes.
2.3.1 Modèle d’Erreurs Bigramme
Nous implémentons un simple modèle bigramme P (Ci|Ci−1) qui, étant donnée la correction
(la vraie classe) d’un mot, estime la probabilité de correction du mot suivant. Ce modèle est
basé sur l’idée qu’un mot erroné tend à en engendrer un autre (notamment à cause du modèle
n-gramme utilisé lors du décodage). Le premier mot de la phrase a une probabilité a priori
P (C0 = 1) d’être correct. Ce modèle est donc contrôlé par trois paramètres :
pstart
def
= P (C0 = 1)
pincorrect|incorrect
def
= P (Ci = 0|Ci−1 = 0)
pcorrect|correct
def
= P (Ci = 1|Ci−1 = 1)
En utilisant un petit corpus manuellement annoté, nous avons déterminé qu’environ neuf
phrases sur dix commencent par un mot correct (pstart = 0.9), qu’un mot correct a environ 90%
de chances d’être suivi d’un autre (pcorrect|correct = 0.9) et qu’un mot incorrect avait 50% de
chance d’être suivi d’un autre mot incorrect (pincorrect|incorrect = 0.5).
2.3.2 Modèle d’Erreurs en Grappes
Cette seconde approche modélise explicitement les grappes d’erreur. On part du principe
qu’une phrase est une suite de groupes de mots corrects et de groupes de mots erronés. La
séquence des annotations est de la forme : C1, ..,Cn, où les C. sont des séquences d’annotations
identiques. Par définition, un groupe ne contient que des mots corrects ou que des mots incorrects
(on parlera de « groupe correct » et « groupe incorrect » ) ; si un groupe est correct, le suivant
est incorrect, et inversement. Soit c̄i ∈ {0, 1} la correction des mots du i-ème groupe. Le modèle
est contrôlé par les paramètres suivants :
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P (c̄0 = 1) probabilité que le premier groupe soit correct
P (Len(C.) = l|c̄. = 1) pour l ∈ N∗ distribution des longueurs des clusters corrects
P (Len(C.) = l|c̄. = 0) pour l ∈ N∗ distribution des longueurs des clusters incorrects
On voit qu’en théorie, ce modèle est contrôlé par une infinité de paramètres. En pratique, l
est borné par la longueur maximale des phrases de notre corpus. Ces paramètres sont estimés
sur cinquante paires de phrases annotées manuellement. Nous n’allons pas les énumérer tous,
mais pour donner une idée, nous avons déterminé que la longueur moyenne d’un groupe de mots
corrects est 12 (
∑
k>1 k × P (Len(C.) = k|c̄. = 1) = 12) celle d’un groupe incorrect est 2.
Une fois que les groupes (c’est-à-dire les positions des erreurs) sont générés, on insère les
erreurs elles-mêmes. Elles sont de quatre types :
– déplacement
– erreur de grammaire
– substitution
– insertion
Les erreurs de type « déplacement » sont simples : le mot choisi est déplacé à une distance
choisie aléatoirement (entre 1 et 4 dans nos expériences). Les « erreurs de grammaire » sont
générées en modifiant la terminaison du mot (par exemple, « many bikes » peut devenir « many
bike » ), en s’assurant à l’aide de WordNet [Mill 95] que le mot modifié est bien un mot du
vocabulaire. Les « substitutions » et les « insertions » sont un peu plus complexes. Étant
donnée la position du mot à insérer ou remplacer, la probabilité de chaque mot du vocabulaire
est calculée selon un modèle de traduction IBM-1 et un modèle de langage pentagramme :
∀t′ ∈ VT . p(t′) = pIBM−1(t′|s)× p5−gram(t′|ti−4, .., ti−1)
Le nouveau mot t′ est ensuite choisi au hasard selon la distribution obtenue, en s’assurant à
l’aide de WordNet qu’on ne remplace pas un mot par un synonyme (sinon, on n’est pas assuré
qu’il s’agisse d’une erreur). On obtient ainsi des erreurs réalistes. Cet algorithme est contrôlé
par les probabilités des différentes erreurs, qui ont été choisies « à la main » :
– Taux de déplacements Pd
– Taux de substitutions Pr
– Taux d’insertions Pi
– Taux d’erreurs grammaticales Pg
Nous obtenons finalement un corpus contenant environ 16% de mots erronés, ce qui cor-
respond approximativement au taux d’erreur des traductions proposées par notre système de
traduction automatique. Nous présentons ci-dessous un exemple de phrase générée par cet algo-
rithme à partir d’une traduction correcte :
phrase source Quant à eux, les instruments politiques doivent s’adapter à ces
objectifs.
traduction de référence Policy instruments, for their part, need to adapt to these goals.
traduction modifiée Policy instruments, for the part, must to adapt to these goals.
Nous avons modifié ainsi quarante mille phrases extraites du corpus EUROPARL utilisé pour
la campagne WMT 2008. Nous avons observé que le modèle bigramme donnait de meilleurs
résultats, dans le sens où les classifieurs entrâınés sur le corpus modifié en suivant ce modèle
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tendent à donner une meilleure classification au sens de la courbe DET. Sans doute le nombre
réduit de paramètres le rend-il plus robuste à la petite taille du corpus d’entrâınement — 50
paires de phrases. C’est donc ce modèle que nous avons utilisé pour toutes nos expériences. Le
corpus obtenu sera appelé A (pour « Artificiel »).
Le score BLEU du corpus modifié était de 56.5. C’est un score bien plus élevé que celui du
corpus de test T traduit par le système basé sur Moses (21.8). Mais cette différence ne signifie
pas que les phrases sont de meilleure qualité dans le corpus artificiel : en effet, la qualité de la
traduction de T est sous-estimée car son score BLEU est calculé avec une seule référence, et ne
prend donc pas du tout en compte la variabilité des traductions possibles ; or, A étant généré à
partir des traductions de référence, la variabilité des traductions n’entre pas en compte : d’une
part, on sait que toute déviation par rapport à la référence est une erreur, par construction ;
d’autre part, le score BLEU, qui repose sur des cooccurrences de n-grammes, est naturellement
haut puisque la référence et la référence dégradée restent similaires.
L’utilisation d’un corpus artificiel n’est pas une nouveauté. Mais d’habitude, c’est plutôt
l’annotation qui est automatique, et non la phrase, comme décrit dans la section 2.2. Les auteurs
de [Quir 04], par exemple, obtiennent de meilleurs résultats en entrâınant leurs classifieurs sur
un petit corpus annoté manuellement que sur un grand corpus annoté automatiquement (en
comparant les hypothèses de traduction avec une traduction de référence). Nos conclusions sont
opposées : les performances sont légèrement meilleures en entrâınant nos classifieurs sur un
corpus de dix milles phrases générées automatiquement que sur cent cinquante phrases traduites
par Moses et annotées manuellement (section 3.1.8, figure 3.5). Ces conclusions s’expliquent
sans doute par le fait qu’en utilisant un corpus généré automatiquement, l’annotation obtenue
ne contient pas ou peu d’erreurs, contrairement à ce qui se passe quand le corpus est réel
et l’annotation automatique. En revanche, le corpus automatiquement généré est moins réaliste
que le corpus T , ce qui explique que l’amélioration ne soit pas énorme. Mais si cette amélioration
est modeste, il faut tout de même noter que le coût d’obtention de T est bien plus élevé que
celui de A (une semaine environ, en comptant l’élaboration des instructions et le temps mis par






Expériences autour des mesures de
confiance
On peut utiliser certains paramètres prédictifs seuls (c’est-à-dire que la représentation nu-
mérique du mot ou de la phrase est de dimension 1), par exemple ceux basés sur les n-grammes.
Nous les appelons alors « mesures de confiance » (on confond le paramètre prédictif et le clas-
sifieur), car ils reflètent directement la qualité ou la probabilité de correction de la traduction,
sans qu’il soit besoin d’utiliser un algorithme de classification ou de régression. La classification
se fait alors simplement en choisissant un seuil, et il est simple d’en évaluer les performances en
termes de taux d’erreur ou de courbe DET (Discrimination Error Tradeoff, section 1.5.2). Pour
calculer la NMI (Normalised Mutual Information, section 1.5.2) associée, en revanche, il faut
transformer cette mesure en une véritable probabilité. Pour cela, nous utiliserons la régression
logistique (section 1.4.1) en optimisant les paramètres sur le corpus artificiel.
Si on veut combiner le pouvoir prédictif de plusieurs paramètres, en revanche, la procédure
est plus compliquée. Nous procéderons comme suit (selon le classifieur utilisé, certaines étapes
peuvent être ignorées ; nous n’en ferons pas systématiquement mention) :
Nous générons d’abord un corpus artificiel A de quarante mille paires de phrases. Il est scindé
en plusieurs corpora : un premier corpus d’entrâınement AT1 et un corpus de développement AD
sont utilisés pour déterminer, par grid search, les meilleurs méta-paramètres au regard du taux
d’égale erreur (taux d’apprentissage, connectivité et nombre de neurones cachés pour les réseaux
de neurones, γ et C pour les SVM — voir section 1.4). Une fois ces méta-paramètres optimisés,
on apprend à nouveau le modèle sur un autre corpus d’entrâınement AT2 . Si nécessaire, le biais
est estimé sur un corpus AB. Enfin, le modèle est testé sur un corpus U constitué, cette fois, de
véritables traductions automatiques manuellement annotées. AT1 , AT2 , AD, et AB comprennent
chacun dix mille paires de phrases (environ deux cent mille mots). U comprend cent cinquante
paires de phrases soit environ trois mille mots (section 2.1). Dans le reste de ce chapitre, les
expériences seront menées dans le cadre d’une traduction du français vers l’anglais de phrases
extraites du corpus EUROPARL. Tous les résultats sont résumés en annexe A (page 125).
3.1 Mesures de confiance pour les mots
Nous allons maintenant passer en revue les différents paramètres prédictifs (c’est-à-dire les
composantes du vecteur x(S,T, j)) que nous avons utilisés pour estimer les probabilités de
correction des mots. Ces composantes seront notées xindex, avec index l’indice de l’équation,
afin qu’il soit plus facile de s’y référer par la suite. Considérées ensemble, ces composantes sont
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une représentation du mot de la langue cible tj , de son contexte (la phrase t dans son ensemble)
et de la phrase source s. Bien sûr, cette représentation n’est pas aussi expressive que le véritable
triplet (s, t, j), mais elle est plus accessible aux techniques d’apprentissage numérique, tout en
conservant suffisamment d’information pour permettre une estimation efficace de la correction
d’un mot.
Certaines de ces composantes (par exemple celles basées sur les modèles n-grammes) peuvent
être utilisées seules (le vecteur x n’a alors qu’une seule composante). Ces paramètres prédictifs
sont alors appelés des mesures de confiance, et nous présentons leurs performances. Pour d’autres
(comme le PoS ou les caractéristiques de la phrase source), cela n’a pas de sens ou est très
inefficace, et nous omettrons l’évaluation des performances.
3.1.1 Mesures basées sur les n-grammes
Les probabilités estimées par un modèle n-gramme et les replis nécessaires au calcul de ces
probabilités fournissent des informations utiles à l’estimation de la correction des mots.
On peut tout d’abord utiliser la probabilité n-gramme classique :
x3.1(S,T, j) = P (tj |tj−1, .., tj−n+1) (3.1)
Intuitivement, on s’attend à ce qu’un mot erroné ait une probabilité plus basse qu’un mot
correct. Cependant, un modèle n-gramme étant déjà utilisé lors du décodage, même un mot
erroné risque d’avoir une probabilité élevée. Afin de compenser ce phénomène, on peut aussi
utiliser un modèle à rebours, comme proposé dans [Duch 02]. Les probabilités calculées sont
ainsi moins corrélées avec les scores déjà utilisés lors du décodage :
x3.2(S,T, j) = P (tj |tj+1, .., tj+n−1) (3.2)
Mais en pratique, la figure 3.1 et le tableau 3.1 montrent que les résultats de cette mesure
de confiance sont moins bons que ceux des n-grammes « à l’endroit ». Enfin, on utilise les
replis qu’un modèle de langage trigramme effectue pour l’estimation des probabilités évoquées.
En effet, un n-gramme absent du modèle de langage peut dans certains cas être le signe d’une
erreur de traduction. Cette mesure de confiance attribue donc un score en fonction des replis
que le modèle a dû effectuer, comme proposé pour la reconnaissance automatique de la parole
dans [Uhri 97] :
x3.3(S,T, j) =

1.0 si tj−2, tj−1, tj est présent dans le modèle
0.8 si tj−2, tj−1 et tj−1, tj sont présents, mais pas le trigramme
0.6 si seul tj−1, tj est présent
0.4 si seul tj−2, tj−1 et tj existent
0.3 si tj−1 et tj sont présents séparément (comme unigrammes)
0.2 si seul tj est présent
0.1 si tj est un mot inconnu
(3.3)
La figure 3.1 présente la courbe DET de classifieurs basés sur ces mesures de confiance
utilisées isolément. Nous présentons ici les performances pour des modèles trigrammes, mais nous
utiliserons également des modèles pentagrammes lors de la combinaison de plusieurs mesures de
confiance. On observe que les mesures basées sur le repli sont nettement meilleures que celles
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basées sur les probabilités trigrammes, classiques ou à rebours, qui sont presque indiscernables.
Cela s’explique peut-être par le fait que les mesures basées sur le repli sont moins corrélées que
les probabilités trigrammes avec les scores utilisés pour le décodage. Les résultats numériques
sont repris dans le tableau 3.1.
Figure 3.1 – Courbes DET des classifieurs utilisant les paramètres basés sur les trigrammes.
Mesure Taux d’égale erreur Information Mutuelle Normalisée
trigramme 42.1 4.86× 10−3
trigramme à rebours 42.9 −3.93× 10−3
repli 37.0 6.11× 10−2
repli à rebours 38.1 1.09× 10−2
Table 3.1 – Performances des mesures utilisant les trigrammes pour la détection des mots
erronés.
On observe que l’Information Mutuelle Normalisée du score trigramme à rebours est négative.
Bien que cela ne soit théoriquement pas possible, on peut l’expliquer par les approximations
effectuées lors du calcul de la NMI et par un biais dans les estimations de probabilités qui serait
imparfaitement corrigé.
3.1.2 Utilisation des Parties du Discours
Nous utiliserons les Parties du Discours syntaxiques (en anglais Part of Speech, PoS ) de deux
façons. D’une part, comme un paramètre prédictif simple : s’il n’apporte directement aucune
information quant à la correction d’un mot, il permet de prendre en compte le fait que d’autres
paramètres prédictifs n’ont pas les mêmes distributions sur les différentes PoS. Ainsi, l’ajout
d’un paramètre, même s’il n’apporte pas directement d’information sur la correction d’un mot,
peut permettre de rendre séparables deux classes qui ne le sont pas (figure 3.2).
x3.4(S,T, j) = POS(tj) (3.4)
D’autre part, nous calculons le score trigramme des catégories PoS, afin de détecter d’éven-
tuelles erreurs de grammaires :
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(b) Deux classes rendues séparables
Figure 3.2 – Comment l’ajout d’un paramètre peut rendre séparables deux classes
x3.5(S,T, j) = P (POS(tj)|POS(tj−2), POS(tj−1)) (3.5)
Les catégories PoS sont calculées automatiquement en utilisant GPoSTTL, une alternative
libre à TreeTagger [Schm 94, Schm 95]. La catégorie PoS peut donc être vue comme une carac-
téristique à valeur dans un ensemble de 44 éléments, que nous noterons {π1, .., π44}. Selon la
méthode suggérée dans [Hsu 03], afin d’être efficacement utilisées par les classifieurs, ces valeurs
sont transformées en un vecteur binaire à 44 composantes :
π(tj)[i] =
{
1 si POS(tj) = πi
0 sinon
Le paramètre x3.4 est donc à valeur dans {0, 1}44.
3.1.3 Prendre en compte les erreurs dans le contexte
Toutes les mesures basées sur les n-grammes sont sensibles aux erreurs dans le contexte :
supposons que l’on veuille évaluer le mot tj ; si un mot est faux dans son contexte gauche (ou
droit, pour les n-grammes à rebours), tj risque d’avoir une probabilité n-gramme basse, et un
mauvais score de repli, même s’il est correct. Afin de prendre en compte ce phénomène, pour
chaque mesure basée sur les n-grammes, nous calculerons aussi le score moyen sur le voisinage
de chaque mot. Intuitivement un score bas sur le voisinage peut indiquer que la probabilité
n-gramme du mot considéré est mal estimée. Par exemple, supposons que la traduction correcte
soit :
a b c
mais le système propose :
a Z c
supposons, par exemple, que le bigramme Z c n’existe pas : dans ce cas, la probabilité n-gramme
P (c|Z) sera très basse. Et pourtant, c est correct. En revanche, P (Z|a) risque aussi d’être très
basse, puisque Z est erroné. Donc, si on ajoute l’information qu’un ou plusieurs mots du contexte
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gauche de c a une probabilité n-gramme basse (en calculant la valeur P (a)×P (Z|a)), le classifieur
peut distinguer le cas où un mot a une probabilité basse parce qu’il est erroné, et le cas où il a
une probabilité basse parce qu’un mot de son contexte gauche est erroné.
Ainsi, pour chaque mesure concernée x. définie dans la section 3.1.1 ainsi que pour la mesure
n-gramme PoS x3.5, on calcule aussi :
xgauche. (S,T, j) = x.(S,T, j − 2) ∗ x.(S,T, j − 1) ∗ x.(S,T, j)
xcentre. (S,T, j) = x.(S,T, j − 1) ∗ x.(S,T, j) ∗ x.(S,T, j + 1)
xdroite. (S,T, j) = x.(S,T, j) ∗ x.(S,T, j + 1) ∗ x.(S,T, j + 2)
Ces paramètres sont ensuite combinés avec les paramètres « sans contexte ». La figure 3.3 et
le tableau 3.2 (obtenus en utilisant un réseau de neurones) montrent une amélioration notable
des performances (significative pour pvalue = 0.01).
Figure 3.3 – Courbes DET des mesures niveau mot basées sur les trigrammes, avec et sans
prise en compte des erreurs dans le contexte.
Taux d’Égale Erreur Information Mutuelle Normalisée
trigrammes 42.1 4.86× 10−3
trigrammes et contexte 36.3 (-5.7) 4.57× 10−3 (−0.29× 10−3)
Table 3.2 – Influence des erreurs du contexte sur l’estimation de confiance.
Si le taux d’égale erreur est largement amélioré, l’information mutuelle normalisée est légè-
rement dégradée. Nous expliquons cela par le fait que les probabilités n-grammes moyennées sur
le contexte ne sont pas de véritables probabilités de correction d’un mot.
3.1.4 Information Mutuelle Intra-Langue
Nous avons présenté dans [Rayb 09a, Rayb 09b] des mesures de confiance originales utilisant
l’information mutuelle entre les mots. L’information mutuelle I est une mesure de la quantité
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d’information qu’une variable aléatoire fournit à propos d’une autre. L’idée d’utiliser l’informa-
tion mutuelle pour calculer des mesures de confiance a été utilisée auparavant dans [Guo 04], et
les auteurs de [Lave 07] l’utilisent pour construire des tables de traduction.
Nous considérons ici deux variables aléatoires dont les réalisations sont deux mots présents




P (W1 = w1,W2 = w2)× log
(
P (W1 = w1,W2 = w2)
P (W1 = w1)P (W2 = w2)
)
P (W = w) est ici la probabilité d’apparition du mot w dans une phrase, et P (W1 = w1,W2 =
w2) la probabilité de cooccurrence des mots w1 et w2 au sein de la même phrase. Ces distributions
sont apprises sur le corpus EUROPARL. Nous nous intéresserons ici à l’information mutuelle
mot-à-mot, c’est-à-dire chaque terme de la somme, qui peut être vue comme la contribution de
chaque paire de mots à l’information mutuelle totale :
IMI(w1, w2) = P (W1 = w1,W2 = w2)log
(
P (W1 = w1,W2 = w2)
P (W1 = w1)P (W2 = w2)
)
Le couple (w1, w2) est appelé trigger et IMI(w1, w2) est son score. Intuitivement, un trigger
avec un fort score indique des mots qui « ont tendance » à apparâıtre dans les mêmes phrases,
c’est-à-dire que l’apparition de l’un déclenche (en anglais triggers) l’apparition de l’autre. Les
triggers sont appris sur un bitexte aligné. La mesure de confiance (appelée IMI pour Intra-lingual
Mutual Information) qui en découle est la moyenne, pour chaque mot de la traduction proposée,
des informations mutuelles entre ce mot et les autres mots de la phrase :






Cette mesure estime la cohérence de la présence d’un mot dans la traduction, car une in-
formation mutuelle plus élevée indique que des mots ont tendance à apparâıtre dans le même
contexte. On estime souvent que les mots les plus éloignés dans la phrase sont moins liés entre
eux. Les expériences visant à prendre en compte ce phénomène, en pondérant la moyenne par
des coefficients décroissant avec la distance |i− j| ou en ne calculant la moyenne que sur une fe-
nêtre autour de j, ont cependant montré que cela n’améliorait pas les performances des mesures
utilisant l’information mutuelle.
3.1.5 Information Mutuelle Inter-Langues
L’information Mutuelle Inter-Langues (CMI pour Cross-lingual Mutual Information) est
similaire à la mesure IMI précédemment décrite, mais mesure la cohérence des mots formant la
traduction avec les mots formant la phrase source. Une information mutuelle CMI(s, t) élevée
signifie cette fois que la présence du mot s dans une phrase source a tendance à déclencher la
présence du mot t dans sa traduction. On a donc :
CMI(w1, w2) = P (W1 = w1,W2 = w2)log
(
P (W1 = w1,W2 = w2)
P (W1 = w1)P (W2 = w2)
)
(3.7)
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Avec P (W1 = w1) la probabilité que w1 apparaisse dans une phrase source, P (W2 = w2) la
probabilité que w2 apparaisse dans une phrase traduite, et P (W1 = w1,W2 = w2) la probabilité
que w1 apparaisse dans une phrase source et w2 dans sa traduction.
Le tableau 3.3 présente les évaluations des performances des mesures basées sur l’information
mutuelle. Bien que fort modeste, nous verrons qu’elles apportent tout de même une amélioration
lorsqu’elles sont utilisées en combinaison avec d’autres (section 3.1.8).
Paramètre Taux d’Égale Erreur Information Mutuelle Normalisée
intra-langue (IMI) 45.8 9.46× 10−4
inter-langues (CMI) 45.7 −2.21× 10−1
Table 3.3 – Performances des mesures de confiance niveau mots basées sur l’information mu-
tuelle.
3.1.6 Modèle IBM-1
L’utilisation des probabilités données par un modèle IBM-1 comme mesure de confiance a
été proposée dans [Blat 03] et [Ueff 05]. Cette mesure s’écrit :






Les résultats (tableau 3.4) sont là encore assez décevants. Les auteurs de [Ueff 05] suggèrent
d’approcher la somme par un maximum, mais cela n’a rien changé au résultat sur cette tâche.
Il est surprenant de remarquer que sur cette tâche d’évaluation de traduction, aucune mesure
impliquant la phrase source ne donne de meilleurs résultats que les mesures utilisant uniquement
les n-grammes de l’hypothèse de traduction.
Mesure Taux d’Égale Erreur Information Mutuelle Normalisée
IBM-1 45.0 −1.84× 10−3
Table 3.4 – Performances de la mesure de confiance niveau mot basée sur un modèle IBM-1.
3.1.7 Indicateurs à base de règles
Nous proposons cinq paramètres prédictifs binaires supplémentaires utilisant des règles simples :
x3.10(S,T, j) =
{
1 si tj est un mot outil
0 sinon
(3.10)
sert à identifier les mots outils, c’est-à-dire, en simplifiant, les mots qui ne désignent ni un
objet, ni une personne, et ne sont ni des verbes, ni des adverbes ni des adjectifs (the, it, etc.).
Ce paramètre est strictement moins informatif que les PoS, mais il est plus simple, et le nombre
réduit de classes le rend plus robuste au manque de données d’apprentissage. Il pourrait donc
donner de meilleurs résultats. La liste des mots outils est obtenue par une heuristique simple :
il s’agit des mots courts (trois lettres ou moins) les plus fréquents.
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Enfin, nous implémentons quatre indicateurs binaires indiquant si un « mot » est un signe de
ponctuation, un nombre, une URL ou un nom propre (en utilisant une liste de noms propres).
Ces indicateurs permettent de mieux prendre en compte des distributions de probabilité
différentes selon les catégories.
3.1.8 Classification et régression multivariées des mesures de confiance ni-
veau mots
Nous avons développé au total 66 paramètres prédictifs. Beaucoup d’entre eux sont très cor-
rélés (par exemple, les probabilités n-gramme et et les probabilités n-grammes moyennées sur le
contexte). Certains sont très simples (les indicateurs à base de règles — section 3.1.7), d’autres
plus sophistiqués (modèle IBM-1 — section 3.1.6). Nous allons utiliser cette représentation nu-
mérique des mots pour assigner une probabilité de correction à chacun à l’aide de différents
classifieurs (Section 1.4). Nos expériences utiliseront la Régression Logistique, les Réseaux de
Neurones, les Machines à Vecteurs de Support (SVM) et la Régression des Moindres Carrés Par-
tiels (PLSR). Seuls les Réseaux de Neurones ont permis d’obtenir une meilleure estimation de
probabilité, en combinant les différents paramètres, que la meilleure mesure de confiance utilisée
seule (le repli trigramme — section 3.1.1). Cette amélioration reste toutefois modeste (1.3 points
de Taux d’Égale Erreur). La structure du réseau est un perceptron à trois couches avec un taux
de connectivité de 0.5, ayant 66 neurones d’entrée (un par paramètre), 33 neurones cachés et un
neurone de sortie. La fonction d’activation est une sigmöıde. La courbe DET de ce classifieur
est présentée dans la figure 3.4 et les résultats de tous les autres dans le tableau 3.5.
Classifieur Taux d’Égale Erreur NMI Entrâınement Test
Régression Logistique 36.8 −2.61× 10−2 13” 5”
PLSR 37.5 −5.84× 10−2 15’ 1”
SVM 36.7 −1.87× 10−1 12h 500”
Réseau de Neurones 35.0 6.06× 10−2 10’ 2”
Table 3.5 – Classification des mots utilisant tous les paramètres
Figure 3.4 – Classification par un réseau de neurones utilisant tous les paramètres
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Évalués à l’aune de l’Information Mutuelle Normalisée (NMI), les résultats sont particu-
lièrement décevants. Une mauvaise estimation du biais en est probablement la cause : comme
expliqué dans la section 1.3.2, le biais pénalise la mesure NMI. Or, la méthode que nous implé-
mentons pour le corriger estime le biais sur des données artificielles (faute de données annotées
en quantité suffisante). Il est possible qu’il soit en fait différent sur le corpus de test (constitué
de « vraies » traductions automatiques annotées) et que la correction du biais ne soit donc pas
efficace.
Le tableau 3.6 présente la modeste, mais néanmoins significative à 1%, contribution des
mesures de confiance originales basées sur l’information mutuelle (section 3.1.4)
Mesure Taux d’Égale Erreur Information Mutuelle Normalisée
Sans IMI et CMI 35.6 5.32× 10−2
Avec IMI et CMI 35.0 6.06× 10−2
amélioration -0.60 +7.4× 10−3
Table 3.6 – Contribution des mesures utilisant l’information mutuelle.
Enfin, nous avons également voulu comparer les performances obtenues en entrâınant le
classifieur sur un corpus artificiel et sur un corpus annoté. Le corpus annoté dont nous disposons
est de taille très réduite, ce qui réduit la significativité des résultats. Il faut cependant noter
que bien que de taille réduite, il a été beaucoup plus coûteux à obtenir que le corpus artificiel,
en termes de temps de travail. Nous avons scindé ce corpus en un corpus d’entrâınement (70
phrases), un corpus de développement (30 phrases) et un corpus de test (50 phrases). Nous avons
entrâıné et optimisé le réseau de neurones sur les deux premiers, et l’avons testé sur le dernier.
La courbe DET obtenue est présentée figure 3.5 et les résultats numériques dans le tableau 3.7.
Les deux classifieurs ont un comportement très semblable, mais les données artificielles sont
obtenues à bien moindre coût.
Figure 3.5 – Comparaison de classifieurs entrâınés sur des données annotées ou artificielles.
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Classifieur Taux d’Égale Erreur Information Mutuelle Normalisée
Réseau de neurone (corpus artificiel) 35.0 6.06× 10−2
Réseau de neurone (corpus annoté) 36.8 5.79× 10−2
Table 3.7 – Comparaison de classifieurs entrâınés sur des données annotées ou artificielles.
3.2 Mesures de confiance pour les phrases
Les paramètres prédictifs présentés dans cette section ont pour but de générer une repré-
sentation numérique des phrases, afin d’utiliser les techniques de classification et de régression
évoquées précédemment. Comme pour les mots, l’estimation automatique de qualité sera ef-
fectuée en estimant une distribution de probabilité sur un sous espace de RdS correspondant
à l’ensemble des valeurs que peuvent prendre les paramètres prédictifs. La méthode que nous
proposions pour générer un corpus d’apprentissage artificiel annoté pour la classification des
mots ne fonctionne pas pour les phrases : en effet, on ne peut pas dire qu’un certain nombre
d’erreurs rend une traduction incorrecte (cela dépend de la nature de l’erreur). Nous avons donc
utilisé un corpus dégradé comme pour la génération d’un corpus d’apprentissage pour la classi-
fication des mots, mais au lieu de déterminer automatiquement des classes, nous avons utilisé la
métrique BLEU pour estimer la qualité des phrases dégradées. Si le besoin s’en fait sentir, une
classification est ensuite effectuée en choisissant un seuil sur cette métrique (voir la section 3.2.6).
Beaucoup des paramètres utilisés pour les mots peuvent être adaptés de façon simple pour
les phrases. Je ne m’en priverai donc pas, et passerai rapidement sur les paramètres prédictifs
qui sont des adaptations des paramètres utilisés pour les mots.
3.2.1 Mesures utilisant un modèle de langage
Je commencerai par les paramètres utilisant les n-grammes. Il s’agit de la perplexité, de la
perplexité selon un modèle à rebours, et de la moyenne du repli des mots de la phrase (une
simple moyenne du paramètre x3.3 utilisé pour les mots — section 3.1.1). Les vraisemblances

















Chacun peut être utilisé comme une mesure de confiance à part entière, et les résultats sont
présentés dans le tableau 3.8, et leurs courbes DET dans la figure 3.6 (page 64), à côté de celle
de la mesure utilisant l’information mutuelle intra-langue, qui peut être vue comme une forme
de modèle de langage. Les performances de la mesure utilisant le repli se distinguent nettement
de celles des trois autres, qui sont très proches.
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Mesures Taux d’Égale Erreur Information Mutuelle Normalisée
perplexité trigramme 41.7 4.02× 10−3
perplexité trigramme à rebours 41.3 3.97× 10−3
repli moyen 34.2 4.15× 10−3
Table 3.8 – Performances des mesures utilisant des modèles n-grammes.
Nous utiliserons aussi comme paramètre prédictif la perplexité de la phrase source. Intuiti-
vement, plus la perplexité de la phrase source est faible, plus elle sera difficile à traduire. Bien




P (si|si−1, .., si−n+1)
 1Len(s) (3.14)
3.2.2 Mesures utilisant l’information mutuelle
Continuons avec les mesures utilisant l’information mutuelle intra- et inter-langues. Là en-





























Malheureusement, la mesure utilisant l’information mutuelle inter-langues donne ici des ré-
sultats encore moins bons qu’au niveau des mots, avec un taux d’égale erreur d’environ 46%.
Les performances pour l’information mutuelle intra-langue sont, eux, raisonnablement proches
de ceux des mesures de confiance utilisant les n-grammes (tableau 3.9 et figure 3.6).
Mesure Taux d’Égale Erreur Information Mutuelle Normalisée
IMI 39.0 9.46× 10−4
CMI 46.1 −0.30× 10−4
Table 3.9 – Mesure de confiance utilisant l’information mutuelle intra-langue
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Figure 3.6 – Courbes DET des mesures de confiance utilisant des modèles de langage (n-gramme
et IMI)
3.2.3 Mesure utilisant un modèle IBM-1
Nous utilisons la probabilité de traduction donnée par un modèle IBM-1 comme mesure de
confiance, à ceci près qu’elle est normalisée afin de ne pas pénaliser les phrases longues :









Là encore, cette mesure donne d’étonnamment mauvais résultats. Sans doute le modèle IBM-
1 est-il trop rudimentaire pour cette application.
3.2.4 Vérification basique de la syntaxe
Le rôle de ce paramètre prédictif est de faire des vérifications élémentaires de syntaxe : les
parenthèses vont-elles bien par paires, les points, points d’exclamation, d’interrogation, etc. sont-
ils bien situés à la fin de la phrase, cette dernière s’achève-t-elle par un signe de ponctuation
approprié, etc. On peut trouver une description plus complète dans [Blat 03].
x3.18(s, t) =
{
1 si t est bien formée
0 sinon
(3.18)
Ce paramètre, bien sûr, ainsi que ceux qui suivent, ne sont pas destinés à être des mesures
de confiance à part entière.
3.2.5 Paramètre prédictifs utilisant la longueur
Ce paramètre proposé dans [Blat 03], très basique lui aussi, mesure la cohérence entre la
longueur de la phrase source et la longueur de la traduction. Des longueurs très différentes
indiquent peut-être une traduction erronée, du moins pour des langues ayant des notions de
« mot » comparables, comme c’est le cas pour le français et l’anglais par exemple.
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x3.19(s, t) = Len(s) (3.19)





3.2.6 Classification et régression multivariées des mesures de confiance ni-
veau phrase
Comme je l’ai expliqué précédemment, notre algorithme de génération de corpus d’appren-
tissage n’est pas adapté pour l’entrâınement d’un classifieur au niveau des phrases, car on ne
peut pas déterminer de façon automatique si une phrase générée reste compréhensible ou non.
Au lieu d’une classification binaire des phrases du corpus généré, nous avons donc calculé leurs
scores BLEU, au niveau de chaque phrase, en les comparant à la phrase d’origine. Nous avons
ensuite utilisé les SVM, les Réseaux de Neurones et la PLSR pour effectuer une régression des
paramètres prédictifs sur le score BLEU des phrases. La classification sera ensuite effectuée en
choisissant un seuil pour ce score.
BLEU n’est certes pas une bonne métrique au niveau des phrases, et est mieux corrélé avec
les jugements humain au niveau d’un document. Mais une partie des raisons qui en font une
mauvaise métrique ne s’appliquent pas ici, puisque la traduction générée est issue de la
traduction de référence. De plus, cette métrique a l’avantage d’être bien connue, et des
outils efficaces existent pour la calculer. Nous avons également mené des expériences utilisant le
Translation Edit Rate, sans succès, à cause de la grande variabilité des scores et d’un nombre
élevé de phrases obtenant un score nul.
Figure 3.7 – Courbes DET des classifieurs niveaux phrases utilisant la Régression des Moindres
Carrés Partiels, les Réseaux de Neurones ou les Machines à Vecteurs de Support.
Seule la PLSR permet une amélioration, de 5,2 points, par rapport à la meilleure mesure
de confiance prise isolément (le repli moyen, Section 3.2.1). Le score ainsi obtenu présente une
corrélation de 0,358 avec les annotations humaines (section 1.1).
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Classifieur Taux d’Égale Erreur NMI
PLS 29.0 8.14× 10−2
SVM 38.0 −2.56× 10−1
Réseau de Neurones 41.3 −2.44× 10−2
Table 3.10 – Performances des classifieurs PLSR, SVM Réseaux de Neurones niveau phrase.
3.3 Conclusion
Dans les sections précédentes, je me suis employé à décrire une approche des mesures de
confiance fondée sur des techniques de classification et de régression, à donner une description
précise et formelle de paramètres prédictifs de l’état-de-l’art aussi bien que d’autres orginaux, et
à présenter une évaluation des performances de différentes techniques évoquées. J’ai également
proposé une méthode originale de génération automatique de données d’apprentissage qui per-
met, à faible coût, de générer de grands corpus annotés, facilitant l’estimation des paramètres
des algorithmes de classification et de régression précédemment évoqué, avec de bons résultats,
et notamment des résultats meilleurs qu’en utilisant de petits corpora manuellement annotés.
L’approche par classification et régression offre un cadre de travail robuste, fondé sur des
algorithmes bien connus pour lesquels il existe des outils efficaces, et dans lequel il est aisé
d’ajouter de nouvelles sources d’informations. L’utilisation de réseaux de neurones nous permet
d’obtenir un taux d’égale erreur de classification de 35% pour la détection de mots erronés (soit
1,3 points d’amélioration par rapport au meilleur paramètre prédictif utilisé seul, en l’occurence
le comportement de repli d’un modèle de langage trigramme), tout en étant peu coûteux en
termes de temps de calcul, et l’utilisation de la régression des moindres carrés partiels nous
permet d’otbenir un taux d’égale erreur de 29% pour la détection de phrases erronées (6 points
d’amélioration par rapport au meilleur paramètre prédictif, là aussi le comportement de repli
d’un modèle trigramme).
Les techniques présentées, cependant, ont certaines limitations. D’abord, tous les paramètres
utilisés utilisent les formes de surface de mots, et aucun n’intègre de notion sémantique. Or, de
petites erreurs de surface peuvent engendrer de grandes erreurs de sens. On pense par exemple
à l’omission d’une négation. Ensuite, nous avons développé des paramètres prédictifs pour les
phrases et les mots, mais aucun à un niveau intermédiaire, comme les groupes nominaux ou
verbaux, ou plus simplement les séquences, comme le font certains modèles de traduction et
notamment ceux que nous utilisons. Or, comme je l’ai expliqué précédemment, le mot est une
unité trop petite, et sa correction trop ambigüe pour que cette approche soit pleinement satisfai-
sante, et à l’inverse, une phrase est une entité trop longue, qui peut être partiellement incorrecte
sans qu’il soit nécessaire de la retraduire entièrement. L’annotation de confiance au niveau des
segments reste une piste prometteuse et largement inexplorée. Enfin, comme nous le verrons
dans le chapitre suivant (chapitre 4) qui présentera une expérience de post édition, la précision
d’une mesure de confiance ne reflète pas son utilité : en effet, l’utilisateur ne s’intéresse pas au
taux d’égale erreur, il veut que le système d’estimation de confiance lui fasse gagner du temps.
Nous verrons qu’il est très sensible aux erreurs du système, et notamment aux faux rejets.
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Une expérience de Post-Édition
Dans la section précédente, nous avons passé en revue de façon détaillée le principe, la défini-
tion mathématique et les performances d’un certain nombre de mesures de confiance. Nous savons
donc estimer le nombre d’erreurs qu’on peut espérer détecter, les compromis faux positifs/faux
négatifs réalisables, et l’information qu’elles nous apportent. Mais cela ne nous renseigne pas
sur leur utilité réelle, dans le cadre d’une application de post-édition par exemple. Nous avons
donc mis en place une telle expérience. L’objectif était d’obtenir un retour qualitatif de la part
d’utilisateurs, afin de déterminer si le système que nous proposons, bien qu’imparfait, est utile
en pratique ou non. Du fait du faible nombre d’utilisateurs sur lesquels porte notre étude, et du
caractère expérimental de beaucoup des mesures de confiance utilisées, les résultats sont stricte-
ment qualitatifs, et ne doivent être interprétés que comme des indications des besoins réels des
utilisateurs, et des pistes à suivre afin d’augmenter l’utilité des mesures de confiance dans un
système de post-édition. Le protocole suivi est inspiré de celui décrit dans [Plit 10].
Nous avons implémenté un outil de post-édition utilisant des mesures de confiance pour
indiquer à l’utilisateur les mots potentiellement erronés. Chaque utilisateur a ensuite eu pour
tâche de corriger un certain nombre de traductions automatiques, parfois avec et parfois sans
l’aide des mesures de confiance. Nous avons mesuré, entre autres, la vitesse de post-édition dans
les deux cas.
4.1 L’outil de Post-Edition
Nous avons développé un système de post-édition simple (voir la capture d’écran figure 4.1). Il
peut être vu comme une version très simplifiée d’un logiciel de traduction assistée par ordinateur.
Il affiche une phrase source (dans notre cas, en français) et la traduction (en anglais) proposée
par un logiciel de traduction automatique (l’outil Moses). Si la fonction est activée, les erreurs
détectées par le système sont affichées en rouge. L’utilisateur peut ajuster le seuil de détection
et modifier comme il le souhaite la traduction proposée, avant de valider. Pour les besoins de
l’expérience, un fois une traduction validée, un utilisateur ne peut plus y revenir.
En haut de la fenêtre, dans la barre d’outil, on trouve les boutons permettant de charger les
fichiers nécessaires à l’expérience. Ils étaient manipulés par l’expérimentateur et les volontaires
n’avaient pas à s’en occuper, seulement à appuyer sur « Start ». La phrase source est affichée
dans la champ du haut, et la traduction dans celui du bas, qui est éditable (à la différence du
premier). À gauche on trouve un curseur permettant de modifier le seuil de détection (Section
1.4). Tous les mots dont le score est inférieur à celui choisi par l’utilisateur sont affichés en rouge.
Les scores sont normalisés entre 0 et 1 : lorsque le curseur est tout en bas, le seuil est 0 (cela
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Figure 4.1 – Aperçu du logiciel de post-édition.
correspond au point d’abscisse 0 de la courbe DET : dans ce cas, tous les mots sont considérés
comme corrects). Lorsqu’il est tout en haut, le seuil est 1 (c’est la point à l’extrême droite de la
courbe DET : tous les mots sont considérés comme faux). L’utilisateur peut modifier la sévérité
de la classification automatique, s’il le désire, en déplaçant ce curseur.
La traduction automatique et les mesures de confiance sont calculées hors-ligne, c’est-à-
dire avant l’expérience, et non à la volée. La forte puissance de calcul requise par les outils de
traduction et d’estimation de confiance rend nécessaire ce précalcul, sans quoi le programme
serait beaucoup trop lent, et son déploiement sur des machines diverses beaucoup plus difficile.
C’est un inconvénient majeur : en effet, le système ne peut donc pas prendre en compte les
modifications apportées par l’utilisateur. Il ne peut ni estimer la correction de ses éditions, ni
mettre à jour les estimations sur les parties non éditées de la phrase (qui peuvent avoir évolué,
puisque la correction dépend du contexte).
On donne aux utilisateurs des explications superficielles sur le fonctionnement du système :
non seulement un cours détaillé sur les mesures des confiance ne les intéresse pas, mais une
connaissance trop poussée des détails de leur fonctionnement risquerait d’influer sur leur in-
teraction avec le logiciel, invalidant les résultats de l’expérience 17. Une fois que l’utilisateur a
corrigé, s’il le souhaitait, la traduction automatique proposée, il peut cliquer sur « next » (ou
« pause » s’il souhaite se reposer quelques instants — ce bouton a pour effet de ne pas afficher la
nouvelle traduction à corriger et de suspendre le décompte du temps passé. En pratique, aucun
des utilisateurs n’a fait de pause). Tout le reste de l’interface (la barre de progression, etc.) n’est
que cosmétique.
Au cours de l’expérience on enregistre aussi le temps total passé à éditer les phrases (c’est-
à-dire la durée séparant l’affichage d’une phrase et l’activation du bouton « next », moins le
temps de pause). Ce temps est subdivisé en trois composantes : la saisie (le temps pendant lequel
l’utilisateur presse des touches du clavier) ; la manipulation de l’interface (c’est-à-dire le temps
que l’utilisateur passe à déplacer le curseur) ; et le temps de réflexion (tout le reste).
Les utilisateurs ont dans l’ensemble affirmé que le programme était facile à utiliser. Cela dit,
il faudrait étudier l’ergonomie de l’interface, afin d’être certain que ce qui est mesuré est bien
l’influence des mesures de confiance, et non celle de nos choix de conception.
17. Lors des tests, j’ai moi même observé que je tentais de comprendre pourquoi la mesure de confiance avait





Nous ne nous attendions pas (avec raison) à un afflux massif de volontaires. Nous avons donc
voulu que leur niveau d’anglais soit aussi homogène que possible. Nous avons donc recruté parmi
des enseignants d’anglais dont la langue maternelle est le français, et des étudiants de master
d’anglais. Sur sept volontaires, deux n’ont pas suivi les consignes, et les données recueillies ont
été ignorées. Chaque expérimentation durait environ deux heures, divisées en quatre étapes :
Première étape, introduction et entrâınement : nous avons commencé par donner aux
volontaires des explications rapides sur le domaine et sur le travail demandé. Nous leur avons
ensuite donné dix traductions à corriger à l’aide de notre logiciel. Ces traductions n’étaient
destinées qu’à les familiariser avec le logiciel et aucune mesure n’était réalisée à ce stade.
Seconde étape, première variante de l’expérience : lorsqu’ils se sentaient prêts, les
volontaires pouvaient commencer l’expérience proprement dite. Trente paires d’une phrase source
et d’une traduction automatique étaient affichées successivement. L’utilisateur pouvait modifier
le seuil d’acceptation des mesures de confiance et éditer la traduction proposée.
Troisième étape, seconde variante de l’expérience : cette étape se déroule comme la
précédente, sauf que les utilisateurs n’ont cette fois pas accès aux mesures de confiance. Pour la
moitié des volontaires, l’ordre des étapes 2 et 3 est inversé, afin de compenser les effets opposés
de la fatigue et de l’habitude : en effet, on peut s’attendre à ce que la réalisation du travail
demandé soit plus facile lors de la seconde partie de l’expérience, puisque l’utilisateur a eu le
temps de s’habituer, mais on peut aussi craindre qu’il soit fatigué et que cela ait un impact sur
la vitesse et la qualité de son travail.
Quatrième étape, le recueil des impressions de l’utilisateur : pour terminer, les vo-
lontaires devaient remplir un questionnaire (annexe B, page 127) dont le but était de recueillir
leurs impressions sur l’ergonomie du programme, la difficulté de la tâche, l’utilité et la qualité
des mesures de confiance, etc.
Voici les instructions que nous avons données aux volontaires ; intuitivement, l’objectif était
d’obtenir des traductions assez bonnes pour être compréhensibles sans trop d’efforts, mais pas
forcément du « bel anglais » :
– Le but est d’obtenir une traduction correcte, pas une traduction parfaite : corrigez les
erreurs, pas le style.
– Vous pouvez utiliser toute l’aide que vous souhaitez, tant que vous ne copiez pas sur vos
voisins (l’idée étant d’éviter que certains ne perdent du temps sur des difficultés de langue,
brouillant ainsi les mesures ; en pratique, tous ou presque ont utilisé des dictionnaires en
ligne ou imprimés). Les seules contraintes sont :
– N’utilisez pas d’outil de traduction automatique en ligne.
– Ne perdez pas trop de temps sur des détails.
– N’embêtez pas vos voisins.
– Ne posez pas de questions à l’expérimentateur.
Les deux ensembles de trente phrases ont été tirés aléatoirement parmi les données de test de
la campagne WMT 2009. Il s’agissait de transcriptions d’émissions radiodiffusées. Le caractère
aléatoire de ces données permet d’éviter d’avoir un ensemble de traductions particulièrement
facile ou au contraire trop difficile, faussant ainsi l’évaluation. Cela dit, ce choix est discutable
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car en général, une tâche « réelle » consiste en la traduction de documents cohérents, et non
d’un suite de phrases sans rapport les unes avec les autres.
4.3 Analyse des résultats
Les résultats les plus importants de cette expérience sont présentés dans le tableau 4.1. Les
trois premières mesures (temps par phrase, taux d’édition et qualité du résultat) sont dupliquées :
on compare d’abord ces mesures selon l’utilisation ou non de mesures de confiance, puis selon
l’ordre dans lequel les étapes 2 et 3 exposées dans la section précédente sont effectuées. La
plupart des métriques sont aisément compréhensibles, mais certaines demandent un complément
d’explications :
Perplexité de la séquence des erreurs : la perplexité peut-être interprétée comme le
nombre d’alternatives qui sont présentées à un utilisateur pour chaque mot. En l’occurrence :
éditer, ou ne pas éditer, telle est la question. Cette métrique mesure la capacité de la mesure de
confiance à détecter les mots qui devront être édités. L’hypothèse de traduction proposée par
Moses est alignée au sens de Levenshtein avec la traduction éditée par l’utilisateur. À chaque
mot de l’hypothèse initiale, on associe 1 s’il est aligné avec un mot de l’hypothèse éditée (c’est-
à-dire qu’il n’a pas été modifié), 0 sinon (l’utilisateur y a apporté une correction, l’a supprimé
ou remplacé). le corpus est ainsi remplacé par une séquence de 0 et de 1. On calcule ensuite la
perplexité de séquence selon deux modèles : la probabilité a priori des deux classes, d’une part ;
dans ce cas la perplexité reflète la difficulté intrinsèque de la classification (elle est maximale
quand les probabilités a priori des deux classes sont égales, et minimale quand l’une est nulle
et l’autre certaine) ; et d’autre part, la perplexité donnée par les probabilités estimées à l’aide
des mesures de confiance ; dans ce cas, la perplexité reflète la capacité des mesures de confiance
à modéliser les erreurs. La différence entre les perplexités données par les deux modèles peut
être interprétée comme l’aide à la décision qu’apportent les mesures de confiance (la désam-
bigüısation, ou réduction du choix). La perplexité varie donc entre 1 (le modèle a exactement
détecté sans ambigüıté les mots qui devaient être corrigés) et 2 (le modèle n’a apporté aucune
information utile à la prise de décision).
Qualité des traductions éditées : après l’expérience, toutes les traductions éditées ont été
manuellement évaluées par un membre de l’équipe. Chaque traduction a reçu un score entre 1
et 5, d’une façon similaire à l’évaluation réalisée pour les campagnes WMT :
1. La traduction est inutilisable.
2. La traduction est assez mauvaise, mais une partie de l’information de la phrase source se
retrouve dans la traduction.
3. On comprend globalement le sens, mais la traduction pourrait être nettement améliorée.
4. La traduction ne présente que quelques erreurs mineures.
5. La traduction est très bonne.
Cette évaluation manuelle permet de mesurer l’influence des mesures de confiance sur la qua-
lité de la post-édition. Comme on pouvait s’y attendre, aucune des traductions éditées n’obtient
le score 1 ou 2.
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Corrélation entre les mesures de confiance et les éditions : on s’intéresse ici à la
corrélation qui existe entre les mesures de confiance calculées par le système, et les décisions prises
par l’utilisateur d’éditer ou non un mot. Les traductions proposées par le système de traduction
automatique sont transformées en une séquence de 0 et de 1 selon la méthode précédemment
exposée. On calcule ensuite la corrélation entre ces « scores » et les probabilités de correction
fournies par le système.
Rapport entre le nombre d’édition et le nombre d’erreurs détectées : il s’agit du
rapport du nombre d’éditions effectivement réalisées par l’utilisateur, et le nombre d’erreurs
détectées par les mesures de confiance étant donné le seuil d’acceptation choisi par l’utilisateur.
Si les mesures de confiance étaient parfaites et si l’utilisateur ajustait correctement le seuil
d’acceptation, ce rapport vaudrait 1 (mais la réciproque n’est pas vraie). Si ce rapport est
inférieur à 1, cela signifie que l’utilisateur a choisi un seuil tel que la détection automatique est
trop sévère (cela peut être une façon de détecter un maximum d’erreurs, quitte à éventuellement
avoir des mots injustement rejetés) ; s’il est supérieur à 1, l’utilisateur a choisi de rendre la
classification plus laxiste, ce qui peut être une façon de ne mettre en valeur que les erreurs les
plus graves.
Sans mesures de confiance Avec mesure de confiance
Temps moyen par traduction (secondes) 77 87
Taux d’édition moyen 30% 32%
Qualité moyenne des traductions éditées 4.3 4.2
1ère expérience 2nde expérience
Temps moyen par traduction (secondes) 84.22 80.12
Taux d’édition moyen 29% 33%
Qualité moyenne des traductions éditées 4.2 4.3
Rapport éditions/détections 1.76
Perplexité de la séquence d’erreurs a priori : 1.71 a posteriori : 1.49
Corrélation mesures de confiance/éditions 0.23
Table 4.1 – Influence des mesures de confiance sur la post-édition.
Les résultats en terme de rapidité d’éditions sont décevants : l’utilisation des mesures de
confiance semble en fait ralentir les utilisateurs ! Ceux-ci nous ont en effet confirmé que les
prédictions n’étaient pas assez fiables pour qu’ils leur fassent entièrement confiance, et qu’ils
devaient donc passer du temps à vérifier les indications du système. Ces indications représentant
une information supplémentaire à appréhender, cela peut expliquer que la présence d’indications
de correction automatiques ralentisse les utilisateurs. Cette interprétation semble confirmée par
une analyse plus fine du temps de post-édition : en effet, la différence observée entre les éditions
avec et sans mesures de confiance est entièrement due au temps de « réflexion ». On observe aussi
indépendamment de l’utilisation des mesures de confiance, les utilisateurs sont plus rapides dans
la seconde partie de l’expérience que dans la première. Cela peut traduire l’acquisition d’une cer-
taine aisance, ou une certaine impatience. La qualité des traductions éditées n’étant pas dégradée
d’une étape à l’autre, cette dernière hypothèse peut être écartée. Cela suggère tout de même
que la phase d’apprentissage devrait être plus longue. Dans toutes les configurations, le taux
d’éditions est assez élevé, ce qui montre que les traductions n’étaient dans l’ensemble pas assez
bonnes pour être compréhensibles telles quelles. Le rapport très élevé du nombre de corrections
sur le nombre d’erreurs détectées suggère que les utilisateurs n’ont pas pu trouver de compromis
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acceptable entre la détection des erreurs les plus importantes et l’augmentation du nombre du
mots injustement rejetés lorsqu’on augmente le seuil d’acceptation. Enfin, dans le questionnaire
final, la plupart des volontaires a indiqué qu’ils préféraient retraduire complètement une phrase
plutôt que corriger une traduction automatique erronée.
4.4 Conclusion
Cette expérience nous a permis d’identifier un certain nombre de points qui doivent être
améliorés en priorité :
– Les mesures de confiance doivent être calculées dynamiquement.
– Il faut proposer aux utilisateurs d’éditer un document, et non un ensemble aléatoire de
phrases.
– La phase d’entrâınement doit être beaucoup plus longue : en effet, on observe que les
utilisateurs étaient beaucoup plus à l’aise lors de la seconde partie de l’expérience. De
plus, à la fin de l’expérience, certains n’avaient pas bien saisi l’intérêt du curseur servant
à modifier le seuil d’acceptation.
– L’interface du programme doit être plus sérieusement réfléchie, en gardant à l’esprit les
aspects d’ergonomie, afin d’être certain que les utilisateurs peuvent pleinement tirer parti
des fonctionnalités du programme, et que l’influence mesurée est bien celle des mesures de
confiance et non celle de l’interface.
– Bien entendu, la précision des mesures de confiance doit être grandement améliorée. Tout
d’abord, si l’utilisateur a le moindre doute sur leur précision, il perdra du temps à vérifier
les prédictions du système. Ensuite, nous avons observé que les faux rejets (mots injus-
tement considérés comme faux) étaient plus gênants pour les utilisateurs que les fausses
acceptations. La précision de la classification, plus encore que le rappel, doit donc être
améliorée.
Enfin, nous pensons qu’il est important de calculer des mesures de confiance non plus sur
les mots ou les phrases, mais à un niveau intermédiaire, des segments (par exemple, un groupe
nominal ou un groupe verbal). Cela permettrait d’attirer l’attention de l’utilisateur sur des
groupes cohérents de mots à modifier dans leur ensemble, tout en gardant une analyse plus fine
qu’au niveau de la phrase. De plus, des mesures d’ordre sémantique devraient être introduite,




La campagne WMT 2012
Nous avons participé à la tâche d’estimation de qualité de la campagne d’évaluation WMT
2012 [Call 12] 18. Il s’agissait d’utiliser des mesures de confiance pour approcher les évaluations
humaines sur des traductions automatiques. L’approche du système de référence proposé est
similaire à la nôtre : une régression est effectuée sur les évaluations en se basant sur différents
paramètres prédictifs. Nous avons utilisé les paramètres proposés dans le système de référence,
et certains de ceux décrits dans le présent manuscrit et dans [Rayb 11], soit un total de 67
paramètres. Nous avons également utilisé un algorithme de sélection de paramètres pour écarter
les mesures les moins performantes, qui allongent inutilement le temps de calcul et risquent
d’apporter plus de bruit que d’information. Notre système est décrit dans l’article [Lang 12].
Le système est présenté dans son ensemble dans la section 5.1. Les paramètres prédictifs
utilisés sont décrits dans la section 2.3.2 et l’algorithme de sélection de paramètres dans la
section 5.3. Enfin, je présenterai et commenterai les résultats dans la section 5.4.
5.1 Présentation du système
Les données fournies pour la campagne consistent en des phrases source en anglais, leurs
traductions automatiques en espagnol, et pour chaque paire, une estimation de qualité entre
1 et 5 (moyenne des notes attribuées par trois experts), comme décrit dans la section 1.1. 1
signifie que la traduction est incompréhensible et 5 qu’elle est claire et intelligible. Avec chaque
paire de phrases est fourni un vecteur de paramètres prédictifs de référence. En plus de ceux-ci,
nous avons calculé d’autres paramètres prédictifs, et avons utilisé une SVM pour effectuer une
régression de ces paramètres sur les scores fournis, comme décrit dans la section 1.4.2. L’objectif
était de prédire au mieux l’évaluation humaine, par des moyens automatiques.
5.2 Paramètres prédictifs utilisés pour la campagne
Je vais commencer par décrire les paramètres prédictifs du système de référence. Certains
ont été décrits dans la section 3.2 :
– Longueurs de la phrase source et de la traduction (section 3.2.5).
– Longueur moyenne des mots de la phrase source. L’idée est que les mots plus longs ont
tendance à être plus rares (donc moins bien modélisés), et les mots les plus courts sont
souvent des mots outils.
18. http://www.statmt.org/wmt12/quality-estimation-task.html
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– Vraisemblances de la phrase source et de la traduction selon un modèle n-gramme (sec-
tion 3.2.1).
– Nombre moyen d’occurrences des mots de la traduction au sein de l’hypothèse de traduc-
tion. Des mots répétés peuvent suggérer une erreur de traduction.
– Nombre moyen de traductions par mot de la phrase source. Soit T1(s) ⊂ VT l’ensemble
des mots de la langue cible qui sont une traduction potentielle du mot de la langue source
s, et tels que
∀t ∈ T1(s) . PIBM−1(s|t) > 0.2







– Moyenne pondérée du nombre de traductions par mot source. Ce paramètre est similaire
au précédent, mais les mots fréquents ont un poids plus faible dans la moyenne.
– Paramètres utilisant les fréquences des n-grammes : les fréquences sont divisées en quar-
tiles. Ces paramètres indiquent combien d’unigrammes, bigrammes et trigrammes de la
phrase source sont dans les quartiles 1 (les moins fréquents) et 4 (les plus fréquents).
– Nombre de signes de ponctuations dans la phrase source et dans la traduction.
Le système de référence était composé de 17 paramètres prédictifs, auquel nous ajoutons 49
autres, décrits dans la section 3.2.
5.3 Sélection de paramètres
Nous utilisons dans nos expériences un grand nombre de paramètres prédictifs. Certains ne
sont pas très efficaces, comme le montrent les expériences de la section 3. Même si, en théorie,
un paramètre qui n’apporte pas d’information utile sera ignoré par le classifieur, il vaut tout
de même mieux l’écarter, afin de diminuer la complexité du calcul, d’atténuer les problèmes de
surapprentissage, de manque de données et de dimensionalité, et de favoriser la convergence des
méthodes d’optimisation numérique. Nous avons donc, pour cette campagne, développé un algo-
rithme de sélection de paramètres. Il s’agit d’un algorithme « dégressif » (backward), c’est-à-dire
qu’il part de l’ensemble de tous les paramètres et écarte les moins efficaces, par opposition aux
algorithmes « progressifs » (forward), qui partent d’un ensemble vide et ajoutent les paramètres
les plus efficaces [Guyo 03]. Plus précisément, il s’agit d’un algorithme dégressif glouton, c’est-à-
dire qu’il supprime des paramètres un à un de l’ensemble des paramètres sélectionnés jusqu’à ce
qu’un certain critère de qualité cesse de s’améliorer. Ce paramètre est l’erreur moyenne (EM)
estimée sur un corpus de développement :
EMF (s, r) =
∑n
i=1 |si − ri|
n
(5.1)
avec F l’ensemble des paramètres prédictifs utilisés, s la liste des scores prédits par le système,
r la liste des scores de référence, et n la longueur de ces listes. L’algorithme est formalisé page
75 (algorithme ??).
L’algorithme semble simple, mais plusieurs étapes sont nécessaires pour calculer l’EM : en-
trâıner la régression des paramètres prédictifs sur les scores, effectuer la régression sur le corpus
de développement, puis calculer l’erreur.
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Algorithme 1: Algorithme de sélection de paramètres
begin
ÉTAT INITIAL :
F ← ensemble de tous les paramètres.
err ← EMF (s, r)
repeat
∆← 0
forall the f ∈ F do
F ′ ← F \ f
err′ ← EMF ′(s, r)
if err − err′ > ∆ then
∆← err − err′
f∗ ← f
if ∆ > 0 then
F ← F \ f∗
err ← err′
until ∆ < ε;
5.4 Résultats
Nous utilisons les corpora fournis par la campagne, et aucun corpus additionnel. Le premier
corpus est un bitexte constitué de phrases source en anglais et leurs traductions de référence
en espagnol, issues des corpora EUROPARL et News Commentary (distribués pour la même
campagne). Ce corpus est utilisé pour estimer les modèles de traduction et de langage. Pour
l’estimation de qualité, nous utilisons un second corpus de 1832 phrases en espagnol fournies
pour la campagne avec leurs traductions automatiques par le système de référence, les estimations
de qualité de référence et les valeurs des paramètres prédictifs de référence. Ce corpus est scindé
en deux : 1000 paires de phrases pour le corpus d’entrâınement des SVM, et 832 pour le corpus
de développement (utilisé par l’algorithme de sélection de paramètre, section 5.3). Un corpus de
test a été distribué par la suite.
Les résultats en termes d’EM et Erreur Quadratique Moyenne (EQM) sont présentés dans






Chaque ligne du tableau 5.1 correspond aux performances d’un ensemble de paramètres
prédictifs. REF+LORIA est l’union des paramètres de référence (section 2.3.2) et de ceux que
nous proposons (section 3.2). La colonne ’sélection param.’ indique si l’algorithme de sélection
de paramètres a été appliqué ou non. Nous avons testé deux noyaux pour la SVM : linéaire
(indiqué par LIN dans le tableau) et Radial Basis Function, comme décrit dans la section 1.4.2,
indiqué par RBF. Les paramètres γ et C du noyau RBF sont soit les paramètres par défaut de
LibSVM (DEF dans le tableau), soit optimisés par grid search sur le corpus de développement
(OPT). Les valeurs de l’EM et de l’EQM sont données pour le corpus de développement et le
corpus de test.
Ces résultats montrent que les améliorations observées sur le corpus de développement sont
toujours confirmées sur le corpus de test. Les paramètres de REF seuls permettent déjà d’obtenir
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Dev Test
Paramètres sélection noyau EM EQM EM EQM
param.
REF oui RBF DEF 0.63 0.79 0.69 0.83
LORIA non RBF DEF 0.66 0.82 0.73 0.87
REF+LORIA non RBF DEF 0.62 0.78 0.69 0.82
REF+LORIA oui RBF DEF 0.61 0.77 0.69 0.83
REF+LORIA non RBF OPT 0.62 0.77 0.68 0.82
REF+LORIA non LIN 0.62 0.78 0.69 0.83
REF+LORIA oui LIN 0.61 0.77 0.68 0.82
Table 5.1 – Performances des différentes configurations en terme d’EM et EQM
> 0.9 > 0.8 > 0.7
+/- 64 103 127
+ 56/49/3/4 94/87/3/4 117/105/6/6
- 8/0/4/4 9/0/4/5 10/0/4/6
Table 5.2 – Corrélation des paramètres au sein de l’ensemble REF+LORIA.
de bonnes performances, meilleures que celles de LORIA seul. La fusion des deux ensembles
(REF+LORIA) permet d’améliorer encore ces résultats, mais le progrès n’est pas statistiquement
significatif. L’algorithme de sélection de paramètre permet de progresser d’encore 0.01 point,
ainsi que l’optimisation des paramètres du noyau RBF. Cependant, nous avons eu la surprise
de constater que le noyau linéaire donnait des résultats aussi bons que le noyau RBF optimisé.
Avec ce noyau, le système que nous avons proposé pour la campagne d’annotation de confiance
WMT2012 se place au cinquième rang sur dix-neuf systèmes évalués.
Outre les performances de l’estimation de qualité, nous avons voulu étudier la corrélation
existant entre les différents paramètres prédictifs. Nous avons donc calculé la corrélation linéaire
existant entre chaque paire de paramètres de l’ensemble REF+LORIA, soit 2145 paires. Le
tableau 5.2 présente dans la ligne +/- le nombre de paires de paramètres dont la valeur absolue
du coefficient de corrélation dépasse les seuils 0.9, 0.8 ou 0.7 respectivement. Dans la ligne +,
j’indique combien de ces paires ont un coefficient de corrélation positif et dans la ligne moins,
combien ont un coefficient de corrélation négatif. J’indique à chaque fois quatre valeurs : le
nombre de paires dans l’ensemble REF+LORIA, le nombre de paires dans LORIA (c’est-à-dire
les paires de paramètres prédictifs fortement corrélés au sein de ceux que nous proposons), le
nombre de paires dans REF, et le nombre de paires d’un élément de REF et d’un élément de
LORIA (la redondance entre nos paramètres et ceux de la référence). On remarque qu’environ 6%
des paires de paramètres sont fortement corrélés, essentiellement au sein de LORIA. L’ensemble
LORIA comprenant presque trois fois plus de paramètres que REF, et beaucoup d’entre eux étant
des variantes les uns des autres, ce n’est pas très étonnant. Il existe très peu de corrélations entre
les paramètres de REF et de LORIA (notons que nous avons pris soin de supprimer en amont
les paramètres qui étaient manifestement les mêmes).
Plus en détail, on observe une forte corrélation entre les paramètres utilisant les n-grammes
(section 3.2.1) vraisemblance dans n-gramme et repli moyen, ainsi qu’entre les paramètres vrai-
semblance n-gramme et vraisemblance n-gramme à rebours. Les paramètres longueur de la phrase
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source et longueur de la traduction sont, sans surprise, très fortement corrélés (avec un coefficient
de 0.98), ainsi que les vraisemblances de la phrase source et de la traduction. Il y a très peu
de paires dont le coefficient de corrélation est négatif. On retiendra celles-ci, peu surprenantes,
dont le coefficient de corrélation se situe entre -1 et -0.7 :
– longueur de la phrase source, et sa vraisemblance dans un modèle n-gramme ;
– longueur de la traduction, et sa vraisemblance dans un modèle n-gramme ;
– rapport du nombre de mots hors vocabulaire dans la phrase source sur sa longueur, et
le proportion d’unigrammes de la phrase source effectivement observés dans le corpus
d’apprentissage ;
– nombre de mots hors vocabulaire dans la phrase source, et la proportion d’unigrammes de
la phrase source effectivement observés dans le corpus d’apprentissage.
Cette information semble utile pour la sélection de paramètres, afin de réduire leur nombre
en éliminant ceux qui sont redondants. Mais cela n’est pas si simple : prenons l’exemple des
longueurs de la phrase source et de la traduction. Leur corrélation est de 0.98, mais si on a une
paire de phrases où les longueurs de la phrase source et de la phrase cible sont très différentes,
cela indique probablement une erreur de traduction. Les deux paramètres sont donc utiles, et
doivent être conservés, car l’un est inutile sans l’autre. Ce n’est donc pas ce critère qui est utilisé
pour la sélection de paramètres, mais le critère de réduction d’erreur décrit plus haut.
Enfin, intéressons-nous aux paramètres qui sont écartés par l’algorithme de sélection. Je ne
présenterai ce résultat que pour l’ensemble REF+LORIA avec le noyau linéaire. L’algorithme
écarte 18 paramètres prédictifs de l’ensemble LORIA (sur 49, soit 37%) et 3 de l’ensemble
REF (sur 17, soit 18%). La plupart des paramètres écartés issus de l’ensemble LORIA sont les
probabilités n-gramme avec prise en compte du contexte (section 3.1.3). En effet, on pouvait
s’attendre à ce que la prise en compte du contexte des mots soit inutile au niveau de la phrase,
puisqu’on ne s’intéresse pas au score d’un mot mais de la traduction dans son ensemble.
5.5 Conclusion
La participation à cette campagne a pour nous, bien sûr, été une opportunité de confronter
notre système d’estimation de confiance à ceux proposés par d’autres équipes de recherche, mais
elle a aussi et surtout été l’occasion d’effectuer une analyse fine des propriétés des paramètres
prédictifs que nous utilisons et de ceux proposés par d’autres centres de recherche, notamment
leurs corrélations, et de tester la robustesse de notre système à l’ajout de nouvelles sources
d’informations (les paramètres prédictifs proposés par la campagne). Nous avons pu vérifier que
notre système, comme on l’attend des méthodes d’apprentissage statistique, bénificie effective-
ment de ces informations supplémentaires (amélioration d’un point de l’EQM par rapport au
système de référence, et de 5 points par rapport à notre système sans les paramètres de réfé-
rence), et que l’ajout de ces nouveaux paramètres se faisait sans difficulté particulière. Cela nous
a également poussé à implémenter un algorithme de sélection de paramètre dans notre système,
qui contribue marginalement à l’amélioration des performances et à la réduction du temps de
calcul.
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Ici s’achève la partie de ce manuscrit consacrée à l’étude des mesures de confiance. Rappelons
en les points principaux : après une formalisation mathématique du problème de l’estimation
de confiance, j’ai présenté une méthode permettant la génération à faible coût d’une grande
quantité de données d’entrâınement pour l’estimation des paramètres de classification et de
regression, donnant de bons résultats. Nous avons ensuite développé un système d’estimation
de confiance utilisant les paramètres prédictifs que nous avons estimés les plus représentatifs
de l’état de l’art et des paramètres originaux utilisant l’information mutuelle et d’autres issus
de la reconnaissance vocale, ainsi que des techniques de classification et de régression utilisant
les réseaux de neurones, la régression logistique ; la régression des moindres carrés partiels et
les machines à support de vecteurs. Nous avons déterminé que de façon générale, les réseaux
de neurones et la régression des moindres carrés partiels appliqués aux paramètres prédictifs
basés sur les n-grammes et le repli étaient les techniques à la fois les plus efficaces et les moins
coûteuses en terme de calcul. La combinaison de plusieurs paramètres prédictifs à l’aide de ces
techniques de régression et classification permet d’améliorer les performances de la classification
d’1,3 points au niveau des mots et 6 points au niveau des phrases en termes de taux d’égale
erreur, par rapport au meilleur paramètre prédictif utilisé seul.
Nous avons conduit une expérience destinée à évaluer l’intérêt et l’utilisabilité des mesures
de confiance pour une tâche de post-édition. Cette expérience a montré que notre système d’es-
timation de confiance n’était pas prêt à être utilisé pour une tâche réelle, mais nous a permis
de dégager des axes de recherches prometteurs et des points à améliorer en priorité. Il nous est
notamment apparu qu’il était important de distinguer les notions de performance d’un système
d’annotation de confiance (erreur d’une regression, précision et rappel d’une classification) de
l’utilité perçue par ses utilisateurs, dont le ressenti dépend du temps gagné, au confort d’uti-
lisation, du nombre de faux positifs, etc. Nous avons également constaté que les utilisateurs
dusystème de post-édition ne souhaitent ni une annotation au niveau des mots, ni au niveau des
phrases, mais à un niveau intermdiaire, des segments ayant un sens pour un humain.
Enfin, nous avons confronté notre approche à un système de référence lors de la campagne
WMT2012. Les résultats montrent une amélioration modeste par rapport à la référence. Le déve-
loppement d’un algorithme de sélection de paramètres nous a permis d’obtenir des informations
sur ceux qui sont les moins efficaces. Les résultats suggèrent également qu’une SVM utilisant un
noyau plus simple que celui que nous utilisions dans nos expériences précédentes (section 3), à
savoir le noyau linéaire, donne d’aussi bon résultats.
Dans la partie suivante, je vais présenter un système de traduction automatique que j’ai
développé, destiné à la traduction automatique de la parole spontané. Ce système est développé
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à partir des outils bien connus Sphinx et Moses, et implémente des techniques originales de
segmentation de la parole continue. Il a également la particularité de baser le processus de
traduction sur une transcription phonétique de la parole, et non une transcription en mots et
phrases, afin de le rendre plus robustes aux erreurs de reconnaissance. Enfin, je propose d’intégrer




S2TT : un système de traduction




Nous allons dans cette partie présenter un système de traduction automatique de la parole
spontanée tirant parti des caractéristiques propres à cette forme de communication, par oppo-
sition à l’approche näıve consistant à enchâıner une étape de transcription automatique et une
étape de traduction de texte. Il faudra donc relever les défis évoqués dans la section 1 de cette
partie (page 85) et développer des algorithmes spécifiques pour y répondre.
Je m’attacherai donc à développer un système de traduction de la parole spontanée à grand
vocabulaire. Il sera testé sur le corpus de la campagne ESTER2 [Gall 06], des enregistrements
d’informations radiodiffusées en français (France Inter, Radio France International, TVME). Il
ne s’agit pas à proprement parler de parole spontanée (on parle de parole planifiée — planed
speech), mais cela en est assez proche : les émissions sont en direct et comprennent des in-
terviews, notamment par téléphone, ce qui introduit la difficulté supplémentaire de la qualité
d’enregistrement. L’avantage d’utiliser ce corpus est qu’il est bien connu de la communauté,
que des modèles acoustiques et de langage efficaces ont été développés pour la transcription
automatique, et que des transcriptions de référence sont disponibles. Les modèles de traduction
seront entrâınés sur la partie news commentary (émissions d’information) du corpus EuroParl
(voir partie I, section 1.5.6), et le cas échéant adaptés pour rendre possible la traduction de
transcriptions phonétiques (section 2.4).
Je proposerai une évaluation des performances du système dans différentes configurations
(section 3) en le comparant à différentes références. Même si certains résultats sont qualitatifs
(la complexité du système implique des efforts de développement qu’il n’a pas été possible de
mener à terme pendant la durée de cette thèse), nous verrons qu’il présente des performances




La traduction automatique de la
parole : introduction et état de l’art
La traduction automatique de la parole spontanée présente des difficultés particulières. Un
style souvent plus décontracté qu’à l’écrit, une grammaire et une syntaxe parfois approximatives,
des hésitations, des répétitions, des disfluences, respirations, pauses et bruits divers rendent la
tâche ardue aux systèmes de traduction automatique et même aux interprètes professionnels. On
ne peut donc pas se contenter d’utiliser les systèmes développés pour la traduction de texte pour
traduire les hypothèses de transcriptions générées par un système de reconnaissance : il faut soit
développer des modèles et des systèmes spécifiques, soit traiter les hypothèses de transcription
avant de les traduire afin qu’elles soient le plus proche possible de données textuelles. Les auteurs
de [Dech 07] montrent par exemple que la suppression des disfluences et d’autres étapes de
normalisations permettent d’obtenir une amélioration de 0.4 du score BLEU par rapport à la
traduction directe de la meilleure hypothèse de reconnaissance. De plus, la ponctuation n’est pas
explicite dans le discours, mais est en général présente dans les corpora utilisés pour entrâıner les
modèles de traduction : Matsoukas et al. montrent dans [Mats 07] qu’on améliore la qualité de la
traduction en réintroduisant de la ponctuation dans les hypothèses de reconnaissance, même si
cette amélioration est modeste. Beaucoup plus fondamental est le problème de la segmentation
[Gale 07, Dech 07, Mats 07, Fuge 08]. En effet, un texte écrit est naturellement segmenté en
phrases. Mais cette segmentation est beaucoup moins évidente à l’oral, que ce soit à cause d’une
syntaxe relâchée ou parce qu’un discours est parfois improvisé (on peut commencer une phrase
sans bien savoir quand on va la finir). Un discours est donc plutôt un flux de mots avec des
pauses qu’une succession de phrases [Fuge 08]. Or, non seulement les données sur lesquelles sont
estimés les paramètres des modèles de traduction sont en général segmentées en phrases, mais les
modèles IBM reposent intrinsèquement sur cette segmentation, car ils modélisent la probabilité
d’une phrase. Le flux de mots généré par le module de reconnaissance d’un système de traduction
de la parole doit donc être segmenté avant d’être traduit. Les auteurs de [Mats 07] montrent
que leur meilleure méthode de segmentation (utilisant un modèle de langue et les silences du
signal acoustique, par opposition à la méthode näıve consistant à segmenter uniquement lors des
silences) donne une réduction du TER trois fois plus importante (-2.7 points) que celle obtenue
grâce à une réduction de trois points du WER du module de reconnaissance (-0.8 points de
TER). Mieux encore, Fügen et al. montrent dans [Fuge 08] que la meilleure segmentation pour
la traduction n’est pas celle qui imite le découpage d’un texte en phrase, mais qu’il vaut mieux
générer des segments courts (neuf mots en moyenne) correspondant à des parties cohérentes d’une
phrase. Le taux d’erreur de la reconnaissance, bien sûr, a une influence importante : les auteurs
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de [Fuge 08] et [Dech 07] montrent qu’il y a une corrélation négative quasiment linéaire avec le
score BLEU. Mais le vecteur oral n’est pas seulement un obstacle à la traduction automatique :
il est également porteur d’informations absentes du médium écrit, notamment la prosodie, qui
est porteuse de sens. Marie Ostendorf montre dans [Oste 09] que les transcriptions riches (c’est-
à-dire contenant plus d’informations que la seule transcription des paroles prononcées) bénéficie
aux applications de traitement de la langue naturelle et notamment la traduction automatique,
car elles permettent d’utiliser des informations inexistantes à l’écrit, comme la prosodie. Par
exemple, le système développé dans le cadre du projet VerbMobil (traduction de conversations
typiques de voyage, réservation d’hôtel et prise de rendez-vous — [Bub 97, Wahl 00]) utilise des
informations sur la prosodie pour ses modèles sémantiques utilisés pour la traduction.
Toute la difficulté de la traduction de la parole est donc de développer des stratégies pour
prendre en compte les spécificités de l’oral. On distingue trois grandes tendances dans la litté-
rature. L’approche classique, que j’appellerai ici linéaire (section 1.2), consiste à enchâıner une
étape de transcription (section 1.1) et une étape de traduction. Afin d’être robuste aux dis-
fluences et aux erreurs de reconnaissance, et pour prendre en compte les spécificités de l’oral, les
systèmes utilisant ces approches doivent traiter l’hypothèse de transcription avant de la traduire
(suppression des disfluences, segmentation, ...), pour obtenir des performances raisonnables.
Afin de diminuer la sensibilité aux erreurs de reconnaissance et de mieux modéliser le pro-
cessus de traduction de la parole, on peut étudier des approches différentes, et notamment
des méthodes permettant de se passer d’une transcription complète du signal acoustique. Par
exemple, on peut appliquer les algorithmes de traduction automatique statistique aux treillis de
mots fournis par un système de reconnaissance (que j’appellerai couplage faible — section 1.4).
On peut également proposer une approche totalement différente, ne distinguant plus transcrip-
tion et traduction, en utilisant des transducteurs finis (je parlerai de couplage fort, section 1.3).
Ces différentes approches sont présentées et comparées dans [Seli 00]. Dans ce chapitre, après une
brève présentation de la reconnaissance automatique de la parole, nécessaire pour la compréhen-
sion des systèmes de traduction de la parole, je vais passer en revue ces différentes méthodes, en
expliquant rapidement l’approche linéaire et l’approche par transducteurs, avant de m’attarder
plus longuement sur l’approche intégrée, qui est celle utilisée par le prototype que je propose (le
logiciel S2TT — chapitre 2).
1.1 La reconnaissance automatique statistique de la parole
Je vais dans cette section présenter brièvement les principes de la reconnaissance automa-
tique de la parole (RAP) par des méthodes statistiques, prélude indispensable à la traduction
automatique de la parole. La RAP statistique est conceptuellement très proche de la traduction
automatique statistique, dont elle est l’ancêtre, et dont le lecteur a eu une présentation dans la
partie I, section 1.5. Je passerai donc assez rapidement sur la RAP, le but étant seulement de
présenter les principes nécessaires à la compréhension du système S2TT (section 2). Pour plus
de détails, on pourra se référer par exemple à [Smai 91] et [Hato 03].
Nous allons reprendre les notations déjà utilisées dans les partie I, section 1.5 et partie II,
section 1. Le problème de la reconnaissance automatique de la parole est le suivant : on suppose
qu’une phrase s ∈ V∗S a été prononcée, et on observe un signal acoustique a. On veut, à partir
de a, retrouver s selon un modèle probabiliste Θ :




1.2. Approche linéaire de la traduction automatique de la parole
En vertu de la règle de Bayes, cette équation se réécrit (comme dans le cas de la traduction
automatique statistique, partie I, section 1.5) :











PΘ(w) est donné par un modèle de la langue source, souvent un modèle n-gramme (partie I,
section 1.5.4). PΘ(a|w) est donné par un modèle acoustique utilisant historiquement des modèles
de Markov cachés (Hidden Markov Model, HMM ).
Afin de décrire le signal acoustique, continu, on commence par le discrétiser en segments
recouvrants de quelques dixièmes de millisecondes. Chaque segment est ensuite représenté par
un vecteur de coefficients réels représentant, pour simplifier, les harmoniques et la force du signal.
Ce vecteur est appelé une observation et sera noté oi. Le signal se trouve donc représenté par
la séquence d’observations o1, ..,oT . On suppose que cette séquence d’observations a été émise
par une succession d’états cachés q1, .., qT . Un modèle de Markov est défini par :
– L’ensemble des états Q,
– L’ensemble des observations possibles O,
– Les probabilités initiales des états π(q) = P (q1 = q) pour q ∈ Q,
– Les probabilités de transitions entre états {P (Qi+1 = q|Qi = q′)}(q,q′)∈Q2 ,
– Les distributions des observations, c’est-à-dire les probabilités qu’un état q émette une
observation o : bi(o) = P (Oi = o|Qi = q).
À chaque mot du vocabulaire correspond une succession d’états. Le but du HMM est de
retrouver la succession d’états la plus vraisemblable, et donc la suite de phonèmes prononcés
(dont on déduit la suite de mots), étant donnée une suite d’observations. En pratique, l’entrâı-
nement du modèle acoustique consiste à déterminer un modèle de Markov pour chaque mot et
ses variantes de prononciations. Chaque modèle de Markov associera une vraisemblance à une
suite d’observations données. Le décodage consiste ensuite à déterminer la succession des mo-
dèles (donc des mots) qui maximise la vraisemblance de la séquence d’observations, en tenant
compte également du modèle de langue, ce qui revient à déterminer le chemin de moindre coût
dans un graphe. Cela peut être réalisé au moyen de l’algorithme de Viterbi. Comme dans le
cas de la traduction, on peut extraire du graphe la meilleure hypothèse de transcription, ou les
n meilleures (n-best list), ou bien conserver le graphe lui-même pour représenter un ensemble
d’hypothèses.
1.2 Approche linéaire de la traduction automatique de la parole
Cette approche de la traduction automatique de la parole est conceptuellement la plus simple,
et a donc été la première explorée [Take 98, Ney 00, Ney 04, Zens 05, Maus 06]. On suppose que
le module de reconnaissance de la parole fournit la meilleure hypothèse, et on utilise un système
de traduction automatique pour traduire cette hypothèse, après éventuellement une étape par-
fois très complexe de transformation et d’analyse (figure 1.1) : segmentation, suppression des
disfluences, analyse sémantique, etc.
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Figure 1.1 – Système linéaire (non couplé) de traduction automatique de la parole.
Comme évoqué précédemment, les étapes de traitement du flux des mots reconnus sont d’une
importance cruciale pour la qualité de la traduction. Une bonne segmentation, par exemple, peut
largement améliorer la qualité et la vitesse de la traduction [Mats 07, Fuge 08]. Paradoxalement,
les auteurs montrent qu’une bonne segmentation n’est pas forcément un découpage en phrases
ressemblant à celui d’un texte écrit, car il est mal défini à l’oral. Au contraire, préférer des
segments courts (neufs mots en moyenne), formant un ensemble cohérent mais pas forcément
une phrase, permet de nettement améliorer la traduction. L’analyse de la phrase peut égale-
ment être très poussée, comme dans le système proposé dans le cadre du projet VerbMobil
[Bub 97, Wahl 00], qui effectue une analyse syntaxique et sémantique de la phrase et utilise les
informations ainsi extraites pour la traduction. Cela peut aller encore plus loin : les systèmes
Janus [Wosz 93], Nespole ! [Metz 02] et Mastor [Liu 03] n’effectuent pas à proprement parler
une traduction de la phrase reconnue ; à partir de l’hypothèse de transcription, ils génèrent une
représentation symbolique du sens de la phrase (une interlangue — partie I, section 1.2) et à
partir de cette représentation génèrent une phrase dans la langue cible.
Malgré son apparente simplicité, cette approche est utilisée en pratique et peut donner de
très bons résultats. On citera notamment le système ATR-MATRIX (traduction entre l’anglais,
le chinois et le japonais — [Naka 06, Take 98]), Diplomat [Blac 02], développé pour les besoins
de l’armée américaine, ou le système développé par Fügen et al. [Fuge 08] notamment dans le
cadre du projet TC-STAR 19 (voir une description du projet dans [Goll 05]).
1.3 Les transducteurs
Les systèmes linéaires ont l’avantage de la simplicité de développement, car il sont souvent
construits à partir de composants préexistant pour la reconnaissance et la traduction qui, en
outre, peuvent avoir bénéficié de longues phases de développement et d’optimisation. Cette
approche a néanmoins des limitations intrinsèques :
– Puisque seule la meilleure hypothèse du module de reconnaissance est traduite, les erreurs
de transcription sont mécaniquement propagées dans la traduction.
– Déterminer séparément la transcription la plus probable et sa traduction la plus probable
peut conduire à une traduction qui n’est pas la plus probable étant donnée le signal acous-
tique (section 1.4).
Des modèles spécifiques intégrés ou fortement couplés ont donc été développés. Ils reposent
sur l’idée que l’étape de reconnaissance et l’étape de traduction ne seront plus distinguées, mais




le signal acoustique :
t∗ = arg max
t
P (t|a)
La méthode la plus répandue est d’utiliser des transducteurs finis (Finite State Transducers,
FST ). Les FST sont des automates finis (au sens de la théorie des langages formels) ayant
la fonction supplémentaire d’émettre un symbole (éventuellement le symbole vide ε à chaque
transition). On imagine donc que si le langage reconnu est la langue source et les symboles
émis des mots de la langue cible, on peut essayer de construire un transducteur effectuant la
traduction de la langue source vers la langue cible. Pour illustrer, même si ce n’est pas très
rigoureux, on peut dire que les transducteurs développés ressemblent aux treillis de mots décrits
dans la partie I, section 1.5.5, sauf qu’ils modélisent le processus de traduction entre les langues
source et cible en toute généralité (dans les limites du domaine couvert) et pas seulement pour
une phrase source particulière. On voit donc que pour des raisons combinatoires, l’utilisation
de FST est donc réservée aux applications où le domaine est restreint, comme dans le cadre du
projet EuTrans [Amen 00, Casa 01] (conversation de voyage et réservation d’hôtel), du système
Atros [Llor 99] (traduction de requêtes dans une base de données géographiques) ou Transnizer
[Bang 01] (traduction de requêtes dans un centre d’appels).
Les transducteurs sont donc construits en énumérant les suites de mots ou de segments
possibles dans la langue source selon le domaine couvert (langage d’entrée). Les symboles émis
sont les traductions possibles. Un mot pouvant avoir plusieurs traductions, les transitions sont
probabilistes et déterminées selon un modèle de traduction (un modèle IBM, par exemple). Le
réordonnancement est implicitement géré par le transducteur, en « retardant » l’émission de
certaines traduction (voir l’exemple de la figure 1.2 ci-dessous). L’état acceptant correspond à la
fin de phrase (</s>). Si une phrase source peut-être acceptée en suivant plusieurs chemins, c’est
celui de plus grande probabilité qui est choisi (en utilisant l’algorithme de Viterbi par exemple).
Supposons par exemple qu’on veuille traduire des phrases couramment utilisées en voyage. Notre
guide de conversation contient les quatre phrases suivantes :
phrase française traductions anglaises
Je cherche la plage
I am looking for the beach
I look for the beach
Je cherche un hôtel
I am looking for an hostel
I look for an hostel
Je cherche un hôtel bon marché
I am looking for a budget hostel
I am looking for a cheap hostel
Je veux un hôtel bon marché
I want an budget hostel
I want a cheap hostel
Alors le processus de traduction est modélisé par le transducteur donné dans la figure 1.2.
Figure 1.2 – Exemple de transducteur fini pour la traduction de phrases de voyage.
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Afin d’intégrer le processus de reconnaissance au processus de traduction et qu’ils ne fassent
plus qu’un, au lieu d’accepter un langage fait de mots, les transducteurs vont accepter un langage
fait de sons. Les arcs ne porteront plus comme étiquette des graphèmes, mais des HMM (sec-
tion 1.1). La probabilité d’une transition ne sera donc plus seulement la probabilité de traduction,
mais les probabilités de reconnaissance (fournie par le HMM) et de traduction combinées. Le
lecteur trouvera plus de détails dans [Casa 09]. Cette approche a été proposée dès les années 90
[Jime 95] et développée par la suite dans, entre autres, [Gisp 02, Casa 04a, Casa 04b]. Les au-
teurs de [Bang 02] proposent de séparer les processus de traduction (effectuée à l’aide d’un FST)
et de réordonnancement (effectuée après l’étape de traduction) afin de diminuer la complexité
du transducteur. Les modèles qu’ils utilisent alignent non pas les graphèmes, mais les arbres
de dépendance, selon une méthode proposée dans [Alsh 98]. Cela permet de mieux prendre en
compte les règles spécifiques à chaque langue concernant l’ordre des mots (par exemple, position
des adjectifs par rapport au nom). [Matu 05] propose d’utiliser les FST pour traduire les treillis
générés par le module de reconnaissance. Cette méthode se rapproche du « couplage faible » dé-
crit dans la section suivante. Il montre à cette occasion que plus un treillis est dense (c’est-à-dire
plus il représente un vaste ensemble d’hypothèses), meilleure est la traduction : cela confirme
le bien fondé de l’idée d’utiliser les treillis pour améliorer la robustesse aux erreurs de recon-
naissance (sections 1.4 et 2.1). [Math 06] décrit également une méthode pour traduire les treillis
fournis par le système de reconnaissance, mais au lieu de traduire en une fois tout le treillis, il
propose de traduire des segments afin de diminuer la complexité, qui seront ensuite réarrangés
selon un modèle spécifique.
1.4 Approche statistique faiblement couplée de la traduction
automatique de la parole
Comme on l’a vu dans la section précédente, les FST représentent une approche nouvelle de la
traduction automatique de la parole, qui ne distingue pas la reconnaissance de la traduction. Cela
permet d’optimiser directement la probabilité de la traduction étant donné le signal acoustique,
et donc d’éviter l’étape de transcription proprement dite : après tout, ce n’est pas elle qui nous
intéresse, et les erreurs commises à ce niveau se propagent à la traduction. Malheureusement,
la taille des transducteurs impose de limiter le domaine couvert par le système : un vocabulaire
riche (de l’ordre de cent mille mots pour le système de reconnaissance ANTS utilisé lors des
campagnes Ester, Ester2 et Étape) donnerait un transducteur bien trop gros pour être utilisé en
pratique. Par exemple, le système développé dans le cadre du projet EuTrans a un vocabulaire
d’environ 600 mots [Amen 00]. Afin de passer à l’échelle, nous avons opté pour une approche
faiblement couplée : la transcription et la traduction ne forment plus un seul processus, mais on
n’effectue cependant pas une transcription « totale » : le résultat du module de reconnaissance
n’est pas dans ce cas une hypothèse, mais un ensemble d’hypothèses, qui peut être représenté
par une n-best list, un treillis ou, comme dans le système que nous proposons, un réseau de
confusion (section 2.2).
Dans ce qui suit, je vais donc présenter les différents systèmes à couplage faible proposés dans
la littérature, avant de présenter celui que j’ai développé. Je commencerai par une formalisation
selon l’approche du canal bruité similaire à celle présentée dans la partie I, section 1.5 pour la
traduction de texte. Si a est un signal acoustique, t une phrase dans la langue cible et s une
phrase dans la langue source (la langue du signal), on cherche une phrase t∗ telle que :
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t∗ = arg max
t
P (t|a) (1.1)
Afin de rendre le problème accessible à l’estimation numérique, on doit cependant le dé-
composer, et introduire la notion de transcription intermédiaire. Cependant, en l’état, cette
formulation n’impose pas de devoir déterminer une transcription correcte :
arg max
t












P (a|s, t)P (s|t)P (t) (1.3)
Le passage de 1.2 à 1.3 se fait en vertu de la règle de Bayes. Pour simplifier encore l’expression,
on va faire l’hypothèse très naturelle que la probabilité du signal acoustique ne dépend que de
la phrase source s, et non de la phrase cible t. Intuitivement cela signifie que les prononciations
possibles d’une phrase sont entièrement déterminées par sa transcription. Cette hypothèse n’est
prise en défaut que dans les cas où une phrase peut avoir plusieurs sens qui ne se distinguent
que par leur prononciation, ce qui peut arriver, mais reste tout de même fort rare. Ainsi, on
peut simplifier 1.3 et on obtient :
arg max
t




P (a|s)P (s|t)P (t) (1.4)
On reconnâıt donc :
P (a|s) : modèle acoustique
P (s|t) : modèle de traduction
P (t) : modèle de la langue cible
Et on observe deux propriétés remarquables : d’une part, le modèle de langue source ne
joue aucun rôle, et d’autre part, la meilleure traduction au sens probabiliste ne dépend
pas d’une transcription particulière. Cependant, la somme sur s (c’est-à-dire sur l’ensemble
des phrases possibles de la langue source) rend cette formulation inutilisable en pratique. On
va donc faire une hypothèse plus forte : P (a|s) est presque toujours nul, sauf pour un
ensemble réduit S de phrases s. C’est cela qui distingue le couplage faible du couplage
fort, puisque cela revient à réintroduire une forme de transcription. Intuitivement, cela signifie
qu’on va ignorer, dans l’estimation de probabilité, les phrases de la langue source qui n’ont
« aucun rapport » avec le signal acoustique. En pratique, cette approximation rend la traduction
dépendante de la transcription, mais d’un ensemble de transcriptions que nous qualifierons de
« plausibles », et non plus d’une transcription particulière comme dans l’approche linéaire :
arg max
t




P (a|s)P (s|t)P (t) (1.5)
Déterminer l’ensemble S des transcriptions plausibles et leurs probabilités sera le rôle du
module de reconnaissance automatique et des mesures de confiance. Si le modèle acoustique et le
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système de transcription automatique étaient parfaits, S ne contiendrait qu’une seule hypothèse
(plus les éventuels homophones) : la transcription correcte. En pratique, il peut en contenir
plusieurs milliers. Le module de traduction, quant à lui, se chargera des modèles de traduction
et de langue cible, ainsi que du calcul de la somme et l’argmax. Une des difficultés du problème
sera de trouver un ensemble S contenant bien l’ensemble des transcriptions plausibles, et une
représentation d’icelui permettant un calcul efficace de la somme.
Les auteurs de [Ney 99, Ney 04] suggèrent, mais sans les implémenter, des méthodes fai-
blement couplées de traduction de la parole à grand vocabulaire. Ils proposent des stratégies
novatrices pour calculer
∑
s P (a|s)P (s|t)P (t) (équation 1.4). Une des pistes évoquées est de
représenter l’ensemble S par une n-best list. [Sale 04] présente une expérience de traduction
automatique utilisant pour représenter l’ensemble S les treillis fournis par un système de recon-
naissance, mais seulement avec un vocabulaire limité. Il montre cependant l’intérêt de l’approche
en prouvant que la présence des probabilités de transcription dans le treillis permet d’améliorer
la qualité de la traduction : ainsi, le couplage même faible de la transcription et de la traduc-
tion a un intérêt pratique. Afin de diminuer la complexité computationnelle de la traduction
d’un treillis, combinatoirement très lourde, [Bert 07] et [Shen 06] proposent d’utiliser non pas le
graphe de mots fourni par le module de reconnaissance, mais le réseau de confusion qui en est une
simplification. [Bert 05] montre que l’algorithme de décodage d’un réseau de confusion est une
généralisation de l’algorithme de traduction d’une phrase déjà utilisé dans Pharaoh [Koeh 04].
Cet algorithme a depuis été implémenté dans Moses [Koeh 07a]. C’est cette méthode que nous




2.1 Principe de fonctionnement
Le système S2TT (Speech to Text Translation system) utilise des composants standards
et implémente en plus des algorithmes propres à la traduction de la parole. Le signal audio
est d’abord transcrit en utilisant les bibliothèques de CMU SphinxBase et PocketSphinx. On
obtient ainsi la meilleure hypothèse de reconnaissance et la séquence de phonèmes associée.
Un modèle d’erreur et des mesures de confiance sont ensuite utilisés pour créer des hypothèses
alternatives sous forme d’un réseau de confusion, afin d’améliorer la robustesse aux erreurs : c’est
l’ensemble S défini dans la section 1.4. Ce réseau de confusion est ensuite traduit en utilisant la
bibliothèque de Moses [Koeh 07a] pour générer une hypothèse de traduction. Afin d’évaluer ses
performances, il sera comparé à un système utilisant uniquement des composants état-de-l’art,
ANTS [Illi 04] et Moses (section 3.1). Nous comparerons également les résultats obtenus par ces
différents systèmes avec des traductions obtenues par Google et par des interprètes, et avec les
traductions de transcriptions de référence du signal audio. Cela permet d’estimer la marge de
progression relative aux différents composants du système (section 3).
Le signal acoustique est transformé en hypothèses de traductions textuelles en passant par
plusieurs étapes. Le système est conçu pour qu’un maximum d’informations puisse être transmis
d’une étape à l’autre. Un schéma du système S2TT et du système de référence « linéaire » est
donné dans la figure 2.1. Voici les différentes étapes de la transcription automatique :
1. Segmentation du signal acoustique : le signal lu depuis un fichier RAW ou depuis un micro-
phone est découpé en segments se chevauchant, suffisamment courts pour être efficacement
traités par le module de reconnaissance.
2. Sélection d’un modèle adapté : un échantillon de chaque segment est décodé à l’aide de dif-
férents modèles (femme/homme, parole téléphonique ou non). Celui qui donne le meilleur
résultat en terme de vraisemblance acoustique sera utilisé pour décoder tout le segment.
3. Transcription enrichie : à partir de chaque segment, on calcule la meilleure hypothèse
de transcription en graphèmes, les phonèmes correspondants, les évènements non verbaux
(silences, bruits, ...), des informations temporelles et des mesures de confiance.
4. Fusion des segments : les transcriptions des segments chevauchant sont fusionnées en se
basant sur les mots communs aux extrémités et les informations temporelles.
5. Segmentation pour la traduction : le flux ainsi obtenu est resegmenté d’une façon appropriée
pour la traduction statistique (idéalement des phrases ou des propositions pas trop longues)
6. Traduction des segments selon un modèle adapté à la traduction de la parole.
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(a) Un système de référence « li-
néaire »
(b) Le système S2TT
Figure 2.1 – Schéma d’un système de traduction linéaire (a) et de S2TT (b)
Afin de tirer le meilleur parti des microprocesseurs modernes, comptant généralement plu-
sieurs cœurs, et d’améliorer ainsi les performances du système, les étapes de lecture et segmen-
tation du signal, de transcription, de segmentation de la transcription et de traduction sont
exécutées par des threads distincts.
2.2 Étape de reconnaissance
Le but de cette étape est de déterminer l’ensemble S et les probabilités P (a|s) évoqués dans
l’équation 1.5. Le système de transcription automatique que nous utilisons, Pocketsphinx 20,
fournit un ensemble d’hypothèses, sous la forme d’une liste n-best ou d’un graphe de mots. Cet
ensemble pourrait être utilisé comme un ensemble des transcriptions plausibles. Mais ce n’est
pas l’approche que nous allons suivre. Nous allons partir de la meilleure hypothèse fournie par
le système, et l’ensemble S sera un voisinage (au sens de la distance d’édition) de cette hypo-
thèse. Ce voisinage sera déterminé grâce à des connaissances a priori sur les erreurs commises
par le système, représentées par une matrice de confusion phonétique. Ce voisinage n’étant pas
déterminé par le système de reconnaissance, on peut espérer qu’il contienne certaines hypothèses
qui auraient été complètement ignorées par ce dernier. Cette meilleure couverture a un prix : le
voisinage étant déterminé à l’aide d’une matrice de confusion estimée a priori, le signal acous-
tique n’est pas pris en compte et les probabilités P (a|s) sont moins précisément calculées. Nous
20. http://cmusphinx.sourceforge.net/
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pourrons cependant compenser partiellement cette perte de précision en utilisant des mesures
de confiance.
Je vais maintenant décrire le déroulement de l’étape de reconnaissance. Le signal d’entrée
est d’abord segmenté arbitrairement en segments recouvrants a
t′k
tk
(dans nos expériences, des
segments de dix secondes, avec trois secondes de recouvrement, c’est-à-dire t′k − tk = 10s et
t′k − tk+1 = 3s). Un échantillon est extrait de chaque segment et décodé par quatre modèles
correspondant aux différents types d’enregistrement possibles (parole téléphonique ou non, locu-
teur femme ou homme). Le modèle donnant le meilleur score acoustique est retenu pour décoder
le segment entier. Cette méthode de sélection de modèle est très näıve, mais le but de cette
implémentation n’est pas de travailler sur la sélection de modèle. On obtient ainsi, pour chaque
segment, une séquence de mots et les phonèmes associés :










Notons qu’ici, « mot » est entendu au sens large : il peut aussi s’agir de séquences de
mots, si le vocabulaire du système de reconnaissance en contient, mais aussi de silence, de
bruit, de respiration, etc. ; dans ce cas, la liste de phonèmes associée est vide. La segmentation






, c’est-à-dire les transcriptions des
segments recouvrants successifs, sont fusionnées : le mot le plus long de la partie commune entre
un segment et le suivant, qui soit le même dans les deux transcriptions, est choisi comme nouvelle
frontière entre les deux segments.
On obtient ainsi une châıne de mots et de phonèmes qui correspond à la meilleure hypothèse
de transcription selon les modèles utilisés. Comme évoqué dans la section 1.4, ce n’est pas cette
hypothèse qui va être « traduite », mais son voisinage. La méthode présentée dans ce qui suit
est inspirée de l’article [Jian 11]. Supposons que nous disposons de l’ensemble P des phonèmes
du langage source (un vocabulaire, en somme) et d’une matrice de confusion phonétique c, telle
que si p et q sont deux phonèmes de P, c(p, q) est la probabilité observée qu’un phonème p
dans la transcription automatique soit aligné au sens de Levenshtein avec un phonème q dans
la transcription de référence (c’est-à-dire la probabilité que le système ait reconnu un p au lieu
d’un q). Alors, chaque phonème pik de la meilleure hypothèse de transcription (Équation 2.1) est
remplacé par la liste :
((q, c(pik, q)))q∈P (2.2)
Le procédé est illustré dans la figure 2.2. Nous avons choisi de modéliser la confusion au niveau
des phonèmes et non des graphèmes (afin de simplifier le schéma, je présente ici une décom-
position en syllabe, ce qui ne nuit pas à la compréhension du procédé). La raison en est que
le nombre de graphèmes et la diversité des erreurs possibles sont tels qu’ils rendent impossible
l’estimation d’une matrice de confusion précise. Modéliser les erreurs au niveau des phonèmes
plutôt que des graphèmes permet de réduire drastiquement cette combinatoire (donc la largeur
du réseau de confusion) tout en conservant la même expressivité : en effet, le nombre de pho-
nèmes est de l’ordre de la cinquantaine, alors que la taille du vocabulaire utilisé par le système de
reconnaissance est de plusieurs dizaines de milliers de mots. De plus, si un mot de la transcrip-
tion automatique est erroné, il y a fort à parier qu’il partage tout de même quelques phonèmes
avec le mot correct : les erreurs n’arrivent pas tout à fait au hasard. En pratique, afin que la
vitesse de traduction ne soit pas trop dégradée, on réduira la largeur du réseau de confusion en
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petit chat pe ti ch a





Figure 2.2 – Transformation d’une hypothèse de transcription en réseau de confusion phonétique
(ici syllabique pour la simplicité de l’exemple).
ne considérant que les erreurs les plus probables, c’est-à-dire les phonèmes q tels que c(pik, q) est
plus grand qu’un certain seuil.
On obtient ainsi un réseau de confusion prenant en compte toutes les erreurs qu’a pu faire le
système et les probabilités associées. Par commodité nous identifierons le réseau de confusion et
l’ensemble S des hypothèses qu’il représente. Ainsi nous pourrons identifier une hypothèse s ∈ S
et un chemin dans le réseau de confusion. Dans notre exemple, le locuteur a donc pu prononcer
petit chat (hypothèse s1), qui est la meilleure hypothèse selon le module de reconnaissance, ou
peut-être le nom de l’̂ıle indonésienne pétiga (« phonèmes » pé ti g a, hypothèse s2), ou peut-
être parlait-il du menhir des pétigons (pé ti g on, hypothèse s3) dans l’arrière pays cannois. Si
la construction d’un réseau de confusion phonétique permet de représenter toutes les hypothèses
plausibles de reconnaissance, il n’en reste pas moins que la meilleure hypothèse reste celle fournie
par le module de reconnaissance et qu’il n’existe à ce stade aucune raison de lui en préférer une
autre, à supposer que tout phonème a plus de chance d’être correctement reconnu que d’être
confondu avec n’importe lequel des autres phonèmes du « vocabulaire » (dit autrement, nous
ne disposons pas à ce stade d’information permettant de détecter une erreur et on devrait en
théorie toujours choisir l’hypothèse initiale). En pratique, les matrices de confusion que nous
avons estimées vérifiaient toujours cette propriété. Formellement cette condition s’écrit :
∀p, q ∈ PS , p 6= q ⇒ c(p, p) > c(p, q)
Dans notre exemple, cela signifie que :
P (a|pe ti ch a) > P (a|pé ti g a)
> P (a|pé ti g on)
En cas d’erreur de reconnaissance, c’est en fait le contexte qui permettra peut-être, au mo-
ment de la traduction, de préférer un autre chemin dans le réseau de confusion. Supposons par
exemple que le début des hypothèses de transcription s1, s2 et s3 soit :
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l i l d e (l’̂ıle de)
Si nous traduisions directement la meilleure hypothèse, ces trois transcriptions auraient sans
doute des traductions différentes, respectivement t1, t2 et t3. l i l d e pe ti ch a, trans-
cription « phonétique » de L’̂ıle de petit chat, n’existant pas, ce segment n’est probablement
pas présent dans la table de traduction (rappelons que la traduction se fait de la représentation
phonétique de la langue source vers la représentation graphémique de la langue cible). Le score
P (l i l d e pe ti ch a|t1)×P (t1) de l’hypothèse de traduction est donc vraisemblablement assez
faible. Il en va de même de P (s3|t3)×P (t3). En revanche le score P (l i l d e pé ti g a|t2)×P (t2)
de la traduction de l’̂ıle de Pétiga est sans doute plus élevé. Il est donc possible d’avoir :
∑
s∈S
P (a|s)× P (s|t2)× P (t2) >
∑
s∈S




P (a|s)× P (s|t3)× P (t3)
Ainsi, la traduction t2 peut être retenue. Tout se passe comme si la transcription avait été
corrigée grâce au contexte, au lieu de simplement choisir la meilleure hypothèse proposée par le
système de reconnaissance.
2.2.1 Estimation de la matrice de confusion
La matrice de confusion utilisée est simplement estimée en comptant les erreurs commises
par le système de reconnaissance sur un corpus audio pour lequel on dispose d’une transcription
de référence. Les erreurs devant être comptées au niveau des phonèmes, il faut d’abord phoné-
tiser la transcription de référence (si PocketSphinx fournit la phonétisation correspondant à la
transcription calculée, les transcriptions de référence sont données au niveau des graphèmes et
non des phonèmes).
J’ai donc développé un programme de phonétisation utilisant BDLEX [Calm 98] et les règles
régissant les liaisons en français 21. Les règles de prononciations étant ambigües, ce programme
génère l’ensemble des prononciations possibles. Si un des phonèmes possibles est aligné (au sens
de Levenshtein) avec le phonème effectivement fourni par PocketSphinx, celui-ci est considéré
correct. Si le phonème p fourni par PocketSphinx est aligné avec le phonème q de la transcription
de référence (une substitution, qu sens de Levenshtein), on compte une erreur (p, q). Si p est
aligné avec plusieurs alternatives de prononciation (q1, .., qn), on compte
1
n erreur pour chaque
alternative possible. Les phonèmes manquants (suppression) ne sont pas pris en compte. Si p
n’est aligné avec aucun phonème de la phonétisation de référence (insertion), on considère qu’il
est aligné avec la transition vide ε et on compte une erreur. On obtient donc la probabilité
P (ε|p) que le phonème p de la transcription automatique soit un artefact, un bruit, et qu’il faille
donc le supprimer. On peut donc ajouter dans le réseau de confusion une ε-transition, c’est-à-
dire un arc porteur du symbole spécial ε, qui a la propriété suivante : ∀x, y ∈ PS , xεy = xy. En
pratique cependant, on obtient souvent des réseaux de confusion contenant un grand nombre d’ε-
transition. Dans ce cas, lors de l’étape de traduction (section 2.4, page 102), le décodeur (Moses,
dans nos expérience) avait tendance à favoriser fortement ces arcs, produisant des traductions
très courtes et lacunaires. En effet, le coût de ces arcs est fortement sous-estimé car il ne dépend
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supprimer, mais il conviendra dans le futur de déterminer une façon d’estimer correctement le
coût de ces arcs.
2.2.2 Utilisation de mesures de confiance
Afin d’affiner les estimations de probabilité a priori d’erreur fournies par la matrice de
confusion, nous allons utiliser des mesures de confiance sur la phrase source (et non sur l’hypo-
thèse de traduction comme dans la partie II). Ce développement étant tout à fait expérimental,
nous n’avons utilisé, afin de limiter la complexité de l’implémentation et des tests, qu’un seul
paramètre prédictif. Nous avons choisi celui qui donne isolément les meilleurs résultats, le com-
portement de repli d’un modèle de langage n-gramme (partie II, section 3.1.1, page 54).
Rappelons d’abord que la matrice de confusion phonétique fournit une probabilité de confu-
sion Pc(q|p) a priori, c’est-à-dire ne dépendant pas de l’instance considérée, et que Pc(p|p) peut
être considéré comme une mesure de confiance a priori, car elle ne tient pas compte du reste
de l’hypothèse ni du signal acoustique. Afin d’améliorer la précision, nous allons combiner cette
estimation a priori avec une estimation a posteriori fournie par une mesure de confiance au
niveau mot de la phrase source P (C(S, i) = 1) (en utilisant des notations similaires à celles de
l’équation 1.4 page 38. Notamment, C(S, i) est la variable aléatoire représentant la correction
du i-ème mot de S). Si p est un phonème de la prononciation du mot si de l’hypothèse de
transcription s, la probabilité de confusion devient alors :
P (q|p) = P (C(s, i) = 1)× P (q|p, C(s, i) = 1) + P (C(s, i) = 0)× P (q|p, C(s, i) = 0)
Avec :
P (q|p, C(s, i) = 1) =
{
0 si q 6= p
1 sinon
P (q|p, C(s, i) = 0) =
{
P (p est faux|p, C(s, i) = 0)× Pc(q|p)1−Pc(p|p) si q 6= p
P (p est juste|p, C(s, i) = 0) sinon
En utilisant ces formules, on peut donc produire un réseau de confusion contenant des pro-
babilités plus précises que les simples Pc. Cependant, nous n’avons pas de méthode pour estimer
les paramètres P (p est faux|p, C(s, i) = 0) et P (p est juste|p, C(s, i) = 0). Pour les besoins des
expériences préliminaires, nous avons supposé qu’un phonème d’un mot erroné avait une chance
sur deux d’être correct, mais cette valeur est arbitraire. Une analyse plus précise des résultats
de la transcription permettrait d’affiner cette estimation. Enfin, pour des raisons de complexité
computationelle, nous n’avons pas pu traduire l’intégralité de notre corpus de test en utilisant
cette méthode. Le système S2TT demande manifestement encore des efforts de développement.
Nous présenterons donc seulement quelques exemples de transcriptions (graphémique, pour la
clarté de l’exemple, même si le modèle de traduction considère une représentation phonétique
de la source) et de traductions en matière de preuve de concept :
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Texte prononcé Texte reconnu Traduction proposée Traduction de référence
Face à vous Marie-Claude face à vous marie-claude face you mary good Opposite you, Marie-Claude
Bonneville secrétaire de bonne ville secrétaire de secretary of the Bonneville, secretary of
l’ association « Souriez l’association souriez association mice and the association ”Smile -
vous êtes filmés » vous êtes filmés footage you are You’re On Camera”
levallois une ville levallois une ville a city law Levallois, a town
surveillée par des surveillé par des monitored by with camera
caméras depuis une caméras depuis une cameras since their surveillance for the
vingtaine d’années vingtaine d’années twenties slim last twenty years
maintenant minces
Il est bien sûr délicat de commenter deux exemples de traduction. On observe néanmoins que
le système est, bien sûr, sensible aux erreurs de reconnaissance. On observe aussi que la traduction
par phonèmes induit certaines erreurs qui n’auraient pas eu lieu avec un système classique. Par
exemple, souriez se prononce comme souris et et est traduit par mice and. Cependant, une
telle traduction ne devraient pas être retenue par un modèle bien entrâıné, car elle ne colle pas
du tout avec le contexte. Nous pensons qu’une plus longue phase de développement résoudra ce
problème.
2.2.3 Modèles pour la transcription
Les modèles acoustiques utilisés pour l’étape de transcription ont été entrâınés sur le corpus
distribué pour la campagne ESTER-2 (tableau 2.1) en utilisant le programme SphinxTrain 22.
L’ensemble de transcriptions plausibles S (équation 1.5) étant déterminé par exploration autour
d’une hypothèse optimale, nous utiliserons tout de même un modèle de langage du français pour
déterminer cette dernière. Ainsi, nous pouvons, pour nos expériences, suivre la méthode stan-
dard et éprouvée de transcription automatique, mais il serait bon de mener ces expériences en
implémentant rigoureusement la méthode proposée dans la section 2.2, figure 2.1 (b), c’est-à-dire
en utilisant le système de reconnaissance automatique pour déterminer un ensemble de trans-
criptions plausibles (l’ensemble S). Le modèle de langage du français est un modèle trigramme
utilisant la méthode de lissage de Kneser-Ney améliorée [Knes 95], entrâıné sur des articles des
journaux Le Monde et l’Humanité (580M mots au total), et des transcriptions d’émissions radio-
phoniques, fournis pour la campagne ESTER-2 23 [Grav 04] totalisant 130M mots. L’outil utilisé
pour l’entrâınement du modèle est SRILM [Stol 02].
Reconnaissance Audio (heures) Mots
Entrâınement 178 800k
Développement 5 40k
Modèle de langue français - 700M
Paires de phrases Mots
Traduction Français Anglais
Entrâınement 1.7M 53M 48M
Modèle de langue anglais 1.6M - 45M
Développement 3K 86K 77K
Table 2.1 – Tailles des corpora utilisés.
22. http ://cmusphinx.sourceforge.net/
23. http ://www.afcp-parole.org/camp eval systemes transcription/index.html
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2.3 Segmentation pour la traduction
La resegmentation des hypothèses du module de reconnaissance est une tâche complexe mais
d’une importance capitale pour la traduction [Mats 07]. En effet, les modèles probabilistes que
nous utilisons, les modèles IBM [Brow 93], reposent sur la notion de phrase. Il est donc impor-
tant de segmenter les hypothèses de reconnaissance en séquences de mots aussi semblables que
possibles à des phrases bien construites. Or, l’outil que nous utilisons pour entrâıner les modèles,
Giza++ [Och 03], impose une borne sur la longueur des séquences de mots (cent mots pour les
dernières campagnes WMT), et le coût de calcul de la traduction augmente rapidement avec
la longueur des phrases, alors que les phrases sont parfois très longues. Mais surtout, la notion
même de phrase n’est pas pertinente à l’oral : Christophe Benzitoun affirme par exemple dans
[Benz 04] que dans une transcription, « la phrase est au mieux une approximation graphique, un
compromis entre structure syntaxique, intonation et mise en page ». L’expression orale est selon
lui structurée par ses phénomènes propres, souvent plus complexes qu’à l’écrit. Claire Blanche-
Benveniste affirme dans [Blan 87], exemples expérimentaux à l’appui, qu’il n’existe parfois pas
de transcription univoque d’un « segment » oral et plaide pour le développement de méthodes
de transcription nouvelles conçues pour préserver toute la subtilité de l’expression orale, et de
modèles spécifiques la décrivant.
Nous n’allons donc pas tenter d’obtenir une hypothétique segmentation en « phrases ». Nous
avons développé une méthode pour extraire du flux de parole reconnu des segments plus petits,
aussi cohérents que possibles sémantiquement, afin qu’ils soient traduits rapidement et sans
difficulté par le système Moses.
Le système de reconnaissance que nous utilisons utilise les silences et les changements de
locuteur pour segmenter la transcription. Si un changement de locuteur indique en général la
fin d’un segment sémantiquement cohérent (mais pas toujours), il en va autrement des silences.
Le locuteur peut reprendre sa respiration ou chercher ses mots au milieu d’une « phrase » (je
continuerai à parfois employer ce terme pour la commodité de la description), ou au contraire
en enchâıner plusieurs sans pause. Une segment cohérent peut également être laissé en suspens,
et parfois, la distinction et la frontière entre deux segments et ambigüe.
L’algorithme implémenté pour segmenter la transcription automatique d’une façon appro-
priée pour la traduction se déroule comme suit (algorithme 2 page 101) : on choisit d’abord une
longueur maximale pour les segments Lmax qui sera fixée à 40 dans nos expériences (c’est-à-dire
la valeur utilisée pour entrâıner le système de référence de la campagne WMT09). Ensuite, on
cherche une position i minimale parmi les Lmax premiers éléments de la transcription tel que le
modèle de langage (un modèle n-gramme d’ordre trois) prédise une fin de phrase ou un signe de
ponctuation comme « , », « : », « ; » etc. à la position i+ 1 (pour la simplicité de l’explication,
on dira plus loin qu’il génère le symbole </s>). Si une telle position existe, alors on extrait le
segment w1, .., wi. Sinon, on cherche un silence. Si un silence existe en position i, le segment
w1, .., wi est extrait. À défaut, on détermine la position i ∈ {1, .., Lmax} maximisant la probabi-
lité d’une fin de phrase selon le même modèle de langage et on extrait le segment correspondant.
On recommence ensuite avec le reste du flux, tant qu’il n’est pas vide. L’algorithme est formalisé
dans le pseudo-code 2. P est une distribution de probabilité donnée par un modèle trigramme
du langage source, et VS le vocabulaire de la langue source.
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2.3. Segmentation pour la traduction
Algorithme 2: Segmentation des hypothèses de transcription.
begin
ÉTAT INITIAL : w = w1, .., wN ; segment = ∅
L← min(N,Lmax)
i← generates eos(w1, .., wL)
if i > 1 then
w← wi+1, .., wN
segment← w1, .., wi
return segment
i← is sil(w1, .., wL)
if i > 1 then
w← wi+1, .., wN
segment← w1, .., wi−1
return segment
if L = Lmax then
i← arg max16j6L P (< /s > |wj−3, .., wj)
w← wi+1, .., wN
segment← w1, .., wi
return segment
else





Entrée : w1, .., wn
for i=1..n do











Chapitre 2. Le système s2tt
2.4 Étape de traduction
Les modèles de traduction, quant à eux, sont des modèles IBM-5 entrâınés à l’aide du logiciel
Giza++ [Och 03] sur un bitexte composé de 1.6M paires de phrases (50M mots) extraites du
corpus EUROPARL [Koeh 05]. Des détails sur la méthode d’entrâınement sont disponibles sur
http://statmt.org/wmt09/baseline.html. Afin d’adapter le modèle pour la traduction de
programmes d’information radiophonique, l’étape de développement (tuning) a été réalisée sur
3000 paires de phrases (environ 80k mots) du corpus d’information distribué pour la campagne
WMT 2009. Le tableau 2.1 (page 99) récapitule les caractéristiques des corpora.
Une fois les modèles entrâınés, les tables de traduction graphémiques ont été adaptées pour
permettre la traduction d’une transcription phonétique comme décrite dans la section précédente.
Pour cela, on utilise la méthode déjà décrite utilisant un dictionnaire de prononciation et des
règles afin de déterminer les variantes. Le côté source des tables (les séquences de mots en
français) est phonétisé, le côté cible, quant à lui, demeurant sous forme de graphèmes afin
d’obtenir une traduction immédiatement lisible. La distorsion maximale est multipliée par le
nombre moyen de phonèmes dans un mot.
Les mesures de confiance décrites dans la partie II ont été implémentées dans le système, et
l’utilisateur a la possibilité d’en utiliser une ou plusieurs (via un réseau de neurones également
implémenté dans le système grâce à la bibliothèque FANN) pour vérifier la correction des tra-
ductions proposées. Le système fournit ainsi in fine un fichier xml contenant la liste des segments
reconnus dans la phrase source, leur transcription phonétique, les traductions proposées et des




3.1 Système de référence
S2TT est comparé avec un système linéaire basé sur ANTS, le système de traduction auto-
matique développé par l’équipe Parole du LORIA [Illi 04, Brun 05], basé sur JULIUS [Lee 01],
et Moses. Je vais décrire très brièvement ici le fonctionnement de ANTS. Pour plus de détails,
le lecteur se rapportera aux articles cités précédemment.
ANTS segmente les données audio selon la source de la parole (enregistrement en studio
ou par téléphone), le genre du locuteur, l’apparition de passages musicaux et les silences. Les
segments sont ensuite redécoupés en segments chevauchant de durée maximale six secondes.
Ces segments sont ensuite transcrits en utilisant JULIUS [Lee 01], puis les transcriptions des
segments chevauchant sont fusionnées en utilisant les mots communs entre les segments.
ANTS utilise trois modèles acoustiques pour la reconnaissance (et des modèles additionnels
pour la classification du signal) : deux pour les passages enregistrés à un taux de 16kHz (en
studio), selon le sexe du locuteur (femme ou homme) et un pour les passages enregistrés à 8kHz
(enregistrements par téléphone). On détermine le modèle le plus adapté en mettant en compé-
tition les différents modèles acoustiques, et on retient celui qui donne les meilleurs résultats en
termes de vraisemblance acoustique, avec une contrainte de régularisation imposant que l’alter-
nance des modèles ne soit pas trop rapide et donc irréaliste. Les paramètres de ces modèles sont
estimés sur 90 heures d’enregistrements d’émissions radiophoniques de France-Inter, France-Info,
RFI et RTM, distribués dans le cadre de la campagne ESTER [Gall 06]. Le corpus d’entrâıne-
ment des modèles de langage est composé des archives des journaux Le Monde et L’Humanité,
soit 580M mots au total, et des transcriptions d’informations radiodiffusées (corpora ESTER et
TNS ) totalisant 130M mots.
La transcription automatique se fait en deux passes : un treillis est construit en utilisant un
modèle bigramme lors de la première passe, et un modèle quadrigramme à rebours est utilisé
pour déterminer la meilleure hypothèse lors de la seconde passe. Le lexique comprend 127000
prononciations pour 63000 mots. ANTS a été classé en quatrième position lors de la campagne
d’évaluation ESTER2 [Illi 04, Gall 06].
Les meilleures hypothèses sont ensuite traduites avec Moses, en utilisant les mêmes modèles
pour le système S2TT (section 2.4). On obtient ainsi un système linéaire (section 1.2) entièrement
basé sur des composants standards de l’état de l’art (hormis le système de segmentation, pour
lequel aucune méthode standard de référence ne semble se dégager).
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Chapitre 3. Évaluation
Système WER B-1 B-2 B-1&2
S2TT 25.1 17.9 24.3 29.5
S2TT-1best 25.1 18.4 25.7 30.6
S2TT-Google 25.1 19.4 34.4 38.0
ANTS-Moses 22.3 19.3 27.3 32.3
Ref-Moses 0 23.6 34.1 40.5
Ref-Google 0 24.3 48.2 51.7
Expert-1 0 - 34.8 -
Expert-2 0 30.6 - -
Table 3.1 – Évaluation de la qualité de traduction en fonction des systèmes.
3.2 Corpus de test
Une fraction de ce corpus (252 phrases, soit 35’39”d’enregistrement) a été traduite en anglais
par un interprète professionnel, dont la langue maternelle est l’anglais (Expert-1 ), et par une
professeur d’anglais, dont la langue maternelle est le français (Expert-2 ), qui a utilisé The Corpus
of Contemporary American English 24 comme outil d’aide à la traduction. Cette partie servira de
corpus de test. La version des traductions réalisée par Expert-1 sera appelée R-1, celle réalisée
par Expert-2 sera appelée R-2. Il y a de grandes différences de style et de vocabulaire entre R-1
(littéraire) et R-2 (proche de la source), avec des conséquences notables sur l’évaluation. Les
transcriptions de référence et les traductions automatiques et de référence sont présentées en
annexe C page 129.
3.3 Résultats
Le tableau 3.1 présente les résultats obtenus avec différents systèmes. Outre l’évaluation des
performances de S2TT, ce tableau nous permet d’estimer l’influence des différents composants
sur les performances, et les marges de progression liées aux uns et aux autres :
– S2TT : le système S2TT tel que présenté plus haut.
– S2TT-1best : le système S2TT tel que présenté plus haut, mais ce n’est pas le réseau de
confusion phonétique qui est traduit mais la meilleure hypothèse de reconnaissance.
– ANTS-Moses : un système de référence linéaire réalisé à partir de composants état-de-
l’art. L’utilisation de ANTS permet de mesurer l’influence d’une légère amélioration de la
reconnaissance.
– Ref : les transcriptions de références, donc l’équivalent d’une étape de reconnaissance sans
erreur. Utilisé pour estimer la progression atteignable en améliorant l’étape de transcrip-
tion.
– Google : considéré comme un excellent système de traduction automatique. Utilisé pour
estimer la marge de progression disponible en améliorant l’étape de traduction.
Les scores BLEU sont calculés par le script multi-bleu.perl fournit avec Moses. B-1 est
le score bleu calculé en prenant pour référence R-1, B-2 en prenant pour référence R-2, et B-
1&2 en prenant pour référence R-1 et R-2 en même temps. Ces résultats appellent certains
commentaires : le système S2TT utilise pour la phase de reconnaissance les mêmes modèles




de reconnaissance est donc légèrement moins bon. S2TT-1best obtient des résultats légèrement
meilleurs que S2TT, ce qui suggère que les probabilités de confusion ne sont pas bien estimées
par la méthode exposée dans la partie 2.2. Sans doute notre méthode de phonétisation n’est-elle
pas assez précise. De plus, les probabilités sont estimées a priori, c’est-à-dire sans tenir compte
des caractéristiques de l’instance (qualité du signal, complexité de la phrase reconnue, estimation
de confiance sur l’hypothèse de transcription...), ce qui est une lacune évidente.
La ligne S2TT-Google présente les résultats obtenus en traduisant avec l’outil Google Trans-
late les hypothèses de reconnaissances générées par S2TT, après resegmentation automatique
(Section 2.3). Cela donne une idée de la progression réalisable en améliorant le système de
traduction (environ 8 points).
Les lignes Ref-Moses et Ref-Google présentent l’évaluation de la traduction obtenue utilisant
non pas les hypothèses de transcription automatique mais les transcriptions de référence (donc
un taux d’erreur de 0%), traduites respectivement avec Moses et Google. Cela permet d’estimer
la marge de progression propre au système de reconnaissance (environ 10 points de BLEU entre
S2TT — qui utilise Moses — et Ref-Moses).
Enfin, il est intéressant de noter que les scores B-1 sont bien plus bas que les scores B-2. En
effet, les traductions R-1 sont plus longues d’environ 10%, et les tournures plus idiomatiques,
que dans R-2, qui respecte plus la structure de la phrase originale et utilise un vocabulaire plus
standard. On observe d’ailleurs que le score bleu de R-1 évalué à l’aune de R-2, et celui de R-2







J’ai présenté dans cette partie le système S2TT (Speech To Text Translation), un prototype
de système intégré de traduction de la parole spontanée à grand vocabulaire. La traduction
de la parole pose des défis particuliers (rappelés dans le chapitre 1) : en effet, l’oral n’est pas
de l’écrit lu, et est régi par ses règles propres, souvent plus complexes que celles de l’écrit. La
notion de phrase notamment, essentielle aux modèles de traduction statistiques de la langue
écrite, n’y est pas pertinente. Les constructions syntaxiques sont plus complexes (on retrouve
souvent des constructions qu’on pourrait appeler « à tiroirs », c’est-à-dire en enchâınement
de références très long), et le discours est structuré par des évènements particuliers (prosodie,
pauses, reprises, interpellations, disfluences, raclements de gorge, gestes, etc.). Basé sur des
composants standards (Sphinx et Moses) initialement développé pour la traduction de l’écrit,
S2TT implémente des techniques spécifiques à la traduction de la parole : prise en compte de
l’incertitude au niveau de la reconnaissance grâce aux réseaux de confusion phonétiques (section
2.2) et aux mesures de confiance (section 2.2.2), et segmentation du flux de parole reconnu
de façon adaptée à la traduction (section 2.3). Évalué sur une tâche de traduction d’émissions
radiophoniques, il obtient in fine, avec un score BLEU d’environ 30, des résultats comparables
à ceux d’un système de référence linéaire (c’est-à-dire composé d’un système de reconnaissance,
qui fournit une hypothèse unique, brute, de transcription, et d’un système de traduction, qui
traduit cette hypothèse), mais légèrement moins bons (celui-ci obtient un score BLEU de 32 —
tableau 3.1). J’attribue cette différence à la qualité très élevée du système de reconnaissance
de référence, qui est développé au sein de notre équipe depuis des années et a donc bénéficié
d’une mise au point particulièrement approfondie qui fait défaut à celui du système S2TT.
Néanmoins l’écart est faible et ces résultats nous encouragent à poursuivre dans cette voie.
L’algorithme de segmentation, notamment, pourrait être amélioré, en utilisant par exemple un
Hidden Events Language Model modélisant explicitement les phénomènes de l’oral tels que les
pauses, et l’estimation des probabilités de confusion phonétique bénéficierait sans doute d’une








Je vais dans cette conclusion reprendre le fil conducteur de la thèse, les contributions ap-
portées, les résultats obtenus et les pistes qui restent à suivre. J’ai présenté dans ce manuscrit
des recherches visant à mettre au point un système de traduction automatique de la parole
spontanée à grand vocabulaire utilisable par le plus grand nombre. Il est nécessaire pour cela de
relever des défis techniques considérables (reconnaissance automatique de la parole spontanée —
partie III, sections 1.1 page 86 et 2.2 page 94, traduction automatique de la parole — partie III,
sections 2.3 page 100 et 2.4 page 102, robustesse aux erreurs — partie III, section 2.2 page 94),
mais aussi d’apporter un soin particulier à l’ergonomie du système, notamment afin d’avertir
l’utilisateur, qui ne mâıtrise pas forcément la langue source, d’erreurs potentielles de traduction,
en utilisant des mesures de confiance (partie II page 35).
C’est à ce dernier point, les mesures de confiance, que je me suis attelé en premier lieu.
J’ai opté pour le paradigme de l’apprentissage automatique. Dans cette approche, un certain
nombre de mesures, appelées « paramètres prédictifs », sont effectuées pour obtenir autant
d’informations que possible sur la traduction proposée, sous forme numérique donc aisément
accessible à la représentation statistique. Des techniques de classification et de régression sont
ensuite utilisées pour obtenir une estimation de la qualité de la traduction ou de la probabilité
de sa correction, permettant une diminution de 1,3 points du taux d’erreur de classification des
mots et de 6 points pour la classification des phrases, par rapport au meilleur paramètre prédictif
utilisé seul (partie II, section 5.4, page 75). Les expériences menées dans ce cadre, notamment
lors de la campagne WMT 2012 (partie II, chapitre 5, page 73) ont pouvé la robustesse de
cette approche et la capacité du système ainsi développé à tirer partie de nouveaux paramètres
prédictifs pour améliorer les estimations de confiance. En revanche, l’expérience de post-édition
que j’ai menée (partie II, chapitre 4), a montré que les estimations de confiance n’étaient pas
assez précises pour être utiles à des traducteurs. Certaines erreurs commises par le système sont
particulièrement gênantes pour eux, et provoquent frustration et perte de temps plutôt qu’un
gain d’efficacité. Je pense également qu’il est important de développer des mesures de confiance
à un niveau intermédiaire entre les mots et les phrases, qui corresponde à une construction
linguistique plus pertinente. En effet, les mots ne sont pas traduits isolément les uns des autres,
et on peut souvent distinguer au sein d’une phrase différentes séquences qui ne sont pas forcément
toutes correctes ou toutes incorrectes. Une première approche serait d’utiliser la segmentation
proposée par Moses. En effet, les modèles de traduction de l’état de l’art sont basés sur des
séquences de mots et non des mots isolés (partie I, section 1.5.3, page 11), formant une partition
de la phrase source et de l’hypothèse. De nombreuses partitions différentes sont possibles, mais
lors de la traduction, il est possible de connâıtre celle qui a été retenue par le décodeur. À plus
long terme, un algorithme de segmentation, tel que celui proposé dans la partie III, section 2.3,
page 101, mais plus précis, pourrait être utilisé pour proposer des segments ayant du sens pour
un utilisateur humain. Au cours de plusieurs discussions avec des membres de la communauté
des chercheurs et utilisateurs de traduction automatique, cet axe de recherche m’est apparu
comme prioritaire.
Ces mesures de confiance ont ensuite été appliquées à la traduction de la parole. Un prototype
de traduction automatique de la parole spontanée à grand vocabulaire, le système Speech-To-Text
Translation (S2TT), a été développé (partie III). Basé sur des composants standards (Sphinx,
pour la transcription automatique de la parole, et Moses, pour la traduction de texte), il in-
tègre des techniques originales développées pour le problème particulier qu’est la traduction de
la parole spontanée. Notamment, une méthode de segmentation automatique est développée,
qui vise à produire des segments adaptés à la traduction automatique sans forcément cher-
cher à imiter la structure de phrases qui est propre à l’écrit (partie III, section 2.3, page 100).
De plus, S2TT effectue la traduction d’un réseau de confusion phonétique, et non pas de la
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meilleure hypothèse de transcription, afin de prendre en compte l’ambiguité et l’incertitude de
la transcription automatique (partie III, section 2.2, page 94). Il intègre également des mesures
de confiance au niveau de la reconnaissance pour améliorer encore la robustesse, et au niveau
de la traduction pour fournir des probabilités de correction à l’utilisateur. Les expériences ef-
fectuées sur la traduction d’émissions radiophoniques montrent que S2TT obtient de bonnes
performances (un score BLEU d’environ 30), quoique légèrement moins bonnes qu’un système
plus classique et non spécifique à l’oral (score BLEU d’environ 32), mais dont le module de
reconnaissance a bénéficié d’un développement plus long. S2TT reste un prototype, et certaines
fonctionnalités, notamment l’utilisation de mesures de confiance sur l’hypothèse de transcription
dans le réseau phonétique, demandent un effort de développement supplémentaire avant d’être
réellement utilisables. L’étape de reconnaissance est également particulièrement gourmande en
ressources, les modèles demandent à être améliorés et leurs paramètres affinés, et le besoin de
modèles de langue spcifiques à l’oral et ses phénomènes propres se fait pressant ; l’estimation de
la matrice de confusion phonétique (partie III, section 2.2.1, page 97) pourrait être plus précise.
Le coût d’une ε-transition doit être estimé plus rigoureusement, et il faut mettre au point une
méthode pour tenir compte des phonèmes manquants. Le phonétiseur pourrait également être
amélioré : à place d’un outil ad hoc, un système état de l’art pourrait être utilisé, qui permette
de désambigüiser les variantes de prononciations, améliorant ainsi l’estimation des probabilités
de confusion. À moyen terme, le modèle proposé dans partie III, section 2.2, page 94 devra être
implémenté rigoureusement, c’est-à-dire en utilisant le système de reconnaissance automatique
pour proposer un ensemble d’hypothèses de transcription plausibles sans s’appuyer sur une hypo-
thèse particulière. Une première piste consiste à utiliser le treilli de mots ou la n-best list fournie
par le module de reconnaissance, quitte à l’élaguer ou à la simplifier. Cette approche se heurte
pour l’instant à des limites computationnelles, dont il ne fait nul doute qu’un développement
soigneux viendra à bout. Des efforts peuvent égalemement consacrés à l’algorithme de segmen-
tation, en utilisant par exemple un Hidden Events Language Model modélisant explicitement les
phénomènes de l’oral tels que les pauses.
S2TT a été développé dans l’optique d’être pérenne, réutilisable, et de proposer en un seul
logiciel un système complet implémentant des techniques spécifiques à la traduction de la parole.
Il a prouvé son potentiel, mais un effort d’ingénierie reste nécessaire pour obtenir une base
d’expérimentation fiable et efficace et, qui sait, un outil utilisable par les professionels de la
traduction et le grand public.
À plus long terme, quand le système sera stabilisé, certaines pistes de recherche me paraissent
particulièrement riches et prometteuses. Sur les mesures de confiance tout d’abord : si les tech-
niques de classification et régression multivariées permettent d’obtenir des systèmes efficaces, ils
restent des bôıtes noires. L’absence de caractère explicatif des estimations est perturbant pour
les utilisateurs du système, et notamment les post-éditeurs, qui ne savent pas s’ils peuvent ou
non faire confiance au système, et perdent donc du temps à analyser eux-même la phrase. On
peut imaginer introduire dans le système d’annotation de confiance des connaissances expertes
grammaticales et sémantique permettant, outre de détecter l’erreur, d’en expliquer la raison,
voire de proposer une correction. Par exemple, si un système d’analyse grammaticale détecte
une erreur d’accord, le système pourrait proposer une nouvelle traduction en augmentant le
poids du modèle de langage pour améliorer les chances d’obtenir une phrase grammaticalement
correcte ; si un système d’analyse sémantique détecte une différence de sens entre la phrase source
et l’hyopthèse de traduction, augmenter le poids, pour cette instance, du modèle de traduction
pourrait permettre d’obtenir une meilleure hypothèse. Ce n’est qu’un exemple, et bien d’autres
façons de faire sont envisageables. J’y vois là une façon de tirer le meilleur des deux approches :
les avantages de la couverture étendue des systèmes de traduction statistiques, et de la précision
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des systèmes à base de règles. Idéalement, on aimerait même proposer des systèmes entièrement
automatiques, ne reposant pas sur une base de connaissances expertes, capables d’une analyse
syntaxique et sémantique assez précise pour détecter des erreurs et proposer, dans la mesure du
possible, des corrections. Il faudra donc, dans les années qui viennent, être attentif aux avancées
dans ces branches du traitement automatique des langues naturelles.
Enfin, sur la modélisation du phénomène très particulier et très insuffisamment connu (et
reconnu) qu’est l’expression orale : comme je le rappelle dans la partie III, sections 1 (page 85)
et 2.3 (page 100), l’oral n’est pas de l’écrit lu. C’est un medium à part entière, presque une autre
langue, régie par ses phénomènes propres et, contraitement à ce qu’on pourrait croire, souvent
plus sophistiqués qu’à l’écrit. Pauses, hésitations, disfluences, répétitions, « faux départs », pro-
sodie, jeux de mots, sous-entendus, et même regards, gestuelle, attitude... sont des phénomènes
essentiels de la communication orale et de la bonne comprehension entre deux interlocuteurs.
Chacun a fait l’expérience au moins une fois d’une remarque mal interprétée par son interlocu-
teur au téléphone, parce que le sourire qui l’accompagnait n’a pas été transmis par le medium.
Pour espérer réaliser une traduction automatique de bonne qualité, la nécessité de modéliser la
langue orale dans toute sa complexité et sa subtilité me parâıt donc criante. Les débuts seront
modestes bien sûr, et avant de songer s’attaquer aux regards, il faudra commencer par prendre
en compte les phénomènes d’élocution pure (pauses, hésitations, répétitions, etc.). Les HELM
me semblent être la première piste à explorer pour cela, mais il faut aussi envisager de revenir
totalement sur les modèles de langage les plus couramment utilisés, les modèles n-grammes, car
l’hypothèse d’un phénomène markovien me parâıt trop simple pour rendre justice à l’expression
orale. C’est là un programme ambitieux mais, j’en suis convaincu, qui permettra de développer
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Annexe C. Transcriptions et traductions de référence du corpus de test de S2TT
152
Résumé
Cette thèse de doctorat aborde les problématiques de l’estimation de confiance pour la tra-
duction automatique, et de la traduction automatique statistique de la parole spontanée à grand
vocabulaire. J’y propose une formalisation du problème d’estimation de confiance, et aborde
expérimentalement le problème sous le paradigme de la classification et régression multivariée.
Je propose une évaluation des performances des différentes méthodes évoquées, présente les ré-
sultats obtenus lors d’une campagne d’évaluation internationale et propose une application à
la post-édition par des experts de documents traduits automatiquement. J’aborde ensuite le
problème de la traduction automatique de la parole. Après avoir passé en revue les spécificités
du medium oral et les défis particuliers qu’il soulève, je propose des méthodes originales pour y
répondre, utilisant notamment les réseaux de confusion phonétiques, les mesures de confiances
et des techniques de segmentation de la parole. Je montre finalement que le prototype proposé
rivalise avec des systèmes état de l’art à la conception plus classique.
Mots-clés: traduction automatique statistique, mesures de confiance, traduction de la parole,
post-édition, segmentation, réseau de confusion, phonèmes
Abstract
In this thesis I shall deal with the issues of confidence estimation for machine translation
and statistical machine translation of large vocabulary spontaneous speech translation. I shall
first formalize the problem of confidence estimation. I present experiments under the paradigm
of multivariate classification and regression. I review the performances yielded by different tech-
niques, present the results obtained during the WMT2012 internation evaluation campaign and
give the details of an application to post edition of automatically translated documents. I then
deal with the issue of speech translation. After going into the details of what makes it a very
specific and particularly challenging problem, I present original methods to partially solve it, by
using phonetic confusion networs, confidence estimation techniques and speech segmentation.
I show that the prototype I developped yields performances comparable to state-of-the-art of
more standard design.
Keywords: statistical machine translation, confidence estimation, speech translation, post edi-
tion, segmentation, confusion network, phoneme
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