[1] We combine a new, large data set of surface wave phase anomalies, long-period waveforms, and body wave travel times to construct a three-dimensional model of the anisotropic shear wave velocity in the Earth's mantle. Our modeling approach is improved and more comprehensive compared to our earlier studies and involves the development and implementation of a new spherically symmetric reference model, simultaneous inversion for velocity and anisotropy, as well as discontinuity topographies, and implementation of nonlinear crustal corrections for waveforms. A comparison of our new three-dimensional model,
Introduction
[2] Seismic tomography provides the most detailed view on the structure of the Earth's mantle. Consequently, a number of fundamental questions in solid Earth sciences have been addressed based on the interpretation of tomographic models. Differences between models are sometimes significant, however, and may lead to incompatible interpretations. Discrepancies between models may result from inaccurate measurements, insufficient data coverage, or different modeling techniques. The goals of this work are (1) building a new large set of data that constrains the structure of the mantle as uniformly as possible, (2) constructing a new three-dimensional (3-D) model of the mantle, and (3) the identification of features that are common to different well-constrained models obtained using different techniques.
[3] One of the problems addressed by seismic tomography is the determination of the thickness of the continental lithosphere. Early studies suggested that surface wave phase velocity variations could be explained by models with significant continent -ocean contrast confined to the region above 200 km depth [e.g., Dziewonski, 1971] . Jordan [1975] , on the other hand, found indications that continental signatures may extend down to at least 400 km. Such thick continental roots may have survived without sinking or convecting disruption due to compositional buoyancy [Jordan, 1975 [Jordan, , 1978 [Jordan, , 1981 or high viscosity [Shapiro et al., 1999] . Some recent models [Mégnin and Romanowicz, 2000; Gu et al., 2001a] show the continental signatures extending below 300 km, while in others Ritsema et al., 2004] strong continent-ocean differences are confined to the uppermost 200 km of the mantle. In this work, we investigate whether our new model, as well as other recent models [Ritsema et al., 1999; Panning and Romanowicz, 2006] with significant sensitivity to the structures deeper than 200 km, still show significant discrepancies.
[4] The degree to which the convection in the upper mantle is separated from processes operating in the lower mantle is still a subject of debate. This issue is related, but not equivalent, to the question concerning the depth extent of subducted lithospheric slabs. Some tomographic models derived from travel times of body waves show narrow, highvelocity anomalies beneath major subduction zones extending down to midmantle depths or even to the lowermost mantle [e.g., Grand et al., 1997; van der Hilst et al., 1997] . These results are often taken as evidence for whole-mantle convection, but doubts have also been expressed regarding the resolving power of the travel time data used. Boschi and Dziewonski [1999] , for example, showed that given the ray path coverage of teleseismic body waves, it is possible to obtain fictitious narrow slab-like anomalies even from the synthetic input data calculated without such structures. An alternative approach for studying the style of convection in the mantle involves using longer-period but diverse data sets recorded on broadband seismograms of the Global Seismographic Network (GSN) and Federation of Digital Broadband Seismic Networks (FDSN). These data allow for measuring various types of waves that together have significant sensitivity in all depth ranges in the mantle. Models of Gu et al. [2001a] and Ritsema et al. [2004] , derived from diverse data sets, reveal a significant change in the heterogeneity at the upper mantle -lower mantle boundary, which may reflect a change in the flow pattern. Such interpretation is consistent with the observed depressions of this boundary [Shearer and Masters, 1992; Flanagan and Shearer, 1998; Gu et al., 1998 Gu et al., , 2003 . Since the style of convection still appears to be an unresolved problem, we reexamine the velocity heterogeneity and topography of the transition zone discontinuities and compare our results with other shear wave velocity models that constrain the transition region between the uppermost and lower mantle.
[5] Seismic tomography has also been used to map anisotropy in the lithosphere -asthenosphere system. Evidence for the presence of anisotropy in the upper mantle includes the discrepancy between models constrained by Rayleigh and Love waves, shear wave splitting, and azimuthal variations of P n velocities (for review, see, for example, ). The presence of anisotropy in the upper mantle is often explained in terms of lattice preferred orientation (LPO; for review, see Nicolas and Christensen [1987] ) of anisotropic crystals, such as olivine, in the convecting asthenosphere, or a frozen-in anisotropy in the lithosphere. The shear wave anisotropy in PREM [Dziewonski and Anderson, 1981] is strongest at the Mohorovičić discontinuity (hereinafter referred to as Moho) and vanishes at the 220-km discontinuity, which was proposed to represent the base of a low-velocity zone and have the global extent [Anderson, 1979] . Three-dimensional models calculated as a perturbation with respect to PREM show very similar globally averaged anisotropy to the reference model [e.g., Ekström and Dziewonski, 1998; Panning and Romanowicz, 2006] . Since the 220-km discontinuity now appears not to have a global extent [e.g., Gu et al., 2001b] , it is desirable to investigate anisotropy in the uppermost mantle independently of PREM. Boschi and Ekström [2002] and Nettles and Dziewoński [2008] started their tomographic inversions using one-dimensional (1-D) isotropic models without the 220-km discontinuity. Their final models show depth variations of globally averaged anisotropic shear wave velocities that are significantly different than in PREM. However, these studies did not determine parameters other than shear wave velocities as they considered only short-and intermediate-period surface waves in the inversion. Since our combined data set has a significant sensitivity to 1-D variations in all five elastic parameters of a radially anisotropic model, as well as the density, we develop a new 1-D model of the mantle describing variations in all these parameters. The model is then used as a reference in subsequent 3-D inversions.
[6] Surface wave data also require lateral variations of radial anisotropy in the upper mantle. Ekström and Dziewonski [1998] reported on a large region with anomalous anisotropy in the top 200 km of the mantle beneath the Pacific. Panning and Romanowicz [2006] also found a strong v SH > v SV anomaly in the Pacific at 150 km, which, in contrast to the results of Ekström and Dziewonski [1998] , does not change significantly at shallower depths. Gung et al. [2003] reported a strong v SH > v SV trend not only in the suboceanic mantle but also beneath the continental lithosphere, and Marone et al. [2007] also found lateral variations in anisotropy under the North America. Significant anisotropic variations within continental plates were observed by Nettles and Dziewoński [2008] . Zhou et al. [2006] found v SH < v SV anomalies beneath the Mid-Atlantic Ridge and the Red Sea extending at least to a depth of 400 km, and Gu et al. [2005] and Panning and Romanowicz [2006] reported deep anisotropy beneath the East Pacific Rise. Given the discrepancies between different models, we find it useful to search for robust lateral anisotropic variations in the most recent models with good global data coverage in the whole mantle.
[7] Finally, we investigate the anisotropy below the lithosphere -asthenosphere system. The presence of the anisotropic post-Perovskite phase in the lowermost mantle has been suggested by experimental results [Murakami et al., 2004; Oganov and Ono, 2004; Shim et al., 2004] . Regional seismic studies [Vinnik et al., 1989; Lay et al., 1998; Kendall, 2000] show significant anisotropy in the D 00 region, which might be explained in terms of LPO, horizontal layering, or aligned inclusions [Kendall and Silver, 1996; Karato, 1998 ]. Panning and Romanowicz [2006] made the first attempt to map the anisotropy in the whole mantle on a global scale using nonlinear asymptotic coupling theory (NACT) [Li and Romanowicz, 1996] and reported the presence of significant anisotropic variations both in the D 00 region and in the transition zone. In particular, they attributed the predominantly v SH > v SV anisotropy in the lowermost mantle to horizontal flow and deviations from this pattern to upwellings at superplumes. In this work, we investigate whether anisotropy in these depth ranges is required by teleseismic body wave travel times and seismograms inverted using the path average approximation. We also test how velocity -anisotropy tradeoffs affect the anisotropic variations.
[8] Thirty years after the first global tomographic model of the mantle was published [Dziewonski et al., 1977] , it is interesting to ask what tomographers have been trying to accomplish and which features of tomographic models have turned out to be robust. It has been tempting for many researchers to look for small-scale structures in the mantle; however, using more free parameters in the inversion does not necessarily lead to models with higher resolution [Boschi and Dziewonski, 1999] . Given limited and noneven data coverage, typical for mantle tomography, some features of overparameterized models may strongly depend on regularization. Longer-wavelength anomalies can more easily be constrained and they tend to be independent of the modeling technique, as we demonstrate in this paper. Notably, the similarity between models discussed here is higher compared to earlier tomographic models. The improved consistency between the models has to be, at least in part, attributed to the completeness of the data used in the inversions. Therefore it is instructive to first review the data that constrain the velocity structure in different regions of the mantle.
Data Sets and Sensitivity Kernels
[9] In order to constrain the structure at all depths in the mantle, we combine three different types of data shown in Table 1 , which we discuss throughout this section. According to ray theory, travel times of teleseismic body waves have a peak sensitivity at the turning point of the ray in the lower mantle but they sample the upper mantle only beneath the sources, receivers, and points of surface reflection. The structure of the uppermost mantle is very well constrained by the measurements of fundamental-mode surface waves, which, however, have little sensitivity at depths larger than 300 km. The transition zone is best sampled by overtone data, which are included in this work through the waveform inversion. Ritsema et al. [2004] demonstrated that when only one out of the three types of data is used, the resulting tomographic model will be well constrained only in a limited range of depths and therefore will not reflect the overall structure of the mantle. While inversions of diverse data sets have been performed before [e.g., Dziewonski and Woodward, 1992; Masters et al., 2000; Gu et al., 2001a] , our new data set is significantly larger compared to earlier models obtained at Harvard.
[10] In this section, we present our new data and methods used to determine their sensitivity to the radially anisotropic velocity structure. We analyze all our data using ray theory, which is computationally efficient and therefore suitable for combining large and diverse data sets. More complex approximations have been developed and implemented for certain types of data [e.g., Montelli et al., 2004a Montelli et al., , 2004b . These methods, however, do not allow for as efficient computation of the sensitivity kernels as ray theory. The choice of theoretical approximations affects tomographic models less than data coverage and choices of parameterization and regularization schemes, as pointed out by van der Hilst and de Hoop [2005] . For the case of surface wave tomography, Trampert and Spetzler [2006] show that models obtained with one theory can be obtained using the other one by adjusting the regularization of the inverse problem. For the case of body wave tomography, the differences between the two models obtained with ray theory and finite-frequency (FF) theory presented by Montelli et al. [2004b] are significantly smaller than those among models compared by Boschi and Dziewonski [1999] using the same theory and data but different parameterization and damping. While developing more sophisticated theories may prove useful in the future, we believe that at this point, significant progress in understanding the overall structure of the mantle can be achieved by combining data that sample the mantle as uniformly as possible and experimenting with the model parameterization and regularization.
[11] Although all recorded seismic waves sample the Earth's crust, our long-period data cannot resolve details of the crustal structure. We assume that crustal effects can be accounted for by subtracting the predictions of a detailed global model CRUST2.0 of Bassin et al. [2000] from the data.
Surface Wave Dispersion
[12] The sensitivity of a surface wave to the Earth's structure is approximately constant along the ray path. Owing to this property and excellent ray path coverage, surface waves provide the best constraints on the lateral heterogeneity in the uppermost mantle. Surface waves of different frequencies sample different depth ranges and measurements of dispersion can therefore resolve vertical variations in the velocity structure. In this work, we employ fundamental-mode Rayleigh and Love waves measured at nine periods between 35 and 150 s. The phase anomalies have been collected by the seismology group at Harvard from seismograms recorded on the GSN and FDSN stations in the years 1992 -2001. The measurement technique is the same as in the work of Ekström et al. [1997] . Extending the phase anomaly data set compared to the original paper increased the number of observations by a factor of four for Love waves and five for Rayleigh waves. At each period we have measured phases of each wave for more than 55,000 paths ( Phase anomalies of surface waves are measured at nine periods using the same method as in the work of Ekström et al. [1997] but the data set has been extended compared to the original paper. We use seismograms from the years 1994 -2003 to build a new set of 219 well-recorded 6.5 M w < 8 earthquakes and 10 great (M w ! 8) earthquakes. For the great earthquakes we analyzed mantle waves with T > 200 s, and for smaller events we included mantle waves with T > 125 s and body waves with T > 50 s. Body wave travel times indicated by HRV were measured at Harvard and those indicated by SC were measured at Scripps. In the right column, we show the ranges of the number of surface wave phase anomaly measurements at different periods; the ranges for the number of waveforms measured on the vertical, longitudinal, and transverse components; and the number of different travel time measurements. 36,000 wave packets recorded at different components, and Zhou et al. [2006] used a total of $12,000 wave trains.
[13] Owing to the expansion of the data set, more than 200 rays hit every 1000-by-1000-km region on the Earth's surface, even for the smallest subsets of data. The nominal lateral resolution of our model is of the order of 1000 km. In the depth range controlled by surface waves, the lateral heterogeneity in our model is therefore almost insensitive to the regularization of the inverse problem.
[14] To find the relationship between the observed phase anomalies dF and the Earth's structure, we follow Ekström [2000] and write
where dc is the local phase velocity anomaly, and c 0 is the phase velocity of the reference model. The phase velocity perturbation at a fixed frequency w is related to the frequency perturbation at a fixed wave number k [Dahlen and Tromp, 1998 ] by (
where U is the group velocity. We define the perturbation in normal-mode eigenfrequency as
where the integral is taken over the radius r from the Earth's center to the free surface at a = 6371 km, and m i stands for the five parameters defining the transversely isotropic medium v PH , v PV , v SH , v SV , and h, as well as the density r. Fréchet kernels, or partial derivatives of the angular frequency w with respect to m i , are indicated by K m i , and the derivatives with respect to the changes in depth of the discontinuities dh 410 and dh 650 by K 410 and K 650 . All partial derivatives are calculated from eigenfunctions of normal modes in the spherically symmetric Earth model [Takeuchi and Saito, 1972; Dahlen and Tromp, 1998 ]. 
Mantle and Body Wave Waveforms
[15] We use seismograms from the years 1994 -2003 to build a new set of 219 well-recorded 6.5 M w < 8 earthquakes and 10 great (M w ! 8) earthquakes (Figure 1a) . For the great earthquakes we analyzed only very-long-period waves with T > 200 s. Figure 1b shows the distribution of the GSN and FDSN stations used in this study. Compared to previous tomographic models developed at Harvard [Gu et al., 2001a [Gu et al., , 2003 , we have increased the number of waveforms by a factor of 3.5 to 12 for different types of waves, and an additional data set has been created from very-longperiod seismograms recorded for 10 great earthquakes, which further improve the sensitivity to the structure of the transition zone and the uppermost lower mantle. To ensure good global coverage, we select earthquakes that have occurred over 10 years, and to decrease computational time, we divide the Earth into approximately equal area 4-by-4-degree regions and typically select only the bestrecorded event in each region. We allow two earthquakes in a region if they provide significantly different information about the Earth's structure due to different magnitudes or focal depths.
[16] The waveforms are inverted for the Earth's structure using the path average approximation [Woodhouse and Dziewonski, 1984] . The synthetic seismograms are constructed by the superposition of normal modes of the Earth and the sensitivity of mode eigenfrequency to the Earth's structure is defined by equation (2). The calculation of synthetic seismograms is improved by the implementation of nonlinear crustal corrections, which account for nonlinear effects on normal-mode eigenfrequency, and are discussed in detail by Kustowski et al. [2007] .
[17] Li and Romanowicz [1995] showed that the path average approximation and the NACT retrieve nearly identical patterns of shear wave velocities but the anomalies that they obtained using the path average approximation appeared to be dramatically underestimated in the lower mantle. However, Su and Dziewonski [1991] gave the lower mantle-sensitive portions of seismograms high weights in the inversion and obtained a model with reasonably strong anomalies in the lower mantle. That is, both the strength and lateral variations of the SS travel time residuals predicted by this model are consistent with the observed ones.
[18] In our model, the lower mantle is constrained not only by the body wave waveforms but also by the arrival times of body waves. The amplitudes of the anomalies should therefore be properly resolved even if the lowermantle-sensitive portions of seismograms were not strongly weighted in the inversion.
Body Wave Travel Times
[19] The structure of the lower mantle and the topographies of the transition zone discontinuities are constrained in this work predominantly by three sets of arrival times of teleseismic body waves measured at a dominating period of $20 s (Table 1) . The first arrival time data set was collected at Harvard by Liu and Dziewonski [1998] and consists of travel time residuals obtained by cross-correlation of observed and synthetic seismograms. The second data set, collected at Scripps by Woodward and Masters [1991] and Bolton and Masters [2001] , consists of ScS -S and SS-S travel times measured through cross-correlation of the observed ScS, or the Hilbert transformed SS waveform, with the S-wave portion of the seismogram. In addition, the Scripps data require the correction for differential attenuation of SS and S waveforms. The Scripps data set contains many more ScS -S and SS-S travel times than the Harvard one but does not contain data for many of the phases measured at Harvard. Because Harvard and Scripps data have been measured using different techniques, we investigate their consistency before inverting them jointly for mantle velocity structure. We compare the two data sets by plotting the SS -S residuals with respect to PREM. The residuals are averaged at the surface bounce point of SS or core bounce point of ScS in 2-by-2-degree cells. When all data are plotted (Figure 2a) , it is evident that the measurements from Scripps improve the data coverage, but it is not clear whether the data measured by two groups are consistent with each other. When we select only those ray paths that have similar locations of sources and receivers in both data sets, the overlapping subsets are very consistent with each other (Figure 2b ) suggesting that the differences observed in Figure 2a result primarily from different ray path coverage. The two ScS -S data sets are also consistent with each other (Figure 2c ). Some times measured at Scripps differ from those measured at Harvard by several seconds; however, they are rare and therefore not likely to significantly affect the inversion.
[20] Despite the similarity of the lateral variations, the average SS -S residual measured at Scripps is smaller by $2 s than that of Harvard, and by $1.1 s when only overlapping subsets are considered. Since the baseline shift is not observed for the ScS -S data, we attribute the shift to the SS bounce point, which requires the Scripps SS waveforms to be Hilbert transformed and corrected for differential attenuation, whereas the Harvard data do not require such procedure. Since no curvature is observed in the scatter plot (Figure 2c ), we simply add a constant correction of 1.1 s to the SS -S data measured at Scripps prior to inversions. Adding the constant does not affect lateral velocity variations but it might change the global average. However, we do not allow the travel-time data to control the lower mantle in our new 1-D reference model; the model is forced to converge to PREM at 1320 km depth.
[21] The variance estimated for rays traveling along similar paths is nearly identical for the Harvard and Scripps data [Kustowski, 2007] . This suggests similar quality of the two data sets, which, in conjunction with the consistency of the lateral variations, and nonoverlapping ray path coverage, justifies combining the two data sets.
[22] The third data set consists of SS-S 410 S, SS-S 650 S, and S 410 S-S 650 S differential travel times measured by Gu and Dziewonski [2002] and Gu et al. [2003] . This data set provides evenly distributed constraints on the topography of the transition zone discontinuities. Following Gu et al.
[2003], we invert simultaneously for mantle velocities and topographies of the discontinuities. The general form of the equation governing the inversion of travel time anomalies dt can be written as Dziewonski and Gilbert [1976] . We determine ray paths through the reference model using formulas of Woodhouse [1981] and calculate partial derivatives T m i and group velocities v 0 group based on ray theory for the transversely isotropic medium, as described in Appendix A.
New 1-D Reference Earth Model

Parameterization and Inversion
[23] The starting model used in the inversion for our new 1-D reference model is identical to PREM at crustal depths, between 220 and 400 km, and below 670 km. Between the Moho and 220 km depth, the model is isotropic and obtained by linearly extrapolating the elastic structure from below the 220 km depth, as in the work of Boschi and Ekström [2002] and Nettles and Dziewoński [2008] . We fix the boundaries of the transition zone at 410 and 650 km. These depths are consistent with the most uniform constraints available on topography of these discontinuities [Gu et al., 2003] . Flanagan and Shearer [1998] , however, estimate the mean depths of these discontinuities to be 418 and 660 km, respectively. We remove a second-order discontinuity defined in PREM at 600 km depth. We take the attenuation structure from the model QL6 [Durek and Ekström, 1996] , which fits surface wave and normal-mode data better than PREM. To account for changes with respect to PREM near 400, 600, and 670 km depths, we use linear extrapolation.
[24] We parameterize the model in terms of approximately isotropic variations and anisotropic variations
where the superscript ''0'' indicates the reference model from previous iteration, and a denotes a measure of anisotropy. However, we always convert the arithmetic average into the Voigt average before plotting our models.
P , and da P /a 0 P ; however, inversions for the two sets of parameters do not yield identical results since the regularization affects different parameters (unless it is modified accordingly). We prefer to invert for the isotropic and anisotropic perturbations because it allows for better control of the smoothness of anisotropic variations, which are thought to reflect large-scale dynamic processes in the mantle.
[25] As opposed to inversions for older reference models, such as PREM, we implement a new technique, which allows for a much better data fit. Instead of inverting directly for a spherically symmetric model, we first invert for a 3-D model and then calculate the new 1-D reference model as a spherical average of the 3-D model. In this study, we invert for 3-D variations only in shear wave velocity and anisotropy. Perhaps improved data in the future will also allow for inversions for 3-D variations in compressional wave velocities, h, and density. At this point, however, we believe that we cannot resolve lateral variations in these parameters robustly. Inverting independently for radial variations in all parameters, on the other hand, is necessary to fit the data. In summary, we solve independently for 3-D variations in shear wave velocity and anisotropy, 1-D variations in compressional wave velocity and anisotropy, h, and density, as well as centroid moment tensors (CMTs) Dziewonski and Woodhouse, 1983] for all earthquakes. Lateral variations in shear wave velocity and anisotropy are expanded over 362 spherical splines [Wang and Dahlen, 1995] and the vertical variations are parameterized by 16 radial cubic B-splines (Figure 3 ). Since we do not include normal-mode data in the inversion, the model is heavily damped in the lower mantle so that the 1-D shear-wave velocity converges to PREM at a depth of 1320 km. The sensitivity to the compressional wave velocities, h, and density comes primarily from the waveforms. The choice of the number of B-splines used to parameterize the compressional-wave velocities and the density is a compromise between the limited sensitivity of our data and the necessity to correct the starting model in the transition zone and lower mantle. The density and v P converge to PREM as the amplitude of the lower mantle spline converges to zero at 1320 km. We find h and anisotropic variations below 220 km to be small and constrain them to vanish at 410 km by using only the four uppermost splines. Density perturbations dr r 0 are additionally constrained to match the total mass M = 5.974 10 24 kg and moment of inertia I = 0.3308 M (6371 km) 2 of the Earth, as in PREM. The data are allowed to control the jumps in all parameters at the 650-km discontinuity because the radial parameterization is split at this depth. The radial splines are continuous elsewhere hence the jumps at other discontinuities are fixed to the values defined in the starting model.
[26] Because our model is represented in terms of the finite number of basis functions, we apply discrete inverse theory [Menke, 1989] to solve the inverse problem. We calculate a weighted least-squares solution using a standard Cholesky factorization for positive definite matrices [Trefethen and Bau, 1997] and minimize vertical and horizontal gradients, as well as the norm of the solution to stabilize the inversion.
[27] The new reference model is obtained through iterative inversion of all our data except for the measurements of the SS precursors. In the first iteration, we solve for perturbations with respect to the starting model. The solution is then used as a reference model in the second iteration and the convergence can be achieved after three iterations. Fitting the waveform data requires the 1-D model to be developed as a spherical average of a 3-D model at each iteration. Each iteration involves several subiterations of waveform inversion, as in the determination of a 3-D model discussed in section 4. Consequently, the computational cost required to develop the new reference model is high, which precludes performing rigorous tests of resolution or uniqueness. Instead, we have performed a series of inversions and identified features of the model that appear to be preferred by the data and those that more strongly depend on the regularization. In the following section, we discuss both types of features.
New Reference Model
[28] The following features of the new reference model STW105 are only weakly dependent on regularization and therefore are considered to be robust. Shear wave velocities are the best constrained parameters in the inversion. The new model, unlike PREM, shows the maximum shear wave anisotropy at 120 km depth, which decreases at shallower depths (Figure 4) . In order to fit the waveform data as well as PREM, h must be less than one in the top $200 km of the mantle. As an example, the P-SV body wave waveforms calculated assuming that h = 1 have a root-mean-square (rms) misfit higher by 0.1 than the seismograms obtained with the appropriate h. For Rayleigh waveforms, our preferred model lowers the average misfit by 0.04 compared to the model with h = 1. Compressional-wave velocities in the uppermost 300 km of the mantle must be $2-5% lower than in the starting model in order to fit the data as well as PREM. Even when we allowed for anisotropy at all depths in the upper mantle, we found, in agreement with PREM, that significant anisotropy is not required by the data below $220 km. We constrained anisotropy in STW105 to vanish at 410 km.
[29] The following features of STW105 depend more strongly on the regularization. We find that the strength of anisotropy of compressional waves trades off with the density, which has been also suggested by Beghein et al. [2006] . It also trades off with h, and it is not clear whether it is indeed different than the shear wave anisotropy. The average P n velocity in STW105 is lower than in PREM and more similar to that in the model ak135 [Kennett et al., 1995] , which was constrained by P and P n data. The sign of the dv P /dr gradients in the uppermost 200 km of the mantle is not well resolved by surface wave data. The details of the density profile also depend on regularization, and we find that the positive dr/dr gradient found at shallow depths in PREM is not required to fit the data. The elevation of the discontinuity between the upper and lower mantle from 670 km to 650 km is compensated for by reduced velocities in the upper mantle and reduced density in the lower mantle. The radial resolution in this depth range is, however, poor, and the velocity and density perturbations tend to be distributed over several hundred kilometers.
[30] We conclude that the 1-D shear wave velocity structure in the upper mantle in STW105 is well constrained by our data. The variations in v PH , v PV , h, and density are less robust, however; inverting for deviations of these parameters from the starting model is necessary for fitting the waveform data at least as well as PREM. STW105 converges to PREM at a depth of 1320 km and in order to improve the model in the lower mantle, it would be necessary to include normal-mode data in the inversion.
Global 3-D Shear Wave Velocity Model
Parameterization and Inversion
[31] Our new 3-D model is, with a few exceptions discussed in what follows, calculated using the same data and methods as the reference model STW105. The data set in the 3-D inversion is extended by adding the measurements of travel times of SS precursors. Since our combined data do not have enough resolving power to resolve lateral variations in five elastic parameters and density independently, we neglect their sensitivity to density and h variations, and further reduce the number of free parameters assuming that dv PH /v PH = 0.55 dv SH /v SH and dv PV /v PV = 0.55 dv SV /v SV . We found global averages of v SH and v SV in the new 3-D model to be very similar to those in the 1-D model, which means that it is not necessary to further refine our reference model and recalculate the sensitivity kernels. The scaling of velocity perturbations for both horizontally and vertically polarized waves is equivalent to scaling the isotropic and anisotropic perturbations. The scaling factor of 0.55 for isotropic perturbations is consistent with the anomalies predicted for purely thermal effects [Karato, 1993] and with the modeling of compressional and shear wave velocity in the mantle [Su and Dziewoński, 1993; Robertson and Woodhouse, 1996] . The more recent tomographic studies [Su and Dziewoński, 1997; Masters et al., 2000] , however, indicate that the scaling factor may be about two times lower in the lowermost mantle. Our data do not have enough resolving power to determine the scaling factor; however, we obtain nearly identical models for assumed values of 0, 0.55, and 1. Petrological [Montagner and Anderson, 1989] and geodynamic [Becker et al., 2008] constraints suggest that the compressional and shear wave anisotropy are also correlated.
[32] As in the derivation of the reference model, we invert for isotropic (equation (4)) and anisotropic (equation (5)) variations in shear wave velocity rather than for dv SH /v SH and dv SV /v SV . This approach allows us to control the roughness of both isotropic and anisotropic velocity variations.
[33] Variations in shear wave velocity and anisotropy, as well as topographies of the transition zone discontinuities, are parameterized horizontally in terms of 362 spherical splines. To describe isotropic velocity variations in the radial direction, we use 16 B-splines split at 650 km, as in Figure 3 . In our preferred model S362ANI, we constrain anisotropy to vanish at 410 km by solving for coefficients corresponding to the uppermost four splines. In section 4.3, we also attempt to constrain the anisotropic variations in the whole mantle using all 16 splines.
[34] Figure 5 shows how different data sets constrain the model in different depth ranges in the mantle. The sensitivity corresponding to each radial spline is defined, as in the work of Gu et al. [2001a] , as a global average of the diagonal elements of the inner product matrix A T A. Compared to Gu et al. [2001a] , our plot does not involve any normalization and is extended by adding anisotropy and topography sensitivities, as well as the cumulative sensitivities for three main subsets of data and for all data combined. The structure of the uppermost mantle is determined primarily by short-and intermediate-period surface waves. In the transition zone, the model depends primarily on the waveforms, which show much higher sensitivity for vertical and longitudinal components than for the transverse component. Consequently, determination of the anisotropic structure at the bottom of the upper mantle may be difficult. Velocities in the lower mantle are determined primarily by the diverse set of travel times of teleseismic body waves. The D 00 region is best sampled by horizontally polarized S waves diffracted at the core -mantle boundary, which are sensitive only to variations in v SH . The SKKS -SKS and [Dziewoński and Anderson, 1981] and ak135 [Kennett et al., 1995] . Our new reference model STW105 is continuous at 220 km. Shear wave anisotropy is maximum at about 120 km and becomes very weak below 220 km. The profile of h is consistent with PREM. The average v P at shallow depths is slower than in PREM and is more similar to that in the model ak135, which was constrained by P and P n travel times. S-SKS times are sensitive to both v SH and v SV , and to constrain anisotropic variations at the bottom of the mantle, we give these data large weights in the inversion. Topography of the transition zone discontinuities is determined primarily by travel times of SS precursors. Long-period waveforms are also significantly sensitive to perturbations in discontinuity depths. Despite low lateral resolution, this sensitivity allows for correcting the velocities and density in the new reference model for the effect of shifting the discontinuities with respect to PREM.
[35] Diagonal elements of each A T A matrix shown in Figure 5 are multiplied by the same weighting factors as those used in the inversion. We select weights that allow us to constrain all splines as uniformly as possible. The maximum velocity sensitivity, which is observed for radial splines 2 and 10, is only 10 times higher than for the most weakly constrained spline 8 at the bottom of the upper mantle.
[36] Sensitivity kernels for all data are calculated using STW105. Since inversions of surface wave phase anomalies and teleseismic body wave travel times are only weakly nonlinear, we calculate the inner product matrices and data vectors for these data sets only once. In contrast, the waveform inversion is strongly nonlinear and has to be solved iteratively. The data vectors for waveforms and CMT solutions are updated as we improve the 3-D model. In the first iteration of waveform inversion, we calculate synthetic seismograms using the Harvard CMT solutions [e.g., Ekström et al., 2005] . We then accumulate the data and regularization inner product matrices and data vectors and invert them jointly for the velocity structure and discontinuity topographies. The new model is then used to determine new CMT solutions, the structural kernels are updated and accumulated, and convergence is achieved after several iterations.
[37] Since models regularized by norm damping have a tendency to correlate with the noneven data coverage typical Figure 5 . Sensitivity of different data sets calculated as global averages of the diagonal elements of the inner-product matrix A T A for every cubic spline and for topographies of the transition zone discontinuities. The inner product matrices are weighted in the same way as in the inversion for the global three-dimensional model. The panels on the right show cumulative sensitivities for surface wave, waveform, and travel time data, and for all data combined. LONG, TRAN, and VERT indicate longitudinal, transverse, and vertical components of a seismogram, and ''w.'' denotes waveforms. A different scale was used for the topography sensitivity since it is much smaller than the velocity and anisotropy sensitivities.
for global mantle tomography [Boschi and Dziewoński, 1999] , we choose to minimize only vertical and horizontal roughness but not the norm of the solution. We invert for perturbations with respect to the 1-D model STW105 rather than for perturbations with respect to an existing 3-D model. We prefer this approach since it yields a solution that is smooth with respect to a 1-D model STW105, whereas the latter approach would minimize smoothness or norm with respect to an arbitrarily chosen, imperfect target model.
Isotropic Variations
[38] The overall isotropic shear wave velocity structure in the mantle, as constrained by our preferred model S362ANI, is shown in Figure 6a . At a depth of 70 km, the pattern of heterogeneity is dominated by negative anomalies as strong as -7%, which are very closely aligned with the mid-ocean ridges and regions of back-arc extension. The mid-ocean ridge signatures extend down to at least 150-km depth and vanish at 200 -250 km. Away from the plate boundaries, the oceanic anomalies can be positive at 70 km and may become negative at 150 km, as in central Pacific. The strongest velocity anomalies at 150 km are observed beneath continents. At 250 km, differences between continents and oceans are much weaker, and the depth range between 250 and 400 km depths is significantly less heterogeneous than the uppermost mantle. One of the most pronounced features at 350 km depth is a slow velocity anomaly south of New Zealand. It is located away from the 
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KUSTOWSKI ET AL.: ANISOTROPIC SHEAR VELOCITY STRUCTURE known hot spots, as pointed out by Ritsema and Allen [2003] , as well as from the mid-ocean ridges, and its origin is not clear. In the transition zone, up to +3% anomalies are observed beneath major subduction zones but below the 650-km discontinuity they are less than half as strong, with the exception of anomalies beneath South America and the South Fiji Basin. As a consequence, the upper mantlelower mantle boundary is characterized by a sudden drop in the rms lateral variations (Figure 6b ). The faster-thanaverage velocities beneath subduction zones nearly vanish in the middle mantle. In the lowermost mantle, S362ANI is dominated by large-scale slow-velocity anomalies beneath the Pacific and Africa, usually referred to as superplumes, which have been known since the first P-velocity tomographic studies [Dziewoński et al., 1977; Dziewoński, 1984] . These superplumes are up to 3.5% slower than average, while the surrounding positive anomalies reach only +1.9%.
[39] Resolution tests for the isotropic and anisotropic shear wave velocities performed by, for example, Panning and Romanowicz [2006] and for topographies of the transition zone discontinuities [Gu et al., 2003] suggest that large-scale structures in the mantle may be recovered by data used by these authors. Our data set is significantly larger than that of Gu et al. [2003] and comparable with that of Panning and Romanowicz [2006] , and the wavelength of anomalies in S362ANI is comparable with the other two models. Only long-wavelength features are discussed in this paper and therefore instead of repeating the resolution tests, we find it more instructive to compare S362ANI with two models obtained from diverse data sets by different researchers from different types of measurements using different modeling techniques. The comparison should help to identify persistent features that are independent of arbitrary choices of the regularization, data weights, and modeling technique. The first of the two models, S20RTS, was obtained by Ritsema et al. [1999] from the measurements of fundamental-mode and overtone surface wave velocities analyzed with distinct sensitivity kernels along the paths, body wave travel times, and normal-mode splitting data. The second model, SAW642AN, is that of Panning and Romanowicz [2006] , who inverted surface and body wave waveforms using NACT.
[40] Figure 7 demonstrates that the three models are very well correlated down to 250-km depth even for anomalies as small as 1000 km. The total correlation between S362ANI and S20RTS is higher than 0.5 in the whole mantle and even higher for spherical harmonic degree two. Lower total correlations between SAW642AN and the other two models is observed at 400 km and in the middle mantle, but at degree-two, SAW642AN agrees well with S20RTS in the whole mantle, and with S362ANI everywhere except the middle mantle. In all models the root-mean-square variations are stronger above the 650-km boundary than below this boundary. In particular, the power of the degree-two anomalies shows a significant maximum in the transition zone. Differences in the amplitude in different models result from choosing continuous versus split radial parameterization.
[41] At a depth of 150 km, our model S362ANI, and models SAW642AN and S20RTS show up to +8% anomalies beneath continents, while at 250 km, all models are up to 3% faster than average in continental regions (Figure 8 ). The abrupt decrease in the strength of the anomalies may mark the base of the continental lithosphere. The velocities in the suboceanic asthenosphere are appreciably lower than beneath the continents even at 250 km. All three models show +2-3% anomalies beneath major subduction zones in the transition zone, whose amplitudes diminish below the 650-km discontinuity. The abrupt changes in the strength and dominating wavelength of heterogeneity at $200 and 650 km depths are clearly visible in Figure 9 . In the uppermost 200 km of the mantle, the spectra are dominated by the lowest 5 -6 degrees representing strong anomalies of continental-size, or larger. Below 250 km, the power spectra are weaker and white, the degree-two amplitudes increase in the transition zone, and nearly vanish in the uppermost lower mantle. The transition zone therefore appears to be the third significantly heterogeneous layer in the mantle, in addition to the two boundary layers at the top and bottom of the mantle. It is difficult to attribute such characteristics to imperfect or subjective modeling approach, since it is observed in three different models. In particular, the dramatic change in the power spectrum between 600 and 800 km is observed not only in S362ANI, in which the radial parameterization is split at 650 km, but also in S20RTS and SAW642AN, in which the radial parameterizations constrain the models to be continuous at this boundary. In S20RTS and SAW642AN, the change in power spectra is therefore likely to be underestimated. The lower mantle spectra are, in general, dominated by the degree-two superplumes but certain differences between the models are observed. SAW642AN is devoid of power at degrees higher than five in the middle mantle, a feature likely to be caused by damping. The spectra in S362ANI and S20RTS, on the other hand, are essentially white for degrees higher than three. In S362ANI and SAW642AN, not only degree-two but also degree-three anomalies are slightly stronger than anomalies of different wavelengths. The power at degree one in SAW642AN changes more rapidly with depth than in the other models. Below 2800 km, SAW642AN shows increase in power at all degrees except degree two, and these variations are not well correlated with the other two models (Figure 7 ). SAW642AN also shows low correlation with other models at 400-km depth, where it is characterized by a strong degree-five component.
Where Is the Mantle Anisotropic?
[42] As in the case of isotropic structure, we prefer to test the robustness of the anisotropic variations by comparing different tomographic models rather than repeating a resolution test performed by, for example, Panning and Romanowicz [2006] . In this section, we compare our model only with SAW642AN, since S20RTS, discussed in section 4.2, is isotropic. Furthermore, instead of presenting our preferred model S362ANI, in which anisotropy is confined to the four uppermost splines, we discuss a wholemantle anisotropic version S362WMANI. Isotropic and anisotropic variations in S362ANI are nearly identical to those in S362WMANI at all depths where they are allowed.
[43] At 80 and 150 km, S362WMANI shows a strong anisotropy anomaly in the Pacific (Figure 10a ), first described by Ekström and Dziewoński [1998] . The v SH > v SV pattern at 150 km is also observed beneath the Pacific in SAW642AN, but the sign of this anomaly does not change at 80 km, in contrast to S362WMANI. This may be a conse-quence of not including surface waves of periods shorter than 60 s in SAW642AN, which may lead to limited radial resolution above 100 km. At 300 km, we find, in agreement with Panning and Romanowicz [2006] , a v SH < v SV anomaly beneath the East Pacific Rise. The predominantly v SH > v SV anisotropy beneath continents reported by Gung et al. [2003] is observed in SAW642AN, but it is less pronounced in our model. At 500 km, Panning and Romanowicz [2006] find slightly faster v SV than v SH beneath mid-ocean ridges, a pattern inconsistent with S362WMANI. In the middle mantle, the anisotropy is much weaker and the two models are poorly correlated (Figure 10b ). Anisotropy becomes stronger in the D 00 region and both models show negative anomalies at the slow-velocity superplumes. The correlation between the isotropic and anisotropic anomalies in the lower mantle is especially high in SAW642AN (Figure 10c ). On the other hand, the correlation is close to zero at almost all depths in S362WMANI. We conclude that anisotropic variations in the two models are consistent only at 150-km and 2800-km depths.
[44] To further test the robustness of our whole-mantle anisotropic model, we perform two experiments. First, we investigate whether anisotropy is required by the data at different depths in the mantle. Figure 11 summarizes the data fits for three different models: S362WMANI with anisotropy allowed at all depths in the mantle, S362ANI with anisotropy confined to the uppermost mantle, and S362ISO with no lateral anisotropic variations. Including anisotropy clearly improves the fit to the surface wave data, which control the model down to $300 km. Anisotropy in the uppermost mantle does not significantly affect the variance reduction for waveforms and body wave travel times since these data have their maximum sensitivity at larger depths. The fit for the waveforms, which control the [Ritsema et al., 1999] , and SAW642AN [Panning and Romanowicz, 2006] . For both anisotropic models S362ANI and SAW642AN we plotted dv S Voigt /v S Voigt . The decrease in positive anomalies between 150 and 250 km depths may represent the base of the continental lithosphere. Strong fast-velocity anomalies are observed beneath major subduction zones in the transition zone but not in the uppermost lower mantle, which suggests that slabs may deflect horizontally or accumulate in the transition zone. model in the transition zone is, however, not appreciably improved even when anisotropy is allowed in the whole mantle. Whole-mantle anisotropy reduces the variance for some travel time data, especially those sampling the lowermost mantle. In particular, the SKKS -SKS residuals show a dramatic improvement. We find that this improvement is only partially caused by the reduction of the average shift between the SKKS and SKS residuals attributed to the core signal by Liu [1997] , and it remained large even when we removed the average from the SKKS -SKS residuals.
[45] Second, we investigate whether lateral anisotropic variations, such as those in S362WMANI, could be obtained through a velocity -anisotropy tradeoff. To address this problem, we create synthetic data predicted by the isotropic part of S362WMANI. Since the perturbations are likely to be underestimated owing to the regularization applied in the inversion, we multiply the isotropic coefficients m S362WMANI ISO by an arbitrarily chosen and exaggerated factor of three. The synthetic data d SYN are obtained from
, where A is the data kernel. The synthetic data are inverted for a whole-mantle anisotropic output model in exactly the same way as we inverted the data for S362WMANI. The anisotropic structure in the output model is an artifact and represents the leakage of the isotropic signal into the anisotropic part of the model. At 2800 km, the similarity between amplitudes and strength of the spurious anisotropic variations (Figure 12d ) and those obtained from the data (Figure 12c ) is striking and suggests that the latter may be influenced by the tradeoffs. However, the strength of the anisotropic variations in Figure 12d is exaggerated by using a very strong input model. Without multiplying the input model by three, only a fraction of the amplitudes would be recovered. At 150 km, the range of spurious anisotropic variations is smaller than 2% (Figure  12b ), while the range of the variations in S362WMANI exceeds 6% (Figure 12a ). The two patterns are not similar to each other, which clearly indicates that the anisotropy in neither S362WMANI nor S362ANI is caused by tradeoffs.
Effect on the CMT Solutions
[46] To investigate the effect of using our new model S362ANI in the standard CMT source inversions, we Figure 9 . Power spectrum of shear wave velocity heterogeneity in S362ANI, S20RTS [Ritsema et al., 1999] , and SAW642AN [Panning and Romanowicz, 2006] plotted using a logarithmic color scale. The black line in the upper panels indicates the upper mantle -lower mantle boundary. All three models, which are well constrained in the transition zone by different type measurements of overtones, show a significant change in the power spectrum at this boundary. In particular, a strong maximum at degree two is observed at the base of the transition zone but not in the lower mantle. The change in the power spectrum between the upper and lower mantle is more pronounced when a linear scale is used, as shown in the bottom panels.
performed CMT analyses for 229 earthquakes of M w ! 6.5, discussed in section 2, using models S362ANI and SH8/ U4L8 [Dziewoński and Woodward, 1992 ]. The latter model, which has been routinely implemented in the determination of the standard Harvard CMT solutions, is defined as a perturbation with respect to PREM up to spherical-harmonic degree eight, does not account for lateral anisotropic variations, and was derived from a relatively small data set using linear crustal corrections. The CMT solutions for S362ANI, regardless of higher resolution, anisotropy, a new reference model, and improved crustal corrections, are, in general, very similar to the SH8/U4L8 solutions. The epicenters are typically shifted by about 10 km ( Figure 13 Figures 10b and 10c indicate the 650-km discontinuity and the shaded areas indicate correlations lower than À0.3 and higher than 0.3.
[47] The depths of events shallower than 300 km are typically increased by a few kilometers for S362ANI, whereas deeper earthquakes are usually pushed slightly shallower. The change in hypocentral depth never exceeds 9 km. Magnitudes for the S362ANI solutions are slightly higher than for SH8/U4L8, but the change in M w is rarely larger than 0.03 and never exceeds 0.08.
[48] Seismograms calculated for the model S362ANI systematically improve the fit for both mantle and body waves recorded on all components. For many earthquakes, the improvement in rms misfit exceeds 5% and can be as large as 10% for mantle waves and as large as 20% for body waves. However, the median improvement is only 3% for Love waves, 2% for Rayleigh and P-SV body waves, and 1% for SH body waves. The median improvement for different types of waveforms is between 0 and 1% when STW105 is used instead of PREM, between 0 and 0.2% due to anisotropy in the uppermost mantle, and between 0 and 1% owing to the nonlinear crustal corrections. More detailed discussion of the effect of S362ANI on the CMT solutions can be found in the work of Kustowski [2007] .
Discussion
[49] Persistent long-wavelength patterns observed down to a depth of 900 km in models S362ANI, SAW642AN [Panning and Romanowicz, 2006] , and S20RTS [Ritsema et al., 1999] appear to be independent of the modeling approach and hence represent robust constraints on the structure of the mantle. In contrast, earlier whole-mantle shear wave velocity models [Ritsema et al., 1999; Masters et al., 2000; Mégnin and Romanowicz, 2000; Gu et al., 2001a] exhibit more significant discrepancies, in particular with regard to the depth extent of the continental signatures and heterogeneity in the transition zone. Note that the more Figure 11 . Variance reduction for the whole-mantle anisotropic model S362WMANI (in green), S362ANI with anisotropy confined to the four uppermost splines (in red), and for the model S362ISO without lateral anisotropic variations (in blue). The variance reduction was calculated separately for measurements of surface wave phase velocities at different periods, for different types of waveforms, and different types of body wave travel times. The three data sets constrain anisotropy in the uppermost mantle, transition zone, and lower mantle, respectively. Including anisotropy in the uppermost mantle significantly improves the fit of the surface wave data. The travel time data are fit much better if anisotropy is allowed in the lower mantle. recent model of Ritsema et al. [2004] , although it is not shown in this paper, has not changed dramatically compared to the earlier S20RTS.
[50] The three models S362ANI, SAW642AN, and S20RTS show 3-8% faster than average anomalies beneath stable parts of continents in the uppermost $200 km of the mantle, underlain by weaker, +1 -2% anomalies extending at least to 250 km or even 300 km beneath some cratons. The strong positive anomalies are often interpreted as the cold and stiff continental lithosphere [e.g., Priestley and Debayle, 2003] , while the deeper anomalies may represent a chemically buoyant or highly viscous continental root. The diminished thickness of the continental lithosphere in S362ANI, SAW642AN, and S20RTS, compared to some earlier models [Mégnin and Romanowicz, 2000; Gu et al., 2001a] , may result from the implementation of the nonlinear crustal corrections, as demonstrated by Kustowski et al. [2007] , and, perhaps, by weaker damping. Thicker continental signatures in the work of Mégnin and Romanowicz [2000] might have been caused by using only v SH -sensitive waveforms while the anisotropic effects are separated out in more recent models. Since the base of the high-velocity layer appears at $200 km depth, our model S362ANI, obtained with STW105 as a reference, should be more useful in constraining the absolute velocities and gradients at the base of the lithosphere than the models calculated on top of PREM. The velocity gradients beneath Eurasia will be further discussed in a subsequent publication [Kustowski et al., 2008] .
[51] The most pronounced features of the transition zone in S362ANI, S20RTS, and SAW642AN are $2 -3% fasterthan-average anomalies extending horizontally over several hundreds of kilometers beneath major subduction zones, a distance much larger that the width of the subducted oceanic lithosphere. The large lateral extent of these anomalies and the dramatic decrease in their amplitudes below 650-km depth (Figure 14) suggests horizontal flattening of the slabs proposed by Fukao et al. [2001] or accumulation of subducted material in the transition zone. Such behavior can be explained by the resistance that slabs encounter at the endothermic phase boundary [Tackley et al., 1993] , by slab folding due to high viscosity of the lower mantle [Gurnis and Hager, 1988] , or accumulation of the chemically buoyant subducted material [Ringwood and Irifune, 1988] . We do not rule out that some subducted material, in particular, that beneath South America, Indonesia, and south of Fiji, penetrate into the lower mantle. However, the 650-km discontinuity may not be a minor obstacle that the slabs encounter before sinking into the lower mantle but a major boundary that perturbs the global flow pattern. This interpretation is supported by the dramatic change in the spectra of S362ANI, S20RTS, and SAW642AN. The strong degreetwo anomalies in the transition zone are underlain by a weakly heterogeneous uppermost lower mantle characterized by a white spectrum. This spectral change has been reported previously by Gu et al. [2001a] , who found longwavelength anomalies in the entire upper mantle to be much stronger than in the lower mantle. In contrast, the power spectra of S362ANI, S20RTS, and SAW642AN show the transition zone as a distinct layer overlain by a weakly heterogeneous region between 250 and 400 depths (Figure 9 ).
[52] We find, in agreement with Shearer and Masters [1992] , Flanagan and Shearer [1998] , and Gu et al. [2003] , that major subduction zones are typically correlated with the depressions of the 650-km discontinuity (Figure 14) . The depressions, which underlie the slab-like anomalies, are likely caused by the interaction of subduction-related material with the phase boundary characterized by a negative Clapeyron slope (for review, see Helffrich [2000] ). The depressions extending over thousands of kilometers favor the interaction over a broad area rather than the subvertical penetration of the oceanic lithosphere into the lower mantle. The presence of very deep earthquakes located away from the downgoing slabs, whose principal stress axes deflect horizontally from the slabs [Lundgren and Giardini, 1994] also cannot be explained by the uninhibited slab penetration. More arguments supporting decoupling of the flow between the upper and lower mantle have been reviewed by Hamilton [2002] .
[53] Although isotropic anomalies in our model and that of Panning and Romanowicz [2006] are highly correlated, anisotropic anomalies are, with few exceptions, inconsistent with each other in the two models. This suggests that the determination of radial anisotropy in the mantle is still an ongoing experiment and only few anisotropic anomalies may be considered robust.
[54] We find the shear wave anisotropy to peak at 120 km and to decrease at shallower depths. This result is different from PREM but similar to the model of Nettles and Dziewoński [2008] and roughly consistent with the predictions of the recent flow model of Becker et al. [2008] . A strong v SH > v SV anomaly 150 km beneath the Pacific, which was reported by Ekström and Dziewonski [1998] , is observed not only in our model but also in SAW642AN and in the flow model of Becker et al. [2008] .
[55] We cannot rule out the presence of anisotropy in the transition zone and the middle mantle but introduction of anisotropy does not appreciably improve the fit to waveforms that are most sensitive to the structure in this depth range. We find the v SH < v SV anomaly beneath the East Pacific Rise described by Gu et al. [2005] , which may indicate the predominance of the vertical flow. In other regions, we do not reproduce the anisotropic variations in SAW642AN between 200 and 2600 km depths. Anisotropy improves fits for data sensitive to both the uppermost and the lowermost mantle. The contamination of the isotropic signal into the anisotropic variations is negligible in the uppermost mantle. The superplumes are likely to be anisotropic [e.g., Kendall, 2000; Lay et al., 1998 ]; however, velocity-anisotropy trade-offs may be responsible for one third of the amplitudes of the v SH < v SV anomalies within the superplumes in our inversion. At a 2800 km depth, we find v SH to be, on average, 0.1% faster than v SV , while Panning and Romanowicz [2006] reported five times larger difference and attributed it to the predominantly horizontal flow. Estimating the average anisotropy in the D 00 region is difficult because of tradeoffs with the compressional-wave velocities in the outermost core, which may be slightly inaccurate in PREM [Lay and Young, 1990; Liu, 1997] .
Conclusions
[56] We believe that this work represents progress in estimating the heterogeneity in the mantle for two main reasons. First, we have built our new 1-D and 3-D models from an expanded data set, which reduced the null space and the significance of regularization in the inversion. Second, we have shown that long-wavelength patterns of isotropic shear wave velocity are correlated in recent wholemantle models, including our model, regardless of using different data and inversion techniques. In contrast, anisotropic anomalies, with few exceptions, show poor correlation. Additional tests are needed to explain whether the discrepancies are due to differences in the measurement techniques, data, matrix conditioning, or velocity-anisotropy tradeoffs.
Appendix A: Body Waves in the Transversely Isotropic Medium
[57] Partial derivatives for the inversion of body wave travel times in the radially anisotropic, spherically symmetric Earth model can be calculated from the equations governing free oscillations of the Earth [Woodhouse and Girnius, 1982] . We present an alternative method based on ray theory, which does not require the reference model to be spherically symmetric.
[58] In an anisotropic medium, the propagation velocity of a wavefront varies with the propagation direction. For the transversely isotropic medium with the vertical axis of symmetry, the equation governing the propagation of a plane wave can be solved analytically in terms of three types of body waves with orthogonal polarizations. The wavefronts of the three waves, which are often referred to as qSH, qSV, and qP, propagate with velocities [Kennett, 2001] elastic moduli A, C, N, L, F [Love, 1927] [59] The anisotropy causes the energy to propagate along the ray with a different velocity than the phase velocity and the ray to deviate from the direction normal to the wavefront. The angle f group between the ray path and the vertical axis of symmetry is related to the phase velocity and q by [Berryman, 1979; Thomsen, 1986] and the velocity at which the energy propagates along the ray is given by
We define the linear relationship between the observed travel time anomalies dt and the variations in the elastic parameters as
where the first-order Taylor series approximation to v group is given by
Here, m i stands for v PH , v PV , v SH , v SV , and h, and v 0 group is the group velocity in the reference model. We determine ray paths using the method of Woodhouse [1981] . The partial derivatives and v 0 group are evaluated numerically for the reference model from equations (A1) -(A3). Since the integral is taken along the ray path, it does not encounter a singularity at the turning point, which is involved in the formulas of Woodhouse and Girnius [1982] . The method presented here, as opposed to that of Woodhouse and Girnius [1982] , does not require the reference model to be spherically symmetric and therefore can be applied to solve nonlinear inverse problems. This would, however, require tracing rays through a three-dimensional anisotropic model, which is beyond the scope of this paper.
[60] A majority of our teleseismic travel time data are measured on the transverse component of a seismogram, which records qSH waves. Such data are primarily sensitive to the variations in v SH near the turning point in the lower mantle and to the variations in v SV in case of the near vertical propagation. Measurements of the qSV waves, such as SKS or SKKS, recorded on the vertical or longitudinal component, are insensitive to dv SH and very sensitive to dv SV regardless of the propagation direction. Therefore, in order to determine variations in both dv SH and dv SV in the lower mantle, we need to combine the measurements of qSH and qSV waves.
