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1. 
Let / ( n ) denote an irreducible polynomial with integer coefficients. We assume 
tha t / (m)>0 for « s i . Suppose further that f(n)^cn. Let d(n) denote the number 
of divisors of n, and dd(n) the number of divisors of d(n). The letters p, q, px,p2, •••, 
Qi>Qz> stand for prime numbers. For the sake of brevity we write xt = log x, 
x2 = log j q , • • • . We shall prove the following results. 
T h e o r e m 1. If the degree of /(«) is then 
(1-1) 2 dd(f(n)) = cxx2 + O ( x ^ ) , nSx 
where c is a positive constant. 
T h e o r e m 2. If the degree of /(«) is ^ 2 , then 
(1.2) 2 dd(f(p)) = c'lix-x2 + 0(lix • ix^xl), 
ptkx 
where c' is a positive constant. 
R e m a r k s . It seems probable that the relations (1.1)—(1. 2) hold without 
any restriction on the degree of / («) . For the proof of (1.1) in the case r = 3 we 
use a result of C . HOOLEY concerning the power-free values of polynomials [1]. 
(This question previously was investigated by P. ERDOS in [2].) For the proof of 
(1.2) we use some well-known theorems on the distribution of prime numbers 
in arithmetical progressions. 
2. Notation 
The function £/(«) is the number of distinct prime factors of n. (a, b) is the 
highest common factor of a and b. e(n) denotes the number of (incongruent) roots 
200 I. Katai 
of the congruence / (v) = 0 (mod n), and /(«) the number of those roots for which 
(v, «) = 1. The letter m denotes square-free numbers. 
We shall say that K is a "square-full" number if it contains every prime-divisors 
at least on the second power. Let It denote the set of the square-full numbers. It is 
evident, that every integer n can be represented in the form n~Km, where K£U, 
(m, K) = 1: This representation is unique. We say that K is the square-full part 
and m is the square-free part of n. Let 33K denote the set of n's, square-full part 
of which is K. 
Let n(n) denote the Mobius-function. 
For K^VL we introduce the notation: 
(2.1) k = d(K), k = 2xkl(k1 is odd), k2 = d{k), k3 = d(kl); 
(2.2) a(K) = k2-U{K)k3. 
Thus for / (n) £ BK we have 
(2.3) ddf(n)^k3U{f{n))+a(:K).\ 
Let BK{x) (resp. BK(x)) the number of n's (resp. p's) in the interval [1, x] for 
which / ( « ) (resp. / ( p ) ) belongs to S8K. Let Ct(x, t f ) (resp. C,(x, t])) the number 
of n's (resp. p's) in the interval [1, x] for which/(«) = 0 (mod /) but / («) ̂  0 (mod q2) 
(resp. f ( p ) = 0 (mod/) but f(p)^0 (mod q2)), when 1 ^q^S, and q{l. Let 
Cl(x) = Cl(x, ca), Cl(x)=Cl(x, coj. 
The following relations obviously hold: 
(2.4) BK(x) = Zn(v)CKv(x), 
v|K • 
(2.5) BK(x)= 2 ^ ( v ) Q v ( x ) . 
• v|K 
e i , s 2 , £ 3 denote sufficiently small positive constants. We use the symbol in 
VINOGRADOV'S sense. . 
3. Lemmas 
Lemma 1. [3] The following relations hold: a) Q{ab) = g(a) g(b), if (a, b)=\; 
b) Q(p")<S:A; c) Q{p*) = Q(p),.if p\D (D denotes the discriminant of f (n)). Further 
Q(px) = Xip"), when p is sufficiently large. 
We shall use the following result of P . TURAN. 
Lemma 2. [4] 
Z(U(f(n))-x 2 f « x x 2 . 
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Combining the method of TURAN with the Rodossky—Tatuzawa- theorems, 
we can prove the following 
Lemma 3. 
(3.1) 2 (U(f(p))-X2)2«^-X2 log x2 . 
pSX 
Using additionally the result of BOMBIERI in the theory of large sieve [6], we 
could prove that the left hand side of (3. 1) has the order xxf 1x2. 
Lemma 4. ([8]) . . • 
2 \_d(f{n))Y « x • if a £ 1. 
nS)c 
c(a) is a suitable constant which depends only on a and f . 
Coro l l a ry . 
X 2 d( f(nj) , if fi is large enough. 
Uif(n))>fix 2 
Let N(x, y) denote the number of those n's in l s n ^ x , for which p2\f(n) 
with some p >j>. 
C. HOOLEY proved . 
Lemma 5. ([1]) 
N(x, x,) 
<scx-xi Alx> (A >0, suitable constant). 
Lemma 6. Let bn<scn° be a sequence of positive numbers. Then 
for y-»°a. 
K>y A 
The proof is simple and so can be omitted. 
Applying the sieve method, we can prove the following 
Lemma 7. 
" P+h K P ) 
uniformly for 1 
Lemma 8. Let f(ri) be an irreducible polynomial of degree 2. Then for fixed h 
the number of the solutions of f(n) = hs2 (1 SnSx, n,s integers) is at most 0(xx) 
uniformly in h. 
For the proof see [7], Lemma 2. 
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Lemma 9. 
C. iv yU2\ = 1i V . _ 
h P+h 
€„(*, = n ,..iW g . _ W ) | + 0(jc?r 2)> 
uniformly in l^h^Xy. 
The proof goes with the standard application of the sieve method using in 
addition the prime number theorems in the form: 
(3.2) «(*,*,/) = ^ ( 1 + 0(x~i% . 
uniformly for l ^ k ^ x l , (k, /) = 1 (see [5], and the Brun—Titchmarsh inequality 
stating that 
(3.3) for k ^ x 1 - * (<5>0)([5]). 
4. The proof of Theorem 1 
2K = 2 ddf(n); 2K, A = 2 U(f(n)). 
n X n '-X 
f(n)iBK /(n)esK 
Using (2. 3) we have 
Let ¿; = jci,- and let 5 be a sufficiently small positive constant. First we prove that 
( 4 . 1 ) 2 2k« X. 
K>i 
Applying the Corollary to Lemma 4, it is enough to prove that 
2 (x2k3 +k2)BK(x) <k x . . 
. k>4 
Since Q(K), by Lemma 6 we obtain 
K. 
2 (k3x2+k2)BK(x)«xx2 2 « xx2Z-^ « x. fmKmx • s s c s i A A 
Let now K>-x. K=p\l • • -pf', Pi <p2 < • • • <Pj s x1 /4 t < • • • fzpr. Let AT=^ , 
K^pV-py. 
Let 
2 (x2k3+k2)BK(x) = 2a+2„+2c 
K>x 
where in the sums 2a> 2b> 2c we s u m over those K for which: a) 
b) c) Ky holds, respectively. 
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Since for ^ £ the inequality 
(*3 =s)*2 =§ dd(K) « dd(K,) « [</(*,)]< « exp [2e ^ g j « exp [ £ l 
holds, by Lemma 5 we have 
2 a < s : x 2 e x p 
For 2 b w e have 
e l ~ I Jcl/4) ^ xx2 e X P I I ^ X. 
2t<< 2 (k3x2+k2)CKl(x)«xx2 2 d(K>)!:iK,) «xx2t-^«x. {SKlSx (<K 1<X A 
For the estimation of 2c let K3 denote the maximal square-full divisor of 
•Ki in the interval x ' / 4 s l ^ x . (K2 exists since the greatest prime factor of Kx 
is 5x1 / 4 . ) Consequently, we have 
x'/A<K3Sx A 
So (4. 1) holds. 
Since 
2 a ( K ) B K ( X ) « x 2 ^ ~ 1 « x , 
is? • xsi A 
for the proof of (1. 1) it is enough to prove that 
2 k3 2k,A = cxx2 + 0{xix2). 
By the Cauchy—Schwarz inequality we have 
T= 2 k3{2K,A-x2BK(x)}<< 2 2 k3\u{m)-x2\ <-< 
Kmt ¡cms/in) i&K 
« ( 2 ky*BK{x)Y12(2 \u{f{n))-xW> = 2\'2• 2z12-
K S £ n i l 
Since 
2 i « x 2 k y 2 ^ P - « x 
KS? A 
and by Lemma 2 2i<kxx2> w e have T«xx2/2. 
Now we prove that 
(4. 2) 2 k3BK(x) = cx + O |x exp ^ j , 
hence Theorem 1 follows. 
Applying (2. 4) we have 
2 BK(x) = 2 2 Kv)CKv(x) = 2 k3 2 Mv)CKv(x, x) + KSi K3S{ v|K K S i v|K 
+ o{2 k3 2\KS)\\cKv(x,x)-cKv(x)\) = 23 + 0(2^). KS( v|K 
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Since in the sum 2 4 the relations d(K)<cexp 35— , k3 K) hold, by 
V. x3) 
ma 5 
<S e x p (4<5X 2 /X 3 )N(X, X) <K XXIA/2X3, 
if (5 is small enough. 
Further by Lemma 7 
where 
Let 
By (2. 3) 
2 3 = CX + OIXXI1^2) --= CX+0(XXYA,2X'), 
k K* Lv|K V J P + K I P J 
5. The proof of Theorem 2 
SK = 2 ddf(p); SK_A = 2 U(f(p)). 
p^x P^X 
S(p)iBK f(p)ZBK 
SK=k3SK,A + a(K)BK{x). 
Using the Corollary to Lemma 4, we have 
ZSK<< Z(k3x2 + k2)EK(x) + 0(xjxl) = 2 + o \ ^ \ . 
K>t K>i V V) ) 
Let 
' . 2 = 2 I + 2 2 + 2 3 + 2 4 , 
where in 2 i : £ = in £ 2 : in 2 i - x ^ K ^ x 1 ' 4 , and in 2 V 
A ' 2 ; X 7 / 4 . 
For KrSx3'4 we have by (3. 3) that 
Consequently 
D / \ HK)... 
K ( X ) < < H K ) X -
Zl « li X 2 « H * • <T1/3 « li X. 
KS4 (pyK) 
For x3,4<K^Sx we use the trivial estimation 
BK(x)sBK(x)«x-^P~, 
Z 2 « x ^ Z ^ « H x . Kmx*'4 A 
Since for K ^ x 
BK(x)<s:Q(K)<z.xe, 
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and the number of the square-full number in the interval [1, x7/4] is majorized by 
x7 / 8 + c , so 
Z 3 « l i x . 
Finally, let K^x11*. Let L2 denote thejgreatest square divisor of K. Since K 
is a square-full number, so L 2 ^ K 2 , i ( sx 7 / 6 ) . 
It is obvious, that 
2 4 « * e 2 2 i « x £ 2 2 1-
i 5 J 7 ' 4 /(n)30(modX) L^x1'6 f(n) = l,L1 
n^x nSx 
Since the degree of /(«) is 2, so h<s£xs'6. Changing the order of summation 
and applying Lemma 8, we have 
2a. «X* 2 2 i « - v . 
AS cxs'6 /(«) = /,L2 . 
USX 
Consequently 
2SK= 2 ^ + 0 ( l i x ) . 
K Ksi 
Taking into account that 
2 \a(K)\BK(x) « li x £ ^ f j - « H x, . 
we have 
2 s K - 2k3sK.Avo(\xx). 
K Ks i 
By Lemma 3 we obtain that 
I 2 k3SKiA - x 2 2 k3 S K ( x ) | « { 2 kl Bk(x))1'2 ( 2 (U(/(P)) - X 2 ) 2 V ' 2 « 
. Ks« I U s i ) (pSx ) 
« ( l i x ) 1 / 2 (li X • X2 • X3)1 / 2 « li X • / ^ 7 . 
Consequently for the proof of Theorem 2 it is enough to prove that 
(5.1) 2 k3BK(x) = d\ix-x2 + 0{\ix- l/x2x3). 
The proof of (5. 1) is very similar to that of (4. 2) and so it can be omitted. 
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