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CHAPTER ONE
INTRODUCTION
1.1 Purpose of Thesis
The analysis of most real life systems—be they in engineering,
physics, economics, population studies, etc.—give rise to nonlinear
differential equations which need to be solved. In certain cases, these
equations have singularities and thus the difficult task of solving them
becomes an even harder problem to deal with from the point of view of
mathematical analysis. Whereas the literature abounds in schemes for
solving nonlinear differential equations!"^, there is very little to be
found on the topic of singular nonlinear oscillatory equations.
The purpose of this thesis is to investigate the use of existing ap
proximate analytic schemes to obtain solutions to singular nonlinear os¬
cillatory equations.
1.2 Summary of Thesis
Chapter two begins with categorizing the two types of singularities
which can occur in the nonlinear terms of oscillatory equations. "Hard"
singularities are those which persist after the small parameter of the
problem is taken to zero, while "soft" singularities are those for which
in the limit as the parameter goes to zero disappear, i.e., the singular
ity is "removable". The rest of the chapter is devoted to treating the
case of a nonlinear oscillator having a "soft" singularity for which an
exact solution is available. Three methods are used in investigating
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the possible solution behaviors:
(1) the perturbation technique^,
(2) the method of slowly varying amplitude and phased, and
(3) harmonic balance^.
The "soft" nonlinear equation considered is the following:
(1.1) X + X = - A(x^ + x^)x
where X is a positive parameter. The exact solution of eq.(l.l) is:





Note that for |XA^|<<1, we have
(1.4) a)(A) = 1 + X(41) + X2(M1) + 0(X3).2 8
The perturbation method gives the following result
(1.5) X = A cos [T+ X(^) + 0(X^;
the method of slowly varying amplitude and phase gives
(1.6) X = A cos [T+ X(^) + 0(x‘^;
and the harmonic balance technique yields the result
(1.7) X = A costD(A)t
3
where a)(A) is the expression of eq.(1.3). Note that harmonic balance
gives, in this case, the exact solution.
A comparison of these three methods leads us to conclude that for a
"soft" equation all three techniques give identical results up to terms
of 0(x2) for |X|<<1. The method of harmonic balance gives the best
result and holds for all values of
Chapter three deals with the following "hard" nonlinear oscillator
X(x2 + x2)x
1 , '(1.8) X + X 1 - X
The above three methods of analysis were used to investigate the solu¬
tions of eq.(1.8). Since eq.(1.8) does not possess an exact solution
which can be written in simple form, we used a fourth-order Runge-Kutta
numerical scheme to integrate eq.(1.8) as an independent scheme to check
the various analytic methods. The results from the approximate analytic
methods are as follows;
Perturbation Technique—This method could not be used because the first
order linear differential equation to be solved had a forcing term which
became unbounded in the range of integration.
Method of Slowing Varying Amplitude and Phase—The solution obtained by
this method is
X = A cos [(l-x)t + ())q] + 0(x2)(1.9)
Harmonic Balance—In this case, the following result is obtained
(1.10) X = A COSa)(A,X)t
4
where
(1.11) CO 1 - (3/4)A2 + (3/4)XA2 .
1 - (3/4)A'^ - (1/4)XA^
Our major conclusion is that there is complete disagreement among the
three approximate analytic techniques. A comparison of these calcula¬
tions, with the results obtained from the numerical integration, showed
that for amplitudes not close to one in value the method of harmonic
balance gave values for the amplitude and frequency which were in com¬
plete agreement with the numerical data. (See Table 1, page 17.)
1.3 Major Conclusion
Our major conclusion is that for nonlinear oscillatory systems with
"hard" singularities, the methods of perturbation and slowly varying am¬
plitude and phase do not work, while the method of harmonic balance may
provide a good, fast procedure for obtaining an approximate solution.
CHAPTER TWO
AN EXACTLY SOLVABLE NONLINEAR OSCILLATOR
2.1 “Soft" and "Hard” Singularities
Consider the following nonlinear oscillator
(2.1) X + X = X f (x,x,X),
where X is a parameter and the nonlinear function f may also depend on
the parameter X. Define the function g(x,x) to be
(2.2) Lim f(x,x,X) = g(x,x).
X-*-0
The eq.(2.1) is said to have a "soft" singularity if g(x,x) is bounded
for all finite values of x and x. Likewise, eq.(2.1) is said to have a
"hard" singularity if there exist finite values of x and/or x such that
g(x,x) is unbounded.
The following two functions illustrate these concepts:




Note that fi(x,x,X) contains a soft singularity, while f2 (x,x,x)




(2.5) Lim f,(x,x,X) = (x^ + x2)x
X^-0
(2.6) Lim fp(x,x,x) =
x^O ^ ^
QED
2.2 An Exactly Solvable "Soft" Nonlinear Oscillator
The nonlinear differential equation
(2.7) X + (a-Xx2)x(1 vxx^y
= 0
is an equation for the single particle analogue of the field equations of
certain chiral Lagrangian theories of pion interactions.
The equation we are interested in is gotten by setting a = 1 in eq.
(2.7). With this condition, it is a simple matter to show that eq.(2.7)
can be written as
(2.8) X + X X(x^ + x^)x
(1 - Xx^) x> 0
where the original X has been changed to (-X). Equation (2.8) has an
exact solution of the form
(2.9) X = A cos[a)(X,A)t + (t>Q]
where A and (j)g are arbitrary constants. (The constant can always be
set equal to zero by an appropriate choice of initial conditions. For
the remainder of this thesis, we will take ())g to be zero.) The angular
frequency is given by the expression
7
(2.10) (jj( X,A)
which for |AA2|<<1 has the expansion
(2.11) a)(X,A) = 1 + X(.^ + X2C^ + 0(X3).
Under this condition, the solution to eq.{2.8) is
(2.12) A cos [T+
2.3 Approximate Solutions
We shall obtain approximate analytic solutions to eq.(2.8) using the
perturbation technique, the method of slowly varying amplitude and phase,
and harmonic balance. Since the first two of these procedures works only
in the limit 0<X«1, this will be the condition to be imposed on eq.(2.8).
The construction of a uniformly valid perturbation series involves
making the following assumptions^:
(2.13) x(9,X) = Xq(9) + Xx^(e) + 0(x2),
where
(2.14) 9 = a)(x)t
and
(2.15) (i)(X) - 1 + oji X + 0(x2).
8
We refer the reader to Appendix A where the details of the calculation is
presented. We find that Xq(0) and x^(9) must satisfy the equations
(2.16) xj + Xq = 0
(2.17) xj + x^ = (20)^ - a2)Xq
where the prime denotes the derivative with respect to the variable 6.
For the initial conditions
(2.18) x(t=0) = A , = 0 ,
we easily find that Xg(0) and Xi(0) have the initial conditions
(2.19) Xq(0) = A , X(;(0) = 0
(2.20) x^(0) = x^‘(0) = 0
Equations (2.16) and (2.19) have the solution
(2.21) Xq(0) = A COS0.
If eq.(2.21) is substituted into the right-side of eq.(2.17), then the
following is obtained
(2.22) x^' + x-j = A (2a)i- A^) cos0.
The elimination of secular terms requires
a2
(2.23) ‘^1 “ T”
and further that
(2.24) x^(0) = 0.
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Thus, according to the method of perturbation, the solution of eq.(2.8)
is
(2.25) X = A cos + 0(X
It is easy to show that the perturbation technique can (as a series in a)
exactly reproduce the results obtained from an expansion of the exact
solution given by eqs.(2.9), (2.10), (2,11) and (2.12).
For the method of slowly varying amplitude and phased, the assumed
solution takes the form
(2.26) x = a(t) cosi|)(t)
where
(2.27) t(t) = t + <(.(t)
where the first-order approximate values for a(t) and (j)(t) satisfy the
following equations
r2^
(2.28) da = J
^ 1
r cos’j^si nijxi>i) ,
(2.29) d<{i COS^lIXlii).
0-^
(The following important point should be noted. The method of slowly
varying amplitude and phase is a first-order in A technique for calcula¬
ting the time behavior of the amplitude and phase when |A|«1.'^ The
nonlinear function f which goes into this calculation is consequently not
f(x,x. A), but f(x,x,0). This fact was used to obtain the eqs.(2.28)
and (2.29).) Integration of eqs.(2,28) and (2.29) gives
(2.30) a(t) = A = constant,
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(2.31) <()(t) = <1) + (|>^ = constant.
Thus, according to the method of slowly varying amplitude and phase, an
approximate solution to eq.(2.8) is
r(2.32) X = A cos
I
1 0(x2)
This result is in agreement with the expansion of the exact solution
given by eq.(2.12).
Our final analytic technique is the method of harmonic balance^. If
we write eq.(2.8) as
:2.33) X (1 - Xx^) + (1 + Xx2)x = 0
and assume that the approximate solution has the form
(2.34) x = A coscot





(1 - xx^)x = (o*A
(1 + Xx'^)x cose - cos3e
(2.37) (o(x,A) =M-
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The harmonic balance method, on comparison with eqs.(2.9) and (2.10),
gives the exact solution.
2.4 Discussion of Results
Our major conclusions from the calculations of this chapter can be
stated as follows:
(1) The method of slowly varying amplitude and phase gives results
that are correct to terms of 0(X) for the above nonlinear
oscillator with a "soft" singularity.
(2) The perturbation method, in principle, can reproduce exactly
the series expansion (in X) solution. (We have only carried
out the calculation to second-order, however, the results of
reference (2) show how to proceed to an arbitrary order.)
(3) The method of harmonic balance is able to calculate the exact
solution to this particular problem which contains a "soft"
singularity in the nonlinear term.




In this chapter, we shall consider the following nonlinear dif¬
ferential equation which contains a "hard" singularity
It turns out that in contrast to the nonlinear equation of Chapter Two,
eq.(3.1) does not have an exact solution which can be written in closed
form. Consequently, we will examine the solution behavior of this equa¬
tion by several approximation techniques, namely, the perturbation method,
the method of slowly varying amplitude and phase and harmonic balance.
3.2 Approximate Solutions
The perturbation technique^ leads to the following set of equations:
(3.2) x(9) = Xq(0) + Xx^(9) + 0(a2)
where
(3-3) 9 = a)(x)t - 1 + Xoi-i + O(X^)
and, Xg(9) and x^(9) satisfying the equations
(3.4) x; + xq = 0
(3.5) x'j + XI = -2a)i X|
12
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With the initial conditions
(3.6) x(t=0) = A , = 0 ,
we obtain
(3.7) Xq(0) = A . x‘{0) = 0 ,
(3.8) x^(0) = x](0) = 0.
The eqs.(3.4) and (3.7) give
(3.9) ^0^^^ ~ ^ cose.
Substitution of this result into the right-side of eq.(3.5) gives
(3.10)
3
x'( + X, = 2aj,A cose - .
1-A"^cos^9
In general, eq.(3.10) for |A|>1, is undefined and we must conclude that
in this instance the method of perturbation does not provide a convenient
procedure for determining approximate solutions of eq.(3.1).
The method of slowly varying amplitude and phase^ yields the follow¬
ing two relations for the amplitude and phase
(3.11) da
■dt









(3.13) X = a(t) cos[t + <t>(t)].
14
Symmetry requires that the integral on the right-side of eq.(3.11) is
zero; therefore
(3.14) a(t) = A = constant.
The integral on the right-side of eq.(3.12) can be evaluated using the




(3'. 16) <l)(t) = !{!q- Xt , (j)Q=constant.
Substitution of eqs.(3.14) and (3.16) into eq.(3.13) gives the following
result for the approximate solution of eq.(3.1) according to the method
of slowly varying amplitude and phase
(3.17) X = A cos C(l-X)t + <{.q] + 0(x2).
As our last technique, we use harmonic balance^ to obtain an approxi¬
mate solution to eq.(3.1). We assume a solution of the form
(3.18) X = A cos tut
and substitute this result into eq.(3.1). If the coefficient of the
coscot term is set equal to zero, then the following relation is
obtained between the angular frequency to and the amplitude A
(3.19) 1-_l3/4.)iL-.l).^ .l-(l/4)(3+x)A^
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Note that oi is a function of A and X, and, in addition, to has a singu¬
larity at
(3.20)
Since the method of harmonic balance is, in general, for |X|<<1, ex¬
pected to give a result correct to 0(x), higher order corrections may
displace the exact position of the singularity. In any case, harmonic
balance predicts that an approximate solution to eq.(3.1) is given by
eqs.(3.18) and (3.19).
3.3 Numerical Solution
Since the methods of slowly varying amplitude and phase, and harmonic
balance give different results for approximate periodic solutions of eq.
(3.1), see eq.(3.17) and eqs.(3.18) and (3.19), we resorted to the use
of numerical procedures to help resolve the matter. (A priori, neither
of the two approximate analytic methods have to work!) From previous in¬
vestigations, we have discovered that the fourth-order Runge-Kutta method
usually provides good results. Using this calculational scheme, we cal¬
culated solutions of eq.(3.1) for the following set of initial conditions
(3.21) x(0) = A , = 0 .
Values of A in the range, 0<A<1.5, were used. These calculations showed
that for A>1, the "solution" overflowed. This is a consequence of
the fact that the right-side of eq.(3.1) is not defined for these values
of initial amplitudes.
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Table 1 gives a comparison of the periods for eq.(3.1) as determined
by harmonic balance and numerical integration for X = 0.05. Note that
except for initial amplitude near one, the two results are in good agree¬
ment. We did not list the period calculated from the method of slowly
varying amplitude and phase, since it totally disagreed with the numeri¬
cal results.
3.4 Discussion of Results
Our major conclusion is that for the "hard" nonlinear differential
equation (3.1), the method of harmonic balance provides an excellent re¬
presentation of the solution if the amplitude is not near the singular
point-1. The perturbation technique does not work for this equation and
the method of slowly varying amplitude and phase gave a result which dis¬
agreed strongly with the numerical data.
Table 1
COMPARISON OF PERIODIC TIMES*











*A value of =0.05 was used for the results listed in this table.




In this final chapter, we shall generalize the results obtained in
Chapters two and three. It should be pointed out that the statements to
follow are merely conjectures based on calculations limited to several
special examples of nonlinear singular differential equations with "soft"
and "hard" singularities in the nonlinear terms. However, our general
belief is that these conjectures have important mathematical content and
can serve as the basis for future investigations.
"Soft" Singularities
Approximate solutions of nonlinear differential equations with "soft"
singularities may be obtained by using any of the usual techniques: per¬
turbation theory, method of slowly varying amplitude and phase, and har¬
monic balance. Order by order, the uniformly valid solutions obtained by
the three methods should agree.
"Hard" Singularities
For nonlinear differential equations with "hard" singularities, in
general, the methods of perturbation and slowly varying amplitude and
phase will not work. If the conditions for the use of the harmonic
balance method are satisfied^ then this technique should provide an ex¬
cellent approximation to the solution. If the method of harmonic balance
18
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is suspected to work, then a check should be made by numerically integrat¬
ing the differential equation of interest for a small number of special
values of its parameters and initial conditions.
APPENDIX A
PERTURBATION THEORY
A good review of perturbation theory (the Lindstedt-Poincare method)
is given in the book by Mickens^. We give, in summary form, an outline
of the procedure for the first-order calculation.
Consider the following nonlinear differential equation which models
a one-dimensional nonlinear oscillator
(A.l) x+x+Xf(x,x)=0
where x = dx/dt. A uniformly valid asymptotic solution to eq.(A.l) takes
the form
(A.2) x(0,x) = XQ(e) + xx^(e) + 0(x2)
where
(A.3) 0 = oj(x)t
and
(A.4) a)(X) = l + Xa)']+0(X^).
The (D-iis an unknown constant at this point in the calculation.
Substitution of eqs.(A.2) and (A.3) into eq.(A.l) gives the following
equations which must be satisfied by Xq(6) and x^(0)
20
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(A.5) x'o + "O ° °
(A.6) x!|‘ + x-j = -2(i)-|XQ - f(XQ,X|^).
The periodicity condition in the new variable 9 can be written as
(A.7) x(9) = X (9 + Z-n)
or
(A.8) Xo(0) = Xg(9 + 2t\) and x^(9) = x^(9 +2Tr).
This condition allows us to eliminate secular terms in the equation for
and determine the unknown constant oj-j.
APPENDIX B
SLOWLY VARYING AMPLITUDE AND PHASE
The nonlinear differential equation
(B.l) X + X = X f(x,x) , 0< X «1,
is assumed to have a solution having the form
(B.2) X = a(t) cos[t + !})(t)]
where the unknown amplitude, a(t), and phase, i)(t), functions are de¬
pendent on the variable t. The derivative of x is required to have the
form
(B.3) x = -a(t) sin [t + <i)(t)].
Under this condition, it is easy to show that a first order (in X) ap¬






f(a cosi|; , - a sini|;)sin\jxii|; ,




The method of harmonic balance^ can often be used to obtain approxi¬
mate analytic solutions to nonlinear differential equations which have
periodic solutions. Reference (5) gives the general conditions for which
the method is expected to work.
A solution having the form
(C.l) X = A coswt
is substituted into the nonlinear differential equation
(C.2) F(x,x,x,t,X) = 0,
where F can be a nonlinear function of its arguments and X is a para¬
meter which can usually be chosen to be positive. The following result
is obtained after suitable mathematical manipulation
(C.3) gi(A,'i))cosa)t + h-j (A,(i))sinoit
+ higher harmonics = 0
where g-j and h-j are known functions of w and A. The essence of the
method is to ignore the higher harmonics and set the coefficients of
the cosojt and sinwt equal to zero, i.e.
(C.4) gi(A,a)) = 0 and h^ (A.w) = 0.
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For "conservative" systems, (A,<d) does not occur and there is only
one equation which can be solved to relate the frequency to the ampli¬
tude. For non-conservation systems, we have the two equations given by
(C.4) and these may be solved to give the parameters of the limit points
and limit cycles of eq.(C.l).^
APPENDIX D
TWO INTEGRALS
The following two integrals are needed for the calculations involving
the method of slowly varying amplitude and phase in Chapter Three.
(D.l) A + B cosx










a + b cosx
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