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El proposito de esta memoria es profundizar en el estu- 
dlo del modelo de decision estadlstico con informacidn par - 
cial.
En la primera parte, planteamos el modelo bdsico, par - 
tiendo de un punto de vista an^logo al bayesiano, convenien- 
temente modifieado, siguiendo una idea de Smith (1961), gene 
ralizada posteriormente por Girdn y Rios (1981), establéeien 
do que la inc ert id timbre o ignorancia parcial puede re près en- 
tarse msdiante un conjunto convexo y cerrado de medidas de - 
probabilidad sobre el espacio paramëtrico.
En el primer capitulo consideramos el modelo senalado, 
y estudiaraos aspectos particular es del mismo, derivados del 
hecho de que, asf caracterizada la incertidurabre parcial, las 
decisiones dptimas serdn los element os maximales del preorden 
parcial engendrado en el espacio de funciones de decisidn.
En el capitulo dos, estudiamos dos temas d is t int os aun- 
qu9 ambos relacionados con el modelo general visto en el ca­
pitule uno. De una parte consideramos el problema de como in 
cluir en el modelo la informacidn proporcionada por el expé­
rimente, le que nos lleva al estudio de las propiedades del 
que he mes denominado "opcrador de Bayes", en relacidn con el 
concept o de inforrracidn parcial que he mes adoptado, conclu - 
yendo que el modelo bàsico esttadiado en el capitulo uno es 
cens is tente con la aplicecidn del teorema de Bayes. En se- 
gundo lugar, dentro de este mismo capitulo, tratamos el prob
II
lema de la generalizacidn del modelo estudiado en el capitu­
le uno, en el sentido de considerar que la informacidn a prio 
ri puede representarse en varias etapas, lo que lleva a la - 
consideracion de modèles jeràrquicos, los cuales as estable- 
cen como consecuencia de considerar que dicha informacién a 
priori puede representarse en etapas sucesivas mediante los 
llamados hiperparàmetros; la teorla de los baricentros de 
Choque t es de gran utilidad y proporc iona una reduce i6n im­
portante en el tratamiento de dichos modelos.
En la segunda parte tratamos una serie de cuestiones re- 
lacionadas con la existencia de soluciones "cuasi-bayesianas," 
y su conexidn con los cbnceptos de admisibilidad y completi- 
tud a que dan lugar los preordenes parciales asociados al con 
cepto de informacidn parcial adoptado en la primera parte.
En el capitulo très, y basandonos en los S-juegos gene- 
ralizados, profundizamos en el anàlisis de los problèmes de 
decisiôn con informaciôn parcial. üna contribuei6n importan­
te es el concepto de polaridad estrieta, basado en un tecre- 
ma de Klee y que permits investigar la ^structura de los prob 
lemas de décision con incertidumbre parcial, en relacidn con 
el concepto de soporte de una distribucibn.
En el capitule cuatro, consideramos los problèmes de 
existencia de soluciones admisibles y cuasi-bayesianas, tra- 
bajando unas veces con el con junto de incertidumbre del prob 
lema de decisidn, y otras con el polar restringido del mismo. 
En este capitulo la condicidn de convex idad para el conjunto 
de ries go se sustituye por la de c ono-c onvex idad (debida a Tu), 
condicidn esta que résulta mas adecuada a la hora de estudiar 
una gran cantidad de problemas de décision, facilitando as! 
la obtencidn de los resultàdos fundamentales,
Mi sincere y profundo agradecimiento a cuantcs me alen-
Ill
taron y ayudaron durante est os largos anos, en especial a mi 
Jfeestro el Prof. Pco. Javier Girdn por su valiosa ayuda y di- 
reccidn en la elaboracitfn de esta Memoria, as! como al Prof. 
Sixto Rios Garcia por su estlmulo incansable, al Prof. Sixto 
Rios Insua por su incondicional ayuda y en fin a todes los 
amigos y comnafieros del Departamento de fetadfstica.

1.
PRIMERA PARTE 
CAPITULO 1.
EL MODELO DE DECISION CON INFORMACION PARCIAL
1.1.1. Introduccidn y asrectos générales del problema
El modelo de decielén bayeaiano para tratar los proble- 
mas de declaldn en ambiente de incertIdumbre parte de la hlpdte 
sis de que el declsor es capaz de especificar sobre el conjunto 
de los porlbles estados de la Naturaleza una dnica dlstribucldn 
a priori, con lo eual el problema de décision en ambiente de in 
certldurabre queda reducido a un problema de decisidn en ambien­
te de riesgo con distribucidn sobre los estados de la Naturale­
za perfectamente conocida y la decisidn dptima en ausencia de - 
fflds informacidn sobre los estados de la Naturaleza, como podria 
ser la que proporcionase un determinado experimento, séria aque 
lia que maximizara la utilidad esperada.
Este paradigma bayesiano se da rara vez en la realidad, 
tante desde el punto de vista subjetivista puro, queimplicaria 
que el decisor es capaz de ordenar lineal o completamente sus p£ 
sibles dedsiones y ademds de una manera coherente (es decir,sin 
violar los axiomas de comportamiento racional de la teoria sub­
jetivista, lo que permitiria obtener su probabilidad personal), 
como desde el pônto de vista l6gico que aunque también conduce 
a una dnica distribucién a priori, esta suele ser impropia (me­
didas de Haar invariantes por la derecha, principio o régla de 
Jeffreys, etc.) y, aunque suele corresponder a lo que suele de- 
nominarse "distribuciones a priori no informdtivas" o de "refe­
renda" (tdrmino mds apropiado), puede que dsta sea incompati—  
ble con cierta informacidn parcial que se tenga -p.e., una dis- 
tribucidn uniforme en la recta real, cuando se sabe que ciertos 
valores fuera de un cierto intervale son improbables- aunque es. 
ta euestion enlaza con los problemas de sensibilidad de la dis-
2.
trlbucldn a posteriori o de las decisiones a cambios en la a —  
priori a travds del principio de la estimacidn eatable (v4ase - 
Edwards, Lindman and Savage, (1963) y Dickey, (1976)),
Un tercer enfoque, que padece de los mistnos problemas - 
que el Idgico, es hacer depender la distribucidn a priori de re 
ferencia del experimento a travds del concepto de informacidn.
Todos estos enfoques son dtiles a la hora de aplicar la 
metodologla bayesiana a los problemas de inferencia y decisidn, 
en especial en lo que se refiere a la sensibilidad de la distri 
bucién a posteriori a pequefios cambios respect o de la distribu- 
ci6n a priori de referencia.
El hecho real de que en nmchos problemas de decisidn e 
inferencia estadistica suele disponerse de cierta informaci6n — 
sobre el espacio paramétrico -aunque muchas veces sea dificil - 
precisar la naturaleza de dicha informacibn o de si esta pudie 
ra representarse mediante alguna medida de incertidumbre- exige 
una generalizacibn de la metodologla bayesiana.
El asignar a los sucesos intervalos de credibilidad, en 
vez de ndmeros reales, tiene una larga historia que se remonta 
a Keynes (l92l) y Koopman (l940) y ha sido tratada posteriormen 
te por numerosos autores.
Yarios son los enfoques propuestos para tratar el probje 
ma de la inf or mac i6n parcial cuando ësta es de car^cter probabjL 
listico. La mayoria son mëtodos heuristicos o hlbridoa, es de—  
cir combinaci6n de m6todos bayesianos y minimax, como los propue^ 
tos por Hodges y Lehmann (l952), Schneeweiss (1964), Menges (1 9 6 4, 
1 9 66), Blum y Roienblatt (1 9 67) y KÛdo (1967)» y que no respond en 
a una Justificaci6n axiomàtica alguna.
Uno de los problemas bAsicos a resolver a la hora de pro 
poner un modelo de decisibn o inferencia que tenga en cuenta la
informaclbn parcial presente en los problemas de decisibn es, - 
precisamente, dar un significado preciso a este concepto de in- 
formacibn parcial.
En el caso bayesiano la informacién que se tiene sobre 
los estados de la Naturaleza viene especificada por una dnica - 
distribucidn de probabilidad como consecuencia de los principles 
de coherencia bayesianos.
Si se adopta un punto de vista andlogo al bayesiano, es 
decir, se parte de unos principles de coherencia modificados de 
forma que den cabida al concepto de incertidumbre parcial siguien 
do la linea de Smith (196I) y su generalizaciân posterior por - 
Girdn y Rlos (19 8I), se llega a que la incertidumbre o ignoran­
cia parcial puede representarse por un conjunto convexo y cerra 
do de medidas de probabilidad sobre el espacio param6trico de - 
tal manera que las decisiones 6ptimas o no dominadas o eficien- 
tes, como a veces se las danmina, son los elementos maximales - 
del prebrden parcial engendrado en el espacio de funciones de - 
decisién.
En esta memoria adoptaremos esta ultima interpretacién 
y los capitulos que siguen se dedicar6i a aspectos particulnres 
de este modelo.
1.1.2. El modelo bâsico
Comenzaremos considerando un ejemplo sencillo de proble 
ma de decisiôn como base para la definiciôn del modelo de deci- 
si6n con informacibn parcial.
Supongamos que x^, ...., x^ es una muestra aleatoria sim 
pie de una distribucién normal N ( @ , r) de precisi6n conocida 
r y media desconocida 9 . Se trata de estimar 9 utilizando - 
como funcién de pérdida una funci<5n cuadrdtica L (9, a) = (9 - a) 
si no disponemos de mds informacidn estâmes ante un cldsico pro^
2
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blema de declsién en ambiente de incertidumbre con ezprimentacldn 
asociada. En estas condiciones la solucidn del problema consis- 
tirla en la clase de las posibles decisiones o estimadores adml 
sibles. Como este conjunto suele ser demasiado grande suele re- 
currirse a considerar nuevos principios que restrinjan esta cia 
se.
En el caso bayesiano la informacidn acerca del pardme—  
tro vendrd dada por una dis tribucidn de probabilidad sobre los 
estados. Si se tiene en cuenta que la muestra es de un modelo - 
normal, la distribuci6n a priori no suele ser cualquiera sino - 
que, generalmente, pertenecerla, por razonee de conveniencia ma 
temdtica, etc. (vdase Raiffa y Schlaiffer, I9 6 1) a una familia 
conjugada, es decir, esta informaci6n en nuestro ejemplo podria 
suponerse normal de pardmetros conocidos.
Desde el punto de vista pràctico aparece el problema de 
la determinaciiSn précisa de la distribucibn a priori que plantes 
los dos interrogantes. 19 ^se puede suponer normal? 29 en caso 
afirmativo ^se pueden detemiinar con suficiente precision los pa 
rdmetros de dicha distribucién?. Esto nos llevaria a realizar - 
un anâlisis de la sensibilidad del modelo respecte de la distr^ 
bucién inicial, suponiendo el reste de las componentes del pro­
blema de decisién perfectamente conocidos.
Otra manera de expresar nuestro conocimiento parcial —  
acerca del par&netro 6 séria especificando una cierta clase - 
de distribuciones de probabilidad candidates a ser la verdadera 
distribucidn a priori. Restringi^ndonos, como antes, al caso de 
distribuciones a priori conjugadas se podria suponer que la ver 
dadera distribucién a priori séria normal N ( con —
( yu. , <r^ ) variando en una cierta région del espacio paramëtrico
K ^ c  R  X  IR. ^  .
Seflalamos que el hecho de suponer que la posible distr 
bucidn a priori pertenezca a la familia conjugada es ya una in-
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formacién parcial. Obsérvese, tamblén, que esta informacl6n par 
cial séria compatible con la no normalidad al considerar distri 
buciones a priori mixturas de la familia  ^N (^» ; (y*,iT^)éKf| ,
como veremos mà.s adelante.
Como ejemplo, que analizaremos mâs adelante, de informa 
ci6n parcial tomaremos el caso de que -j (y* , <r ); yü.g ^  ;
^ que permitiré el estudio de la sensibilidad del —  
problema a variaciones en la media de la distribucién inicial, 
tomando s implements - J a. - 6 y - J a  ^ .
El problema fundamental que se plantea es el de determi 
nar el conjunto de decisiones éptimas cuando se dispone de tal 
informacidn a priori. En nuestro ejemplo la manera directa de - 
procéder séria determinar todos los estimadores de Bayes respec 
to de todas las posibles distribuciones a priori "compatibles" 
con la informacién a priori dada.
Asi en nuestro ejemplo cualquier distribucién a priori 
compatible con la informacién parcial dada por K* séria una mix 
tura de estas representada por una hiperdistribucién H (y*) de- 
finida sobre K*. Es decir cualquier distribucién a priori ten—  
dria una funcién de densidad f ( <9 ; H) dada por
^(e. H )  (1.1 )
donde n(9-y^,Lo) représenta la funcién de densidad de la nor­
mal de media j*. y precisién %
Obsérvese que de hecho H (/*) es una distribucién sobre 
el hiperparémetro que a su vez es el parAmetro de la<Hstribu 
cién a priori; es decir se trataria de un modelo jerérquico con 
dos jerarquias o etapas.
De acuerdo con lo anterior tendriamos que calculer todos 
los estimadores de Bayes respecte de todas las distribuciones a
6.
priori cuyas densidades vendrfan dadas por (l.l ). Como la fun­
cién de pérdida es cuadrética, es bien sabido (véase p.e., De - 
Groot, (1 9 7 0 )0 Ferguson, (1 9 6 7)) que el estimador de Bayes es la - 
media de la distribucién a posteriori.
Si designamos por m (h ) la media de la distribucién a -
posteriori cuya densidad viene dada por (l.l ) se tiene, por el
teorema 1.2.12. del capitulo 2, que
r
m (h ) = m (yt ) d )
donde m (yU ) es la media a posteriori de las distribuciones nor
maies de densidad n (9^ Z*'f ’ ** decir
V n r
y (y4 ) es la hiperdistribucién a posteriori (véase la genera 
lizacién de la férmula (2.5 ) a continuacién del teorema 1.2.12.)
Si représentâmes por la media de la distribucién
(y* ) se tendré que
Obsérvese de esta férmula que si dos hiperdistribucio—  
nés H y G tienen la misma media a posteriori, el estimador de - 
Bayes correspondiente a ambas es el mismo. En particular todos 
los estimadores de Bayes, respecte de las diferentes distribue^ 
nés a priori, estén en el intervalo
I Xq M, * n r  X
%. 4-nr r. 4- n r
El riesgo de Bayes correspondiente a una distribucién a 
priori dada es, como se sabe, la varianza de la distribucién a
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posteriori. Se représentâmes por V (/*) la varianza de la distr^
bucién a posteriori de la n (9 ; y por V (h ) la varian
za de la raixtura dada por (l.l ), entonces se tiene que
V ( h ) :  [ ( V ( / < ) +  m ^ ) * )  d-Hj, y )  .
En nuestro caso se tiene que
de donde résulta
V / H ) r  + +
siendo (H^) la varianza de la hiperdistribuci6n a posterio.
ri. Esta dltima expresién representaria el riesgo de Bayes R(h ) 
asociado a la hiperdistribucién H (^ ), que como se observa dé­
pende exclusivamente de la varianza de H^.
Se représentâmes por K** al conjunto de todas las hiper 
distribuciones, es decir, K*"* = J^(K^; R(K"*)), entonces el rxes 
go de Bayes es una funcién de en IR que, como veremos més -
adelante es una funcién céncava. Séria interesante calculer el 
minimo y el méximo de esta funcién con el fin de comparer lo que 
podriamos denominar riesgos inferior y superior asociados al —  
problema de decisién con informacién parcial dado por E T.
Claramente se tiene que
R = I n f  R (♦'0 = — ----
y este infimo se alcanza precisamente en las distribuciones ex­
tremes de , es decir, en las distribuciones degeneradas, Por 
otra parte
R*-- 5..p R(«) = — i—  ^
8.
que se alcanza cuando (y solamente cuando) (H^) es méxima y
esto ocurre cuando es una mlxtura de U y con probabl
lidad
Una medida de la incertidumbre o ignorancia parcial aso 
ciada a nuestro problema de estimacién, medida en términos de - 
pérdidas séria la diferencia
r ( k » * ) r  R * -  R ,  =  .
4 (r* ■¥ nr)^
En el caso de tratar el problema de anélisis de sensibj. 
lidad respecte a variaciones en la media de la distribucién a - 
priori, la férmula anterior se reduciria a la siguiente, ya que
= 2 g./ i - / .
En este ejemplo hemos adoptado un punto de vista direc- 
to al tratamiento de la incertidumbre parcial. El otro punto de 
vista posible séria el siguiente, que ademés serviria para cual 
quier problema de decisién con incertidumbre parcial, siempre - 
que ésta, como en el ejemplo venga representada por un cierto - 
conjunto, que denominaremos K"’, de distribuciones a priori. Co­
mo ya dijimos en la introduccién la ignorancia parcial ba sido
caracterizada por Girén y Rios (l98l), de esta manera.
Sea, en principio i% el espacio paramétrico, dotado cm 
una estructura de g- -élgebra , D un cierto conjunto o espa­
cio de decisiones y R (9 , d) la funcién de riesgo que en prin­
cipio suponemos 3  -medible para toda d £ D fija. Si represen- 
tamos por .fl* = ( -H. , 5^ ) al conjunto de todas las medidas -
de probabilidad (T-aditivas definidas sobre (XI ), la ign£
rancia parcial vendrd representada por un cierto subconjunto no 
vacio K* de XlT , supongamos ademés que el riesgo de Bayes —  
R (P; d) existe para toda P £ K*" y toda d £ D.
9.
Obsérvese que si, p.e., la funcién de riesgo es acotada, 
el riesgo de Bayes siempre existe para cualquier distribucién a 
priori P 6 .
Sea d £ D una cierta régla de decisién, que de momento 
supondremos fija. El conjunto de aquellas reglas de decisién que 
tienen riesgo de Bayes menor o igual que d* para una distribu 
cién a priori P € vendré dado por
M (P, d* ) « -| d fe D; R (P; d) £ R (P; d") ^
Si el razonamiento anterior lo hacemos para todas las - 
P é K*, el subconjunto de D, definido por
M (K**, d*) = n  M (P; d") =
P a K*
=  ^ d 6 D; R (P; d) 6 R (P; d’) para toda P £
estaré formado por aquellas decisiones que son majores oue la d^ 
en presencia de la informacién parcial K *. Dicho de otro modo, 
la informacién parcial, dada por K *, engendra en D una relacién 
de preérden parcial, que representaremos por , definida del
modo siguiente: si d, d* 6 D, entonces d d' si y solo si —
R (p, d) £: R (P,d') para todo P £ K*. La solucién al problema, 
desde este segunto punto de vista séria el determinar los ele—  
mentos maximales de D respecte de la relacién de preérden dada 
por ^  .
La relacién que existe entre los dos enfoques del probje 
ma se estudia con detalle y profundidad en la segunda parte de 
la memoria para el caso particular de que XI sea un espacio mé- 
trico compacte y R ( 9  , d) sea una funcién continua de ^  pa­
ra todo d £ D.
El estudio del caso més general, en particular la no —  
compacidad del espacio paramétrico suele originar problemas como 
ya h an sefialado Sacks (1963) y Farrell en relacién con la admi- 
sibilidad y el no bayesianismo de ciertos estimadores como es 
el caso de la media muestral x en el caso normal considerado
al principio.
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De paso seJdalamos tanAien que X  nunca puede ser admisible si - 
la informacién a priori viene representada por un conjunto K* 
compacte de XI* (en el cual se considéra la topologia débil).
La explicacién profunda de estos hechos reside en que - 
si XI no es compacte, el dual del espacio de las posibles fun­
ciones de riesgo, adn supuestas acotadas, no esté formado exclu 
sivamente por medidas signadas <T -finitas. Si admitimos la pos^ 
bilidad de incluir como distribuciones a priori las finitamente 
aditivas, la situacién se aclâra como han demostrado reciente—  
mente Heath y Sudderth (1978).
Pasamos a continuacién a dar las definiciones formaiss 
de los modelos de decisién con informacién parcial asociada, —  
precisando los conceptos que nos han aparecido en el examen del 
ejemplo con que abrimos el parégrafo.
Definicién 1.1.1. Un problema de decisién con informacién parcial 
es una cuatema ( , D; R, E*) donde XL es el espacio paramé­
trico, D un espacio de acciones o decisiones, R ( 9 , d) la fun 
cién de riesgo y K* un subconjunto no vacio de D T  = (XI ,J3 ) ,
conjunto de medidas de probabilidad sabre ( JX , J3 ).
Por razones técnicas muchas veces se introducen hipéte- 
sis adicionales como la J3 -medibilidad de R (9 , d) para todo 
d £ D, la acotacién de la funcién de riesgo, y el que 3  inclu- 
ya a los subcon juntos de la forma (9)’ , con 96 , con lo
cual Sï. se puede considerar como un subconjunto de XX" . iden 
tificando 9 £ XI con la distribucién de probabilidad défi
nida por
1 Si 9 é  B 
O si B
El modelo definido anteriormente engloba el caso baye—  
siano cuando E* se reduce a una unica distribucién de probabili 
dad y el caso de ignorancia total cuando K * = XL .
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Definicién 1.1.2. Una decisién d £ D se dice que es K-Bayes —
(o cuasi-bayes) si d es Bayes respecte de alguna distzft>ucién 
a priori P £ K*.
Al conjunto de las dedsiones K*-Bayes del problema —
( XL , D; R; K*) lo representaremos por J3 (D; K ).
Definicién 1.1.3. A la relacién de preérden parcial definido en 
D, correspondante al problema ( XI , D; R; K^), dado por
d d' si y solo si R(P, d) a  R(P, d') para todo P £ K*
lo denominaremos preérden K*-bayesiano o cuasi-bayesiano.
Definicién 1.1.4. A los elementos maximales del conjunto (D, 
los denominaremo s decisiones K-admisibles y los representaremos 
por O. (D; K*).
Como hemos sefialado anteriormente, la relacién entre los 
conjuntos ^  (D, K**) y (X (D; k") depende de la naturaleza de -
los elementos que constituyen el problema de decisién, y el ca­
pitulo 4. de esta memoria trata de este problema asi como del - 
problema de la existencia de estas clases de reglas de decisién.
Desde el punto de vista teérico es conveniente conside­
rar la relacién definida no en D sino en el espacio de —
las posibles funciones de riesgo, que denominaremos 7^ (XI ,^ ),
donde (XI ,^  ) esté formado por el conjunto de todas las fun
clones 3  -medibles de (XL , ^  ) en ( (R , ^  donde re—
présenta la g" -élgebra de los borelianos de la recta real. De -
este modo a cada régla de decisién d £ D le podemos asociar —
una funcién 3  -medible f^ ( ^  ) d 31 (XL , D  ) definidas por
f^ (9  ) = R ( 9 , d)
La relacién ^  definida en D puede entenderse a (XI ,%) 
définiendo
^  ^  ^  y solo si j4(f)P(^ 9) ^  (L2)
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para todo P é kJ* siempre y cuando las intégrales sean convergen
tes. Esto ocurre p.e. si la funcién de riesgo es acotada. Por -
eso a partir de ahora, supondremos que ^  (XI ) esté forma­
do por todas las funciones JS -medibles y acotadas de (XI )
en ( ÎR , 52> .
Definicién 1.1.5. Una relacién de preérden ^  definida en —
^  (XI , «^ ) es un preérden vectorial é cénico si f g implica 
f f h g f h para todo h (XI y o< f g para todo
> 0.
El teorema siguiente, de fécil demostracién, nos dice - 
que siempre que K** sea un subconjunto de (XI entonces
el preérden definido antes es siempre cénico.
Teorema 1.1.1. El preérden definido en %  (XI , )  por (l.2 ) 
es un preérden cénico compatible con el érden natural de ^  H  ^ R  ).
Si definimos K = ^ f d J t ( X I , ^ ) ;  ^ f (9 ) P (d'î ) £ 0 ^  , 
se tiene que por ser (XI , Jè ) un subconjunto del espacio —  
dual de XI (XI , %  ), K es un cono convexo con vértice en el —  
origen, cerrado, de (XI , 3  ), y tal que
f ^  g si y solo s i f - g é K  (l.3 )
Compérense estos resultàdos con teoremas 3.2.1. y 3*2.3. 
del capitulo 3.
De este modo hemos establecido que a cada subconjunto - 
no vacio K" de XI* le corresponde un cono K con vértice en el - 
origen, convexo y cerrado que contiene a K^= ^  f 6 XI (XI , ) ;
f ( 9 ) 6  0 para todo 9  £ XI ^ , y no son todo el espacio, de mo
do que por (l.3 ) anbos establecen el mismo preérden en el con—  
junto de las funciones de riesgo.
Si procedemos de manera inversa, es decir, consideramos 
conos K en ( XI , 3  ) que satisfacen las propiedades anterio-
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res no podemos. en general, asegursjr la existencia de un subcon 
Junto de XI** para el cual se cumpla la relacién (l.3 ).
El capitulo 3. de esta memoria da una solucién satisfac- 
toria a este problema de caracterizar preérdenes cuasi-bayesia- 
nos imponiendo ciertas res tried ones a XI y a la funcién de —  
riesgo y de él se deduce que estos resultàdos no se pueden gen£ 
ralizar mucho més.
El teorema que sigue es una generalizacién de la prime­
ra parte del teorema 3.2.7.» cuya demostracién es trivial. La - 
segunda parte del teorema no se puede, sin embargo, generalizar 
faclimente.
Su generalizacién nos llevaria a considerar la convergen 
cia débil *  en el espacio dual JI* (XI , )  y que por lo tan 
to, entrailaria la consideracién de medidas de probabilidad fini 
tamente aditivas.
Teorema 1.1.2. K ** y co (K*) g,eneran en 31 (XI , ^  ) el mismo - 
preérden.
Ni siquiera en el caso de que XI fuese un espacio topo 
légico y la <T -élgebra de Borel, y en (XI , 3  ) consi
derésemos la topologia débil se podria concluir que los preérdg 
nés generados por K* y K** (donde la operacién de clausura se 
entiende respecte de la topologia débil) fuesen idénticos.
En el reste del capitulo supondremos que XI es un espa 
cio ffiétrico, 73 la f  -élgebra de Borel y R (9 , d) continua y 
acotada en 9 £ XI para todo d e D.
Si denominamos por R (P, d) el riesgo de Bayes correspm 
diente a la distribucién a priori P £ XI** y a la decisién d e  D , 
se tiene de las hipétesis anteriores que R (P, d) es una funcim 
continua de XI* dotado de la topologia débil. Por lo tanto el -
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riesgo de Bayes R (P) asociado al problema de decisién (XI, D; R), 
definido por
R (P) = Inf R (P, d) 
d £ D
es una funcién semicontinua superiormente y céncava, como puede 
comprobarse facilmente (véase, p.e., De Groot pp. 123-126).
Ahora si E" es la informacién parcial asociada al pro—  
blema de decisién (_fl , D; R), siendo K* convexo, podemos défi­
nir
Definicién 1.1.6. A la cantidad R* (k?) definida por
R** (e *) = Sup R (P)
P£ E**
se la denomina riesgo superior asociado al problema de decisién 
con informacién parcial (il , D; R; E*).
Definicién 1.1.7. Se denomina riesgo inferior asociado al proble 
ma de decisién con informacién parcial (XI , D; R; E*) a la can 
tidad R,. (E*) definida por
R» (e “) = Inf R (P)
Ps K*
Respecto de la dltima definicién tiene importancia el - 
siguiente lema (véase la demostracién en Bourbaüci (1966), p.106).
Lema 1.1.1. Si E * es convexo y compacto, entonces el minimo del 
riesgo de Bayes R (P) se alcanza en un punto extremo de E*.
Una medida de la incertidumbre parcial asociada al pro­
blema de decisién (ü , D; R; E ), tomada en términos de riesgo 
vendré dada por la diferencia entre el riesgo superior y el in­
ferior.
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Deflniclén 1.1.6. Para todo problema de decision en amblente de 
Incertldumbre (-fl , D ;R)  denomlnaremos rieago de la Incertidum 
bre parcial K* a la cantldad I (k “) deflnlda por
I (k“) = R* (K") - R . (  K").
Obsérvese que en el caso bayesiano, es declr cuando —  
K* *  ^P*I , slempre se tlene que I ( { P ^  ) = 0, mi entras que
X ( • ) es monétona respecte de la relaclén de inolusldn de mo­
do que si K*’c  K*’ se tiene que I (K*) é % (K*'), con lo cual el 
m4ximo de la funcidn I ( . ) se alcanza cuando tenemos incerti—  
dumbre total, es decir, cuando K"= H T .
La idea de realizar un experimento es precisamente la - 
de reducir el riesgo de la incertidumbre parcial que, en ccndi- 
ciones bastante générales, converger^ a cero cuando el tamaflo - 
muestral se haga arbitrariamente grande.
Para terminer este capitule introductorio vamos a cons 
derar el papel de la experimentaci6n cuando esta se incorpora - 
al modelo de decisiân con informaci6n parcial. En este capitule 
tratamos solamente el anâlisis en forma normal del modelo mien- 
tras el segundo capitule de la memoria se dedica al estudio de- 
tallado del an^lisis en forma extensiva, y por consiguiente, su 
relaciôn con la metodologia bayesiana.
Sea è = ( X , i 5 i i P  ) un experimento de diraensidn fi- 
ja tal que la familia  ^P^ ; 9 e il^ estA dominada por una me- 
dida (T -finita V (x) respecte de la cual sus densidades vienai 
dadas per a P, (x)
f (x/e ) = -----------
d V (x)
sobre la funcién de densidad f (x/9 ) hacemes la siguiente hi- 
p6tesis (cemp^rese con la hipétesis 1.2.1. del capitule 2.).
Hip6tesis 1.1.1. f (x/<9 ) es una funcién continua de 9e il pam 
casi tede (respecte de (x ) ).
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B1 estudio en forma normal del problema de declsl6n ori 
ginal ( JT. , D; R; K*') se realize simplemente agrandando el espa 
cio de decisiones y, por consiguiente, extendiendo la funci6n - 
de riesgo^ a estas nuevas decisiones, dejando el resto de los con 
ponentes del problema de decision invariantes.
Como es usual una regia de decisidn, S , es una aplica 
cl6n c/S -medible de (3C , (% ) en (D, ^  ) donde «© es una cier 
ta (T-àlgebrà de subconJuntos de D que debe incluir entre sus 
elementos a los del tipo ^d ^  , a fin de poder considerar el -
espacio de las decisiones terminales D como un subconjunto del 
nuevo espacio de decisiones S , que representaremos por ^  .
La forma noxmal del problema de decision con informacidn
parcial ( ^  , D; R; K**) es simplemente (J1 , A  ; R; K*) donde -
la funciôn de riesgo se define
R (9,5^) = j R ( 9 , ^ ( x ) ) f  (x/9 ) dy* (x) (1.4 )
Seria conveniente que la nueva funci6n de riesgo fuese 
continua y acotada, como la inicial, con el fin de poder consi­
derar el pre6rden ^  definido en ^  , ^  ). La condicidn
impuesta a f (x/9 ) anteriormente nos garantiza este resultado.
Teorema 1.1.3. Si la funcién de riesgo R (9 , d) es continua y 
acotada en 9 para todo d £ D y f (x/9 )  cumple las hip6tesie -
1.1.1., entonces R ( 9 , X  ) es una funcidn continua y acotada -
de 9 para todo S'é û  »
Demostracién. La acotacién es clara de la definicidn (l.4 ). Pa­
ra demostrar la continuidad consideremos la diferencia
^  | i  R (% 3 (» )~  R ( % ,  W )  1 ^  I f ' » ' , I '
éflR(t J M ) f M ) If) (%, j 1 1 ^ I '
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El primer miembro converge hacia cero cuando S ■■■ > 9^, 
mientras que el segundo, por estar acotada |r (9 , ^(x))| y - 
por el teorema de Scheff6 (194?) de que la convergencia puntual 
implica la convergencia en media, también converge hacia cero,
üna vez incorporada la informacidn al modelo, se pueden 
calculer de nuevo las clases de estrategias K’*-6ayes, 7^  (A ; K**) 
y la clase de decisiones K*-admisibles Ci( ^  ; K*) del mismo - 
modo que en la situacién original.
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CAPITDLO 2.
EXTENSIONES DEL MODELO PE DECISION CON INFORMACION PARCIAL; EX- 
PERIMENTACION. MODELOS JERARQUICOS.
1.2.1. Introduccién,
En este capitule tratamos dos problemas distlntos rela- 
cionados con el modelo general expuesto en el primer capitule, 
que sin embargo guardan clerta relacidn. En el apartado 2.2. —  
abordamos el problema de c6mo incluir la informacidn proporcio- 
nada por un experimento en nuestro modelo, lo que conduce de mo 
do natural al estudio de las propledades de lo que hemos llama- 
do **operador de Bayes" en relaciôn con el concepto de informa—  
cl6n parcial tal como la hemos considerado en el primer capitule. 
De este estudio se concluye que el modelo presentado en el pri­
mer capltulo es consistente con la aplicaci6n del teorema de Ba 
yes en casos m6s générales que los seflalados por la teorla (v4a 
se concretamente Giron y Rlos, (l98i)), siempre que se disponga - 
de una formulaci6n suficientemente general del teorema de Bayes, 
como la que damos en el paragrafo 2 .2 .
En el paràgrafo 2.3. se generalize el modelo del primer 
capltulo, y por consiguiente, el modelo bayesiano, al caso de - 
considerar que la informacién a priori puede représenterse en - 
varias etapas, lo cual entrafla la consideraci6n de hiperparAme- 
tros en el modelo original, que se distribuyen de acuerdo con - 
una cierta distribuci6n , siendo a su vez estas distribuaiones - 
los nuevos par^métros en la etapa siguiente del modelo jerârqu^ 
co. Esto como veremos, conllevarà la consideracién de espacios 
de medidas definidas a su vez sobre espacios de medidas, y asl 
sucesivamente. Afortunadamente muchas de las propiedades impor­
tantes de los espacios de medidas son heredades en las sucesi-- 
vas etapas del modelo jerdrquico. Otra reduccidn importante a Ja 
hora de considerar el modelo jerlrquico, se consigne mediante - 
la utilizaci6n de la teorla de los baricentros de Choquet (1 9 6 0),
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que ser^ empleada tambigu en otro problema distlnto, pero rela- 
clonado con él, al final del tercer capltulo.
La conclusl6n mds importante de este apartado es que, - 
desde el punto de vista te6rico, no es necesario considerar en 
los modelos jer^rquicos m^s de una etapa.
üna posible, e importante, aplicacién de esta teorla, - 
no considerada en esta memoria, podrla ser al campo de la esta- 
dlstica no param6trica o màs precisamente al estudio de la sen- 
sibilidad en los modelos paramétricos, cuando en estos se cons^ 
deran mixturas de modelos.
Tambiën se dan en esta secci6n una generalizaci6n de la 
fôrmula de Bayes a hiperdistribuciones que se consigue mediante 
la introducci6n del concepto de verosimilitud generalizada.
1.2.2. El papel de la experimentacién en los problemas de deci­
sion con informacién parcial.
En toda esta seccién supondremos que el espacio paramé- 
trico -fl es un espacio métrico separable. Antes de considerar 
la inclusién del experimento, que supondremos de dimensiôn fija 
-es decir, no secuencial- en el modelo original vamos a estudiar 
una serie de propiedades del espacio de las distribuciones sobre
n  .
Por Jl** representaremos el conjunto de todas las distr 
buciones de probabilidad regulares sobre (-d , , donde
es la <T -dlgebra de Borel de -TL . A veces emplearemos la no- 
taci6n alternative ( -d , Jï ) para designer , y a sus ele
mentos los representaremos por F, Q, R, ...
A -Tl** lo dotamos de la topologia débil, que representa­
remos por (-fl*, v) definida a continuée ion.
Pefinicién 1.2.1. La red  ^ converge débilmente a
P é SI* , lo representaremos, P^ — ^  P, si
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11m J  f û j r  d T,
para todo f £ CA (XL), donde CA (XI) es el espacio de todas las 
funciones reales, continuas y acotadas definidas sobre XI .
Otras caracterizaciones de la topologia débil pueden —
verse en Billingsley ( 1968)^  th. 2.1. y Apéndice III y en Partha
sarathy, (1967); th. 6.1., p. 4o),
Aparté de la estructura topoldgica ( XL*, w) posee tam—  
bi6n estructura de espacfa de mixtura. consecuencia de considerar 
a XI** como un subconjunto de un espacio de medidas seflaladas - 
<T -aditivas y fini tas sobre ( X L  , 33 ), definiendo
[o< P + ( -I - -t) QJ (A ) i P (A ) + Q t A )
para todo « e [0, 1] , P , Q  6 XL*^  y  A. 6 d> .
Lo anterior se puede generalizar a mixturas finitas, de
finiendo
( l  p. ; M  ) = ,1 -Xi p
dond.  ^ i: X,!, , h ; < il" f A  é Ji
Definicidn 1.2.2. K*C XL* es convexo si es cerrado por mixturas 
finitas.
Definicién 1.2.3. La envoltura convexa de un conjunto K*, que re 
presentarmos por co( K^), es el minimo conjunto convexo que con 
tiene a K** o, equivalentemente,el conjunto formado por todas —  
las mixturas finitas de elementos de K*.
Concepto importante en ciertas aplicaciones (véase el ca 
pitulo 3*) uo sélo de la Teoria de la Probabilidad, sino también 
de la Teoria de la Decisi6n es el de soporte de una medida de —  
probabilidad.
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Teorema 1.2.1. Sea XI un espacio m^trico y separable, y sea 
F £ XI* . Entonces existe un unico conjunto cerrado tal que: 
(i) P (Cp) = 1, (ii) si D es cualquier otro conjunto cerrado, - 
tal que P (D) = 1, entonces c. D. Ademds està caracteriza 
do por el conjunto de todos los puntos 9 6 XT tales que P (o)> 0 
para todo abierto 0 que contenga a ^  .
La demostracién puede verse en Parthasarathy (1 9 6 7, pp.
28-2 9).
Este teorema sugiere como definicién de soporte de una 
medida de probabilidad la siguiente
Définici6n 1.2.4. Al conjunto cerrado del teorema 1.2.1. se 
le denomina espectro o soporte de P y lo representaremos por —  
Sop (P).
El concepto de soporte de una distribucidn de probabili 
dad puede extenderse a espacios topoldgicos arbitrarios, como - 
puede verse, p.e., en Ardanuy (l979). No obstante, para casi t£ 
das las aplicaciones a la inferencia paramétrica y no paramétré 
ca, es suficiente el considerar espacios mëtricos.
Con relaci6n a la operaci6n de mixture, -operacidn que 
se extiende de menera obvia al caso de mixturas numerables- es 
interesante el teorema siguiente, que como se ver4 en el parâ—  
grafo 2.3., teorema 1.2.12. es un caso particular de ëste.
Teorema 1.2.2. Si >  0 para i =1,2,..., entonces
Demostraci6n. Como o(^ > 0, se tiene que para todo i, sop(P^) ^
C. sop ( ^  P^) y, por lo tanto sop (P^)<^ sop(^^^=^ P^)
Como el soporte, por definiciôn, es cerrado, se tiene que 
ô5 —'
“2- sop (p ) CL sop ( Z  Of P ) 
i=l i i=l
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Reclprocamente, supongamos que 9  £ sop P^). Si 9 ^  ^^j^sop(P^),
existirA un abierto 0 que contiene a 9  , tal que O  ^ i ^  sop(Pj^=0. 
Esto implicaria que para todo i, 0  Dsop(P^)=0 y esto, a su vez, 
que Pj^  (o) =0, y de aqui finalmente que
i l l  i ■’i (o) = o
lo que contradiria el que *9 ^  ®°R^^l*^i ^i^*
A partir de ahora representaremos por F* el subconjunto 
de fonaado por todas las distribuciones cuyo soporte es
nito, es decir, P £  F*si y todo si,
>7 ^
h
" . ^ y ^  98 la medida d. pro
en 9c , decir.
j A si 9c 6 B
1 0 si B
para todo B 6 33 .
Claramente sop (P) =  ^ \ •
Si, como es costumbre, identificamos ^  e- XL* con 9 6 XT. 
entonces XT. puede ser considerado como un subconjunto de XT.* . 
En particular XT. c f T
La propiedad mAs interesante, de F*es que es w-denso en 
XT_* , propiedad que, segdn seAala Billingsley (1 9 6 8, tb.4, p. 
2 3 7) es valida para espacios mëtricos no separables, Otra demos^ 
tracidn puede verse en Parthasarathy (1 9 6 7; th. 6.3., pp. 44-45).
Teorema 1.2.3. = XI
Este resultado nos va a ser util a la hora de probar —  
otros resultados, mas adelante.
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A contlnuaol6n damos una propiedad importante del con—  
junto de todas las distribuciones de probabilidad sobre (X2.,J3) 
cuyo soporte es todo el espacio XI . A dicho conjunto lo deno 
minaremos XT * segdn la notacidn del capitule 3.» y se defi­
ne por
S o p ( P ) : i S l ^
El teorema que damos a continuéeidn es mds general que 
los 2 .3 .1 3 . y 2.3.14, en el sentido de que no supone que X %  
sea compacte. Sin embargo, no cubre los demds casos del teorema 
2.3.14.
Teorema 1.2.4. Si XT es un espacio mdtrico separable, entonces
n F  = jor.
Demo stracidn. Clar ament e c: XT* « Para demostrar la inclu-
sidn contraria supongamos que P 6 XT* y que, sin embargo P ^
Vamos primero a demostrar que XT. C  XT* ^  . En efecto, 
por ser XT separable existird un conjunto numerable X T^C X T  
que es denso en XT . Sea XT g, = } . Entonces
para todo 6 XT existird una subsucesidn ,
con XTq . Sea Pi = con > 0 para
todo 1, n = 4,1,... y ^  p‘ = i , tales que Ji m  p ‘ i .
Entonces se tiene que por una parte sop (?<:/= XI , p6r"ser XT @ 
denso en XT , y por otro lado ■{ Pi —>  <5^  , cuando t —» •<> ,
con lo cual £ XT* * •
Como  ^P  *1 y XT* * son conjuntos convexos, cerra
dos y dis juntos, existird una funcidn continua y acotada f ^  CA (XI)
y una constante c tales que f
J-J-dP < c __
j f dl Q > C p.3r.3 todo Q  6 XT
como 6 XT para todo 9 t XL , como acabamos de probar, -
se deduciria, de la segunda de las desigualdades que
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^ ^ para todo 9  € XI y, como Ptf-Q*
y la Integral es mondtona, resultaria que JVd P  > c ,contra- 
dlclendo la primera desitualdad.
Este teorema estd emparentado con lo que Lindley (1 9 8 1) 
ha denominado ley de Cromwell y que en esencia consiste en que, 
aparté de los axiornas de coherencia, la probabilidad subjetiva 
prescrita por dichos axiomas ha de ser tal que no asigne proba­
bilidad nula a ninguno de los estados de la Naturaleza. Esta ob 
servacidn expresada en tdrminos rigurosos afirma que las distri 
buciones a priori "coherentes" han de tener como soporte todo - 
el espacio paramdtrico. El Teorema anterior nos asegura que cual^ 
quier distribucidn a priori puede ser aproximada, en condiciones
muy générales, tanto como queramos (en el sentido de la conver­
gencia d6bil) por distribuciones cuyo soporte sea todo el espa­
cio paramétrico.
Définici6n 1.2.5. Un subconjunto K*de SI* , se dice que es (uni^
formemente) ajustado si para todo è > 0  existe un compacte K ^
tal que P ( K ^ ) > l - ê  para todo P 6 K*.
La relacién entre subconjuntos ajustados de medidas de - 
probabilidad y los subconjuntos de XTT relativsunente compactes 
en la topologia débil, viene dada por el teorema de Prohorov qua 
damos a continuacién y cuya demostracién puede verse en los li—  
bros de Parthasarathy (196?) y Billingsley (1 9 68).
Teorema 1.2.4a. Si K* es uniformémente ajustado, entonces es re- 
lativamente compacte, es decir, K* es compacte.
Teorema 1.2.4b. Sea JTî. complete y separable. Si K* es relati- 
vamente compacte, entonces K* es uniformemente ajustado.
Como consecuencia del teorema de Prohorov se tiene el
Teorema 1.2.5. Sea SL  un espacio métrico, complete y separable. 
Si K " es relativamente compacte, entonces co(k'*) también lo es.
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Demoatraclén. Por el teorema 1.2.4b. para todo g > 0  existe un 
compacto K g  tal que P (K^ ) 1-g para todo P 6  Kf Sea ahora —
£ co (K*), es decir, Q= con « 0, ^ = 1» 7
P^ £ K* Entonces se tiene que
f  «^ c ^  j ^
cualquiera que sea Q € co (K*). Entonces co (%*) es uniformemen 
te ajustado y, por el teorema 1.2.4a., co (K*) es relativaœente 
compacte.
Como corolario de este teorema se tiene el anàlogo de - 
los teoremas de Mazur y de Krein- ^mulian para espacios de Banach,
Corolario 1.2.1. Sea XI métrico, complete y separable. Si K* 
es compacto, entonces co (K*) también lo es.
Antes de indiir la experisientacién en el modelo de deci- 
si6n con informacién parcial, vamos a estudiar las propiedades 
del operador de Bayes, considerado éste como el que transforma 
probabilidades a priori en probabilidades a posteriori, una vez 
observado el resultado del experimento. Para ello seré necesario 
una formulacién suficientemente general del teorema de Bayes, - 
como la dada, p.e., por De Robertis y Hartigan (1979).
Teorema 1.2.6. (de Baves) Sea ^ P$. una familia de medidas
de probabilidad definidas en ( 36 , ), dominada por una medi­
da (T-finita u» y sea f (%/^ ^ . Si P es una distri
bucién a priori sobre (XI , ^  ) y si f (x/ 9  ) es iX x 73 medible, 
entonces la ünica medida de probabilidad en ( %  xXl,<5^xJb) - 
que tiene como marginal P y como distribucién condicionada regu 
lar  ^P^ ; 9c XIY dado Jb es la medida de probabilidad Q 
con densidad f (x/ 9  ) respecte de p x P. Ademés la distribucién 
condicional regular de Q dado , tiene densidad
(2.1 )
r.sp.etodeP,
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A dlcha probabilidad a posteriori la representaremos por 
P^. Nétese de (2.1 ) que P^ es absolutamente continua respecta 
de P para casi todo x g ^  ( u ).
A partir de ahora supondremos fijo y conocido el resul­
tado experimental x £ %  . A la aplicacién de XT* en S f  que ha 
ce corresponder a cada distribucién a priori P la distribucién 
a posteriori P^ la denomlnaremos operador Bayes y la represents 
remos por B^ (P) = P^,
Es a las pro-piedades de este operador, en relacién con 
el concepto de informacién parcial y con el de soporte dê una 4 
medida de probabilidad, a lo que vamos a dedicar el resto de es^  
ta seccién.
Ciertas propiedades del operador, en particular las ré­
férantes a la continuidad débil de B^ y las referentes al sopor 
te de la distribucién a posteriori, van a depender bésicamente 
del comportamiento de la funcién de verosimilitud. Otras propie 
dades, como las de tipo algebràico, son completamente générales.
No tratamos en esta memoria, sin embargo, el caso parti­
cular de que la familia de distribuciones a priori esté dominada 
por una medida (T-finita, caso en d. que pueden obtenerse resul­
tados més precisos. No obstante los resultados presentados son - 
algo més générales que los dados por Girén y Rlos (19 8I).
Obsérvese que en la férmula de Bayes, (2.1 ) el denomi- 
nador no puede anularse si la férmula ha de tener sentido, es dj» 
cir f (x/p) ^  O. Esto supone que f (x/9 ) no puede ser idéntica- 
mente nula para a)uellos 9 g. sop (P), hipétesis técita que asumi 
remos de ahora en adelante. Si représentâmes por XI ^  "f
la observacién anterior équivale a que sop (P) O  X T  ^  ^  0 y en - 
este caso, unico en d  que tiene sentido la férmula (2.1 ), dire- 
mos que la informacién muestral y la a priori son compatibles.
El lema que sigue es un caso particular de la férmula de 
Bayes generalizada que se daré en el parégrafo 2.3, al tratar de
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loa modelos jerWurquicos, pero lo damos aqul, pues permits dar - 
una demostracién sencilla del teorema 1.2.7.
Lema 1.2.1. Si P = %  P con
y %  oti a A , entonces
dond. o^ i (w) z Q son tal.s que
^  o<,- i i ,  ^ p (9) y
■Kx/p)= |x(>/9) d Pf9) = J,
Demostracién. De la férmula (2.1 ) se tiene que para todo B t ^
p (O. /.f(V»)dPC8) _
' f(x,T) - f(./Pl
4(x/p) i*i
De las definiciones se tiene que ( x) ;> O y que ^  ot- (y ) % 1.
Teorema 1.2.7. B transforma conjuiltos convexos en conjuntos cm 
vexos, es decir, si K* es convexo = B^ (K*) también Jo es. Ade^  
més B transforma distribuciones extremes en distribuciones ex—  
trémas, es decir, ai P es una distribucién extrema de K* , —
P^ = B^ (p) es una distribucién extrema de = B^ (K*).
Demostracién. Sean P^, 6 y sea ^ 6 C°i O  . Hay que pro
bar que 1 + (1-^) Qy £ , o lo que es lo mismo que exis
te un R £ K* tal que B^ (r ) = A )Q^ . Por definicién exis-
ten P,Q 6 K* taies que P^ = B^ (P) y =B^ (Q). Si ahora defi- 
nimos
4 (^/Q)d r
A 4 W Û )  f M-:>) 4(>/p)
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se tiens que o< € Co,43 . Por ser K* convexo se tiene que —
«< P + (4- «*) Q £ K* . Si ahora definimos R = <x P +  (l-oc ) Q £ K**, 
por el lema 1.2.1. se tiene que
B^(R) = :^ 7^ + (i->) Qx
Para demostrar la segunda parte sea P £ K* , donde
désigna el conjunto de puntos extremos de K*, y supongamos que
P^ = (p) no fuese extreme de K* . Entonces existirlan
Q x , R x « K *  y (0,4) ton Qy-f R% taies que
4. (4 - 3) Ry
Por el lema 1.2.1. existirla un e< definido por 
«  ------ ^ . fo.M
donde Q , R 6 K*" son taies que %% 4Q) = Qx , (R) =
tal que P s m CL -t R con q, » lo cual implicarla queP
no séria punto extreme de K*. •
Como corolario de este teorema tenemos el siguiente re­
sultado
Corolario 1.2.2. El operador de Bayes B^ conmuta con la opera—  
cién de envoltura convexa, es decir,
8,, (co (K*)) = co I S* ( k*)) .
Demos tracién. Por ser k" c co ( ><*) se tiene que (co(<c*))
y como por el teorema anterior B* (co (<*)) es convexo, de
aqul que co ( ( k *^) ) c: B;, ( c o ( k  *) )
Reclprocamente sea £ B^(co(k*)) . Entonces existird 
un P £ Co ( k") tal que l^) • Por ser P  « co( k"),
existirdn P %  . . . , P ” £ k* y otj ? o , i = con ^  o<- = 4
taies que p  _ ^  p '
4 = 4 *
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Por el lema 1.2.1.
f, z ( p )  = i  p /
donde 6 ( k , luego Px £ ( B* ( k.*^ ) ) , De las
dos incluslones se sigue el corolario.
El teorema que sigue establece que, bajo restriccionos 
muy suaves en la funcién de verosimilitud f (x/9 ), es un ope 
rador continue de ( XI*, w) en si mismo.
Hipétesis 1.2.1. La verosimilitud f (ac/9 ) os una funcién conti­
nua y acotada de 9 .
Definicién 1.2.6. Al conjunto de puntos del espacio paramétrico 
donde la verosimilitud es estrictamente positiva lo representar^e 
mes por Xl^ = ; f(*/q)>0  ^ y a la clausura de este con
Junto lo denomlnaremos soporte de la funcién de verosimilitud. 
a saber,
Teorema 1.2.8. Si f (x/^ ) satisface las hipétesis 1.2.1., en—
tonces B^ es un operador continue de ( XT*, w) en si mismo.
Demos tracién. Si {Poi, ) P  hay que probar que ( P * * ) (P)
é simplemente que  ^ Px » donde = Bx ( y Py = (P).
Esto es equivalents a probar que para toda g- £ CA (XL ) se tie, 
ne que
[g-
Por el teorema de Bayes se tiene que
y por lo tanto todo se reduce a probar que
r _ _  f j u î i f ^ Z î l ^ p
J H»/P-) J -fixi?)
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lo cual es consecuencia de las siguientes desigualdades;
I f f rc»fl>/rl rfp I .
« j 4(x/p-) J 4fr/p) I
= I f Mîllt/îïctp + f
•J J 4(x/f*) j 4(x/?*) j '
4 — i 4 r ( > / p ) n
-f(x/p) f/x/P"*) ^
El primer miembro de la desigualdad tiende hacia cero - 
por ser la funcién g’f'P)-f(x/9) continua y acotada por la ii
pétesis de que P , mientras que el segundo miembro
también tiende hacia cero por ser acotado y ?or
ser -((x/P**) — » ya que
 ^ U(%/<9)dP* y  -f(x/p) = |f(x/9)dP 
Ja A
y por ser continua y P , résulta que
1 -Ç(x/P*) - — » O
Corolario 1.2.3. Bajo las hipétesis 1.2.1. el operador de Bayes 
conmuta con la operacién de clausura débil para la clase de los 
conjuntos de iT* que sean relativement e compactes, es decir, - 
si K* es relativamente compacto, entonces ( K " ) -= By ( k*)
Demos tracién. Por ser B^ continua siempre se tiene que By ( K*)c 
C. B x ( k “) . Por otro lado, de ser K* c k.* se tiene que —
Bx (k") c Bx ( k** ) y como k." es compacto y continua
g, X ( iZ") es compacto y por lo tanto cerrado; luego de la ultima 
inclusién se tiene que By ( k") C. By (k^) , y por lo tar.to
Sx(i^) = Bx(k*)
Corolario 1.2.4. El operador de Bayes, bajo las hipétesis 1.2.1.,
31.
transforma conjuntos relativamente compactes en conjuntos rela­
tivamente compactes.
Demostracién. Si K* es relativamente compacto, (k") también 
lo os, pues por el corolario anterior By (K a Bx ( k " ) y
como k* es compacto y By es continua By ( k* ) es com­
pacte.
Teorema 1.2.9. Si f c u m p l e  las hipétesis 1.2.1. y si fZy 
es el soporte de la verosimilitud, entonces
sop (Bx) = iop (P) n  -^x
Demostracién.
a) «op (P*) C Sop ( e )  O  .n.x
Sea 9g £ sop (Tx) . Entonces e Sop (?) pues caso - 
contrario existiria un abierto de 9g , £('9^) tal que —
è(9o) n Sop (P) - jZ) y esto implicaria que ?(£(9o))= O y co 
mo se tendria que , que contradice -
el que 9g £ Sof» (^xj . Ademés %, 6 pues caso contrario,
existiré un abierto de 9g , 7/(96^ tal que para todo 9 £ U(^c)^
^(x/f) T O y esto, a su vez implicaria, por la férmula de - 
Bayes (2.1 ) que (U(B»)) - 0 •
b) Reclprocamente, 5o p ( P) DSi-x ^  ,
Sea é sop» ( P ) 0 ^ x  , y supongamos que 9^ ^sop(lî),
Entonces existiria un abierto 0(9o) conteniendo a 9g tal que 
7^ (0(9o)) = 0  . Ahora por la férmula (2.1.) se tendria que
y como 0(9,) 0 il* es un abierto, (por ser il y - i 9 ^ f (x/S) > O  ^
y 4’(x/9) continua), no vacio que contiene a 9^ y por ser
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P(0('9i) fySln)>0 se tendria que O  para todo —
9  6 0 n ily y esto implicaria que %  ^  Jly , contradic-
ci6n que derauestra el teorema.
Corolario 1.2.5. Si es continua, acotada y su soporte
es todo el espacio paramétrico, es decir JTjj = , entonces
S e p  ( P x )  = i o p  ( P )  .
Como consecuencia del teorema anterior también ae tiene 
que el operador de Bayes transforma distribuciones con soporte 
finite en distribuciones con soporte finite. La demostracién qis 
ofrecemos no se basa en dicho teorema sino en una aplicacién sen 
cilia del lema 1 .2 .1 .
Teorema 1.2.10. By (P*)c F *  . Ademàs si il* = ^  » entonces 
restringida a F* es biyectiva.
Demostracién. La primera parte del teorema no utilize en absolu­
te la hipétesis de que f(x/f) sea acotada ni continua, y es par 
tanto més general que la que se deduciré del teorema 1.2.9* Sea 
pues p£ F* . Por definicién de F" se tiene que
P - £  ton %  .
Por el lema 1.2.1. séria
^  ^  «<7 ^9^
donde (x) r - " 7» que 7y (<^ 9  ^ ) =•
como se deduce obviamente de la férmula (2 .1  ) de donde fy £ F* y
ademés Sop (Px) - iop ( P) H fly
Si ademés -T2.> - SI entonces 4 (^/ 9^ ) > O para todo
9 |; é S2, con lo cual de las férmulas
(x) r 2 , h.
pueden despe jarse las o<^. en funcién de las (x ) y éstas, las ,
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serian linicas con lo cual By aeria auprayectlva e inyectlva.
Como consecuencia de este teorema, se tiene el siguien­
te que pone de manifiestu el que la incertidumbre total no pue­
de reducirse por el muestreo siempre que el soporte de la vero­
similitud sea todo el espacio paramétrico, y ademés este sea —  
compacto.
Teorema 1.2.11. Si 1% es compacte, entonces es sobreyecti- 
va, es decir. By (H*) = XI*’ , siempre que la verosimilitud - 
sea continua, acotada y estrictamente positiva en SI .
Demostracién 1. Como -Q. es compacto, es bien sabido que XlT 
es compacto en la topologia débil. Por el teorema 1.2 .3 . se tie, 
ne que F" = -fl* y por lo tanto F* es relativamente compacto* 
si abora aplicamos el corolario 1 .2 .3 ., se tiene que
By (n“) r By ( px ) : By(F") = F* =
donde la penultima igualdad es cierta por la segunda parte del - 
teorema 1 .2 .1 0 . por ser 3^ restringida a j" suprayectiva.
La segunda demostracién utiliza bésicamente las mismas - 
ideas teniendo unicamente en cuenta que XL , considerado co­
mo subconjunto de -Q.* es precisamente el conjunto de los pun­
tos extremos de -Q.*
Demostracién 2. Por el teorema de Krein—Milman se tiene que —
- Co (-fl ) . Por otro lado, por ser SLj, sSZ se tiene del te£
tema de Bayes (2.1 ) que 6 y (XL) - . De los corolarios 1.2.2.
y 1.2.4. se tiene que
By (SI*) = By (co (SI)) = cZ ( & X  cT (-a) X -Q*
Por dltimo como consecuencia inmediata del corolario L2.3.
se tiene el siguiente
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Corolario 1.2.6. Si la funcién de verosimilitud cumple las hipé 
tesis 1 .2 .1 . y si -Cly? _CT , entonces 8y (H" *) C XI* *
Ademés si XI es compacto, entonces By - XI
A continuacién vamos a discutir brevemente la interpre- 
tacién e importancia de los resultados anteriores referentes al 
operador de Bayes y al soporte de las distribuciones a priori y 
a posteriori en relacién con la incorporacién de un experimento 
de dimensién fija al modelo de decisién en incertldumbre parcial.
Sea, pues (XT, D  ^  R ; K* ) un problema de decisién - 
con Informacién parcial, donde XL  es un espacio métrico sepa 
rable, D un conjunto arbitrario de decisiones y R (9, c*) , -
la funcién de riesgo que supondremos continua en 9  g X T  , para 
todo d £ D y K* es un subconjunto no vacio de XT*
Por £ = ^  ) designamos un experimento de dimen
sién fija, donde %  es el espacio muestral, que generalmente 
séria un subconjunto medible de IR" , la <f-élgebra de bo-
relianos de %  y. Rj j 9 € XT ^ una familia de distribu
clones de probabilidad que supondremos esté dominada por una me 
dida c-finita y(x) , y las densidades respecte de esta medi­
da las representaremos por
Si seguimos un procedimiento anélogo al anélisis en for 
ma extensiva de los problemas a priori, dada por K *, se trans—  
formauré, si el resultado del experimento es x, en la incertidum 
bre a posteriori % By ( k.* ) que denomlnaremos el tras*
formado de K*por el muestreo. Entonces el modelo o problema ori­
ginal se transforma en el siguiente (XL,D^Rj k * ) y la solu-
cién de este problema seré, como en el problema original, el —  
conjunto de los elementos maximales de 0 , respecte del preér- 
den generado por , es decir,
<4 d' si y solo si R ( - R ( R%, ^ )
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para todo Py « k* , donde R(P,d) représenta riesgo de Bayes de
la decisién dé t> respecte de la distribucién a priori B ,
a saber r
R(P,^) = Rl%d) P(d9)
(n.
En el capltulo 1. vimos como las operaciones de envol­
tura convexa y de clausura debil no alteraban el preorden par 
dial siempre que la funcién de ri.-sgo R(9,d) fuese con­
tinua en 9  y acotada para toda dé D . E l  corolario 1.2.2, 
muestra que -6 in necesidad de anadir hipétesis alguna sobre 
la funcién de verosimilitud- el operador Bayes conmuta con la 
operacién de envoltura convexa, lo cual concuerda con nuestro 
**anélisis en forma extensiva del modelo de decisién con in- 
certidumbre parcial", ya que tanto K %  como By (to(k* ))generan 
el mismo preorden parcial. Sin embargo el corolario 1.2.3. im 
plica que la operacién de clausura débil conmuta con el opera 
dor Bayes, en principio, cuando la informacién parcial k* vie 
ne dada por un conjunto relativamente compacto y esto supo - 
niendo que la funcién de verosimilitud cumpliese las hipéte­
sis 1.2.1.. En general, solo se tendré, por la continuidad del 
operador Bayes, que Bx (K") y que By (k") serfa adh£
rente a By(v<.*^ ) , y por lo tanto generarfan el mismo preor -
den.
Esta observacién muestra que el operador de Bayes no 
transforma, en general, c err ad os en cerrados como serfa de de^  
sear (comparese con el desarrollo axiomético de Girén y Rios 
(1 9 8 ) con el que la incertldumbre a posteriori dado un suceso 
A no nulo, viene también representada por un conjunto cerrado 
de distribuciones de probabilidad pero finitam^nte aditivas). 
Sin embargo si K* es cerrado -sea 0 no compacto- entonces los 
conjuntos By(K") y 8* ( k") gene ran el mismo preorden a poste­
riori.
Por otra parte las distribuciones del conjunto By(k'’)\By(k*) 
no pueden obten.rse aplieando la formula de Bayes, de ningu-
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na distribucién de probabilidad a priori propia, aunque se- 
rian limites débiles de distribuciones a posteriori. Estas 
ideas podrian servir de fundamento teérico al tema, de im - 
portancia en estadfstica bayesiana, de las dis + ribucicnes a 
priori de ref-rencia o no informât!vas impropias (vease p.e. 
los trabajos de Jaynes, en especial, Jaynes (198O)),
En relacién con la llamada ley de Cromwell, ya expuesta 
en la interpretacién del teorema 1.2.4., merece la pena seSa-ei 
lar que si se cumple que aop( P )= X% para todo Pe k* , en­
tonces siempre es aplicable la férmula de Bayes (2.1) ya que 
la informacién a priori y la informacién muestral son compa­
tibles, y ademas, por el teorema 1.2.9., siempre se tiene que 
sop(P)= Xîy para todo Pe k* , y caso de que XTy = -fl como 
ocurre, p.e., en el caso de muestras de la familia exponencial 
se tiene que el operador Bayes conserva el soporte de la dis­
tribue ién a priori lo cual es importante a la hora de saber 
si una decisién es admisible mediante la aplicacién del teo— 
rema de Blyth (1951).
Por ditimo,seHalar que el tratamiento del modelo a pos­
teriori ( XI , D ; R , «• ) es exactamente anélogo al del mo­
delo a priori ( X l , D ; R , K * ) y  que no tratamos el proble­
ma de estudiar el comportamiento de K * a medida que la in­
formacién aumenta.
1.2 .3 . Modelos jerérquicos.
El considerar que la informacién a priori puede repre- 
sentarse en varias etapas mediante la introduce ién de los 11a- 
mados hiperparémetros ha sido considerada en la lit^ratura es- 
tadfstica en relacién con los métodos bayesianos y con los lia 
mados métodos empirico-bayes, en el tratamiento de problemas 
especfficos. El objetivo de este parégrafo es simplement^ el 
estudio teérico de estos modelos y su inc id-ne ia en los prob-
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le mas de decisién con informacién parcial,
Consideremos pues, el caso de un problema de decisién 
con informacién parcial (jQ, , D ; R , k* ) donde Si es un
espacio métrico separable y K* es un subconjunto de SI* que,
segén es bien sabido también es un espacio métrico (con la mé- 
trica de Prohorov) separable ( vease p.e. Parthasarathy (1967) 
Th. 6.2., p.43, Varadarajan (1961) o Billingsley (1968) Th.5., 
pp. 237-238)• A lo largo de todo este parégrafo también supon­
dremos que la funcién de riesgo R. (*9 »<( ) es continua y aco­
tada en para todo dé D , Si Pe K* el riesgo asociado a es­
ta distribucién a priori y a una funcién de decisién d e 2> 
viene dado, como de costumbre, por
R(P.d) = [ R(9.d) P(d9) (2.2)
n
La idea fundamental de aleatorizar en los problemas de 
decisién es simplemente convex if icar el espacio c orras pond ien- 
ta, en nuestro caso n  , mediante la introduce ién del conjun­
to fl* que es convexo y cerrado. Hemos visto en el primer capf 
tulo que las operaciones de envoltura convexa y de clausura 
respecte de la topologia debil no alteraban el preorden gene­
rado por la informacién parcial k* en el espacio de las deci­
siones. Asf, sin pérdida de generalidad supondremos que K* 
es un subconjunto convexo y cerrado de fX* ,
Si:ahora consideramos el problema de decisién en incer- 
tidumbre dado por Q =( K* , D , R, ), donde esta definida 
por (2,2) como un nuevo problema de decisién donde SI ha si­
do sustituido por k* , informacién parcial sobre los nuevos 
estados de la Naturaleza vendré dada por un subconjunto de il**, 
que también representaremos (véase al final del capltulo 3 ») 
por */l^ ( fl* , 73 (XI* )), donde fl** es el subconjunto de to­
das lEis medidas de probabilidad definidas sobre el espacio me­
dible ( XT* , TT ( XT* ) ) , donde ( XT* ) es la T -élgebra de 
Borel engendrada por los abiertos de fl* dotada de la métrica 
de Prohorov, , de fl" » Observes e que por los mis mos teo-
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remas anteriormente mencionados SiS* es también un espacio mé­
trico separable con métrica de Prohorov , es decir,en nues­
tro caso, las propiedades inicialas de IL , es decir, el ser 
métrico y separable se va heradando en las sucesivas etapas,
Analogaraente se definiré fl*** y asl sucesivamente, Por 
lo que a continuacién veremos es suficiente considerar las dos 
primeras etapas de este procèso. De hecho si hemos restringido 
la informacién parcial en la primera etapa al subconjunto k* 
de fl* , es suficiente en la segunda etapa considerar unica- 
menta subconjuntos de ( k* , 73 ( k* ) ), cuya signif icacién 
es obvia. En este caso ( k *  , Jb { k* )) serfa un espacio 
polaco si ademas imponemos a fl la hipétesis de ser complets, 
propiedad que también es hereditaria en las sucesivas etapas 
del modelo jerârquico. Si representamos por K* c ( k* ,J3(k*)) 
la informacién parcial de segundo orden, correspondiente a la 
segunda etapa del modelo jerérquico, tendremos el nuevo prob­
lema f^ = ( k " * , D , R  ) donde viene dada por
,^ ) = [l?i( P , ^ P ) (2.3)
para toda yu é k**,
Asf como la funcién ( P f d ) es una extensién de 
R  ( 9  , «d ) que es necesaria si -TL no es inicialmente conve­
xo, la funcién )» una extensién de R< ( P  , «< ),
pero que de hecho no es necesaria desde el punto de vista teéri 
Co pues la convexificacién de fl ya se ha conseguido en la pr^ 
mera etapa. Ssto nos conduce directamente al concepto de bari- 
centro de una distribucién
Definicién 1.2.6. Se denomina baricentro de la hiperdis- 
tribuciényuéfl"* a la medida de probabilidad e fl* definida 
por
a  J  B  )  =  f  P (  B  )  / . ( ^ P  )  ( 2 . 4 ;
para todo B é B ( f l ) ,
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y lo representaremos GL^  = bar (y* )
Es sabido que P ( B ) es una funcién medible de P pa­
ra todo B £ 73 (fl ) ( vease p.e. Jagers (197^) y final del ca­
pltulo tercero de esta memoria), con lo cual la definicién 
(2.4) tiene sentido,
Teorema 1.2.12. (de marginalizacién). Si K*" es un sub­
conjunto convexo y cerrado de fl* y s i k *  ,73 ( k* )) en­
tonces Q = bar (y* ) £ k *  y (/4 , «W ) = /?^( ^  , gf ) para 
toda (Web.
Demostracién. Demostremos en primer lugar la segunda par­
te del teorema que es independiente de la primera. En efacto, 
se tiene que
»i(Q,d}z j^ R(V.d) Û(d9), I^ CS.d) { ^
= [ I j Rf,,d) P(d9)\j.(dP)-.U, ( P,d)f.(dP) , Rj (/<.«<) ,
n.* -O. 7
donde el cambio de orden de integracién se sigue del teorema 
de Pubini si R  ( 9  , cW ) es medible x $D .
Para demostrar la primaÿa parte supongamos que K* ,
entonces los conjuntos Y K* ser fan convexos, cerrados y
ademas  ^Q, Y serfa compacto de donde se deduce que existe
una funcién continua y acotada é C A ( Q. ) y una constante
taies que
Tfo J Q  < Co 
Jn.
y \ dP > Ca
■SI
para todo F a  . Ahora bien ( j , W  ^ (-*)/<■«’)=
r  j ^ J  j  P. (91 P(cf9)\j/^(dP) >  (<*’’) z d .
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contradicci6n que demuestra el teorema. Observe se que el cam- 
bio de orden en la integral doble es Ifcito en virtud del teo­
rema de Pubini.
Este teorema pone de manifiesto que desde el punto de 
vista del problems de decision considerado al principio no es 
necesario en los modelos jer6rquioos mâs allâ de la primera eta 
pa pues si p.e., la informacidn paroial asociada a un problems 
de decisidn vie ne dada por la sucesidn /k:*, fi**  d on­
de ^ ^ t ^  )) bas ta aplicar el princi­
pio de marginalizacidn del teorema anterior e ir sustituyendo 
cada c on junto por el de sus baric entr os c orne nz and o por
Desde el punto de vista pr^ctico el problems anterior se 
ve reducido en el caso de que los subconjuntos de informacidn
parcial del modelo jerârquico / K / ,  , ^ fuesen
compactes, aplicando la t=orfa de los baricentros de Choquet 
segun la cual en la etapa i— isima unicamente habrla que con- 
siderar el conjunto ( k/g * » *)) donde ^
as el conjunto de los puntos extremes de .
En relacién con los modelos jerârquicos y el concepto de 
soporte de nna hiperdistribucidn, tiene interes el teorena si- 
guiente, que es una generalizacidn del teorema 1 .2 .2 .
Teorema 1.2.13. Si Q, es el baricentro de yU , enton­
ces se verifies que
sop ( ) = V  sop ( P )
P< Sof» (/•)
Demos tracidn. Si e sop ( yU ) ent onces sop ( E ) c  
sop (q) . E n  efecto, sea sop ( P, j, Esto implica que pa­
ra todo abierto è ( %) es P { t { % ) ) > 0 ,  Ent one es se tiene 
que » \
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donde 0 ( Pp ) es cualquier abierto que contiene a (% y por hi- 
p6t sis /^(0(Pc,))>0 , de donde se sigue que 
y por lo tanto sop ( Q ).
De aquf se deduce que U sop ( ? ) sop (Ci) y como 
sop ( 61 ) es cerrado se sigue que
V sop ( e ) c  sop ( Q, )
P*
Reciprocamente, si 9 6 sop (6L) y se tuviese que 
^  ^ U  sop (? ), existiria un entorno f (9) tal que
^ ( 9  ) 0  U  sop (P ) - ^  , y esto implicaria el que
P ( ( 9 )) = 0  para toda P 6 sop (y*) , y de aquf que
,  j  P(éo(*»))/* (dp) = j =0
Si'* '/*)
contradiccion que demu=stra el teorema.
Consideremos ahora, como la incorporacidn de un experi­
ment o *c - (96 , JS , ; 9  6 ) con  ^ P^ y 9 6 11 y domi-
nada por la medida d"-finita \f , siendo las densida-
des de respecto de v>, afecta a los modelos jer&rquicos.
Por lo que acabamos de ver, vamos a ccnsiderar unicamente dos 
e tapas, siendo extension&s de nues tr os resulted os a mas e tapas 
an^logas a las dadas. Como hemos supuesto en todo el capitulo, 
supondremos fijo el resulted o expérimental *
El modelo inicial ( n  > D , K , K* ) se transforma en si 
modelo a posteriori , D , p , donde = 6  ^( K." ) y
el 0 per ad or Sx queda caract-rizado por la vorosimilitud (^>*i9) 
a travds de la fdrmula (2 .1 ),
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Veamos que ocurre con el modelo jerdrquico de segundo 
orden f] = ( k** , D , ) tras la observacidn del resultado ex
perimental x e .
La primera cuestidn es extender la funcl6n de verosimi- 
litud de Jfl a de un modo coherente. Aquf proponemos la si 
guiente définieidn, que es una generalizacidn por mixturas de 
la considerada en inferencia cuando se cons ideran modèles con- 
taminados.
Définiei6n 1.2.7. Si ^ = es un ex­
periments y Ç(^ /^ ) es la funcidn de verosimilitud, se define la 
funci6n de verosimilitud generalizada y la reprèsontaremes por 
O^t/v) a la funcidn definida en Sp* por
4(x/p) = [^(x/9) (2.4)
Observes e que si satis face las hipdtesis 1.2.1.,
ent one es es tambien una funcidn acotada y continua
de P respecto de la topologia d^bil. Ademas si P =
ent one es -Ç (^ /S^ ) = 4 (^ *^9)
Si ahora consideramos la segunda etapa del modelo jerâr- 
quico = ( k** , D , Rg) , este se transforirar^ en =
= ( k** , D » p* ) donde k** se obtendrd de la f 6rmula de Bayeé 
aplicada ahora tomando como espacio paramëtrico Jî* y co­
mo nueva funcidn de verosimilitud 4 P) •
Segdn esto si la hiperd is tr ibuc idn f , la hi-
perdistribuci6n a posteriori yUj vendrd! dada por la fdrmula
 ^   (2.5)
«^/•(P) f ^ (VP)/« 6dP)
Si*
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Observese que el denominador de la fdrmula (2.5) se po- 
drfa escribir, extendiando de nuevo la funcidn de verosimili­
tud de S2* a Jl** por un procadimiento identic o, como
y asi suces ivamente en las divers as e tapas del modelo.
La pregunta que surge de forma natural es la siguiente: 
Por el teorema de marginalizacidn 1.2.12. podemos sustituir el 
modelo de la segunda etapa dado por K** por el modelo de la 
primera etapa representado por k* * bar ( k*"* ). Analogamsnte 
podrfamos hacer con , sustituyendolo por bar ( ^ Es
K T =  bar ( k ^ )  ?
Otra pregunta mas concreta en el mismo sentido serfa la 
siguiente: ^ Si el baricentro de la hiperdis tribuc i6n a priori 
yU es Q, , es el baricentro de la hiperdis tr ibuc i6n a pos­
teriori , dada por (2.5), Bj,( ) ?
La respuesta a ambas preguntas es negativa. No obstante 
existe una relacidn sencilla entre 8j,( Cl ) y dada por el 
teorema siguiente que junto çon (2.5) puede consiôerarse como 
una generalizaci6n del teorema de Bayes. Observese tambien que 
si la respuesta a la segunda pregunta fuese afirmativa, tam­
bien lo séria a la primera, ffacemos notar por dltimo, que este 
teorema es una generalizaci6n del lema 1.2.1..
Teorema 1.2.14. Si Q, es el baricentro de la hiperdis- 
tribucidn a priori yu , es decir Q, = bar ( yU ) , y /^x es la 
hipordistribucidn a posteriori de yu , dada por (2.5), enton­
ces
Bx ( a  ) T
ÏL’
Demostracidn.Sea = B.( Q, ). Por el teorema de Bayes
(2 .1 ) te nemos que para todo Bé ^
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J ^ . ( P(d<B)jüi(dP) j^ P, ( 6) 4(^/ P) /. M P )
- f W Q )  ~ ToTcT)
4(x/yu) : : ^ / ( x / p ) y u  M P )  ( ^ f ( v e )  F(a9))jA Id P) ^
- I P(dV) u (ctP) r ffW9) <3 ('Wpj r f/>/a)
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sustituyendo arriba y teniendo en cuenta (2.5), résulta final* 
mente que
Q x ( B ) %  fp^ ( B ) u ^ ( d p )  . f  B x ( e )  ( s )  Uj, ( d P)  .
V  "A" /
Para obtener de este teorema el lema 1.2.1., basta to—
mar /4 tal que sop ( /« ) =  ^P"*,..... , con yU ( ■( P'’|r) =
= or- y p =  bar (y» ), ya que la fdrmula (2.5) para este ca 
so se reducirfa a
otra generalizacidn importante, desde el punto de vis­
ta de las aplicaciones, es el caso en que
k*" =  ^ P  ( ' » ^ ) ;
donde V es un pardmetro que generalmente varia en un subcon 
junto de Borel de un espacio euclideo de dimension finita. Sn 
este caso una hiperdistribucidn a priori que dard caiacterizada 
por una distribucidn sobre P , H  ( P ) , en cuj'^ o caso la for­
mula (2.5) adoptard la exprèsi6n
glH, ( g) ^ . 4(x/y)
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donde ( f ) es la hiperdistribucidn a posteriori del pard- 
metro 4 y
/ f 6 ^ / 9 )  P ( d 9 ;  <r)
SI
La distribucidn a posteriori de la mixtura
QM?; = r) d H (f)
séria
A s  M 9 ,  i ) d H . O )
donde las (<^9 j T ) se calculan aplicando la formula dé Ba­
yes (2.1).
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SEGUNDA PARTE.-
S-JUEGOS GENERALIZADOS CON INFORMACION PARCIAL.
Introduccl<Sn y ob.ietivos de esta segunda parte.
En esta parte tratanos los problemss relatives a la exis 
tends de soluciones cuasi-bayesianas y su relacidn con los con 
ceptos de admlsibilldad y completitud a que dan lugar los predr 
denes parciales asociados al concepto de informacidn parcial tal 
como se ha considerado en la primers parte.
La informacidn parcial ha side caracterizada aziomdtica 
mente por Girdn y Rios (19 8I). Sin embargo para los propdsitos 
de esta parte es mejor considérer la informacidn parcial, bien 
en tdrminos de subconjuntos de medidas de probabilidad sobre el 
espacio paramdtrico o bien en tdrminos de predrdenes parciales 
en el espacio de las fund ones de decisidn que, a su vez, quedan 
caracterizados por conos convexos y cerrados en el espacio de - 
las funciones de riesgo asociado al problema de decisidn con in 
certidumbre parcial.
Ya se seHald en la primera parte que si el espacio para 
mdtrico es demasiado general las dos formas de abordar los pro­
blèmes de decisidn con informacidn parcial que acabamos de expo 
ner, no son équivalentes, es decir, pueden existir en el espacio 
de las funciones de riesgo predrdenes parciales dados por conos 
convexos y cerrados que no quedan caracterizados por subconjun­
tos de medidas de probabilidad <T -aditivas, y por lo tanto no 
corresponderlan a problemas de decisidn con informacidn parcial.
Nuestra teoria se podrla extender al caso de que las pro 
babilidades a priori consideradas fuesen finitamente aditivas - 
siguiendo la linea de Heath and Sudderth (1972, 1978) y Sudderth 
(19 8 0). Aunque recientemente esta linea estd tomando un cierto 
desarrollo, hemos preferido, al igual que en la primera parte,
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desarrollar la teoria basada en probabilidades r-aditlvas. T 
ea por esta razdn por la que en esta parte nos restringimos a - 
los S-juegos. En Girdn (1975» 1977) se dan razones por las que 
los S-juegos generalizados son el vebiculo ideal para tratar - 
una gran clase de problemas de decisidn. Ademds las hipdtesis - 
sobre los S-juegos no pueden ser relajadas (en particular la com 
pacidad del espacio paramdtrico o la continuidad de la funcidn 
de riesgo) si queremos que los teoremas del capitulo 3 . sean vd 
lidos.
La explicacidn profunda del por qud estoa resultados no 
pueden ser mejorados estriba en el hecho de que los espacios —  
C (il ) y C (il ) , dotado date ultimo de la topologia ddbil - 
estdn en dualidad, y de que ademds, C ( 0.) es isomdtricamente - 
isomorfo al espacio de las medidas finitas, regulares y signadas 
sobre (ü , %  ).
Una contribucidn importante de esta parte es el estudio
de la polaridad estricta basada en un teorema de Elee (l955) Y
que permite investigar la estructura de los problemas de deci—  
sidn con incertidumbre parcial, en relacidn con el concepto de 
soporte de una distribucidn. Para establecer estos resultados - 
son tambidn fundamentales ciertos resultados de la teoria de los 
baricentros de Choquet (i9 6 0), (vdase tambidn Choquet y Meyer, 
19 6 3), que como vimos en la primera parte sirve de soporte ted- 
rico para la construccidn de los modelos jerdrquicos.
Como se ha visto en la primera parte, la incorporacidn
de la informacidn mediante la régla de Bayes nos trasforma un -
problema de decisidn con incertidumbre parcial en otro andlogo, 
donde ahora la incertidumbre parcial queda caracterizada por el 
conjunto de distribuciones a posteriori que présenta las mismas 
caracteristicas que el conjunto de distribuciones a priori, de 
modo que los resultados de esta parte son independientes de si 
el problema de decisidn con incertidumbre parcial es con o siii 
experimentaci dn.
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CAPrruLo’ 3.
DEFINICIONES Y CONCEPTOS FONDAMENTALES.
Sea , D ; R ) un problema de decisidn en el que es 
un espacio mdtrico compacto y R (9 , d) una funcidn continua - 
de 9 para todo d d D. Si consideramos la aplicacidn:
f: D — >  C (n)
definida por y (d) = R ( 9  » d), la imagen de D por J* es un - 
subconjunto S de C (il ).
Al par ( , S ) se le denomina representacidn candnica
del problema (il, D; R) o simplemente el S-juego asociado.
Segiin esto un problema de decisidn con incertidumbre par 
cial, serd, a partir de ahora, una tema (_fl , S; K*), donde K'* 
es un subconjunto de SI* .
XI* es como en la primera parte, el conjunto de todas —  
las medidas de probabilidad T-aditivas y regulares definidas 
sobre el espacio ( il, 7) ) .
K* engendra en C (il) -y por tanto en S- una relacidn - 
de predrden parcial dada por
f ^  g si y solo si jr d P $■ Jg d P para todo P tf K
Es fdcil comprobar que la estructura de predrden sobre 
C (il ) asi definida es compatible con la estructura de espacio 
vectorial, es decir, satisface los dos axiomas siguientes (vda­
se p.e. Bourbaki, (1966), p. 52").
EOl. f ^  g implica f -f h g -f- h cualquiera que
K* k ’'
sea h 6 C (il- ) .
49.
E02. Si f ^  0 entonces Af 0 para todo 0
K* K
Con lo cual C ) se convierte en un espacio vectorial preor-
denado y se tiene (vdase Bourbaki, (l966>l prop. 13).
Teorema 2.3.1. El conjunto de elementos K taies que son prefer! 
dos o indiferentes a 0, es decir,
K -  ^ f € C (ü); t ^  0 \ (3.1 )
forman un cono convexo con vdrtice en el origen.
Reciprocamente si K es un cono convexo con vdrtice en -
el origen la relacidn
f ^  g si y solo si f - g 6 K
K
es una relacidn de predrden en C (il ) y es la dnica que es com­
patible con la estructura de espacio vectorial para la cual K 
sea el conjunto de los elementos preferidos o indiferentes a 0.
Asi pues a cada K* le corresponde un unico cono convexo 
K tal que
si f ^  g, entonces f - g 6 K
Una cuestidn interesante es saber cuando el predrden ge^  
nerado por es orden. Esto en tdrminos del K asociado a K* -
es fdcil de saber. Md.s adelante, cuando demostremos que K a su 
vez caracteriza a K* (de modo dnico si K* se supone convexo y
compacto en la topologia ddbil, como se demuestra en el teorema
2.3.8.), daremos una caracterizacidn de los drdenes en tdrminos 
de K* .
Definicidn 2.3.1. Si K es un cono convexo y con vdrtice en el - 
origen, de denomina espacio de linealidad de K, y lo représenta 
remos por L (k ), a la mdxima variedad lineal contenida en K.
50.
Se demuestra (vdase Bourbaki,(1966X pdg. 5 0), que 
L (k) s K D ( - K ) ,  y que L (k) représenta todos los puntos de - 
C (il ) indiferentes a 0 respecto del predrden dado por (3.1 ).
Definicidn 2.3.2. Un cono convexo K de C ( ü ) se dice que es - 
puntiagudo si K H (- K) = { 0 .
Teorema 2.3.2. Una condicidn necesaria y suficiente para que la
relacidn ^  sea un orden parcial es que K definido por (3 .1 .) 
K*
sea puntiagudo.
Demostracidn» Trivial.
Siguiendo nuestra investigacidn de las propiedades del 
cono K vamos a ver que la topologia de C (ü ) es compatible con 
la estxnictura de espacio vectorial ordenado.
Teorema 2.3.3. K es cerrado respecto de la topologia usual de - 
C (iT- ) dada por la norma
Il f II = sup I f (9)1
Demostracidn. Si la sucesidn f^ 6 K , n = 1, 2, ... es tal que - 
|f^^ > f se tiene que j"f^dP<^ 0 para todo n y para todo -
P c K**. Como f^ estd acotada, por el teorema de la dominancia - 
acotada, se deduce que:
j f d P  = / D m  f d P » l f m  ff d P i O  J / n n n j n
y por lo tanto f e K.
Otra demostracidn mds interesante y que arroja mds luz 
sobre la relacidn entre K y K* se basa en el hecho de que
K = n  H ”
P6 K"
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donde H  ^  = j f 6 C (il); JfdP ^ o| son semlespaclos cerrados, 
con 16 cual K es cerrado y ademds por ser Interseccldn de semies^
paclos que pasan por el origen es un cono convexo.
La dltima propiedad interesante de los conos K défini—  
dos por (3.1 ) refie ja el que K
Definicidn 2.3.3. Se denomina el ortante fundamental de C (-0. ), 
y lo representaremos por al conjunto definido por
» j  f é C (SI ) ; f ( 9 ) -6 0 para todo 9  6 il. | .
Teorema 2.3.4. Si f 6 y P c  -SÜ* siempre se tiene que —
I fdP^ 0 y por lo tanto f ^  0 cualquiera que sea XI*.
■' K
Mds adelante veremos que este teorema es una consecuen- 
cia trivial de la dualidad entre K y K*.
Sefialamos por ultimo que la restriccidn de que K*’c  XT.
implica que el predrden ^  definido en C (il ) es no trivial,
que corresponderla al caso de que todos los elementos de C (XI)
fuesen indiferentes, o, lo que es equivalents K = C (il). Este
px-eoruen ^
patible con el axioma de dominancia fuerte.
resultado se puede expresar diciendo que el redrd es corn
Teorema 2.3.5. Si f ( 9 ) > g ( 9 )  para todo 9 é XI. , y K estd de­
finido por (3.1 )» entonces f ^  g.
Demostracidn.Trivial.
Si denominamos ^  la clase de todos los conos con vdrt^ 
ce en el origen, convexos, cerrados, que contienen a y no son 
todo el espacio C (i% ) hemos visto que podemos establecer una - 
aplicacidn de ^  (ilT) en ^  definida por
If : K** ---* K
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donde K = j f € C (XI); JtdP ^  0 para todo Pc K*  ^
y tal que f g si y solo si f-g € K .
Nuestro propdsito ahora es estudiar las propiedades de 
esta aplicacidn. La idea bdsica es que la aplicacidn no es inyec 
tiva como vamos a ver a continuacidn, pero -y este es une de los 
resultados fundament ales del capitulo- si a K* le exigimos el - 
que sea convexo y cerrado en la topologia ddbil la aplicacidn - 
anteriormente definida es biunivoca con lo cual tendremos cara^ 
terizada la clase de los predrdenes parciales asociada a los —  
problemas de decisidn en tdrminos de la calse de conos de -
C (SI) , mds manejable a la hora de tratar los problemas de admi 
sibilidad y completitud.
Antes de proseguir con este tema merece la pena seflalar 
que la clase p  queda univocamente caracterizada en tdrminos - 
de axiomas de racionalidad (vdase el Teorema 3.1. de Girdn y —  
Rios, 1981).
La clase de los drdenes queda ademds caracterizada en - 
tdrminos de los conos puntiagudos de ^  como afirma el teorema 
2.3.2. y los predrdenes completes, que corresponderian al caso 
de que K* = ^  P ^  , quedan caracterizados por los semiespacios
de ^ .
Teorema 2.3.6. Una condicidn suficiente para que ^  sea un pre 
drden corapleto es que K*= { P^ d, equivalentemente, que Ké )• 
sea un semiespacio.
Demostracidn. Trivial. (Mds adelante en el teorema 2.3.10. se - 
establece que esta condicidn es tambidn necesaria, basdndonos - 
en resultados de Girdn, fl977)).
A continuacidn y como predmbulo al teorema 2.3.8. vamos 
a ver como las operaciones de convexificacidn y de clausura (res. 
pecto de la topologia ddbil) de K* dejan invariante el predrden.
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Teorema 2.3.7. Si K**c , co (K*) y K* generan en C (XI ) el - 
mismo predrden, es decir,
^ K * )  = Y(co (K")) = Y(K') = K
donde K = | f € C (XI ) ; JfdP 6 0 para todo P € K*  ^.
Demostracidn. Como K *lc co (K**) , claramente si f on­
ces f ^ g .  Reciprocamente, si f ^  g se tiene que JfdPÿf  gdP
para todo P 6 K*. Sea co (K**), es decir, Q = ^  x . P. con 
n ^ 1=1
0, 2_ (X j = 1, P d K . D e  aqul se tiene que
i=l
X I  o< i r i  ^  1 /  «<^1 * o
i=l ^ J ^ i=l ^ ^
jfd (ET oC ^  P^) ^  gd(2Z o( P^) y de aqul que JfdQ ^ JgdQ
cualquiera que sea Q é co (k "*).
Como K*<r K’* taimbidn se tiene que si f ^  g entonces
f g. Reciprocamente, sea f ^  g y sea Q 6 K’*' . Entonces exis,
I I w  »te una red | P* 7 — --P Q con 6 K . Para los Fkt se tiene que
j fdl^d J gdl^ y por la convergencia ddbil que JfdQ^JgdQ, es
decir, f g» g.
Como consecuencia inmediata de este teorema se tiene el 
siguiente
Corolario 2.3.1. y co (K*) generan el mismo predrden en —
C (XI), es decir,
f(K^) = Y ( «  (K*))
Como caso particular de este corolario se tiene que, si 
se toma K*= XI , entonces por el teorema 1.2.3., co (XI) = Xï*, 
con lo cual se tendrla que
'f (A) . ï(Jl') = K
54.
como es fdcil de comprobar. Dlcho en palabras, el orden natural 
de C (XI) , dado por , vlene engendrado por XI ,
La Idea bdslca del teorema 2.3.8. es establecer una co- 
rrespondencla biunivoca entre los subconjuntos de XI* y los co­
nos de la clase jo . A la vista del corolario 2.3.1. parece que 
nos deberlamos restringir a la clase de los subconjuntos de X)/* 
convexos j cerrados. Esta idea es fecunda y permite encontrar - 
la equiValencia buscada. Dicho de forma imprecisa: que la infor 
macidn parcial dada por K* y K'® es la misma siempre que co(K*)= 
= co(K'*) y que dos informaciones parciales representadas por - 
conjuntos convexos y cerrados, son iddnticas si y sdlo si, estos 
conjuntos son iguales.
A la clase de todos los subconjuntos convexos y cerra—  
dos de XI* la representaremos por p* .
La demostracidn del teorema 2.3.8. se podrla simplicar 
caso de que el espacio C (XI) fuese reflexivo, pero, como es —  
bien sabido, a no ser que C (XI) sea finito-dimensional C (XI) 
no es reflexivo. Esta dificultad se puede superar considerando 
en C*(XI), precisamente la topologia ddbil* y mediante la si—  
guiente definicidn que enlaza con la (3.1 ).
Aunque la siguiente definicidn se da para cualquier sub 
conjunto de C*(XI) nuestro interds se va a centrar dnicamente - 
en los subconjuntos de H* (que se puede considerar como un sub 
conjunto de la esfera unidad de C*(XI) ) .
Definicidn 2.3.4. Se llama polar restringido de un subconjunto 
K* de C*(jm) al conjunto
pr (K*) = K = f e C(XI); x"(f) ^  0 para todo x" d K" )• (3.2 )
Obsdrvese que si K**c XI* , entonces esta definicidn, jun­
to con el teorema de representacidn de Riesz, coincide con la -
(3.1 ).
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Es trivial comprobar que S es un cono convexo y cerrado 
de C (XI), y, por los teoremas 2.3.1. a 2.3.5*, si K*c XI* enton 
ces el cono K definido por (3.2.) pertenece a )^  .
Definicidn 2.3.5. Se denomina polar de un subconjunto A de C (XI) 
al conjunto
p (a ) = A* «  ^x*€ C* (XI ) ; x" (f ) é 0 para todo f e Aj^  (3.3)
El conjunto A* es un -cono convexo y cerrado, (respecto 
de la topologia ddbil * de C*(Xl)).
De hecbo para nuestras aplicaciones, vamos a considerar 
la interseccidn de A* con la esfera unidad de C*(X1), esto es - 
el conjunto de los x* & C* (il ) taies que II x*ll = 1, y por lo - 
tanto a partir de ahora A* serd el subconjunto de la esfera undL 
dad definido por (3.3)i
De las definiciones dadas se deduce inmediatamente el - 
siguiente
Lema 2.3.1. Si A c  B entonces p (A) ^  p (b ). Si K*** ent on
ces pr (k*) 3  pr (K'*). Ademds
pr ^ p (A)J S> A y p [pr (K^^o
Demostracidn. Trivial.
Lema 2.3.2. Sean K* y dos subconjuntos convexos, compactos y 
dis juntos de XI* . Entonces existe una funcidn continua f ^ 6 C (XI ) 
tal que
l^ f^  dp > 0 para todo P 6 K*
Jf^ dQ < 0 para todo Q €
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Demostracidn. Sean C (K*) y C (K*) los conos con vdrtice en 
el origen engendrados por K* y K* respectivamente. Estos conos 
son cerrados y localraente compactos (vdase p.e. Bourbeüci, (l96éji 
prop. 3, pag. 1 1 3) de C*(X1) con la topologia ddbil # . Enton
ces aplicando primero el teorema (2 .5 ) de Klee (l955) y poste—  
riormente el teorema (3.14) de Rudin (l979) se tiene el résulta 
do deseado, ya que Xl* no contiene al origen.
Teorema 2.3.8. Si K* es un subconjunto convexo y cerrado de la 
esfera unidad de C*(Xl), entonces P £pr (K*)J = K . Andlogamen 
te, si A es un cono convexo y cerrado de C (XI), entonces - —
pr [^ p (a )J = A.
Demostracidn. A la vista del lema basta demostrar que en las con 
diciones del teorema se verifican
a) P [pr (K*^C K* y b) pr j^ p (A)J C  A
Las dos demostraciones son andlogas pero las damos com­
plétas.
a) Sea x*ép j^ pr (K*)J y supongamos que x* 4 K*. Entonces - 
los subconjuntos y K* son convexos y cerrados en la
topologia ddbil <* y ademds Y compacto. Existe por
lo tanto un funcional lineal continue que los sépara, es de­
cir existe una funcidn continua g^ 6 C (XI) y una constan 
te G, que se puede tomar C » 0 por el lema 2.3*2., taies que
x^ (g^) > 0 > x*(g^) para todo x**<j K^
De aqui se deduce que g^ 6 pr (K”) , y, como por otro la^
xj* 6 p ^pr (K*)J se tendria que xj (g^) ^  0, contradi£
cidn que prueba la parte a).
b) Sea f^ 6 pr £p (a )J y supongamos que f^ ^  A. Entonces los - 
conos l^f^; ^ ^  0 ^  y A son conos convexos cerrados taies
do
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que j ^  n  A « y j ^  ea localmente compacte.
Por un teorema de Klee (l955) existe un funcional lineal con 
tinuo Y* tal que (f) ^ 0 para todo t ê k e y* (f^)> 0.
De la primera desigualdad se tiene que g p (A) y como -
f^ 6 pr ^p (A)J se tendria entonces que y* (f^) ^  0, con-
tradiccién que demuestra la parte b).
Corolario 2.3.2. La aplicacidn %  •■>  )» es biunivoca y
es tal que » pr (K*) y (k ) = p (K) .
Tenemos asi caracterizada la clase de los problemas de 
decisidn con incertidumbre parcial en tdrminos de la clase .
La subclase de los predrdenes completes queda caracterizada en 
por todos los subconjuntos formados por un solo elemento y
en tdrminos de por los semiespacios. Por dltimo, la clase -
de los drdenes queda caracterizada en por los conos puntia­
gudos , mientras que su caracterizacidn en tdrminos de la clase 
requiere la introduccidn de nuevos conceptos.
Definicidn 2.3.6. Un subconjunto C * de se dice que es to­
tal o complete si de ser J^fdP = 0 para todo P é C* se deduce
que f B 0 siempre que f £ C (XI).
El nombre de subconjunto total estd tornade del andlisis 
funcional, mientras que la idea de completitud de C* es andloga 
a la de estadistico complete para una cierta familia de distri­
buciones.
Teorema 2.3.9. Una condicidn necesaria y suficiente para que el 
predrden engendrado por K* sea orden es que S ’* sea complete.
Demostracidn. Por el teorema 2.3.2. serd necesario y suficiente 
que pr (K*) sea puntiagudo.
Sea K* complete. Si f £ K 0 - K se tiene que JfdP ^ 0 y 
J (-f) dP< 0 para todo Pé- K^. De aqui se deduce que J^fdP = 0
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para todo P £  K*, que implica que f = 0 y por lo tanto K D — K 
*  ^o) y K es puntiagudo.
Reciprocamente si K es puntiagudo y K* fuese tal que —  
pr (k*) = K, entonces K* es complète. Si no lo fuese, existiria 
un ^  0 tal que ^f^ dP = 0 para todo P 6 K* y esto implica- 
ria que f ^ d L. (k) « K D - K  = { O) . Contradiccién que demues,
tra la parte suficiente.
Corolario 2.3.3. XI considerado como subconjunto de XI* es un —  
subconjunto completo.
Demostracidn. SI considerado como subconjunto de XI* tiene como 
polar restringido pr (Xl) = y este es puntiagudo.
Como ejemplo.de subconjunto completo de medidas de pro­
babilidad cuando XI = Co, l] tenemos la clase de todas las me­
didas de probabilidad que se distribuyen segdn v?e ( ^ ) con
ci > 0, ^ > 0 .  Se puede demostrar facilmente que si
K* =  ^ P 6 SI* ; P é 33 e ( ex ,^ ) con « ;> 0, yO > 0  ^
entonces co (K*) = SI* .
Por liltimo los predrdenes totales o completes, es decir, 
los predrdenes bayesianos de la clase Jo quedan caracterizados 
por el siguiente teorema debido a Giron (1977).
Teorema 2.3.10. Una condicidn necesaria y suficiente para que - 
el predrden engendrado por K* sea completo es que K* estd forma 
do por una dnica distribucidn de probabilidad.
Siguiendo con nuestra investigacidn de la estructura de 
los predrdenes de la clase ^  que serd bdsica para establecer 
la relacidn entre decisiones no dominadas y decisiones Bayes, - 
vamos a introducir un nuevo concepto que es el de polar estricto,
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Daremos la definicidn en general pues puede ser dtil a 
la hora de estudiar estructuras de dominancia en ciertos espacios 
funcionales sin que correspondan a problemas de decisidn con in 
formacidn parcial* Nuestra definicidn es andloga a la definicidn 
2 ,5 . de Criado, Girdn y Rios (1 9 8 1), pero adaptada a la nota que 
sigue a la definicidn 2.3.5.
Definicidn 2.3.7. Sea A un cono convexo y cerrado con vdrtice - 
en el origen. Se define el polar estricto de A, y lo represents 
remos por al conjunto
df^ a j x*€C*(XI) ; 1; x*(f)c 0 para todo f 6 A \  1(d) ^
(3.4)
Claramente se tiene que A^^, si existe, es un subconjun 
to convexo de A* = p (a ) .
La primera cuestidn importante es la de la existencia - 
del polar estricto, la cual no siempre se da. El teorema siguien 
te demuestra que si Kf ^  entonces es no vacio, aunque como
puede verse en Criado, Girdn y Rios (198I) es suficiente que A 
sea puntiagudo s in necesidad de ser A € , para que A^*^ sea -
no vacio.
Para los K 6 j? la definicidn anterior adopta la forma.- 
K*"^ = ^  P 6XÎ?* ; JfdP< O para todo t € K'^ L{k ) )[ (3 .4a)
Teorema 2.3.11. Si K é ^  , entonces ^  0 ,
Demostracidn. En primer lugar de la definicidn de ^  se deduce 
que para todo K d ^  , K \ i- (k) 0, pues K ^  C (-0. ) y ademds
K Z) que contiene a un abierto de C ( XI), Sea pues f^e - K^L(k). 
Entonces los conos  ^^ f^; ^ ^  oV y K son convexos, cerrados 
y taies que ^^f^;  ^o) . Ademds j A A ^  0 ^
es localmente compacto. Entonces por el teorema (2 .7 ) de Klee 
(1 9 5 5) existe un funcional lineal continue x * 6 C*(XI) tal que
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X * (f ) < 0 para todo K  \  i. (k ) y x*(f) = 0 para todo - —
f 6 L (K), de modo que si tomamos //x*/j = 1 entonces x*é K*c: H** 
y por el teorema de representacidn de Riesz existe una dnica - 
P e XZ* , tal que x* (f) = JfdP^ con lo cual P 6
Vamos ahora a estudiar la relacidn entre los conjuntos 
K* y De moment o sabemos que K . Si consideramos -
el caso de que = 4 Q « e s  decir los predrdenes bayesianos, 
sabemos que » pr (K*) » ( T e C (il); JfdQ ^ 0 [ , con lo - 
cual L (Kq) * Kq n  (-Kq) =  ^f 6  C (Xl)j J f dQ = 0 ^  y por lo 
tanto { Q ) pues por un lado Q £• ya que j fdQ k O para
todo f 6 K N J- (k ) y por el otro lado <x Kq =  ^Q) , con
lo cual Kq^ = Kq = ‘j q ) . Como veremos mds adelante so lamente 
para los predrdenes bayesianos se tiene que K*^= K^.
Consideramos ahora el otro caso extreme, es decir, el - 
caso de incertidumbre total cuando K*= 1%*d bien K = K^. La idea 
bdsica es la de relacionar el concepto de polar estricto con la 
idea de soporte de una distribucidn. Este resultado es un caso 
particular de un teorema mds general que veremos mds adelante - 
(teorema 2.3.l6b), pero por su importancia lo damos ahora, ya - 
que su demostracidn no requiere, a diferencia del teorema gene­
ral, la utilizacidn de la teoria de los baricentros de Choquet.
Lema 2.3.3. Para toda f tf C (S2) y toda Pg SI* siempre se tiene 
que
ffdP = ffdP
^acp (XI)
Demostracidn. Como j fdP = If dp + | fdP . Basta probar que
-!n ^sop(P) ■'sop(P)°
IfdP = O, que es consecuencia directs de las desigualdades 
Jsop(P)°
siguientes,
I cl ^ ^  = n^ ii P (»op (P)*") = O
' ''sop(P)®* ^op(P)°
Teorema 2.3.12. El polar estricto del conjunto es precisamen 
t. .1 conjunto  ^p ^ J2* , ,op (P) = H  >
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Demostracidn.
0 K
+
o
Por ser puntiagudo si sop (P) = XI es suficiente pro 
bar que JfdP < 0 para toda f 6- K^, f 0. Por ser f £ \ 0i
y por ser continua existe un 9^6 XI y un abierto I/( 0^) tal 
que f (9 ) < 0 para 0  d 1/ ( 9^). Entonces
ffdP » I fdP + f  fdP ^  I fdP f 0 <  0.
Jv-(9o^ Jn.\U(9o)
b) K ^ C
Suponganoa que Q £ K* y que eop (Q) ^  Si . Bntoncea exi£ 
tirla al menos un ^ ^ 6  XI tal que 9^^ ^  sop (q). Por ser 
un espacio normal, existe un entorno T X ( d i s Junto de sop(Q) 
y tal que 1/(0^) 0  sop (q) ^  0. Por el teorema de Urysohn exi£ 
te una funcidn continua f^ 6 C  ( XI) tal que
f. (9) ;
si 0 6  sop (q )
Por lo tanto f t - K N . ) 0 )  y
R  <“» " /SI  ^a
decir, Q ^  ; contradiccidn que demuestra el teorema.
f _ d Q = I f d Q = 0
sop(Q)
Tenemos aqul caracterizada la relacidn entre el polar y 
el polar estricto de los predrdenes bayesianos para los que am- 
bos conjuntos coinciden y el orden natural en el que el polar - 
estricto estd formado por aquellas distribuciones de probabili­
dad cuyo soporte es todo el espacio paramdtrico y su polar es - 
el conjunto de todas las distribuciones de probabilidad. Por el 
teorema 1.2.4. sabemos que SL^ = y para el caso bayesia-
no  ^P^ = Kp. Esta relacidn es vdlida para cualquier —
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problema de decisidn con incertidumbre parcial como demuestra - 
el teorema siguiente,
Teorema 2.3.13. = K* si K*6 ^
Demostracidn. Como K* es compacte y k \  trivialmente es -
C  K *
Para demostrar la inclusidn contraria sea P^ 6 K* y su­
pongamos que P ^  . Los conjuntos  ^P^^ y son convexos,
compactos y disjuntos y por lo tanto, en virtud del Lema 2.3.2.,
existe una funcidn continua f 6 C  ( tal que ff dP > 0 > f f  dQ 
- ' X o J o o J o
para todo Qé K ” .
Esto implica que f^ 4 K = pr (K*). Si aplicamos el teo­
rema de Klee a los conos j 2 f^; y K, existe un Q^ 6 K**^
tal que ff^dQ^ > 0. Pero esto contradice el que j" f^dQ < 0 - 
para todo Q é- K^^.
Siguiendo con la investigacidn de la estructura de los 
conjuntos K* y K’*^ tiene interds el siguiente teorema que nos 
da informacidn acerca de la estructura de los drdenes parciales.
Teorema 2.3.14. Si K*£- ^  es completo o total, entonces K*^<C 
Es decir, si K es puntiagudo, su polar estricto estd. formado ex 
clusivamente por distribuciones cuyo soporte es todo el espacio 
paramdtrico.
Demostracidn. Sea P^ 6 y supongamos que P^4" • Si deno­
minamos XI^ = sop (P^), existird un Por ser
P^ 6 y K* completo, K « pr (K*) es puntiagudo por los teo
remas 2.3*2. y 2.3.9. y por lo tanto
J f d  P^ < O para todo f é- K ^  ( O'i .
Vamos ahora a construir una funcidn f^ 6- K \  | O) pa­
ra la cual Jf^ d P^ = 0, lo cual contradiria el que sop (P^) ^  XI,
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En efecto, por el teorema de Urysohn, existe una funcidn
si 06
continua f^ definida por
C. ..
f^ 6- c  K y f^ ^  0, Ademds por el lema 2.3,3,
/ / •
Obsdrvese que el teorema no es cierto si K no es puntda_ 
gudo pues en este caso f^ podrla pertenecer a L (k) . El recl- 
proco del teorema, no es, en general, cierto como se ve facil—  
mente con un contraejemplo: Basta tomar K* = -i P con sop(P) = ü  
Ndtese, tambidn, que del teorema se deduce que si el soporte de 
alguna distribucidn del polar estricto de K** no es todo el es­
pacio paramdtrico, K* no puede ser completo.
Hasta ahora tenemos caracterizados en tdrminos del polar 
estricto los predrdenes bayesianos, aquellos para los cuales —
» K* = ■{ p) con P É XI* , y la ignorancia total por =
■  ^P 6 XI* ; eop (p) = XI. S .
La dltima caracterizacidn de va a depender del con­
junto de los puntos extremos de E *, por un lado, y por otro, -
en la extensidn de la idea de soporte de una medida de probabi­
lidad sugerida por el resultado del teorema 2.3*12. La idea bd­
sica consiste, al igual que en los modelos jerdrquicos tratados 
en la primera parte, en considerar el conjunto de todas las dis, 
tribuciones de probabilidad sobre el conjunto de los puntos 
extremos de E* y mediante la aplicacidn del teorema de Choquet 
(i9 6 0) identificarlas con su baricentro y demostrar despuds que 
aquellas distribuciones cuyo soporte sea E ^  pueden identifi- 
carse precisamente con un subconjunto de E*^. Desgraciadamente, 
a no ser que el conjunto K* sea un simplex (vdase p.e., Choquet
et Meyer, (1963), o Jacobs, (1978)), no se puede asegurar la unici-
dad de la representacidn integral, aunque esto no afecta a la - 
veracidad del teorema 2.3.15.
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Sea K*6 ^  . Representemos por E g  el conjunto de —
los puntos extremos de E* . Es bien sabido que Eg  es un Gg
y que E* = co (Eg ). Tambidn se tiene que por ser XI mdtrico
compacto Si!* tambidn lo es, (vdase Varadarajan, (1963); Billinsley, 
(L968); Parthasaraty, (19 67 )6 Dalal and Gaineford, (I98O)), y por con 
siguiente E * es un espacio polaco. Si designamos por (Eg, 3(K*)) 
al conjunto de todas las medidas de probabilidad sobre E^ , don 
de Ji (K^) représenta la d-dlgebra de Borel engendrada por —  
l e s  abiertos de la topologia ddbil de XI* restringidos a E g  , 
date serd a su vez un espacio polaco dotado de su correspondien 
te mdtrica de Prohorov.
Por (Eg , JS(Eg )) representaremos el conjunto de
todas las medidas de probabilidad cuyo soporte sea E g  , es de­
cir,
V%^((E; ).32> (Ej )) » /y*^V%(Eg , J3(E^ )); sop (/4) » E g ^
Vamos a establecer ahora una correspondencia entre —
,/% (Eg , \%(Eg )) y K* de modo que a cada y** d (Eg, 3  (Kg ))
le hacemos corresponder su baricentro definido por
Q (A) = f P (a ) a  (dP) para todo A 6 3(X 2 )  (3.5 )
•'e* s
donde P £ Eg es una medida de probabilidad aleatoria segdn - 
la nomenclature de Jagers (1974). Ademds (vdase p.e., Dalal and 
Gaineford, (1980),proposicidn 2 ), para cualquier A e «7b (XI),
P (a ) es una funcidn medible.
A la aplicacidn asi definida la representaremos por —  
^:V%(E* , 3 >(e J)) ---► E*
El teorema de Choquet (i9 6 0) nos garantiza que esta apli 
cacidn es sobreyectivn. Si ademds K* es un simplex, entonces 
(teorema 1 1. de Choquet y Meyer, (I9 6 3)), yB es biyectiva.
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La apUcacitSn y3 (baricentre) induce otra apllcacién /3 
entre les eepacioa C(J2) y C (k J ), definlda del modo si—  
guiente:
p, (f)= ff (» ) P (d9 ) = g (P) (3.6)
r •®'
de modo que f f (9 ) 4 (d9) » f g (P) yU (dP) (3.7 )
r
donde g (P) = / f  (*9) P (d9) y A  es tal que su baricentro 
es Q, cono se ve facilmente aplicando el teorema de Pubini y —  
las definiciones (3.5 ) y (3.6 ),
Las propiedades de las aplicaciones yO y p  las resu 
fflimos en el lema siguiente:
Lema 2.3.4. Las aplicaciones y son lineales y conti—
nuas respecte de las topologias usuales de les espacios entre - 
les que estdn definidas. Adem^s y) (k ) donde es el 
ortante fundamental de C (K^) y y) (L (k )) = 0.
Demostracidn. La linealidad es trivial por definici6n, asi como 
la continuidad de y& . Para establecer la continuidad de y3 
sea une red que converge a y t / . S i Q ^ = y 3 ( / < ^ )  y
Q = /) (yU ), tenemos que demostrar que Q , , t t .  Sea feC(n). Bas-
ta pues demostrar que j f d Q-, --*- ( f d Q.
-O. Jji
Por (3 .7  ) se tiene que:
j^ f d g (P) (d P) y | f  d Q = |^^g(P)y<(dP)
y como g (p) es una funcl6n continua de P, (respecte de la topo 
logfa d4bil inducida por Kg ), y por otro lado, por hipétesis -
r queda demos trado que J f  d — ' ■» J f d Q. *•
Sea f & K, Este équivale a que J"f d P ^  0 para todo -
P é K* , y en particular J f  (9 ) P (d9) = g (P) é 0 para todo
P 6 Kg , es decir, y3 (f) 6- Del mismo modo si f Cr L(k ) , yS (f)=0.
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Teorema 2.3.15. /b {J!^^ ))) <z y ademds - -
p  (K: , J3(K:))) »
Demostracl6n. Sea (Kg , %  (Kg )) y sea Q = /S (/*«). —
Hay que demostrar que j t  (^ ) Q (d 9 ) <  0 para toda f £ K\L(k). 
Ahora bien por el Lema anterior (f) = g (P) ^  K^ S.  ^0 ^  y
por (3.7 ) ,
I f (9 ) Q (d9 ) = j  g (P) A  (d P).
i l  ^
Como g (p) ^  0 existird un entorao 0 tal que g (P) ■< 0 para to 
do P e  0. Como por bip6tesis sop (yk ) = Kg , se tendrd
jf d Q = ( p ) ( d  P) = g (P)y( (d P) f , 0
Jv* y  Jr» / J /
.a
Para demostrar la segunda parte del teorema tenemos, — 
por un lado que por ser continua, es
(%;. æ ( k ; > ) )  c  fi, ( A f  ( K ' . j3(kJ)))
Por otra parte sabemos, por el teorema 1.2.4., que por 
a.r K Î  ..parabl. i , 3 ( k J ) ) )  = ^  (kJ , /3 (k| ) ).
Por Ultimo, el teorema de Cboquet nos dice que y3 (^(Kg,% (Kg)))=K' 
y, por lo tanto
K*c y@ (K(^ , 7b (K* )))
Ahora, como siempre es y/3 (i/% ^  (Kg , ^  (Kg ))) C  K*^ , se tie 
ne f inalmente por ser K cerrado
K *  = /3 (i/^ (Kj , 73 (K^ )))
Obsérvese que como corolario de este teorema se deduce 
de nuevo el teorema 2.3.13., pues por la primera parte se tiene 
que
/b {i^ c* (Kg ) ) ) c  K*^ c. K y tomando clausuras
P  (K$ , (K^ ))) C  d  K*.
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T  por la aegunda parte se tiene que » K*
Hay que resefiar que el teorema no afirma que —  -
(i/% ^  (Kg, 73 (Kg ))) = K^^ aunque esta igualdad parece - 
ser cierta en muchos casos. El saber si la igualdad-anterior es 
cierta en general, es un problems abierto, del cual solamente - 
hemos encontrado soluciones particulares. Una de ellas se da a 
continuaciUn en el teorema siguiente.
Teorema 2.3.16. Si y2> (k) = K^, entonces p  ( A f  (kJ, 3 (K^) ) )»K* 
DemostraciUn. Por el teorema anterior, basta demostrar que —
k ' + c  (k ; , Æ ( k^))).
Sea Q £ . Por el teorema da Cboquet exiate al me-
nos una yU£ (Kg , jb (Kg )) tal que Q = J  ^ Py* (d P) e Si - 
ahora demostramos que sop { }*) = Kg habremos^ concluidOe Supon 
gamos que fuese Sop ( /*) =7 K g  e Existiria un entomo 0 tal que 
O A sop {/* ) = 0  e Por el teorema de Urysohn existirU una fun 
ci6n continua gy* (P), do modo que:
f 0 si P 6 sop ( M )
«y.(P) = 4 ^
^  1 -1 si P é  0
y, por consiguiente, g y, e K^ -{ 0 ^  . AdemUs
4 »  « /  C )  y  °
Por ser y3 (k) = K^ existirU una fy* £ K \ L (k) tal que 
p  ) = gyM (p). Por (3.7 ) se tendria que
j  fya d Q = g yfc (P)yU (d P) = 0,
que contradiria el que Q 6 K^^ .
Este teorema, aunque no cubre todos los casos de inte­
rns résulta a veces ficil de aplicar en los casos siguientes;
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a) Si card (Kg ) < y card (K , ) ^  card (>12) entonces
(k) = K^. Es decir, si el conjunto de los puntos extre—  
mos es finito y su numéro es menor o igual que la dimensidn 
del espacio C  (H.), el teorema 2 .3 .1 6. siempre es cierto. 
Obsérvese que el caso a) contiene como caso particular el ca 
so bayesiano, en que K * =  = K^^ = K * .
b) Si K* = , caso de ignorancia total, el teorema es aplica-
ble, pues, en este caso, es fAcil comprobar que puede —  
idontificarse con -Tl (identificando los estados de la Natu 
raleza con las distribuciones de probabilidad degeneradas).
A s i-pues la correspondéncia entre C  (Jl) y C  (i%% )
se reduce a la identidad y como K = K^ résulta que /S (K^)=K^,
Observese que tambi6n la aplicacién y3 se reduce a la iden­
tidad.
69.
CAPITÜLO 4.
RESULTADOS FUNDAMENTALES.
En este capitule estudiamos las cuestiones referentes 
a la exlstencia de soluciones admisibles y cuasi-bayesianas de 
los problèmes de decision con informéei6n parcial, la relaci6n 
entre ambas y ciertas cuestiones relacionadas con estos problè­
mes.
Sea ( JTZ, S , K ) un problème de décision con informa 
ci6n parcial, donde, sin p6rdida de generalidad podemos suponer 
que • En el capitule 3. se ha estudiado ampliamente -
la caracterizacidn de los K* en termines de la clase ^  y tam 
bl4n en termines de los puntos extremes de K* , y la relacién - 
entre ambos.
Como veremos a continuacién, segun la indole del proble 
ma a tratar serà m&a conveniente trabajar a veces con el polar 
restringido de K^  , es decir, K.
Respecte del conjunto de riesgo S, sabemos que si el - 
decisor considéra estrategias mixtas, lo podemos suponer convexe. 
Sin embargo, muchas veces es interesante el no considerar estra 
tegias aleatorizadas, en particular, cuando se consideran proble 
mas de estimacidn estadistica, pero interesa p.e., saber si cier 
ta clase de decisiones no aleatorizadas es compléta, etc.
Asi pues a lo largo de este capitule no supondremos, a 
no ser que se diga explicitamente, que el conjunto de riesgo sea 
convexe. Esta condicién serd sustituida por la de cono-convexi- 
dad debida a Tu (l973), y que suele ser màs f4cil de comprobar, 
pues como es sabido existen muchos problèmes de decision para - 
los cuales el conjunto de riesgo no es convexe pero si es cono- 
-convexo, con lo cual esta teoria permits, en algunos probleraas, 
prescindir de la aleatorizacién.
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Si K* es el conjunto de incertidumbre de un problema - 
de decisi6n {Si , S), representaremos por K a s u . polar restrin 
gido. Ambos originan en C (il) un preérden parcial dado por - 
la relaci6n.
f 55 g si y solo si f - g d K (4.1 )
K
A partir de ahora emplearemos la notacidn K (f) = f + K,
I (f) = f f L (K) y M (f) = K (f) \  I (f). donde K(f), I (f) 
y M (f) representan respectivamente los puntos majores que f , 
indiferentes a f, y estrictamente majores que T, respecte del - 
pre6hden definido por (4.1 ), es decir
K ( f ) =  { g é C ( i l ) ;  g ^ r y = ^  g ^ < r ( i l ) ; g - f 6 K ( j
I (f) =  ^K 6 <: (-H.) ; g } * ^ « ^ C ( - T l ) ; g - f t f  L(K)^
M (f) = ^ e 6 C ( n ) ; g > f ‘[ =  ^g é  c  (Jl); g - f 6 Kx l(k)V
Definicién 2.4.1. f 6 S es g — admisible para el problema —
( XI , S; K*" ) si no existe ningdn g £ S tal que g f. De - 
modo equivalents, si M (f) Q  S s 0 .
Definici6n 2.4.2. Un subconjunto C c  S es una clase compléta pa
ra el problema (-fl , S; K ^ )  si para todo g g S - C existe un
f * C tal que f g.
K
Définici6n 2.4.3. Un subconjunto C c S es una clase esencial—
mente compléta para el problema (XI ; S; K* ) si para todo
g 6 S - C existe un f C tal que f ^  g.
K
Estas definiciones son anàlogas a las usuales en teo­
ria de la decision (v4ase p.e., Ferguson, (1967A pp. 55-56), con 
la diferencia de que el orden no es el orden natural sino el da 
do por (4.1 ) y no hacen referenda al problema de decisiën si­
no a su forma candnica o g-juego asociado.
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Los conceptos de clase compléta y esencialmente compila 
ta aqui dados colnciden caso de que el preérden parcial ^  
sea un orden y por lo tanto tenemos el siguiente resultado
Lema 2.4.1. Si K es puntiagudo toda clase es compléta, si y so­
lo si, es esencialmente compléta.
Otros resultados referentes a estas definiciones senci 
lies de demostrar son los siguientes
Lema 2.4.2. Si C (S; K) es una clase compléta para el problema 
( _fl , S| k) y A(S; k) représenta el conjunto de las estrate—  
gias admisibles, entonces ^(S; K) C  C (S; K).
Lema 2.U.3. Si C (S; K) es una clase esencialmente compléta pa
ra el problema (X2 , S; y T e  6% (S;K) es tal que f ^  C(S}K),
entonces existe g 6 C (S; K) tal que g «v. f.
K
Lema 2.4.4. Si C (S;S) es compléta para el problema (Xi , S; K**) 
entonces C (Sj K) es esencialmente compléta.
El reeiproco de este lema no es cierto, en general, aun 
que dada una clase esencialmente compléta, se puede generar una 
clase compléta incluyendo simplements todos los elementos de S 
que sean indiferentes a los de la clase esencialmente compléta 
y, reciprocamente, de toda clase compléta se puede extraer una 
clase esencialmente compléta recurriendo al axioma o principio 
de eleccidn, con lo cual tenemos el siguiente
Lema 2.4.5. Si C (S; K) es una clase compléta para el problema 
(X% , Sj , existe una subclass C  (S; K) C  C (S; K) que es - 
esencialmente compléta.
Para el problema ( SI , S; K) siempre existen clases com 
pistas y por el lema 2.4.4. esencialmente complétas; basta tomar 
como C (s; K) = S. Pero de lo que se trata es de encontrar una
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clase compléta que sea lo m6s pequefla posible, lo cual sugiere 
la siguiente
Définici6n 2.4.4. Una clase C (Sj K) es (esencialmente) minimal 
compléta para el problema ( XT , S; si es (esencialmente) corn
pleta y ninguna subclase propia de C (S; K) es (esencialmente)
compléta.
De hecho una clase minimal compléta séria la intersec- 
cién de todas las clases complétas para dicho problema. Ahora - 
bien, esta interseccién puede ser vacia y, por lo tanto, en ge­
neral , no existirën clases minimales complétas. De este proble— 
ma trataremos a continuacidn. De momento podemos asegurar lo si 
guiente (su demostraci6n es id^ntica a la del teorema 1. de Fer 
guson, 1 9 6 7, p. 5 6, ya que sirve para cualquier pre6rden parcial).
Teorema 2.4.1. Si existe una clase minimal compléta C (S; K) pa 
ra el problema ( XI , S; , entonces C (S; K) = Cl {S; K).
El reeiproco de este teorema no es en general cierto,
pero, sin embargo se tiene el siguiente reeiproco parcial.
Teorema 2.4.2. Si 61(S; K) existe y es compléta, entonces —
Cl (S; k ) es minimal compléta.
Demostracidn. Si representamos por M C (S; K) a la clase mini—  
mal compléta, por el Lema 2.4.2. se tiene que ^  (S; K) M C(S;K) 
Por otro lado como 6^(S; K) es compléta se tiene que M C (S; K) <5 
C. (X (S; k) , y, por lo tanto, ([% (S; K) = M C (S; K) .
La exlstencia de la clase admisible y su relaci6n con
el concepto de frontera inferior, que vamos a définir seguidamm 
te, depende de ciertas propiedades topolôgicas de S relaciona 
das con K y no dependen, en modo alguno, de otras propiedades - 
como pueden ser la convexidad o la cono-convexidad, etc. La de- 
fini ci6n siguiente es una generalizaciôn de la de Hartley (1978).
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Deflnicl6n 2.4.5. Se dice que S es K-compacto si para todo —
T é 3, el conjunto K  (f) H  S es compacte.
La definicién siguiente es una generalizacidn de las - 
dadas por Ferguson (1 967), Gir6n (l975) 7 Rios (1976) y sirve - 
para cualquier cono de la clase ^  definlda en el capitule 3.
T, como veremos, contiene como caso particular a las dadas por 
los anteriores autores para el caso de los conos puntiagudos.
Definicién 2.4.6. Se dice que f 6 S pertenece a la K - fron­
tera inferior de S si K (f) 0  S <r I (f).
La K-frontera inferior de un conjunto S se representa- 
ri por ^ (s; K) y su exlstencia y su relacl6n con la clase —
CL (s ; k) se tratar61 en los teoremas que siguen. De momento -
seflalemos que la definicl6n anterior es equivalents a las siguien 
tes como es ficil comprobar.
Lema 2.4.6. f 6 ^  (S; K) es equivalents a las condiciones a), 
b) y c).
a) f é- S y K (f) n  S = I (f) n  S
b) f 6 S y M (f) n S = 0
c) (M (f) U ft ) n  S »  ^f)
AdemAs si K es puntiagudo f 6  ^  (S; K) es equivalents
a que K (f) D  S =  ^f V .
Definicidn 2.4.7. Un conjunto S se dice K-cerrado por abajo si 
^ (Si K) ez S.
Los dos teoremas que sigen dan condiciones suficientes 
para la exlstencia de 6l(S; k) y de ^ (s; K), mientras que los 
teoremas 2.4.5. y 2.4.6. establecen la relacl6n entre ambas.
Teorema 2.4.3. Si S es K-compacto entonces K) ^  0.
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Demoatraclén. Sea f & S arbltarlo. Por hipétesls K (f) H S es 
compacte. Vamos a demostrar en primer lugar, que si —  —
g€ (K (f) n  S; k ) entonces g 6 61 (S; K) , con lo cual el —  
teorema se reduce a demostrar que si un conjunto es compacte, - 
entonces poses estrategias admisibles.
Supongamos que g ^  CL(S; K). Entonces existiria un —  
b 6 S tal que h ^  g. Por otro lado g 6 K (f) O  S, luego g ^  f, 
7 por transitividad, h ^  f , es decir h tf M (f) C  K (f) y de —  
aqui que h é K (f) CI S, lo que contradiria el que g fuese ad 
raisible para el problema ( 12 , K (f) H  S; K).
Supongamos, pues, que S sea compacte. Por el teorema 
2.3.11., sabemos que por ser K 6 , existe al menos un P 6
Como S es compacte y el funcional . ) d P es continue, exis_
tir4 al menos un f^ 6 S tal que ;
|f_ d P = Min ( f d P
J "  r . JS
Vamos a ver ahora que 6: CL (S; K). En efecto, si f
no fuese admisible, existiria un g 6 S tal que g ^  f^, es de—  
cir g - f^ 6. K \  L  (k ) . Como P e  se tendria que J (g-f^)dP<0
y de aqui que J g d P < J " f ^ d P ,  lo que contradiria la défini —  
ci6n de f^.
Teorema 2.4.4. Una condicién suficiente para que S posea K-fron 
tera inferior es que S sea K-compacto.
Demostraciôn. Sea f 6 S cualquiera. Por hip6tesis K (f) 0 S 
es compacte. Se demostrari primero, como en el teorema anterior, 
que si g 6 ^  (K (f) D  S; k ) , entonces g é (S; K), con lo - 
cual séria suficiente demostrar que todo conjunto compacte posee 
K-frontera inferior.
Por hipdtesis se tiene que g K (f) H S = K (f) fl S 
y, por lo tanto, g dr S. Ademds por el lema 2.4.6.a) ,
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K (g)n f K (f) n s ] * I (g) n r K (f)n s J ,
que adLmpllflcada se convlerté en
K (g) O s  a l  (g)n S , con lo cual, de nuevo por el - 
lema 2.4.6.a) , g 6 6^(S; K) ,
Supongamos pues que S sea compacte. Como en el teore 
ma anterior sea P 6 cualquiera, y definamos de la mis-
ma manera. Entonces 6 ^  (S; K).
Si no fuese asi y por ser f^ 6  S = S, se tendri, por 
el lema 2.4.6.b) que existiri un g 6 M (f^)H S = M (f^)O S, 
y por lo tanto g - f^ 6 K \ L (k ) . Como P é séria - -
J (g - f^) d P ^  0, o sea J g d P  - ^ J f ^ d P ,  que contradiria 
la definicidn de f^, toda vez que g 6 S.
Vamos a estudiar ahora la relacidn entre las clases —  
^  (S; k ) y el subconjunto ]^(S; K) . Lo primero que hacemos no­
ter es que mientras que /^(S; K) = (S; K) como se deduce de
su definicién, no existe, en general relacién alguna entre —  
6i(S; k ) y 62 (s: e ) a no ser que S sea cerrado; y como aca- 
bamos de ver en los dos teoremas précédantes las condiciones pa 
ra la exlstencia de 62(S; K) y de ^(S; K) son distintas a no 
ser, de nuevo, que S fuese cerrado.
Teorema 2.4.5. Si S es K-cerrado por abajo entonces ^(S; K)c 
C  a ( s ;  K).
Demostracidn. Sea f 6 ^ (S; K)c$,Si f no fuese admisible exist! 
ria un g é- S tal que g f. De aqui se tendria g 6 M(f ) (1 S C. 
<5M(f) n S y por el lema 2.4.6.b), f ^  (S; K) . Contradicci6n
que demuestra el teorema.
Obsérvese que el teorema no dice nada acerca de la exis^
tencia de ^  (S; K) y de 6i(S; K). Tampoco se puede prescindir
de la hip6tesis de que S sea K-cerrado por abajo-como se ve - 
facilmente con un contraejemplo.
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Contrae jemplo 2.4.1. Sea J2 - j ^  2 if » ® *
Xi> 0, Xg >> 0 y (7  ^(xj^, Xg) ;Xj^-0 0 < x^  .< 1 ^ ,yK»K^ =
« j (x^, Xg), Xj^^ 0} Xg 0 . Entonces se tiene que Ci (S; K)=0
y, sin embargo (S; K) = / (0,0)|
Uh reeiproco parcial de este teorema es el siguiente
Teorema 2.4.6. Si S es K-cerrado por abajo y S es K-compac­
to, entonces C2(S; K )  CS ^  (S; K).
Demostracién. Sea t & O. (S; K) y supongamos que f ^  ^  (S; K) .
Definamos = K (f) 0 S . Por hip6tesis S^ es compacte y por
el teorema 2.4.4. posee K-frontera inferior (S^ ;^ K) ^  0. En 
primer lugar f ^  ^(S^, K) pues caso contrario se tendria
K (f) n s = I (f) n S^
lo cual, sustituyendo S^  ^por K (f) fl S, daria
K (f) n  s = I (f) n  S
y como f é S, por el lema 2.4.6.a), se tendria que f 6 7) (S; K),
en contra de la hip6tesis inicial. Sea pues g é (S^; K) cual
quiera. Tamos a ver que g ^ S y que g f , lo cual contradiria 
el que f fuese admisible, y por tanto, demostraria el teorema.
Por ser g 6 ^ (S; K), en virtud del lema 2.4.6.b), se 
tendria quo g 6 S^ = K (f)O S y M (g)O S^ = 0. De aqui se
deduce que g 6 S y M (g) A  S^ = M (g) flK (f) A  S = M (g)0 S=
= 0, y que de nuevo por el lema 2 .4.6.b) , g é - (S; K) . Como S 
es K-cerrado por abajo se tiene que g £ S.
Por otro lado, por ser g 6 K (f) seria g ^  f , y do —
aqui g ^  f , pues si fuese g ' ^ f  ae tendria que M (g) = M (f)
y como M (g) n  S = 0, resultaria que M ( f ) O S  = 0 y  por el le­
ma 2.4.6.b), que f (S; k ), en contra de la hipdtesis.
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Corolario 2.4,1. Si S es un conjunto K-cerrado por abajo y S - 
es K-compacto, entonces 6% (S; K) ^  0 y ademds 6? (S, K) **^(S;K),
Corolario 2.4.2. Si S es un conjunto K-cerrado por abajo y S es 
K-compacto, entonces ^ (S, K) es una clase minimal compléta pa 
ra el problema de decisidn con informacidn parcial (XI , S; K*), 
donde K^ es el polar de K.
Vamos a estudiar ahora el comportamiento de los predrde 
nés engendrados por los conos de la clase ^  respecto de la re^  
laeidn de inclusién y su relacidn con los subconjuntos 62 (S; K) 
y (S; K).
Definicidn 2.4.8. Sean ^  y dos predrdenes parciales défini 
dos en C (JTl ) , Se dice que la relacidn ^  est4 incluida en la 
^  si y solo si f ^  g implica que f ^  g .
Teorema 2.4.7. Sean 6 ^  . Una condicidn necesaria y suf^
ciente para que el preérden ^  estd incluido en el ^  es que
' .
Demostracidn. La suficiencia es clara pues si Kg se tiene
que si f - g é  K^ entonces f - g é Kg, es decir, f g. Re­
ciprocamente si ^  estd incluido en ^  y no fuese K^dl Kg, 
existiria al menos un h é K^ tal que h ^  Kg. Esto implicaria 
que p.e. , h 0 y por hipdtesis que h ^  0, es decir h éL Kg,
contradiccidn que demuestra el teorema.
Como consecuehcia de la dualidad se tiene el siguiente
Corolario 2.4.3. Si K^, K ^ <5 entonces K ^ 3  K ^  implica que —
Kj* estd incluido en K^. Ademis si K^, Kg £ entonces el 
reeiproco es cierto.
Lema 2.4.7. SiJ'es K^,-compacte y KgC K^, entonces S es Kg-cora—  
pacto.
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Demos trad 6n. Por hipdtesis para todo f £ S, (f) (1 S es com 
pacto. Como Kg (f ) C  K^  ^ (f) de aqui résulta que
S (f) n s = Kg (f) n [kj^ (f)n sJ
es cerrado y por ser subconjunto de un compacte es tambidn com­
pacte.
A partir de ediora al conjunto K x L (K) = ti (o) lo re—  
presentaremos, simplemente por M.
Teorema 2.4.8. Si (2 Mg entonces 62(S; K^) D CZ(S; Kg) .
Demostracidn. Sea f 6 62 (S; Kg) y supongamos que f ^  6% (S; K^) .
Entonces existiria un g £ S tal que g f, es decir g-f £■ Mg,
y por lo tanto g f , en contra de la hipdtesis.^2
Para que el teorema sea cierto no se puede sustituir la 
hipdtesis por la mds ddbil de que K ^ C  Kg, como se puede ver - 
facilmente con un contraejemplo. Se tiene sin embargo el siguien 
te corolario.
Corolario 2.4.4. Si Kj^ , Kg £ son puntiagudos, o bien, si —
K*, £ )C*son completes, entonces K^ C  Kg implica ^  (S;K^ )^
O 62(S; Kg).
Resultados anllogos son vdlidos para ^ (S; k ) .
Teorema 2.4.9. Si c. entonces A fSj ) o (Sj ).
Demostracidn. Si f £ (S{ Kg), por el lema 2.4.6.b), Mg(f)H S=0
y como (f) C  Mg (f) de aqui que M^  ^ (f) 6| S = 0 y como f £ S 
se tiene que f £ ^  (S; K^ )^ .
Corolario 2.4.5. Si K^, Kg 6 ^  son puntiagudos, entonces K^c: 
implica ^  (S; K^) 3 /R (S; Kg).
Tampoco en el teorema 2.4.9. se puede sustituir la con- 
dicidn M ^ C  Mg por la K^ CT Kg como demuestra el siguiente con—
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traeJemplo.
Contrae Jemplo 2.4.2. Sea X2 » j 9^, 0g  ^ , C (XI ) s IR,^  ,
S = ^ (xj^ , Xg) ; Xj^  0 y y sea  ^(x^, Xg) ; x^ £ 0; Xg £  0 jr
y Kg =  ^ (x^, Xg); Xj^  £ Ojr . Claramente K^  ^c  Kg pero sin embar 
go ^ (S; K^) « 0  y 71 (S; Kg) = j (x^, Xg) ; x^ » 0 y , Obviamen 
te » K^ - j (0,0)y no esté contenido en Mg = j (x^, Xg);
< 0  y .
>‘ "■
Corolario 2.4.6. Si S estd K^-cerxado por abajo y Mg, en—
tonces S est4 Kg-cerrado por abajo. Si ademls K^ y Kg son pun 
tiagudos, entonces K^ C  Kg implica que si S est4 K^-cerrado por 
abajo, entonces est4 Kg-cerrado por abajo.
Hasta ahora hemos estudiado el problema de la admisibi- 
lidad y su relacidn con la frontera inferior del conjunto de —  
riesgo, pero no disponemos de medios efectivos de calcular bien 
62. (S; K) o  bien X  (S; K) . Vamos ahora a définir una nueva cla 
se de estrategias que, de hecho, van a ser estrategias Bayes res^  
pecto de las posibles distribuciones a priori del conjunto de in 
certidumbre; estrategias fàciles de calcular y nuestro propdsi- 
to serd establecer relaciones entre esta clase y las hasta aho­
ra consideradas.
Definicidn 2.4.9. Una estrategia f £ S es K**- Bayes para el - 
problema (XT , S; K*) si existe al menos una P £ K^ tal que f 
es Bayes respecto a P.
Al conjunto de todas las estrategias K^- Bayes las re­
presentaremos por Jb {S', K*) d J3(S; K) donde K es el polar res 
tringido de K * . Al conjunto de todas las estrategias de S que 
son Bayes frente a las distribuciones de K lo representaremos 
por J3 ^  (S; K*) = 73^(S; K ^ ) , o simplemente por (S; K) .
El problema de dar condiciones necesarias y suficientes 
para la exlstencia de soluciones Bayes es un problema complica-
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do y no resuelto, y menos, como en nuestro caso cuando se pre^ 
clnde de la convexidad. En Girdn ((1977), pp. 73-75) se dan algu- 
nas condiciones suficientes para la exlstencia de la frontera - 
bayesiana, intimamente relacionada con las clases ^ (S; K*') 
y (S; K) . Tambidn en Ferguson (7X9^ 7\ pp. 6 7-6 9), se dan con­
diciones suficientes para la exlstencia de reglas de Bayes, en 
el caso de que Si. sea finito.
La. condicldn de K-compacidad que nos ba sido tan litil a 
la hora de asegurar la exlstencia de decisiones K-admisibles no 
es suficiente para garantizar la exlstencia de soluciones Bayes 
como unies tra el siguiente contrae jemplo:
Con trae jemplo 2.4.3. Sea JTL a \ ^  ^  Y y S £ S^  ^U Sg donde
®1 “  ^ *2 ^» * 1  2 *2 ^  O y; Sg » (Xj^ , Xg) ; 2x^ f Xg^ O}
y K a (xj^ , Xg) ; x^ $ 0 Xg < 0 y « K^. Claramente se tiene que
S es K-compacto, de hecho,
61 (s, k) = j (x^, Xg) ; x^ f 2Xg = 0 ; x^ £ 0 y U -{ *2^'
2x^ f Xg = 0; x^ 0 Y y s in embargo Jb (S; K) = 0.
El teorema siguiente da una condicidn suficiente, que a 
veces es fdcil de comprobar, que asegura la exlstencia de réglas 
Bayes respecto de una cierta distribucidn a priori.
Si P £ -fZ'*’ , representaremos por el polar restringi­
do de P, es decir,  ^f 6  C (XI); JfdP 6  0 ^ .
Teorema 2.4.10. Una condicidn suficiente para que el problema - 
(SI ; 3 ) posea solucidn Bayes respecto de la distribucidn a prjp 
ri P 6 SI* , es que S sea Hp-compacto,
Demostracidn. Consideremos la familia de subconjuntos de S for- 
mada por  ^ (f) O  S y cuando f£ S. Por hipdtesis, todos -
los miembros de la familia son subconjuntos compactos y que po- 
seen la propiedad de la interseccidn finita; por lo tanto su in
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taraeccldn es no vacla f C \ ^  Hp (f) H  S ^ y es preclsamente - 
Igual a Jh (S{ Hp).
La condlcidn no es, sin embargo, necesaria como muestra 
el siguiente
Contrae jemplo 2.4.4. Sea X% =  ^9^, p ; S = j (x^, Xg) ;
Xi f Xg^ o y  y sea (9^) = P^ ( 9  g) = i. El conjunto S
no es Hp-compacto para ningun V e St* , sin embargo:
(S, Hp ) = j (xj^ , Xg) ; x^ f Xg = 0 y
Corolario 2.4.7. Una condicidn suficiente para que las clases - 
73 ^  (S; K) y 73 (S, K) sean no vacias, es que exista al menos 
un P dr respectivamente un P £ K*, tal que S sea Hp-com—
pacto.
Obadrvese que si S es Hp-compacto para todo P £  K, enton 
ces S es K-compacto, donde K * pr (K^) , como se deduce facilmen 
te de que
K = A  H 
P «5 K” P
aunque el reeiproco no sea, evidentemente, cierto. De hecho por 
el teorema de Choquet es suficiente que S sea Hp-compacto para
todo P £  K* para que S sea K-compacto.
Una vez establecida la exlstencia de 7^ (S; K) vamos
a relacionar esta clase con la 61 (S; K).
Teorema 2.4.11. (S; K) C  CZ(S; K)
Demostracidn. Sea f £  73 (S; K) y supongamos que f^ no fuese
admisible. Existiria entonces un g^£  S tal que g^£ M (f^), es 
decir g^ - f^ £ M. Como f^ 6 Jb ^ (S; K), existe al menos un 
P^£ K"^ tal que /f d P = Min g d P o o I ogéS •'
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Por otro lado por ser g - f ^ £ M » K - L  (k) y por ser 
P^ £ se tiene que (g^-f^) d P^ <  0 , es decir, J'g^ d P^<
<  d P^, que contradice el que f^ sea Bayes respecto de P^.
Obsdrvese que para la validez del teorema no se ha exigi 
do condicidn alguna de convexidad o cono-convexidad al conjunto 
S.
Si comparGunos este teorema con el teorema 2.4.3., vemos 
que la demostracidn de la segunda parte de este teorema es iddn 
tica a la del 2.4.11., con lo cual las condiciones del teorema 
2.4.3. pueden simplificarse y exigir simplemente la Hp-compaci- 
dad de S para algtin P £
Para obtener mds informacidn acerca del conjunto (X (S;K) 
serd necesario, a partir de ahora, imponer mds hipdtesis en el 
conjunto S. Como hemos advertido anteriormente la hipdtesis de 
convexidad de S es demasiado restrictiva y la sustituimos por - 
la de cono-convexidad dada por Yu (1974).
Definicidn 2.4.10. Se dice que S es K-convexo si S - K es con—
vexo, donde
S - K =  ^ g £ C( il) ; g = f - h  con f £  S ; h 6 K )f
Lema 2.4.8. Si S es K^-convexo y K g o  K^, entonces S es Kg-con-
Demostracidn. Por hipdtesis S - K^ es convexo. Ademds S - Kg =
ss (S - K^) - Kg por ser Kg rp K^. Y como la suma de dos con jun­
tos convexos es un conjunto convexo, de aqui résulta que S - Kg 
es convexo y por lo tanto S es Kg - convexo,
Lema 2.4.9. 6t(S; K) 62(s - K; K). Ademds si K es puntiagudo, 
entonces 62 (S; k ) = 62(s - K; k ).
Demostracidn. Sea f £ 62. (S; k) . Si f 61 (S - K; K) existiria
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un g £ s - K tal que g ^  f. Por ser g £ S - K, existiria un - 
h 6  S tal que h g, y por transitividad se tendria que h f , 
que contradiria el que f fuese admisible para el problema —
( n  ; s).
Supongamos ahora que K fuese puntiagudo y que f 6 (T (S-K;K) 
Por ser f é S - K pueden ocurrir dos cosas: a) f £ S en cuyo ca
80 si f ^  (% (S; k) , existiria un g £ S tal que g/^ f; y como -
g £ S esto implica que g £  S - K (por ser 0 £ S) lo que contra
dirla la hipdtesis; b) f ^  S, entonces f = s - It con s £ S y
k £  K con k 96 0. Como E es puntiagudo, esto implica que s ^  f y 
de nuevo, como s £ S - K, esto contradiria el que f fuese ad­
misible para el problema {SI ; S - K) .
Teorema 2.4.12. Si Ses K-convexo, entonces 62(S; k ) £:73(S; K).
Demostracidn. Sea f^ £ 6%  (S; K). Por la primera parte del lema 
anterior se tiene que los conjuntos M (f ) y S-K son convexos y 
disjuntos y ademds el interior de M (f^) es no vaclo (de hecho 
el interior contiene al conjunto abierto f^ + K^). Estamos entai 
ces en condiciones de aplicar el teorema de separacidn ddbil —  
(vdase, p.e., Girdn, (1977), P* 99). Existe por lo tanto un funcio 
nal lineal continue no nulo C {SI ) y una constante c ta­
ies que
K* (f ) 6  C para todo f £ M (f^) = K (f^)
y
X*{f)^C para todo f £ S - K
Ahora, como f^ £ K (f^) y f^£ S, de las desigualdades anterio­
res se tiene que X*(f^) - c y por lo tanto la primera de elles 
se puede escribir
X^(f) é 0 para todo f £ K.
Si ahora normalizamos y* , |( = 1, y aplicamos el teorema -
de representacidn de Riesz, tenemos que
X*(f) = Jf d P*
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La primera desigualdad se reduce a
para todo f £ KJf d 0
es decir, P*£ y la segunda desigualdad se reduce a
f d P ^  If^ d P para todo f £ S - K 
que implica que f^ £ 73(S; K).
Corolario 2.4,8» Si S es K-convexo, entonces 73 ^  (S; K) £ 
cdiSi K ) C  7b (S;K).
Como consecuencia de los teoremas 2.4.3. y 2.4.12. se - 
tiene el siguiente e importante
Corolario 2.4.9. Si S es K-convexo y K-compacto, entonces —  
73(S; K) 96 0.
Este dltimo corolario es importante pues generalize el 
teorema 2.4.10. cuando la condicidn de K-compacidad de S se corn 
plementa con la K-convexidad. Obsdrvese, de peso que en el con­
trae jemplo 2.4.3* el conjunto S no es K-convexo.
Otra consecuencia interesante del teorema se refiere al 
caso bayesiano, es decir, cuando K* = \ P ^  . En este caso, co­
mo consecuencia directa del corolario 2.4.8. se tiene por ser - 
K^^ * K*= ^P\ el siguiente
Corolario 2.4.10. Si K*= j P) entonces
7 3 ^ (S; P) » CX{S; P) =73(S; P).
Demostracidn. Como siempre se tiene que 73^ (S; P) 6% (S; P) 
es suficiente demostrar que, cualquiera que sea S ^ C (-^ ) slenn 
pre es Hp-convexo. Ahora bien
® - “b = f i/s "î (f)
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donde H^(f) = \ g é C  (XI); j f d P ^ J g d p j '  , y por lo - 
tanto ^  g Hp (f) «» convexo, Por lo tanto 6%(S; P) d: J3(S,P) 
y como (S; P) = ^ ( S ;  P), de aqui résulta el corolario.
Asi pues en el caso bayesiano, los conceptos de admisi- 
bilidad y de ser Bayes coinciden.
Corolario 2.4.11. Si S es K-cerrado por abajo y K-convexo y S 
es K-compacto, entonces 7h K) es una clase compléta para el 
problema (-iT , S; K) y 62(S; K) es una clase minimal compléta.
Hasta ahora hemos visto que si S es K-convexo enton—  
ces la clase K-admisible estd contenida en la id^-Bayes, y que las 
K ^  Bayes son admisibles.
Los dos resultados siguientes permiten afinar mds estos 
resultados bajo ciertas hipdtesis que son una generalizacidn de 
la nocidn de convexidad estricta de un conjunto.
Precisamente vamos a considerar el andlogo de la K-fron 
tera inferior de un conjunto, ^(S; K) -que jugaba un papel im 
portante en su relacidn con la clase admisible 6)(S; K)- y que 
va a jugar un papel andlogo respecto de la clase de las estrate 
gias K-Bayes, ^ ( S ;  K).
Definicidn 2.4.11. Llamaremos frontera K-bayesiana de S y la re, 
presentaremos por p { S ;  K) , a la clase de las estrategias K-Ba- 
yes del problema ( ill , S; K) , donde K = p (k ) , es decir p { S ;  K) = 
= J3(S; K).
Analogamente se definird (S; K) = 73 (S; K*^).
Obsdrvese que todos los teoremas dados para la clase —  
73 (S; K) son igualmente vdlidos para la K-frontera bayesiana 
sin mds que sustituir las hipdtesis de S por S. En particular - 
se tienen los siguientes
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Teorema 2.4.13. Para todo S se tiene que (S; K) ^  (S; K). 
Ademds si S es K-convexo, entonces X  (S; K) K).
Teorema 2.4.14. Una condicion suficiente para que p  (S; K) 0 
es que S sea K-convexo y K-compacto.
Definicidn 2.4.12. Un conjunto S se dice que estd K-bayesiana—  
mente cerrado por abajo si (S; K) d: S.
De los anteriores teoremas y de la liltima definicidn se 
deduce inmediatamente el siguiente
Corolario 2.4.12. Si S es K-convexo y estd K-bayesianamente ce­
rrado por abajo, entonces S estd K-cerrado por abajo.
La relacidn entre Jb (S ;K) y /* (S;K) es andloga a la exis, 
tente entre Æ(S;K) y y4(S;K). En particular tenemos el equiva­
lents del corolario 2.4.1. que constituye el
Teorema 2.4.15. Si S estd K-bayesianamente cerrado por abajo y 
S es K-compacto, entonces Jh (S,K) ^  0 y ademds y2*(S;K) =/3(S;K).
Obsdrvese que en estas circunstancias (las del teorema 
2 .4 .1 5.) la clase yt*(S;K) es una clase compléta y ^ (S;K) es -
una clase minimal compléta del problema (XT,S; K).
El andlogo del lema 2.4.9. os el siguiente que es igual­
mente vdlido para ^ /'(S ;K) y (S;K).
Lema 2.4.10. 73 (S;K)O « % (S-K;K). Ademds si K es puntiagudo en­
tonces 73  ^  (S-K;K) ZZ
Demostracidn. Sea f £ 3  (s;K). Por definicidn existe al menos — 
un P 6 K* tal que
If d P » Min r
J ° f £ S i
f d P
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Ahora bien para todo k £ K se verifies que Jk d P £ 0 
y como 0 £ K, de aqui se deduce que
Min ff d P = Min Uf - k) d P 
f £ S J f  £ S J
ke E
y por lo tanto, f^ £ 76 (S - Kj ï),
Como no se ha utilizado en absolute el hecho de que —  
P £ K*^, se tendrd analogamente que ^ ^  (S; X)c Jb^ (S - K; K),
Supongamos ahora que K fuese puntiagudo y que P £
Sea f^ £ 3  (s - K; P), Como J* U d P é 0 para todo k £- K se tie 
ne que
f d P » Min |g d P 
géS f
Min fl 
f f S-K i
f d P = Min
con lo cual
1 ^  I g d P 
g£ S
Esto implica que f^ 6 S pues si fuese f^ = g^- con g^é S y 
=0 0 se tendria que, por una parte
d p
que implicaria Jk.^  d P ^  0. Como \C^ ér K - 0^ y P £ K^^ se -
tendria que d P <  0 contradiccidn que demuestra la segunda
parte del lema.
La segunda conclusidn del lema no es vdlida para 3 (s;K) 
como muestra el siguiente
Contrae.lemplo 2.4.5. Sea XT = j , 9  gV y S = ^ (0,0) ^ y K =
= K^ = j (*1* *2^' *1 ■ %g 6 0  ^ . K es puntiagudo y S - K =
=  ^(xj^ , Xg); 0; Xg ^  0  ^. 3  (S,K) = S = j (0,0) jr , mien
tras que 3  (S - K;K) = j (x^, Xg) ; x^ = 0, Xg ^  0 ^ (7 ^  (x^,Xg);
^ 0; *2 = 0 y .
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La definicidn siguiente generalize el concepto de convex! 
dad estricta y es Util a la hora de comprobar el que ciertas es 
trategias Bayes (no necesarieunente respecto de son admisi­
bles.
Definicidn 2.4.12. Un conjunto S se dice que es estrictamente - 
K-convexo si S es K-convexo y ademds para todo f , g 6 ytt(S;K) 
con f =0 g y (0 ,1 ), se tiene que ^ f f (l - ^  ) g ^ yA(S;K).
Teorema 2.4.16. Si S es estrictamente K-convexo, entonces para 
todo P £ K*, si y* (S; H^) ^  0 estd constituido por una sola es­
trategia, digamos j f , y ademds f^£ ^  (S; K) .
Demostracidn. Supongamos que ^  f^ fuese tal que g ^ é  (S;Hp). 
Entonces se tendria que, por ser yu (S; H^) convexo ^ f^+(l-^)g^ 
é p  {s ; Hp) C yU(s; k) para todo X  £ [0,lj , y esto contradiria 
el que S fuese estrictamente K-convexo.
Supongamos ahora que f^ ,^(S;K). Como f^£ S (por ser 
p  (S;K)) se tendrd por el lema 2.4.6.b) que M(f^)O S9^ 0. 
Sea g £ H(f ) 0  S. Entonces g - f  é K - L(k) con lo cual
c. ’’
y esto implicaria que g^ £ y*(S;K) = •( f^S por la primera par­
te del teorema. Contradiccidn que demuestra la segunda parte.
Corolario 2.4.13. Si S es estrictamente K-convexo y posee K-frm 
tera inferior ^ (S;K), entonces ^ (S;K) (S;K).
Demostracidn. Por el teorema 2.4.13. se tiene que 9 (S;K) c.p (S;K) 
Para demostrar el reeiproco sea f^ £ y^(S;K). Esto implica que 
existe un P £ K*^  tal que f^ £ y* (S;Hp) y por el teorema 2.4.16., 
f^ £ ;^ (S;K); con lo cual (S;K) = p  (S;K).
Los dltimos resultados se refieren al comportamiento de 
los conjuntos ^ (S;K) y y*(S;K) respecto a variaciones en el - 
conjunto K, o mejor dicho, respecto del conjunto K* .
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Teorema 2.4.17. Si la sucesidn decreciente K*, con K* £ ^  \
converge hacia K*s K% , entonces la sucesidn y  (S;K^) (don
de = p r (K^)) es decreciente y converge hacia p  (S;K) (don­
de K = p r (k*)), es decir
o»
M(Sî K) = D  y U  (S;K )
/ i=l ' ^
Demostracidn. Claramente, por ser K* decreciente, tambidn lo es 
y  (S; K^) y por ser K c para todo n , se tiene que -
y(S; k ) <5 yU (S;K^) para todo y por lo tanto
p { S i  K ) d  yU(S; K^)
Reciprocamente si f^ y(S;K), existe una sucesidn
•2 P Ç con P £ K^, tal que f es Bayes respecto de todos los • n' n n' o
P . Como (P^ () dT K* y dste es compacte, existe una subsucesidn 
 ^Pjjjç j ^ P^. Vamos a demostrar en primer lugar que £ K*
con lo cual £yU (S; K).
Por construccién se tiene que
jf ^ d P ^  $ J g d para todo S
y de aqui, por ser ^ P ^  1^ ^  ^ P^, queda
' jf^ d P^ J  g d P^ para todo g £ S
es decir f^ £yA (S; P^).
Supongamos ahora que P À  K*= / > K . Entonces existirdo I n=l n
un cierto n^ tal que P^ ^ para n ^  n^. Si ahora aplicamos el
lema 2.3.3. a los conjuntos ( P^ "; y , existird un g^ £■ C (-Q)
tal que °
g^ d P ^ 0 para todo P 6
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En particular, existirâ un nj^  ^tal que d Pnjj <  0
para todo n^ ÿ. n^, de donde. por la convergencia ddbil, se ten- 
drla que Jg^ d ^ 0, contradicci6n que termina la demostra—  
cién del teorema.
El andlogo del teorema 2.4.17. para ^ (S;K) no es cier- 
to en general. Sin embargo tenemos el siguiente resultado.
Teorema 2.4,18» Si la sucesién K^, con ^  » es decreci.ente
y los son totales o complètes para todo M ,  y Id^ es
tal que K*C para todo n , entonces ^ (S; K^) (donde K^*pr(K^))
es decreciente y converge bacia (S; k ) (donde K=p r (K^)). es
decir ,o
b(S;K) = n  (S; K ).
/ i=l “
si S es Kj^-convexo.
Demostraci6n. Por ser S K^-convexo, es K^-convexo para todo n , 
por el lema 2.4.8. y por lo tanto A(S;K^) c yl» (S;K^). Por otro 
lado como K*<i se tiene que y<(S;K) c  (S;K^) por el teore­
ma 2.4.11. aplicado a S. De aqul résulta que
yA (s ; K) C  ^  (s;K^) para todo n , luego
M(S;  K) =  n  ^  (S; K )
^ n=l "
Ademàs. por ser los puntiagudos ■jA(S; K^) ^  es decreciente.
Reciprocamente. si r é- ^ (S ;K^) se tiene que, para -
todo n , f 6 ^  (S; K^) ^yU (S; K^). Entonces existe una sucescidn
% P 4 con P 6 tal que ££■ M(S; P ) y exactamente igualn n n /
que en el teorema anterior, se concluye que t 6 ^  (S; k),
La hipétesis de que K*C. no puede excluirse del teo­
rema anterior, como muestra el contraejemplo siguiente.
Contrae.iemplo 2.4.6. Sea  ^^ 1*^2 ^ « S = j (x^, x ^ )  ; —
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+ %2 - O; ^  1; Xg ^  1 |r que es convexo sea P^= (^,^) 
y Pjj f y = CO (fi,fr.). Los Kn so n  totales y  ademàs
lim K% = Po • Sin embargo E^y, se tiene que XS;Kn) = \(l,0)^ 
y ^(S;Po) = \ (*,,*%); *2=4; %, *0; *,*0^.
Tampoco se puede deducir del teorema anterior que lim 
^ (S| K^) = ^(S; K) a no ser bajo ciertas hip6tesis.
Corolario 2.4.14. Si la sucesidn K* 4  ^P y , donde son tota 
les o completes; P 6  para todo n y S es Kj^-convexo, enton­
ces 3 (S; k ) = lim ^ (S; K^) donde » pr (K') y K =
Demostrac irfn. Por el teorema anterior se tiene que /^(S; H^) =*
= ? (S; K^) = lim 2 (S; K^). Por el corolario 2.4.10. apli­
cado a S, se tiene que ^ (S; H^) = y* (S; H^) ; luego ^  (S; H^) = 
= lim (S; K^).
Otra instancia para la cual se cumple lo anterior viene 
dada por el siguiente
Corolario 2.4.15. Si la sucesi6n j K* y S posee K^-frontera 
inferior y es estrictamente Kj^-convexo por abajo, entonces —  
y (s, K) = lim 3(S; K^) donde K = pr (K*) y = pr (K^).
Demostraci6n. Por el teorema 2.4.17. résulta que yti(s,K) =limy*(S;K^) 
Por otro lado, S posee frontera K^-inferior (y K-inferior) y es 
estrictamente K^-convexo (y K-convexo) por abaJo. Entonces, por 
el corolario 2.4.13. résulta que ^ (S; K^) = (S; K^) para to­
do n y ^(S; K) =y<(S; K), de donde résulta el corolario,
Los andlogos de los teoremas y corolarios anteriores no 
tienen équivalentes paura sucesiones crecientes puesto que no po 
demos asegurar que si K* K con su limite pertenez
ca a
Otra forma de enfocar el problema séria el considerar - 
el espacio topolégico , w) dotado de su correspondiente m4-
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trica de Prohorv, ^ » y sobre esta m^trlca construlr la mëtrica 
de Hausdorff para los elementos de la ciase y considerar la 
continuidad de las multiaplicaciones ^ (S, lO y yA (S; k!) de 
en f  (s) ,
En vez de seguir este enfoque alternative concluimos es^  
ta memoria dando un teorema referente al comportaroiento de la - 
frontera (S; K) respecte a las sucesiones decrecientes den
tro de la clase ^  . Como demostraremos con contraejemplos estes 
resultados no son vdlidos para ^ (S; k), ni para yk(S; K) , ni 
para el caso de _Q. arbitrario en general. La validez solo se —  
puede demostrar en el caso de que SLsoa. finito.
La explicacién de por quë los resultados referentes a 
y K son distintos, estd, por un lado en que la polaridad o dua- 
lidad no conserva la continuidad, es decir, el ser j E* no - 
implica pr (K*) ^ pr (K*) ni vice-versa, si ^ K no necesa—  
riamente es f EÎ S in embargo cuando XI es finito, se verifi- 
ca el teorema siguiente.
Teorema 2.4.19. Sea 17. finito. Entonces si f ^  para todo n, 
y son puntiagudos y si 4’ E, es decir K = E^, entonces —
K é ja y es puntiagudo y E^*^ E^^, es decir K ^ =  .
Demostracién. Es évidents que K £ y ademds es puntiagudo. Por 
otro lado, para todo n, es E ^ ^ ^  ^nfl si P 6  se tie­
ne que jf d P 0 para todo f 6  ^0 y , luego en particu­
lar para todo f é E^^^  ^ -  ^ 0 ^  ( C E ^  - (O'; , y por lo tan^o -
P 6 E^^, Por la misma raz6n Ej[^^ E*^ y por lo tanto E*^3 U  E^^,
n=ln n
Reciprocamente, sea P £ E*^ y supongamos que P^ fr
Esto implicaria la existencia de una sucesi($n f^ £ E^ -  ^ 0 y -
tal que J d 0 para todo n. S in pérdida de generalic/ad
podemos escoger los f^ taies que pertenezcan a la esfera unidad
de C ( H  ), es decir jj f jj = 1. Como esta esfera es compacta -
(por ser 17 finito) existe una subsucesi6n ■■ ■ ■> f^» Ade-
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mAs f^ 9  ^0 por ser /) l| = 1. AdemAs apllcando el teorema de
la convergencia dominada a la sucesién  ^ X & se tie
ne que d ^  0. Demostremos ahora que 6  K, con lo cual
se tendria una contradicci6n pues por ser K -  ^ 0 y y —
P f K *%eria ft d P -.<1 0, que contradice lo anterior, o J o o ’
Si no fbme f^ ^  K, existiria un n^ tal que Y
el teorema de Klee aplicado a los conos 0 ^ y nos
aseguraria la existeneia de un Pj^  é  tal que jf^d P^> 0 . Pe
ro por otro lado Jfnk ^ l 0 a partir de un cierto Indice, cm  
lo cual J'^o ^1 Contradicciôn que demuestra el teorema.
Corolario 2.4.16. Si se verifican las condiciones del teorema 
2.4.19.» entonces
I «o
(Si k) * lim a  (S; K ) = O  A(S; K ). 
n / n=l'
Contrae.iemplo 2.4.7. Sea il = ^ 9^, « S =  ^(x^ , Xg) ;
(xj^ -l)^  t (xg-l)2 é 1 jr • n donde { (x^.^g):
nXi f Xg 6 0 y  ^(x^,Xg) ; x^ f nXg 6  0 . Obviamente
^n ^  ^ - ^o “  ^ *2^* Xj^ ^ 0; Xg é 0  ^ , S in embargo,
**U  ^  (S; K ^ )  =  ^ (xj^,Xg); (x^-l) f (xg-l) =1; 1; Xg^ 1
mi entras que ^ (S; K^) = V  ^ ( S ;  K^) U   ^ »0 V (/ jo,l ^  .
Obs^rvese que este contraejemplo sirve para demostrar - 
igualmente que lim yU. (S; K^) ^  y* (S; K) puesto que, por ser S 
estrictamente fC-convexo por abajo, se verifies que ^ ( S ; K^) =
= yt (S; K^) y ;i(S; K) =yt (S; K) .
La restriccidn impuesta a _fl - la de ser finito puede 
levantarse, siendo el teorema cierto si se impone a los conos - 
la condicién que los sean conos con soporte compacte (para 
su definicién véase p.e., Bourbaki,(1966% p. Il4). Basta que lo 
sean a partir de uno de ellos. Esta nueva formulaci6n del teor^ 
ma siguiente incluye como caso particular al 2.4.19., puesto que 
si jTL 99 finito cualquier cono puntiagudo perteneciente a la - 
clase ^  tiene soporte compacte.
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Teorema 2.4.20. Sea fi ^  una aucesl6n decreciente de conoe
puntiagudos y de soporte compacte tal que K K £ ^  . Enton-
c .  K ^ f  K»*- . n
Demostraci6n. La primera parte de la demostraci6n es idëntica a 
la del teorema anterior y por lo tanto
O  U  E ^  
n=l
Supongamos abora que £ E ^  y que P^ ^  E ^ .  Esto
implicaria la existeneia de una suce si 6n fir E^ -  ^0 y tal qte
d P^ ^ 0 para todo n . Si désignâmes por y C los sopor 
tes de E^ y E respectivamente, estos los podemos elegir de tal 
modo que C. Ademds siempre podemos elegir los 6- pues^
to que n ■/ 0 jf = 0. Entonces existe una sucesij6n j ^ n^^ ^  f
Abora bien por ser Cn^ se tiene que = C y -
por lo tanto f^ 6 E - ^0^ con lo cual se tendria Jf^ d P^ < 0. 
Por otro lado J^njc ^ ^ para todo E, La aplicacién inmedm
ta del teorema de la convergencia dominada lleva a que Jf^dP^^ 0, 
contradicci^n que demuestra el teorema.
o
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