This paper presents a method for stability analysis of switched and hybrid systems using polynomial and piecewise polynomial Lyapunov functions. Computation of subh functions can be performed using convex optimization, based on the sum of squares decomposition of multivariate polynomials. The analysis yields several improvements over previous methods and opens up new possibilities, including the possibility of treating nonlinear vector fields and/or switching surfaces and parametric robustness analysis in a unified way.
Introduction
0 it provides a less conservative test for proving stability under arbitrary switching, 0 stability can be proven with a smaller number of Lyapunov-like functions, eliminating the need of refining the state space partition, 0 the method can be applied to systems with nonlinear subsystems and nonlinear switching surfaces, 0 parametric robustness analysis can be performed in a straightforward manner.
Preliminaries 2.1 Switched and Hybrid Systems
In this section, we present some preliminaries on switched .
and hybrid systems, and establish the notation for later following form:
Many systems have dynamics that are described a set use. The systems considered in this paper are of the of continuous time differential equations in conjunction with a discrete event process. Such systems are usually referred to as switched or hybrid systems. Stability analysis of switched and hybrid systems has been treated e.g. 
where x E R" is the continuous state, i is the discrete state, fi(z) is the vector field describing the dynamics of the i-th mode/subsystem, and I is the index set. Without loss of generality, we assume that the origin is an equilibrium of the system.
One way of proving stability of switched and hybrid systems is by using piecewise quadratic Lyapunov functions [8, 5, 41 , which are constructed by concatenating severa1 quadratic Lyapunov-like functions. This approach is quite effective, as the search for such Lyapunov functions can be performed by solving linear matrix inequalities (LMIs). However, in some cases it can be conservative.
The present paper provides a new approach to stability analysis of switched and hybrid systems. For proving stability, polynomial and piecewise polynomial Lyapunov functions are constructed using the sum of squares decomposition [7] , which can be efficiently computed using semidefinite programming, e.g. using the software [9] . The method generalizes previous analysis methods using quadratic and piecewise quadratic Lyapunov functions. Some features of the new approach are:
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i-th and j-th modes, i.e. a boundary between Xi and X j , is given by
for some h Z 3 k : Rn -+ R. Note that the transition between modes on this surface can occur in both directions. Although in principle the direction of transition for a particular z E s,, can be determined from the vector fields f , ( x ) and f 3 ( Z ) , it is assumed in our analysis that such a characterization is not performed a priori.
On the other hand, the evolution of the discrete state in a hybrid system is governed by
with 4 : R" x I 4 I . Corresponding to the transition law 4, there exists a region of the state space where a particular mode can be active. For the i-th mode, the active region is denoted by X,, and is given by'
In the hybrid system case, UzEI X, = Rn still holds, but int(X,) n int(X,) is not necessarily empty for i # 3 . The transition set from the j-th mode to the i-th mode in a hybrid system is described by
In contrast to switched systems, the transition between modes on Sij for a hybrid system occurs only in one direction, namely from j to i.
Throughout the paper, it is assumed that the discrete state i ( t ) is piecewise continuous. Systems with infinitely fast switching, such as those that have sliding modes, are excluded from our discussion. We also assume that the functions f i , gik, and h i j k are polynomials. For the case in which any of these functions is nonpolynomial, see the comment at the end of Section 3.3.
Sum of Squares Decomposition
Our analysis in the later sections is based on the sum of squares decomposition of multivariate polynomials. 
What makes the sum of squares decomposition attractive is the fact that such a decomposition can be computed using semidefinite programming, since the computation of Q is nothing but a search for a positive semidefinite matrix subject t o some affine constraints. Coupled l A notation similar to (2) is chosen here for simplicity; the interpretation should be clear from the context.
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with the property that p ( x ) being a sum of squares implies2 p (~) 2 0, the sum of squares decomposition provides a computational relaxation for proving polynomial positivity, which belongs to the class of NP-hard problems. Three kinds of polynomial positivity and their corresponding sum of squares computational relaxations are shown in Table 1 .
The sum of squares decomposition has been exploited to algorithmically construct Lyapunov functions for nonlinear systems [7, 61 . For this purpose, real coefficients c1, ..., cm are used to parameterize a set of Lyapunov functions in the following way:
i=l where pi (x) are some polynomials; for example they could be monomials of degree up to some number. The search for a Lyapunov function V ( x ) E V , or equivalently some ci, such that V ( x ) is positive definite and % is negative definite can still be formulated as a sum of squares problem and solved using semidefinite programming.
For brevity, the theorems in the subsequent sections will be formulated in terms of inequalities such as V ( x ) L 0 or V ( x ) > 0. In fact, these theorems hold when the inequalities are interpreted in the usual manner. However, if the computation of Lyapunov functions is to be performed using semidefinite programming, then these inequalities have to be interpreted as sum of squares conditions, in the way summarized in Table 1 . 
then the origin of the state space of the system (1) is globally asymptotically stable under arbitrary switching.
Notice in particular that if the vector fields are linear, i.e.
fi(x) = Aix, and if V ( x ) is chosen to be quadratic, say V ( x ) = x T P x , then the conditions in Theorem 1 correspond to the well-known LMIs P > 0, ATP + PAi < 0 for all i, which prove quadratic stability of the system. For higher degree polynomial vector fields and Lyapunov 2Note that the converse implication is true only in special cases. One of such instances is when the polynomial is quadratic.
Positive semidefinite: p ( x ) 1 0 Conditions on the right are sufficient for those on the left. The polynomial degree N is assumed to be even, otherwise the polynomial will be negative for some 2. Here the E are some positive real numbers.
p ( x ) is a sum of squares. Figure 1 ).
Piecewise Polynomial Lyapunov Functions
Most switched and hybrid systems come with a prescribed switching scheme or a discrete transition rule. In this case, there is no need to use the global analysis method presented in Section 3.1. Stability can be proven in a more effective way using piecewise polynomial Lyapunov functions. Such functions are patched from several polynomial functions V, ( E ) (also termed Lyapunovlike functions), typically corresponding to the state space partition { X i } . The Lyapunov-like function V,(x) and its time derivative along the trajectory of the i-th mode are required to be positive and negative respectively, only within X i .
The conditions in the previous paragraph can be accommodated using a method similar to the S-procedure [l]
as follows. To incorporate the fact that K ( x ) only needs to be positive on X i , where X i is described by ( 2 ) , we impose the relaxed condition An analogous condition can be imposed on %. Note that there is no requirement in our method that the multipliers aik(x) be constants (as in the S-procedure); they can also be polynomials of higher degree. Thus, our condition is generally less conservative than the S-procedure.
Switched Systems:
As mentioned in the preliminaries, for a switched system the transition between modes on a switching surface is not characterized a priori. Without characterizing the direction of switching, it is essential that the piecewise Lyapunov function used to prove stability be continuous on every Sij. For
where c i j ( z ) is an arbitrary polynomial, will guarantee the continuity of V ( x ) on Sij. To this end, we have the following theorem for switched systems. 
Theorem 3 Consider the switched system (1)-(3). Assume that there exist polynomials V,(z), c i j ( x ) , with V,(O)
=
% ( X ) + cij(x)hijo(x) -V , ( X )
= 0 V i ,
H y b r i d Systems:
Mode transitions in a hybrid system are characterized a priori. Because of this, a piecewise Lyapunov function for a hybrid system need not be continuous, and it is enough to have Vi(x) 5 V, (x) on Sij. This is taken into account in condition (17) of the theorem below.
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Theorem 5 Consider the hybrid system ( l ) , (5)-(6) . Assume that there exist polynomials V , ( x ) , c i j ( x ) , and
Then the origin is globally asymptotically stable.
Nonlinear Vector Fields and Switching Surfaces/Transition Sets
So far, the systems we have considered in the examples have linear subsystems and linear switching surfaces. As mentioned previously, the sum of squares conditions can be applied directly to systems with nonlinear vector fields and nonlinear switching surfaces or transition sets. To illustrate this, consider the following example. In fact, even for a system with a rational or nonpolyncmial vector field, a system embedding can sometimes be made such that a Lyapunov function that proves stability can be computed using the sum of squares decomposition.
This has been presented in [6] and will not be discussed in this paper. The same technique can also be applied to nonpolynomial switching surfaces or transition sets. 
Robust Stability Analysis
In this section we consider robust stability analysis of switched or hybrid systems with uncertainty. Uncertainty in a switched or hybrid system can be present in the vector fields describing the flow of the system and/or in the switching scheme/transition law. The uncertainty can be of parametric nature, or caused by perturbation of the vector field, switching delays, etc.
A method for robustness analysis has been proposed in [8] . The approach is based on bounding Sij by an uncertain switching set, and X i by a bigger set where the corresponding Lyapunov-like function is decreasing. Since this analysis is carried out using conditions similar to those given in Section 3, it can be immediately generalized to make use of polynomial functions. The method is well-suited for robustness analysis with respect to nonparametric uncertainty, but unfortunately, although in principle parametric uncertainty can be handled in a similar fashion, it is not treated in a direct and efficient way.
We now present an analysis technique for handling parametric uncertainty in a direct way, based on parameter dependent Lyapunov-like functions and multipliers. Computation of parameter dependent quadratic Lyapunov-like functions using LMIs had been previously difficult, since such functions are nonquadratic polynomials in the state and parameter variables. Using the sum of squares decomposition, computation of even higher degree functions is straightforward.
Let us denote the uncertain parameters by p E E t ' , and let the set of admissible parameters be given by for some polynomials q k l ( p ) and r k 2 ( p ) . Furthermore,
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assume that the vector fields f i and polynomials describing X i and Sij depend on p. 
and transition law Table 2 . 5 
Conclusions
A new method for stability analysis of switched and hybrid systems has been presented. The method is based on polynomial and piecewise polynomial Lyapunov functions, whose computation can be efficiently performed using the sum of squares decomposition and semidefinite programming. 
