Abstract This paper is devoted to globally convergent Armijo-type descent methods for solving large sparse systems of nonlinear equations. These methods include the discrete Newton method and a broad class of Newton-like methods based on various approximations of the Jacobian matrix. We propose a general theory of global convergence together with a robust algorithm including a special restarting strategy. This algorithm is based on the truncated preconditioned smoothed CGS method for solving nonsymmetric systems of linear equations. After reviewing 12 particular Newton-like methods, we propose results of extensive computational experiements. These results demonstrate high e ciency of the proposed algorithm.
Introduction
Let f be a continuously di erentiable mapping from R n to R n in the form f(x) = (f 1 (x) f 2 (x) : : : f n (x)) T and consider the system of nonlinear equations f(x) = 0 (1.1)
for some unknown point x 2 R n . L e t J(x) denote the Jacobian matrix of the mapping f with (J(x)) ij = @f i (x) @x j 1 i n 1 j n:
Let x 1 2 R n , F k f(x 1 )k and 0. Denote In this paper, we will concentrate on a class of Armijo-type descent methods for the solution to the system (1.1), which generate the sequence of points x i 2 R n , i 2 N , such that x i+1 = x i + i s i i 2 N (1.2) where s i 2 R n is the direction vector determined as an inexact solution of the linear system A i s+f i = 0 and where the stepsize i is selected to guarantee su cient decrease of kf(x)k. Here A i is an approximation of the matrix J i = J(x i ) a n d f i = f(x i ).
For investigating Armijo-type descent methods we also use the objective function 24] , the in uence of inexactness 1 of the approximation A i of the Jacobian matrix J i has not been considered, with the exception of the case of nite di erence approximation of the Jacobian matrix studied in 5], which deals only with local convergence. Therefore, we consider both of these inexactnesses in this paper.
The paper is organized as follows. In Section 2, we propose a class of Armijotype descent methods and formulate conditions for their global convergence. These conditions (especially assumption A4) cannot be veri ed in general, but our theory is useful for particular algorithmic realizations. To globalize Newton-like methods, we propose an implementable algorithm, based on restarts, which does not use assumption A4, while it is still globally convergent (if standard assumptions hold). Furthermore, we g i v e a short description of the preconditioned smoothed CGS algorithm used for direction determination. Section 3 is devoted to the description of various Newton-like methods which can be realized by Algorithm 1. Finally, Section 4 contains results of computational experiments which demonstrate high e ciency of Newton-like methods realized by Algorithm 1 with preconditioned smoothed CGS subalgorithm.
Descent methods
We begin with the de nition of a class of Armijo-type descent methods for the solution to a system of nonlinear equations. More detailed information can be found in Algorithm 1.
De nition 1 We say that the basic method x i+1 = x i + i s i , i 2 Using the inequality 0 # < (1=2)(1 ; !)J, w e get 0 < 1. 2
Lemma 1 shows that the inexactness of the Jacobian matrix can be transformed to the inexactness of the solution to the linear system, so that almost all theoretical results concerning the inexact Newton method (e.g. results from 7] or 18]) can be used when assumption A4 is satis ed. Unfortunately, assumption A4 can be neither veri ed, if the Jacobian matrix is not known, nor guaranteed in the general case. Therefore, we have to use a di erent approach for building a globally convergent algorithm. One such possibility is the application of a suitable restarting strategy. I f w e apply the simple decision D3: If A i 6 = J i and (2.2) has been violated i n j 1 consecutive Armijo steps, then set A i = J i and repeat the iteration, we obtain either A i = J i , so that a theory developed for the inexact Newton method can be used, or A i 6 = J i and i j 1 , w h i c h eliminate assumption A4 from the proof of global convergence (cf. Theorem 1). The following algorithm realizes above ideas: Algorithm 1 Data: 0 < < 1, 0 < < 1, 0 ! < 1, " > 0, i > 0, 0 < j j 1 j 2 , 0 < k 1 (1 is allowed).
3
Step 1: Initiation. Choose an initial point x 1 2 R n and compute the vector f 1 := f(x 1 ). Set k := 1 and i := 1.
Step 2: Te s t o n c o n vergence. If kf i k " then terminate the computations (the solution is obtained). If i > i then terminate the computations (too many iterations).
Step Step 4: Backtracking. (a) Set Step 5: Update. If j j and k k then compute the matrix A i+1 using some 
By coupling both of these inequalities and using relation (2.6), where we set # = 0 , w e obtain , where is given by (2.8). Estimation (2.8) is usually unnecessarily strong and Algorithm 1 works well in practice with a relatively small value j 2 = 10 as it is demonstrated in Section 4.
Now w e focus our attention on details which are necessary for the implementation of descent methods. First we state several comments concerning Algorithm 1: 1) Matrices J i , i 2 N , occuring in Step 3, can be computed either analyticaly or by automatic di erentiation or by n umerical di erentiation. We used the last possibility in our computational experiments to make the Newton method comparable with other Newton-like methods (numerical di erentiation described in Section 3 is very e cient for large sparse systems). Notice that the matrices J i , i 2 N , m a y not be computed explicitly if a transpose-free iterative method is used for the direction determination. In this case, we obtain a matrix-free method that uses numerical di erentiation instead of multiplication by the Jacobian matrix.
2) The inequality 0 ! i ! < 1, required in Step 3, can be easily satis ed by setting ! i = !. Nevertheless, a more careful choice of ! i can slightly improve the e ciency of the inexact Newton-like m e t h o d . We h a ve used the value ! i = min(max(kf i k (kf i k=kf i;1 k) ) 1=i !), with = 1 =2, = 1 , = ( 1 + Step 4c. The value j has no theoretical importance, it controls a frequency of restart in case the Newton-like method might be ine cient. An experience shows that greater values of j increase the total computational time. 4) The value
Step 4c, can be determined by constant reduction or by more sophisticated procedures such as quadratic or cubic interpolation. We examined all these possibilities and found constant reduction with = = 1 =2 a suitable robust strategy for our collection of test problems. 5) If k = 1, then restarting is triggered only by b a c ktracking failures. The nite value k is essential for limited memory quasi-Newton methods which cannot store more than O(k) v ectors. Setting k = 0 , w e obtain the discrete Newton method.
Now w e concentrate our attention on the determination of the direction vector. The vector s i 2 R n , i 2 N , satisfying the inequality kA i s i + f i k !kf i k is most frequently obtained as an approximate solution to the linear subproblem A i s + f i = 0 using some iterative method. In order to simplify the notation we omit the outer iteration index i in the remainder of this section, so that we write A, f, x instead of A i , f i , x i . On the other hand, we use the inner iteration index j for the description of iterative methods for linear subproblems. To satisfy the condition kAs + fk !kfk, for an arbitrary 0 ! < 1, we need iterative methods which terminate after a nite number of steps. Moreover, computational experiments show t h a t i t i s a d v antageous when these methods generate a sequence of iterates s j , j 2 N , and corresponding residual vectors r j = As j + f, j 2 N , so that the norms kr j k, j 2 N , do not increase. This requirement can be ful lled by the choice of some residual minimizing or smoothed conjugate gradient-type method. Moreover, since the system matrix A is not always explicitly known but can be given by the di erence formula, we consider only the iterative methods which do not involve m ultiplication by the transpose of the matrix A (transpose-free methods).
One of the best-known and most widely used schemes of this type is the GMRES method presented by Saad and Schultz in 34]. Unfortunately, this method uses long recurrences (O(n 3 ) operations and O(n 2 ) storage in the unrestarted case or O(m 2 n) operations and O(mn) storage in the m-steps restarted case) so that it may not be ecient for large-scale problems. We h a ve had a good experience with the preconditioned smoothed CGS method, presented in 39] and given by the following algorithm. end do
The matrix C serves for preconditioning. We used an incomplete LU decomposition of the matrix A + "diag(A) as a preconditioner. Here diag(A) is a diagonal matrix which has the same diagonal as the matrix A and " > 0 is a small number. Since the two parameter-minimal residual smoothing of the original CGS method 36] is used, the sequence of residual norms is non-increasing. The smoothed CGS method uses 3 Review of Newton-like methods for nonlinear equations
In this section, we describe a set of methods for solving systems of nonlinear equations, which can be realized by Algorithm 1. All methods di er from each other only by the approximation of the Jacobian matrix J(x). Since we need the true Jacobian matrix for restarts, we begin with the numerical di erentiation. For convenience, we denote the sparsity pattern of J(x) b y S. Then (i j) 2 S if, and only if, J ij (x) 6 = 0 (structurally). The Jacobian matrix can be determined numerically b y using two di erent w ays. The rst way, elementwise di erentiation, is based on the approximation
for all (i j) 2 S . Thus we need m scalar function evaluations (i.e. m=n equivalent vector function evaluations) where m is the number of nonzero elements in J(x).
The second way, groupwise di erentiation, is based on a division of columns of J(x) i n to groups C k , 1 k p, s o t h a t e a c h column belongs to only one group and, moreover, (i j 1 ) 2 S , ( i j 2 ) 2 S , j 1 6 = j 2 imply j 1 2 C k 1 , j 2 2 C k 2 , k 1 6 = k 2 . Then, for each group C k , 1 k p, w e compute the di erence f(x + for all (i j) 2 S \ C k (we use the notation S \ C k = f(i j) 2 S : j 2 C k g and SnC k = f(i j) 2 S : j 6 2 C k g). Therefore, we n e e d p vector function evaluations. Since the number of groups cannot be less then the number of nonzero elements in an arbitrary row, the number of vector function evaluations is usually slightly greater than the one connected with the elementwise di erentiation. On the other hand, the computation can now be organized better (the expressions which are common for all scalar functions can be computed only p times), so that the groupwise di erentiation is usually faster. Groupwise di erentiation was rst proposed in 13]. The optimum division of columns into groups and the equivalent graph coloring problem were studied in 11]. E cient implementation of the resulting algorithm is given in 12]. We used this algorithm in all of our experiments (only the discrete Newton method was tested with both the elementwise and the groupwise di erentiation). Now w e are in the position to describe individual methods for solving systems of nonlinear equations. The notation refers to Algorithm 1.
1) The discrete Newton method with elementwise di erentiation (DNE). This method uses the value k = 0. Elements of J(x) are computed by (3.1).
2) The discrete Newton method with groupwise di erentiation (DNG). This method uses the value k = 0. Elements of J(x) are computed by (3.2).
3 In both of these formulae we use the matrix S ;k = ( L ;k U ;k ) ;1 , where L ;k U ;k is the incomplete LU decomposition of the Jacobian matrix J(x ;k ). Note that the vectors e ;1 , : : : , e ;k do not need to be stored. We only use indices of their unique nonzero elements. The limited memory column update method needs a nite value k. We obtained k = 6 experimentally.
12) The discrete Newton method with successive di erentiation (DNS). This method, proposed in 26], does not use Jacobian matrices. The products Av = Jv, which appear in Algorithm 2, are replaced by the numerical di erentiation Av = f(x + v =kvk) ; f(x) =kvk where is a small di erence (usually = 1 0 ;8 for a double precision arithmetic). Since the Jacobian matrix is not computed explicitly, w e cannot use the incomplete LU decomposition of the Jacobian matrix as a preconditioner. Instead, we n umerically compute, using di erences, the tridiagonal part of the Jacobian matrix and then apply this tridiagonal matrix as a preconditioner.
smoothed CGS method (Algorithm 2). These methods were implemented by using the modular interactive system for universal functional optimization UFO 27] . We used the values = = 0 :5, = 1 0 ;4 , ! = 0 :4, " = 1 0 ;16 , i = 200, j = 1 , j 1 = 5 , j 2 = 1 0 in Algorithm 1. All test results were obtained by using 30 sparse problems. Names and sizes of these problems, together with their sources, are given in Table 1 (n is the number of equations and m is the number of nonzeroes in the Jacobian matrix). The rst 21 problems have a standard form and their complete description can be found in the cited references while the last 8 problems require more detailed comments: Table 2a corresponds to preconditioned smoothed CGS algorithm. We used an incomplete LU decomposition of the matrix A + "diag(A) as a preconditioner, where " = 0 for problems 1-28 and " = 1 0 ;2 for ill-conditioned problems 29-30. Table  2b is comparative and it contains results obtained after replacing the preconditioned smoothed CGS algorithm by complete LU decomposition (we used the unsymmetricpattern multifrontal scheme implemented in the UMFPACK package 14]). According to the results presented in the above tables, we can make several conclusions (which are, of course, in uenced by our collection of test problems): 1) Newton like methods with preconditioned smoothed CGS iterations are competitive (measured by the total computational time) with methods based on complete LU decomposition. On the other hand, the former ones are more robust and have l o wer storage requirements. 2) Discrete Newton methods (DNE, DNG) are more e cient and more robust than sparse quasi-Newton methods (BS, BP). Methods based on cyclic di erentiation (LI, LIBS) were shown as the worst ones (measured by the computational time and the number of failures) among all tested Newton-like methods (with the exception of the derivative free DNS method).
3) Limited memory quasi-Newton methods (LMB, LMC, LMI) are more e cient and more robust than sparse quasi-Newton methods (BS, BP). Particularly, the LMI method was shown as the best one (measured by the computational time and the number of failures) among all tested Newton-like methods. 4) The DNS method is neither e cient nor robust since it cannot be implemented with an e cient preconditioner based on incomplete LU decomposition. Almost all failures were caused by exceeding the maximum number 1200 of function evaluations. However, this method has a minimum storage requirement and sometimes gives very good results. 5) Algorithm 1 is very e cient and robust at least in connection with the LMI method.
