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Abstrakt
Tato pra´ce se zaby´va´ vyuzˇitı´m MPI na Microsoft HPC v programovacı´ch jazycı´ch C++ a
C#. Popisuje zpu˚soby jaky´mi lze MPI aplikace spousˇteˇt na Windows HPC Serveru 2008.
Dalsˇı´m krokem je porovna´nı´ MPI funkcı´ pouzˇity´ch v jazycı´ch C++ a C#. MPI je da´le
vyuzˇita pro paralelizaci dvou neuronovy´ch sı´tı´, Backpropagation a Self-organizing map.
U kazˇde´ neuronove´ sı´teˇ jsou provedeny testy na ucˇinnost jejich paralelizace.
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Abstract
This work deals with the use ofMPI forMicrosoft HPC programming languages C++ and
C#. This work describes methods by which are possible to run MPI applications on the
WindowsHPCServer 2008. The next step is to compare theMPI functions used inC++ and
C#. MPI is also used for the parallelization of two neural networks, Backpropagation and
Self-organizingmap. For each neural network are tested for their force the parallelization.
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Seznam pouzˇity´ch zkratek a symbolu˚
MPI – Message Passing Interface
HPC – High Performance Computing
SOM – Self-organizing map
OOSol – Object Oriented SOLvers
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51 U´vod
Vdnesˇnı´ dobeˇ se snazˇı´me co nejvı´ce snı´zˇit cˇas potrˇebny´ na vy´pocˇet velky´ch u´loh. Jednou z
mozˇnostı´ jak tohoto cı´le dosa´hnout je rozdeˇlit u´lohu namensˇı´ cˇa´sti a ty pak da´le paralelneˇ
pocˇı´tat na ru˚zny´ch vy´pocˇetnı´ch strojı´ch. Protozˇe jednotlive´ cˇa´stimusı´ spolu komunikovat,
tak pro tento u´cˇel byla vytvorˇena specifikace MPI[12]. Microsoft vydal operacˇnı´ syste´m
Windows HPC Server 2008[16], ktery´ se pra´veˇ zaby´va´ paralelnı´my vy´pocˇty. Za´roven
vydal i svoji implementaci MPI, ktera´ ma´ rˇadu vylepsˇenı´.
Cı´lem te´to diplomove´ pra´ce bylo, abychom se naucˇli vytva´rˇet MPI aplikace (cozˇ zahr-
nuje ladeˇnı´ i trasova´nı´), da´le zpu˚soby jaky´m lze spousˇteˇt tyto MPI aplikace na Windows
HPC Serveru 2008 a celkoveˇ se naucˇli pracovat s tı´mto operacˇnı´m syste´mem.
Nasbı´rany´ch znalostı´ jsme pote´ vyuzˇili k napsa´nı´ dvou neuronovy´ch sı´tı´. Vybrali jsme
dveˇ nejzna´meˇjsˇı´ neuronove´ sı´teˇ a to Backpropagation (ucˇenı´ s ucˇitelem) a Kohoneovu
mapu (ucˇenı´ bez ucˇitele). Samotny´ pru˚chod neuronovou sı´tı´, kde se prˇivedou na vstup
hodnoty pote´ ocˇeka´va´me jen vy´stup, tak je rychly´, ale oproti tomu ucˇenı´ mu˚zˇe by´t zdlou-
havy´ proces, ktery´ jsme chteˇli urychlit.
Testovat nasˇe aplikace ma´me mozˇnost na sˇkolnı´m Windows HPC Serveru 2008.
Da´le spolupracujemenaprojektu jehozˇ cı´lem je vytvorˇit paralelnı´ algoritmyprourych-
lenı´ matematicky´ch vy´pocˇtu˚.
1.1 Struktura pra´ce
V tomto textu je celkoveˇ sˇest kapitol, kde prvnı´ je u´vod. Ve druhe´ kapitole se zaby´va´me
Windows HPC Serverem 2008, kde popisujeme samotny´ syste´m a jeho vlastnosti (Sekce
2.1). Na´sledovneˇ popisujeme job (Sekce 2.2) a jeho jednotlive´ fa´ze. Abychom mohli psa´t
programy spustitelne´ na Windows HPC Serveru 2008, je nutne´ projekt spra´vneˇ nastavit
(Sekce 2.3) a jak je vu˚bec spustit (Sekce 2.4). Prˇi hleda´nı´ chyb potrˇebujeme cˇasto ladit
program (Sekce 2.5).
Ve trˇetı´ kapitole popisujeme za´kladnı´ informace o MPI, jak vypada´ napsany´ MPI
program v jazycı´ch C++ (Sekce 3.1) a C# (Sekce 3.2). Da´le porovna´va´me rychlosti prˇenosu
pomoci MPI (Sekce 3.3).
Ve cˇtvrte´ kapitole popisujeme neuronove´ sı´teˇ a nasˇi implementaci Backpropagation
(Sekce 4.1) a Kohonenovu mapu (Sekce 4.2). Za´rovenˇ jsme provedli testy jejich rychlostı´.
Nasˇe spolupra´ce na vy´voji distribuovany´ch datovy´ch struktur je popsa´na v pa´te´
kapitole.
Zhodnocene´ vy´sledky jsou uvedeny v za´veˇru (Kapitola 6). Na´sleduje prˇehled litera-
tury a uzˇivatelske´ prˇı´rucˇky.
62 Windows HPC Server
Dokument popisujı´cı´ Microsoft Windows HPC Server 2008 a ze ktere´ho je pro tuto kapi-
tolu cˇerpa´no je White Paper [16] od Microsoftu. Microsoft Windows HPC Server 2008 je
novou generaci High Performance Computing. Nabı´zı´ kompletnı´ a integrovane´ clustrove´
prostrˇedı´ vcˇetneˇ operacˇnı´ho syste´mu, Job Scheduleru (popsa´no da´le v kapitole), podporu
Message Passing Interface v2 (MPI2[12]), spra´vu clusteru a monitorova´nı´ jednotlivy´ch
komponent. Windows HPC Server 2008 postaven na syste´mu Windows Server 2008 64-
bit, mu˚zˇe efektivneˇ sˇka´lovat pro tisı´ce procesorovy´ch jader a obsahuje konzoli pro spra´vu,
ktera´ poma´ha´ monitorovat a udrzˇovat syste´m. Pla´nova´nı´ u´loh umozˇnˇuje integraci mezi
Windows a na Linuxu zalozˇeny´ch HPC platforma´ch. Da´le podporuje da´vkove´ zatı´zˇenı´ a
zatı´zˇenı´ pomocı´ servisneˇ orientovane´ architektury (SOA).
Windows HPC Server 2008 mu˚zˇe by´t propojen s ostatnı´mi produkty od Microsoftu,
abypomohl zvy´sˇit produktivituHPC.Mezi neˇ patrˇı´ naprˇı´kladMicrosoftOffice SharePoint
Server 2007[17], Windows Workflow Foundation[18] nebo System Center 2007[19]. Dı´ky
integraci s Windows Communication Foundation (WCF)[23], Windows HPC Server 2008
umozˇnˇuje vy´voja´rˇu˚m pracovat se SOAaplikacemi a vyuzˇı´t sı´lu paralelnı´ch vy´pocˇtu˚, ktere´
nabı´zı´ HPC.
Prˇi vy´voji OSWindows HPC Server 2008 se Microsoft zameˇrˇil na cˇtyrˇi klı´cˇove´ oblasti:
syste´my rˇı´zenı´, pla´nova´nı´ u´loh, pra´ce se sı´tı´ a MPI a poslednı´ je spra´va dat. Neˇktere´ z
vy´hod jsou popsa´ny´ na´sledovneˇ:
Syste´my rˇı´zenı´
• Seskupenı´ uzlu˚ umozˇnˇuje spra´vcu˚mkategorizovat a da´vkovat operace, ktere´ budou
spusˇteˇny na vy´pocˇetnı´ch uzlech
• Vylepsˇenı´ vy´pocˇetnı´ch uzlu˚ pomocı´ Windows Deployment Services[20]
• Prˇida´na diagnostika syste´mu
Pla´nova´nı´ u´loh
• Umozˇnˇuje prˇideˇlenı´ u´lohy na ja´dro procesoru, socket procesoru nebo na samotny´
vy´pocˇetnı´ uzel
• Byli prˇida´ny nove´ politiky prˇideˇlova´nı´ u´loh
• Vylepsˇenı´ vy´konu pro velke´ clustery
7Sı´teˇ a MPI
• Prˇida´no nove´ sı´t’ove´ rozhranı´ Remote Direct Memory Access, dı´ky ktere´mu jsou
aplikace psane´ pomoci MPI mnohem vy´konneˇjsˇı´
• Implementace MS MPI ma´ novou sdı´lenou pameˇt’pro vı´ce ja´drove´ servery
Spra´va dat
• Zdokonalen Server Message Block v2[14]
Architektura
Windows HPC Server 2008 je slozˇen z neˇkolika (dı´lcˇı´ch) serveru˚, ktere´ obsahujı´
jeden hlavnı´ uzel a jeden nebo vı´ce vy´pocˇetnı´ch uzlu˚. Hlavnı´ uzel poskytuje vysokou do-
stupnost sluzˇeb, SQL Server[21], zprostrˇedkova´va´ vesˇkery´ prˇı´stupu ke zdroju˚m clusteru
a je jediny´ kdomu˚zˇe rˇı´dit a pla´novat u´lohy na vy´pocˇetnı´ch clustech. WindowshHPC Ser-
ver 2008 umozˇnˇuje vyuzˇı´vat sluzˇby Active Directory[22] pro zabezpecˇenı´, spra´vu u´cˇtu˚ a
celkoveˇ pro rˇı´zenı´ provozu pomocı´ na´stroju˚ jako jsou SystemCenter OperationsManager.
Na obra´zku 1 je mozˇne´ videˇt uka´zkove´ zapojenı´.
Obra´zek 1: Uka´zka zapojenı´ Windows HPC Server 2008 (prˇevzato z [16], stra´nka 5)
8Sı´t’ove´ zapojenı´
Windows HPC Server 2008 podporuje peˇt ru˚zny´ch sı´t’ovy´ch zapojenı´, tak aby uzˇi-
vatel meˇl co nejveˇtsˇı´ mozˇnost vy´beˇru toho comu vyhovuje. Tato zapojenı´ jsou na´sledujı´cı´:
1. Vy´pocˇetnı´ uzly jsou prˇipojeny pouze do soukrome´ sı´teˇ. Na hlavnı´m uzlu jsou dveˇ
sı´t’ove´ karty, kde jedna je prˇipojena do soukrome´ sı´teˇ a druha´ do podnikove´ sı´teˇ.
Aby se vy´pocˇetnı´ uzly mohly prˇipojit take´ do podnikove´ sı´teˇ, musı´ by´t na hlavnı´m
uzlu povolen NAT (network addres translation[13]).
2. Vsˇechnyuzly jsouprˇipojeny jakdo soukrome´ sı´teˇ, takdoverˇejne´. Kazˇdy´ uzelma´dveˇ
sı´t’ove´ karty, kde jednu vyzˇı´va´ k prˇı´stupu do podnikove´ sı´teˇ a druhou do soukrome´
sı´teˇ.
3. Vy´pocˇetnı´ uzly jsou prˇipojeny pouze do soukrome´ a aplikacˇnı´ sı´teˇ. Na hlavnı´m uzlu
jsou trˇi sı´t’ove´ karty, kde jedna je prˇipojena do soukrome´ sı´teˇ, druha´ do podnikove´
sı´teˇ a trˇetı´ do aplikacˇnı´ sı´teˇ. Stejneˇ jako v bodeˇ 1, hlavnı´ uzel vyuzˇı´va´ NAT aby
umozˇnil vy´pocˇetnı´m uzlu˚m prˇı´stup do podnikove´ sı´teˇ. Vy´pocˇetnı´ uzly majı´ dveˇ
sı´t’ove´ karty, kde jednu vyzˇı´va´ k prˇı´stupu do soukrome´ sı´teˇ a druhou do aplikacˇnı´
sı´teˇ sı´teˇ (obvykle vysoko rychlostnı´ sı´t’).
4. Vsˇechny uzly jsou prˇipojeny do soukrome´, verˇejne´ i aplikacˇnı´ sı´teˇ. Kazˇdy´ uzelma´ trˇi
sı´t’ove´ karty, kde jednu vyzˇı´va´ k prˇı´stupu do podnikove´ sı´teˇ, druhou do soukrome´
sı´teˇ a trˇetı´ do aplikacˇnı´ sı´teˇ.
5. Vsˇechnyuzly jsouprˇipojeny pouze dopodnikove´ sı´teˇ. Toto propojenı´ma´ nevy´hodu,
zˇe kazˇdy´ vy´pocˇetnı´ uzel musı´ by´t samostatneˇ nainstalova´n.
Pozna´mka 2.1 Sˇkolnı´ Windows HPC server je zapojen podle prvnı´ topologie. Kde je
povolen jakNAT, tak i nakonfigurova´nDHCP server pro soukromou sı´t’, ktera´ma´ rychlost
1 Gbps.
2.1 Job
Informace o tom, co to je job a jak se nı´m pracuje jsme zı´skali z White Paperu [15],
kde jsou uvedeny dalsˇı´ informace. Jedna´ se o du˚lezˇitou cˇa´st Windows HPC, kde se job
se mu˚zˇe skla´dat z jednoho tasku a nebo mu˚zˇe obsahovat teˇchto tasku vı´ce. Taskem je
mysˇleno spustitelny´ program, at’uzˇ standardnı´ (sekvencˇnı´) a nebo paralelnı´ (naprˇ. MPI,
WCF). Task je mozˇno spustit take´ interaktivneˇ jako SOA aplikaci. Kazˇdy´ task je prˇideˇlen
do skupiny (Group), teˇchto skupin mu˚zˇe by´t vı´ce (defaultneˇ je vytvorˇena pouze jedna
skupina, ve ktere´ jsou vsˇechny tasky). Tasky v jednotlivy´ch skupina´ch jsou spusˇteˇny azˇ
se ukoncˇı´ tasky v prˇedchozı´ skupineˇ. Kazˇde´mu jobu je mozˇne´ prˇideˇlit uzel na ktere´m ma´
beˇzˇet a take´ mu specia´lneˇ prˇideˇlit prostrˇedky (pameˇt’, procesory).
Job Scheduler je dalsˇı´ du˚lezˇitou cˇa´stı´, protozˇe se stara´ o samotne´ joby (tasky). Mezi
jeho povinnosti patrˇı´ prˇideˇlovat zdroje pro vy´pocˇet, spousˇteˇt tasky na vy´pocˇetnı´ch uzlech,
sledovat stav v jake´m se joby, tasky a vy´pocˇetnı´ uzly nacha´zejı´. Umozˇnˇuje da´le naprˇı´klad
prˇi chybove´m provedenı´ jobu(tasku) automaticky znovu jej spustit.
9Windows HPC Server 2008 podporuje dva typy tasku, jednı´m je za´kladnı´ (pra´ce snı´m
je uka´za´na v podkapitole 2.3) a druhy´m je parametricky´ task.
• Za´kladnı´ task pouzˇı´va´ jeden prˇı´kazovy´ rˇa´dek, ktery´ obsahuje prˇı´kaz pro spusˇteˇnı´
a metadata, ktera´ popisujı´ jak dany´ prˇı´kaz spustit. Mu˚zˇe se jednat o paralelnı´ task a
mu˚zˇe beˇzˇet na vı´ce uzlech nebo ja´drech. Paralelnı´ tasky obvykle spolu komunikujı´
pomoci MS-MPI nebo prostrˇednictvı´m sdı´lene´ pameˇti, za prˇedpokladu zˇe beˇzˇı´ na
jednom uzlu.
• Parametricky´ task se lisˇı´ od prˇedchozı´ho tı´m, zˇe prˇı´kazovy´ rˇa´dek obsahuje pro-
meˇnne´, dı´ky cˇemuzˇ je mozˇne´ spousˇteˇt ten samy´ u´kol vı´cekra´t s ru˚znou hodnotou u
promeˇnny´ch. Jinak jej take´ lze spousˇteˇt paralelneˇ.





Jedna´ se o prvnı´ fa´zi ve ktere´ se nejprve musı´ samotny´ job vytvorˇit a pote´ jej odeslat na
zpracova´nı´. Existuje neˇkolik mozˇnostı´ jak tohoto docı´lit a asi nejjednodusˇsˇı´ jsou Com-
mand Line Interface, Windows Powershell, HPC Pack 2008 Job Management Console
nebo napsa´nı´ vlastnı´ aplikace (HPC Pack 2008 API umozˇnˇuje pracovat s Job Scheduler).
Existuje velke´ mnozˇstvı´ parametru, ktere´ se dajı´ u jobu nastavit. Pro uka´zku jsme vy-
brali ty nejzajı´maveˇjsˇı´ jako je priorita, doba beˇhu jobu, pocˇet prˇideˇleny´ch procesoru˚/uz-
lu˚/socketu, velikost pameˇti, urcˇenı´ uzlu˚ ktery´ch ma´ job vyuzˇı´vat.
Toto byly parametry jobu, kazˇdy´ task ma´ ovsˇem jesˇteˇ dodatecˇne´ parametry. Tyto
se vztahujı´ na samotny´ program, jeho umı´steˇnı´, adresa´rˇ kde budou standardnı´ vstupy,
vy´stupy a chyby (prˇi spusˇteˇnı´MPI aplikace naWindowsHPC server 2008, jsou standardnı´
vstupy prˇesmeˇrova´ny ze souboru a standardnı´ vy´stupy a chyby do souboru) a pocˇet
procesoru˚/ uzlu˚/ socketu na ktery´ch ma´ beˇzˇet. Uka´zku jak vytva´rˇet joby a tasky najdete
da´le v te´to kapitole.
2.1.2 Pla´nova´nı´
Tato fa´ze ma´ nastarosti spravova´nı´ a prˇideˇlova´nı´ zdroju˚ k jednotlivy´m jobu˚m. Existuje
neˇkolik druhu˚ politik, podle ktery´ch prˇideˇluje jednotlive´ zdroje. K za´kladnı´m politika´m
Priority-based FCFS, Backfilling a Nonexclusive schedules, byly prˇida´ny ve Windows
HPC Server 2008 jesˇteˇ na´sledujı´cı´: Resource matchmaking, Job Templates, MCRA (Multi-
Level Compute Resource Allocation ), Grow/shrink a Preemption.
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Priority-Based FCFS
Tato pla´novacı´ politika spojuje dva prˇı´stupy, jednı´m je metoda kdo drˇı´ve prˇijde
drˇı´ve bude obslouzˇen a druha´ za´lezˇı´ na prioriteˇ, s jakou byl job spusˇteˇn. Vsˇechny joby
jsou serˇazeny ve fronteˇ podle cˇasu odesla´nı´ a jejich spusˇteˇnı´ je prova´deˇno od nejvysˇsˇı´
priority (Highest) po nejmensˇı´ (Lowest).
Backfill
Uzˇivatele prˇi odesla´nı´ jobu nastavı´, jak dlouho mu˚zˇe by´t job spusˇteˇn a jake´ zdroje
jsou pozˇadova´ny. Tyto zdroje jsou rezervova´ny na za´kladeˇ odesla´nı´ jobu. Jestlizˇe Job
Scheduler nalezne volne´ zdroje na tak dlouho, jak je pozˇadova´no u neˇjake´ho ”male´ho”
jobu, tak jej mu˚zˇe spustit. Dı´ky tomuto se mohou ”male´” joby vykonat drˇı´ve a nemusı´
cˇekat ve fronteˇ, azˇ na neˇ dojde rˇada a za´rovenˇ se zvy´sˇı´ vyuzˇitelnost clusteru.
Exclusive Scheduling
Pokud nastavı´me job jako exkluzivnı´, pak zˇa´dny´ jiny´ job nemu˚zˇe by´t spusˇteˇn na
dane´m uzlu. To same´ platı´ i o tasku, tudı´zˇ pouze dany´ task mu˚zˇe beˇzˇet na uzlu.
Resource Matchmaking
Uzˇivatel urcˇı´ jake´ jsou pozˇadovane´ vy´pocˇetnı´, sı´t’ove´ a aplikacˇnı´ zdroje a Job Sche-
duler umı´stı´ job tam, kde jsou tyto pozˇadovane´ zdroje dostupne´. U toho prˇı´stupu mu˚zˇe
dojı´t k ply´tva´nı´ zdroju˚. Prˇı´klad sˇpatne´ho vyuzˇitı´ je naprˇ. exkluzivnı´ spusˇteˇnı´ aplikace,
ktera´ vyzˇaduje 4 procesory, ale je spusˇteˇna´ na 8 procesorech.
Job Templates
Spra´vce vytvorˇı´ sˇablony pro joby, kde prˇesneˇ urcˇı´ jake´ zdroje jsou potrˇeba pro dane´
procesy a nastavı´ prioritu pro uzˇivatelske´ skupiny. Sˇablona obvykle definuje nastavenı´
jobu pro danou aplikaci a uzˇivatel, kdyzˇ jej pouzˇı´va´, nemusı´ veˇdeˇt jak se joby nastavuji,
ale stacˇı´ mu pouze veˇdeˇt, jak jej odeslat ke zpracova´nı´.
Protozˇe spra´vce prˇideˇluje jednotlivy´m skupina´mprioritu s jakou semajı´ spousˇteˇt joby,
tak doka´zˇe ovlivnˇovat druh vy´pocˇtu jaky´ se bude na clusteru prova´deˇt.
MCRA
Tento typ politiky umozˇnˇuje zpracova´vat joby na za´kladeˇ granularity s nimizˇ bude
napla´nova´no jak vyuzˇı´vat vy´pocˇetnı´ch zdroju˚. Zde za´visı´ jestli se job bude spousˇteˇt na
ja´drech, soketech nebo uzlech,kde pro kazˇdou variantu je lepsˇı´ jiny´ druh aplikace. Naprˇ.
sokety jsou vhodne´ pro aplikace, ktere´ ma´lo prˇistupujı´ k pameˇti.
Grow/Shrink
Tato politika pracuje s joby, ktere´ majı´ vı´ce tasku˚ a principem je meˇnit za beˇhu
jobu zdroje, ktere´ jsou mu prˇideˇleny. Kdyzˇ jsou vy´pocˇetnı´ zdroje dostupne´ mu˚zˇou by´t
prˇida´ny k jobu a naopak, kdyzˇ nenı´ task aktivnı´ tak jsou zdroje odebra´ny. Opeˇt se zvy´sˇı´
vyuzˇitelnost clusteru anavı´c se zajisˇt’uje lepsˇı´ rozvrzˇenı´ zdroju˚ na joby s nejvysˇsˇı´ prioritou.
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Preemption
Principem te´to politiky je odebrat prˇideˇlene´ zdroje jobu˚m s nı´zkou prioritou a
prˇideˇlit je jobu˚m, ktere´ majı´ nejvysˇsˇı´ prioritu. Cı´lem je snı´zˇit cˇas potrˇebny´ k vy´pocˇtu u
preferovane´ho jobu. Jsou popsa´ny dva rezˇimy:
1. Immediate Preemption, kde joby s nı´zkou prioritou jsou ukoncˇeny, aby uvolnili
prostrˇedky pro job s vysokou prioritou.
2. Graceful Preemption, kde jobu s nı´zkou prioritou se odebere cˇa´st jeho zdroju˚ ve
prospeˇch jobu s vysokouprioritou. Sice bude vy´pocˇet pomalejsˇı´ nezˇ pomocı´ prvnı´ho
rezˇimu, ale na druhou stranu zˇa´dny´ job nebude ukoncˇen a tı´m se neztratı´ data na
ktery´ch pracuje.
Standardnı´ prˇideˇlova´nı´ zdroju˚
Tato strategie za´visı´ na na´sledujı´cı´ch polozˇka´ch: na pocˇtu procesoru˚, pozˇadovany´ch
uzly pro joby, exkluzivnı´ prˇideˇlenı´ jobu, na prˇideˇlenı´ uzlu˚ k dane´mu tasku a exkluzivnı´
prˇideˇlenı´ tasku.
Job Scheduler setrˇı´dı´ vhodne´ uzly podle pameˇti a rychlosti. Kde uzly jsou nejdrˇı´ve
setrˇı´zeny podle velikosti pameˇti a pote´ teprve podle rychlosti. Toto je za´kladnı´ cˇa´st, kterou
obsahujı´ vsˇechny strategie, ale je mozˇne´ ji prˇizpu˚sobit. V na´sledujı´cı´m kroku se prˇideˇlı´
procesory ze setrˇı´zeny´ch uzlu˚ a to podle nastaveny´ch hodnot pocˇtu procesoru˚: minima´lnı´
a maxima´lnı´.
Pokud jsou vybra´ny uzly na ktery´ch se ma´ job spustit, pak Job Scheduler nesetrˇı´zuje
vsˇechny uzly, ale pouze prˇideˇluje procesory z vybrane´ho seznamu. Opeˇt prˇi prˇideˇlo-
va´nı´ procesoru˚ se rˇı´dı´ minima´lnı´m a maxima´lnı´m pocˇtem, kolik jich bylo nastaveno prˇi
spusˇteˇnı´.
Pro vhodne´ rozdeˇlova´nı´ zdroju˚ na Windows HPC Serveru 2008, by se uzˇivatel meˇl
rˇı´dit na´sledujı´cı´mi doporucˇenı´mi ohledneˇ vytva´rˇenı´, odesı´lanı´ a spousˇteˇnı´ jobu.
1. Nenecha´vat job spusˇteˇny´ bez cˇasove´ho omezenı´ (cozˇ je za´kladnı´ nastavenı´), ale
pokazˇde´ nastavit nejdelsˇı´ mozˇny´ cˇas, po ktere´m by u´loha meˇla by´t dokoncˇena.
2. Specia´lneˇ prˇirˇazovat uzly k jobu˚m, jen v tom prˇı´padeˇ, zˇe dany´ uzel ma´ zdroje, ktere´
jsou nutne´ pro dany´ job.
3. Prˇi zada´va´nı´ pocˇtu procesoru˚ v jobu, je vhodne´ nastavit minima´lnı´ pocˇet procesoru˚
na hodnotu, ktera´ je co nejmensˇı´ prˇijatelna´ pro vy´pocˇet. Protozˇe pokudbyminima´lnı´
hodnota byla nastavena na idea´lnı´ pro vy´pocˇet, job muzˇe cˇekat nezˇ mu budou
prˇideˇleny dostatecˇne´ zdroje.
4. Pro kazˇdy´ job prˇideˇlit prˇı´slusˇny´ pocˇet uzlu˚. Pokud se spustı´ job na dvou uzlech, ale
pro vy´pocˇet je nutny´ pouze jeden uzel, tak zbytecˇneˇ je rezervova´n jeden uzel.




Poslednı´ co zby´va´ je samotne´ spusˇteˇnı´ jobu. Job i task se mohou nacha´zet v jednom z
sˇesti mozˇny´ch stavu˚ (configuring, queued, running, finished, failed, cancelled). Uka´zka
jak task procha´zı´ jednotlivy´mi fa´zemi je zna´zorneˇno na obra´zku 2.
Obra´zek 2: Stavy ve ktery´ch se task mu˚zˇe nacha´zet (prˇevzato z [12], stra´nka 23 )
Spra´vci mohou kontrolovat joby pomoci filtru˚, ve ktery´ch jsou nastaveny podmı´nky,
ktere´ musı´ job splnit. Existujı´ dva druhy filtru˚: pro odesla´nı´ jobu a pro spusˇteˇnı´ jobu.
Mozˇnosti pouzˇitı´ filru˚:
• Kontrola, zda job nenı´ spusˇteˇn bez cˇasove´ho omezenı´
• Oveˇrˇenı´, zda na´zev projektu je platny´ a zda uzˇivatel, ktery´ jej chce odeslat ma´ k
tomuto u´kolu opra´vneˇnı´
2.2 Kompilace
Pro pouzˇı´va´nı´ MPI (popis naleznete v kapitole 3) funkcı´ ve Visual Studio 2008, je nutne´
upravit projekt. Tato u´prava se lisˇı´ podle pouzˇite´ho programovacı´ho jazyka.
Pozna´mka 2.2 Prˇedpokla´da´ se zˇe je nainstalova´n na pocˇı´tacˇi alesponˇHPC Pack 2008 SDK
pro C++, pro C# je nutne´ jesˇteˇ nainstalovat MPI.NET[11] (Jedna´ se o implementaci se
kterou jsme pracovali a nenı´ za´vazna´).
• V jazyce C# stacˇı´ v projektu prˇidat reference na Message Passing Interface. Postup je
prˇevzat z [10] a je na´sledujı´cı´:
1. Vybereme Project→Add Reference
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2. Vybereme za´lozˇku .NET
3. Prˇida´meMessage Passing Interface
• V jazyceC++ je to trochu slozˇiteˇjsˇı´, je nutne´ prˇidat cesty na adresa´rˇu˚mkde se nacha´zı´
hlavicˇkovy´ soubor mpi.h a knihovna msmpi.lib. Postup je vytvorˇen na za´kladeˇ [8] a
je na´sledujı´cı´:
1. Vybereme Project→<Na´zev projektu> Properties
2. Vybereme Configuration Properties
3. Prˇida´nı´ hlavicˇkove´ho souboru se provede v C/C++→ General v kolonce Addi-
tional Include Directories, zde zada´ cesta k souboru mpi.h. Jako prˇı´klad uvedu
cestu: C:\Program Files\Microsoft HPC Pack 2008 SDK\Include .
4. Prˇida´nı´ knihovny ma´ dveˇ cˇa´sti. Zada´ se adresa´rˇ kde se nacha´zı´ a to Linker
→ General v kolonce Additional Library Directories. Zde za´lezˇı´ jestli se pouzˇı´va´
architektura 32 bit nebo 64 bit. Prˇı´klad pro 32 bit: C:\Program Files\Microsoft
HPC Pack 2008 SDK\Lib\i386. A druha´ cˇa´st prˇida´nı´ na´zvu knihovny v Linker
→ Input v kolonce Additional Dependencies, kde se zada´ msmpi.lib.
Pozna´mka 2.3 Je du˚lezˇite´ si zjistit jestli uzly podporujı´ obeˇ kompilace Debuge
i Release a nebo pouze Release.
5. Neˇkdy i po tomto nastavenı´ nemusı´ jı´t spustit MPI aplikace na uzlech, a jesˇteˇ
se musı´ upravit v C/C++→Code Generation polozˇka Runtime Library naMulti-
threaded Debug (/MTd). Na doprovodne´m CD je program z na´zvem Testy-
PrenosuCpp a ten obsahuje kompletnı´ spustitelne´ nastavenı´.
Po te´to upraveˇ je mozˇne´ vyuzˇı´vat funkce MPI.
U Debuge kompilace nedoporucˇujeme mı´t, prˇi psanı´ MPI aplikace v jazyce C++, na-
staveno v konfiguraci projektu Configuration Properties→Linker→General hodnotu u pro-
meˇnne´ Target Machine na MachineX64 (/MACHINE:X64). Je to z jednoduche´ho du˚vodu
a to kdyzˇ se pouzˇije prˇı´kaz assert v programu a hodnota ktera´ vstupuje do neˇho je ne-
pravdiva´ (false), tak se ukoncˇı´ vsˇechny procesy kde je tento prˇı´kaz. Proble´m je takovy´,
zˇe v Job Manageru se takovy´ job jevı´ jako zˇe beˇzˇı´ (je ve stavu Runnig) a jednı´m mozˇny´m
zpu˚sobem jak zjistit zˇe program se ukoncˇil, je prˇipojit se na dany´ uzel a podı´vat se kolik
procesu˚ tam skutecˇneˇ je spusˇteˇny´ch. Nebo se podı´vat do souboru kam se ukla´dajı´ chyby.
Tento soubor bude mı´t sice velikost 0, ale prˇi otevrˇenı´ zde bude neˇjaky´ vy´pis. Uka´zka
zdrojove´ho ko´du, ktery´ zpu˚sobı´ vy´sˇe popsany´ proble´m, je zobrazen ve vy´pisu 1.
#include <assert.h>
#include ”mpi.h”





MPI Comm rank(MPI COMM WORLD, &myrank);
if (myrank!=1) // pouze proces s rankem 1 nevola funkci assert, toto je jen ukazka
{





Vy´pis 1: Uka´zka programu zpu˚sobujı´cı´ chybu v C++
2.3 Spusˇteˇnı´
Paralelnı´ program mu˚zˇeme spustit bud’ na skutecˇny´ch ja´drech procesoru˚ nebo jej lze
spustit jako vı´ce procesu˚ na jednom nebo vı´ce procesoru˚. Prˇi vy´voji aplikace je vhodne´
vyuzˇı´vat druhou metodu a to z neˇkolika du˚vodu˚.
• Zbytecˇneˇ nevyuzˇı´vat zdroje, zvla´sˇt’ pokud vı´ce uzˇivatelu˚ vyuzˇı´va´ Windows HPC
Server.
• Pokud by byly vsˇechny zdroje vyuzˇity, musı´te cˇekat nezˇ se va´sˇ program dostane na
rˇadu.
• Prˇeva´zˇneˇ se spousˇtı´ na uzlech uzˇ Release verze.
• Aplikace je mozˇne´ vyvı´jet i mimo Windows HPC Server 2008, naprˇ. na vlastnı´m
pocˇı´tacˇi.
Jednou z nejdu˚lezˇiteˇjsˇı´ch cˇa´stı´ programova´nı´ je ladeˇnı´ (debug) programu. Je mozˇne´
pouzˇı´vat ladı´cı´ vy´pisy, cozˇ je neˇkdy neprakticke´ nebo pouzˇit Visual studio, ktere´ se
ovsˇemmusı´ rˇa´dneˇ nastavit. Toto nastavenı´ se pro jazyky C++ a C# trochu lisˇı´ a kompletnı´
je popsa´no da´le v te´to kapitole.
Spusˇteˇnı´ procesu˚ na loka´lnı´m pocˇı´tacˇi
Pro spusˇteˇnı´ programu se vyuzˇı´va´ aplikace mpiexec.exe.
Kde v prˇı´kazove´m rˇa´dku se zada´: C:\Program Files\Microsoft HPC Pack 2008 SDK\
Bin\mpiexec.exe -n 4 Ukazka.exe
Kde parametrem n urcˇujeme pocˇet procesoru˚ a pote´ na´zev souboru ktery´ chceme
spustit. Uka´zka pouzˇite´ho prˇı´kazu lze videˇt na obra´zku 3, kde je take´ prˇida´n parametr
cˇı´slo 11, cozˇ je stejne´ jako spousˇteˇnı´ norma´lnı´ho programu s parametrem. Kompletnı´
vy´pis mozˇnosti zı´ska´te prˇi pouzˇitı´ parametru help2.
Spusˇteˇnı´ na uzlech
Spusˇteˇnı´ programuna vı´ce ja´drech jemozˇne´ rozdeˇlit do dvou kategorii a to pokud chceme
dany´ program spousˇteˇt loka´lneˇ a nebo vzda´leneˇ prˇes sı´t’. Pokud bychom chteˇli loka´lneˇ
je nutne´ na kazˇde´m uzlu mı´t stejne´ umı´steˇnı´ programu naprˇ. C:\Ukazka\Ukazka.exe.
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Obra´zek 3: Pouzˇitı´ prˇı´kazu mpiexec
Tohoto je mozˇne´ docı´lit prˇı´kazem clusrun copy (Pro spusˇteˇnı´ prˇı´kazu clusrun je nutne´ mı´t
administra´torske´ opra´vneˇnı´) nebo jej rucˇneˇ rozkopı´rovat. Prˇi vzda´lene´m spusˇteˇnı´ je stacˇı´
pouze nechat sdı´let dany´ program.
Provytvorˇenı´ jobu je nejjednodusˇsˇı´ zpu˚sobgraficke´ rozhranı´ (alesponˇ pro zacˇa´tecˇnı´ky)
a to se docı´lı´ spusˇteˇnı´m aplikace HPC Job Manager. Kde v prave´m menu je vy´beˇr New
Job. Zobrazı´ se okno jake´ lze videˇt na obra´zku 4. V te´to za´lozˇce se nastavı´ za´kladnı´
parametry jobu, jako je naprˇ. na´zev, druh a pocˇet zdroju˚, priorita. V dalsˇı´ za´lozˇce (Task
List) se prˇida´vajı´ jednotlive´ tasky k tomuto jobu. Na obra´zku 5 je videˇt vytvorˇeny´ jeden
task, ktery´ obsahuje na´zev, soubor ktery´ se ma´ paralelneˇ spustit (opeˇt se spousˇtı´ pomocı´
souboru mpiexec), umı´steˇnı´ souboru (loka´lnı´ nebo vzda´leny´ prˇı´stup), standardnı´ vstupy,
vy´stupy a chyby (du˚lezˇitou veˇcı´ je zˇe standardnı´ I/O je prˇesmeˇrova´n na pra´ci se soubory).
Pozna´mka 2.4 Pokud se vy´stup nastavı´ do sdı´lene´ho souboru, kazˇdy´ procesor bude
ukla´dat data do toho souboru principem, kdo drˇı´ve prˇijde, drˇı´ve zapı´sˇe.
Poslednı´ veˇcı´ je nastavenı´ minima´lnı´ho a maxima´lnı´ho pocˇtu procesoru˚ na ktere´m se ma´
task spustit. Ve trˇetı´ za´lozˇce (Resource Selection) je mozˇne´ vybrat uzly se ktery´mi bude
job pracovat a hardwarove´ prostrˇedky jako je naprˇ. velikost pameˇti. Nakonec stacˇı´ job
odeslat a pocˇkat dokud se nezpracuje.
Dalsˇı´ mozˇnostı´ je vytvorˇenı´ jobu z prˇı´kazove´ rˇa´dky, uka´zku jemozˇne´ videˇt na obra´zku
6. Pokud chceme at’ se vykona´va´ pouze jeden program, stacˇı´ vytvorˇit task a odeslat jej
(ve skutecˇnosti se opeˇt vytvorˇı´ job, ale pro uzˇivatele je to jednodusˇsˇı´ cesta pro zpracova´nı´
jobu) jak lze videˇt na obra´zku 7.
Prˇi proble´mu s pra´ci s joby doporucˇujeme navsˇtı´vit fo´rum, kde se tomuto proble´mu
veˇnujı´ a to na adrese<http://social.microsoft.com/Forums/cs-CZ/windowshpcsched/
threads>
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Obra´zek 4: Vytvorˇenı´ jobu pomocı´ HPC Job Manager
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Obra´zek 5: Vytvorˇenı´ tasku pomocı´ HPC Job Manager
Obra´zek 6: Vytvorˇenı´ a odesla´nı´ jobu pomocı´ prˇı´kazove´ rˇa´dky
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Obra´zek 7: Vytvorˇenı´ a odesla´nı´ tasku pomocı´ prˇı´kazove´ rˇa´dky
2.4 Ladeˇnı´ programu
Ladeˇnı´ programu ve Visual C#
Pokud chceme MPI program spousˇteˇn pouze jako jeden proces, stacˇı´ standardneˇ spustit
Debuge→Start Debugging. U vı´ce procesu˚ uzˇ se musı´ upravit nastavenı´ projektu. Pro jazyk
C# je to trochu slozˇiteˇjsˇı´, protozˇe Visual Studio 2008 nepodporuje mozˇnost, zˇe by se
v jazyce C# psali MPI aplikace. Jde to vsˇak obejı´t a to na´sledujı´cı´m zpu˚sobem (oproti
dokumentu ze ktere´ho jsme cˇerpali [2], je nutna´ jedna u´prava).
1. Otevrˇeme nastavenı´ projektu Project→<Na´zev projektu> Properties
2. Vybereme za´lozˇku Build
3. Musı´ se nastavit platforma pro jakou je program urcˇen. Defaultnı´ nastavenı´ je Any
CPU, zmeˇnte toto nastavenı´ bud’na x86 nebo x64.
4. Dalsˇı´m krokem je prˇelozˇit takto nastaveny´ program a spustit dalsˇı´ Visual Studio
2008.
5. Nynı´ v nove´m Visual Studiu otevrˇeme prˇelozˇeny´ exe soubor pomocı´
(File→Open→Project/Solution) a soubor se zdrojovy´m ko´dem, ktery´ chceme ladit.
Tento soubor otevrˇeme pomocı´ (File→Open→File).
6. Dalsˇı´ kroky jsou podobne´ jako prˇi pouzˇitı´ Visual C++. Otevrˇeme nastavenı´ projektu
Project→Properties
7. V ComboBoxu Debugger to launch vyberemeMPI Cluster Debugger
8. Zde je nutne´ nastavit cˇtyrˇi hodnoty, nejdrˇı´ve u MPIRun Command nastavı´me hod-
notu mpiexec a u MPIRun Arguments nastavı´me hodnotu na -n X, kde X je pocˇet
procesu˚ (jedna´ se o standardnı´ spusˇteˇnı´ MPI aplikace). Poslednı´ co je nutne´ nastavit
je cesta k souboru mpishim.exe (Tento soubor nenı´ soucˇa´stı´ MS MPI, ale standardneˇ
Visual Studia. Jesˇteˇ je nutne´ rozlisˇit jestli chceme 32-bit a nebo 64 bit). Toto se na-
stavı´ uMPIShim Location, uka´zka umı´steˇnı´: C:\Program Files\Microsoft Visual Stu-
dio 9.0\Common7\IDE\RemoteDebugger\x86\mpishim.exe. Jesˇteˇmusı´me zmeˇnit
hodnotu Auto naMix, bez te´to u´pravy se program nezastavı´ na breakpointu.
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Nynı´ stacˇı´ prˇidat breakpoint do zdrojove´ho ko´du a kla´vesou F5 spustit. Chova´nı´ je totozˇne´
jako u Visual C++.
Ladeˇnı´ programu ve Visual C++
Pro jazyk C++ je to nastavenı´ o trochu jednodusˇsˇı´, ale hodneˇ podobne´.
1. Otevrˇeme nastavenı´ projektu Project→<Na´zev projektu> Properties
2. Vybereme Configuration Properties
3. Vybereme Debugging
4. V ComboBoxu Debugger to launch vyberemeMPI Cluster Debugger
5. Zde je nutne´ nastavit trˇi hodnoty, nejdrˇı´ve uMPIRun Command nastavı´me hodnotu
mpiexec a u MPIRun Arguments nastavı´me hodnotu na -n X, kde X je pocˇet procesu˚
(jedna´ se o standardnı´ spusˇteˇnı´ MPI aplikace). Poslednı´ co je nutne´ nastavit je cesta
k souboru mpishim.exe (Tento soubor nenı´ soucˇa´stı´ MS MPI, ale standardneˇ Visual
Studia. Jesˇteˇ je nutne´ rozlisˇit jestli chceme 32-bit a nebo 64 bit). Toto se nastavı´
u MPIShim Location, uka´zka umı´steˇnı´: C:\Program Files\Microsoft Visual Studio
9.0\Common7\IDE\Remote Debugger\x86\mpishim.exe.
Celkove´ nastavenı´ je mozˇne´ videˇt na obra´zku 8. S vı´ce procesy se prˇi ladeˇnı´ pracuje te´meˇrˇ
totozˇneˇ jako s jednı´mprocesem, akora´t je potrˇeba otevrˇı´t si ve Visual Studiu oknoProcesses
(Debuge→Windows→Processes), aby bylo mozˇne´ mezi jednotlivy´mi procesy prˇepı´nat.
Trasova´nı´
Sepsali jsme na´vod podle videa [3] a je na´sledujı´cı´:
Pro vytvorˇenı´ za´znamu je nutne´ prˇidat, prˇi spousˇteˇnı´ MPI aplikace, pouze parametr
trace.Data se budou ukla´dat do souboru umı´steˇne´ho v %USERPROFILE%\mpi trace.etl,
toto umı´teˇnı´ je mozˇne´ zmeˇnit parametrem tracefile. Po ukoncˇenı´ programu jsou v souboru
mpi trace.etl ulozˇeny vesˇkere´ informace prˇenosu, bohuzˇel mohou by´t s rozdı´lny´m cˇasem,
tudı´zˇ je nutne´ je synchnonizovat a to programem mpicsync (je soucˇa´stı´ MS MPI). Prˇiklad:
mpicsync mpi trace.etl. Pro dalsˇı´ pouzˇı´tı´ je nutne´ zmeˇnit forma´t za´znamu a to pomocı´ pro-
gramu etl2clog (je soucˇa´stı´ MS MPI). Prˇiklad: etl2clog mpi trace.etl. Nynı´ stacˇı´ jen zobrazit
data, je mozˇne´ pouzˇı´t naprˇ. aplikacı´ napsanou v Jave Jumpshot. Jedna´ se volneˇ stazˇitelnou






Mnoho informacı´ ty´kajı´cı´ch se trasova´nı´ lze nale´zt v dokumentu [4].
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Obra´zek 8: Nastavenı´ projektu v jazyce C++
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3 MPI
MPI popisuje jak se majı´ data prˇena´sˇet mezi procesy. Nejedna´ se o implementaci, ale
pouze o specifikaci. Vesˇkere´ operace jsou popsa´ny jako funkce nebo metody v jazycı´ch C,
C++, Fortran77 a Fortran90. Informace ohledneˇ specifikace MPI specifikacı´ jsem cˇerpal z
dokumentu o MPI2.2[12] a MS MPI z White paper [5].
Vy´hody MPI standartu jsou prˇenositelnost, flexibilita, snadne´ pouzˇitı´. Neˇktere´ cı´le,
ktery´ch autorˇi MPI chteˇli dosa´hnout:
• Jednoduche´ pouzˇı´ti v jazycich C, C++, Fortran 77 a Fortran 90.
• Efektivnı´ komunikace mezi procesy
• Neza´vislost na platformeˇ
• Pouzˇitı´ v heterogenı´m prostrˇedı´
• Spolehlivost komunikace
Za´kladnı´ objekty prˇi pouzˇı´va´nı´ MPI se nazy´vajı´ komunika´tory. Pomocı´ nich mohou
spolu komunikovat jednotlive´ procesy. V ra´mci jednoho komunika´toru je jednotlivy´m
procesu˚m prˇirˇazen jedinecˇny´ identifika´tor(rank), dı´ky tomu je mozˇne´ prˇesneˇ smeˇrovat
komunikaci. Za´kladnı´ komunika´tor se jmenuje MPI COMM WORLD a prˇi spusˇteˇnı´ jsou
vsˇechny procesy jeho soucˇa´sti. Je mozˇne´ vytvorˇit si vlastnı´ komunika´tory a tı´m naprˇı´klad
omezit skupinove´ posı´la´nı´ dat. Dalsˇı´ mozˇnostı´ vyuzˇitı´ vlastnı´ch komunika´toru je virtu-
a´lnı´ topologie, cozˇ je prˇirˇazenı´ novy´ch identifika´toru˚ k jednotlivy´m procesu˚m, tak jak je
zna´zorneˇno na obra´zku 9. Jedna´ se Karte´rzkou strukturu, existuje jesˇteˇ grafova´ struktura.
Obra´zek 9: Karte´rzka´ struktura
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Prˇenosove´ funkce
Funkce ktere´ slouzˇı´ pro prˇenos dat, je mozˇne´ rozdeˇlit na dveˇ cˇa´sti a to na:
1. Point to point komunikaci. Tato komunikace probı´ha´ pouze mezi dveˇma procesy,
kde jeden odesı´la´ data (sender) a druhy´ data prˇijı´ma´ (recevier). Rozlisˇujı´ se rezˇimy
v jake´m se zpra´va odesı´la´ nebo prˇijı´ma´:
• Blokovacı´
• Neblokovacı´
2. Skupinovou komunikaci. Zde patrˇı´ funkce, ktere´ pracujı´ s vı´ce procesy. Seznam
za´kladnı´ch skupinovy´ch operacı´ jsou popsa´ny v tabulce 1. Existujı´ take´ variace neˇk-
tery´ch funkcı´ jako je naprˇ. MPI Allreduce, kde se provede standardnı´ MPI Reduce,
ale pote´ se vy´sledek rozesˇle na ostatnı´ procesy. Je du˚lezˇite´ poznamenat, zˇe tato
skupina funkci odesı´la´ a prˇijı´ma´ data od vsˇech procesu˚, ktere´ jsou v dane´m komu-
nika´toru.
MPI Bcast Jeden proces odesˇle stejna´ vsˇem ostatnı´m procesu˚m
MPI Scatter Jeden proces posˇle kazˇde´mu procesu jina´ data
MPI Gather Kazˇdy´ proces posˇle data jednomu procesu
MPI Reduce Kazˇdy´ proces posˇle data jednomu procesu, ale nad teˇmito
daty se provede urcˇita´ operace naprˇ. scˇı´ta´nı´
MPI Barrier Jedna´ se o synchronizaci procesu˚, kde vsˇechny procesy cˇe-
kajı´ azˇ se vsˇude spustı´ tato funkce
MPI Alltoall Kazˇdy´ proces posˇle data vsˇem ostatnı´m procesu˚m (Velmi
na´rocˇny´ na pocˇet prˇenosu˚, vyuzˇı´va´ se minima´lneˇ)
Tabulka 1: Skupinove´ operace
Datove´ typy, ktere´ je mozˇne´ prˇena´sˇet jsou te´meˇrˇ totozˇne´ se za´kladnı´mi datovy´mi
typy v jazyce C. Naprˇ. MPI INT, MPI DOUBLE, MPI CHAR a dalsˇı´.
Neˇco ma´lo k historii
Prvnı´ verzeMPI standartu byla zhotovena v roce 1994 na ktere´ spolupracovalo vı´ce jak 40
organizacı´ z USA a Evropy. Protozˇe existovalo neˇkolik message-passing syste´mu, tak se
snazˇili vyuzˇı´t nejlepsˇı´ch vlastnostı´ teˇchto syste´mu˚. O trˇi roky pozdeˇji byla vyda´na nova´
verze MPI-2.0, ktera´ prˇinesla rozsˇı´rˇenı´ v podobeˇ podpory jazyku˚ C++ a Fortran90, da´le
paralelnı´ I/0, dynamicke´ procesy a jednostrannou komunikaci.Poslednı´ verzı´ je MPI-2.2,
ktera´ byla vyda´na 4.za´rˇı´ 2009, ale uzˇ se pracuje na MPI-3.
Struktura MPI
MPI se skla´da´ ze dvou cˇa´stı´, prvnı´ jsou metody, ktere´ uzˇivatel mu˚zˇe pouzˇı´t a druhou
je program, ktery´ spousˇtı´ MPI aplikaci. Jak uzˇ bylo drˇı´ve napsa´no jedna´ se jen o speci-
fikace. Nejzna´meˇjsˇı´ implementace je MPICH2, ktera´ je napsa´na jak pro Windows tak i
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Unix. Microsoft napsal vlastnı´ implementaci MSMPI, ktera´ byla navrzˇena promaxima´lnı´
kompatibilitu pra´veˇ s MPICH2. Ale v neˇktery´ch cˇa´stech se lisˇı´:
• Nenı´ kompatibilita se spousˇteˇcˇem MPI aplikace MPICH2
• Bylo nutne´ na implementovat zabezpecˇenı´ pro Windows HPC Server 2008
• Neobsahuje dynamicke´ spusˇteˇnı´ procesu a publikova´nı´
MS MPI vyuzˇı´va´ Microsoft NetworkDirect protokol pro kompatibilitu s vy´konny´m
sı´t’ovy´m zarˇı´zenı´m a promaxima´lnı´ sı´t’ovy´ vy´kon. Ovsˇem take´ lze vyuzˇı´t jake´koliv sı´t’ove´
prˇipojenı´, ktere´ je podporova´no Windows Serverem 2008, jako je naprˇ. InfiniBand, 10-
Gigabit Ethernet,Myrinet. Na obra´zku 10, lze videˇt jakNetworkDirect obcha´zı´ standardnı´
prˇipojenı´, dı´ky cˇemuzˇ se zlepsˇuje vy´konost a snizˇuje zatı´zˇenı´ procesoru.
Obra´zek 10: Architektura NetworkDirect (prˇevzato z [5], stra´nka 6)
Zabezpecˇenı´ se ty´ka´ prˇı´me´ho napojenı´ naMicrosoft Active Directory, kde u´lohy spou-
sˇteˇne´ pod urcˇity´m u´cˇtem, budou mı´t stejne´ opra´vneˇnı´ jako dany´ u´cˇet.
Program pro spousˇteˇnı´ MPI aplikacı´ a vyuzˇı´vajı´cı´ MS MPI se jmenuje mpiexec. Pro
MPICH2 se jmenuje mpirun.
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Obra´zek 11: Posı´la´nı´ zpra´v v kruhu
Pro vy´voja´rˇe MPI aplikaci byl do Windows HPC Server 2008 prˇida´n Event Tracing.
Jehoprˇednostı´ je, zˇe nenı´ nutne´ jakkoli pozmeˇnˇovat zdrojovy´ ko´d, ale pouze stacˇı´ prˇi spou-
sˇteˇnı´ MPI aplikacı´ prˇidat parametr -trace. Je mozˇne´ prˇesneˇ specifikovat, ktere´ komunikace
chceme zaznamena´vat. Protozˇe je celkem mnoho filtru˚, ktere´ lze pouzˇı´t, doporucˇujeme
se podı´vat na dokument [4], ktery´ mimo jine´ popisuje jednotlive´ mozˇnosti.
Jak uzˇ je vy´sˇe popsane´, MPI standard podporuje jen ma´lo jazyku˚. Proto vznikajı´
implementace dı´ky ktery´m je mozˇne´ psa´t MPI programy v jazyce C#. Takovy´chto im-
plementacı´ je neˇkolik a asi nejlepsˇı´ jsme vybrali MPI.NET. Tato implementace de facto
zapouzdrˇuje MPI funkce C++ a da´va´ je tak k dispozici pro jazyk C# (vytva´rˇı´ wrapper).
Prˇi implementace vycha´zeli z Boos.MPI. Momenta´lneˇ obsahuje MPI.NET vesˇkere´ funkce
ze standardu MPI 1.0 a pouze neˇkolik z MPI 2.0. Pro vy´voj veˇtsˇiny MPI aplikacı´ je to
dostatecˇne´, avsˇak existujı´ vy´jimky a to naprˇ. paralelnı´ za´pis procesu do jednoho souboru,
meˇrˇenı´ cˇasu. Velkou vy´hodou je u´plna´ a prˇehledna´ dokumentace k jednotlivy´m funkcı´m.
3.1 Uka´zka MPI v jazyce C++
Pro na´zornost jsme napsali MPI program, ktery´ posı´la´ data v kruhu jak je zna´zorneˇno
na obra´zku 11. Program funguje tak, zˇe rank 0 posˇle na´sledujı´cı´mu ranku(1) cˇı´slo sve´ho
ranku. Rank 1 obdrzˇı´ zpra´vu, prˇida´ k nı´ svu˚j rank a posˇle na na´sledujı´cı´ rank. Takhle se to
cele´ opakuje dokud nenı´ zpra´va na poslednı´m ranku, ten ji neposˇle na na´sledujı´cı´ (zˇa´dny´
neexistuje) ale zpeˇt na rank 0, ktery´ na´sledneˇ vypı´sˇe celou zpra´vu.











MPI Comm size(MPI COMM WORLD, &numprocs);
MPI Comm rank(MPI COMM WORLD, &rank);
/∗
Testuji zda byl program spusten pouze na jednom procesoru, pokud ano









Hodnota rank, je jedinecny identifikator procesoru. Cislovan od 0.
Prvni rank vkruhu musi nejdrive poslat svoji hodnotu a pak cekat na data ktera
posle posledni rank.









Protoze posilam pole znaku o urcite delce, musim nejprve zdelit prijmaci strane
jak velke pole budu posilat.
Proto poslu nejdrive pocet prvku v poli a nasledne cele pole. Hodnoty
posilam na rank 1.
∗/
MPI Send(&pocetPrvku,1,MPI INT,rank+1,1,MPI COMM WORLD);
MPI Send(retezec,pocetPrvku,MPI CHAR,rank+1,1,MPI COMM WORLD);
/∗
Nevim jak velke pole mam ocekavat, proto obdrzim nejdrive pocet prvku a nasledne
cele pole. Ocekavam data z ranku (numprocs−1) −>tzn z posledniho ranku
∗/
MPI Recv(&pocetPrvku,1,MPI INT,numprocs−1,1,MPI COMM WORLD,&status);







MPI Recv(&pocetPrvku,1,MPI INT,rank−1,1,MPI COMM WORLD,&status);
MPI Recv(retezec,pocetPrvku,MPI CHAR,rank−1,1,MPI COMM WORLD,&status);
retezec[pocetPrvku]=’\0’;
itoa (rank,pomocna,10);





Pokud procesor ma rank, ktery je posledni, tak posle zpravu na zacatek kruhu




MPI Send(&pocetPrvku,1,MPI INT,0,1,MPI COMM WORLD);
MPI Send(retezec,pocetPrvku,MPI CHAR,0,1,MPI COMM WORLD);
}else
{
MPI Send(&pocetPrvku,1,MPI INT,rank+1,1,MPI COMM WORLD);
MPI Send(retezec,pocetPrvku,MPI CHAR,rank+1,1,MPI COMM WORLD);
}
}




Vy´pis 2: Uka´zkovy´ program v C++
Na obra´zku 12 je videˇt trasova´nı´ programu, ktery´ je spusˇteˇny´ na 5 procesorech. Zobrazenı´
je porˇı´zeno z programu Jumpshot. Kazˇdy´ rˇa´dek prˇedstavuje jeden procesor v cˇase, kde
nalevo je nejmensˇı´ cˇas a napravo nejveˇtsˇı´. Modrou barvou je videˇt jak dlouho jednotlive´
procesory posı´laly data, zelenou jak dlouho cˇekaly na data a bı´le´ sˇipky znamenajı´ smeˇr
prˇenosu zpra´vy. I z toho vy´stupu je poznat zˇe program se chova´ podle zada´nı´.
Obra´zek 12: Vola´nı´ MPI funkci v jazyce C++
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3.2 Uka´zka MPI v jazyce C#
Tento program ma´ totozˇne´ zadanı´ jako prˇedcha´zejı´cı´ uka´zka v jazyce C++. Ko´d je jedno-
dusˇı´, kratsˇı´ a prˇehledneˇjsˇı´ (nenı´ potrˇeba nastavovat tolik parametru).
class Program
{
static void Main(string [] args)
{
using (new MPI.Environment(ref args))
{
// Ziskani komunikatoru, pro veskerou dalsi praci
Intracommunicator comm = Communicator.world;
/∗
∗ Testuji zda byl program spusten pouze na jednom procesoru, pokud ano
∗ vypisu zpravu a ukoncim program, v opacnem pripade posilam data mezi
procesory
∗/






∗ Hodnota Rank, je jedinecny identifikator procesoru. Cislovan od 0.
∗ Prvni rank vkruhu musi nejdrive poslat svoji hodnotu a pak cekat na data ktera
∗ posle posledni rank.




if (comm.Rank == 0)
{
string retezec=Convert.ToString(comm.Rank);
comm.Send(retezec, comm.Rank + 1, 1); // Poslu retezec na rank
cislo 1
/∗
∗ Hodnota comm.Size, obsahuje pocet procesoru na kterych byl program
spusten.
∗ Program ceka na zpravu od posledniho ranku, tudiz z hodnotou comm.Size
−1
∗/
comm.Receive(comm.Size − 1, 1, out retezec);





comm.Receive(comm.Rank − 1, 1, out buffer); // Obdrzeni zpravy od
predchoziho ranku
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buffer = buffer +”, ”+ Convert.ToString(comm.Rank);
/∗
∗ Pokud procesor ma rank, ktery je posledni, tak posle zpravu na zacatek
kruhu










Vy´pis 3: Uka´zkovy´ program v C#
Opeˇt na obra´zku 13 je videˇt trasova´nı´ programu. Sice samotny´ ko´d ma´ mensˇı´ pocˇet
rˇa´dku˚ a je cˇitelneˇjsˇı´, ale komunikace je mnohem na´rocˇneˇjsˇı´ (alesponˇ prˇi pocˇa´tecˇnı´ inici-
alizaci) a skry´va´ vola´nı´ MPI funkcı´, ktere´ programa´tor v programu vu˚bec nevolal naprˇ.
MPI Reduce.
Obra´zek 13: Vola´nı´ MPI funkci v jazyce C#
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3.3 Testy a porovna´nı´
V te´to kapitole bychom chteˇli porovnat jak velky´ cˇasovy´ rozdı´l je mezi prˇenosem zpra´v
psany´ch v jazycı´ch C++ a C#, prˇi pouzˇitı´ MPI funkcı´ (prˇedem jsem prˇedpokla´dal, zˇe jazyk
C++ bude rychlejsˇı´) a porovnat rychlost aplikace spusˇteˇne´ naWindowsHPC Serveru 2008
a uzlu Quad. Vy´sledne´ cˇasy popisujı´ cˇisteˇ dobu beˇhu algoritmu˚, bez jake´koli inicializace
nebo vy´pisu.
Prˇi spousˇteˇnı´ programu jsme vyuzˇı´vali sˇkolnı´ HPC server, ktery´ ma´ jeden hlavnı´ uzel
a trˇi vy´pocˇetnı´ uzly. Kazˇdy´ z uzlu ma´ 8 procesoru˚ a 16 GB pameˇti, hlavnı´ uzel ma´ pouze
4 procesory a 4 GB pameˇti. Propojenı´ mezi jednotlivy´mi zarˇı´zenı´mi je pomocı´ jedine´ho
sı´t’ove´ho rozhranı´.
Je nutne´ si uveˇdomit, pokud je aplikace spusˇteˇna naprˇ. na 8 procesorech, tak nenı´
zˇa´dna´ komunikace po sı´tı´, protozˇe se jedna´ o komunikaci v ra´mci samotne´ho uzlu. Proto
cˇas vy´pocˇtu na 9 procesorechmu˚zˇe by´t (naprˇ. prˇi velke´ komunikaci) veˇtsˇı´ nezˇ prˇi spusˇteˇnı´
na 8 procesorech.
C++ versus C#
Principem testu˚ je zjistit cˇas potrˇebny´ k prˇenesenı´ zpra´v stejne´ velikosti a typumezi
procesory. Aby byla komunikace po sı´ti, tak jsme spousˇteˇli vy´pocˇet na dvou vy´pocˇetnı´ch
uzlech tzn. 16 procesorech. Napsali jsme dva programy, jeden v jazyce C++ druhy´ v jazyce
C#, v obou programech jsme nad stejny´mi daty volal stejne´ funkce a vy´sledne´ cˇasy lze
videˇt v tabulce 2. V tabulce nenı´ funkce Scatter, protozˇe jejı´ fungova´nı´ v MPI.NET se
trochu lisˇı´ od standardnı´ implementace MPI.
Prˇi testova´nı´ jsme zjistili, zˇe pokud tu samou funkci zavola´m dvakra´t za sebou tak cˇas
druhe´ funkce bude podstatneˇ kratsˇı´ nezˇ cˇas funkce prvnı´.
Na´zev Cˇas u C++(ms) Cˇas u C#(ms)
Point to Point(posı´la´no v ra´mci jednoho uzlu) 0.236 0.3290




Tabulka 2: Porovna´nı´ cˇasu˚ u MPI funkci
Doba prˇenosu trˇı´dy pomoci MPI.NET
V tomto testu na´s zajı´malo, zˇe kdyzˇ si vytvorˇı´me vlastnı´ trˇı´du a budeme jı´ prˇena´sˇet z
jednoho procesoru na druhy´, tak o kolik vı´ce cˇasu bude potrˇeba nezˇ kdybych promeˇnne´
tohoto nasˇeho typu prˇena´sˇeli oddeˇleneˇ. Na´sˇe nadefinovana´ trˇı´da obsahuje pouze dveˇ
promeˇnne´, jednu typu int a druhou typu double. Vytvorˇili jsme si pole te´to trˇı´dy o
velikosti 100 a da´le jesˇteˇ dveˇ pole takte´zˇ o velikosti 100, ale jedno bylo typu int a druhe´
typu double. Zı´skali jsme dveˇ cˇasove´ hodnoty, jednu posla´nı´m pole nasˇı´ trˇı´dy a druhou,
kdyzˇ jsme posı´lali ta dalsˇı´ dveˇ pole, ale neposı´lali jsme je v celku ale po hodnota´ch int a
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double na strˇı´dacˇku. Vy´sledne´ cˇasy jsou videˇt v tabulce 3, ale rozdı´ly jsou opravdu velke´,
proto pokud nenı´ nezbytneˇ nutne´ posı´lat vlastnı´ typ tak se tomuto zpu˚sobu prˇenosu
radeˇji vyhnout.
Typy promeˇnny´ch Cˇas potrˇebny´ k prˇenosu dat (ms)
Vlastnı´ trˇı´da 26.4949
Oddeˇlene´ promeˇnne´(int a double) 5.7338
Tabulka 3: Porovna´nı´ prˇenosu vlastnı´ho typu a oddeˇleny´ch promeˇnny´ch
Windows HPC Server 2008 versus Quad
Paralelizovali jsme zna´my´ Floyduv-Warshalluv algoritmus pro nalezenı´ vsˇech nejkratsˇı´ch
cest mezi jednotlivy´mi dvojicemi vrcholu˚ ohodnocene´ho orientovane´ho grafu, reprezen-
tovane´ho svou matici souslednostı´ (vzda´lenostı´). Sˇkolnı´ syste´m Quad ma´ pouze 4 proce-
sory a 4 GB sdı´lene´ operacˇnı´ pameˇti. Tento program jsme napsali v jazyce C++, abychom
jej mohli bez jaky´koliv u´prav spustit na obou syste´mech a vy´sledky lze videˇt v tabulka´ch
4 a 5. Je nutne´ vzı´t na zrˇetel, zˇe na Quadu se sice spustil program na 10 procesech, ale ve
skutecˇnosti beˇzˇel pouze na 4 procesorech. Kdezˇto na Windows HPC beˇzˇela aplikace na
10 procesorech. Cely´ zdrojovy´ ko´d je na prˇilozˇene´m CD.
Pocˇet vrcholu˚ Cˇas sekvencˇneˇ Cˇas pro 4 procesy Cˇas pro 10 procesu˚
5 0.000001s 0.000242s 0.040186s
100 0.018654s 0.005986s 0.057055s
250 0.285945s 0.076062s 0.155998s
500 2.292847s 0.579609s 1.114617s
Tabulka 4: Vy´sledky testu˚ na Quad
Pocˇet vrcholu˚ Cˇas sekvencˇneˇ Cˇas pro 4 procesy Cˇas pro 10 procesu˚
5 0.000003s 0.001424s 0.005464s
100 0.010098s 0.005055s 0.012172s
250 0.148975s 0.050420s 0.041783s
500 1.166520s 0.342693s 0.191889s
Tabulka 5: Vy´sledky testu˚ na Windows HPC Server 2008
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4 Neuronove´ sı´teˇ
Neuronova´ sı´t’, jak ji popsal profesor Vondra´k[7], ma´ neˇkolik vlastnostı´:
• Umeˇla´ neuronova´ sı´t’ je vytvorˇena na za´kladeˇ biologicke´ umeˇle´ sı´teˇ, tudı´zˇ jejı´ cho-
va´nı´ by meˇlo by´t stejne´ nebo alesponˇ podobne´.
• Pra´ce s informacemi probı´hajı´ v ra´mci cele´ neuronove´ sı´teˇ.
• Prˇi ucˇenı´ se meˇnı´ hlavneˇ vazby mezi jednotlivy´mi neurony, kde ty ktere´ vedou ke
spra´vne´ odpoveˇdi jsou posilova´ny a ty co naopak vedou ke sˇpatne´ odpoveˇdi jsou
zeslabova´ny.
• Za´kladnı´ vlastnostı´ je ucˇenı´. Kde za´lezˇı´ na tre´novacı´ mnozˇineˇ, dı´ky ktere´ se naucˇı´
neuronova´ sı´t’ jak prˇeva´deˇt dany´ vstup na spra´vny´ vy´stup. Nejvı´ce na´rocˇnou fa´zı´
neuronove´ sı´teˇ je pra´veˇ jejı´ ucˇenı´, ktera´ mu˚zˇe by´t i zdlouhava´. Kdezˇto samotny´
pru˚chod neuronovou sı´tı´ uzˇ je rychly´.
Neuronova´ sı´t’se skla´da´ z jednotlivy´ch neuronu˚, kde nejpouzˇı´vaneˇjsˇı´ model se nazy´va´
perceptron. Za´kladnı´ perceptron je definova´n pomoci vztahu :




Kde y je vy´stup, wi je va´ha mezi neurony, xi je vy´stup z prˇedesˇle´ho neuronu, θ je prahova´
hodnota, F je aktivacˇnı´ funkce neuronu a n je pocˇet neuronu˚. Pokud by tento soucˇet byl
veˇtsˇı´ nezˇ urcˇita´ prahova´ hodnota(θ), pote´ bude na vy´stupu hodnota 1 v opacˇne´m prˇı´padeˇ
hodnota 0.
Tento vztah vsˇak mu˚zˇeme upravit pokud zavedeme substituci takovou, zˇe za w0
dosadı´me −θ a za x0 dosadı´me 1. Pote´ dostaneme vztah na´sledujı´cı´:




Dalsˇı´m typem perceptronu je spojity´ perceptron, jehozˇ aktivacˇnı´ funkce ma´ tvar sig-





Kde z se rovna´
∑n
i=0wixi.
Existuje jesˇteˇ modifikace te´to metody, prˇi ktere´ se nebudou meˇnit pouze vazby mezi
neurony, ale i samotne´ neurony. Princip spocˇı´va´ v tom, zˇe se bude meˇnit u aktivacˇnı´
funkce navı´c jesˇteˇ strmost a pra´h.





Kde λ urcˇuje strmost a ϑ je prahova´ hodnota.
Tuto variantu jsme vsˇak prˇi implementaci nepouzˇili.
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Obra´zek 14: Pru˚beˇh aktivacˇnı´ funkce
4.1 Backpropagation
Jedna´ se o vı´ce vrstvou neuronovou sı´t’, ktera´ ma´ trˇi vrstvy jak je videˇt na obra´zku 15.
Jednotlive´ vrstvy jsou vstupnı´, skryta´ (zde je mozˇne´ mı´t ve skutecˇnosti vı´ce vrstev) a
vy´stupnı´. Mezi jednotlivy´mi vrstvami jsou neurony u´plneˇ propojene´, tzn. kazˇdy´ neuron
z jedne´ vrstvy je propojen s kazˇdy´m neuronem vrstvy vysˇsˇı´.
Obra´zek 15: Uka´zka neuronove´ sı´teˇ
Jak uzˇ je patrne´ z na´zvu neuronove´ sı´teˇ, bude se jednat o zpeˇtnou propagaci chyb.
Jedna´ se o sı´t’ s ucˇitelem, tzn. je nutne´ mı´t tre´novacı´ mnozˇinu jako pa´r - vstup a jaky´
mu prˇı´slusˇı´ vy´stup. Tuto metodu je mozˇne´ rozdeˇlit na tyto trˇi fa´ze (jednotlive´ vztahy
prˇevza´ny z [7, 6]):
1. Ze vstupu˚ zı´skat vy´stup neboli doprˇedne´ sˇı´rˇenı´. Nastavı´ se vstupnı´ vrstva tak,
aby jednotlive´ neurony da´vali vy´stup podle tre´novacı´ mnozˇiny (rozsah od 0 do 1).
Tyto vy´stupy jsou da´le prˇeneseny do vysˇsˇı´ vrstvy a upraveny podle jednotlivy´ch
synapsı´. V te´to vysˇsˇı´ vrstveˇ kazˇdy´ neuron vypocˇı´ta´ sumu jemu patrˇı´cı´ upraveny´ch
vy´stupu˚ z nizˇsˇı´ vrstvy a tento vy´sledek vlozˇı´ do aktivacˇnı´ funkce. Aktivacˇnı´ funkce
da´ vy´sledek v rozsahu 0 azˇ 1(jedna´ se o spojity´ perceptron), cozˇ bude i vy´stup z
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neuronu. Tento postup se bude opakovat azˇ do vy´stupnı´ vrstvy, ktera´ da´ vy´stup z
neuronove´ sı´teˇ.
2. Vypocˇı´tat chyby a ty na´sledneˇ sˇı´rˇit z vy´stupu zpeˇt na vstup.
Vy´pocˇet zmeˇny vah (∆wi) vypocˇı´ta´me podle vzorce:
∆wi = −ηxiδ + µ(∆w′i) (5)
Kde je η ucˇı´cı´ pomeˇr, xi je vy´stup z prˇedesˇle´ho neuronu, δ vypocˇtena´ chyba, µ je
stupenˇ za´vislosti na prˇedchozı´ zmeˇneˇ a ∆w′i je prˇedchozı´ zmeˇna vah.
Vy´pocˇet chyby se lisˇı´ podle vrstvy, tudı´zˇ je nutne´ rozlisˇit jestli se jedna´ o vy´pocˇet
chyby u vy´stupnı´ a nebo u skryte´ vrstvy.
Pro vy´stupnı´ vrstvu se chyba vypocˇı´ta´ skutecˇny´ vy´stup mı´nus ocˇeka´vany´ vy´stup.
Tento vy´pocˇet se provede na vsˇech neuronech vy´stupnı´ vrstvy. Vzorec je na´sledujı´cı´:
δk = (yk − ok)F (z)(1− F (z)) (6)
Kde ok je ocˇeka´vany´ vy´stup, yk je skutecˇny´ vy´stup a F(z) je aktivacˇnı´ funkce 11+e−z .
Pro skrytou vrstvu, je vy´pocˇet slozˇiteˇjsˇı´, protozˇe se musı´ vyna´sobit chyba neuronu
z vysˇsˇı´ vrstvy a va´ha (synapse), ktera´ spojuje dane´ dva neurony. Tento vy´pocˇet se
provede nad vsˇemi neurony vysˇsˇı´ vrstvy, protozˇe se jedna´ o u´plneˇ propojeni. Tento





wiδi)F (z)(1− F (z)) (7)
Kde m je pocˇet neuronu˚ ve vysˇsˇı´ vrstveˇ, δi je chyba ı´-te´ho neuronu z vysˇsˇı´ vrstvy,
wi je va´ha mezi aktualnı´m neuronem a ı´-ty´m neuronem vysˇsˇı´ vrstvy.
3. Aplikovat zmeˇny vah podle vypocˇı´tany´ch hodnot.
Tento postup se bude prova´deˇt dokud se nevycˇerpa´ tre´novacı´ mnozˇina a pote´ se
spocˇı´ta´ celkova´ chyba. Pokud je tato chyba veˇtsˇı´ nezˇ prˇednastavena´ hodnota, tak se cely´
proces zopakuje.








(yj − oj)2i (8)
Kde yj je skutecˇny´ vy´stup, oj je ocˇeka´vany´ vy´stup, l je pocˇet vzoru˚ ve tre´novacı´ mnozˇineˇ
a p je pocˇet neuronu˚ ve vy´stupnı´ vrstveˇ.
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4.1.1 Implementace
Sekvencˇnı´ rˇesˇenı´ jsme na implementovali pomocı´ skript[7, 6]. Jako prvnı´ bylo trˇeba urcˇit
jaky´ proces budepocˇı´tat jake´ neurony. Protozˇe najednou sepocˇı´tajı´ neuronypouzev jedine´
vrstveˇ a ostatnı´ vrstvy cˇekajı´ na data, proto jsme kazˇdou vrstvu rozdeˇlili na jednotlive´
bloky a kazˇde´mu bloku jsme prˇirˇadili proces, jak je videˇt na obra´zku 16. Pouze vstupnı´
vrstva nenı´ rozdeˇlena´, protozˇe vsˇechny procesymusı´ zna´t vstupy. Toto blokove´ rozdeˇlenı´
je z urcˇite´ho du˚vodu, kdyzˇ prˇena´sˇı´me data z jedne´ vrstvy do druhe´ tak mu˚zˇeme pouzˇı´t
MPI funkci GatherFlatened, pomocı´ ktere´ se data prˇenesou v urcˇite´m porˇadı´. MPI.NET
obsahuje jesˇteˇ variantu te´to funkce AllGatherFlatened, ktera´ by meˇla prˇene´st vy´sledek na
vsˇechny procesory, bohuzˇel tato funkce nepracuje tak jak by meˇla. Z tohoto du˚vodu jsme
vy´sledekmuseli nechat prˇene´st na jeden z procesu˚ (vsˇechny podobne´ prˇenosy prova´dı´me
prˇes proces s rankem 0) a na´sledneˇ MPI funkci Broadcast prˇene´st na ostatnı´ procesy.
Po vytvorˇenı´ topologie neuronove´ sı´teˇ a rozdeˇlenı´ do bloku˚, jsme rˇesˇili pra´ci s pameˇtı´
prˇi prˇena´sˇenı´ datmezi jednotlivy´mi vrstvami. VMPI.NET jsouMPI funkce, ktere´ prˇijı´majı´
data, navrzˇeny tak, zˇe seprodata alokujenova´ pameˇt’nebo sepouzˇije uzˇ alokovana´ pameˇt’.
Protozˇe prˇenosu˚ je velke´ mnozˇstvı´ alokovali jsme pameˇt’na zacˇa´tku programu, abychom
zabra´nili neusta´le´ alokaci/dealokaci pameˇti.
Dı´ky skutecˇnosti zˇe posı´la´me chyby(vytva´rˇı´m vlastneˇ jejich kopii) je mozˇne´ sloucˇit
body 2 a 3, tzn. po vy´pocˇtu chyby a odesla´nı´ mu˚zˇeme hnedka aktualizovat va´hy. Vy´hodu
jakou na´m tato operaci prˇinese je zrychlenı´, protozˇe nemusı´me znova procha´zet celou sı´t’
a aktualizovat va´hy.
Obra´zek 16: Uka´zka rozdeˇlenı´ vrstev na procesy
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Vy´stup
Jako vy´stup jsme se rozhodli pouzˇı´t standardnı´ vy´stup (prˇi spusˇteˇnı´ na Windows
HPC Serveru 2008 je prˇesmeˇrova´n do souboru). Je to jeden ze zpu˚sobu˚, jak mu˚zˇeme
paralelneˇ ukla´dat data do souboru. Nevy´hodou tohoto za´pisu je, zˇe se jedna´ o textovy´
soubor.
4.1.2 Experimenty
Cˇasy ktere´ jsou uvedeny v tabulka´ch 6 a 7, jsou z spocˇı´ta´ny tak zˇe celkovy´ cˇas potrˇebny´
k naucˇenı´ neuronove´ sı´teˇ jsme vydeˇlili pocˇtem epoch, ktere´ bylo nutne´ projı´t. K tomuto
vy´pocˇtu jsme se rozhodli na za´kladeˇ toho, zˇe neurony na pocˇa´tku jsou nastaveny na
na´hodnoumalou hodnotu a celkovy´ potrˇebny´ cˇas k vy´pocˇtu se bude lisˇit kazˇdy´m novy´m
spusˇteˇnı´m. Existujı´ cˇasove´ rozdı´ly jestli musı´ spolu procesy komunikovat prˇes sı´t’a nebo
pouze v ra´mci jednoho uzlu (tyto jsou oznacˇeny hveˇzdicˇkou). Slovem epocha ma´me
namysli, vycˇerpa´nı´ vsˇech vzoru˚ z tre´novacı´ mnozˇiny.
Testovali jsme vy´konnost algoritmu dveˇma na´sledujı´cı´mi zpu˚soby:
• Prvnı´ jsme zaby´vali neuronovou sı´tı´, ktera´ meˇla jen trˇi vrstvy (vstupnı´, skrytou a
vy´stupnı´) a meˇnili se pouze pocˇet neuronu˚ ve skryte´ vrstveˇ. Vy´sledky toho testu
jsou zobrazeny v tabulce 6.
Cˇasy potrˇebne´ k vy´pocˇtu jedne´ epochy, v sekunda´ch
Pocˇet procesoru˚ Vrstvy: 64-400-16 Vrstvy:64-500-16 Vrstvy:64-600-16
1* 0.9404 1.1665 1.4113
4* 0.4041 0.4699 0.5629
7* 0.3540 0.41238 0.4786
10 0.5035 0.6090 0.65047
13 0.5151 0.6069 0.7020
19 0.6404 0.7065 0.8244
Tabulka 6: Za´vislost pocˇtu procesoru˚ na pocˇtu neuronu˚ v jedine´ skryte´ vrstveˇ
• Druhy´ test se zaby´val zvysˇova´nı´m pocˇtu skryty´ch vrstev. Vy´sledky tohoto druhe´ho
testu jsou zobrazeny v tabulce 7.
4.2 Kohonenova mapa
Tento druh sı´teˇ se podstatneˇ lisˇı´ od backpropagation. Jedna´ se o sı´t’bez ucˇitele, tudı´zˇ stacˇı´
pouze na vstup prˇive´st tre´novacı´ data a sı´t’si sama urcˇı´ rozvrzˇenı´ (vytvorˇı´ shluky). Tato sı´t’
ma´ pouze dveˇ vrstvy, kde spodnı´ vrstva je vstupnı´, ktera´ je propojena se vsˇemi neurony
vrchnı´ vrstvy, vy´stupnı´. Takte´zˇ jsou propojeny mezi sebou neurony ve vy´stupnı´ vrstveˇ.
Toto dvourozmeˇrne´ zobrazenı´ se pouzˇı´va´ nejcˇasteˇji. Principem te´to sı´teˇ je prˇevedenı´
slozˇiteˇjsˇı´ datove´ struktury na jednodusˇsˇı´ zobrazenı´ a to tak, zˇe pokud jsou si vstupnı´ data
podobna´, tak vy´stupnı´ neurony, ktere´ je majı´ charakterizovat, budou blı´zko u sebe.
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Cˇasy potrˇebne´ k vy´pocˇtu jedne´ epochy, v sekunda´ch







Tabulka 7: Za´vislost pocˇtu procesoru˚ na pocˇtu skryty´ch vrstev
4.2.1 Implementace
Pro implementaci Kohonenovy mapy jsme vycha´zeli se sekvencˇnı´ho rˇesˇenı´. Jednotlive´
kroky, ktere´ je nutne´ prove´st u sekvencˇnı´ho rˇesˇenı´ jsou popsa´ny v tabulce 8. Sekvencˇnı´
rˇesˇenı´ jsme na implementovali pomocı´ skript[7, 6] a internetove´ho seria´lu[9].
1. Vytvorˇit sı´t’neuronu, prˇicˇemzˇ se nastavı´ va´hy jednotlivy´ch neuronu na male´
hodnoty.
2. Nastavit pocˇa´tecˇnı´ mı´ru sousedstvı´, rychlost ucˇenı´ a pocˇet iteraci.
3. (a) Nacˇı´st vstupnı´ data.
(b) Vypocˇı´tat u vsˇech neuronu vzda´lenost podle´ vstupnı´ch dat.
(c) Najı´t nejmensˇı´ vzda´lenost mezi neurony.
(d) Upravit neuron s nejmensˇı´ vzda´lenostı´ a jeho prˇilehle´ okolı´.
4. Opakovat bod 3 dokud nenı´ splneˇn pocˇet iteraci.
Tabulka 8: Postup implementace
Prˇi paralelizaci jsme postupneˇ procha´zeli jednotlive´ body a hledali rˇesˇenı´, ktere´ bude
co nejoptima´lneˇjsˇı´ (Co nejmensˇı´ pocˇet prˇenosu mezi procesory, neprocha´zet celou sı´t’ale
jen cˇa´st apod.).
Tabulka 8, bod 1
Prvotnı´ na´pad byl rozdeˇlit dvourozmeˇrnou neuronovou sı´t’na cˇtvercove´ (obde´lnı´kove´)
bloky, ale narazili jsme na prˇeka´zˇku a to v tom, zˇe nedoka´zˇeme jakoukoli neuronovou sı´t’
o velikosti M x N rozdeˇlit na prˇiblizˇneˇ stejneˇ velke´ bloky prˇi ru˚zne´m pocˇtu procesoru˚.
Proto jsme neuronovou sı´t’ rozdeˇlili na bloky, kde jednotlive´ neurony jdou v porˇadı´ po






Kde m je celkovy´ pocˇet neuronu a n je celkovy´ pocˇet procesu˚.
Protozˇe vy´sledek nemusı´ by´t cele´ cˇı´slo, tak postupneˇ prˇida´va´me k jednotlivy´m blo-
ku˚m neuron navı´c, tak aby jejich celkovy´ soucˇet odpovı´dal hodnoteˇ m. Toto prˇida´va´nı´
prova´dı´me postupneˇ od bloku 1 azˇ po n−1 bloku˚. Vy´hodou toho usporˇa´da´nı´ je, zˇe pocˇet
neuronu v jednotlivy´ch blocı´ch se mu˚zˇe maxima´lneˇ lisˇit o jeden neuron. Zna´zorneˇno
na obra´zku 17. Na tomto obra´zku vidı´me mapu neuronove´ sı´teˇ o velikosti 5 x 4, kterou
chceme spustit na 3 procesorech (proto rozdeˇlenı´ na 3 cˇa´sti). Du˚lezˇita´ veˇc je, zˇe kazˇdy´ pro-
cesor ma´ v pameˇti jen ty prvky, ktere´ mu na´lezˇı´ a zˇa´dne´ jine´. Nikde neexistuje kompletnı´
mapa (s vy´jimkou nakonec ulozˇeny´ch dat do souboru), ale jen jejı´ cˇa´sti. Kazˇdy´ procesor
ma´ jednorozmeˇrne´ pole o velikosti pocˇtu jeho neuronu a kazˇdy´ neuron v sobeˇ ma´ pozici
v mapeˇ.
Obra´zek 17: Rozdeˇlenı´ neuronove´ sı´teˇ na bloky
Tabulka 8, bod 2
Pocˇa´tecˇnı´ mı´ru sousedstvı´ jsme na pocˇa´tku nastavili na jednu polovinu kratsˇı´ho rozmeˇru
sı´teˇ. Rychlost ucˇenı´ je nastavena na 0.5 a pocˇet intervalu se meˇnı´ podle zada´nı´.
Tabulka 8, bod 3a
Nejprve nacˇı´ta´me vsˇechna vstupnı´ data ze souboru do pameˇti. Prˇi kazˇde´ iteraci vlozˇı´me
na´sledujı´cı´ data na vstup. Pokud jsou vsˇechna vstupnı´ data pouzˇita a pocˇet iteracı´ nebyl
splneˇn, zacˇneme na vstup opeˇt da´vat nacˇtena´ data od zacˇa´tku.
Tabulka 8, bod 3b
Zde jsme naplno vyuzˇili paralelismus. Kazˇdy´ proces musı´ na kazˇde´m jemu prˇirˇazene´m







Kde n je pocˇet vstupu˚, xi je vstup a wi je va´ha mezi vstupem a neuronem.
Protozˇe ma´me neurony prˇiblizˇneˇ stejneˇ rozdeˇlene´ (podle bodu 1), tak mu˚zˇeme rˇı´ct
zˇe spocˇı´tanı´ vzda´lenosti vsˇech neuronu bude trvat nejvy´sˇe tak dlouho, jak dlouho trva´
spocˇı´tat prvnı´ blok neuronu˚.
Tabulka 8, bod 3c
Jedna´ se o jedinou komunikaci mezi procesy. Kazˇdy´ procesma´ jednu nejmensˇı´ vzda´lenost
a tumusı´ porovnat s ostatnı´mi procesy. Sice se porovna´va´ jedina´ hodnota, ale potrˇebujeme
jesˇteˇ veˇdeˇt pozici neuronu s touto hodnotou. Proto jsme si vytvorˇili vlastnı´ promeˇnnou,
ktera´ obeˇ tyto informace obsahuje. Prˇi porovna´nı´ jsme vyuzˇili MPI funkci Allreduce.
Tato funkce s parametrem MPI MIN (tato operace uzˇ je prˇeddefinova´na, ale je mozˇne´ si
vytvorˇit vlastnı´ operace) vsˇechna data z procesoru˚ porovna´ mezi sebou a vra´tı´ nejmensˇı´
hodnotu. Prova´deˇjı´ se ve skutecˇnostı´ trˇi operace: Stazˇenı´ dat na jeden procesor, nalezenı´
minima a na´sledne´ odesla´nı´ vy´sledku vsˇem zu´cˇastneˇny´m. Po provedenı´ te´to funkce majı´
vsˇichni minima´lnı´ hodnotu i jejı´ pozici.
Tabulka 8, bod 3d
Velikost oblasti, ktera´ se bude meˇnit urcˇı´me pomocı´ vzda´lenosti od vı´teˇzne´ho neuronu.
Tato vzda´lenost se spocˇı´ta´ pomocı´ vzorce:
µ(t) = µ0 exp(− t
λ
) (11)
Kde µ0 je pocˇa´tecˇnı´ mı´ra sousedstvı´ a λ je cˇasova´ konstanta.





Kde k je celkovy´ pocˇet iteracı´ a µ0 je pocˇa´tecˇnı´ mı´ra sousedstvı´.
Vsˇechny neurony v te´to oblasti budou aktualizova´ny pomocı´ vzorce:
wi(t+ 1) = wi(t) + η(t)δ(t)(xi(t)− wi(t)) (13)
Kde η je rychlost ucˇenı´, wi je je va´ha mezi vstupem a neuronem, xi je vstup a δ urcˇuje
vzda´lenost aktua´lnı´ho neuronu k vı´teˇzne´mu neuronu, cˇı´m je vzda´lenost veˇtsˇı´, tı´m mensˇı´
zmeˇna se provede.
Rychlost ucˇenı´ se postupneˇ snizˇuje a to podle vzorce:
η(t) = η0 exp(− t
λ
) (14)
Kde η0 je pocˇa´tecˇnı´ rychlost ucˇenı´ a λ je cˇasova´ konstanta.
Hodnota δ se vypocˇı´ta´ na´sledovneˇ:





Kde r je Euklidovska´ vzda´lenost mezi aktua´lnı´m neuronem a vı´teˇzny´m neuronem.
Prˇi aktualizaci vah neuronu nenı´ nutne´ procha´zet celou mapu, ale stacˇı´ jen cˇtverec,
ktery´ ma´ de´lku hrany rovnou dvakra´t polomeˇr kruzˇnice se strˇedem na pozici vı´teˇzne´ho
neuronu. Dı´ky tomuto cˇtverci jsme museli mı´t usporˇa´dane´ neurony do bloku˚. V sek-
vencˇnı´m programu nenı´ proble´m tento cˇtverec projit. Ovsˇem u paralelnı´ho tu existujı´
prˇechody mezi procesory a je nutne´ da´vat si na to pozor. Jak je videˇt na obra´zku 18, tento
cˇtverec zasahuje prˇes vsˇechny 3 procesory a na kazˇde´m prˇes jiny´ pocˇet neuronu˚. Nasˇe
rˇesˇenı´ si na kazˇde´m procesu vypocˇı´ta´ dany´ cˇtverec (jeho levy´ hornı´ roh a pravy´ spodnı´
roh) a na´sledneˇ jej upravı´ podle bloku neuronu˚, ktery´ majı´. Byl tu proble´m, jak uzˇ jsme
psali v bodeˇ 1, kazˇdy´ proces ma´ jednorozmeˇrne´ pole a za sebou naskla´dane´ neurony,
tudı´zˇ nemu˚zˇeme prˇı´mo adresovat neurony v mapeˇ, ale musı´me je jesˇteˇ prˇepocˇı´tat na jed-
norozmeˇrne´ pole. Nejhorsˇı´ mozˇna´ de´lka vy´pocˇtu bude za´viset na procesu, ktery´ pocˇı´ta´
nejvı´ce neuronu ve cˇtverci. Mu˚zˇe nastat prˇı´pad, zˇe dany´ cˇtverec bude obsahovat pouze
neurony z jednoho procesu, pak v te´to cˇa´sti vy´pocˇtu nebude zˇa´dne´ zrychlenı´, protozˇe cˇas
bude stejny´ jako prˇi sekvencˇnı´m rˇesˇnı´.
Obra´zek 18: Zobrazenı´ vy´brany´ch neuronu˚
Vy´stup
Jako vy´stup jsme se rozhodli pouzˇı´vat bina´rnı´ soubor. Protozˇe neexistuje celkova´
mapa neuronove´ sı´teˇ, tak jsme se pu˚vodneˇ rozhodli vyuzˇı´t funkce MPI2 pro pra´ci se
soubory. Existujı´ funkce, ktere´ umozˇnˇujı´ aby vı´ce procesoru˚ mohlo zapisovat do jedine´ho
souboru. Bohuzˇel implementace MPI.NET tyto funkce neobsahuje a tudı´zˇ jsme museli
data ze vsˇech procesoru postupneˇ prˇena´sˇet na procesor s rankem 0 a ten zapisoval do
souboru. Pokazˇde´ kdyzˇ jsme prˇenesl data z dalsˇı´ho procesoru tak jsme prˇepsali pu˚vodnı´,
jinak by mohl nastat prˇı´pad, zˇe se data nevlezou do pameˇti. Ovsˇem i toto rˇesˇenı´ se
prˇi testova´nı´ uka´zalo jako neprakticke´, pro maly´ pocˇet neuronu v neuronove´ sı´ti je to
porˇa´dku, ale pro veˇtsˇı´ sı´teˇ samotne´ ukla´da´nı´ trva´ neˇkolikana´sobneˇ de´le nezˇ samotne´




Protozˇe testujeme aplikace na sˇkolnı´m Windows HPC Serveru 2008, mu˚zˇe nastat prˇı´pad
takovy´, zˇe aplikace pokud byla spusˇteˇna na jednom uzlu, tak nemusı´ vu˚bec komunikovat
prˇes sı´t’ (jinak rˇecˇeno mu˚zˇe by´t rychlejsˇı´). Takove´ prˇı´pady jsou v tabulka´ch oznacˇeny
hveˇzdicˇkou. Pocˇet opakova´nı´ je nastaven na 10 000.
Prova´deˇli jsme dveˇ na´sledujı´cı´ meˇrˇenı´:
• Pocˇet vstupu˚ pro vsˇechny testy jsme nastavili na hodnotu trˇi a meˇnili jsme pouze
velikost neuronove´ sı´teˇ, jak je zobrazeno v tabulce 9.
Cˇasy potrˇebne´ k vy´pocˇtu, ve tvaru hh:mm:ss
Pocˇet procesoru˚ Rozmeˇr: 250x250 Rozmeˇr: 500x500 Rozmeˇr: 1000x1000
1* 00:02:01 00:08:47 00:36:33
4* 00:00:34 00:03:12 00:13:36
7 00:00:20 00:02:00 00:08:04
10 00:00:18 00:01:13 00:05:32
13 00:00:15 00:00:53 00:04:30
16 00:00:14 00:00:38 00:03:39
19 00:00:15 00:00:35 00:03:09
Tabulka 9: Za´vislost pocˇtu procesoru˚ na velikosti sı´teˇ
• V tomto testu jsme naopak meˇli napevno nastaveny´ rozmeˇr neuronove´ sı´teˇ na
500x500 a meˇnili jsme pouze pocˇet vstupu˚. Vy´sledky meˇrˇenı´ jsou zobrazeny v
tabulce 10.
Cˇasy potrˇebne´ k vy´pocˇtu, ve tvaru hh:mm:ss
Pocˇet procesoru˚ Pro 3 vstupy Pro 6 vstupu˚ Pro 9 vstupu˚
1* 00:08:47 00:13:11 00:18:55
4* 00:03:12 00:03:48 00:05:33
7 00:02:00 00:02:16 00:03:02
10 00:01:13 00:01:34 00:02:12
13 00:00:53 00:01:14 00:01:50
16 00:00:38 00:00:57 00:01:29
19 00:00:35 00:00:50 00:01:14
Tabulka 10: Za´vislost pocˇtu procesoru˚ na pocˇtu vstupu˚
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5 Distribuovane´ datove´ struktury
Cı´lem tohoto projektu je vytvorˇit knihovny, ktere´ se zaby´vajı´ paralelnı´mi vy´pocˇty. Tyto
knihovny poskytnou silny´ na´stroj pro vy´pocˇet na´rocˇny´ch matematicky´ch u´loh (at’ uzˇ
se jedna´ o cˇasovou a nebo pameˇt’ovou na´rocˇnost). Vycha´zı´ se z uzˇ hotove´ sekvencˇnı´
verze OOSol (Object Oriented SOLvers), ktera´ byla vyvı´jena´ na katedrˇe aplikovane´
matematiky[24]. Nyneˇjsˇı´ verze se take´ vyvı´jı´ na katedrˇe aplikovane´ matematiky a ve-
doucı´m vy´vojove´ho ty´mu je docent Vı´t Vondra´k (kontakt: vit.vondrak@vsb.cz). Ja´dro
programu je napsa´no v jazyce C++, pro distribuce dat mezi procesy je prima´rneˇ pouzˇito
MPI, ale je mozˇne´ pomocı´ wrapperu i jinou distribuci (naprˇ. WCF). Dı´ky tomu, zˇe se
pouzˇı´va´ jazyk C++ a specifikace MPI2, je mozˇne´ vyvı´jet a testovat knihovny at’uzˇ na OS
Linux (zpocˇa´tku se preferovala pouze tato mozˇnost) a nebo na Windows HPC.
V ra´mci OOSolu je nasˇim u´kolem zajisˇt’ovat posı´la´nı´ datovy´ch struktur pomocı´ MPI
a da´le testovat a opravovat noveˇ napsane´ metody. Proto zde uvedeme neˇktere´ vlastnosti,
ktere´ jsme vyvı´jeli.
Prˇi pra´ci s velkou matici, nenı´ potrˇeba aby ji vsˇechny procesy znali celou, ale stacˇı´
pouze urcˇite´ cˇa´sti (bloky). Proto se podle prˇedem dane´ho popisu rozdeˇlı´ matice na male´
bloky(nemusı´ by´t stejne´) a ty jsou da´le distribuova´ny na jednotlive´ procesy. Zde je neˇkolik
proble´mu˚, ktere´ bylo nutne´ vyrˇesˇit. Dle zada´nı´, mu˚zˇe jeden proces zpracova´vat pouze
jeden blok matice a proces s rankem 0 je rˇı´dı´cı´ (naprˇ. urcˇuje kdo ma´ co pocˇı´tat a pod.). Pro
lepsˇı´ pochopenı´ se podı´vejte na prˇı´klad 5.1.
Prˇı´klad 5.1
U´loha se spustı´ na 13 procesorech (tzn. ranky majı´ hodnotu od 0 do 12). Uzˇivatel zada´
velkou matici a jejı´ rozdeˇlenı´ naprˇ. na 6 bloku˚. Proces s rankem 0 prˇideˇlı´ jednotlive´ bloky
ranku˚m 1 azˇ 6. Uzˇivatel zada´ druhou matici a jejı´ rozdeˇlenı´ na 4 bloky, tak opeˇt rˇı´dı´cı´
proces prˇideˇlı´ tyto bloky a to ranku˚m 7 azˇ 10. Nynı´ zu˚stanou pouze 2 bloky nevyuzˇite´.
Pro dalsˇı´ pouzˇitı´ je mozˇne´ prˇideˇlit pouze dva bloky a nebo uvolnit uzˇ prˇideˇlene´ bloky.
Pokud uvolnı´ uzˇivatel prvnı´ matici z procesoru˚, tak dostane mozˇnost prˇideˇlit nove´ bloky
ranku˚m 1 azˇ 6, 11 a 12.
Dalo by se rˇı´ct, zˇe se jedna´ o podobny´ proble´m jako je fragmentace pameˇti. Rˇesˇenı´
tohoto proble´mu je na´sledujı´cı´, rˇı´dı´cı´ proces si vytvorˇı´ jednorozmeˇrne´ pole, ktere´ odpo-
vı´da´ jednotlivy´m procesu˚m a nastavı´ jednotlive´ hodnoty na -1. Kdyzˇ prˇijde pozˇadavek
na prˇideˇlenı´ jednotlivy´ch bloku˚, prohleda´ toto pole zleva do prava a ty polozˇky, ktere´
obsahujı´ -1 (jsou volne´ procesy) prˇideˇlı´ jim dane´ bloky a zmeˇnı´ hodnotu v poli. Protozˇe
vsˇechny procesy cˇekajı´ jestli jim nenı´ na´hodou prˇideˇlen neˇjaky´ blok, tak je nutne´ posı´lat
vsˇem zpra´vu, ktery´ rank ma´ prˇideˇleny´ jaky´ blok. Zde se provedlo jesˇteˇ jedno urychlenı´
spocˇı´vajı´cı´ v tom, zˇe ranky ktere´ pracujı´ na stejne´ matici majı´ vytvorˇeny´ novy´ komu-
nika´tor, pomoci ktere´ho posı´lajı´ vesˇkere´ skupinove´ funkce (naprˇ. MPI Bcast se nebude
posı´lat vsˇem procesu˚m, ale pouze teˇm co pracujı´ na stejne´ matici). I kdyzˇ je vytvorˇen
novy´ komunika´tor, ten pu˚vodnı´ je porˇa´d platny´. Platnost nove´ho komunika´toru je jen do
te´ doby, dokud je matice prˇideˇlena´ k procesu˚m.
Dalsˇı´ za´lezˇitostı´ je zpu˚sob jaky´m posı´lat samotne´ bloky. Vsˇechny bloky jsou stejne´ho
typu jako je velka´ matice a implementova´ny jsou hlavneˇ tyto trˇi: plna´, rˇı´dka´, skyline.
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Kazˇda´ z nich ma´ jinak uchova´va´na data a nenı´ proto mozˇne´ pro vsˇechny napsat jedinou
metodu pro prˇenos dat. Zde byly zavedeny identifika´tory jednotlivy´ch typu˚ matic (prˇed-
tı´m stacˇila deˇdicˇnost) a poprve´ pouzˇity prˇepı´nacˇe(tomuto rˇesˇenı´ jsme se meˇli vyhy´bat
z du˚vodu, zˇe prˇi prˇida´nı´ nove´ho typu se musı´ doplnit i nove´ mozˇnosti do prˇepı´nacˇu˚),
protozˇe tak jak byla navrzˇena struktura uchova´va´nı´ bloku˚ v pameˇti, nebylo mozˇne´ na
prˇijı´majı´cı´ straneˇ urcˇit o jaky´ typ matice se jedna´.
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6 Za´veˇr
Prˇi blizˇsˇı´m sezna´menı´ se Windows HPC Serverem 2008 jsme zjistili, zˇe pra´ce s tı´mto
syste´mem je jednoducha´ a intuitivnı´. Dı´ky aplikaci jako jeHPC JobManager je pra´ce s joby
snadna´, ale pozdeˇji se na´m osveˇdcˇil prˇı´kazovy´ rˇa´dek, pro jednoduche´ odesı´la´nı´ jobu. Dı´ky
vzda´lene´ plosˇe bylomozˇne´ vyvy´jet aplikace na serveru, cozˇ bylo celkem velke´ usnadneˇnı´.
Prˇi psanı´ te´to pra´ce jsme museli psa´t programy jak v programovacı´m jazyce C++
(OOSol), tak i v jazyce C# (neuronove´ sı´teˇ) a dle nasˇeho na´zoru se MPI aplikace pı´sˇı´
mnohem jednodusˇeji v C# nezˇ v C++ (Odpada´ naprˇ. urcˇovanı´ datove´ho typu, ktery´
chci prˇena´sˇet, nenı´ trˇeba rucˇneˇ nastavovat velikost prˇena´sˇene´ho pole, funkce majı´ me´neˇ
parametru˚, atd.). Na druhou stranu ale, jak je videˇt v tabulce 2, cena za pohodlne´ psa´nı´ je
prˇı´lisˇ vysoka´.
Vy´sledky testova´nı´ SOM aplikace dokazujı´ peˇknou sˇka´lovatelnost, zˇe i kdyzˇ pro-
cesy komunikujı´ mezi sebou po sı´tı´, tak se cˇas se zvysˇujı´cı´m pocˇtem procesu˚ neusta´le
zmensˇoval.
Oproti tomu u Backpropagation nenı´ zrychlenı´ azˇ tak zrˇetelne´. Pokud je vy´pocˇet v
ra´mci jednoho uzlu (nenı´ zˇa´dna´ sı´t’ova´ komunikace), tak paralelnı´ aplikace je skutecˇneˇ
rychlejsˇı´. Bohuzˇel prˇi komunikaci po sı´ti je to mnohem horsˇı´, ale i tak je videˇt urcˇite´
zrychlenı´ (prˇinejmensˇı´m u neuronove´ sı´teˇ, ktere´ majı´ pouze trˇi vrstvy). Je to zpu˚sobeno
velikou komunikacı´, ktera´ je nutna´ uzˇ z popisu algoritmu. Prˇi paralelizaci se na´mpodarˇilo
neˇktere´ kroky zrusˇit, ale i prˇesto nebyl cˇasovy´ zisk dostatecˇny´. Pokud bychom aplikaci
psali v C++ mı´sto C#, zrychlenı´ by bylo urcˇiteˇ veˇtsˇı´, ale nadruhou stranu porˇad je tu
celkem velka´ komunikace, takzˇe u vı´ce vrstev by to bylo zrˇejmeˇ to same´.
Na OOSolu budeme da´le spolupracovat, protozˇe se jedna´ o slibny´ projekt.
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A Uzˇivatelske´ prˇı´rucˇky
A.1 Programu vyuzˇı´vajı´cı´ Backpropagation
Samotny´ program, jmenuje se NeuronSit, se spousˇtı´ s parametrem, ktery´ urcˇuje na´zev
souboru ze ktere´ho se budou nacˇı´tat data. V tomto souboru jsou data ulozˇena zpu˚sobem
jak je uka´za´no na obra´zku 19. Prvnı´ cˇtyrˇi rˇa´dky urcˇujı´ kolik neuronu je v kazˇde´ vrstveˇ
(prvnı´ rˇa´dek jsou pocˇet vstupu˚ a poslednı´ pocˇet vy´stupu˚). Na´sleduje oddeˇlovacˇ #, ktery´
urcˇuje konec zada´va´nı´ vrstev. Dalsˇı´ data uzˇ jsou tre´novacı´ mnozˇina, ktera´ se skla´da´ vzˇdy
ze vstupu a ocˇeka´vane´ho vy´stupu. Tato data jsou vzˇdy oddeˇlena tecˇkou. K ukoncˇenı´
zada´va´nı´ tre´novacı´ mnozˇiny je opeˇt pouzˇit symbol #.
Obra´zek 19: Vstupnı´ data pro Backpropagation
Po spusˇteˇnı´ programu na HPC (podle na´vodu popsane´ho v podkapitole 2.2) dosta-
neme vy´stupnı´ soubor, ktery´ obsahuje zajı´mave´ informace o ucˇenı´ neuronove´ sı´teˇ, jako je
cˇas, pocˇet cyklu˚, chyby, uzly na ktery´ch je vy´pocˇet spusˇteˇn. Da´le vesˇkera´ data o neuronove´
sı´ti, neboli nastavenı´ vah jednotlivy´ch neuronu˚. Uka´zkovy´ vy´stup je na obra´zku 20.
Pro oveˇrˇenı´, zˇe se neuronova´ sı´t’skutecˇneˇ naucˇila, jsem napsal program TestNeuronu,
ktery´ opeˇt prˇi spusˇteˇnı´ vyzˇaduje parametr. Tento parametr je kompletnı´ vy´stupnı´ soubor.
Po spusˇteˇnı´ programu zada´te vstupnı´ hodnoty (oddeˇlene´ mezerou) a program vypı´sˇe
hodnoty jake´ jsou na vy´stupu neuronove´ sı´teˇ. Pro ukoncˇenı´ programu zada´te hodnotu -1.
Pro generova´nı´ vstupnı´ch dat, jsem si napsal genera´tor Bar proble´mu. Tento program
se jmenuje VytvoreniZadani. Po spusˇteˇnı´ tohoto programu je uzˇivatel vyzva´n aby zadal
velikost matice a pocˇet za´znamu˚. Vy´sledek ma´ pozˇadovany´ tvar, aby se mohl pouzˇı´t u
backpropagation. Chybı´ pouze nastavenı´ vrstev neuronove´ sı´teˇ. Tento vy´stup se ulozˇı´ do
souboru data.txt.
A.2 Program SOM
Tento program se nespousˇtı´ na Windows HPC Serveru 2008 s parametrem, ale vyuzˇı´va´
prˇesmeˇrovane´ho vstupu ze souboru. Jinak rˇecˇeno jeho vstupnı´ data se zada´vajı´ pomocı´
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Obra´zek 20: Vy´stupnı´ data pro Backpropagation
console. Uka´zka vstupnı´ho souboru je videˇt na obra´zku 21. Kde na prvnı´m rˇa´dku z
jsou hodnoty na´sledujı´cı´ rozmeˇr X, rozmeˇr Y, pocˇet opakova´nı´, pocˇet vstupu˚, na´zev
vy´stupnı´ho souboru a urcˇenı´ jestli ma´ by´t vy´stup zapsa´n do jednoho souboru (Hodnota 0
urcˇuje, zˇe kazˇdy´ proces si vytvorˇı´ vlastnı´ soubor do ktere´ho ulozˇı´ svoji cˇa´st mapy, hodnota
1 urcˇuje, zˇe cela´ neuronova´ sı´t’bude ulozˇena do jedine´ho souboru, toto ovsˇem mu˚zˇe by´t
cˇasoveˇ velmi na´rocˇna´ operace). Na´sleduje symbol #, ktery´ oddeˇlı´ nastavenı´ neuronove´
sı´teˇ a vstupnı´ hodnoty.
Obra´zek 21: Vstupnı´ data pro SOM
Pokud je vy´stup nastaven pro vı´ce souboru, pak se vytvorˇı´ jeden hlavnı´ soubor, ktery´
obsahuje nejen nastavenı´ neuronove´ sı´teˇ, ale i informace o ucˇenı´. Pote´ kazˇdy´ proces
vytvorˇı´ svu˚j soubor a ulozˇı´ do neˇj data.
Data jsou v bina´rnı´m souboru, tudı´zˇ je nutne´ pro jejich zobrazenı´ pouzˇı´t program
SOMZobrazeni. Ktery´ umozˇnˇuje zobrazenı´ pomocı´ U-matrix a barevne´ pro trˇi vstupy.
