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ABSTRACT
During the past 20 years, a number of questions have been raised about 
the capability of the classical sampling theory when applied to making 
inferences for finite populations. It was pointed out by Godambe (1955,
1969a) that a feature of the finite populations encountered in sample surveys 
is the presence of labels associated with the population units. In classical 
sampling theory, these labels are ignored once the sample observations have 
been made. Godambe pointed out that the presence of labels causes problems 
in finite population inference. Fcr instance, a uniformly minimum variance 
(UMV) unbiased estimator for the population total does not exist unless the 
labels are ignored. This study examines these problems in finite population 
sampling and the superpopulation approach is adopted as an alternative frame­
work for inference. The controversy on labels (whether they should be ignored 
or not) is discussed and the superpopulation approach is used to bridge the 
gap between the opposing viewpoints. Inference techniques under superpopulation 
models are described, and in view of the non-existence of a. UMV unbiased 
estimator, an alternative optimality criterion (the expected mean square 
error under the model) is adopted. Based on this criterion this study 
investigates estimators and sampling plans which are jointly optimal under 
some general superpopulation models. In particular, inference under a simple 
regression model is discussed because of its frequent application to empirical 
data. Finally, some estimation procedures are considered which are robust 
against certain types of deviation from the simple regression model.
(V)
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11. INTRODUCTION
To consider the problems of finite population sampling, it is necessary 
to adopt a suitable set of notation. Recently, a number of writers, notably 
Godambe (1955), Basu (1971), Rao (1975), and many others have discussed the 
mathematical framework to describe the finite population. With reference to 
these works, the following set-up is adopted for this study.
(1) Consider a finite population of N distinct units (where N is known) and 
assume that these N units are labelled by positive integers 1, 2, •••, N. 
The finite population may be denoted by the set U = {l, 2, •••, n }.
Finite populations with unlabelled units are not considered in this study.
(2) Associated with each population unit i (i £ U) is an unknown scalar
quantity y^. (Vector-valued y^ is not considered here.) These y-values
of the population units are denoted by the vector y = (y , •• •, y^) and
the set of all possible values of y is denoted by The vector y may
be regarded as an unknown parameter with as the parameter space.
The main concern of this study is to estimate the population total
N
T = E y. (1.1)
i=i 1
It is assumed here that the y-values of all population units are 
observable and that there is no non-response or observation error.
(3) To estimate T, the sampler selects a sample of units from the population.
A sample s = (i,, •••, i ) where i, £ U, k = 1, •••, n and n < N is an I n k  —
ordered sequence of units with repetitions allowed. In this study, the 
sample size n is fixed by the sampler prior to the selection of units 
into the sample. (Note that the topics in Chapters 4 and 5 do not 
involve the order in which the units appear in the sample, hence the 
sample s is considered there simply as a set of units rather than an
ordered sequence.)
2(4) The set of all possible samples s is denoted by S, the sample space. The 
sampling rule is to select a sample s £ S according to a probability 
function p(s) defined on the sample space S such that
o <_ P(s) < 1 t S £ S
and £
ses
P(s) = 1 . (1.2)
The probability function p is called a sampling plan. The pair 
d = (S, p) is called a sample design. In this study, the Sanction p on 
S is determined prior to the selection of units into the sample.
Sequential sampling plans are not considered here.
To construct a sample design, it is often impracticable to list out 
all possible samples and assign probabilities to each. Hanurav (1962) 
has shown that any such design may be implemented by an element-by­
element selection procedure.
(5) Having selected a sample, the sampler then observes the y-values
associated with the selected units. These observed y-values may be 
written as a vector
y* = (yi / •••# y± ) . d -3)
1 n
The sample data, which consists of the sample s and the observation 
vector y*, is denoted by y^* = (s, y*).
Other notation used in the text will be explained as it occurs; a 
brief summary of the notation commonly used is given in the Appendix.
The application of the superpopulation approach to finite population 
sampling is not new (see, e.g. Cochran (1939)). The basic concept is as 
follows. The finite population under investigation is regarded as a random 
sample from an infinite population which is called a superpopulation. It is 
assumed that the finite population is generated from the superpopulation by an 
underlying probability structure. Under this probability structure, the values
y , •••, y are considered as realized values of random variables Y , •••, Yl N i N
3respectively. Based on previous experience or otherwise, the sampler makes 
certain assumptions about the stochastic properties of Yj, •••, (such as 
their means and variances etc.). These assumptions are referred to as a super­
population model. In this study, various types of superpopulation models are 
used to describe the underlying relationship regarding the y-values in the 
finite population. This approach provides a framework to utilize this relation 
ship in the population in making inferences about the total T.
In the next Chapter, the central problem regarding the classical sampling 
theory in finite population sampling is described. (Note that this chapter 
is not meant to be a complete re-examination of the classical sampling theory; 
the aim here is to provide a background for topics in subsequent chapters.) 
Chapter 3 is a discussion on the role of labels in finite population inference 
and the superpopulation approach is used to provide a compromise between 
different viewpoints. Chapter 4 deals with inference techniques under some 
general superpopulation models. In Chapter 5, inference under a simple 
regression model is considered and certain robust estimation procedures are 
investigated for this model.
42 .  THE BACKGROUND
2.1 Introduction
The aim of this chapter is to provide a background for the topics in 
later chapters. Firstly, the development of sampling theory up to the 1950's 
(which will be referred to as the classical sampling theory) will be briefly 
reviewed. During the 1950's to the 1970's, a series of questions were raised 
by Godambe regarding the weaknesses of classical sampling theory when applied 
to finite populations. This has caused considerable doubt and controversy in 
the theoretical development of the subject. The aim of this chapter is to 
clarify the important issues by examining the logical foundation of finite 
population sampling and at the same time provide a background for the develop­
ment of subsequent chapters.
2.2 A Brief History of Sampling Theory and Practice up to the 1950's
In the past 30 years, a large number of papers have been published on the 
evolution of theories and practices of survey sampling. Attention is drawn to 
those by Yates (1946), Stephan (1948), You Poh Seng (1951), Dalenius (1962), 
Sukhatme (1966) and recently Smith (1976).
In the article "Where Shall the History of Statistics Begin?", Kendall 
(1960) remarked that "a history must start somewhere, but history has no 
beginning". The history of sampling theory and practice is no exception. 
According to Stephan (1948) some early examples of sampling practice can be 
found a few Centuries ago in investigations on demographic statistics of nations 
which were carried out by observing data from only some communities. For 
instance, in 1693, Halley investigated the mortality statistics in Breslau 
and attempted to generalize his conclusion for the entire mankind. Also, in 
1802, Laplace estimated the population of France from a partial collection of
data and from reports on births and deaths and marriages.
5During the nineteenth century, official statistics were generally collected 
by complete enumeration of the population, but due to practical difficulties 
in this process, partial collection of data were carried out in many areas 
such as agricultural and social statistics in the United States, Britain and 
Europe. However, due to poor documentation of the sampling procedure employed 
and of the accuracy of results obtained, these sampling practices can hardly 
be regarded as systematically developed.
The work of Kiaer (1899) marked the beginning of the usecf systematically 
developed sampling techniques. In a number of his surveys in Norway, he 
demonstrated his concept of "representative method of sampling" and argued that 
such samples could provide good estimates for the population. A summarized 
description of these surveys by You Poh Seng (1951) showed that some of Kiaer's 
sampling procedures are, in modern terms, examples of stratified sampling 
with proportional allocation and systematic sampling.
Bowley1s work (1906) marked another important step in the development 
of sampling theory - the application of probability theory to measure the 
precision of estimates from samples. By using Edgeworth's version of the 
Central Limit Theorem, he argued that if a random sample (or more precisely, a 
simple random sample) of large size is chosen, the sample estimate (such as 
sample mean of a variable or sample proportion of a certain attribute) would 
be approximately normally distributed and its standard error could be estimated. 
Details of these findings were reported in Bowley (1926). In this paper he 
further suggested two methods of representative sampling - stratified random 
sampling with proportional allocation and a new sample design called purposive 
sampling, i.e. a certain sample is selected with probability one. In this 
new design, a number of groups of units are selected such that the sample means 
of some control variables equal the population means of these variables. In 
this way, the sample can be made to approximate a "representative miniature"
of the population.
6The famous paper by Neyman (1934) was a significant contribution to 
sampling theory. By refining Fisher's theory of "interval estimation" and 
applying it to sampling, he provided a framework for sample-survey inference 
based on the probability structure generated by any form of random sampling.
With the idea of a narrow confidence interval, he introduced the concept of 
"efficiency" in terms of minimum variance (of unbiased estimators) under 
repeated sampling and hence derived a best linear unbiased estimator by 
applying the Gauss-Markov Theorem. In terms of efficiency, he established the 
well-known optimal allocation for stratified random sampling. He also 
criticised the method of purposive sampling and referred to a survey by the 
Italian statisticians Gini and Galvani whose purposively selected sample had 
failed to yield satisfactory estimates.
Neyman's optimal allocation is in effect a form of unequal probability 
sampling since units from different strata may enter the sample with different 
probabilities. In the years that followed, Neyman's concept of "efficiency" 
played a central role in the development of new sampling and estimation methods.
A noticeable aspect of the development during the 1930's and 1940's is 
the utilization of underlying relationships in the population. For instance, 
in a study of cluster sampling in the yield of agricultural crops, Fairfield 
Smith (1938) investigated the relationship between the variance of the mean 
of a single cluster and its size. He derived a function which described the 
rate of increase of this variance. Mahalanobis (1940) and Jessen (1942) also 
developed similar relations for most economic characteristics relating to 
farm data.
At about the same time, regression estimators and ratio estimators were 
introduced. These estimators are based on linear relationships between the 
variable of interest and a known auxiliary variable in the population. Cochran 
(1942) showed that under such relationships, the regression (or the ratio) 
estimator is more efficient than the expansion estimator (i.e. population size
times the sample mean).
7These developments implicitly involved the concept of superpopulation 
models. The first explicit application of the superpopulation approach 
appears to be in Cochran (1939), where the technique of analysis of variance 
was used to investigate the precision of different methods of sampling. A 
more active application of this approach was again by Cochran (1946). He 
formulated a superpopulation model to describe the type of populations consid­
ered by Fairfield Smith and remarked that this type of population "appears to 
be fairly frequently encountered in extensive sampling". Based on this super­
population model, he compared the efficiencies of systematic and stratified 
random samples.
Sampling with probability proportional to size was introduced by Hansen 
and Hurwitz (1943) and sampling with arbitrary probability without replace­
ment was investigated by Horvitz and Thompson (1952). At this stage, with the 
publication of a series of texts by Yates (1949), Cochran (1953), Hansen, 
Hurwitz and Madow (1953), and many others, sampling theory appeared to have 
been fairly well consolidated. In this study, theoretical developments up to 
this stage will be described as the "classical sampling theory".
During the 1950's, the development of sampling theory emerged into a new 
phase which was characterized by the theoretical examination of the classical 
sampling theory when applied to finite populations. It was initially due to 
Horvitz and Thompson (1952), who categorized linear estimators into 3 classes 
and remarked that under repeated sampling, a uniformly minimum variance 
unbiased estimator for all 3 classes cannot be found. This issue was taken up 
by Godambe (1955) and during the 1960's and early 1970's, he raised a number 
of questions regarding the "weaknesses" of classical sampling theory when 
applied to finite populations. Consequently, an examination on the frame­
work of statistical inference for finite populations has become necessary.
82.3 The Logical Foundation of Finite Population Sampling
2.3.1 Introduction
In the classical sampling theory, the unknown values of interest y , * * *, yi N
are treated as fixed constants. Using a sampling plan p(s), the sampler selects
a sample s = (i, , ••*, i) and observes the values y. , ••*, y. associated1 n i n
with the sampled units. This process induces an element of randomness into 
the sample observations, with a probability distribution generated by the 
sampling plan. By applying theories of probability and statistics, the sampler 
makes inferences about the finite population on the basis of the resulted 
sample distribution. This approach is referred to as the classical sampling 
approach.
During the past 20 years, Godambe has criticized this application of 
theories of probability and statistics to sample-survey inference. He remarked 
that these theories originated from inferences for hypothetical, infinite 
populations whereas sample-survey inference deals with an actual, finite 
population. It is based on this difference that Godambe cast doubt on the 
classical sampling approach in finite population inferences.
2.3.2 Hypothetical (Infinite) Populations and Finite Populations
The concept of a hypothetical, infinite population plays an important 
role in the development of probability and statistical theories. As described 
in standard text books, the beginning of probability theory (which was in 
about the 17th Century) was closely connected with the study of chance associated 
with games such as throwing a die. This is referred to as a random experiment 
and its outcome is called an event. The totality of all possible outcomes 
when the random experiment is repeated infinitely many times constitutes a 
hypothetical population of outcomes of the experiment. Based on this hypo­
thetical population, the theories of probability were developed to describe
the element of uncertainty in the random experiment.
9The concept of a hypothetical population was clearly stated by Fisher 
(1922) in his paper "On the Mathematical Foundation of Theoretical Statistics":
"When we speak of the probability of a certain object fulfilling a 
certain condition, we imagine all such objects to be divided into 2 
classes according as they do or do not fulfil the condition. It (the 
probability) is a parameter which specifies a simple dichotomy in an 
infinite hypothetical population and it represents neither more nor 
less than the frequency ratio which we imagine such a population to 
exhibit. For example, when we say that the probability of throwing a 
five with a die is we must not be taken to mean that in any six of
the throws, one and only one must be a five, but that of a hypothetical
population of an infinite number of throws, with the die in its original 
condition, exactly will be five."
D
In another paper, "Theory of Statistical Estimation", Fisher (1925) further 
emphasized that "the hypothetical population is the conceptual resultant of 
the conditions which we are studying. The probability, like other statistical 
parameters, is a numerical characteristic of that population".
Another type of uncertainty, which is similar to that in gambling games, 
often occurs in experimental sciences such as biology and genetics, where the 
law of cause and effect for individual observation is not always apparent to
the observer. It is commonly believed to be in these areas that theories of
inferential statistics had their origin. During the early stage of develop­
ment (in about the 19th Century), the purpose of statistical theory was to 
assist the investigation of variation in, say, some biological phenomenon 
which was believed to be due to some chance mechanism. The observed values 
from experimentation were then regarded as a random sample from a hypothetical 
population. Based on these observations, and with the help of probability 
theory, inference was made about the parameters of the density function of 
the hypothetical population. By referring to the hypothetical population, 
it then becomes possible to make inference about the chance mechanism that
10
generated the observations. In the years that followed, the general theories 
of inferential statistics were developed under the assumption that the 
observations were a random sample from an hypothetical, infinite population. 
This was again unequivocally spelt out by Fisher (1922):
"It should be noted that there is no falsehood in interpreting any set 
of independent measurements as a random sample from an infinite 
population; for any such set of numbers are a random sample from the 
totality of numbers produced by the same matrix cf causal conditions : 
the hypothetical population which we are studying is an aspect of the 
totality of the effects of these conditions, of whatever nature they 
may be. The postulate of randomness thus resolves itself into the 
question, 'Of what population is this a random sample?'."
As pointed out by Godambe (1969a), the problem of finite population 
sampling is fundamentally different. Here the sampler has in front of him 
an actual population with a finite number of units. Because of cost or other 
constraints, the sampler selects a subset of the population by means of a 
randomization process which is known and is fully controlled by him. The aim 
is to make inference? about some characteristics of the units in the finite 
population and not the chance mechanism which produced the sample. This is 
in contrast to the original purpose of probability theory, which is to make 
inferences about the chance mechanism that generates the sample observations. 
The assumption of a hypothetical, infinite population is merely to provide an 
idealized set-up for making inferences about the chance mechanism. Godambe 
(1969a) remarked that "the failure to recognize this difference explicitly, 
restricting ourselves to survey sampling, we would say, caused considerable 
confusion in the theoretical development of the subject". It is this differ­
ence which leads to many recent contentions in this field.
11
2.3.3 The Label Controversy
One of the features which distinguishes a finite population in the survey 
problem from a hypothetical infinite population is the presence of distinct 
labels associated with the population units. (As already pointed out in 
Chapter 1, finite populations with unlabelled units are not considered in this 
study.) In the classical sampling approach, these labels are ignored after 
the sample observations have been made. During the past decade, this approach 
of ignoring the labels has been questioned by Godambe (see, e.g. Godambe (1970)) 
who claimed that labels should always be included in data analysis, and further 
criticized the classical sampling approach as being incapable of making infer­
ences about the finite population. On the other hand, a number of investigators 
(Royall (1968), Hartley and Rao (1968, 1969, 1971)) argued that in certain 
situations, the labels of units are not relevant for making inference about the 
finite population and hence may be ignored. This question of whether labels 
should be taken into account in finite population inference constitutes the 
central theme of what is known as the Label Controversy. The aim of this 
section is to briefly describe the underlying background of the controversy.
The full detail on this subject is given in the next Chapter.
In the theory of statistics, one of the aims of a statistician is the 
reduction of data. His task is to make use of the information contained in a 
sample to estimate some unknown parameters of the underlying hypothetical 
population. As remarked by Fisher (1922),
"Any information given by the sample, which is of use in estimating 
the values of these parameters, is relevant information. Since the 
number of independent facts supplied in the data is usually far 
greater than the number of facts sought, much of the information 
supplied by any actual sample is irrelevant. It is the object of the 
statistical processes employed in the reduction of data to exclude 
this irrelevant information, and to isolate the whole of the relevant
information contained in the data.
12
Based on this idea, theories such as that of sufficiency were developed.
The concept of data reduction in the theory of statistics may be
illustrated by an example. Consider a series of n Bernoulli trials, where
the problem is to estimate 0, the probability of success. Suppose at the end
of the trials, the statistician considers only the condensed information that
there are r successes in the n trials. The question is, will there be any
loss of information about 0 if the full result of trials (i.e. the observed
sequence of successes and failures) is ignored. From the well-known theory
of sufficiency, the answer is no. In other words, whether a particular trial
resulted in a success or failure does not provide any further information about
0; the knowledge that there are r successes is "sufficient" to estimate 0.
A similar process of data reduction can be found in the classical sampling
approach. Under the finite population set-up, a sample is denoted by an ordered
sequence s = (i1# •••, i ) where the i, 's are labels of units from the population.n k.
The sampler then observes the values y. associated with the unit i and obtains
Xk k
the observation vector y* = (y^ , •••, y^ ). The aim is to estimate the
i n
population total T = y x + ,#+y , or equivalently, the population mean y. In
the classical sampling approach the values y^ , •••, y^ are treated as
l n
realizations of n random variables generated by the sampling plan. The fact 
that an observed y-value comes from a certain population unit is generally 
regarded as irrelevant to making inference about T. Thus the labels are 
ignored once the y-values of the sampled units have been observed. Basu (1971) 
pointed out that the sampling distribution of the labels does not involve the 
values y i# •••, y^, and hence described the labels as ancillary (in the 
statistical sense).
However, the labels are not entirely useless after the sample has been 
drawn. For instance, they provide a source of identifiability for the sampled 
units. Consider the case of simple random sampling with replacement. Here 
the sample may not contain all distinct units. Basu (1958) las shown that the 
average of the observed values from distinct units in the sample is a better
13
estimator (i.e. with a smaller variance over all possible samples) for the
population mean y than the average of all sampled units. By retaining the
labels, the sampler is able to identify distinct units in the sample. Another
case is when the sampler has prior knowledge about certain relationship between
the valuesy , •••, y and some auxiliary characteristics a? which are1 N A N
known prior to the survey. Here, by keeping the labels of the selected units
i x/ •**/ in# one can relate the observed values y^ , • • •, y_^  to the correspond-
i n
ing known values , • • • , a:^  , and utilize the underlying relationship between
1 n
the y-values and the x-values to gain knowledge about the y-values of the 
unobserved units. A further example is when the labels themselves are believed 
to be related to the y-values. It will be essential to retain the labels if 
such knowledge is to be utilized for making inferences.
The usefulness of labels depends greatly on the sampler's prior knowledge 
and on the particular population under consideration. In some situations, the 
labels may not bear any relationship with the y-values. It may also happen 
that there is no auxiliary characteristic available. This raises the question 
of whether labels should be ignored in making inference about the y-values. 
Unfortunately, under the classical sampling approach, the inclusion of labels 
causes problems. As already described by Royall (1968), Basu (1969),
Godambe (1969a), and many others, the likelihood function of the parameter 
vector y = (y^ y ) , when taking labels into account, has such a trivial
form that it is of no use for making inference. (A detailed discussion on this 
is given in the next chapter.) A method to make the likelihood function more 
meaningful is by ignoring the labels (see Royall (1968), Hartley and Rao 
(1968, 1969, 1971) and C.R. Rao (1971), etc.). On the other hand, Godambe 
(1969a, 1970) maintained that the labels are an important characteristic in the 
finite population and should not be ignored. This controversy is discussed in 
the next chapter and a superpopulation approach is adopted to bridge the gap
between different viewpoints.
14
2.4 Uniformly Minimum Variance (UMV) Unbiased Estimators 
2.4.1 Introduction
In the theory of statistics, a common cptimality criterion of an unbiased 
estimator is its uniformly minimum variance under repeated sampling. An
A
estimator 0 is said to be a UMV unbiased estimator of an unknown parameter 0 
if, under repeated sampling,
E (0) = 0
and E (0 - 0) 2 <. E (§"- 0) 2
(2.4.1)
A
for all possible values of 0 and for any unbiased estimator Q'f with strict
/ \  /Ninequality in (2.4.1) unless 0 =0. It is well known in classical sampling 
theory that under simple random sampling without replacement (srswor), the 
sample mean is the UMV unbiased estimator for the population mean among the 
class of linear unbiased estimator.
During the last 20 years there has been considerable confusion regard­
ing the existence (or rather, the non-existence) of UMV unbiased estimator 
for the population total (or equivalently, the population mean) of a certain 
characteristic in the finite population. Godambe (1955) proved that there 
is generally no UMV linear unbiased estimator for the population total; Royall 
(1968) gave an example of such a non-existence of UMV unbiased estimator.
A question at this point is, how does this "non-existence theorem" tie in with 
the optimality of the sample mean (from srswor) established in the classical 
sampling theory. Are the two findings contradictory? The present discussion 
examines this problem and it will become clear that the two findings actually 
refer to two fundamentally different classes of estimators. The principal 
difference is that Godambe1s class of estimators takes labels into account
whereas in classical sampling theory, these labels are ignored.
15
2.4.2 The Class of Linear Unbiased Estimators in the Classical 
Sampling Approach
The assertion that the sample mean from srswor has uniformly minimum 
variance among linear unbiased estimators has been proven by many investigators 
in recent years (e.g. Hartley and Rao (1968), Kempthorne (1969), C.R. Rao 
(1971), Basu (1971)) . The proof by Basu is worth noting because of its general­
ity. Before outlining the proof, it is necessary to clarify what is meant 
by the class of linear unbiased estimators in the classical sampling approach.
In this approach once the observation vector y* *= (y. , •••, y. ) has been
~  l l  11 n
obtained, the labels of the selected units i^*** , i are ignored. The observed
values y^ , •••, y^ are then regarded as realized values of the random 
1 n
variables y^, •••, y ' respectively. If the sample is drawn by an element-
1by-element selection procedure, the random variable y then denotes the y-valueK
thobserved at the k draw. Basu (1971) defined a class of linear estimators 
of y (the population mean) as
y = bo + b i Yi + ***+ bn yn » (2.4.2)
where bQ, b 1# ••• b^ are pre-assigned constants. The estimator y is said to 
be unbiased for y if, under repeated sampling,
/\
E (y) = y . (2.4.3)
The sampling expectation of any y , k=l, ••• n, is 
N
E(yR') = I Pr (yR' = yi) y± 
i=l
In srswor, the probability of any y^ (i
draw is 77. Hence N
N 1E(yk') = Z y . = y
i=l N
• /i.e. the random variables yx , •••, y^
1,***#N) being observed at any kth 
(2.4.4)
are identically distributed with a
common mean y. Since sampling is without replacement, the probability that
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the y-value of a population unit i is observed at the kth 
has already been observed in a previous draw, is zero, i.e 
Pr (yR # = yi | y ' = yi) = 0
draw, given that it
(2.4.5)
for k > j, k,j = 1, ••*, n, i £ U.
Hence the y^/ (k=l, •••, n) are not stochastically independent. The sampling
expectation of y is 
n
E (7) = bQ + £ E (b y ') 
k=l K K
n
= b + Z b y (2.4.6)
0 k=l K
/\
due to (2.4.4). It then follows that for y to be unbiased for y when srswor
is adopted, one requires
n
b = 0 and £ b = 1 . (2.4.7)
k=l k
;
Let denote the class of estimators which has the form (2.4.2) and satisfies
(2.4.7) . In the classical sampling approach, C 1 is generally referred to as the 
class of linear unbiased estimators under srswor. Note that the condition
(2.4.7) may have a different form for other sampling plans.
The proof by Basu (1971) that the sample mean from srswor is the UMV
unbiased estimator among the class C 1 is as follows. Firstly,define u as the
set of distinct units in the sample. Basu called u the label set, and in order
to relate the observed values to each member of u, he wrote it in the form
u = (u , u , •••, u ),1 *■ m
where u 1 < u2 < ••• < represent the m distinct units in the sample, arranged
in the ascending order of the numeric value of the labels. Let the corresponding
observation vector be V = (V,, •••, V ), where~ 1 m
V = y^ , i=l, m . (2.4.8)
i
The pair (u, V), denoted by yq*, is called the sample-core (also known as the 
order statistic or sampley). The mapping of the sample data yg* = (s, y*) to 
the sample-core yc* = (u, v) is many to one. (Remember that the sample s is an 
ordered sequence of units.)
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In srswor, the number m of distinct units in the sample is the same as the
sample size n. The number of different selection orders in which these n units
might have been selected is n! Hence for a certain label set u, there are
exactly nl samples, each corresponds to a particular selection order of the
sampled units. The mapping y* y* is nl to 1. The corresponding observation
vector V = (\y, •••, V^) is obtained from the vector y= (y^ , •••, y^ ) by re-
l n
arranging its co-ordinates in the ascending order of their corresponding labels
Since all samples have the same probability of selection in srswor, the
conditional distribution of y* given the sample-core y* is then equallys c
distributed over the n! possible values of y*, i.e.
Pr{ y* I y* = (u, V) } = . (2.4.9)s 1 c ~ n !
With y_^  , •••, y^ being treated as realized values of random variables
1 n
y ', •••, y ' , the sampling expectation of any y', given the sample-core, is i n  jc
n
E { y ' I y* = (u, V) } = E Pr{ y ' = V.| y *= (u,V )} V. . (2.4.10) K. C ~ ._ K. D C  ^ D
Consider the event {y ' = V. | yK J O* = (u, V) }. When y ' = V., the number of~ k ]
permutations that the remaining (n-1) units may appear in the sample is (n-1)1. 
Hence given the sample-core y* = (u, V), there are (n-1)! selection orders xi
which y^' = V^, each having a probability of occurrence of —
This gives
Pr {yk ' = V. I yc* (u, V)} = (n 11 1 = 1
n ! n
(from (2.4.9)) .
(2.4.11)
Thus (2.4.10) becomes
E{ y ' (u, V)}
n
E
j-1
l-. V .n D
(2.4.12)
where yg denote the sample mean of the y-values.
Now consider any unbiased estimator y in the class C 1# 
/\ n
^  \  yk'
n
E b = 
k - i  k
(2.4.13)
with 1
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From (2.4.12) and (2.4.13),
E (y ' 1 y;> = s E(bk V 1 yc *>k=i
n
= £ 
k=i bk y s
= Ys . (2.4.14)
/\
By the Rao-Blackwell theorem, yg, which equals E (y ' | y^*) , has a smaller 
variance than y'. Since this holds for any y' in the Class Cx of linear unbiased 
estimators and for all values of the paramter vector y = (yx, ••• , y^), yg 
has a uniformly minimum variance among this class of estimators. This completes 
the proof by Basu (1971). He further remarked that the sample-core yc* is a 
sufficient statistic and the sample mean is the only member in which is 
a function of y^*. In Basu's own words, "it is no wonder that y^ beats every 
other member of C x in its performance characteristics".
2.4.3 Other Classes of Linear Unbiased Estimators and the "Non-existence
theorem".
Horvitz and Thompson (1952) have pointed out that a number of subclasses 
of linear estimators exist when sampling without replacement. During the 
1960's, more research papers were published on the classification of linear 
estimators in finite population sampling. For example, Koop (1963) defined 
7 types of linear estimators. This section focusses on Horvitz and Thompson's 
paper because of its relevance to the non-existence of UMV unbiased estimators.
Horvitz and Thompson defined three subclasses of linear estimators for the 
population total T = y x + ••• + y^ (°r equivalently, for the population mean y) 
as follows:
„ n
(i) T = £ a. y . ' (2.4.15)l i=i
where y ' is a random variable which represents the y-value associated 
with the unit selected at the i^ *^ 1 draw, and a^ is a constant defined in advance 
to be used as a weight for the unit selected at the i ^  draw, i=l/'’* , n.
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(2.4.16)
where the summation is over all units in the sample s; y. is the y-value
associated with the population unit i and b^ is a constant defined in 
advance to be used as a weight for the unit i whenever it is selected
into the sample, i=l, N.
(iii) T = c E y.3 s x 1ies
(2.4.17)
where cs is a constant defined in advance for all s £ S, the sample space.
It is used as a weight whenever a sample s is selected.
Horvitz and Thompson then commented that
"The determination of the unbiased estimator which has minimum variance 
within each of these subclasses is straight-forward. The general solution 
to the problem of determining the best linear unbiased estimator, however, 
when sampling a finite universe without replacement and with arbitrary 
probabilities of selection has not been considered by the authors. We 
observe here, if
(i) there is only one-stage sampling,
(ii) the individual elements of the universe (i.e. the population) can be 
identified in advance,
(iii) information on any supplement variables for use in the estimation 
procedure is lacking, and
(iv) there is no advance knowledge of the values of the characteristic 
to be measured,
that a general solution is lacking even in the case of equal probabilities 
of selection."
This reflected some early doubts on the existence of UMV unbiased estimators. 
Extending the work of Horvitz and Thompson, Godambe (1955) defined a more 
general type of linear estimators for the population total in the following form,
Ts (2.4.18)
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where b . is defined in advance for all s £ S and all i £ s. In the same s, 1
paper, Godambe gave a formal proof of the general non-existence of UM/ unbiased
estimators among this type of linear estimators. The restriction of linearity
was removed by Godambe and Joshi (1965). Basu (1971) gave a simpler proof of
this assertion as follows. Firstly, a lemma is required.
Lemma 1. Let s = (i^ •••, i^ ) be a sequence of selected units and
y* = (y^  , •••, y^ ) be the observed vector of y-values. Given that the 
i n
true value of y is 0, 0£^, the conditional distribution of the sample 
data y* = (s, y*) is degenerate.
Proof. The probability of arriving at the sample data y*, given y =0, is
Pr (yg* I y Pr (s, y* | ii
i 
C
D
Pr (y* 1 s, y = 0) . Pr (s | y = 0)
Pr (y* | s, y = 0) . p (s) (2.4.19)
where p(s) is the probability of selecting the sample s under the sampling 
plan p, which is determined by the sampler prior to the survey. With the 
assumption that there is no observation error or non-response error, the 
probability of arriving at the observation vector y* = (y. 
is
1 if y.
V
Pr(y* I s, y = 0)
k
i.e. y* = (0^  
otherwise .
a , k=i,
k
6i > n
' h  >
Then (2.4.19) becomes
Pr (y* I y = 0) = p(s) if y =0 , k=l,
s k k
otherwise .
(2.4.20)
This shows that given y = 0, the distribution of the sample data y * is
degenerate at the point y* = (0 , *•*, 0. ) where the selected sample is i , i1 n
s = (i., •**, i )/ and this completes the proof. The point of degeneration,1 n
which is a function of s, will be denoted by yQ (s)- (0. /~0 , 6i ) •
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Now, suppose the problem is to estimate T(y), a function of ••*, y^
(T (y) may be the population total or the population mean of the y-values.)
A
Let T (s, y*) be any estimator of T(y) which is unbiased (under repeated sampling)
Afor all possible values of y. Note that T (s,y*) is a function of s and y*.
The central point in Basu's proof hinges on the following theorem.
Theorem 1. Given an unbiased estimator T (s, y*) for T(y) and an arbitrary
but fixed point 0 in the parameter space ft, one can always find an
/\unbiased estimator T (s, y*) which has zero variance when y =0.
Proof. Consider the estimator
T (s,y*) = T (s, y*) - T (s, y (s)) + T(0) (2.4.21)
~0
Since T (s, y*) is unbiased for T(y) for all y£ft, then for a given 0£ft, 
T (0) = E (T (s, y*) I y =0)
= E T (s,y*). Pr ((s,y*)| y=0) (2.4.22)
s, y*
where the summation is over all possible samples s and all possible values
of y*. From Lemma 1, the conditional distribution of the sample data
(s, y*), given y = 0, is degenerate at the point y* = y (s), and from~0
(2.4.20),
Pr ((s, y*) I y = 0) = p(s) if y* = yQ (s)
otherwise.
(2.4.23)
Thus (2.4.22), becomes
T(0) =£ T (s, y (s)) . p (s)
= E (T (s,y (s))) , (2.4.24)
~0
which means that T (s, y^(s)) is unbiased for T(0). Since T (s, y*) is 
unbiased for T(y) for all y £ fl, and from (2.4.24), the sampling expecta­
tion of T (s, y*) in (2.4.21) is simply 
E (T (s, y*)} = T(y) (2.4.25)
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>i /NHence T (s, y*) is also unbiased for T(y). Now, when y =0, T (s, y*)=
T (s, yQ (s)) and from (2.4.21), t " (s , y*) = T (0) for all s £ S. So the
A *+estimator T (s, y*) is unbiased for T(y) and has zero variance when 
y =0. Hence given any unbiased estimator T (s, y*) for T(y), one can 
always find an estimator t ' (s , y*) (as given in (2.4.21)) which is 
unbiased and has zero variance at an arbitrary but fixed point 0 £
This completes the proof for Theorem 1.
The non-existence of UMV unbiased estimator follows immediately, for if 
such an estimator exists, its variance must be zero for all y £ £2. This means 
that whatever the true value of y may be, it should be possible to estimate 
T(y) without error. Such an estimator cannot exist unless the population is 
completely enumerated.
Note that among estimators of T(y) (not necessarily unbiased), the non­
existence of a uniformly minimum mean square error (MSE) estimator can be 
easily shown. Suppose that T(y) is T, the population total, and T £ F, the set 
of all real numbers. If, from previous experience or otherwise, the sampler 
decides to estimate T by T = w for all s £ S, where w is a fixed real number, 
then this estimator will have zero MSE when T = w, i.e. when w is the true value 
of the population total T. Thus if a uniformly minimum MSE exists, it must 
have zero MSE for all T £ 1R; and such an estimator cannot exist unless the 
entire population is enumerated.
2.4.4 The "Non-existence Theorem" and the Optimality of the Sample Mean 
from srswor.
In response to the question of how the non-existence of UMV unbiased 
estimator ties in with (or contradicts) the claim in classical sampling theory 
regarding the optimality of the sample mean from srswor among linear unbiased 
estimators, consider a linear estimator for the population mean which has the 
following form suggested by Basu (1971),
-  = B, + .Zi=i B .1 . y.u, 1 u ,1 1Y (2.4.26)
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where I . is a random variable which takes the value one if the unit i is in u,i
the label set u and zero otherwise; the coefficients B . are functions of theu,i
A
label set u and are defined for all units i=l, •••, N. For the estimator y 
to be unbiased for y, one must have
E (BJ = o and E (B . I .) o U , 1 U , 1
i=l, * * *, N .
(2.4.27)
Let C 2 be the class of estimators whose members have the form (2.4.26) and are 
unbiased for y. Basu (1971) called this the class of generalized linear un­
biased estimators since linear unbiased estimators of the forms defined by 
Horvitz and Thompson (see (2.4.15) - (2.4.17)) and by Godambe (see (2.4.18)) are 
particular cases of C .
To show that no UMV unbiased estimator exist in C , one simply needs to
2
/s
find an estimator T' in this class which has the form (2.4.21). As an example, 
consider the Horvitz-Thompson (H-T) estimator for y,
1 y iv = — Z —  tt > 07 h T N i£s TT. , i (2.4.28)
where TT. is the probability that unit i is included in the sample s. This 
estimator may be written as
N  iA y 1 _
7hT “ i=i N TT u,i Yi
which is of the form (2.4.26). This estimator is unbiased (see Horvitz and 
Thompson (1952), Godambe (1965)) and hence belongs to the class of generali­
zed linear unbiased estimators. Now, consider an arbitrary, fixed point a = 
(a1# ***, a^) in the parameter space ti. Based on the H-T estimator, one may
A
obtain a generalized linear estimator y' from (2.4.21),
N N N
y' = ±l :r-±- I , y, - ,Z I . a . + rr .Z aN TT u, i i=i N 7Ti u, i i N i=i i
N i x N
.Z ----  I . (y. - a.) + —  .Z a.1=1 N TT. u,i l N i=i i (2.4.30)
This estimator is a member of C and from Theorem 1, it has zero variance at2
the point a £ Cl. Hence in the class C 2 of generalized linear unbiased estimator 
of Yi there cannot exist a uniformly minimum variance estimator.
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Return to the case of srswor and compare the two classes of estimators 
Ci and C2 . Estimators in Ci are linear functions of , ***, y ' and the labels 
of the selected units are ignored; estimators in C2 are linear functions of 
Y \ i *'* y^ j and are dependent on the labels of the selected units. Between these 
two classes, there is one member in common, the sample mean,
- 1 n N 1
ys = n y[ “ N V i  yi (2.4.31)
The two classes are basically different and C2 is not meant to be an extension 
of Ci. Thus it is both true that the sample mean is the UMV unbiased estimator 
in Ci when srswor is adopted, whereas no UMV unbiased estimator exists in C2.
Once the definitions of linear estimators are stated clearly, Godambe1s "non- 
existence theorem" and the optimality of the sample mean in classical sampling 
theory can both exist and are not contradictory findings. This was first pointed 
out by Basu (1971), who remarked that the two classes C^ and C^ are "essentially 
different in character and scope". However, one of the distinguishing features, 
namely the relevance of labels in the two classes, was not stated explicitly 
by Basu.
The non-existence of UMV unbiased estimators in finite population sampling 
does not necessarily mean the non-existence of "good" estimation procedures.
The concept of uniformly minimum variance under repeated sampling originates from 
the theories of inferential statistics which deals with hypothetical populations. 
Since the finite population set-up is fundamentally different from the hypothetical 
population situation, an alternative criterion for the optimality of estimators 
is needed. This will be discussed in subsequent chapters.
2.5 Summary
This chapter begins with a brief review of the historical development of 
classical sampling theory. With reference to Godambds criticism about the 
classical sampling theory, the logical foundation of finite population sampling 
is discussed. The main point is that sample-survey inference (which deals 
with finite populations) is fundamentally different from inference problems
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considered in the theories of probability and statistics, in which 1he popu­
lation is hypothetical and infinite. Another aspect of the sample-survey 
population is that each unit bears a distinct label. In classical sampling 
theory, these labels are ignored after the sample observations have been made.
If labels are not ignored, the likelihood function of the observed data takes 
a trival form and is useless for making inference. Also, no UMV unbiased 
estimator exists in the class of estimators whose members are dependent on 
labels. The sample mean from srswor is the UMV unbiased estimator in a 
particular class of linear estimators where labels are ignored. The discussions 
in this chapter provide a background for topics in later chapters.
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3. THE LABEL CONTROVERSY
3.1 Introduction
Godambe (1965) remarked that "the characteristic difference of the 
populations we come across in surveys, from other populations is this:
Here apart from the variate values, units having those values are identifiable. 
This fact has mostly been overlooked". The presence of labels on units in a 
finite population has been the central point of debate during the last two 
decades. (As pointed out in Chapter 1, populations with unlabelled units are 
not considered in this study.) The main issue of the controversy is on the 
role of labels in making inferences about the y-values associated with the 
population units. There have been arguments in both directions as to whether 
labels should be ignored or not. Among the large number of research papers 
written in this area, some notable ones are Godambe (1955, 1965, 1966, 1969a, 
1970), Hartley and Rao (1968, 1969, 1971), Royall (1968, 1970a,1975) and 
Ericson (1969).
The background of this controversy has been described in the previous 
chapter. Briefly, when labels of the sampled units are taken into account, the 
likelihood function of the parameter vector y has such a trivial form that it 
has no use for making inferences. On the other hand, ignoring the labels yields 
a useful likelihood function for making inferences. In this chapter, the 
likelihood function is discussed in more detail; the "suppress-label" and the 
"include-label" approaches are described, then followed by a discussion on 
different viewpoints in the controversy. Finally, the superpopulation approach 
is used to provide a compromise between these different viewpoints.
3.2 The Likelihood Function of y
Before examining the likelihood function of y in finite population sampling, 
it is useful to recall the general concept of the likelihood principle in 
statistical inference. This may best be described by an example from Barnard 
et al (1962). A coin is tossed a number of times and the aim is to estimate 0,
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the probability of "heads" turning up. Suppose that in the observed results, 
there were 3 heads in 20 tosses. In order to illustrate the concept of likeli­
hood, two stopping rules which could have generated the observed results are 
considered. In the first one, the coin was tossed 20 times and at the end, 3 
heads were observed. In the second one, instead of pre-assigning a fixed number 
of throws, the tossing continued until 3 heads turned up. It was then observed 
that 20 throws were recorded in order to obtain 3 heads. The likelihood fiinctions 
for these two cases are:
Case 1. The tossing was stopped after 20 throws and 3 heads were
recorded.
The probability of obtaining q heads given 20 throws is
20! ^ 2 o <1
Pr (q heads | 20 throws) = f (q, 0) = (20-qjT ® (1_0) (3.2.1)
Substituting the observed result q = 3 into (3.2.1) gives
f (3,0) = 1140 03(1-0)17 (3.2.2)
!
which is called the likelihood function of 0 given the observed results. Accord-
%
ing to Barnard et al, it is so called because it gives a measurecf relative 
plausibility of different values of 0. Suppose 0 and 02 are two different 
hypothesized values of 0, then the ratio f (q, 0^ / f (q, 02) provides a 
measure of the weight of evidence or support for 0X relative to 02 given the 
observed result. Thus f (q, 0^ > f (q, 02) would mean that the observed 
result favoured 0=01 as against 0=02. (See Barnard (1949) for examples.)
Case 2. The tossing was stopped as soon as 3 heads were recorded. It 
was observed that 20 tosses were thrown.
This is the familiar case of a waiting time problem in probability theory
The probability of having r throws until 3 heads turned up is equal to the
probability of exactly (r-3) tails preceding the 3rd head. This event occurs
if and only if among the (r-1) tosses there are (r-3) tails and then followed 
tlflby a head at the r toss. Hence,
Pr (r throws until 3 heads occurred)
r-1 ' 
r-3 02 (1-0)r 3. 0 (3.2.3)
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which is the negative binominal distribution. Re-write (3.2.3) as
g (r, 0) r-1 p)3 -r-3r-3 0* (1-0 ) (3.2.4)
Then the likelihood function of 0, given the observed result r = 20, is
g (20, 0) = 171 03(l-0) l 7 (3.2.5)
A comparison of (3.2.2) and (3.2.5) shows that the two likelihood functions 
of 0 differ only by a constant multiplier. Since the likelihood functions are 
used as ratios for measuring the relative plausibility of different hypothesized 
values of 0, (3.2.2) and (3.2.5) will give the same ratio for any two possible 
values of 0, say 0X and 02. That is, 
f (3,0x) g (20, 0j)
f (3,e2) = g (20, e2) _ (3.2.6)
Hence the two likelihood functions, f (3,0) and g (20,0), may be treated as 
equivalent for making inferences about 0.
Barnard et aZ (1962) stated the likelihood principle in a general form 
for discrete probability distributions as follows (with minor changes in 
notation):
"We ... consider experimental situations describable in terms of a set 
of possible experimental results, called the sample space, a set of 
possible paramater values, called the parameter space, and a function 
of two variables, called the kernel, the first variable ranging over the 
sample space, the second ranging over the parameter space. For each 
fixed parameter value, the kernel function gives the probability function 
of the experimental result. Two such situations, for which the set of 
possible parameter values is the same, can be represented by the triples 
(Q, w, f) and (R, W, g), Q and R representing the two sample spaces, and 
f (q, 6) r 9 (r, 0) representing the two kernel functions, while W 
represents the common parameter space ... The result q from {Q3 W, f) 
and the result r from ( R, W, g) will give equivalent likelihood functions 
f (q, 0) and g (r, 0) if a number c exists independent c£0, such that
f (q, 0) = c g (r, 0) ,
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and the likelihood principle says that, in this case, the inference 
from q about 0 would be the same as the inference from r about 0."
Now, return to the situation of finite population sampling and derive the
likelihood function of the parameter vector y given the observed y-values and their
labels. As in the previous chapter, let s = (ilf ••*, in ) be a sample of units
from the population; the y-values attached to these units are y* = (y. , *•*, y. ).
1 i 1n
The sample data, taking labels into account, is yg* = (s, y*). From these
observed y-values and their labels, the sampler gains information about some
co-ordinates of y. This eliminates those points in the parameter space
of y (ft) which are not consistent with the sample data. Any point 0 £ ft
is said to be consistent with the sample data if some of its co-ordinates,
namely 0_^  , • • • , 0^ , are equal to y. , ***, y^ respectively, i.e.
11 n i n
0 k=l,••*, n . (3.2.7)
Define £7* as the set of all possible values of y which are consistent with 
the sample data; ft* c ft. This definition implies that for any 0 £ ft,
0 £ ft* if and only if 0. = y. , k=l, n . (3.2.8)
The proof for (3.2.8) is quite simple. From the definition of ft*, it follows 
that
(i) If a point 0 in belongs to ft*, then 0 must be consistent with the 
sample data, i.e. (3.2.7) must hold; and
(ii) for any point 0 in 1], 0 will belong to ft* 0 is consistent with the 
sample data, i.e. if (3.2.7) is satisfied.
Combining (i) and (ii) gives (3.2.8).
For any 0 £ ft, by (2.4.20) 
arriving at the sample data yg* 
y = 0 is
Pr (Ys*| Y = 6) = P(s) if
in Chapter 2, § 2.4.3, the probability of 
= (s, y*) under the sampling plan p when
k = 1, * • * , n
(3.2.9)
o otherwise.
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From (3.2.8) and (3.2.9), the likelihood function of y = 0 for any 0 £ ft,
given the sample data ys* = (s, y*) , is
L (y = 0 I Ys*) = p(s) if 0 £ D* (3.2.10,
= o otherwise.
A number of investigators (notably Godambe (1966, 1969a), Royall (1968)) 
have discussed the drawbacks of this likelihood function (3.2.10). The main 
points are:
(1) This likelihood function (l.f.) of y = 0 is a positive constant if 0 
belongs to ft*, and is zero otherwise. Thus for any 0X, 02 in ft* and 
under a certain sampling plan p,
L (y = 0 I y *)
-------— ------  = 1 (3.2.11)
L (y = 0 I y *)
~  ~2 s
for a given sample data y^*. By the likelihood principle mentioned earlier, 
it follows from (3.2.11) that this l.f. does not favour any particular 
0 £ ft* as the true value of y. Based on this l.f, it is practically 
impossible to form any opinion about the unobserved co-ordinates of y.
In this sense, such an l.f. has been described as "uninformative", since 
it does not provide any information about the unobserved y-values.
(2) This l.f. is either zero or equal to p(s), the probability of arriving 
at the sample s under a sampling plan p. As defined in Chapter 1,
p(s) >o ,- p(s) = 1 . (3.2.12)
Although the value of p(s) generally differs among different sample 
designs (S, p), it always equals some positive constant satisfying 
(3.2.12) for any s £ S. According to the likelihood principle, if for 
two sample designs, the probabilities of arriving at a certain sample 
data under the two designs are such that they only differ by a constant 
multiplier, then inference about the unknown parameter based on the sample 
data must be the same for the two designs. The l.f. (3.2.10) shows that 
for two sample designs, the ratio of two non-zero l.f.'s is always a 
constant. So the inference about y must be the same for the two sample
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designs. In other words, inference based on the l.f. (3.2.10) should 
not depend on the sample design which generates the sample data.
Godambe (1969a) remarked that this is in conflict with the common practice 
in which analysis of data depends on the sample design.
These drawbacks of the l.f. (3.2.10) have become the central point of 
investigation into the role of labels in finite population sampling. In the 
next two sections, two different approaches regarding the labels will be 
described.
3.3 The "Suppress-label" Approach
The term "suppress-label" means that after the y-values of the sampled 
units are observed, the labels of these units are ignored. The sample data is 
reduced from yg* * (s,y*) to simply y*. From investigators who advocated this 
approach (e.g. Royall (1968, 1970a), Hartley and Rao (1968, 1969), Kalbfleisch 
and Sprott (1969), C.R. Rao (1971), etc.), the rationale for ignoring labels 
appears to be two-fold:
(i) that there are many situations where labels may be regarded as 
"uninformative" for making inference; and 
(ii) that the l.f.'s trivial form is mainly due to the presence of labels. 
The viewpoints of these investigators are as follows:
(i) "Uninformative" Labels.
Hartley and Rao (1968) suggested that estimators might be allowed 
to depend on labels if these could be regarded as informative concomitant 
variables. However, they remarked that "in this case difficulties of non- 
estimability are usually encountered which we shall not discuss in this 
paper". They then restricted themselves to estimators which did not 
functionally depend on labels. Royall's (1968) justification for ignoring 
labels is that "if there is no available information, objective or other­
wise, concerning the relationship between the numbers yx, ***, y^ and 
their labels 1, •••, N, then one might be tempted, to facilitate analysis,
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to disregard labels". Royall further gave an example to illustrate his 
point:
"On a desk are three boxes, each with two drawers. One box has a gold 
coin in each drawer; one box has a gold coin in the top drawer and a silver 
coin in the bottom; one box has a silver coin in the top drawer and a gold 
in the bottom. The boxes bear labels A, B, and C, and one is to be selected 
at random. If when the top drawer of the selected box is opened a gold 
coin is found, what is the probability that the bottom drawer also contains 
a gold coin? Few would hesitate to use Bayes' formula to arrive at the 
answer y. But if when the top drawer is opened it is also noted that the 
selected box is C, then no precise, objective probability statement about 
the contents of the bottom drawer seems to be possible. For Bayes' formula 
to be applicable, probabilities of the various schemes for labelling the 
boxes must be specified."
C. R. Rao (1971) also presented an argument similar to Royall's and 
remarked that the l.f. based on the observed y-values and their labels is 
somewhat "under-specified" unless the nature of dependence between the 
y-values and their labels is known.
(ii) To Improve the Likelihood Eunction (l.f.)
Before presenting the findings of investigators who advocated this 
approach, it is of interest to take a further look at the effect of labels 
on the l.f. Suppose a unit is selected and its label i is retained, then 
the pair (y_^ , i) only allows the sampler to say that the value of interest 
associated with unit i is equal to y.. As a result, the l.f. (3.2.10) 
focusses attention on certain co-ordinates of y only. Unless the sampler 
has additional information that there is some relationship between the 
labels and the y-values, or that the sampled units are in some way "repre­
sentative" of the other non-sampled units, the l.f. (with labels taken 
into account) will have the trivial form as shown in (3.2.10). Although 
this particular l.f. does not give any information about the y-values of
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the unobserved units, it does not necessarily follow that the observed 
y-values themselves are similarly uninformative. For example, suppose a 
sample is selected by simple random sampling without replacement (srswor). 
By treating the observed y-values as realizations of random variables 
y 1', — , y ' generated by the sampling plan, and ignoring the labels of the 
selected units, the sampler gains information (from the observations) about 
the population mean of the y-values. This is because the y V  's are 
unbiased estimators of y under repeated sampling, as shown in Chapter 2,
§ 2.4.2. A number of investigators (e.g. Royall (1968), Hartley and Rao 
(1968)) have shown that ignoring the labels changes the l.f. to a form 
useful for making inferences about the y-values. The essential aspects 
of their findings are set out as below.
For notational convenience in this section, the sample s is considered
as a set of units (not necessarily distinct) rather than an ordered sequence.
With labels ignored, the sample data is the set (y^: i £ s}. Let 0 be the
true value of y. Suppose that among the N co-ordinates of 0, only M of them
have distinct values, say a,, ••*, aw . Let K (a.) denote the multiplicityi M 3
of the values a., i.e. a certain value a. is associated with K(a.) different 3 D 3
population units. It is evident that
.£ K (a.) = N 3 = 1 3 (3.3.1)
Similarly, let k(a^) be the number of distinct units in the sample having
a y-value equal to a .. It then follows that
3 M
k (a_.) >. o, .£ k(a .) 3 = 1 3
(3.3.2)
where n is the total number of distinct units in the selected sample (of o
size n).
Let sq denote any sample in the sample space S whose units have the
same y-values as those in the selected sample s, i.e.
{y. : i e s }  = (y. : i e s }o 1 (3.3.3)
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It should be noted that s^ may not necessarily contain distinct units,
depending on the sampling plan. Let S be the set of all s ; S c S.o o o
The observed data {y^ : i £ s} , with labels ignored, may result from any 
of the sq £ Sq . For a fixed n^, the probability of arriving at the
observed data, given y = 0, is 
Pr ( {y^ : i e s} | y = 0) ES cS oc o
Pr (s ) o (3.3.4)
where Pr(SQ ) is the probability of selecting the sample sq , which is
determined by the sampler. This provides a general rule for deriving the
l.f. of y given the sample data {y^ : i £ s} and a fixed nQ . As an example,
consider srswor with a fixed sample size n. Here n = n. The probabilityo
of obtaining {y_^  : i £ s} given y = 0 is the probability of arriving at 
a sample of n units where there are k (ax) units having the value a ,
k (a2) units having the value a 2 , ••*, k (a) units having the value a -M M
For every j = 1, * * *, M, the k (a_.) units may be selected from the population
K (a.) 
k (a..)
ways Hence there are totally M / K(a.) 'T3=1 k (a_.)
possible
samples in Sq which could have generated the sample data (y^ : i £ s}
given y = 0. For srswor, each sample s £ S has a probability of selection 
- l
Then by (3.3.4), the required probability is
Pr ({yi : i £ s} N l n
_ i Mj2. K(a .) k (a ^ ) if .E k (a .) =n 3 = 1 3 (3.3.5)
= o otherwise,
which is the multivariate hypergeometric distribution. The probability 
(3.3.5) defines the l.f. of y given the sample data (y^ : i £ s}.
For simple random sampling with replacement (srswr) where the sample 
size is n, nQ (the number of distinct units in the sample) is random and 
(3.3.4) becomes
Pr ({y. : i £ s} I y = 0) = E Pr (s In ). Pr (n ) (3.3.6)l s £ S  o ' o  oo o ,
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where Pr (nD) is the probability that there are 
sample. From Basu (1958), for srswr, Pr (n )
only, hence (3.3.6) may be written as
Pr ({y. : i £ s} y = 0) = Pr (n ) £i ~ o s  cSoc o
Given n , the total number of samples s E S  o o o
n distinct units ri the o
is a function of n and n o
Pr (s In ) o o
M / 
is 3=1
K(a ) 1
k (a .)3
(3.3.7)
each with a probability of selection of
Pr ({y. : i £ s} I y = 0) = Pr (n )1 1 ~ ~ o
N
N j-1
n Io ]
|_1 M 
TT
So for srswr, (3.3.7) become
I K(a.)
k (a j) if j^k(a.)=no (3.3.8)of j = i
= o otherwise,
which gives the l.f. of y for srswr. These results were obtained by Hartley 
and Rao (1968, 1969) and independently by Royall (1968).
In this example, the two l.f.'s, (3.3.5) and (3.3.8), depend on the 
K (a,), *•* K (ayi) , the multiplicities of a, , ••*, a in y. Thus both
functions focus on all components of y, not merely the observed ones. Note 
that when nQ = n (i.e. all units in the sample from srswr are distinct), 
the two l.f.'s differ only by a constant multiplier and hence by the like­
lihood principle, inferences about y based on these two l.f.'s should be
the same. However, when n 4= n, the two l.f.'s are quite different (noto 1
only by a constant multiplier) and the likelihood principle does not 
require the same inference for the two sample designs (srswor and srswr) 
which generate the l.f.'s. This result is consistent with the common 
practice whereby analysis of data depends on the sample design.
To make inferences about y (or some functions of y t, ••*, yN), Royall 
(1968) put forward the concept of Best Supported Estimators (B.S.E.). For 
example, to estimate the population total T = yj + ••• + y^ under srswor,
/n
Royall chose the values K (a^), 3 = 1/ * * *, M, as estimates of the 
corresponding K (a^), so as to maximize the l.f. (3.3.5). With the
A
assumption that K (a^) = o if k (a j) = ° (i»e * if the value a_. did not
appear in the observed y-values), Royall defined the B.S.E. for T as 
M
T = .£ a . £ (a .) (3.3.9)
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He further commented that "some statistician would not hesitate to call
AT a maximum likelihood estimator (MLE), while others find it useful to 
define 'maximum likelihood estimator' in such a way that even if 0 =
(0J, ***, 0^) is a MLE for a vector 0, it does not follow that 01 is a 
MLE for 0i or even that a MLE for 0j is defined". In the present case,
although the K (a^)'s are jointly chosen to maximize the likelihood function 
of y, an individual K (a^ ) may not necessarily be a MLE for K (a^), aid a
Afunction of the K (a^)'s may not necessarily be a MLE for the same function 
of the K (a^)'s. Royall avoids this issue by characterizing T in (3.3.9) in 
terms of Hacking's (1965) notion of support. Briefly, suppose a random 
vector V has a discrete probability function f; let F denote the set of 
all such functions. If, for an observed vector V,
mSX f (V) = f (V) (3.3.10)t ~ o ~ ,
where the left-hand side of (3.3.10) means the maximum of f (V) in tie set 
F; and fQ (V) is unique, then the probability distribution function deter­
mined by fQ (fo £ F) is said to be best supported by the data \). For a
/Nparameter <}) (f) ,(f> = (f>(f0) is said to be best supported by the data and $ 
is called the B.S.E. of (}).
By ignoring the labels of the selected units in the sample, Royall 
(1968), Hartley and Rao (1969)/C.R. Rao (1971), Basu (1971), and many 
others have shown that the sample mean from srswor is the UMV unbiased 
estimator for the population mean. The proof by Basu is more general aid 
has been described in the previous chapter.
To summarize the "Suppress-label" approach, in situations where there 
is no information about the relationship between the y-values and their 
labels, ignoring the labels yields a useful l.f. for inference and also 
makes it possible to justify theoretically the intuitive appeal of some 
commonly used estimators (such as the sample mean).
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3.4 The "Include-label" approach
The term "include-label" means that labels of the selected units are 
always included as sample data. A strong advocate of this approach is Godambe, 
as shown in his series of papers (1955, 1955, 1966, 1969a, 1970). He remarked 
that in order to apply any randomization process for drawing a sample from a 
finite population, the population units must be labelled in some way. In other 
words, any randomization process presupposes a labelling of individuals in the 
population.
Godambe (1955, 1965) suggested a theoretical framework (with labels taken 
into account) in which problems in finite population sampling may be studied.
He defined, in mathematical terms, concepts such as population, sample, sample 
design, etc. (see Chapter 1). Such a framework has been widely adopted in 
discussing problems in this field. In the 1955 paper, Godambe proved the 
general non-existence of UMV linear unbiased estimator for the population total 
of the y-values. The restriction of linearity was removed by Godambe and Jbshi 
(1965) .
Regarding the suppress-label approach, Godambe (1970) argued that whether a 
certain aspect of the data is relevant for making inference depends on the tools 
of inference available, and the fact that some aspect of the data has to be 
ignored in the process of inference is due to the incapacity of the tools of 
inference available at present. His approach to the problem is by "extending 
the statistical theory with a new model and corresponding formal criteria of 
optimality or appropriateness". (Note that Godambe used the word "model" to 
mean a framework, not necessarily a superpopulation model.)
With regard to alternative criteria of optimality, Godambe (1955) suggested 
that when attempts to secure a UMV linear unbiased estimator fail, "the next 
best thing we can do is to search for a procedure of estimation which when 
employed repeatedly would secure on the average a least variance". In 
connection with this, he further remarked,
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"On the basis of past experience regarding several factors which influence 
the value of the variate under study (the y-value), or because of the 
knowledge of the distribution of one or more correlated variates, the 
statistician often may have certain expectations of the values of y 
associated with different individuals in the population. The calculations 
of these expectations is a matter of statistical skill, in addition their 
sharpness (Bross, 1954) depends upon the degree of relevant knowledge on 
the part of the statistician. These expectations are a  p r i o r i  expectations 
in the sense that they exist before any drawing is made for the present 
sample."
Godambe also noted that "a similar idea derived from the device of regarding the 
finite population (conditioned by ancillary variables) as a sample from an 
infinite one occurs in Yates (1949) and Cochran (1939)".
Godambe and Thompson (1973) strengthened the intuitive appeal of a least 
expected variance of an unbiased estimator by a recourse to Chebychev's Inequality 
This inequality states that given a parameter 0, for any estimator 9 and for 
all values of 0 and 0), and 6>° ,
Pr (|0 - 0)| <616) > 1 - (3.3.11)
where e {* | 0} denotes expectation over all possible samples, given 0. The 
inequality (3.3.11) suggests that the smaller the value of E {(0—to)2 |6}, the
/shigher will be the probability concentration of 0 at 0), given 0. Suppose that 
0=0) and 0 is an estimator for 0 unbiased under repeated sampling, then (3.3.11) 
may be written as
Pr ( | M < 6  |0) > 1 - Va^ (§l6)
If 0 is a random variable with a probability distribution 
with respect to £ gives
Pr (I 0—au I <6 I 0) d£ >
✓\
Var(0|0) d£
(3.3.12)
integrating (3.3.12)
Ö7
(3.3.13)
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This may be written as
Erlvar (©I 6)} 
Pr^ (I 9-0) I <6) >. 1 ----— gz------- (3.3.14)
where {var (0 j 0)} denotes the average variance of 0 over all possible values 
of 0 generated by the probability distribution £ ; and Pr^ (|0—oo |<6) denotes
the marginal probability distribution (or mixed distribution) of It
/S /Nis the probability that the interval (0-6, 0+0) will cover the value a) in a 
random experiment involving two random variables, 0 and firstly a valuecf 0
is drawn under the probability distribution £, then a value of 0 is observed.
(In the context of finite population sampling, one may view the random experiment 
as follows : the finite population at hand with parameter 0 is assumed to have
been drawn from a superpopulation under a probability distribution £, then a
value of 0, which is a function of some sampled units from the finite population, 
is observed.) According to Godambe, to maximize the marginal probability that
the interval (0 —6, 0+6) will cover üü, it is natural to choose an estimator 0 
for which the average variance over all possible values of 0 generated by £ 
is a minimum.
Godambe and Joshi (1965) and Godambe (1966, 1968) also discussed concepts 
such as admissibility and Bayesian sufficiency of estimators in finite population 
sampling.
To summarize Godambe's approach to labels, he maintained that they should 
always be included as sample data. With the presence of labels in finite popula­
tions, he claimed that the classical sampling theory is inadequate and new theory 
with an appropriate criterion for estimation is required.
3.5 Some Remarks on the Controversy
The central issue of the controversy is: are labels informative. To 
discuss whether a certain aspect is informative or not, it is important to 
consider what area of inference is it informative for. To elaborate on this 
point, consider the following example of Bernoulli trials. (A similar discussion 
was also given by Barnard et al, 1962.)
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Suppose there are r successes in a series of n Bernoulli trials and the 
problem is to estimate 0, the probability of success. From the theory of 
sufficiency, the knowledge that there are r successes in n trials is "sufficient" 
for estimating 0. The full result of the trails, i.e. the observed sequence 
of successes and failures, does not provide any additional information about 0. 
Now, suppose the observed sequence happened to be S,F,S,F,S,F,*** i.e., a success 
occurred in every second trial, what information does such a sequence provide?
On the assumption that the trials are Bernoulli trials, it gives no additional 
information about 0. What it does is open the question "are the trials really 
Bernoulli trials?" . Examining the full result enables one to check whether 
the assumptions of Bernoulli trials are met, a vital step before any inference 
about 0 can be made. So although the full result is not directly informative 
for making inferences about 0, it provides information about the appropriateness 
of the assumed statistical model, i.e. the family of distributions (in this 
case the binomial distribution), one of which is thought of as having generated 
the observations.
Return to the situation of finite population sampling. Investigators in 
the "suppress-label" approach considered mainly the question of whether labels 
are informative for making inferences about the y-values (or some functions of 
the y-values) of the population units. The labels are described as uninformative 
for such inference if there is no knowledge available concerning the relationship 
between the y-values and their labels. Royall (1975) gave this example: "If
we determine the weight of either an axe, an ass or a box of old horseshoes, 
that weight tells us nothing whatsoever about the weights of the other two 
objects. This is true regardless of how we might have used random numbers in 
deciding which to weigh". Apparently Royall assumes here that there is no 
knowledge regarding any relationship between the objects and their weights.
Good (1971), during the discussion on his paper, commented that "it is the 
specific concomitant features of the individuals that have to be ignored. If 
they are not ignored then virtually nothing can be deduced (about the y-values)
from the sample without Bayesian assumptions".
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On the other hand, Godambe (1970) claimed that "whether a certain aspect of 
the data is relevant for the purpose of inference or not will depend on the tool 
of inference available". It may happen that the statistical technique at hand is 
not capable of handling a certain piece of information; but one can hardly argue 
that because the information in the labels cannot be handled by that technique, 
they contain no information. In this sense, Godambe described the labels as 
always informative, since they always provide a source of identifiability ofinits.
It becomes apparent that the different viewpoints in the label controversy 
are mainly due to different interpretations of "informativeness". Both approaches 
have their merits and demerits. The suppress-label approach provides a more 
meaningful likelihood for inference. However, the findings in this approach 
are restricted to situations where no knowledge is available about any relation­
ship between the y-values and the labels. The include-label approach is more 
general in the sense that it is free from this restriction; but including 
labels under the classical sampling approach has problems. As discussed earlier, 
the likelihood function (l.f.) of y, given the sample data yg* = (s, y*) , does 
not provide any information about the unobserved y-values and is also independent 
of the sample design which generated the sample data. In relation to this,
Royall (1975) commented,
"The severe limitation of the conventional model's l.f. have been inter­
preted as casting doubt on the Likelihood Axiom, but such doubts are 
unjustified. (Note here that 'conventional model' refers to the classical 
sampling approach) ... The l.f. gives a complete and accurate representa­
tion of what the data have to say under the chosen model. If in typical 
applications we can make more meaningful inferences than the trivial one 
justified by applying the Likelihood Axiom under the conventional model, 
it is because this model does not adequately describe the relationship 
among the population elements. In such situations, the likelihood results 
obtained under the conventional model tell us more about the limitations
of that model than about what the data have to say.
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In the following sections, the superpopulation approach is suggested 
as an alternative to provide a more adequate description of the relationship 
between the population units. Also, instead of putting an absolute judgement 
on whether labels should be ignored or not, the superpopulation approach provides 
a compromise between the different viewpoints in the controversy.
3.6 Exchangeability as Applied to Finite Population Sampling.
3.6.1 To Represent Certain Types of Prior Knowledge
In the suppress-label approach, the labels are regarded as "uninformative" 
for making inference about the vector y if there is no information available 
regarding any relationship between the y-values and their labels. This may be 
described more formally under the notion of exchangeability, a concept which 
originated from the theory of probability. (See Feller (1966), De Finetti (1972).) 
A general definition of exchangeability (Feller, 1966) is as follows:
Definition. Random variables Y 1# •••, Y^ are said to be exchangeable if 
each of the N! permutations of Y 1( •••, Y has the same N-dimensional joint 
probability distribution, i.e.,
Pr (Y„ .... V  - Pr <Yi(l). Y1(N)) (3-6.1)
where Y ^  •••, Y ^ ^  is anY of the N! permutations of Y J, ••*, Y'i(N) N.
A number of investigators (notably Ericson (1969) and Royall (1970a)) have
applied this concept to finite population sampling. Ericson adopted a Bayesian
approach and treated the y-values y ^  •**, y^ as realized values of random
variables Y l, ***, Y^ respectively. One may write Y = (Y 1, ***, Y^) and let
^i Y^ ilW i^  denote the probability density of Y_^ , where uk = (u)_^ , • • •, U)^  )
1 k
is the unknown parameter vector of the density function f^. (e.g. The components 
of ok may be the mean and variance of Y^.) Under the Bayesian approach, the 
Uh's are treated as random and Pr ( Y w  ***, Y )  in (3.6.1) is the prior~i * N
distribution of the Y^'s, which is denoted by P #(Y) . Now suppose Y J, ••*, Y^
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a r e  e x c h a n g e a b le  random v a r i a b l e s ,  E r i c s o n  rem arked  t h a t  a wide c l a s s  o f  p r i o r  
d i s t r i b u t i o n s  P ' (Y) r e p r e s e n t i n g  e x c h a n g e a b i l i t y  o f  t h e  Y ^ 's  may be g e n e r a t e d  
by v ie w in g  t h e s e  Y^' s a s  in d e p e n d e n t  and  i d e n t i c a l l y  d i s t r i b u t e d  w i th  a common 
d e n s i t y  f  (Y^Jü)) w here  0) i s  a r e a l  o r  h y p o t h e t i c a l  p a ra m e te r  v e c t o r  w i th  a 
p r o b a b i l i t y  d i s t r i b u t i o n  F(w) a s s i g n e d  to  i t .  The j o i n t  d e n s i t y  o f  Y i s  th e n  
t a k e n  a s  t h e  m a r g in a l  d e n s i t y  o f  Y o v e r  a l l  p o s s i b l e  v a lu e s  o f  U), i . e . ,
p/  (V
r  N  I/  TT f  (y. üj) dF (u>)
a  i - i  1  ~
( 3 .6 .2 )
Note t h a t  i f  Y^ i s  a d i s c r e t e  random v a r i a b l e ,  th e n  r e p l a c i n g  f  (Y^Jüj) in  
( 3 .6 .2 )  by t h e  p r o b a b i l i t y  d i s t r i b u t i o n  o f  Y^ g iv e n  u) w i l l  g iv e  t h e  j o i n t  p r i o r  
d i s t r i b u t i o n  o f  Y. I t  i s  o b v io u s  t h a t  ( 3 .6 .2 )  r e p r e s e n t s  e x c h a n g e a b i l i t y  o f  
t h e  Y ^ 's ,  s i n c e  i t  i s  t h e  same f o r  a l l  p e r m u ta t io n s  o f  t h e  Y . ' s .  As p o i n t e d  
o u t  by E r i c s o n  (1 9 6 9 ) :
"The g e n e r a t i o n  o f  a j o i n t  p r i o r  d i s t r i b u t i o n  by t h i s  a p p ro a c h  i s ,  b a r r i n g  
d i f f e r e n c e s  i n  p r o b a b i l i s t i c  i n t e r p r e t a t i o n ,  e q u i v a l e n t  t o  v ie w in g  t h e  
f i n i t e  p o p u l a t i o n  a s  a sam ple  from  an  i n f i n i t e  s u p e r p o p u l a t i o n  h a v in g  
unknown p a ra m e te r  w. T h is  n o t i o n  h a s  been  u sed  p r e v i o u s l y  i n  sa m p lin g  
t h e o r y .  (See C o ch ran , 1939, 1946, f o r  e x a m p le s . )  H ere ,  u n l i k e  e a r l i e r  
u s e s  o f  t h e  s u p e r p o p u l a t i o n  c o n c e p t ,  t h e  p a ra m e te r  u) i s  i t s e l f  a s s i g n e d  a 
s u b j e c t i v e  p r o b a b i l i t y  d i s t r i b u t i o n . "
A p o i n t  t o  n o t e  h e r e  i s  t h a t  e x c h a n g e a b i l i t y  does  n o t  im ply  th a t  t h e  Y ^ 's  a r e  
i n d e p e n d e n t .  A l l  i t  s a y s  i s  t h a t  t h e  o r d e r  o f  t h e s e  random v a r i a b l e s  does  n o t  
m a t t e r  ( p r o b a b i l i s t i c a l l y ) . E r i c s o n  s im p ly  p o i n t e d  o u t  t h a t  a  wide c l a s s  o f  
j o i n t  p r i o r  d i s t r i b u t i o n  P '  (Y) may be g e n e r a t e d  by v iew in g  t h e  Y ^ 's  a s  in d e p e n d ­
e n t  and  i d e n t i c a l l y  d i s t r i b u t e d .
C o n s id e r  t h e  v a lu e s  y x , • • * ,  o f  t h e  f i n i t e  p o p u l a t i o n  a t  han d . To 
a v o id  c o m p l i c a t io n s  i n  p e r m u t a t i o n a l  p ro b le m s ,  assume ( f o r  t h e  r e s t  o f  t h i s  
c h a p te r )  t h a t  t h e s e  N v a lu e s  a r e  a l l  d i f f e r e n t .  I f  t h e s e  y x, ***,  y^ were 
r e a l i z e d  v a lu e s  o f  t h e  e x c h a n g e a b le  random v a r i a b l e s  Y^, •**,  Y , th e n  by ( 3 .6 .1 )
Pr (Y , = Y, , Y i(N) yN I y = (yt< •••yn> J (3.6.3)
for every permutation Y . , — , Y . of Y , •••, Y„. Now suppose y,, --, y„i(l) l(N) 1 N 1 N
are arranged in some arbitrary order, say, non-decreasing order, and are denoted 
by the vector 6* = (0* , * ' * # ) • A11 equivalent form of (3.6.3) is: for
every permutation 0* of the components of 0*,
Pr (Y = 0* I 0*) = —
; N! (3.6.4)
This means that all possible permutations of the components of y are equally 
likely to be the realized value of the random vector Y. In this respect,
Ericson (1969) commented that while the units of the finite population are 
identifiable by their labels, exchangeability represents the prior knowledge 
that there is no information carried by these labels regarding the associated 
y-values.
Without any prior assumption of exchangeability, some investigators (e.g. 
Kempthorne (1969), Royall (19704) and C.R. Rao (1971)) have considered similar 
situations under different terminology such as random labelling or random 
permutation of the y-values. Royall expressed the assumption of no available 
knowledge regarding any systematic relationship between the labels and the y- 
values by an equation equivalent to (3.6.4). He further remarked that the 
equation would be satisfied if the y-values were realized values of exchangeable 
random variables Y 1# ••*, Y^; or if the units were randomly labelled. Hence 
exchangeability also reflects the absence of prior knowledge regarding any 
relationship between the labels and the y-values.
3.6.2 The Mean, Variance and Covariance of the Exchangeable Y V s  for a 
Given Finite Population
It follows from the previous discussion that to find the expected values 
of the exchangeable Y^'s given a finite population with y-values y lf ••*, Y 
one simply needs to take expectations over all random associations of the y-value 
with their labels. Let \i and a2 be the mean and variance of these y-values, i,
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1 N
-  £N i=l Yi
1 N
M' N iSx (Yi'y) (3.6.5)
Also let (• I y) denote the expectation over all permutations of the components 
of y = (yx, ••*, y^). J.N.K. Rao (1975) pointed out that given a fixed y, 
the assumption of random association of y-values with their labels implied the 
following:
For all i = 1, •••, N,
(3.6.6)
(i) Ec (Yi | y) = P;
(ii) e5 {( Y i - y)2 | y} a 2
(iii) E5 {(Y± - y) (Y - y) | y} N-l
for i 4= j •
To show (3.6.6), firstly denote
(a) P as the probability that Y. = y , i = 1, •••, N.K. 1 K
(b) P,o .......................
and P,
................ h  - yk >Yj = Y*.
■k|*...................Yi = Yk given Yj = yv
for i f j, k if i;, j, k, 2. « 1, •••, N.
For a given y, under the assumption of random association of y-values with their 
labels, there are (N-l)! permutations of Yx, ••*, Y in which a certain Y. =y , 
each having a probability of occurrence of yy. Hence the probability that Y^ = 
y^, for any i = 1, *••, N, is
= (N-l)! = 1
k N! N
Similarly, one obtains
_ (N-2) 1 =
k I I (N-l)! N-l
It then follows that
(i) Es (Yi I Y) - *£» pk Yk
(3.6.7)
(3.6.8)
n
N k=l Yk
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(ii) E ^{(y± - y)2 I y} = (Yi2 |y) -
— Z y 2 - y2 N k=i Yk M
—  Z (y - y)N k=i vyk 2 = Ö2
(iii) {(Y± - M) (Y. - y)|y} = E^ (Yi Y | y) - y:
where E^ (Y± Y.|y) = ^ =£ Pkil Yk Y£
Z P Pn y, yn
k=|=£ k| i 1 k 1
N-l N 
1
N (N-l)
1
N(N-l)
1
N(N-l)
i * 3
z
k=|=£ y k
N N N
y k y£ - k£, y]
N N
Llk=i v . z V N O 2Yk £=i y £
(n 2 y 2 - n  a 2 - n  y 2 }
N-l
Hence, for i ^ j,
E^ {(Y± - y) (Y - y) I y} 2 0 2 ^ " Nil - ^
N-l
These results show that for a given finite population with a fixed y, the exchange? 
able Y^'s have a common mean, variance and covariance given by (3.6.6).
3.6.3 Exchangeability and Simple Random Sampling
An interesting point remarked by Ericson (1969) is the similarity between 
the subjective prior knowledge expressible by exchangeable prior distributions 
of the Y^'s and the objective distribution induced by simple random sampling 
without replacement (srswor) in classical sampling theory where labels are ignored
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The following is a modified version of Ericson's work under the context of the 
superpopulation approach rather than the Bayesian approach (i.e. no subjective 
probability distribution is assigned to the unknown parameter u) of the super­
population) .
In srswor, S, the set of all possible samples, consists of | n J distinct 
samples of size n, distinct in the sense that no two samples have all n units in
common. Each distinct sample s £ S has a probability of selection 
, \ - i
P(s) (3.6.9)
Let s = (ij, ••*, i^ ) be the selected sample and y* = (y^ , •••, ) be the
1 n
observed y-values. Recall that all y-values are assumed to be different, the 
probability of arriving at the observed y-values y* (ignoring the labels) 
under srswor, given y, is
Pr (Y* I P  = p (s) = (**) (3.6.10)
Since the labels of the selected units are ignored after their y-values have
been observed, the order in which these labels appear in the sample does not
matter. Equation (3.6.10) in effect gives the probability of arriving at fine
, y. }. It also defines the sampling distribu-
n
tion upon which classical sampling theory inferences are based.
set of observed values {y.
1 l
From a superpopulation viewpoint, the values y1# •••, y^ are regarded as 
realized values of the random variables Yx, ••*, respectively. Suppose Y V s  
are exchangeable and consider 0* as defined earlier (§ 3.6.1). From exchange­
ability, the probability that Ylf ••*, Y^ equal any permutation 0*L °f the 
components of 0*, given a fixed 0*, is as seen from (3.6.4). For any n
components of 0*, say 0A , •••, 0? , and any n Y^'s, say Y^
1 n
the event
0 *l ..., y 0 *l
Y , consider n
(3.6.11)
The probability of occurrence of this event, given 0*, is
Pr (Y = 0.*, •••, Y = 0.*| 0*)= Pr (Y =0* .10*) (3.6.12)1 n l 1 ~ (d) ^ ^ ( ] ) > ~  ,
where 0* ., denotes any permutation of 0*, ••*, 0* which satisfies (3.6.11) ~(j) I N
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and ^  means summation over all such permutations. With n components of 0*
being fixed (due to (3.6.11)), there are (N-n)! permutations for the remaining
components. (Remember that all , ••• 0* are assumed to be distinct values.)1 N
Hence there are (N-n)! permutations of 0* , ••*, 0* which satisfy (3.6.11),
each with a probability of occurrence of — . Then (3.6.12) becomesN !
Pr (Y1 = 0.*, Y = 0* I 0* ) = (N-n)! (3.6.13)
n Xn N!
Note that this holds for any n Y^'s and any n components 0f , ♦• •, 0* of 0*.
i n
Now, the event that n Y^'s taking the values 0f , * *•• 0* in any order can
1 n
occur in n! ways, each one has a probability of occurrence shown in (3.6.13).
Denote this event by {Y } = {0 * , ••., 0* }. From (3.6.13),~n l, ' l1 n
Pr ({Y } = {0.*, •••, 0.*} I 0*) = —~n l, l 1 ~ N!1 n
\nj (3.6.14)
Compare this with (3.6.10), the two probabilities are equal. (If 0* , ***, 0** N
are not all distinct values, the two probabilities will have a form as in 
(3.3.5), which has an additional factor involving multiplicities of the 0f 's.) 
The point to note here is that the two probabilities have different meanings.
The one in (3.6.10) defines the sample distribution of the observations result­
ing from srswor, whereas that in (3.6.14) is derived from the assumption that 
y , ••*, y„ are realized values of exchangeable random variables Y,,***, Y .
Thus for a fixed 0* (the N y-values in the population with labels ignored), 
(3.6.14) shows that under the assumption of exchangeability, the probability that 
any prescribed subset (of size n) of the N population units takes any subset 
of the N y-values is the same as^  if^  the n y-values were drawn by srswor from 
the N y-values in the population. In this respect, Ericson (1969) remarked,
"Exchangeability is akin to viewing the finite population as being 
effectively randomized. I believe the notion of exchangeability and 
exchangeable prior distribution very closely approximates the real opinion 
of thoughtful 'classical' practitioners in many situations where they deem 
simple random sampling to be appropriate."
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This viewpont was also shared by Lindley (1972).
Under random labelling of population units, Royall (1970a) showed that for 
any convex loss function, the customary estimator N yg (where yg is the sample 
mean) from srswor minimizes both the average and maximum risk over all permuta­
tions of the labels among unbiased estimators under repeated sampling. (In 
this case, the risk function is simply the variance of the unbiased estimator.) 
Similar type of justification for using the sample mean from srswor as an 
estimator of population mean under the assumption of random labelling of 
population units can be found in Kempthorne (1969), C.R. Rao (1971) and J.N.K.
Rao (1975).
3.6.4 Exchangeability and the Superpopulation Approach
In the previous discussion, the concept of exchangeability was applied to 
finite populations to represent the prior knowledge that there is no information 
carried by the labels regarding the associated y-values. In doing this,
Ericson (1969) treated the y-values as realizations of random variables YJf ***, 
Y„. He pointed out that this is (barring probabilistic interpretations) 
equivalent to viewing the finite population at hand as a sample from an infinite 
superpopulation. In this sense, one may regard exchangeability as a super­
population model which represents the prior knowledge mentioned above. Some 
investigators (eg. Kempthorne (1969)) have considered the case of random labelling 
in which the labels were randomly associated with the y-values. This is 
equivalent to viewing the y V s  are realized values of random variables
Y., ••*, Y generated by random labelling. In other words, the y-values of the 1 N
finite population at hand may be regarded as a sample drawn from all possible 
permutations of the components of y = (y , ••*, y^). The totality of these 
(at most Nl) permutations in effect constitutes a finite superpopulation.
It is evident that under random labellings, the Y^'s are exchangeable, 
since the joint probability of Yj, •••, Y is the same as in (3.6.4).
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Hence random labelling is also another situation which generates exchangeability
of the Y.'s. A question to note in passing is: suppose y,, y, are treatedl * N
simply as constants and not as realized values of Y,, . Y . can one still1 N
apply the concept of exchangeability to represent the type of prior knowledge 
mentioned earlier regarding the y-values and their labels? To investigate 
this, consider a given finite population (with no reference to any superpopulation) 
The main source of the probability structure is from the sampling plan p.
The n observed y-values may now be regarded as realizations of random variables 
Y l' f * * * r y ' generated by the sampling plan. Suppose these random variables 
are exchangeable, then it follows that the order in which the y-values were 
observed does not matter (which is true for most commonly used sampling jians).
The exchangeability of the yi', ••*, y ' does not reflect any relationship, 
or lack of relationship, between the y-values and their labels and hence is not 
useful for discussing problems in the label controversy. It is only when the 
values y . •••, y„ are treated as realizations of random variables Y., •••, Y„
(i.e. in a superpopulation approach) that the exchangeability of the Y V s  repres­
ents the type of prior knowledge mentioned earlier about the y-values and their 
labels which is closely linked with random labelling and simple random sampling.
3.7 The Superpopulation Approach as a Compromise for the Label Controversy
The exchangeability model represents the absence of any information about 
the y-values and their labels, or the prior knowledge that there is no 
systematic relationship between them. Other types of superpopulation models 
may be constructed to represent different forms of prior knowledge. For 
instance, Kempthorne (1969) mentioned a somewhat extreme case in which the y^'s 
are close to a + $i for some unknown values a and 3. This may be represented 
by a model where
Y^ = a + 3i + £- » i = 1, •**, N (3.7.1)
t
and the error terms are assumed to be independent and have zero mean rnder 
the model. A more common superpopulation model which is frequently applied
to empirical data is
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Y± = a + 3 x + e± , i = 1, •••, N (3.7.2)
for some unknown values a and 3. It is assumed that the e^ 's are independent 
and have zero mean under this model, and also that the variance of is 
proportional to , where y is an unknown coefficient. This model describes
the situation in which the Y^'s are linearly related to an auxiliary variable
(which is known prior to the survey) and the data exhibits heteroskedasticity. 
This model has been considered by many investigators, e.g. Brewer (1963),
Rao and Bayless (1969, 1970).
Thus the superpopulation approach provides a means of representing prior 
knowledge about the y-values and the labels (or some known auxiliary variables). 
When there is no information about any relationship between the y-values and 
the labels and in the absence of any auxiliary variable (the situation considered 
in the suppress-label approach), the exchangeability model is appropriate. 
Otherwise different types of superpopulation models may be formulated to describe 
the underlying relationship. Inferences about the y-values (such as the 
population total) will then be made under the assumed superpopulation model.
In this way, any information provided by the labels will be reflected in 1he 
model and utilized for making inference. Instead of putting an absolute rule 
on ignoring or including the labels, the superpopulation approach provides a 
common platform which accommodates both suppress-label and include-label 
approaches. Inference techniques under superpopulation models, together with 
a new optimality criterion for estimation procedures, have been established by 
many investigators. These topics will be discussed in the next chapter.
3.8 Summary
The main concern in this chapter is the role of labels in making inferences 
about some characteristic (the y-values) in the finite population. Because 
of the trivial form of the likelihood function of the unknown paramater yvhen 
labels are included as sample data, two different approaches have emerged: one
is to ignore the labels in situations where no information is available about 
any systematic relationship between the y-values and their labels; the other
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is to always include labels as sample data. The split in viewpoint is mainly 
due to different interpretations of "informativeness" of the labels. In this 
respect, the superpopulation approach is used to describe more formally the 
sampler's prior knowledge about the y-values and the labels. The assumption 
of exchangeability, which may be interpreted as a superpopulation model, is 
discussed. Under the superpopulation approach, any information provided by 
the labels will be reflected in the assumed superpopulation model which will 
be used for making inferences. This approach provides a common platform 
which accommodates both suppress-labels and include-label approaches. In 
this way, the superpopulation approach provides a compromise for the opposing 
viewpoints in the label controversy.
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4. INFERENCE UNDER SUPERPOPULATION MODELS
4.1 Introduction
The aim of this chapter is to illustrate and discuss inference techniques 
under some general superpopulation models. The objective is to estimate the 
total T = yx + ••• + of the finite population at hand. Under a super­
population model E,, these y^'s are regarded as realized values of random 
variables Yi, •••, Y^ which are assumed to have a joint probability distribu­
tion £. In this set-up, the population total T is also a random variable, 
which is the sum of Yj, •••, Y^. (For notational convenience, the symbol T 
will be used both as a random variable and as the value it takes given a 
finite population.) Based on the criterion of minimum expected variance
A(or mean square error) under the model, the aim is to choose an estimator T 
and a sampling plan p which are jointly optimal for estimating the total T 
of the finite population at hand.
4.2 Some Notation and Concepts
In order to discuss estimation procedures under superpopulation models, 
it is necessary to describe some basic properties of such procedures in the 
context of this approach. During the last two decades, a number of papers 
have been written on this topic. The following notation and definitions are 
condensed mainly from Godambe (1955) and Royall (1970b, 1971).
Let E (•) denote the expectation of a random variable over all possible 
samples generated by the sampling plan, and E^(-) denote the expectation over 
all populations generated by the superpopulation model £. Similarly, conven­
tional notations such as Var(-), Cov(*) etc. are used for repeated sampling 
and the corresponding notations with a subscript £ (such as Var^(*)) are used 
for the model E,. Some concepts relating to an estimator and a sampling plan
are:
(i) Consider an estimator T and a sampling plan p, the pair (T, p)
is called an estimation strategy.
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(ii) For a given finite population, an estimator T is said to be p-unbiased 
(with respect to a sampling plan p) for T if
E (?) - SZS P(S) T - T  (4.2.1)
/NIf (4.2.1) is not satisfied, the p-bias of T is given by
E (T-T) = sgs p(s) (T-T) (4.2.2)
(iii) For a given finite population, the sampling mean square error (MSE)
Aof a strategy (T, p) is
MSE (T, p) = sZg p (s) (T-T)2 . (4.2.3)
A AWhen T is p-unbiased for T, (4.2.3) is simply the sampling variance Var (T, p) .
(iv) As pointed out by Royall (1970b), in classical prediction theory, 
a statistic V is an unbiased predictor for a random variable W if V is an 
unbiased estimator for the expected value of W. Thus, under a superpopulation
Amodel £, T is said to be ^"unbiased for T (here a random variable) if
E^ (T-T) = o . (4.2.4)
If T does not satisfy (4.2.4), the £-bias of T is given by E^(T-T). Note that 
a ^-unbiased estimator is not necessarily p-unbiased, and vice-versa.
(v) The expected MSE of a strategy (T, p) under the model g is 
E^ MSE (T, p) =• E^ E (T-T) 2 (4.2.5)
A /NSimilarly the expected variance of (T, p) under £ is denoted by E^Var (T,p). 
It is obvious that the expected MSE and the expected variance are the same,
A
when T is p-unbiased for T.
A
(vi) Among the class of p-unbiased estimators, a strategy (T, p) is said
A ^  ^ #to be better than another strategy (T , p ) under the model t, if
E^Var (T, p) < E^ Var (T"\ p') (4.2.6)
The intuitiveness of this criterion has been discussed by Godambe (1955) and 
Godambe and Thompson (1973) in view of the non-existence of UMV p-unbiased 
estimators (see Chapter 3, § 3.4). Royall (1970) expressed this criterion
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in a general form for estimators not necessarily p-unbiased. He defined
/N  ^
(T, p) to be better than (T^, p^) if
MSE (T, p) < MSE (T^, p") . (4.2.7)
Thus a strategy (T, p) is said to be optimal (or the best) if (4.2.7) holds 
for any other strategies (T , p ). Note that a strategy with least expected 
variance among p-unbiased estimators may not be optimal among all estimators. 
This will be discussed in later sections.
(vii) For a probability sampling plan, an estimate (i.e. the numerical value 
of an estimator) based on sample observations will, in general, differ from 
sample to sample. The sampling MSE gives an average measure of discrepancy 
between the estimate and the true value of the unknown parameter over all 
possible samples. Under a superpopulation model, the expected MSE simply gives 
an average of such sampling MSE over all populations generated by the model.
It does not, however, indicate how accurate an estimate is for a particular 
sample observed. Even when an optimal strategy is adopted, it does rot imply 
that T tends to be closer to the true population total than any other T for
any given sample. Brewer (1963) considered ^-unbiased estimators T and
remarked that the quantity E^ (T- E^(T)) , which he called the conditional
A A
variance of T, indicates the accuracy of T for a given sample. In this study, 
this variance will be called the ^-variance of T (variance under the model £)
^  /sand denoted by Var^ (T). For the more general case (whether T is ^-unbiased 
or not) , Royall (1971) suggested the MSE of T under the model £, E^ (T-T)2, as
a measure of uncertainty of T for a given sample. This will be called the
A A^-MSE of T and denoted by MSE^ (T). It may be used for comparing the accuracy 
of different samples for a given estimator. This is in fact one of the features 
which the classical sampling approach fails to deliver. By adopting the super­
population approach, it becomes possible to compare accuracies of different 
estimators for a given sample, or for different samples.
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It should be noted that because of the definition of unbiasedness (4.2.4), 
the following relationship
MSE^ (T) = Var^ (T) + (£-bias)2 (4.2.8)
does not hold. This is because the definition of ^-unbiasedness does not 
imply
(T) = T (4.2.9)
In fact (4.2.9) is rather meaningless since T itself is a random variable 
under the model. To give an example to show that (4.2.8) does not hold,
/\ Aconsider a ^-unbiased estimator T. Here the £-bias E^(T-T) is zero, but
the t,-variance Qf T,
Var^ (T) = E^ (T- E^(T))2 
is not the same as
MSE^ (T) = E^ (T-T)2 
which shows that (4.2.8) does not hold.
Another point to note is the difference between the expected MSE and the 
£,-MSE. The expected MSE gives an indication of the performance of a strategy 
(i.e. an estimator and a sampling plan) and is therefore useful for comparing 
different strategies in the design stage of a survey. The £-MSE gives an 
indication of the joint performance of an estimator and a particular sample.
It does not depend on how the sample was selected. Hence it is useful for 
comparing estimators or samples from any sampling plan, but not for comparing 
sampling plans.
4.3 The Prediction Approach under Linear Superpopulation Models 
4.3.1 Introduction
The family of linear superpopulation models is of particular interest
because of its frequent application to real data. Under such a model, the
random variable Y, , •••,¥„ (which are assumed to have a joint probability 1 N
distribution £) are independent with expected values and variances as
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J
h  (V =Ä  ä 3 x. . 13
i = 1,
Var^ (Y^) " ° i 2
Cov^ (Yi# Y.) = 0 . i k j> i> j = 1, *•*, N.
may also write
J
Y. = .£l 3=0 6 j x ij + ei - i = 1, N
(4.3.1)
(4.3.2)
where the e^'s are independent random variables (which also have a joint 
distribution £) and have zero mean and variance CK2 . In this model, the 
x ^ ' s  are auxiliary variables (totally J) already known for all population units; 
x ^  is usually defined as one, the constant term in the regression function in 
(4.3.1). The £L's are fixed but unknown regression coefficients and 6_. is 
set to one if the term 3^ x ^  is present in the regression function, otherwise 
it is set to zero. It is important to note that the model is linear in terms 
of the coefficients 3Q / ••*, 3j. Such a model may be denoted by £{<$0 ,<5 j, • • •,
6 : a.2}, a notation from Royall and Herson (1973a).J 1
From Royall (1970b), the prediction approach for finite population sampling 
under a superpopulation model is as follows. For a given finite population, 
the total T of the y-values may be written as
T “ ils yi + iSr yi (4-3-3)
where s is the set of sampled units and s’ the set of non-sampled ones. (Since 
the discussions hereafter do not involve the order in which the sampled units 
are drawn, the sample s will be regarded simply as a set rather than an ordered 
sequence of units for the rest of this study.) After a sample is drawn, the 
first sum in (4.3.3) is known and the second sum has to be estimated from the
Asample. Since any estimator T for T may be written in the form
T — ils yi + (T - ils yi (4.3.4)
the error in T is then the error in T - g y as an estimator for the sum 
of the unobserved y-values. This holds regardless of how the sample was 
selected. Under a superpopulation model £, the values y1# *••» yN are treated
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as realizations of random variables Y 1, • • • , Y . The problem of estimating T 
after a sample is observed is then equivalent to predicting the sum of the 
unobserved random variables Y^, i £ s'. The model £ describes a probabilistic 
relationship between the observed and the unobserved units. This enables the 
sampler to gain knowledge about some units (the non-sampled ones) by observing 
others.
4.3.2 The Best Linear ^-unbiased Estimator (£-BLUE) under Linear Models
The main concern in this section is the class of estimators which are 
linear functions of the y-values in the sample and are hence called linear 
estimators. Among the class of linear «^-unbiased estimators T, the estimator
A
T* is said to be the £-BLUE under a model £ if
MSE (T*, p) <_ MSE (T, p) (4.3.5)
A
for every sampling plan p. (It will be evident later that T* is unique and 
strict inequality holds in (4.3.5) unless T = T*.) For linear models 
£{<$0 , **•/ ö : O.2}, the C-BLUE may be obtained as follows.
Since the two expectations in (4.2.5) can be reversed, the expected MSE
A
of T may be written as
E^ MSE (T, p) = gZs p (S) E^ (T-T)2 #
Hence a method to obtain the £-BLUE for T is to find a linear ^-unbiased 
estimator T* which has a minimum fj-MSE among ^-unbiased estimators T for every 
s £S, i.e.
E^ (T*-T)2 £  E^ (T-T)2 (4.3.6)
Consider the g-MSE of any estimator T (not necessarily ^-unbiased). Since 
T and T are treated as random variables under the model t,, one may write, for
any s e S with p(s) >o ,
h  <^-T>2 = ES {5 - ±ES Y. - . y  Y.}2
“ e5 {* * ils Yi - EC (i£s Yi> + e5 ilsr Yi>-ib V *
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■ - ils Yi - Es <iis Yi)}2 + V i l s  Yi - Ec (i£i Yi)}2
- 2 ES{(? - ils Yi ' Ec 'ils Yi>> 'ils Yi - Ec 'ils Yi))} • l4'3'7)
In the cross-product term, (^Z_ Y^) is a constant under the model £.
Then {t - ^Zg (^_ Y^)1 is a random function only of those Y^ in s
while { . Z_ Y . - Er (.£_ Y.)} is a random function only of those Y. in s. ies l t, ies l i
Since the Y^'s are independent random variables, the cross-product becomes
-2 V 5 - ils Yi - e5 'ils Yi)} e5 {ils Yi - e5 'ill Yi)} 
which is equal to zero due to the second expectation.
Under the linear model £{6 . * * *' 6, : G.2}, the second term in (4.3.7)o J 1
is equal to
Var£ ‘ils Yi>
Hence (4.3.7) becomes 
2
. Z_ ö .‘ i£s l
e 5 (T - t )2= e 5 {t - ,gs V. - e 5 (±|s y .)}2 + L ls V  
Now, when T is c,-unbiased for T,
e5 <? - i L  Yi> ■ e5 (t) ' e5 'ils Yi>
“ E$ <t * ils V  
“ EC ‘ils Yi>
(4.3.8)
(4.3.9)
which implies that T - Y^ is ^-unbiased for y^, and (4.3.8) may be
written as !
2)5 (T - if = Var5 (T - ,gs Y.) + ,g_ 0,’ (4.3.10)
Since the linearity of T implies the linearity of T - _^ Z^  Y^ and for any given
sample s, the second term in (4.3.10) is a constant, the £-MSE of T is then
minimized when T - .Z Y, is the linear Z-unbiased and minimum E-varianceits l
estimator for the expected sum of the non-sampled YVs. Denote this estimator
by T* , then s
ies i (4.3.11)
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is the linear ^-unbiased and minimum £-MSE esimator for T for any s £ S such 
that p(s)>° and is therefore the £-BLUE for T under the model.
To find T—  s under the model £ { 6 , ***f 6 : a.2},0 J 1 one may note that
EC (ils Y i> = . Z_ . Z 6 . B . X . .i£s 3=0 D D ID
J
= .Z <5 . B . (. x. .)3=0 3 D i£s 13 (4.3
which is a linear function of the B^'s. From the generalized Gauss-Markov 
Theorem (see Rao (1965)), the unique linear ^-unbiased and minimum ^-variance 
estimator for (4.3.12) is
T— = Z 6 3 ( Z_  x .)s j=o j j i£s ij (4.3.13)
where B_.'s are the weighted least square estimators of the regression coefficients
in the model. Substituting (4.3.13) into (4.3.11) gives
J
T* = .1 Y. + .Z 6 . 3 . (.z_ X ..)1£S 1 3=0 3 3 i£s iD (4.3.14)
as the £-BLUE for T and because T* is unique, T* is also unique. This 
estimator was obtained by Royall and Herson (1973a) for polynomial models, 
i.e. = x^ (polynomial in terms of the x-values) .
The C-BLUE under some simple linear models are: 
(i) The model £{l:0*}, i.e. E^ (Y^ = 3 Q ,(^io= D  
a.2 = ö2, a constantl
The least square estimator for Bo is
Bo = -  -I Y.n its l
fojt: i=l, • • •, N ,
where n is the number of distinct units in the sample s. By (4.3.14), the 
C-BLUE for T is
T* = .Z Y. + (— n)- .Z Y.1£S i n 1£S 1
-  •£ * n i£ s i
which is the expansion estimator.
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(ii) The Model £{l, 1 : 02} f i.e.
Er (Y±) = 30 + x±
for i = 1, , N.
The least square estimators for the regression coefficients are 
2 .E (Y. - Y) (x . - x )Pl= l£S 1 S l S
. £  (X . - x )l£S 1 S
where Y , x are sample means of the Y.'s and x.'s respectively; and s s 1 1
n ( i L  Yi ies Xi)
By (4.3.14), the £-BLUE is
T* = .E Y. + (— ]1 (. E Y. - ß .1 x.) + ßl£S 1 n i£s 1 1 its 1 1 Its 1
(N-n) £  l
/\ N
+ p , (.1 X. 1=1 1 - .1 X.)n its l
which is the regression estimator.
(iii) The model £(°, 1 :02 :c^ }, i.e. 
e 5 (y ±) = x±
cs? = a2
for i = 1,
The weighted least square estimator for is
I Y.-s 1Pi
• ? y i£ :7£ *7lGs l
and by (4.3.14), the £-BLUE is
; y .■ s 1T* = .1 Y. + Its 1
.E Y. Its 1
.£ Y,it i v
.1 X. l£S 1i£s l
N
£ X .
.1 X. * i=l iIts 1 ,
which is the standard ratio estimator.
4.3.3 The optimality of the £-BLUE among ^-biased Estimators.
Royall (1970b)considered a simple linear model where Y^ has mean and 
variance o2v(a?^ ) and showed that the £j-BLUE is the unique estimator with a
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minimum expected MSE among ^-biased estimators whose expected MSE are bounded 
functions of 3 for every possible value of ö2. Similarly, this result can be
Ashown to hold for the general linear models. For any T (not necessarily 
^-unbiased for T), one may write (4.3.8) as
E^ (T - T)2 = MSE^ (T - ±gs Y±) + O±2 (4.3.15)
r
where the first term in (4.3.15) is the £-MSE of T - i  Y. as an estimatori£s 1
of E^ (^_ Y^ ) • For a given sample s, (4.3.15) is minimized when T - Y^ 
is the minimum ^-MSE estimator of E^ (_^E_. Y )^ • Royall (1970b) obtained this 
estimator by applying a theorem from Barnard (1963). Under the generalized 
Gauss-Markov set-up, this theorem stated that for a general linear model as
/s.
described in (4.3.1), the estimator A^ß of an unbounded linear combination
AA ß has minimum £-MSE among estimators with bounded £-MSE, where ß is the 
weighted least square estimator ofß in the model. Based on this theorem, the 
minimum £-MSE estimator for E^ (^E- Y^ ) among all linear estimators whose 
5-MSE are bounded functions of ß for all possible values of CT2 (i=l, ••*, N)
• . A  ifis given by T_ in (4.3.13), which is unique. Hence the minimum expected 
MSE estimator for T among linear estimators with bounded expected MSE is 
given by T* in (4.3.14), which is the C-BLUE.
4.3.4 The Choice of an Optimal Sample for the £-BLUE.
Under a linear model £, let sm denote the sample in which the £-MSE of
/\T* (the £-BLUE) is minimum among all s £ S. It then follows that for a sampling
plan p which selects s with certainty, i.e. p(s ) = 1, then m m ^ m
E^ MSE (T*, pm) < E^ MSE (T, p), (4.3.16)
/ sfor any linear estimator T and any sampling plan p. As pointed out by
Royall (1970b, 1971), the determination of the optimal sample s is theoreticallym
straightforward if the sample size is fixed. This is evident from (4.3.15),
/\which shows that for any estimator T to have a small £-MSE, the sample should
be such that
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(i) the £-MSE of the estimator T - Y for (^|_ Yj is smaH» and
(ii) the sum of the ^-variances of Y^, i £ s', is small. This means the 
choice of those units whose y-values have greatest variance under the model.
In this way, the prediction for the sum of the unobserved y-values will be 
easiest since the values of those y's which are least predictable (greatest 
variance) are already known.
In practice, it may be difficult to determine the optimal sample s^ which
satisfies (i) and (ii). Even when s is known (see Royall (1970b) for example),m
the question of whether one should adopt a purposive sampling plan (with
p(sm)=l) still needs consideration. If it was simply for the efficiency (in
terms of expected MSE) of using the £j-BLUE to estimate T under the model,
then a deliberate choice of s would be desirable. However, as remarked bym
Cochran (1939),
"In sampling, two considerations must be kept in mind - representativeness 
and accuracy. In the popular sense, a sample is representative if any 
measurements made on it are equivalent to the same measurements made on 
the whole population, apart from the inaccuracy produced by the restricted 
sample size of the sample."
It is obvious that the sample s^ is, in general, a non-representative sample, 
although it is an accurate one for estimating T under the model. In practical 
situations, survey data are seldom collected for a single purpose and the 
representativeness of a sample is often important. Other drawbacks of purposive 
sampling schemes have been noted by Neyman (1934) and recently by Ericson 
(1969). In the present case, the optimality of sm depends greatly on the 
äppropriäteness of the assumed model. The sample s^ is almost useless when 
the assumed model is wrong. In view of these problems, non-purposive sampling 
plans are usually adopted. Inferences based on superpopulation models under 
such sampling plans are discussed in the next section.
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4.4 The Class of p-unbiased Estimators 
4.4.1 Introduction
When a non-purposive sampling plan is adopted, one would prefer an esti­
mator which, on the average over all possible samples, equals the true value 
of the unknown parameter, i.e. a p-unbiased estimator. Furthermore, because 
p-unbiasedness does not depend on model assumptions, it makes the estimator 
intrinsically more robust than others which depend totally on models, such as 
the C-BLUE. In this section, a commonly used linear p-unbiased estimator, the 
Horvitz-Thompson estimator, is considered and shown to be optimal under certain 
superpopulation models.
4.4.2 The Horvitz-Thompson (H-T) Estimator
Following Godambe1s (1955, 1965) notation, one may write a linear estimator 
in the general form
. Z b . y . iss s,i i (4.4.1)
where b . are real-valued constants defined for all possible samples s£S andS 9 1
all ies. This estimator may be re-written as
. I b . I . y .1=1 S,1 S,1 1 (4.4.2)
where I . is a random variable defined ass,i
I . = 1 if i£s s, 1
= o otherwise, (4.4.3)
for all s£S and i=l, •••, N. This variable I . is usually called an indicatorS ; 1
variable. Now, the expected value of T under repeated sampling is
and
E (T) = . Z E (b . I .) y.i=l s,i s,i l
E (bs i = ses bs i 1S i p<s)O / J l. O  / X  o C u Of-i- O / X
Z. b . 1  . p (s) + Z . b .1 . p (s), (4.4.4)sal s,i s,i s^i s,i s,i
where " Z . " means summation over all s£S which contains the unit i at least onceS3i
and the second summation in (4.4.4) is over all s£s which do not contain L
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By the definition of I the second summation is zero, and (4.4.4) becomesS / 1
E (b . 1  .)s,i s,i £. b . p(s)S>1 S,1
Hence for T to be p-unbiased for T, one requires 
£. b . p(s) = 1, i=l, •••, N.S 31 S,1 (4.4.5)
In sampling without replacement, a well-known linear p-unbiased estimator 
is the H-T estimator,
'HT ,i yi£s i7 ' \  >0 ' i=1' , N (4.4.6)
where tt is the probability that unit i is included in the sample. Similarly,
the probabilities 7T^_. have been defined for i^j. Some useful relations of
IT. and 7T. . are i ID
N
(i) .11=1
(ii) jfi (n-1) IT.
(4.4.7)
where n is the sample size in without replacement sampling. The proofs of 
these relations can be found in standard text books (e.g. Raj (1968) or Kendall 
and Stuart, Vol.3 (1968)). Horvitz and Thompson (1952), who first suggested
A
the estimator (4.4.6) for sampling without replacement, had shown that T is 
the only p-unbiased estimator which assigns the same weight to a population 
unit whenever it is selected in the sample. Note also that when TT y^,
A
T reduces to a constant and thus has zero variance. This provides a rationale HT
for setting it proportional to some known auxiliary variable x which is believed 
to be approximately proportional to y^. A more theoretical justification for 
such a sampling plan is given later in the section.
Godambe (1965) defined tk for any arbitrary sampling plan p as
sli P(S) i=l, , N (4.4.8)
where the summation is over all samples which contain the unit i at least once.
Similarly tl ^  is defined as
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^ij = sii,j P(S) ' i  ^3/ i,j=l/ •**/ N.
For any sampling plan p, the following relations hold for these 7T^
(i) ,i h  = e{n(s)} I
1=1 :
(ii) 7T^_. = TT_^ E (n(s) - 1 ) , !
(4.4.9)
and TT. . :ID
(4.4.10)
where n(s) denotes the number of distinct units in the sample s. To show 
(4.4.10), consider the indicator variables I
E (I .) = £. I . p(s) + £. IS,1 S 31 S,1 S^l S,1
/S,1 
p(s)
V (4.4.11)
since I . = 0 for i not in s.s, i
.£ it. = .£ E (I .)1=1 1 1=1 S ,1
E ( £ I ) 1=1 s,i
Consequently,
E (n (s) ) , (4.4.12)
by the definition of I .. Also, for i 4 j,s , i
E (I . I .) = Pr (i£ s and j£s) = tt . s,i s,3 ID (4.4.13)
and
E(Is i 1s i)= E(I3i Xs i^si=1) • "i + E(Is i *s i h s i=0> • • (4-4.14)O / -L O / J *D / J O  / X  X. 0 / X . 0 / J  O  / X  X-
Since the second term in (4.4.14) is zero, then by (4.4.13),
.*.TT. . = .£. E (I . 1 = 1 ) .  TT.Dfi id Dji s ,d > s ,i i
TT. • E { .£. (I . 1  . = 1) }l D f1 s ,d I s ,i
(4.4.15)
In the summation term, I . is summed from j=l, ***, N with j=fi where the units / D
i is already in the sample. Hence this sum gives the number of distinct units 
in the sample (not counting unit i), which is equal to n(s)-l. Substituting 
this into (4.4.15) gives (ii) in (4.4.10).
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Note that because of (4.4.10), once the TT^ 's are specified for the 
population units, the expected number of distinct units in the sample is 
automatically fixed for that sample design. In cases where n(s) is a fixed 
constant for all s £ S, (4.4.10) is the same as in (4.4.7).
With this general definition of IT. and TT. . in (4.4.8) and (4.4.9), Godambe
1 ID
(1965) extended the use of the H-T estimator (4.4.6) for arbitrary sample 
designs with tk >o , i=l, ••*, N. In this case, " then sums over only
distinct units in the sample s. Subsequent discussions in this study will 
consider this general form of the H-T estimator, and not just restricted to 
without replacement sample designs as in Horvitz and Thompson (1952). In 
relation to with and without replacement sampling, Godambe (1965) commented 
that "the often used Horvitz-Thompson estimator continues to be unbiased and 
have the same variance regardless of the fact whether the sampling is done with 
or without replacement as long as the inclusion probabilities (7T^  and TT^ _.) 
have assigned values". (Here, Godambe referred to the p-unbiasedness and the 
sample variance of the estimator.) It should be noted that in practice, it 
is difficult to assign the same set of TT^  and 7T^_. to both with and without 
replacement sample designs. The purpose of pointing out Godambe's remark here 
is that it is a useful theoretical property of the H-T estimator.
4.4.3 The Optimal Expected Variance of a p-unbiased Estimator.
Godambe and Joshi (1965) proved a useful theorem for the class of p-unbiased 
estimators. They adopted a Bayesian approach and regarded the y^'s are 
realized values of independent random variables Y^'s which have a prior 
distribution As already pointed out in Chapter 3, the Bayesian approach
assumes an additional layer of probability structure for the unknown parameters 
of the distribution whereas the superpopulation approach regards these 
parameters as fixed. Except for this difference, the Bayesian and the 
superpopulation approach are equivalent in the sense that both regard the 
finite population at hand as a sample from an infinite population. Hence 
Godambe and Joshi1s theorem (and the proof) may be expressed in terms of a 
suDerooDulation model as follows.
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Theorem 1 . For any superpopulation model £ such that 
(i) Yj, •••, Y are independent,
(ii) (YJ =
(iii) Var^ (Y±)
4 .
i /
(4.4.16)
for i=l, ••*, N; and for any sample design d = (S, p) in which the inclusion
probabilities 7T^  (4.4.8) are all non-zero (this will be called condition A),
/\then the following inequality holds for every p-unbiased estimator T,
Er Var (T, p) > .£
K —  i - l
N
Z a 2i=l i (4.4.17)
Proof. Under the superpopulation approach, the proof by Godambe and Joshi
/\is as follows. Consider any estimator T which may be written in the form
A A A AT = T + (T - T )HT V HT
= T + h (s, Y), (4.4.18)Ml
where h (s, Y) is a function of the sample s and the YVs, its. Under the
/Nmodel £ (4.4.16), the ^-variance of T for any given sample s is
Var^ (T) = Var^ (THT) + Var^ {h(s,y)} + 2Co v ^{Tht, h (s, Y)}. (4.4.19)
Taking expectation of (4.4.19) over all possible samples gives
E Var £- (T) = E Var^ (T^) + E Var^{h(s, Y)} + 2 E Cov^ (t ^ ,  h (s, Y)}. (4.4.20)
The rest of the proof is divided into three steps.
(1) Consider the last term in (4.4.19),
Cov5 lVr' h (s' Y)} = Er[{ tlT " e5 (*ht> }th (s' Y) ■ E5 (h(s,Y))}] (4.4.21)
Under the model £, Er (T ) and Er {h (s, Y)} are constants for a given sampleS HT t,
s, hence (4.4.21) may be written as
Ec (S, Y)} - (Tht:
Ee Er (Tht)) h (S,
E~ { ( X Yi Mi—  - X  —  ) hS res IT. 1£S IT.i i
X Ec { (Yi -pi— ---- ) h (s, Y)}lC Si £ TT 1
N
T, E_  ^1 Yi * Pi. (— --- -) h (£ S,1 TT.
(4.4.22)
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where I . is the indicator variable defined in (4.4.3). Taking expectation s # 1
of (4.4.22) over all possible samples for any sample design that satisfies 
condition A gives
E Cov5 { Tht, h (s, Y)} = J s P(S) E5 ( IS(. ( ^ - i )  h (s, Y) } . (4.4.23)
The summation for s £ S may be split into two parts, one sums over those s £ S 
which contain the unit i and the other sums over those s £ S which do not
contain the unit i. The latter sum is zero since I . =o for i not in s.s,i
Hence (4.4.23) becomes
E Cov^{ Tht/ h (s,Y) } = i£ i s|± P (s) {(Yi Wi) h (s, Y) }
N Y.-p.
.£ Er {(--^ — -) } E. p (s) h (s, Y)}. (4.4.24)i=i t, s 3i
Now, when ^ is p-unbiased for T,
E ( T )  + E (h (s, Y)) = T,n 1 (4.4.25)
due to (4.4.18). Since T is also p-unbiasedfor T, (4.4.25) becomesHT
E (h (s, Y)) = o
“ > S^s P(s) h (s, Y) = o
=> s»i p(s) h (s' Y) = ~si i p(s) h (s' Y* *
Hence (4.4.24) becomes
Y i - U i.
E Covg {th t ' h (s' Y)} = i&,h p(s) h (s, Y)} (4.4.26)
Since the Y^'s are independent random variables under the model £,, the terms 
(Y. - y.)/TT. and E. p(s) h(s, Y) are also independent, and the expectation 
(under the model) of the product of these two terms may be taken separately.
Then, noting that,V\
Ec (~ >  = °
gives
E Co v J t _, h (s, Y)} t, Hi = O (4.4.27)
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(2) Substituting (4.4.27) into (4.4.20) gives
E Var^ (T) = E Var^ (T^) + E Var^ {h (s, Y)} 
> E Var^ (THT).
Under the model £ (4.4.16),
E Var^ (iHT) = E Var (,gs ^
0.2 1
= E . Z —~2"lES IT.1
N O . 2
= E .Z I . • - ~ -1=1 S, 1 7Ti2
(4.4.28)
1=1 7T,
since E (I .) = 7T.. Hence s, 1 1 „N Ö.2
E Varr (T) > .Z
t, i=X TT
(4.4.29)
(3) For every p-unbiased estimator T, the expected variance of the strategy 
($, p) under the model £ for any sampling plan which satisfies condition A, is 
E^ Var (T, p) = E^ {e (T2) - T2} (4.4.30)
9
and
E^ E (T2) = E E^ (T2)
= E Var^ (T) + E (E^(T)}2 
= E Var^ (T) + Var {E^ (T)} + {e E^ (T)}2
(4.4.31)
due to the p-unbiasedness of T. Substituting (4.4.31) into (4.4.30) g.ves
E Var^ (T) + Var (e ^(T)} + (e  ^ (T)}2
E^ Var (T, p) = E Var^ (T) + Var (e ^(T)} - Var^ (T).
Under the model £ (4.4.16),
N
Varr (T) = . Z Varr (Y.) 9 1=i g i . Z o . ‘i=i l
Then by (4.4.29), (4.4.32) and (4.4.33), one obtains
Er Var (T, p) > .Z g —  i=i . Z o  . di=i l
(4.4.32)
(4.4.33)
(4.4.34)
and this completes the proof. The right-hand side of (4.4.34) will be referred 
to as the optimal expected variance for p-unbiased estimators under the model £ 
for a sample design (S, p) with all non-zero t k 's .
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4.4.4 Optimality of the H-T Estimator in Fixed Size Sample Designs
Godambe and Joshi (1965) defined a fixed size sample design as follows.
Let n(s) be the number of distinct units in a sample s; a sample design d=(S, p) 
is of fixed size n* if
p(s) >° only if n(s) = n* , (4.4.35)
and the sampling plan p is called a fixed size sampling plan. According to 
Godambe and Joshi, a justification for adopting a fixed size sample design for 
the H-T estimator is that for a given fixed size sample design d which satisfies 
condition A, it is not possible to construct a varying size sample design d' 
with the same inclusion probabilities TT^  such that the sample variance of
AT for d is less than or equal to that for d for all y £ £2. (Other discussions HT ~
in favour of fixed size sample designs can be found in Hanurav (1962) and 
Godambe and Thompson (1973).) Godambe and Joshi then established a theorem 
for the optimality of the H-T estimator under a prior distribution E,. Under 
the context of the superpopulation approach, this result may be stated as 
follows.
Theorem 2. For any fixed size (=n) sample design (S, p) which satisfies 
condition A and for any superpopulation model defined in (4.4.16) and in 
addition,
n j=l ' i=l, , N (4.4.36)
(i.e. p/* TT^ ) , then
EsVar <Tht , p ) < Var (T, p) (4.4.37)
for any p-unbiased estimator T.
Proof. For any superpopulation model £ (4.4.16) with p. given by (4.4.36)
A i^Es (t h t } “ ies IT . 1
N
= ils 4-n .£ p.). (4.4.38)3 = 1 3
For fixed size (=n) sample designs, there are n distinct units in the sample s.
Hence (4.4.38) becomes 
N
E 5(5ht> = iS, Mi = E§ (T> , (4.4.39)
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i.e. T is ^-unbiased for T, and since Er(T) is a constant for all s £ S,HT c,
Var ( (ThT)} is zero. Then by (4.4.32), the expected variance of Tht under 
this model is equal to the optimal expected variance and by Theorem 1, the 
inequality (4.4.37) follows. This completes the proof for Theorem 2.
Note that in (4.4.32), the term Var {e  ^ (T)} vanishes whenever T is 
^-unbiased for T. From (4.4.39), this ^-unbiasedness implies that, for the 
H-T estimator,
N
i£s it. ~ i=i (4.4.40)
1 /
and (4.3.36) is simply a condition on the model (4.4.16) to make it satisfy 
(4.4.40). In this respect, Theorem 2 may be re-stated in the following form.
Theorem 2a. For any fixed size (=n) sample design (S, p) which satisfies
Acondition A, and for any superpopulation model (4.4.16) under which T isHT
^-unbiased, then
E^ Var (Tht, p) < E^ Var (T, p) 
for any p-unbiased estimator.
4.4.5 The Form of the p-unbiased Estimator which Attains the Optimal 
Expected Variance
/s
Let T denote the p-unbiased estimator which attains the optimal expected 
variance under the model (4.4.16) for a certain sample design. A point which 
was not mentioned by Godambe and Joshi (1965) is that in general, it is 
difficult to obtain the estimator T. This is evident from the following 
theorem (which is due to the author).
Theorem 3. For any superpopulation model £ (4.4.16) and any sample design
A
(S, p) which satisfies condition A, a p-unbiased estimator T attains the 
optimal expected variance if and only if
T =  tht + h (s) (4.4.41)
where
.£ \i. - Er (T )i=l Ki £ HTh (s)
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P r o o f . Un der  t h e  m od el  £ a n d  an y  s a m p l e  d e s i g n  w h ic h  s a t i s f i e s  c o n d i t i o n  A, 
t h e  o p t i m a l  e x p e c t e d  v a r i a n c e  f o r  p - u n b i a s e d  e s t i m a t o r s  ( t h e  r i g h t - h a n d  s i d e  
o f  ( 4 . 4 . 3 4 ) )  i s
E V a r ^  (Th t ) -  V a r^  (T) ( 4 . 4 . 4 2 )
As i n  ( 4 . 4 . 1 8 ) ,  an y  p - u n b i a s e d  e s t i m a t o r  T may b e  w r i t t e n  a s
T = T + h  ( s ,  Y) ( 4 . 4 . 4 3 )
H i  ,
ä
a n d  f r o m  ( 4 . 4 . 3 2 )  a n d  ( 4 . 4 . 2 8 ) ,  t h e  e x p e c t e d  v a r i a n c e  o f  T u n d e r  t h e  m ode l  £ i s
Er Var  (T,  p) =E V a r r (T ) + E V a r J h ( s ,  Y )} + Var  ( E r ( T ) l -  V a r r  (T) . ( 4 . 4 . 4 4 )
S S» HT c, t, t,
Now, s u p p o s e  T a t t a i n s  t h e  o p t i m a l  e x p e c t e d  v a r i a n c e ,  t h e  f o l l o w i n g  shows t h a t
ä
T i s  g i v e n  by  ( 4 . 4 . 4 1 )  .
A c o m p a r i s o n  o f  ( 4 . 4 . 4 2 )  an d  ( 4 . 4 . 4 4 )  shows t h a t  i f  T a t t a i n s  t h e  o p t i m a l  
e x p e c t e d  v a r i a n c e ,  t h e n
( i )  E V a r^  (h ( s ,  Y ) ) = o 
=> V a r ^ ( h  ( s ,  Y ) ) = o
=> h ( s ,  Y) = h ( s ) ,  s  e S,  p ( s ) >o , ( 4 . 4 . 4 5 )
w h e r e  h ( s )  i s  a  f u n c t i o n  o f  t h e  s a m p l e  s a n d  d o e s  n o t  d e p e n d  on t h e  Y V s .  B u t  
Ä
b e c a u s e  T i s  p - u n b i a s e d ,  a  c o n d i t i o n  on h ( s )  i s  t h a t
E{ h ( s )  } = o ,  ( 4 . 4 . 4 6 )
A
s i n c e  Tht  i s  p - u n b i a s e d .
( i i )  Var  ( E ^ ( T ) } = o 
=> (T) = c ,
w h e r e  c i s  a  c o n s t a n t  w h i c h  d o e s  n o t  d e p e n d  on s .
( 4 . 4 . 4 7 )
/\
From ( 4 . 4 . 4 5 )  a n d  ( 4 . 4 . 4 7 ) ,  t h e  e x p e c t e d  v a l u e  o f  T u n d e r  t h e  model  i s
c ,  ( 4 . 4 . 4 8 )
an d  t a k i n g  e x p e c t a t i o n s  o f  ( 4 . 4 . 4 8 )  o v e r  a l l  p o s s i b l e  s a m p l e s  g i v e s
Ee <THT> + h (s )
E (h (S) } = c  -  E E j  (Th t )
A
= c -  E r  E (T ) £ ' Hr
N
-  . t n .
1=1 H1= c ( 4 . 4 . 4 9 )
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From (4.4.46) and (4.4.49), 
N
£ y i=i
Substituting this into (4.4.48) gives
(4.4.50)
h (s) .£ y . - Er (t )1=1 1 £ HT
which is the same as in (4.4.41). This shows that if a p-unbiased estimator
äT attains the optimal expected variance, it is of the form (4.4.41).
To complete the proof, one has to show that if a p-unbiased estimator T
is of the form (4.4.41), it will attain the optimal expected variance under
äthe model. The expected variance of T is given by (4.4.44) with h (s, Y) =
h (s), where h (s) is defined in (4.4.41). Since Er (T ) is a constant unders> HT
the model £, h(s) is also a constant. It then follows that Var^ { h (s)} is 
zero. Also, from (4.4.41), 
e 5 <T) e5
A(T ) v HT' + E^ (
Er
A(T ) v HT'
N
+ . ££ 1=1
N
& •H3- 9 (4.4.51)
which is a constant for all s e S with p(s) >o, hence Var { E^(T)} becomes zero.
Consequently, the second and third terms in the right-hand side of (4.4.44)
ävanish and the expected variance of T is then the optimal expected variance 
(4.4.42). This completes the proof for Theorem 3.
It is evident from Theorem 3 that in general, T is difficult (if not
impossible) to obtain since the y^'s are unknown parameters in the model
However, a useful result occurs when T is ^-unbiased for T, which makes h (s)HT
A A
in (4.4.41) equal zero for all s e S, and hence T = T . This result isHT
A
stated in Theorem 2a. Theorem 3 also shows that in this case, T is theHT
only p-unbiased estimator which attains the optimal expected variance under 
the model, another point not mentioned explicitly by Godambe and Joshi (1965).
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Furthermore, from Theorem 3, if T attains the optimal expected variance,HT
/\h (s) in (4.4.41) must be zero, which implies that T is ^-unbiased for T.HT
/NHence a corollary from Theorem 3 is that T attains the optimal expectedHT
variance if and only if T is ^-unbiased for T under the model.HI
In the next chapter, a certain ratio estimator will be discussed which 
asymptotically attains the optimal expected variance under a common type of 
superpopulation models.
4.4.6 Optimal Choice of TT_^ in Fixed Size Sample Designs.
äThe optimal expected variance for the p-unbiased estimator T can be 
minimized by an appropriate choice of 7i\ among fixed size sample designs. 
Hereafter, a sample design (or sampling plan) which minimizes the optimal 
expected variance will be called an optimal design (or optimal sampling plan) 
Among fixed size (=n) sample designs, the TP's are subject to the condition
i£, TT^  = n (4.4.52)
To minimize the optimal expected variance (the right-hand side of (4.4.34))
under the condition (4.4.52), one may define the function to be minimized as 
N , N
f = .1 (— ---1) Q.2 + A (.£ tt. - n)1=1 TT. 1 1=1 1
1 9
where A is the Lagrangian multiplier. Noting that
(4.4.53)
3f
9tt + A , i=l, N,
and equating this to zero gives 
°i"i v f
Due to (4.4.52),
.E TT. — n—  . E g . — n1=1 1 V A  1=1 1
1 N=> /X~= — . ^  o .n 1=1 i
9
and this gives the optimal tt_^ as
_ n G.j
j£l °3
(4.4.54)
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(i.e. TT a ö^) which minimizes the optimal expected variance under the model
(4.4.16). The sampling plan with TT^  defined by (4.4.54) will be denoted by
TT pO (7T^  proportional to O^) . Note that because the TT. 1 s cannot exceed one,
the optimal TT_^ given in (4.4.54) is possible only if 
N
n a. < . E g . , i=l, ••*, N. (4.4.55)i —  D= l D
This in turn imposes a limit on the sample size n.
*To summarize the above result, given the p-unbiased estimator T which 
attains the optimal expected variance, the most efficient (in terms of expected 
variance) fixed size sample design is one where the tk a 0 ^ for all i=l, ***, N, 
subject to condition (4.4.55). That is, under the model £ (4.4.16) and for any
Ap-unbiased estimator T and any fixed size sampling plan p that satisfies 
condition A,
Var (T, TT p O) £  Var (T, p) (4.4.56)
In the case of the H-T estimator, if the superpopulation model is such
A
that the y V s  are proportional to the TT^'s (hence T is ^-unbiased under the
A
model), then by Theorem 2, T has the optimal expected variance. If, inHT
Aaddition, the G.'s in the model are proportional to the p.'s, then T will 1 1 HI
have a minimum expected variance among fixed size sample designs and p-unbiased 
estimators when TL is set proportional to for all i=l, *•*, N. This was 
pointed out by Godambe and Joshi (1965).
4.4.7 A Law of Large Numbers under Certain Superpopulation Models
Godambe (1969b) formulated a law of large numbers for finite population 
sampling under a prior distribution £ of the random variables Y 1# ***, Y^.
As in Theorems 1 and 2, this law may be stated under the context of a super­
population model as follows.
Theorem 4 For any fixed size (=n) sample design d=(S, p) which satisfies 
condition A and for any superpopulation model £(4.4.16) in which the a^2's are 
all finite and
hi = CTTi , i=l, •••, N (4.4.57)
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where c is a constant and the TT^ 's are fixed under the design d, then as n,
N approach infinity subject to the condition
o <7T . < —  < TT <1 (4.4.58)mxn —  N —  max
9
where TT . , TT are the minimum and the maximum of kt. (i=l, ***, N) respect-min max l
ively (TT . = TT = 7 7  when all the TT.'s are equal), the following holds for2 min max N l
any co> 0 ,
A
Pr^{|yHT - y I < u I d} -*• 1 (4.4.59)
jz. * . 'where (i) yHT = THT / N,
(ii) y = T/N, the population mean of yx, •••, y^.
(iii) Pr^ (*|d) is the marginal probability under the model %, and 
the sample design d.
Proof. Given the design d and any finite population, the Chebychev's 
Inequality gives
A
e { (7ht -Y) 21d ^}Pr (| yum - y I < U)|d, y) > 1 -HT (4.4.60)
for any co>°, and y = (yj, y ) is the vector of all y-values in the
population. Since the estimator y is p-unbiased for y> the last term inHT
(4.4.60) is simply Var (y d, y)/or, where Var (•) is the sampling variance
/N
of y . Under the superpopulation model £ (4.4.16), the y-values are regarded HT
as realizations of random variables which are assumed to have a joint probability
distribution £. Integrating both sides of (4.4.60) with respect to £ gives
/^Pr (|y ht - y I < w I d, y) d £ l 1 ~ •/’cVar (yHT' d/ (4.4.61)
The left-hand side of (4.4.61) is the marginal distribution of y - y underH 1
the model £ and the design d, and (4.4.61) m^y be re-written asEr Var (yht ld)
Pr  ^ ( |yHT " ^ I < w I d)l 1 " -------^ ------ (4.4.62)
where e Var (y | d) is the expected variance of y under the model £ f HT H 1
and the design d.
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Under fixed size (=n) sample designs. TT,+ ••• + IT = n, which implies that1 N
the constant c is 
N
c = - .£ y. .n i=l i
Hence (4.4.57) is equivalent to (4.4.36) in Theorem 2. By this theorem, the
estimator T attains the optimal expected variance under the model £ and the HT
last term in (4.4.62) becomes 
1 E>- Var (y (jO £ v nT
1
N G  . 2
( . 1  - p -1 = 1  TT.
1
N
y nNZU)Z 1 = 1
1
NZ0dZ
N
. £  o.2 ( l  -
i = i  i
TT. ) /TT. 
1  1
.  N  OJL ( i  —  ^ m i n ) = B, say,—  TT . NZ MZ (4.4.63)min
where 0 2 is the maximum of Ö,2, G 2 Since G 2 is finite, B -»• o asmax 1 N max
N7Tmin <X>/ means that N -*■ 00, since TT is fixed by the design d. Hence
Pr^ (l yHT " Y I < ^ I d) ^ 1 as N
Note that the sample size 
N
n = .1 TT. > NTT . (4.4.64)i=l l —  min ,
and so n also approaches 00 as NTT . 00. But
N
n = . £ 7T. < N TT (4.4.65)i=l i —  max /
then from (4.4.64) and (4.4.65), when N TT . -* °° , n also approaches 00 underm m
the condition
O <TT . < - < TT < 1min —  N —  max ,
with TT = TT = ^ when all TT. 's are equal. This completes the proof for max N i
Theorem 4.
In this study, the type of convergence in probability in (4.4.60) will be 
referred to as convergence in ^-probability under a model £ and a sample design 
d. The meaning of this convergence is as follows. The values yx, •••,yN are
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assumed to have been drawn from a superpopulation under a probability distri-
Abution £, and then a value of y (which is a function of some units selectedHT
from the finite population by a sample design d) is observed. Under this two-
stage randomization, the marginal probability that the interval (y -HI
y + t)) , for any o)>°, will cover the population mean y converges to one as HT
n -+ 00 under the condition (4.4.58) .
/sNote that for the p-unbiased estimator T which attains the optimal expected 
variance under the model £ (4.4.16) that does not necessarily satisfy (4.4.57), 
the term
~ 2 Er Var (T/N J  d) < B 0 as N + » (4.4.66)
W  9 —
as shown in the previous proof, with B defined in (4.4.63). Hence Godambe's
law of large numbers may be generalized to the following theorem concerning the
äconvergence in £-probability of T/N to y.
A
Theorem 5 . For the p-unbiased estimator T which attains the optimal expected 
variance under the general model £(4.4.16) and under any fixed size (~n) 
sample design d which satisfies condition A,
Pr^ (|T/N - y |<0) I d) + 1 (4.4.67)
for any co>° , as n, N -+ 00 under the condition (4.4.58) .
The proof of this theorem is logically the same as that for Theorem 4, by 
first applying the Chebychev's Inequality and noting the convergence to zero 
in (4.4.66). The condition (4.4.58) on the sample size n follows from (4.4.64) 
and (4.4.65) .
4.5 Some Comments on the £-BLUE and T.
The discussion so far has described two main classes of estimators, the 
£- unbiased and the p-unbiased estimators. Under a linear model, the £-BLUE 
(T*) is uniquely optimal among ^-unbiased estimators for any sampling plan
A
and it can be obtained by using (4.3.14). The optimal strategy is (T*, p^) 
where p selects the sample s with probability one (see §4.3.4). In the
I
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class of p-unbiased estimators, Godambe and Joshi (1965) derived an optimal
expected variance for p-unbiased estimators under a general model (4.4.16).
/\
The estimator T which attains this expected variance is then optimal among 
p-unbiased estimators for any sampling plan that satisfies condition A. This
provides a rule for judging the optimality of an estimator but the estimator
äT may be difficult to obtain, as discussed in §4.4.5. Under the model (4.4.16)
Ä Aand in cases where T is known, the strategy (T, TTpO) is optimal among p-unbiased 
estimators and fixed size sampling plans that satisfy condition A.
Ä  /sWhen T is known and when T* (the £-BLUE) is also applicable, the question
of which one to use arises. Generally, these two estimators are not the same,
äand often the £j-BLUE is not p-unbiased. Note also that the optimality of T
holds only among p-unbiased estimators. To elaborate further on this point,
under any fixed size sampling plan p which satisfies condition A, the qptimal
expected variance for p-unbiased estimators under the model (4.4.16) is bounded
(see (4.4.63)) if Q 2 is finite. Then from results for linear models (§4.3.2),max
E^ MSE (T*, p) < E^MSE (T, p) (4.5.1)
with strict equality unless T = T*. Hence T*, which is not necessarily
äp-unbiased, is more efficient than T. Note also that from (4.4.66) and (4.5.1),
A Ä AE^ MSE (T*/N,p) < E^MSE (T/typ) = E^ Var (T/Hp) -* 0 as N +
Then by using Chebychev's Inequality, one obtains, for any fixed size (=n) 
sample design d = (S, p),
Pr^ (I T*/n - y I < oj I d) 1
/\
as n, N -*■ 00 subject to condition (4.4.58). Hence when T/N converges in
/s^-probability to y, so will T*/N.
AOn the other hand, T* does not necessarily have the minimum expected MSE
for any strategy. Thus among non-purposive sampling plans, there may be a
/\strategy (T, p') such that
E^ MSE (T*, p) > E^ MSE (T, p')
for p' ]= p. An example of this kind can be found in the next chapter.
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/s ÄBefore deciding whether to use T* or T, it is worthwhile to note some 
weaknesses and limitations of these two estimators.
(1) . The £-BLUE T*.
(i) It is applicable only if the underlying model is believed to be linear
(ii) Because its derivation is totally dependent on the assumed model, it 
is highly sensitive to flaws in the model.
(iii) It is not p-unbiased for every fixed size sampling plan.
(iv) It does not necessarily have the minimum expected MSE for any strategy
ä(2) . The estimator T.
(i) Unlike the £-BLUE, it may be difficult to obtain T for any given 
sampling plan.
(ii) Under a linear model, it is less efficient than the £-BLUE for 
any given sampling plan.
The decision on which estimator to choose then depends on the underlying 
model and on different survey situations. In some cases where p-unbiasedness 
is not required and the model is linear, the £-BLUE is appropriate. In other
/ v
cases where p-unbiasedness or a more robust estimator is required, T is 
appropriate. (Further discussion on robust estimation is given in the next 
chapter.) Note also that when choosing a strategy, not only the estimator, 
but also the sampling plan must be considered.
4.6 Summary
This chapter begins with a brief description of some basic properties of 
sampling strategies under the superpopulation approach. A criterion for 
optimality of strategies, namely the expected MSE, is adopted. Under this 
criterion, the £-BLUE is optimal among ^-unbiased estimators (or estimators 
with a bounded expected MSE) for linear models. This is true for any sample 
and any sampling plan. However, the optimal sampling plan for the £j-BLUE
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is a purposive one and in practice, a non-purposive sampling plan is often 
preferred. This leads to the consideration of p-unbiased estimators.
The optimal expected variance for this class of estimators is considered
/s
and the optimal fixed size sampling plan for the p-unbiased estimator (T) 
which attains this expected variance is one in which tt^  a Cb for all i=l,***, N. 
The optimality of the Horvitz-Thompson estimator is also discussed. Godambe's 
(1969b) law of large numbers is considered and a more general result is given
£ A
in terms of the estimator T. Finally, a comparison of the £-BLUE and T is 
given as a guide-line for deciding which estimator to use under different 
survey situations.
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5. INFERENCE UNDER THE MODEL £ { 60 , 61 : G ±2 }
5.1 Introduction
The linear model £ {6Q/ 6 1 : G^2} has attracted the attention of many 
investigators because of its frequent application to empirical data. A large 
number of papers relating to this model have been published since the early 
works by Fairfield Smith (1938) and Jessen (1942). In this chapter, some 
commonly used estimators and sampling plans appropriate to this model are 
discussed. Robust estimation techniques are also investigated, which safe­
guard the optimal properties of these estimators against certain departures 
from the assumed model. The notation introduced in the previous chapter will 
be used here without further explanation.
5.2 The Model £ (6n, 6, : Q2 x.2^}____________ o____1________ i_
5.2.1 General Description
This model with variance function G^2 = o2 x_^ 2^ (where G2is a constant) 
is of special interest because of its realistic nature in describing hetero-
skedastic data. Under this model, the random variables Y., •••, Y„ are in-
1 N
dependent, and for i=l, •••, N,
= ^0 ^ 0+ $1 + £j_
where (i) (£^) = o,
(ii) (£i £ ) = o, i =)= j,
(iii) Var^ (Yi) = E^ (e^) = O ^  = G2 x ^ zV
(iv) The values x , , •••, x are known prior to the survey.
* N
(5.2.1)
It is evident that in this model, the parameter y characterizes the degree of 
heteroskedasticity in the data. For instance, y=o means that the variance of 
Y^ under the model is independent of i.e. the data is homoskedastic.
Empirical studies by Fairfield Smith (1938), Jessen (1942) and Mahalanobis 
(1944) on heteroskedastic data have suggested that y generally lies between 0.5
and 1.
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The parameters 3Q, 3j, O2 and y (which are assumed to be fixed) are 
unknown and must be estimated. However, it is important to note that the 
objective of this study is to estimate the population total T and not the 
parameters in the model. As remarked by Royall and Herson (1973a),
"It will be especially important to keep the objective in mind when 
optimal sampling plan are sought, since the plan which is best for 
estimating T under a particular model is not generally the best for esti­
mating parameters of the model."
When 02 and y are known, 30 and 3X can be estimated by weighted least 
square method. In cases where 0 and y are unknown, the method of Maximum Like­
lihood is often used and distributional assumption on the Y V s  is necessary, 
which depends on the sampler's prior knowledge about the 's. Brewer (1963) 
has illustrated how these parameters may be estimated when these Y V s  are 
assumed to be normally (and independently) distributed with means and variances 
as shown in (5.2.1). The estimation procedure for other distributional 
assumptions is similar.
5.2.2 Optimal Sampling Plan for T under £ (o, 1: 02 x .2Y}.________________  HT____________________ ______
As already discussed in the previous chapter, Godambe and Joshi (1965)
Ahave shown that the strategy (T , TTpx) , where TTpcc is a sampling plan with
x ^ for all i=l, ••*, N, has minimum expected variance among p-unbiased
estimators and fixed size sampling plans (with all non-zero 7i\) under the
model £ {o, 1 : 02 x / 2} ,  i.e.y = 1. A further question is, what is the optimal
sampling plan (in terms of minimizing the expected variance) far the H-T
estimator T under the more general model o, 1 : o2 x  , 2^ }  where o <_ y _< 1.
To investigate this, some results from Chapter 4 are needed. From §4.4.5,
the estimator T attains the optimal expected variance (defined in §4.4.3) if HT
and only if T is ^-unbiased for T under the model. Hence the optimal sampling HT
plan for T under the model {o, 1 : 02 x . 2^ }  must be one which minimizes HT i
/\the optimal expected variance and at the same time T must be ^-unbiased for T.
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From §4.4.6, among fixed size (=n) sampling plans with all non-zero 7T^ , the
optimal expected variance under the model £ (o, 1 : 02 x^2Y} is minimized
Ywhen TT. oc x. , i.e.i l
TP C X ±
where c
Y , i=l/
j£i "3
N,
(5.2.2)
YThis is referred to as a TTpa: sampling plan. For this sampling plan, the
expected value of T under the model isHT
(t h t > = i i  EII . (1
= z
e, x.
s c x.yi
_ 3X
C E ;s
i-Y
(5.2.3)
where "E" means summation over all distinct units i t s .  It then follows s
’ to be ^-unbiasedHI
N1 v i _Y— L X .  ' = . zC S I i=i
-  Z x.1~Y n s i
N
= hi ) / (iJ i xl) (5.2.4)
Hence the optimal sampling plan for T under the model £ {o, 1 : 02 x.2^ }HT A.
Yis a TTpa; sampling plan which generates samples that satisfy (5.2.4). This 
result was first given by T.J. Rao (1971). Note that Rao stated this result 
for any sampling plan in which the expected number of distinct units in the 
sample is a constant. Here only fixed size sampling plans are considered since 
they are more efficient than varying size sampling plans for the H-T estimator. 
(See §4.4.4, Chapter 4.)
Under the t\Px Y sampling plan, the sampling expectation of the left-hand
: of (5.2.4) is 
E (—  Z x. 1_T)
N
e (. z i . x. 1- ;^n s l n 1=1 S,1 1
1 N„ 1= -
n ill E (Is,i) x i (5.2.5)
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where I . is the indicator variable defined in Chapter 4. Since E (I .)S, 1 s,1
is 7T^ , substituting E (Ig J in (5.2.5) by TT^  in (5.2.2) gives
1E (i l X  1 =  -  n s i n
N
i=i C X. 1
_ 1_ 
n
N
i=i
C X. 1
= (£ x.) / (.£ x.^)i=i i i=i i ,
which is the same as the right-hand side of (5.2.4). This shows that the TTpx 
sampling plan generates samples which, on the average over all possible samples, 
satisfy the condition (5.2.4). However, not all samples generated by this 
sampling plan will satisfy (5.2.4). One method is to restrict the sample space 
such that it contains only samples that satisfy the required condition.
T.J. Rao (1971) has given an example (with 0.75) to illustrate that it is 
possible to construct such a sample design. This type of "restricted randomi­
zation" will be discussed in more detail in a later section on Robust 
Estimations.
YTo construct a TTpx sampling plan subject to the condition (5.2.4) may be 
a tedious process. In the next section, a more convenient estimation strategy 
is suggested which approximately attains the optimal expected variance for 
large n under the model £ {o, 1 : ct 2 } for any ct2.
5.3 The Ratio-type Estimator (T ).K
5.3.1 Introduction
Ratio estimators are commonly used when there is prior knowledge that 
is approximately proportional to some known auxiliary variable at . For 
notational convenience, letx = Xj + ••• + x^; this total is assumed to be 
known prior to the survey. The general form of a ratio estimator may be 
written as
x x (5.3.1)
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where T/^ is an estimator of the ratio
and T and x are the same type of estimators for T and x respectively. For 
example, in simple random sampling of fixed size n, the most common form of
T and x is the expansion estimator,
T
x
Z Y. s 1
Z x .s i
(5.3.3)
and (5.3.1) is simply the standard ratio estimator 
Z Y.
Ci , s iT = — ~---  xR LX.S 1
(5.3.4)
(Remember that "Z" sums over only distinct units in s.)
The properties of the standard ratio estimator (e.g. its approximate p-unbiased- 
ness, its efficiency, etc.) are well-known from standard text-books (see 
Cochran (1953), Sukhatme (1954)). In this section, the general ratio estimator 
(5.3.1) with unequal probability sampling plans will be considered. It will
A A Abe shown that when T and x are H-T estimators, T is approximately p-unbiased 
and approximately attains the optimal expected variance for p-unbiased 
estimator under the model £ {o, 1 :0 ^2) when the sample size is large. Under 
these conditions, the optimal sampling plan is TTpO and the standard ratio 
estimator with simple random sampling is simply a particular case of the 
general result.
5.3.2 The Approximate p-unbiasedness of T .R
/N  / \
It is known (see, e.g., Murthy (1967)) that when T and x are exactly
Ap-unbiased, T is approximately p-unbiased for T under certain conditions.
(This provides a convenient method for finding approximately p-unbiased ratio
A A Aestimators T ; for this reason, only those T and x which are exactly p-unbiased R
for T and x will be considered here.) The proof of this result is worth noting 
since it illustrates some useful techniques of large sample approximations 
which will be required again in later sections.
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/V AConsider the estimators T and x which are of the same form. Assume that
E (x) ^ o and define
* X - E (X)A  x = --- a ■E(x)
It then follows that
(5.3.5)
E (A x) = o (5.3.6)
Also,
E LLX)2- E E (üx) - E{(Ä)}*
= V' (X),
(5.3.7)
where V' (x) denotes the relative variance of x under repeated sampling.
/N  ISimilarly assume that E (T) f o and define
T - E„ (?)
E (T) (5.3.8)
This gives
E (At ) = o
and E (At )2 = V' (T). 
Furthermore,
(5.3.9)
„ /A A „ / (x- E (£)) (T - E (T))\E (A X A T) = E 1 — ~ .---— J SE {X) E ( T )
Cov (X, T)
" E (X) E (^ )
(5.3.10)
So far, the relations (5.3.6), (5.3.7), (5.3.9) and (5.3.10) are true regard-
A  /Nless of whether x and T are p-unbiased or not. Now, consider the case that they
are p-unbiased estimators. From (5.3.5) and (5.3.8), one may write
X = x (1 + Ax) 
and T = T (1 + At ) .
(5.3.11)
/ \
The p-bias of T for T is R /\
E (Td - T) = E (5- . X - RX)R X
AT= X E (-7C — R)X
(5.3.12)
From (5.3.11),
(1 + A T) 
R (1 + A x)
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,T E (-XT X - R) - R
R E
R E
(1 + A T) ~ (1 + A X) 
1 + Ax
A T - A X \
1 + A x J
= R E  { (A T - A x) (1 -A a; + ( A x ) 2- ( A x ) 3 + 
= R e { A t - A x + ( A x )2 - A t A ^ + A t ( A x )2 
- (A x) 3 + • • • }
Since E (A x) and E (A T) are zero, the above expression becomes
/\
TE (^ - R) = R IE (A X)2 - E (A T A X) + E (A T (A X)2)X
- E ( A x ) 3 + • • • }
= R (\) - \) + V - V + • • •)20 11 12 30
(5.3.13)
•) } (5.3.14)
where
E ( (x-x)1 (T-T)
ij i „TX T
(5.3.15)
(5.3.16)
(5.3.17)
due to (5.3.5) and (5.3.10).
Now, assume that jA x| < 1, i.e.
I ---- X |< 1 for all s £ S, (5.3.18)
which is likely to be satisfied in practice when the sample size is large.
Note also that (5.3.18) assumes that x^ o, which means that 3T, the population 
mean of the x-values, is non-zero. Under the assumption (5.3.18), the series 
in (5.3.14) is convergent. Also, Murthy (1967) pointed out that for many 
sampling schemes, \b_. (5.3.17) is of the form 0 j j  — 1, where n is the 
sample size and 0__ is a population parameter independent of n. Hence higher 
order terms in (5.3.16) are expected to be negligible for large n. Sukhatme 
(1954) remarked that when n is 30 or larger, even the leading term in (5.3.16)
is negligible compared with R. Thus for large n,
A
E (J - R) - o
X ,
A
and by (5.3.12), T is approximately p-unbiased for T. K.
(5.3.19)
From Murthy (1967), an exact expression for the p-bias of R = T /x can
be obtained by noting that
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COV (R, X) - E (j £) - E (ft) E (X) 
= T - X E (R) .
Re-arranging terms in (5.3.20) gives 
E (R - R) = (R' £>
- —  P (R, x) /var (R) Var (x)
From (5.3.12), the relative p-bias of T for T isR
E(Tr -T) X E (R - R)
E (ft - R)
(5.3.20)
(5.3.21)
(5.3.22)
/\then by (5.3.21), the absolute value of the relative p-bias of T isR
E (T - T) _______________
I ---- ------  I =|p (ft, X) I / V' (ß) V ' (X) (5.3.23)
where V' (•) denotes the relative variance under repeated sampling. Since
the absolute value of p (ß, x) is always less than or equal one, the absolute
/\value of the relative p-bias of T for T will be small if the relative variancesR
of & and x are small, which is usually satisfied for large samples.
For large n, an approximation for the p-bias of ft may be obtained by 
ignoring those terms in (5.3.15) which involve powers of (A T, A x) greater 
than 2. Thus, from (5.3.16),
E (ft - R) - R (V2Q - V n ) . (5.3.24)
Since the terms V and V. are of the order — , (5.3.24) is also of the order 20 li n
1_ 
n *
From (5.3.13), the sampling MSE of T isR
MSE (R) = E (R - R)
E {(A t - A x)(1 + A x)T i 
l2 E {(A T - A X)2 (1 - 2 A x + I 
+ ('23) (A x) 3 + • •. ) } f
- 2
2 (A x)
(5.3.25)
(5.3.26)
where
-a
k (- 1)
a + k - 1 
k (5.3.27)
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for any real number a>0 and any integer k; for k<o, (5.3.27) is bycfefinition,
zero. (See Feller (1968).) Under the assumption that |Ax | < 1, the series in
(5.3.26) is convergent. Also, as in (5.3.15), the terms involving E { (A X)^*
(A T)^} are of the order — :— y y  . Then, for large n, an approximation for
n
MSE (ft) may be obtained by ignoring terms in (5.3v26) which involve powers of 
(A x, A T) greater than 2, i.e.
MSE (ft) - R2 (e (A X)2 - 2 E (A X A T) + E (A T)2)
R “ 2 V., + V,,) (5.3.28)
which is of the order — .n
The above approximations, in which terms involving powers of (Ax, A t ) 
greater than 2 are ignored, will be referred to as second order approximations. 
Now, the sampling variance of ft is
Var (ft) = MSE (ft) - "tp-bias (ft)) 2.
With second order approximations, the term )p-bias (ft)}2 is of the order 7^-
whereas MSE (ft) is of the order — , as shown in (5.3.24) and (5.3.28). (An
similar result was given by Sukhatme (1954).) Hence the term {p-bias (ft)}2 
is small compared to MSE (ft) for large n. As a result,
Var (ft) - MSE (ft), for large n. (5.3.29)
Then from (5.3.12),
^  2 2 /\ 2E (T_ - T) = X * E (R - R)R
- X 2 Var (ft)
= Var (ft X)
= Var (Tr) ,
which means that, for large n,
MSE (TJ - Var (T_) (5.3.30)R R .
The above results showed that for large n, T is approximately p-unbiasedR
Afor T and the sampling variance of T can be approximated by its MSE. AnR
empirical study by Murthy (1967) indicated that these approximations become 
increasingly valid with increases in sample size.
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5.3.3 A Ratio-type Estimator (T *) which is "Asymptotically Optimal" ___________________________ R_______ _______________________ ____ ____
under £ (o, 1 : Q^2}
AWhen the sample size n is large, the ratio estimator T is approximatelyR
Ap-unbiased. In this section, a certain ratio estimator (T *) is suggestedR
which asymptotically attains the optimal expected variance for p-unbiased 
estimators under the model £ {o, 1 : O^2} for large n. In this sense, this 
estimator is described as asymptotically optimal among p-unbiased estimators. 
The result here is mainly due to the author.
For any sampling plan p with all non-zero TR , consider the ratio estimator 
defined as
1 V r
s
X
'HT X
HT
(5.3.31)
where T , x denote H-T estimators for T and x respectively. Under the model HT HT
£ { o, 1 : 0 .2 } for any 0 .2 , the expected MSE of T * for the sampling plan p 1 1  R
E^ MSE (Tr*, p) = E^ E (Tr* - T)
= E E^(Tr*- T)2
Note that under this model, T * is g-unbiased for T, sinceR
(5.3.32)
I1 Y
(Tr* - T) lx./
\s 7 TTi
- i£, h
ei s x
1 x.VTTi 3j x
and this holds for any sampling plan with all non-zero Tf^ . It then follows
from Chapter 4, Eq. (4.3.10) that the £-MSE of T * under this model isR
E£- (Tr* - T)2 = Var^ (Tr* - I Y.) + Var^ (| Yi)
Varr (s Yi A i£ X
v Yx - 1 Y .) + Varr (_ i) s i  t, s
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l Var s s ^ - 1 Y. TT. 1HT 1
+ I  Varf (Yi}S
TT.HT i
2 Ö . 2X v 1r-7- • 1
- 1) 2 ö i 2
2 x
+ L. a .:s 1
HT S TT,'i HT i
Substituting this into (5.3.32) gives
(5.3.33)
E, MSE (T *, p) = X2 E (jtj I — j- ) 
5 R XHT S Ui
N
+ .Z O.21=1 1
- 2 X E (-
HT
(5.3.34)
For large n and for finite (i=l, ***, N) , the sampling expectations in
(5.3.34) may be approximated as follows. Consider any fixed size (=n) sample
design in which n (= TT^ + ••• + tt^ ) is large. For such a set of TP, define 
~ 2
1 TTi 
N N Ö
and Z 2i=l i i=i TTf 
The H-T estimator for z is
2iZ —S TT.1
OZ —S TTi- (5.3.35)
which is p-unbiased. Further, as in (5.3.5), define 
2HT ~ 2
A z z
’HT
and A x
z (A s+ 1)
Xrjm -X HT
(5.3.36)
=» ^HT = X (As + 1) (5.3.37)
From (5.3.35), (5.3.36) and (5.3.37),
1
2
°i v ,2HTE (tc— T ZX SHT 1 - E (5 Z1 HT
„ ,3 (A 2 + 1)
E (A x + 1)
2 p t A a + 1 P ~  (A x + 1) 2
E { ( A s  + 1) ( 1 -  2 A x  +
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- 2
2 (A x)
-2
3 (A x) 3 + • • • ) } ( 5 . 3 .3 8 )
As b e f o r e ,  a ssu m e  t h a t  |Acc|< 1 ,  i t  t h e n  f o l l o w s  t h a t  t h e  s e r i e s  i n  ( 5 . 3 . 3 8 )
i s  c o n v e r g e n t .  S i m i l a r  t o  t h e  V__ i n  ( 5 . 3 . 1 7 ) ,  t h e  t e r m  e { (As )'*' (Ax)-*}is
o f  t h e  0 '  . /  1 “* ) w h e re  0 .  '  i s  a  f u n c t i o n  o f  z.  a n d  x. (k = 1 ,  * * *, N) b u t  l  j  n i j  k k
i n d e p e n d e n t  o f  n .  H ence t h e s e  t e rm s  ( w i th  i>°  o r  j> ° )  a r e  n e g l i g i b l e  f o r  
l a r g e  n ( s a y ,  n _> 30) •  By i g n o r i n g  t e r m s  i n  ( 5 . 3 . 3 8 )  w h ic h  i n v o l v e  p o w e rs  o f  
(A s, Ax) g r e a t e r  t h a n  2 ,  one  o b t a i n s  t h e  f o l l o w i n g  s e c o n d  o r d e r  a p p r o x i m a t i o n ,
E (tt—2" • E r r  
£ ttZ, S IT. HT 1
( e  (Az) + 1 -  2E (AaAx) -  2e (Ax ) + [ 2 j E (A35) 2}
( 5 . 3 . 3 9 )
From t h e  d e f i n i t i o n s  o f  Az an d  Ax,  E (Az) an d  E (Ax) a r e  z e r o .  The t e r m s
2 1E (As Ax) a n d  E (Ax) a r e  o f  t h e  o r d e r  — an d  a r e  n e g l i g i b l e  f o r  l a r g e  n .  Hence
( 5 . 3 . 3 9 )  becom es
E  ( ;
HT
S IT V  ) X 2
, N 0  .
1 y 1 
X 1=1 7T. ( 5 . 3 . 4 0 )
S i m i l a r l y ,  f o r  l a r g e  n ,  o n e  o b t a i n s
2
1 „ Ui  . .. i. „ _ 2
E (:
, ° ‘ 1 ?
I — } “ x i k  °i ( 5 . 3 .4 1 )
Now, f ro m  § 5 . 3 . 2 ,  T * i s  a p p r o x i m a t e l y  p - u n b i a s e d  f o r  l a r g e  n ,  and  f ro m  ( 5 . 3 . 3 0 )
I\
V ar (Tr * , p) -  MSE (Tr *, p) ( 5 . 3 .4 2 )
f o r  a n y  f i x e d  s i z e  s a m p l in g  p l a n  p  w i t h  a l l  n o n - z e r o  tt^ .  Then fro m  ( 5 . 3 . 4 0 ) ,
( 5 . 3 . 4 1 )  a n d  ( 5 . 3 . 4 2 ) ,  t h e  e x p r e s s i o n  ( 5 . 3 . 3 4 )  b ec o m e s ,  f o r  l a r g e  n ,
2N O
e5 Var (V - P> “  i £ ,  7
N O
i = l  IT.
-  2 i £ x ° i 2 + ° i 2
N
£ ö 2
i = l  i
( 5 . 3 . 4 3 )
N ote  t h a t  t h e  r i g h t - h a n d  s i d e  o f  ( 5 . 3 .4 3 )  i s  t h e  o p t i m a l  e x p e c t e d  v a r i a n c e
2
( C h a p t e r  4 ,  § 4 . 4 . 3 )  f o r  p - u n b i a s e d  e s t i m a t o r s  u n d e r  t h e  m ode l  £ { o ,  1 : CK } .
T h i s  m eans t h a t  u n d e r  t h i s  m o d e l ,  t h e  e s t i m a t o r  TR* i s  a s y m p t o t i c a l l y  o p t i m a l
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among p-unbiased estimators for any fixed size sampling plan with all non-zero 
. Furthermore, from Chapter 4, §4.4.6, the TTpG (tk « G ) sampling plan 
minimizes the optimal expected variance under £(o, 1 : o_^ 2} among fixed size 
sampling plans. These results may be summarized as follows.
Theorem 1. For large n, the estimator T^* is approximately p — unbiased, andR
under the model £{o, 1 : G_^ 2},
Var (Tr*, TTpQ)£ E^Var (T, p) (5.3.44)
/\for any p-unbiased estimator T and any fixed size sampling plan p with all 
non-zero TT. .
A point to note in passing is whether T * is the only ratio-type estimatorR
which asymptotically attains the optimal expected variance under £(o, 1 : 0^2 }.
A thorough answer to this requires further investigation. However, the problem 
becomes simpler if one considers only without replacement sampling plans and 
restricts $ and x to being p-unbiased and to a common class of linear estimators 
of the form
T Es V Y.l
A
X Es A.' xl
(5.3.45)
where JL', i=l, •••, N, are pre-assigned constants for all population units. 
Then in this class of estimators, the only p-unbiased estimator is the H-T 
estimator, as shown by Horvitz and Thompson (1952). In this case, the ratio
A A Aestimator (5.3.1) is of only one form, namely T *, where x and T are H-TR
estimators.
5.3.4 Some Special Cases of TR* under £ fc>, 1 : 0^2 }.
As mentioned in §5.2.1, a realistic variance function under this model is
(5.3.46)
YFrom (5.2.2), the optimal fixed size sampling plan is TTpx , i.e.
, i=l, •**, N. (5.3.47)
G .2 = Ö 2 X .2^  1 1
n
i N y
ji;£i x j
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Then the estimator T * becomesR
£ Y . X -Y
rn *R
s i i T
I 1_Y - X • (5.3.48)
The following shows that for certain values of Y, the strategy (T *, TTpa; )R
reduces to some familiar forms.
(i) Y = o, which means that ö_^ 2 = ö 2 for all i=l, ••*, N. From (5.3.47)/ 
the optimal tt^  is
i N
which is simple random sampling (srs). In this case, T * becomesR
£ Y.
T * = I----  .XR £ X . s 1 V
the standard ratio estimator (5.3.4). By Theorem 1, the strategy (T ', srs)R
is asymptotically optimal among p-unbiased estimators and fixed size sampling 
plans with all non-zero 7T^ . This provides a theoretical justification for this 
commonly-used strategy in situations where the y-values are approximately 
proportional to the x-values and the data is homoskedastic.
(ii) Y = which means that 0^2 = 0 2x^. The optimal sampling plan is
TTpx and
V £ Y . X . s 1 1
-»a
1 ^
Under this model, the £-BLUE is the standard ratio estimator T ' and for simpleR
random sampling, this estimator is approximately p-unbiased. Then by Theorem
A ^ A1, the strategy (T *, TTpx ) has a smaller expected variance than (T , srs)R R
for large n. This is an example which shows that a strategy which consists 
of the £-BLUE is not necessarily the most efficient strategy.
(iii) Y = 1/ which means that ö^2 = 0 2x ^2 . The optimal sampling plan is 
TTpx, i.e.
n x.
i=l, • • •, N
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then,
T * R
£  Y-/x-
which is the H-T estimator. This estimator ie exactly p-unbiased and from
A
Chapter 4, §4.4.4, the strategy (T , 7Tp£) exactly attains the optimal expectedHT
variance for p-unbiased estimators under the model £{o, 1 : G^2}. Note that 
the condition of a large n is not required here. Also, from §4.4.6, when 
G^2 = 0 2x ^ 2 , this strategy is optimal among p-unbiased estimators and any 
fixed size sampling plans with non-zero tt^ .
5.4 Robust Estimation Procedures Based on £ {o, 1 : G^2}
5.4.1 Introduction
The model E, {o, 1 : G^2} is of particular interest because of its frequent
application to real data. A question which often arises is, what will happen
if this assumed model does not fit the real data. This can occur in many
ways, e.g. the relationship between the y-values and the x-values may not
be linear. In this section, a general type of deviation from the assumed model
is considered, namely the deviation from the model E, (o, 1 : G_^ 2} (which will
be called the primary model) to a polynomial model E, {6 , 6 , ***, 6 : V.2}.0 1 J 1
Under this polynomial model, the YVs are independent random variables with
J(i) Er (Y.) = .1 6. 3- X 3 , i=l, •••, N, :
K 1  J = o  D 3 i  ;
. * n j • . : (5.4.1)where 0. = 1 if x. is present,
d  1  ;
= o otherwise;
(ii) Var^ (Yi) = Vi2 ,
for certain forms of V^2 which will be specified later. This type of 
departure from the primary model is not uncommon in practice. Often the
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sampler believes that the y-values are linearly dependent on the ^-values, 
whereas in fact they may depend on higher degree terms of x as well.
A point on terminology should be noted here. Current literature in this 
field refers to the model (5.4.1) as a polynomial model - polynomial in terms 
of x ^ . This model is also a particular case of the general linear model 
(Chapter 4, §4.3.1), linear in terms of the regression coefficients ß0 , •••, 3j- 
To avoid confusion, one should bear in mind that when describing these models, 
the term polynomial refers to the ^-values in the model whereas the term linear 
refers to the regression coefficients.
This section considers two estimators under the primary model which are 
optimal among different classes of estimators.
A
(1) The £-BLUE T0*, which is given (from Chapter 4, Eg. 4.3.14) by
T0* = Z Y. + I—  0 s i  Lx.
^  Y - x±/öi2
i /<J
& x -^  l (5.4.2)
This estimator has minimum expected MSE under the model among ^-unbiased 
estimators (or estimators with bounded expected MSE) for any given sampling 
plan.
(2) The ratio estimator T * defined in (5.3.31), which is asymptotically
x\
optimal among p-unbiased estimators for any fixed size sampling plan with all 
non-zero IT. .l
The aim of this section is to discuss robust estimation techniques to 
protect the optimality of these two estimators when the model £ {o, 1 :0 
is wrong and the polynomial model £ (60, ..., 6^ : \A2} is appropriate.
5.4.2 Robustness for the £-BLUE 
(I) The Background
Royall and Herson (197 3a) considered the model £, {o, 1 : G2
/\in which the standard ratio estimator T ' is the g-BLUE and suggested a certainK.
/\type of sample which protects the "best linear ^-unbiasedness" of T ' under the
I\
polynomial model £ <$ : v-2) whereJ 1
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J
V.2 = G 2 . £ 6. a. x . 3 (5.4.3)i 3=0 3 3 i
f
for some arbitrary constants aQ , ••*, a^. Briefly, Royall and Herson's 
result is as follows. They defined a sample s'(J) as balanced up to degree 
J if
X  <51 = y<5>S
#
. -  (j) 1where x « —s n £ x. 3S 1 for all j = 1, •* *, J . (5.4.4)
and x (j) = -N
N
.£ x.3i=i l
Similarly, the moments of the x .,l i £ s~, may be denoted by x ^ 3  ^. From the
above definition of a balanced sample,
x (3) X  ( 3 )
- Ls )
N — (j)
=  —  X n (5.4.5)
Re-arranging the terms in (5.4.5) shows that x ^  = x ^ 3  ^. Hence under a 
balanced sample,
=  (j) _ ^  (j) _ xr(j) j=l, J- (5.4.6)
(To be in line with the conventional notation, when no superscript appears, it 
is to be understood that j=l, e.g. x = x ^  ,) Royall and Herson then proved 
that under the polynomial model £ {6q, •••, 6 : V^2} where V^2 is of the
form (5.4.3), the £,-BLUE is equal to that for E, {o, 1 : ö2 x^} if a balanced 
sample is selected.
It is evident that the primary model considered by Royall aid Herson is 
a particular case of £ {o, 1 : G^2} with O^2 = G2 x^. In the following sub­
sections (II - IV), an extension of the above result is obtained to cover the 
entire class of the primary model £ {o, 1 : o^2} for any permissible O^2 and 
protect the "best linear ^-unbiasedness" of T^* under the polynomial model 
£ {6q, •••/ <$T : V.2} whereJ 1
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V.2 = a.2 .E 6- a. x . ^ 1 l i j = o  3 3 l i=l, N. (5.4.7)
These sub-sections consider a given sample s and show that if this sample 
satisfies certain conditions, then the estimator Tq* is the g-BLUE under 
the polynomial model. (Note that given a sample, the ^-BLUE is the estimator 
which has minimum £-MSE among ^-unbiased estimators.) Sub-section V discusses 
how to draw such a sample from the population. The main findings in these 
sub-sections are due to Scott, Brewer and Ho (1975).
(II) An Extension to Royall and Herson's Result
To arrive at the principal result, the following lemmas are required.
/sLemma 1. For any linear g-unbiased estimator T of T under a polynomial model 
£ (60, *•*, & j  : V^2}, the £-MSE of T depends only on V^2 and not on the 
regression coefficients (3 , •••, ß .0 u
Proof. From Chapter 4, Eq. (4.3.10), the £j-MSE of any ^-unbiased estimator
T under a polynomial model is
Er (T - T)2 *= Varr (T - £ Y.) + Varr s s s i  t, <1 V (5.4.8)
A AWhen T is linear (in terms of YVs), T - E Y. is also linear, which may s i
be written in the form
T - I Y. = H  . YS 1 s S, 1 1 , (5.4.9)
for some constants A ., s e S, it* .s,i Then (5.4.8) becomes
Er (T - T)2 = Z Varc (A . Y.) + 1 g S s S, i i g Var^ (Yi)
= E A 2 , v .2 + L V.2S S, 1 1 S 1 (5.4.10)
which is a function of V^2 and not of (3^ and this completes the proof.
A corollary of Lemma 1 is that if, for a given sample s, a linear estimator 
T is ^-unbiased for T under £ (6Q, ***' : an<^  also u^er
£ (Öq , • • • , & '  : V.2} where the two sequences  ^„ andQ j ~ ~ ~ f ~ J • V ^  J W 1 1 C 1 C U U C » - W W U f r J 0 9 * / J
A
are not necessarily the same, then the ^-MSE of T for this sample s is the
same under the two models.
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Lemma 2 . Consider any integer j, o <. j J; for any given sequence
<$n / * * * / Ö 1, , 6 , a linear ^-unbiased estimator T of T under the J
polynomial model £ {6 , ••*, 6. = 1, •••, 6 : V.2} (denote this model by £')u 3 J l
is also ^-unbiased under the polynomial model £ (o, ***, o, 6 = 1, o, ••*, o :
V^2} , i.e. (Y^) = 3^ (denote this model by £") •
Proof. The case is trivially true when the sequence 6o, ••*, 6. = 1, ••*, 6,D J
is such that 6^ = o for k ^ j, and the two models and ' are identical.
In the general case, under from (5.4.9),
Er (T - E Y. - E-Y.) = Ec ( E H . Y. - E Y.) 
c, s l s l t, s s, 1 1 s i
J k J k= E i  . (, E 6, 3 x ) - E E 6 3 x s s,i k =o k k i s k=o k Pk i
k £ 0 6 k  < §  K.i Lk - I -ik) = (5.4.11)
Asince T is linear and ^-unbiased for T; and (5.4.11) must hold for all possible 
values of the regression coefficients 3, for 6 = 1 .  This implies thatK K
E Ä . x .k = E. x k for k such that 6. = 1, ks s,i i "S’ i 
and in particular, this holds for k = j. Thus under the model ',
Ej- (T - E Y. - L Y. ) = 3. (Eil . Y. - L X.h
t, s i  s i  j S S, 1 1 s i
= o
which implies that T is also ^-unbiased for T under £''
Lemma 3. Define a sample s'' (J) to be such that
l V / g .2s ' 1
i “v V
z
E x.
—  is
j , J. (5.4.12)
A 2Given the sample s'' (J), the £-BLUE T * under the model £ {o, 1 : ö } iso
K 2^-unbiased for T under the polynomial model £ {6Q, * * *' öJ : vi }.
/\Proof. For any sample s, the £,-bias of T Q* under the polynomial model is
E^ (T0 * - T) 1 L xi/°i
1 * i V 0 2
E x - Z
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L x. s 1 ~2Z X . / 2S O/O
43=0 3 3
3S 0 63 3 3 *i
i + V - Zs 3 = 0
Z x
v xi
Z xs i /a±: xt * V a
6. ß. x.-
Z x s i J (5.4.13)
When the selected sample s = s'' (J), the square-bracket term in (5.4.13)
becomes zero, due to (5.4.12). Hence To* is ^-unbiased and this completes the 
proof. Note that Lemmas 1, 2 and 3 hold for any V^2 in the polynomial model 
£ t60, •••, 6-, : V.2}.
Lemma 4 . Among the family of polynomial models £ {60, ***' : with
V.2 defined by (5.4.7), let denote the model in which 6.=1 and 6 =0 for1 (3) 3 k
k4= j, i.e. the model £ {o, ••*, o, 6_.=1, °* ***/ 0 : a^2 . Then for
A  /\the sample s'' (J), the estimator T ^ , the £-BLUE under is equal to TQ*.
Proof. The model is in fact a primary model in which the auxiliary
variable x^ is replaced by x ^  and O^2 by CK2 1 From (5.4.2), the £-BLUE
under this model is
m :k
(j) Z Y. +s 1
Z Y. + s 1
l v. xi / a . V 3'1S I  / 1 1
£ x.2V  2 j-is 1 /cr xr>
I Y . V a -2s 1 7 1
i V 7 o . 2s 1
E x.j
5. X.-IT 1
When s (J), then by (5.4.12), (5.4.14) becomes
Z Y. Xi/oz s 1 7 1
(j) Z Y. + s 1 1 Vv L. x s i
(5.4.14)
T * x0
and this completes the proof.
The main result is as follows.
Theorem 2. If the selected sample s = s'' (J), then T0* is the £-BLUE for the
> j-1.. ‘ x.1 1polynomial model £ (6 , •••, 6.=1, •••, 6 : O 2  }. (Denote this modelv ] J
by £(j)*•>
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Proof. By Lemmas 3 and 4, when s=s'' (J), the estimator T * is ^-unbiased
for T under £,. * and is the £-BLUE under £,.v . Let C* denote the class (3) ______  (3)
of linear ^-unbiased estimators for T under £ *. By Lemma 2, these estimators
are also ^-unbiased under £,.v. But under £ >v, T * is the £-BLUE, therefore(3) (3) 0
/\it is also the £-BLUE among the estimators in C*. It then follows that TQ*
has a minimum £-MSE among estimators in C* under the model £,.,. Now £, *(3) (3)
and differ only in the number of polynomial terms in the model and by
/\
Lemma 1, the £-MSE of the estimators in C* and that of T0* are the same for
Athe two models. Hence TQ* still has a minimum £-MSE among estimators in C*
under £, *, which means that it is the £-BLUE under £, *. This completes the (3) (3)
proof for Theorem 2.
A more general result is
Theorem 3. Given the sample s=s''(J), T 0*, the £-BLUE under the primary 
model {o, 1 : Q^2} , is also the £,-BLUE under the polynomial model 
£ {6Q, ••*, : V^2} with V.2 defined in (5.4.7).
Proof. Under this polynomial model, the ^-variance of Y^, by (5.4.7), is 
Varr (Y.) = V.2
J
X 2 j ~ a . ö . x.LJ II o 6 j 3 1 1
J
X 6 a . Var r .3=0 -i f *J ^ (j)
(Yi), (5.4.15)
where Var^* (Y^) is the ^-variance of’Y^ under the polynomial model ^ .
By (5.4.10) and (5.4.15), the £-MSE of any linear ^-unbiased estimator T 
under the polynomial model £ (6q, ••*, 6^ : V^2J is
E i 2 . v .2 + L  v .2S S, 1 1 S 1
J J
Z i 2 . { .Z 6 . a . V a r r . (Y.)} + - .zS S , 1 3=o 3 3 i s 3=0
X 6. a . {Z £ 2 . Varr3 = 0 3 3 s s,i t, *(j) (Yi} + S’ Var£ * M j )
S(3)
(Y.)}
X 6. a. E - (T - T)2 3=0 3 3 (5.4.16)
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where E-.* (T - T)2 is the £-MSE of T under the model . Now, from Lemma
*(j> „ 1
3, when s=s''(J), To* is ^-unbiased under the model £ (6 , •••, 6 : V.2 } and0 U 1
A ftfrom Theorem 2, it is the ^-BLUE under , hence it minimizes E,_* (T - T)
(D)  ^ ^(j)
in (5.4.16) for all j=o, •••, J. It then follows that T Q* minimizes (5.4.16)
and is therefore the £-BLUE for T under £ (6 , ••*, 6 : V.2}. This completes0 J i
the proof for Theorem 3.
Theorems 2 and 3 suggest a sample design for protecting the optimality of
AT0* under the polynomial model. If the design (S'', p ) , where p is aiy sampling 
plan which will generate the sample space S'' = (s : s =s''(J)}, is adopted, 
then To* is the £-BLUE under the polynomial model £ (6 , * * * , 6 : V.2} sinceU U 1
it has a minimum £-MSE for all s £ S''. The implementation of such a sample 
design is discussed in sub-section V.
The main difference between the present finding and that of Royall and 
Herson (1973a) is in the variance V^2 in the polynomial model £ "C 6 0 , • ••, :
V_^ 2} . Here V^2 is of the form (5.4.7) whereas Royall and Herson's is of 
the form (5.4.3). It is evident that present result reduces to Royall and 
Herson's when G^2 = G 2 in the primary model £ {o, 1 : G^2} • Theorems 2
and 3 here are applicable to any form of O^2 in the primary model. Some 
particular cases of 0^ (and the corresponding form of in (5.4.7)) are:
(i) 0.2= G 2 x.. This gives V.2 the same as in (5.4.3), i.e.l i  l
J
V.2 = G 2 .£ 6. a. X 3 (5.4.17)i 3=0 3 3 i
for some arbitrary constants aQ ,
case. The condition (5.4.12) for
j + iI xi" /~2yco x
v X.L 1 /g2 X
y x j
s'
s 1
which may be written as
(j) (j)
a .-which is the Royall and Herson ü
s''(J) becomes
j=o, •••, J,
s
s X—s
j=o, •••, J,
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and this is satisfied if s=s'(J), the balanced sample defined in (5.4.4).
The primary model in this case is C {o, 1 : O2 x^} , and under this model,
the £-BLUE is the standard ratio estimator
£ Y. c, , s iT = v---  • XR £ X. s 1
When the sample s is balanced, this estimator reduces to the expansion estimator
*  £ V.n s i N Y (5.4.18)
where n is the number of distinct units in the sample and Yg is the sample mean
A
of Y., i t s .  From Theorem 3, TQ ' is also the £-BLUE under the polynomial 
model £ {60 , •••, 6 : V.2} with V.2 defined in (5.4.17). In the particular
case of V.2 = o2 (a constant), T. ' is the £j-BLUE for £ {1, 6 , •••, 6 : O 2}1 0 1 J
under a balanced sample.
Royall and Herson pointed out that their result holds for the general 
linear model defined in Chapter 4, §4.3.1, i.e.
J
Er (Y.) = X ß X. . C 1 1=0 3 13
J i=l, •**, N (5.4.19)
Varr (Y.) = O2 X a . x.C i  3=0 3 13
and the Y^'s are independent random variables under the model. If the sample 
is balanced with respect to the auxiliary variables (which are assumed
to be known prior to the survey), i.e.
1
n I x. .S 13
1
N
N
ill xij' j =o , *'’, J (5.4.20)
/N
then the expansion estimator T q ' is the C~BLUE under the linear model (5.4.19). 
Note that the concept of a balanced sample is not new. In a discussion on 
representative sampling, Bowley (1926) considered the problem of sampling 
groups of units and proposed a method of purposive sampling in which the sample 
mean is equal to the population mean for some known control variables (cf.
(5.4.20)) .
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(ii) ö^2= °2 x • This gives the V 2 in (5.4.7) as
J
i2 .E 6 . a . x. 3=o 3 3 1
j+1
i=l, •••; N, (5.4.21)
for some arbitrary constants aQ, • ••, a . The primary model is £ (o, 1 :
U vJ
O2 x^2) and from (5.4.12), s''(J) becomes
1 j-1 £  Xin 1 *i • 3 ~ J
s *i
(5.4.22)
or equivalently,
=■ (j)-  (j-1) s
=  = r ~ ^  / 3 = 0 , * * * # j . (5.4.23)
Such a sample will be referred to as an overbalanced sample. Under this 
primary model, the £-BLUE is
rp *xo i Yi + n ls V xi> <| *i> ' (5.4.24)
and when the sample s is overbalanced, Tq*' is also the £-BLUE under the 
polynomial model £ {öQ, ***/ 6^ : V^2} with V^2 given in (5.4.21). In the 
particular case of V^2 = 02 x ^ , TQ*' is the £-BLUE for E, {6q, 1, 02, ••• 
02 x^2)under an overbalanced sample.
Note that from (5.4.8), the £j-MSE of T0*' under the primary model 
2E, {o, 1 : 02 x?} for any given sample s is
Varr {— ( E Y. /x.) (Ex.)} + Varr (£_ Y. )g n  s i' i ^ l £ 1? i
—2 (E.x.)2 (E a2 x.2/x.2) + IV  i' s l / i  -g
E^ (Tq*' - T)
2 2 a x .l
«
—  (L ^ i) 2 + a2 L x ' n s  s i (5.4.25)
This shows that when the sampling fraction is small and when no group of x^ 
dominates over the others (in the sense that no group of n values of x . contains
/Nan appreciable proportion of the population total x), the £-MSE of TQ*' is very 
little affected by the choice of sample. Hence choosing an overbalanced sample
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in this case ensures the robustness of Tq*' against other polynomial terms 
in the model without great loss of efficiency (in terms of £j-MSE) .
(iii) V^2 = O^2, for any G^2 in the primary model E, (o, 1 : G^2) .
From (5.4.7), V^2 = G_^ 2 implies that 61= 1 is required. This gives the
polynomial model £(60, 1, 6„, •••, 6 : G.2}, i.e. the term x . is always
present in the regression function in (5.4.1) and has the same variance G_^ 2
/\as in the primary model. The £-BLUE for this primary model is TQ * in (5.4.2)
and when s=s''(J) defined in (5.4.12), T * is still the £-BLUE undero
E, {öQ, 1, & 2 , •••, 6^. : 0_^ 2} . This result is useful when the sampler is 
reasonably certain that is roughly linearly dependent on x^ but rot certain
about the presence of a constant or higher degree terms in Such cases are
/\common in practice and the present result suggests a protection for TQ* against 
other polynomial terms not specified in the primary model.
(Ill) Balanced Samples and Overbalanced Samples under the Model 
E, (l, 1, 1 : a^  + a 2 x^2}
In many practical situations, (Y^ ) roughly increases linearly with 
(or quadratically with but with a small coefficient for x ^  ) and Var^ . (Y^ ) 
increases faster than :r^  but not as fast as x^2 . Hence the model E, l1, l, 1 : 
a' + a' x^2}, for some non-negative constants a' and a.'z , is quite realistic. 
This model may be regarded as a polynomial model of the Royall and Herson type, 
i.e. case (i) in sub-section (II) with aQ=o, G2a1=aj and G2a2=a' in (5.4.17), 
or the type in case (ii) with 02aQ=a{, G2a =a' and a2=o in (5.4.21). As a 
result, the expansion estimator T' (5.4.18) with balanced sampling and the 
estimator T0*' (5.4.24) with overbalanced sampling are both ^-BLUE's under 
the model. The question here is which estimation strategy to choose. In terms 
of fj-MSE, the following shows that the estimator Tq*' with overbalanced sampling 
is more efficient.
/s. ^Let and M2 be the £-MSE's of TQ ' with balanced sampling and T0* with 
overbalanced sampling respectively under the polynomial model £{l,l,l :
108
a ' + a' 2^2}. The £,-MSE of any ^-unbiased estimator is given by (5.4.8). 
Under the present polynomial model, the first term in (5.4.8) for the expansion
A
estimator T 0' (5.4.18) is
Var£- (T0' - | Y±) = Var^
l*
l)2 Z (a', x. + a' x. 2)S 1 1 2 !
= (*- n i)2 . n (a! 5  + a 'x ^  )I s  2 s
i
zl cit i)2 n (a 1 x + a.'2 3^2>> ) , (5.4.26)
when the sample is balanced up to degree 2, i.e. j=l, 2 in (5.4.4). The second 
term in (5.4.8) under this model is
Varr (Y.) = —  (a,' X. + a ' x.2)€ v rJ
-  (2\(N - n) (a j' 3^ + a2'r 1. )
(2)(N - n) (ax' x + a2' x ^ ' ) ,
(5.4.27)
(5.4.28)
due to (5.4.6) for balanced samples. Then from (5.4.26) and (5.4.28), the
/ v
^-MSE of T q' under a balanced sample is 
2
Mj = (N ~ n) (at ' X + a2 'x(2)) + (N - n) (a,' X + a2' x <2))
(a - * + a ' x<2)> n * ^ (5.4.29)
Similarly, for the estimator TQ*' (5.4.24) with overbalanced sampling,
Varr (T0 *' - Z Y .) = Z Varr { —  (Z_ x .) }g u s i  s t ,  nx. s il
~2 (^ X . ) 2 .n s l z —s X.l 2 (a i'
x.l + a 2 7
/N-n]2 V <ai Z ^ f \n a 2 )l n 1 s X.l
1 N-ni1 2 ~  2 n V >'l n ,1 X s X 7?" + n (5.4.30)
due to (5.4.22) for overbalanced samples up to degree 2, i.e. j=o, 1, 2 in 
(5.4.22). Also, under such an overbalanced sample, (5.4.27) becomes
Z Var r (Y.) = (N-n) (a ' x_ + a ' x )• g - g i  * s 2 s s
= (N-n) Xg. (ax ' + a2' Xg) . (5.4.31)
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Combining (5.4.30) and (5.4.31) gives
,N - n .2
,N - nx
,N - n. —
r _ 2  (a: . zr-S 1  3t- + na') +s
{ (N - n) (a| + a; V
< N a !  +  a 2  | x i +  ai
2 s
N 'N--—  X—  (aj + a' x) .n s 1 2
^ ) s
(5.4.32)
For any a', a' >o , with one of them strictly positive, the fact that M2 
(5.4.32) is less than M1 (5.4.29) is evident by noting that under an over­
balanced sample s,
(i) x_ < X, (5.4.33)
(ii) x x < Zc(2) . (5.4.34)
To show (i), from the condition (5.4.22) of an overbalanced sample, when j=o,
xs - £ S *7 »_1 * (5-4'35)1
The right-hand side of (5.4.35) is the harmonic mean of the sample. It is 
known that when the x^, i £ s are all non-negative and are not all equal, the 
harmonic mean is smaller than the arithmetic mean of the sample (see Kendall 
and Stuart, vol.l, 1963). It then follows from (5.4.35) that
X—  < X  (5.4.36)s s
Now, the population mean x  may be written as
X = 77 (EX, + I  X.)N S 1 s 1
n —  ,N-n. —
N s N ' s . (5.4.37)
From (5.4.36) and (5.4.37),
„ . n _ ,N - n. —
“ N s  N s = X-S f
which is the required result in (i) . To show (ii)»multiply both sides of
by x, which gives 
^ T  < X 2 . (5.4.38)s
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— 2Note that x may be written as
x 2= —  .E ^ . 2 - —  .£ (x . - X )2N i=i i N i=i l
When the X  ^ (i=l, N) are not all equal,
3T2 < ^  .Z x.2 =x^2^N 1=1 l
By (5.4.38) and (5.4.39), one obtains
x- x < x {l) s
which is the result in (ii).
(5.4.39)
The above results showed that M2< M 1, which means that in terms of £-MSE,
A
Tq *' with overbalanced sampling is more efficient than the expansion estimator 
Tq ' with balanced sampling under the model £ (l, 1, 1 : aj + a' x/2} for 
a l' a 2 —  °' one of them strictly positive. Note that this result also
holds for any polynomial model £{6Q, ••*, 6^ . : V ^ }  with Vi2 = aj x^ + a' x^2,
/\
since T q and TJ', under their respective samples, are still ^-unbiased and from 
Lemma 1, the two expressions for M x and M 2, (5.4.29) and (5.4.32), remain 
unchanged.
(IV) Stratified Overbalanced Samples.
For balanced sampling, Royall and Herson (1973b) showed that under the 
family of polynomial models £ {6Q, <$ , : O 2 x , further improvement on
efficiency is possible by stratification with balanced sampling in each stratum. 
They referred to the former as simple balanced sampling and the latter as 
stratified balanced sampling. In a similar way, this section compares stratified 
overbalanced sampling (i.e. overbalanced sampling in each stratum) and simple 
overbalanced sampling and investigates the efficiencies of their respective 
estimators under a more realistic variance function V.2 = a' x. + a' x.21 1 1 2 i
in the polynomial model £ (6Q, ***, 6 : V_^ 2].
As in Royall and Herson (1973b), the population is divided into H strata 
as follows: Nj units whose x-values are smallest form stratum 1, the next 
N2 smallest units form stratum 2, etc. The total number of units in stratum
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h is N, and a sample s, of size n, is selected from it. The set of non- h h h
sampled units in stratum h is denoted by s^. Under this set-up,
H
£h=i
H
and h=i %
N
n (5.4.40)
With the double subscript hk denoting quantities associated with unit k in
stratum h, the population T may be written as 
H
where
T £ T
=  1
(5.4.41)
It was shown earlier that the estimator T*' with overbalanced sampling
/\is more efficient than the expansion estimator T' with balanced sampling under 
any polynomial model £{6Q, ••• 6^ : a | x. + ä' x2A  . It will now he investi­
gated whether further improvement in efficiency is possible under stratified 
overbalanced sampling if the estimator T* , here written as
A * ' W xhk> <ih xhk> (5.4.42)
is used to estimate T and the estimatorh
Tsr - hi, v
is used to estimate T.
(5.4.43)
Under any polynomial model, the £-bias of T*^ _ is
E 5 <Ts*' - T)
H . H
T (h E Ty/' s h= i h - £h=i
H
£ Er (T, *' i=l € h - v - (5.4.44)
When an overbalanced sample is selected from stratum h, T*' is ^-unbiased for 
and if this is true for all h=l, •••, H, then (5.4.44) becomes zero.
This means that when stratified overbalanced sampling is adopted, T*^ _ is 
unbiased for T.
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Let M, be the £-MSE of T*' under the model £ {6n, •••, <5 : a'. x. + a' X .2 }3 st u j * 1 *■ i
for stratified overbalanced samples. From (5.4.8),
M, = Var>- (T*' - E. Y.) + Varr (L. Y.) (5.4.45)3 c, st s* l t, s* l
where
H _ H
s* = JU s , and ¥* = U  s,h=i h h=i h .
Then one may write
Varr (T*' - Z . Y.) £ st s* i' = Var^
H
(h£x
/srp* ' —h
H
hi, Z Y, .s, hkh
H
= hI, Var ^ < V ' - zsn Yhk>' (5.4.46)
due to the independence of the Y^'s under the model. Similarly,
H
Var
y i • y n=« e,
H
Y > - var5 <hI, Yhk>
,Z Var,- (k Y, . ) h=i t, s, hk h
(5.4.47)
Hence (5.4.45) becomes 
M 3
H
hi, { Var ^ (Th
H
hi, MSEr (TE> h
5 * h hk'
(5.4.48)
Under the polynomial model £{60, ***» : ai x± + ^i2 '^ t i^e £“MSE °f
for an overbalanced sample is given by (5.4.32). Thus (5.4.48) becomes
„ “ Nh (\ -
Ms =h=i — % ------- x_ (a;+ a ' X h), h
(5.4.49)
where X— and x, denote the non-sampled mean and the stratum mean of the x-values 
sh h
in stratum h respectively.
Note that M2 (5.4.32) depends on the non-sampled units in an overbalanced 
sample whereas M 3 (5.4.49) depends on s^ , h=l, ••*, H, the non-sampled units 
in a stratified overbalanced sample. Since an overbalanced sample and a 
stratified overbalanced sample are generally not the same, it becomes difficult 
to compare M2 and M3 analytically. However, in the case of a small sampling
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fraction with no group of x^ dominating the remainder (in the same sense as 
in sub-section II, case (ii)), M2 and M3 may be approximated and compared.
From (5.4.33), under an overbalanced sample,
1 l X. < I  "
N-n s 1 i=i i (5.4.50)
When the sampling fraction is small and no group of dominates the remainder,
1 T ~ 1 v
- —  L x . - —  L x .N-n s i  N i=i l (5.4.51)
i.e. 3T - x , s
which means that although x_ < IT, x is fairly close to T. Then (5.4.32)s s
becomes
„ N(N - n)M 2 - -------- X (ax + a2 x)
N2 -
—  X (a{ + a' X) - N2T (aj + a^ X) (5.4.52)
For stratified overbalanced sampling, a small overall sampling fraction does
not necessarily mean that is smaü  for everY stratum and x may not
®h
be approximately equal to x^. Since 3L_ < x for overbalanced samples, one
sh
obtains, from (5.4.49) , for any n^ .5. N^»
« Nh(Nh - V
hS 1 %
x (aj + a' x )
» V Nh ‘ V 1 — ---  Vh=1 "h (5.4.53)
where
V * = x, (af + a' x, ) .h h v 1 2 h' (5.4.54)
The inequality (5.4.53) holds for any aj, a2 >° provided one of them is 
strictly positive. Note also that V^* does not depend on s^.
Suppose that the cost of sampling in each stratum is the same, then subject
to a fixed sample size n,
H
E n = n, (5.4.55)h= i h
an approximately optimal allocation of observations for each stratum may be
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derived by minimizing the right-hand side of (5.4.53) subject to (5.4.55). 
The function to be minimized may be written as
f = .Eh=l
\  %  ~ V  
% V  + X (h=i nh - n)
where A is the Lagrangian multiplier. Noting that
3 f 
3nh h£,
-  <V *
% h +\ h=l, •••, H
and equating this to zero gives
/ ¥lh Nh V X , h=l, • • •, H . 
Subject to the condition (5.4.55),
(5.4.56)
J t Nh=i h
VXh= i %
— L- = --- n-----/T H _UE N yvT*h=i h v h . (5.4.57)
Hence an approximate optimal allocation of observations for strata is
N / V *n h h
, Z N, J  V. * h=i h v h
h=l, H (5.4.58)
i.e. n^ /vh*. With this allocation, (5.4.53) becomes
H H
m3 < N. { (UE N, AT*) V */n AT*" - V * } d h=i h L h=i h h h/ h h 1
H H
= - (, I N, AT*)2 - Z N V * .n h=i h h h=j h h (5.4.59)
Since the comparison of (5.4.59) with in (5.4.52) is not straightforward, 
an alternative is to consider the £-MSE of T*^ . under a simpler but less 
efficient allocation and then make the comparison. Firstly, re-write (5.4.53)
M 3 < B - c
where
and
B = h -—  x , (a' + a' x u )=1 n^ h i 2 h
J *  \  \  ‘a i +  a 2 V  •
(5.4.60)
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Now, consider the allocation i.e.
"h n *h
N N
h .1 X.1=1 1
h=l, •**, H, (5.4.61)
This allocation means that a larger sampling fraction is applied to strata
/\
with large x-values. Let M' be the £-MSE of T * ’ under this allocation. Since3 st
the inequality in (5.4.60) holds for any allocation under stratified over­
balanced sampling, it follows that
Mg' < B - C
and under the allocation (5.4.61),
H
hi,
Nh N
x i> (a; x h + a ; *£> 
H H
n x h
N X (a' . E N, + a' , E N, X.) h=i h 2 h=i h hn 1
N X 
n (a'l N + a' NZP) , 2
(5.4.62)
which is the same as the first term of in (5.4.52). Note that the term c 
does not depend on n^ and is therefore the same for any allocation,
aj N x + a' hZ l Nh
> a' N x+ a'
H
. E N, X, 2h=i h h
N, N,h h1 Z x. 2 - 1 Z,
n . r*illX N. k=lh h
N -
iS. (x^ - X) 2 1
v 2
due to a standard result in analysis of variance that 
N H Nh H
Z (x - x) 2
i=l
,£ . Z {x,. - x, )2 + , E {x -x )h=i k=i hk h h=i h
(5.4.63)
(5.4.64)
Hence strict equality holds in (5.4.63) when a2= o or all stratum means x^ 
equal X. Now, the square-bracket term in (5.4.63) is simply NZE2 , hence
c > N x (a' + a' X) 
—  1 2
(5.4.65)
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Note that the right-hand side of (5.4.65.) is the second term of M2 in (5.4.52).
It then follows that
M 3 7 < B - c < M2
=* M3'< M2 . (5.4.66)
The expression (5.4.64) shows that when a ^  o, the gain in efficiency from 
stratified overbalanced sampling is larger if x^ , h=l, • ••, H, are not all 
equal to x, since strict inequality holds in (5.4.63). Also/further gain is 
possible by using the allocation (5.4.58) which minimizes the term B in (5.4.60).
The above results may be summarized as follows. Under any polynomial model 
£ (6q/ •••, : a| + a2 a:^ 2} with a', a' >_ o and one of them strictly
/s
positive, the estimator Ts£' with stratified overbalanced sampling under 
the allocation n^ a ^  is more efficient (in terms of £-MSE) than TQ' with 
simple balanced sampling when the sampling fraction ^ is small and when no 
group of dominates over the others. The gain in efficiency is greater when
(i) the population is stratified such that X, , h=l, ••*, H, are not allh
equal to X; (an exception to this is when a' = o and strict equality holds 
in (5.4.63)) and/or
(ii) the allocation (5.4.58) is adopted. Note here that when a' = o, i.e. 
the model £ (6q, ••*, 6^ : 02 x ^ 2 ), the allocation given by (5.4.58) 
reduces to n^ “
Another virtue of stratification, as pointed out by Royall and Herson (1973b)
is that it allows the regression coefficients in the polynomial to vary from
stratum to stratum, since these coefficients are estimated separately for each
stratum in the estimator T*' (5.4.43). In this sense, this estimator withst
stratified overbalanced sampling is robust against variation of the regression 
coefficients between strata under the type of polynomial model considered here. 
As an example, under £ ( o, 1 : 02 x / 2 }, the estimator T*^ _ is the £-BLUE when 
the coefficients vary from stratum to stratum. This is evident from the
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expression (5.4.48), in which T*' is the £-BLUE for under this model. Then 
with overbalanced sampling for each stratum, the "best linear ^-unbiasedness"
Aof T*' is protected against unspecified polynomial terms in the model 
E, lo, 1 : 0 for each stratum, and as a result, the optimality of T*^ .
is also protected.
(V) The Consideration of Sampling Plans
The findings in the previous sub-sections require the selected sample to 
satisfy the conditions (5.4.12) for s''(J) (within each stratum if the sample
/Nis stratified) if the optimality of the estimator T* (5.4.2) is to be protected 
under the polynomial model (5.4.1). A question which follows is,vhat type 
of sampling plan will generate samples which satisfy these conditions. One 
method is to choose, with probability one, a sample which satisfies such 
conditions. However, there are some problems with this sampling scheme:
(i) As noted in Chapter 4, §4.3.4, purposive sampling is undesirable in 
many practical situations. A well-known example of the danger of a 
deliberately balanced sample with respect to some variables is the Gini 
and Galvani sample criticized by Neyman (1934). In order to obtain a 
representative sample, Gini and Galvani selected a sample of 29 districts 
(out of 214) in which the sample means of seven control variables were 
close to their population means. However, this sample was found unsatis­
factory because it was badly unbalanced for other non-control variables.
(ii) Even when the sampler is prepared to adopt purposive sampling, it is 
difficult to obtain a sample which satisfies the conditions for s''(J) 
exactly.
In view of these problems, one alternative is to adopt a sample design in 
which the sample space contains only samples which approximately satisfy 
the conditions of s'#(J). A method to implement such a design is to choose a 
sampling plan which, on the average over repeated sampling, will produce samples 
close to s''(J). If the resultant sample is not close to s''(J), new units
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may be selected from the population to replace some sampled units until a 
sample close to s''(J) is obtained (see Yates, 1960). Alternatively, a new 
sample may be drawn under the sampling plan. This process of restricted 
randomization ensures that the sample space contains only samples that are 
close to s' '(J).
For some common functions of G^2 in the primary model E, {o, 1 : G^2}, 
some sampling plans which, on the average over repeated sampling, will produce 
a sample close to s''(J) are as follows:
2 2(i) G^ = G x in this case s''(J) reduces to s'(J), i.e. balanced 
sampling. As pointed out by Royall and Herson (1973a), the average of 
5F ^  over all samples generated by simple random sampling (without re­
placement) is for j = 1,2, •••. One would then expect the mean of a
simple random sample to be approximately equal to the population mean, and 
similarly for higher moments of x. Thus simple random sampling will, on 
the average over repeated sampling, produce an approximately balanced 
sample. When the sample is approximately balanced for J>^ 1, Royall and 
Herson remarked that "the expansion, ratio and regression estimators (which 
are £-BLUE for E, {l : G2}, E, {o, 1 : G2 , E, {l, 1 : G2} respectively) 
are approximately the same, all are approximately ^-unbiased under J^  
degree regression model, and all are approximately optimal under such 
models when the variance (of Y.) is a polynomial in x of degree Jar less." 
They further remarked that these findings "provide some theoretical explana­
tion for the robustness of the standard procedures of selecting a sample 
at random and using one of the popular (expansion, ratio or regression) 
estimators".
(ii) G^2 = G2 x Here s''(J) leads to overbalanced sampling. Consider 
the TTpx (tt^  x^) sampling plan in which 
n x.l
k=i k
i=l, •••, N. (5.4.67)
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The sampling expectation of the left-hand side of (5.4.22) for all j=o, 
* * *, J is
E (— £ x. ^ l) = — e (.£ I . a:.^ -1)n s i n i= i s,l l
—  . £ E (I . ) x . ^ 1n i=x s,i l (5.4.68)
where I . is the indicator variable. Since the sampling expectation of IS f 1 S f X
is 7T^ , substituting E (1^ in (5.4.68) by TT^  in (5.4.67) gives
. , N . N
(— £ x. -1 1) = - . £ n x 3/  ( £ x.)n s  l n i=i i / k=i k
(i£i V/ i=i (5.4.69)
The right-hand side of (5.4.22) is (£-#.^) /(£.#.), which is approximately theS 1 / S 1
same as (5.4.69) when the sampling fraction is small. Hence TTpx sampling plan 
will, on the average over repeated sampling, produce an approximately over­
balanced sample for small sampling fractions.
(iii) <J^ 2 = o < Y _< 1. The condition for s''(J) is
£ X . J+1 -2Y s 1
£ x. Z-ZY s 1
L. x . ^S 1
£ x. -s' 1
j = o, *•*, J . (5.4.70)
It is obvious that if a sample s is such that 
j+1 „ j
l x s c Ls 1 j = O, *•*, J, (5.4.71)
where c is any arbitrary constant, then this sample will satisfy (5.4.70) 
Consider the sampling plan TTpcr2^ 1 in which
tp = c x i2Y " 1 i=l, •••, N
for some constant c. Under this sampling plan,
E (J x±j+i-2Yx _ p ( Z j j+x-2Y} E (i=i Is,i *i }
=  £  it x 3+1“2Yi=i i i
c i^l xi ’ (5.4.72)
120
When the sampling fraction is small and no group of x. dominates over
N 1
the others, E. x^  will be close to /L . Hence the TTpx2^ sampling 
plan will, on the average over repeated sampling, produce a sample which 
approximately satisfies the condition (5.4.71).
5.4.3 /NRobustness for T * R
As pointed out in Chapter 4, when a probability sampling plan is adopted, 
one would prefer an estimator which, on the average over repeated sampling, 
equals the true value to be estimated, i.e. a p-unbiased estimator. Further­
more, because p-unbiasedness does not depend on any model assumptions, it makes 
the estimator intrinsically more robust than estimators (such as the £-BLUE) 
which are totally dependent on models. Among the class of p-unbiased estima­
tors, it was shown earlier (§5.3.3) that the estimator T * (5.3.31) isR
asymptotically optimal under the model E, {o, 1 : CL2}. This section investigate
Athe protection of this asymptotic optimality of T * against terms in the poly-R
nomial model £ (6Q , *•*, 6^ : CL2}. The results here are due to the author. 
Firstly, the following lemmas are required.
Lemma 5♦ Under a polynomial model £ {6Q,
Adesign (S, p), if a linear estimator T is 
its expected MSE depends on the variance
30' * “ ' ßj-
Proof. Under any superpopulation model, 
for a given sampling plan p is
••*, 6 : ö .2} and for a given sampleJ 1
^-unbiased for T for all s £ S, then 
a .2 and not on the coefficientsl
Athe expected MSE of an estimator T
E^ MSE (T, p) = E^ E (T - T)2 
= E E^ (T - T)2
= E MSE^ (T) . (5.4.73)
If T is linear and ^-unbiased for T for all s £ S under the polynomial model 
£ {60, ••*, then by Lemma 1, the £-MSE of T depends only on CL
and not on the regression coefficients in the model, and from (5.4.73), the
required result follows.
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A corollary of this Lemma is that if, for a given sample design (S, p), a
/N .
linear estimator T is ^-unbiased under the polynomial models £ { 6 , •••, 6 :GU J
and £ {6' , ***, 6^' : ö_^ 2} for all s £ S and the two sequences 6Q, • • • , 6 ^
A
and <$', ••*, 6 ' are not necessarily the same, then the expected MSE of T is
U U
the same under the two models.
For p-unbiased estimators, the expected MSE is simply its expected variance.
Note that from Chapter 4, §4.4.3, the optimal expected variance for any
p-unbiased estimator under the polynomial model £ {60, • • •, 6 : G^2} for any
given sampling plan p with all non-zero TT^  is 
N Qi2 N
.Z ------ .1 ö.21=1 TT i=i 1 , (5.4.74)
which depends on G^2 but not on the regression coefficients in the model.
Note also that T * is a linear estimator (linear in terms of Y.), since K. 1
it may be written in the form (5.4.9),
V s V*i . x
S (TTi ^HT
l l  . Y.S S , 1 1
) Y.
(5.4.75)
AFrom §5.3.3, the estimator T * is %-unbiased for T under the modelR
£ (o, 1: ai2 }. Under a polynomial model E, {6Q, ••*, 6^: G^2} , the £-bias of
£ Y . A . M 's I' 1
V  is
E^ (Tr* - T) = E^
HT * - iSi Yi
N J
— • Z —  (.£ 6. 3- 3?.^) - • £ ■ £ <5. 3- x.
*HT S 71i 3 = 0 3 3 1 1=1 3 = 0 3 3
J X.3 N
.Z 6.3. ( E —  - .Z X.3) .
3 = 0 3 3 *HT S "i 1=1 1
(5.4.76)
This shows that if the sample s is such that
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£ x s A
N
.£ as 1=1
j
i
j=o, •••, J (5.4.77)
A
then T * is ^-unbiased for T under the polynomial model. Let s*(J) denote a 
sample which satisfies (5.4.77). The above result may be stated as follows.
Lemma 6. Under any polynomial model £ {6n , : G^2}, the estimator ^ J 1
T * is ^-unbiased for T for any sample s=s*(J).R
The main result is,
Theorem 4 . For any polynomial model £{6Q, •••, 6^ : G^2} and any fixed size 
(=n) sample design (S*, p) in which
(i) Ti\ >o for all i»l, ••*, N; and 
(ii) the sample space S* ={ s : s = s*(J) },
(5.4.78)
then the estimator T* is asymptotically optimal (i.e. it asymptoticallyR
attains the optimal expected variance with large sample size n) among p-unbiased
Aestimators T. Notationally,
Var (T *, p) < Er Var (T, p), for large n. (5.4.79)s F —  t,
Proof. Under the model £ {o, 1 : G.2}, the estimator T * is ^-unbiased for ------  1 K
T for any sample design with all non-zero tt^ . By Lemma 6, for any s £ S*
(5.4.78), Tr* is ^-unbiased under the polynomial model £ {6Q, •••, 6^ : G^2};
then by Lemma 5, for any sample design (S*, p) defined in (5.4.78), the
expected MSE of T * under the polynomial model is the same as that under R
E, (o, 1:G^2}, which is given in (5.3.34). Also, the optimal expected variance 
for p-unbiased estimators is the same under the two models. Now, for large n,
/s.T * is approximately p-unbiased and as shown in §5.3.3, Eq. (5.3.43), the R
expected MSE of T * approaches the optimal expected variance for p-unbiased R
A
estimators. Hence T * is asymptotically optimal among p-unbiased estimatorsR
under the polynomial model £ {6Q, ***, 6^ : G^2} for the sample design (S*, p). 
This completes the proof for Theorem 4.
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From Chapter 4, §4.4.6, the TTpO sampling plan minimizes the optimal
expected variance under the model £ (o, 1 : O^2}among fixed size sampling
plans. Since the optimal expected variance is the same for the polynomial
model £ (6 , • •*, 6 : o.2}, the optimality of the TTpG sampling plan still 0 J 1
holds. Now let (S*, TTpO ) denote a fixed size sample design such that
(i) TTi « c k , i=l, * * * f N 
(ii) S* = {s : s = s*(J)} (5.4.80)
It then follows that under any polynomial model £ (6Q, * * •, 6^ : O^2}, if the
design (S*, TTpO ) is employed and the sample size n is large,
~ N a 2  ^ 2
Er Var (T* , TTpO) < y i - .1 o.
** R i=l IT. 1 1 1 (5.4.81)l
for any non-zero TL, i=l, ••*, N. Since the right-hand side of (5.4.81) is 
the optimal expected variance for p-unbiased estimators, one obtains
E r Var (T * , TTpO) <Er Var (T, p) , (5.4.82)c, R g
Afor any p-unbiased estimator T and any fixed size sampling plan with non-zero
AIT.. In other words, the estimator T * with the design (S*,7T pO) is asymptotical 1 K
optimal among p-unbiased estimators and fixed size sampling plans with non-zero 
under the polynomial model £ <^50, **•/ <5^  : o^2) . The design (S*, TTpO)
Aprotects the asymptotic optimality of T * against unspecified polynomialK.
terms in the primary model £ io, 1 : G^2) .
In practice, it is difficult to satisfy the conditions (5.4.77) exactly. 
However, if s -s*(J), the estimator T * is approximately ^-unbiased under the
I\
polynomial model. Hence this estimator with the design (S*, TTpO) will be close 
to optimal if S* = {s : s - s*(J)}. Another practical problem here is how 
to implement the design (S*, TTpO). Note that because of the condition tk 0^ , 
i=l, •••, N, the sample space S* does not necessarily contain all those 
samples in S (where S is the entire space generated by the TTpO sampling plan) 
which approximately satisfy the conditions (5.4.77) for s*(J), hence it may 
be difficult to determine the sample space S*. However, as pointed out by
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Hanurav (1962), any sample design can be implemented by an element-by-element 
selection procedure and it is not necessary to list all s £ S*. A method to 
implement the design (S*, TTpCJ) is by restricted randomization as described in 
the previous section. A sample is drawn by a TTpG sampling plan and if it 
fails to satisfy (5.4.77) sufficiently well, a new sample may be drawn until a 
sample close to s*(J) is obtained. Some particular cases of s*(J) for some 
common fixed size (=n) TTpO sampling plans are:
(i) °j2= °2• a constant. From §5.3.4, TTpa is simple random sampling
(srs). Here TK = n/N and the condition (5.4.77) for s*(J) becomes
1
n_
1
n
I x.s 1
1
N
1
N
£ x 'i=l i
N
i=ll ^i
j=o, “ \ J . (5.4.83)
(Remember that "£" sums over distinct units in the sample.) The condition 
(5.4.83) is satisfied when the sample is balanced, i.e.
x (j) = *<>> (5.4.84)
Here the fixed size sample design (S*, srs) may be implemented by restricted 
randomization and simple random sampling can be expected to produce better 
balanced samples as n increases.
With TT = n/N, the estimator TR* is simply the standard ratio estimator and
under a balanced sample, this estimator reduces to the expansion estimator
T' (5.4.18). By Theorem 4, this estimator with the design (S*, srs) iso
optimal (for large sample size n) among p-unbiased estimators and fixed size 
sample designs with all non-zero under the polynomial model £ ^ 0' * * * •
CT2} for any constant 0 2. Also from Theorem 3, if the design (S*,srs) is 
adopted, this estimator is the £-BLUE for polynomial models £ {l, 6^, * * */ 6j : 
0 2} . Note here that the restriction of large n is removed, but the model 
requires a constant term in the regression function. Both theorems strengthen 
the intuitive appeal of the expansion estimator (together with simple random 
sampling) under the above polynomial models which are quite common in practice.
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(ii) ö±2= a 2 - 2
condition (5.4.77) becomes
i i *.j-1n s  l
, which gives TTpx sampling. Here a and the
s
.2 x.:1^1 1
N
E xi=i i
j=o, * * *, J
or equivalently,
-  (j-1) = * (j)
*s 3F , j=o, ***, J. (5.4.85)
As shown in (5.4.69), the sampling expectation of 5F ^  under Trpa; sampling 
plan equals the right-hand side of (5.4.85), which means that this condition 
(5.4.85) is satisfied on the average over repeated sampling under TTpx. Hence 
the design (S*, TTpcc) may be implemented by restricted randomization with
7T. °c X m  .1 1
AUnder the TTpcc sampling plan, the estimator T * is simply the H-T estimator
X\
AT . This estimator is exactly p-unbiased and also, from Chapter 4, §4.4.4,HT
with TTpcc sampling, this estimator exactly attains the optimal expected variance
for p-unbiased estimators under the primary model £(o, l : a2ac^ 2) . If the
sample design (S*, TTpa:) is adopted, then by Lemma 6, T„_ is ^-unbiased under
the polynomial model £ {6n, **'/ : °2 and by Lemma 5, Tum attains theu J 1 HT
optimal expected variance under this model. Hence T with the sample designHT
(S*, TTp x ) is optimal under the model £ (ö0, ***» among p-unbiased
estimators and fixed size sample designs with all non-zero tl . Note here that 
the condition of a large n is not required.
On the other hand, from Theorem 3, T*' (5.4.24) is the £-BLUE for the
polynomial model £ {6 , 1, 6?, *•*, 6 : O2 x . 2} under overbalanced samples,
and when the sampling fraction is small, the TTpx sampling plan will, on the 
average over repeated sampling, produce such samples. Note here that the 
polynomial model has the linear term x in the regression function.
The above results indicate a feature of upx sampling plan in terms of 
robustness against unspecified polynomial terms in the primary model 
£ {o, 1 : 02 x^2}.
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5.5 Some Remarks on the Results from Theorems 3 and 4
Based on the primary model  ^io, 1 : cr^ 2), Theorems 3 and 4 have suggested 
two types of sample designs for protecting the optimal properties of TQ*
A
(the £-BLUE) and T * under certain families of polynomial models. The sample 
design in Theorem 3 protects T0 * against the polynomial model £ Cö 0, •**, 6^ .:
V .2} where
V 2 ö .2 .£ 6. a . xi 3=0 3 3 (5.5.1)
The sample design in Theorem 4 protects the estimator T * against the poly-R
nomial model E (6n, •••» 6, : a.2}. Note that there is a basic difference 0 J l
between these two theorems - Theorem 3 deals with the £-BLUE under £ {o, 1 : 
CK2}, which is optimal (in terms of expected MSE) among ^-unbiased estimators
A(or estimators with bounded expected MSE), whereas Theorem 4 deals with T *,R
which is asymptotically optimal among p-unbiased estimators under this primary 
model. (Here, the expected MSE for p-unbiased estimators is simply the expectec 
variance.)
As pointed out in Chapter 4, §4.5, the £-BLUE is optimal among ^-unbiased 
estimators for any given sampling plan, but it is not necessarily optimal 
for any strategy. Thus for two different probability sampling plans p and
A Ap', under a linear model £, the strategy (T*, p) where T* is the £-BLUE for 
the model, does not necessarily have a smaller expected MSE than the strategy
A(T, p') for any estimator T. An example of this is in §5.3.4, case (ii).
On the other hand, under the polynomial model £ {60, ’**' <5j * °i },
the strategy which consists of T * and the design (S*, iTpö) is asymptoticallyR
optimal among strategies which consist of any p-unbiased estimator and any 
fixed size sample design (S, p) with non-zero .
Another point to consider is the implementation of the two sample designs. 
When V^2 in (5.5.1) equals cr^ 2, the two designs may be implemented by the 
same sampling plan for some common forms of ö? , as shown in the previous 
section. In general, the conditions (5.4.12) for s''(J) are more difficult
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to satisfy than the conditions (5.4.77) for s*(J), since the latter depends on 
TIL and the sampler can choose the set of TL such that (5.4.77) is approximately 
satisfied. This approximation can be expected to improve as the sample size 
increases.
Hence the question of which sample design to choose depends on
(i) the variance (VL2 or 0\2) of the polynomial model, which in turn
depends on the population under consideration;
(ii) the type of estimators required (p-unbiased, ^-unbiased, or both); and
(iii) the degree of difficulty in implementing the two sample designs.
A comparison of the £-BLUE and the estimator which attains the optimal expected 
variance is given in Chapter 4, §4.5, as a guideline for deciding which 
estimator is more appropriate under different survey situations.
5.5 Summary
The early sections of this chapter (§5.2 and §5.3) are mainly concerned
with estimation strategies based on the linear model £> (6Q, : °_^ 2}.
An optimal sample design for the H-T estimator under the model £ (o, 1 ;
G2aL2^ } is discussed. Under the model £ {o, 1 : G^2} for any CL2, a ratio-type
estimator T * is found to be asymptotically p-unbiased and asymptotically R
attains the optimal expected variance when the sample size n is large (say, 
n > 30 ) .
Since the model £ {o, 1 : CL2} is frequently applied to real data, §5.4
investigates how the optimality of some estimators under this model can be
protected if the appropriate model happens to be a polynomial in x . For the
£-BLUE, under the sample design (S" , p) in which all s e S" satisfy conditions 
(5.4.12) for s"(J), T* remains as the £-BLUE for the polynomial model
£{<$0, **’# : Vi2} with Vi2 given in (5.5.1). For the polynomial model
with \L2 = a' x^ + a' x ^ , stratificiation may be employed to improve
efficiency. On the other hand, under the design (S*, p) where s £ S* satisfy
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conditions (5.4.77) for s*(J), the estimator T * is asymptotically optimalR
among p-unbiased estimators under the model £ {<$0, ***/ 6^ . : ö^2}. The
Aestimator T * with the design (S*, TTpö) is asymptotically optimal mder this R
polynomial model among p-unbiased estimators and fixed size sample designs 
with all non-zero 7T^ . Restricted randomization may be employed to implement 
the above robust designs.
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6. SUMMARY
The main concern of this study is to make inference about the total 
T = yi + ••• + y^ of a finite population. It begins with an examination of 
the classical sampling theory when applied to finite population sampling. The 
central issue is on the presence of labels attached to the population units.
When these labels are not ignored, a UMV unbiased estimator for T (under 
repeated sampling) cannot be found. The assertion in classical sampling 
theory that the sample mean from simple random sampling without replacement 
is the UMV unbiased estimator holds only in the class of estimators where 
labels are ignored. Furthermore, the likelihood function of the y-values 
(y1# •••/ yN) is a constant when the labels of the sampled units are taken into
account. These problems lead to the controversy of whether labels should be 
ignored. This study uses a superpopulation approach to provide a common plat­
form which accommodates both the "suppress-label" and the "include-label" 
approaches. Any prior knowledge about the y-values and their labels is 
described in the form of a superpopulation model and is then used for making 
inferences about the unobserved y-values.
The concept of a minimum expected variance (or MSE) under the model is 
adopted as an optimality criterion for estimation strategies. Under this 
criterion, the £-BLUE is optimal among ^-unbiased estimators (or estimators 
with a bounded expected MSE) for any sampling plan. For p-unbiased estimators, 
Godambe and Joshi (1965) derived an optimal expected variance for any sampling 
plan with all non-zero tt^ . This result is useful for judging the optimality 
of a p-unbiased estimator. The present study shows that a p-unbiased 
estimator attains (exactly) the optimal expected variance if and only if it 
is of the form
T = Tht + (T) - E^ (Tht). (6.1)
A result from this is that under a model in which the y-values are proportional 
to some known a:-values, the H-T estimator T_,m is the only p-unbiased estimator 
which attains the optimal expected variance when the sampling plan is TTpx.
130
Inference techniques under a simple regression model £ {o, 1 : O^2} 
discussed and it is shown that the ratio-type estimator
ATHTT * = -7T-—  X R XHT
asymptotically attains the optimal expected variance with large sample size. 
Robust estimation procedures for this model are also investigated. Under the 
sample design (S'', p) where S'' = {s : s = s'' (J)} with s''(J) defined in 
(5.4.12), the £-BLUE for primary model £(o, 1 : G^2} is also the £-BLUE for 
the polynomial model £ (60, * * *, 6^ . : \T2} with
v.2 = a.2 .1 6. B. x.j-‘i i D=Q D D 1
Under the design (S*, p), where S* = {s : s = s*(J)} with s*(J) defined in
/N(5.4.77), the estimator T* is asymptotically optimal for the polynomial model
K.
£ {60, ***, 6^ : G_^ 2}. The question of which of the above designs to choose 
depends on different survey situations (whether the £-BLUE or the estimator
AT * is preferred) and also on the degree of difficulty in implementing each K
design.
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8. ilPPMZJJX; L I F T  O F  COMMONLY USED NOTATION
N: P o p u l a t i o n  size
n: Sample size
U: The set of all p o p u l a t i o n  units
V The v a l u e  of i n t erest a s s o c i a t e d  w i t h  the p o p u l a t i o n  unit i
V The v e c t o r  (y , •••. y ) *1 N
: The set of all p o s sible y
T: The p o p u l a t i o n  total of the y-values
A
T: An e s t i m a t o r  of T
s: A  sample
S: The sample space. (The set of all po s s i b l e  s.)
P:
y:
A.
y:
A  s a m p l i n g  p l a n
The p o p u l a t i o n  m e a n  of the y-values  
An e s t i m a t o r  of y
V ‘ A  r a n d o m  va r i a b l e  (generated by the sampling plan) w h i c h  denotes the y - value o b s e r v e d  at the k tfl draw in the s a m p l e , k = l , • • •, n
y * : The vector (y. , ••• y. ) of o b s e r v e d  y - v alues in the sample
U j ,  •••, in )Y> ln
V The p r o b a b i l i t y  of i n clusion of u n i t  i in the s a m p l e .
V
The joint p r o b a b i l i t y  of inclu s i o n  of units i and j in the sample
X . : A  k n o w n  auxil i a r y  variable a s s o c i a t e d  w i t h  the un i t  i. (If there are
mo r e  than one a u x i l i a r y  varia b l e  ass o c i a t e d  w i t h  unit i, they are
d e n o t e d  by x. ,, x . n , ••• .)1,1 1,2
X: The total of
R: The r a tio T/x.
A
X: An e s t i m a t o r  of x.
T (j , = The j*"*1 p o p u l a t i o n  m o m e n t  of x, the p o p u l a t i o n  me a n  of the
x - v a l u e s .
Y i = A  r a n d o m  varia b l e  w h i c h  denotes the y-value of unit i under thes u p e r p o p u l a t i o n  approach. The value y^ is regar d e d  as a realized
value of Y ..l
Y: The v e c t o r  (Y , •**, Y ) 1 N
E(-) E x p e c t a t i o n  under a sampl i n g  plan
E,(-) E x p e c t a t i o n  u nder a s u p e r p o p u l a t i o n  model £
