Abstract. In this paper we study the numerical solution of the differential/algebraic systems F(t, y, y') 0. Many of these systems can be solved conveniently and economically using a range of ODE methods.
1. Introduction. We are interested in initial value problems for the differential/algebraic equation (DAE) (1) F(t,y,y')=O, where F, y, and y' are s-dimensional vectors. F will be assumed to be suitably differentiable. Many of these problems can be solved conveniently and economically using numerical ODE methods. Other problems cause serious difficulties for these methods. Our purpose in this paper is first to examine those classes of problems that are solvable by ODE methods, and to indicate which methods are most advantageous for this purpose. Secondly, we want to describe the problems which are not solvable by ODE methods, and the properties of these problems which cause the methods to fail. Finally, we want to discuss some analytical techniques for rewriting systems in a form which can be solved by numerical methods. The idea of using ODE methods for solving DAE systems directly was introduced in [Gear71] , and is best illustrated by considering the simplest possible algorithm, based on the backward Euler method. In this method the derivative y'(tn/l) at time tn/l is approximated by a backward difference of y(t), and the resulting system of nonlinear equations is solved for Y,/I, (2) F(tn+l, Yn+l, (Yn+l--Yn)/(tn+l--tn)) =0" In this way the solution is advanced from time t, to time tn+1. Higher order techniques such as backward differentiation formulas (BDF), Runge-Kutta methods, and extrapolation methods are generalizations of this simple idea.
One of the main advantages in using ODE methods directly for solving DAE systems is that these methods preserve the sparsity of the system. For example, one set of DAE systems which is particularly simple to solve consists of systems which are really ODEs in disguise. If, in (1), OF/y' is nonsingular, then the system can, in principle, be inverted to obtain an explicit system of ODEs (3) y' =f(t, y).
(4) Ay'(t) + By(t) g(t), can be completely understood via the Kronecker canonical form of the matrix pencil (A, B). The important characteristic of equation (4) that determines the behavior of the system and numerical methods is the index of nilpotency of the matrix pencil (A, B). Numerical methods such as (2) can be used to solve linear and nonlinear systems of index no greater than one with no great difficulty. Algorithms based on these methods experience problems when the index is greater than one. We will introduce a scheme for determining if a system has index greater than one. This scheme can be used in a code to warn the user of probable difficulty. With some care, techniques based on higher order methods such as extrapolation can be constructed for solving systems of the form (4), even if the index exceeds one. We consider these issues in 2.
One might hope that the study of (4) could be used as a guide for understanding more complicated DAE systems. In general this fails to be true. The structure of the local constant-coefficient system may not describe the behavior of solutions to the DAE, for nonlinear or even linear, nonconstant-coefficient systems whose index is greater than one. Numerical methods which work for (4) break down when the matrices are time-dependent and the index is greater than one. In fact, we are not aware of any numerical methods (based on ODE techniques or otherwise) for solving general linear DAE systems, let alone nonlinear systems. In 3 we examine the structure of time-dependent problems and show where the difficulties with conventional methods arise. In the last section we describe some analytical techniques for rewriting systems in a form which can be solved by numerical methods. These techniques are useful not only for simplifying systems in practice, but also as theoretical tools for exposing the underlying structure of high index systems.
2. Problems which can be solved by ODE methods. In this section we study problems whose index is no greater than one, and linear constant coefficient systems of arbitrary index. All of these problems are solvable by ODE methods.
The properties of linear constant-coefficient systems (4) are easily understood by transforming the system to Kronecker canonical form (KCF). For details see [SiEY81] . We give only an overview. The main idea is that there exist nonsingular matrices P and which reduce (A, B) to canonical form. When P and are applied to the constant-coefficient problem (4), we obtain The proof of this theorem is given in [GePe82b] . In fact, the conditions need only be satisfied in a neighborhood of the solution, as is stated in the referenced proof. It should also be pointed out that if the index is uniformly zero, it is trivial to prove a similar result.
While the ODE methods behave basically as expected for the index 1 problems, there are still some practical difficulties involved in implementing these methods for this class of problems. Some of these problems are discussed in [Petz81] , [Petz82]; we will not discuss most of these difficulties here.
Most automatic codes for solving DAE systems [Petz82] are designed to handle nonlinear systems of index -< 1. These codes cannot handle systems of higher index, and it would be desirable in such codes to detect higher index problems and stop.
It can be done by the following algorithm, described in [Luen77] amongst other places. This algorithm is an application of a more general one discussed in 4 (Algorithm 4.1) for higher-index problems. We state it as a theorem (whose straightforward proof is given in [GePe82b] [Petz81] ; we give only a brief outline here. We can understand many of the properties of (4) and of numerical methods by studying the simplest index
The solution to this problem is Z "--g(t), z2 g'(t), z3 g"(t). If initial values are specified for the zi, the solution has a discontinuity unless these initial values are compatible with the solution. If the driving term g(t) is not twice differentiable everywhere, the solution will not exist everywhere. For example, if g(t) has a simple jump discontinuity at some point, z2 includes a Dirac delta function, and z3 includes the derivative of a Dirac delta. 720 . W. GEAR AND L. R. PETZOLD What happens when a numerical method is applied to one of these problems? It is surprising that some of the numerical ODE methods work so well on these problems which are so unlike ODEs. We can best explain how the methods work by example. When the backward Euler method is used to solve the simple index 3 problem above, we find that the solution at time t, is given in terms of the solution at time t,-1 by (7) Zl,n gn, Z2, (Z1, Zl,n_l)/ h, Z3, (Ze,,, Z2,,,-)/h. The values of Zl will be correct at all steps (if roundott error is ignored), although the initial value Zl,0 may be incorrect. If the initial values (which need not be specified for the original problem but must be specified for the numerical procedure) are inconsistent, the values of z2,1 and z3,1 are incorrect. In fact, as h 0 they diverge. However, after two steps we obtain an O(h) correct value of zz,2 because it is obtained by the divided difference of g(t). Finally, after the third step we obtain a good approximation to z3 which is given by the second divided difference of g(t). After Extrapolation is based on computing y(t, h) for N-k + 2 different values of h (t-to)/hi, 1, 2,. ,N-k + 2 using (8) to compute y(t) under the assumption that the O(hN+I) terms can be ignored. Techniques such as those discussed in [Deuf80] can be used to vary the effective stepsize and order, but must be modified to ensure that all n exceed the value given in Theorem 2.3, namely (rn-1)k + 1. For this reason the backward Euler (k 1) is to be preferred. In the extrapolation tableau (see [Deuf80] ) the diagonal and sufficient subdiagonal values must be discarded to avoid small ni. It is possible that one could obtain an estimate of the index by observing how many terms must be discarded, but no experiments have been done. In practice, the use of this technique is complicated somewhat by the possibility of discontinuities in the function g, and also by the fact that, for higher index systems, the matrices needed for solving for the solution of the backward Euler formula are likely to be severely ill-conditioned. This technique is the best approach that we know of for solving linear constant-coefficient DAE systems.
3. Linear nonconstant-coeflicient systems. In this section we study the nonconstant-coefficien linear problem,
A(t)y'(t) + B(t)y(t) g(t).
We explore the underlying structure of these systems, and examine the reasons why they have proven to be so difficult to solve. When the coefficients are not constant, as in (9), there are several possible ways to define the index of the system. We can clearly define the local index, /(t)= index (A(t), B(t)), whenever the pencil (A(t), B(t)) is nonsingular. We can also define the global index, when it exists, in terms of possible reductions of the DAE to a semi-canonical form. By making a change of variables y H(t)z and scaling the system by G(t), where G(t) and H(t) are nonsingular, we obtain from (9) (10) The proof of this result and some examples can be found in [GePe82a] , and also in [Camp82, Chap. 5].
G( t)A( t)H( t) z' + O( t)B( t)H( t) + G( t)A( t)H' t))z G( t)g( t).

Now, if there exist G(t) and H(t) so that
G(t)B(t)H(t) + G(t)A(t)H'(t)
Whenever the global index exists, we have a good understanding of the behavior of the solutions to the system. Thus it is important to know if this index exists. That is, when does there exist a nonsingular scaling and change of variables transforming (9) to the semi-canonical form (11)?
In [CaPe82] examples are given to show that it is not in general possible to get the semi-canonical form everywhere with constant E, but that if A and B are analytic, there do exist analytic G and H for a reduction to (11) with time varying strictly lower triangular E(t). In this form the index can be seen to change as E(t) changes, although the dimension of the manifold of solutions (size of C(t)) does not change. In [GePe82b] it is shown constructively in a misstated theorem that a reduction to form (11) exists. The construction fails at isolated points but in any closed interval not containing such points, G and H exist. For many practical problems such a canonical form exists due to the structure of the matrices.
Since solvable systems are so closely related to systems of the form (11) (where the singular part of the system has constant coefficients), we might hope that some of the same techniques which work for solving constant-coefficient problems numerically might also be effective for general linear problems. Unfortunately, this turns out not to be the case.
We have seen that the constant stepsize BDF method can be used for constantcoefficient problems. What happens when it is applied to nonconstant-coefficient problems? If the local index is two we may have a stability problem depending on the rate of change of the coefficients. If the local index is greater than two, we almost always have a stability problem. We want to stress that this is a stability problem and not an accuracy question, so it does not appear that higher order methods will help. Also note that it depends on the local index while the behavior of the underlying equation depends on the global index.
We start by examining the application of the backward Euler method (BEM) to a linear problem which can be transformed locally to a canonical local index m problem. The The usual ODE argument says that if S 1-[ji Sj is bounded, z,'.' is bounded, and eo goes to zero, then we have convergence. However, in this problem we have several difficulties. The solution may have jump discontinuities so z" may not be bounded, eo
will not usually go to zero because we do not know how to compute the initial conditions, and Sj may not be bounded. However, the first two of these difficulties can be overcome in the constant-coefficient case because the nilpotency of E is reflected in the nilpotency of S S. By direct calculation it can be verified that S" 0 if Q is independent of n.
Consequently, in this case we find that for N > m h2m-2 h2m-2 2 si+lztv-i------si+lRiz where-b (1 R)/h is the backward Euler approximation to the derivative operator.
In the nonconstant-coefficient case this proof breaks down because S, is timedependent, so perhaps S 0 for all N> n. We will examine the m 2 and m 3
cases to see why this happens. For the 2 x 2 case we find that [Luen77] and [Silv69] .
ALGORITHM 4.1.
(1) If A in (9) is nonsingular, then we are done.
(2) Otherwise premultiply (9) by a nonsingular matrix P(t) to zero out a maximal number of rows of A and permute the zero rows to the bottom to obtain: (3) Differentiate the bottom half of the system to obtain the new system All B12
Bll y =g(t). Now apply the process to this new system.
Intuitively, the idea behind this algorithm is that by differentiating the "algebraic" constraints of the system we can reduce its index without changing the solution to the system. If this is repeated, as in Algorithm 4.1, eventually we should produce a system of ODEs which can be solved by numerical methods. That this intuition is correct is stated in Theorem 4.2 below.
Of course, by differentiating we have introduced a number of constants of integration, which means that we must determine the correct initial conditions. This can be done by satisfying the initial system and each of its differentiated forms at the initial point. [Silv69] and [GePe82b] .
We also note that Algorithm 4.1 can be used to find the local index of a system by considering the matrices A and B at some time to be constant, and then applying the algorithm to the resulting system. In this case, the algorithm terminates in m steps if[ the local index is m. Since by Theorem 3.1 the local index is equal to the global index if the index is one, the algorithm terminates after one iteration if[ the index is one. This provides a proof of Theorem 2.2.
