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Abstrak.Penelitian ini dimulai dengan sebuah uji hipotesis regresi, dimana tidak ada x yang 
memprediksi y.Hipotesis ditulis dengan H0: β = 0, dimana β1= (β1, β2, …, βk)′.  Karena β0 tidak 
sama dengan nol,pendekatan untuk memperoleh sebuah uji H0: β1 = 0 danH1: β1 ≠ 0, dengan 
menggunakan matriks terpusat, y = (J   Xc)(1) + dimana  Xc = (1 – J/n)X1dan X1 yang 
mempunyai semua kolom X kecuali kolom pertama. Uji untuk H0: β1 = 0 ditolak H0 jika F ≥ 
Fα,k, n-k-1, dimana Fα,k, n-k-1 adalah titik persentase α atas distribusi F (pusat). P-value merupakan 
daerah distribusi F pusat melebihi probabilitas nilai F hitung, dengan mengasumsikan H0: β1 = 
0 adalah benar. Nilai p-value yang kurang dari α adalah ekuivalen terhadap F > Fα,k, n-k-1. 
Analisis ragam hasil tersebut mengarah pada uji F. Jika H0: β1 = 0 adalah benar, kedua kuadrat 
rata-rata ekspektasi   adalah sama dengan σ2, F akan mendekati 1, Jika β1 ≠ 0, maka E(SSR/k) > 
σ2 karena XcXc definit positif, dapat menduga F lebih dari 1.Oleh karena H0 ditolak untuk nilai 
F yang besar. 
 
Kata Kunci : Regresi, uji overall, matriks terpusat. 
 
1. PENDAHULUAN 
Penulisan akan dimulai dengan sebuah uji hipotesis regresi keseluruhan dimana tidak ada x yang 
memprediksi y. Hipotesis ini dapat ditulis sebagai H0: β = 0, dimana β1= (β1, β2, …, βk)′. Dalam 
hal inipenulis akan menguji H0: β1 = 0,  dimana β1= (β0, β1). Karena β0 tidak sama dengan nol. 
Penolakan terhadap H0: β = 0terjadi karena β0, dan tidak dapat ditentukan jika x dapat 
memprediksi y.  
 
2. METODE 
Untuk pengujian terhadap H0: β = 0.Dalam pendekatan ini dilakukan untuk memperoleh sebuah 
uji H0: β1 = 0 denganH0: β1 ≠ 0,penulis akan menggunakan model terpusat, 
1






   




J X1 adalah matriks terpusat. 
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3. HASIL DAN PEMBAHASAN 
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Jika y adalah Nn(X𝛽, σ2I) maka  
SSR/σ2 = 1 1
ˆ ˆ' 'C CX X   dan SSE/σ
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akan memiliki distribusi sebagai berikut: 
1) SSR/σ2 adalah 𝜒2 (k, λ1),  
2) SSE/σ2  adalah 𝜒2 (n-k-1) 
Kebebasan SSR dan SSE ditunjukkan Jika y berdistribusi 21( , )nN X  , maka SSR dan SSE 














adalah sebagai berikut: 
1) Jika H0: β1 = 0 salah, maka F terdistribusi sebagai F(k, n-k-1, λ1), 
dimana λ1 = 1 1
ˆ ˆ' 'C CX X   /2σ2 
2) Jika H0: β1 = 0 benar, maka λ1 = 0 dan F terdistribusi sebagai F(k, n-k-1). 
Uji untuk H0: β1 = 0 diselesaikan dengan menolak H0 jika F ≥ Fα,k, n-k-1, dimana Fα,k, n-k-1 adalah 
titik persentase α dari distribusi F (pusat). Selain itu juga, p-value dapat digunakan untuk 
menyelesaikan uji tersebut. P-value merupakan daerah ekor dari distribusi F pusat melebihi nilai 
F hitung, yaitu probabilitas yang melebihi nilai F hitung, dengan mengasumsikan  
H0: β1 = 0 adalah benar. Nilai p-value yang kurang dari α adalah ekuivalen terhadap F > Fα,k, n-k-
1. 
Dalam analisis ragam disimpulkan hasil tersebut mengarah pada uji F. 
 
4. KESIMPULAN 
Jika H0: β1 = 0 adalah benar, kedua kuadrat rata-rata ekspektasi pada adalah sama dengan σ
2
,dan 
diharapkan F akan mendekati 1. Jika β1 ≠ 0, maka E(SSR/k) > σ
2
 karena Xc ′Xc  definit positif, 
dan kita menduga F untuk lebih dari 1. Oleh karena itu ditolak H0 untuk nilai F yang besar. 
Uji H0: β1 = 0 disusun menggunakan model terpusat. Dapat juga ditunjukkan SSR dan SSE 




Y = Xβ + ε, 
dimana SSR =  ˆ ' 'X y - n𝑦 2, SSE =  y‟y - ˆ ' 'X y 
Jumlah kuadrat regresi SSR = 1 1
ˆ ˆ' 'C CX X    jelas berhubungan dengan β1. 
Dengan tujuan untuk menyusun uji F termasuk SSR dan SSE, terlebih dahulu menggambarkan 
jumlah kuadrat sebagai bentuk kuadrat pada y sehingga dapat menunjukkan bahwa jumlah 
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 y  = SSR + SSE 




 y – y‟Xc(Xc‟Xc)-1Xc‟y   
   =  y‟Ay + y‟
1
( )I J A
n
  y 
dimana A = Xc(Xc‟Xc)-1Xc‟ 
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