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THE 1/N EXPANSION FOR SO(N) LATTICE GAUGE THEORY AT STRONG
COUPLING
SOURAV CHATTERJEE AND JAFAR JAFAROV
Abstract. The 1/N expansion is an asymptotic series expansion for certain quantities in large-N
lattice gauge theories. This article gives a rigorous formulation and proof of the 1/N expansion
for Wilson loop expectations in SO(N) lattice gauge theory in the strong coupling regime in any
dimension. The terms in the expansion are expressed as sums over trajectories of strings in a lattice
string theory, establishing an explicit gauge-string duality. The trajectories trace out surfaces of
genus zero for the first term in the expansion, and surfaces of higher genus for the higher terms.
1. Introduction
Quantum Yang–Mills theories are the basic building blocks of the Standard Model of quantum
mechanics. In an effort to gain a better theoretical understanding of quantum Yang–Mills theories,
Wilson [34] introduced a discretized version of these theories that are now known as lattice gauge
theories. Lattice gauge theories are mathematically well-defined objects, which are supposed to
converge to quantum Yang–Mills theories in the scaling limit as the lattice spacing tends to zero.
The existence of the scaling limit, however, is a famous open problem in mathematical physics that
was posed as one of the seven millennium prize problems by the Clay Institute in the year 2000.
A lattice gauge theory requires two ingredients: a compact Lie group, called the gauge group of
the theory, and a lattice, usually taken to be Zd for some d ≥ 2. For the convenience of the reader,
we will now give a quick definition of lattice gauge theory for the gauge group SO(N).
Let d ≥ 2 be a positive integer and let E be the directed nearest-neighbor edges of d-dimensional
integer lattice Zd. For any edge e ∈ E let u(e) and v(e) respectively be the starting and ending
points of e. We say an edge e is positively oriented if u(e) is lexicographically smaller than v(e),
and negatively oriented otherwise. Let E+ and E− be the sets of positively and negatively oriented
edges in E. If e = (u, v), we will denote the edge (v, u) by e−1.
A sequence of edges l = e1e2 · · · en is called a closed loop if v(ei) = u(ei+1) for each i < n
and v(en) = u(e1). A closed loop of length four is called a plaquette if ei 6= e
−1
j for all i, j. Let
P be the set of all plaquettes. A plaquette p = e1e2e3e4 is called positively oriented if u(e1) is
lexicographically the smallest among all vertices in p and v(e1) is the second smallest. Let P
+ be
the set of all positively oriented plaquettes.
Let SO(N) be the group of N ×N orthogonal matrices with determinant 1, and let σN be the
Haar measure on SO(N). Let Λ be a finite subset of Zd and β be a real number. Let E+Λ be the
set of all positively oriented edges with both endpoints in Λ. Take a configuration Q of SO(N)
matrices indexed by the elements of E+Λ . For each e ∈ E
+
Λ , let Qe−1 := Q
−1
e . For any plaquette
p = e1e2e3e4 let Qp := Qe1Qe2Qe3Qe4 . Define a probability measure µΛ,N,β on the set of all such
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configurations as
dµΛ,N,β(Q) := Z
−1
Λ,N,β exp
(
Nβ
∑
p∈P+
Λ
Tr(Qp)
) ∏
e∈E+
Λ
dσN (Qe) ,
where P+Λ is the set of all positively oriented plaquettes lying completely inside Λ and ZΛ,N,β is
the normalizing constant (usually called the partition function). This probability measure defines
a lattice gauge theory on Λ for the group SO(N). The number β is called the inverse coupling
constant of the model. In the lingo of lattice gauge theories, “strong coupling” means small β, and
“weak coupling” means large β.
For any function f defined on the set of configurations, denote the expectation of f with respect
to above probability measure by 〈f〉Λ,N,β. That is,
〈f〉Λ,N,β :=
∫
f(Q)dµΛ,N,β(Q) . (1.1)
We will omit Λ, N , and β from the subscript and write 〈f〉 whenever they are clear from the
context.
The primary objects of interest in lattice gauge theories are Wilson loop variables and their
expectations. For any closed loop l = e1e2 . . . en lying completely inside Λ, the Wilson loop variable
Wl is defined as
Wl := Tr(Qe1Qe2 · · ·Qen)
and its expectation 〈Wl〉 is defined using (1.1).
The goal of this paper is to understand some aspects of lattice gauge theories before taking the
continuum limit. This has been a challenging field in itself for more than forty years. A famous
open problem is the mass gap conjecture, which claims that if p and q are two plaquettes, then the
correlation between the random variables Wp and Wq decays exponentially in the distance between
p and q, for any value of the inverse coupling strength β. Another important conjecture is quark
confinement, which claims that as the loop l gets larger, − log〈Wl〉 increases at least as fast as the
minimum surface area enclosed by l.
Some of the earliest rigorous results about lattice gauge theories were obtained by Lu¨scher [28],
who constructed strictly positive self-adjoint transfer matrices for a large class of lattice gauge
theories, and by Osterwalder and Seiler [31], who proved the quark confinement and mass gap
properties at sufficiently strong coupling. Guth [25] proved that in four-dimensional U(1) lattice
gauge theory, quark confinement breaks down at sufficiently weak coupling. A simpler proof of
Guth’s theorem was given by Fro¨hlich and Spencer [16]. Go¨pfert and Mack [18] proved the deep
result that three-dimensional U(1) lattice gauge theory is quark confining at all coupling strengths.
For some recent developments and further pointers to the mathematical literature on lattice gauge
theories — especially the substantial literature on continuum limits, which is not reviewed here —
see [2, 3].
A physics method for performing theoretical computations in lattice gauge theories that is par-
ticularly relevant for this paper was proposed by ’t Hooft [32], who considered U(N) lattice gauge
theory for large N , and calculated an asymptotic series expansion for the partition function of the
theory in powers of 1/N . This is known as ’t Hooft’s 1/N expansion. ’t Hooft’s work revealed a
connection between large matrix integrals and the enumeration of planar maps. This connection
has been subsequently deeply explored by mathematicians working in a variety of areas. One of
the earliest attempts at making rigorous mathematics out of ’t Hooft’s idea was due to Ercolani
and McLaughlin [10, 11]. Alice Guionnet and her collaborators have developed the map enumer-
ation idea and its implications in random matrix theory and free probability in a long sequence
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of papers [4, 19, 20, 21, 22, 23, 24]. In another direction, the ’t Hooft expansion has been used
in developing the theory of topological recursion and its applications in enumerative geometry by
Eynard [12, 13] and Eynard and Orantin [14, 15].
The goal of this paper is to give a complete rigorous statement and proof of the 1/N expansion
for Wilson loop expectations in SO(N) lattice gauge theory at strong coupling, in any dimension.
More precisely, we will present a sequence of functions f0, f1, . . . on the space of all closed loops in
Z
d such that for any closed loop l and any k ≥ 0,
〈Wl〉
N
= f0(l) +
1
N
f1(l) +
1
N2
f2(l) + · · · +
1
Nk
fk(l) + o
(
1
Nk
)
(1.2)
as N → ∞, provided that |β| is small enough (depending on k). Here 〈Wl〉 is the expectation
of the Wilson loop variable associated with the loop l in SO(N) lattice gauge theory on Zd at
inverse coupling strength β, as defined previously. Partial progress on this question was made in
[2], where the function f0 was identified as a sum over trajectories in a certain kind of string theory
on the lattice Zd. This result gave a precise mathematical meaning to a simple instance of what
is broadly known as “gauge-string duality” in the physics literature. Gauge-string duality refers to
a conjectured duality between string theories and quantum gauge theories that had been floating
around in the physics literature ever since the work of ’t Hooft [32], before being transformed into
an enormously popular area of research after the seminal work of [30]. The topic, however, is not
yet a part of rigorous mathematics except for the paper [2] cited above, as far as we know.
This paper develops the program initiated in [2], by identifying each fj in the expansion (1.2) as
a sum over trajectories in a lattice string theory. There are two major differences with the earlier
work. First, the proofs are based on significantly more complicated three-fold induction arguments
than the proofs in [2], which used two-fold induction. The second and more important point is that
while the string theory used to define f0 in [2] allowed strings to only split and deform, thereby
tracing out surfaces of genus zero, the string theory used to define fj for a general j allows strings
that have previously split to merge together at a later time. This has the consequence that the
surfaces traced out by these strings can have genus greater than zero, which are substantially more
difficult to handle.
The proofs in this paper, as in the previous one, start with a rigorous version of a set of equations
derived by Makeenko and Migdal [29]. These are special cases of the class of equations that are
broadly known as Schwinger–Dyson equations in the random matrix literature. The validity of the
Makeenko–Migdal equations in the continuum limit of two-dimensional lattice gauge theories was
rigorously established by Le´vy [27], with subsequent simpler proofs and extensions by Dahlqvist [5]
and Driver et al. [6, 7].
In dimensions higher than two, the Makeenko–Migdal equations are notoriously difficult to ana-
lyze. In the physics literature, a famous attempt at simplifying the Makeenko–Migdal equations for
higher dimensional lattice gauge theories was made by Eguchi and Kawai [9]. There were some prob-
lems with the Eguch–Kawai reduction, which were addressed by Bhanot, Heller and Neuberger [1],
and later by Gonzalez-Arroyo and Okaway [17], who proposed the twisted Eguchi–Kawai model.
In recent years, there has been a spate of new breakthroughs in this area, initiated by the works of
Kovtun, U¨nsal and Yaffe [26] and U¨nsal and Yaffe [33]. For a survey of these recent developments,
see Dunne and U¨nsal [8].
On the rigorous mathematical side, the only formulation and proof of the Makeenko–Migdal
equations in dimensions higher than two is the one given in [2], where the key new idea was that
instead of considering the expectation of a single Wilson loop variable, one should consider expec-
tations of products of Wilson loop variables and develop recursive equations for these expectations.
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The second step was to write down the solutions of these equations as sums over trajectories in a
string theory on the lattice. The strong coupling condition was required to ensure the convergence
of this infinite sum. The technical aspects of carrying out this program, however, are quite complex.
The basic steps, required for deriving the formula for the first term in the 1/N expansion, were
executed in [2]. The present paper develops this further and gets the formulas for all the terms
in the 1/N expansion. It may be worth emphasizing here that this paper is not merely a simple
extension of [2]; substantial complications arise in going beyond the first term of the expansion.
The next section introduces the lattice string theory that describes the terms in the 1/N expan-
sion. The main result is presented in Section 3.
2. A string theory on the lattice
For the reader’s convenience, we will now restate the definition of the lattice string theory that
was defined in [2], together with some additional definitions that are needed for this manuscript.
Recall that E denotes the set of edges of Zd. A path ρ in Zd is defined to be a sequence of edges
ρ = e1e2 · · · en ∈ E such that v(ei) = u(ei+1) for i = 1, 2, . . . , n − 1. We will say that ρ has length
|ρ| = n. The path ρ will be called closed if v(en) = u(e1). We also define a null path, ∅, that has
no edges and therefore has length zero. By definition, the null path is closed. The “inverse” of the
path ρ is defined as
ρ−1 := e−1n e
−1
n−1 · · · e
−1
1 .
If ρ′ = e′1 · · · e
′
m is another path such that v(en) = u(e
′
1), then the concatenated path ρρ
′ is defined as
ρρ′ := e1 · · · ene
′
1 · · · e
′
m .
If ρ = e1 · · · en is a closed path, we will say that another closed path ρ
′ is cyclically equivalent to ρ
if
ρ′ = eiei+1 · · · ene1e2 · · · ei−1
for some 2 ≤ i ≤ n. The equivalence classes will be called cycles. The length of a cycle l, denoted
by |l|, is defined to be equal to the length of any of the closed paths in l. The null cycle is defined
to be the equivalence class containing only the null path, and its length is defined to be zero.
If ρ = e1 · · · en is a path, then ek will be called the edge at the k
th location of ρ. For cycles, the
first edge is defined by some arbitrary rule. Once the first edge is defined, the definition of the kth
edge is automatic.
We will say that a closed path ρ = e1e2 · · · en has a backtrack at location i if ei+1 = e
−1
i , where
en+1 means e1. Given a path ρ = e1e2 · · · en that has a backtrack at location i, the path obtained
by erasing this backtrack is defined as
ρ′ := e1e2 · · · ei−1ei+2 · · · en .
It is easy to check that ρ′ is indeed a path, and it is closed if ρ is closed. If ρ is closed and has a
backtrack at location n, then backtrack erasure at location n results in
ρ′ := e2e3 · · · en−1 .
Again, it is easy to check that ρ′ is a closed path. If we start with a closed path ρ and keep erasing
backtracks successively, we must at some point end up with a closed path with no backtracks.
Such a path will be called a nonbacktracking closed path, and its cyclical equivalence class will be
called a nonbacktracking cycle, since each member of such an equivalence class is nonbacktracking.
Nonbacktracking cycles will be called loops. This is a more precise definition of a loop than the
one given in Section 1. The null cycle is by definition a loop, called the null loop.
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Figure 1. A loop and its nonbactracking core obtained by backtrack erasures.
It was shown in [2] that the nonbacktracking closed path obtained by successively erasing back-
tracks from a closed path is unique up to cyclical equivalence, irrespective of the order in which
backtracks are erased. Using this result, the nonbacktracking core of a cycle l is defined to be the
unique loop obtained by successive backtrack erasures until there are no more backtracks. The
nonbacktracking core of a cycle l will be denoted by [l]. Figure 1 illustrates a nonbacktracking core
obtained by succesively erasing all backtracks.
If (l1, . . . , ln) and (l
′
1, . . . , l
′
m) are two finite sequences of loops, we will say that they are equivalent
if one can be obtained from the other by deleting and inserting null loops at various locations. Let
S denote the set of equivalence classes. Individual loops are also considered as members of S by
the natural inclusion. An element of S will be called a loop sequence. The null loop sequence is
the equivalence class of the null loop. Any non-null loop sequence s has a representative member
(l1, . . . , ln) that has no null loops. This will be called the minimal representation of s. The length
of a loop sequence s = (l1, . . . , ln) is defined as |s| := |l1|+ · · ·+ |ln|.
We will now define some operations on loops. These are rules for getting new loops out of
old ones. There are five kinds of operations, called merger, deformation, splitting, twisting and
inaction. The first four kinds of operations have two subtypes each, called positive and negative.
Merger: Let l and l′ be two non-null loops. Let x be a location in l and y be a location in l′. If
l contains an edge e at location x and l′ contains the same edge e at location y, then write l = aeb
and l′ = ced (where a, b, c, d are paths), and define the positive merger of l and l′ at locations x
and y as
l ⊕x,y l
′ := [aedceb] ,
where [aedceb] is the nonbacktracking core of the cycle aedceb, and define the negative merger of l
and l′ at locations x and y as
l ⊖x,y l
′ := [ac−1d−1b] .
If l contains an edge e at location x and l′ contains the inverse edge e−1 at location y, write l = aeb
and l′ = ce−1d and define the positive merger of l and l′ at locations x and y as
l ⊕x,y l
′ := [aec−1d−1eb] ,
and define the negative merger of l and l′ at locations x and y as
l ⊖x,y l
′ := [adcb] ,
Figure 2 illustrates a positive merger and Figure 3 illustrates a negative merger.
Deformation: If a loop l′ is produced by merging a plaquette with a loop l, we will say that l′
is a deformation of l. If the merger is positive we will say that l′ is a positive deformation, whereas
if the merger is negative we will say that l′ is a negative deformation. Since a plaquette cannot
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⊕e e e
Figure 2. Positive merger.
⊖e e e
Figure 3. Negative merger.
ee e−1
p⊕
Figure 4. Positive deformation.
contain an edge e or its inverse at more than one location, we will use the notations l ⊕x p and
l⊖x p to denote the loops obtained by merging l and p at locations x and y, where y is the unique
location in p where e or e−1 occurs, where e is the edge occurring at location x in l. Also, we
will denote the set of positively oriented plaquettes containing an edge e or its inverse by P+(e).
Figure 4 illustrates a positive deformation. A negative deformation is illustrated in Figure 5.
Splitting: Let l be a non-null loop and let x, y be distinct locations in l. If l contains the same
edge e at x and y, write l = aebec and define the positive splitting of l at x and y to be the pair of
loops
×1x,yl := [aec] , ×
2
x,yl := [be] .
If l contains e at location x and e−1 at location y, write l = aebe−1c and define the negative splitting
of l at x and y to be the pair of loops
×1x,yl := [ac] , ×
2
x,yl := [b] .
Figure 6 illustrates an example of positive splitting, and Figure 7 illustrates negative splitting.
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e e−1
p⊖
Figure 5. Negative deformation.
e e e
Figure 6. Positive splitting.
e
e−1
Figure 7. Negative splitting.
Twisting: Let l be a non-null loop and x, y be two locations in l. If l contains an edge e at both
x and y, write l = aebec and define the negative twisting of l between x and y as the loop
∝x,y l := [ab
−1c] .
If l contains an edge e at location x and e−1 at location y, write l = aebe−1c, and define the positive
twisting of l between x and y as the loop
∝x,y l := [aeb
−1e−1c] .
It is easy to verify that these are indeed loops. Positive twisting is illustrated in Figure 8 and
negative twisting is illustrated in Figure 9.
Inaction: As the name suggests, inaction means nothing changes: the loop remains the same
after the operation as it was before.
If s and s′ are loop sequences, say that s′ is a splitting of s if s′ is obtained from s by splitting
one of the component loops in the minimal representation of s. Similarly, say that s′ is deformation
or twisting of s if s′ is obtained by deforming or twisting one of the components of s, s′ is inaction
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e
e−1
e
e−1
Figure 8. Positive Twisting.
e
Figure 9. Negative twisting.
of s if s′ = s, and say that s′ is a merger of s if s′ is obtained by merging two of the component
loops of s. Let
D
+(s) := {s′ : s′ is a positive deformation of s} ,
D
−(s) := {s′ : s′ is a negative deformation of s} ,
S
+(s) := {s′ : s′ is a positive splitting of s} ,
S
−(s) := {s′ : s′ is a negative splitting of s} ,
M
+(s) := {s′ : s′ is a positive merger of s} ,
M
−(s) := {s′ : s′ is a negative merger of s} ,
T
+(s) := {s′ : s′ is a positive twisting of s} ,
T
−(s) := {s′ : s′ is a negative twisting of s} .
Let D(s) = D+(s) ∪ D−(s), and define S(s), M(s) and T(s) similarly.
If a loop can be split positively at locations x and y, then it can also be split positively at y
and x, producing the same pair of loops but in reverse order. Since the order of loops in a loop
sequence is important, these two splittings are identified as distinct elements of S+(s). Similar
remarks apply for negative splittings, twistings and mergers. For example, while counting mergers,
one should be careful about the following. Let s = (l1, . . . , ln) be a loop sequence. Suppose that
l1 and lr can be positively merged at locations x and y. Then (l1 ⊕x,y lr, l2, . . . , lr−1, lr+1, . . . , ln)
is the sequence obtained by performing this merging operation. However, in this situation, lr and
l1 can be positively merged at locations y and x, producing the loop sequence (l2, . . . , lr−1, lr ⊕y,x
l1, lr+1, . . . , ln). Although the loops l1 ⊕x,y lr and lr ⊕y,x l1 are the same, the two operations
mentioned above are counted as distinct elements of M+(s), since the order of loops in a loop
sequence is important. A similar remark applies for negative mergers.
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A trajectory is a sequence of loop sequences (s0, s1, . . .) where each si+1 is obtained from si by
applying one of the five kinds of operations defined above to loops in the minimal representation
of si. A trajectory can be finite or infinite. A finite trajectory whose terminal loop sequence is null
and all non-terminal loop sequences are non-null will be called a vanishing trajectory. Let X (s)
be the set of all vanishing trajectories that start at a loop sequence s. Let Xi,a,b,c(s) be the set
of all vanishing trajectories that start at a loop sequence s and has i deformations, a twistings,
b mergers and c inactions. We will later prove that for any element of Xi,a,b,c(s), the number of
splitting operations is bounded by a number that depends on s, i and b.
Define the genus of a trajectory as the sum of the number of mergers and half the number of
twistings and inactions. The term “genus” is inspired by the topological definition of the genus
of a surface. A trajectory traces out a surface over time, and mergers give rise to handles in this
surface. However, the genus that we define here may have a somewhat different value than the
topological genus, since twistings and inactions are not considered in the topological definition. If
a trajectory has no twistings and inactions, then its genus is exactly the same as the topological
genus.
For i, k ≥ 0 let
Xi,k(s) :=
⋃
a+2b+c=k
Xi,a,b,c(s) ,
and let
Xk(s) :=
∞⋃
i=0
Xi,k(s) .
In words, Xk(s) is the set of vanishing trajectories of genus k/2 that start at s, and Xi,k(s) is the
subset of Xk(s) consisting of all trajectories that have exactly i deformations.
Figure 10 illustrates a vanishing trajectory with genus 2. The surface traced out by this trajec-
tory is depicted in Figure 11. Performed operations are negative deformation, positive twisting,
negative splitting, negative deformation, negative deformation, negative merger, negative deforma-
tion, inaction, negative deformation and negative deformation. If s is the loop on the top left corner
of Figure 10, then this trajectory is an element of X6,1,1,1(s), X6,4(s) and X4(s).
Define the weight of the transition from s to s′ at inverse coupling strength β as
wβ(s, s
′) :=


1 if s′ = s,
−1/|s| if s′ ∈ T+(s) ∪ S+(s) ∪M+(s)
1/|s| if s′ ∈ T−(s) ∪ S−(s) ∪M−(s)
−β/|s| if s′ ∈ D+(s),
β/|s| if s′ ∈ D−(s).
(2.1)
If X = (s0, s1, . . . , sn) is a vanishing trajectory, define the weight of X at inverse coupling strength
β as the product
wβ(X) := wβ(s0, s1)wβ(s1, s2) · · ·wβ(sn−1, sn) .
Note that the weight of a trajectory may be positive or negative. For example, the vanishing
trajectory in Figure 10 has weight −β6/221184000. This distinguishes these trajectory weights
from the weights attached to trajectories of Markov processes in probability theory.
3. Main result: The 1/N expansion
We will assume that the reader is familiar with the notations and terminologies defined in Sec-
tions 1 and 2. Consider SO(N) lattice gauge theory on a subset Λ of Zd. The main objective of
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Figure 10. A vanishing trajectory of a loop. Performed operations are deforma-
tion, twisting, splitting, deformation, deformation, merger, deformation, inaction,
deformation and deformation.
this paper is to present asymptotic series expansion for the loop function
φΛ,N,β(s) :=
〈Wl1Wl2 · · ·Wln〉
Nn
,
where s is a loop sequence with minimal representation (l1, . . . , ln). We will omit subscripts Λ
and β and simply write φN (s) whenever Λ and β are clear from the context. The following the-
orem establishes the 1/N expansion (1.2) and gives string-theoretic formulas for the terms in the
expansion. This is the main result of this paper.
Theorem 3.1. There exists a sequence of positive real numbers {β0(d, k)}k≥0 depending only on d
such that for any k ≥ 0, the following hold when |β| ≤ β0(d, k):
(i) For each s ∈ S, the sum
fk(s) :=
∑
X∈Xk(s)
wβ(X)
is absolutely convergent.
THE 1/N EXPANSION AT STRONG COUPLING 11
Figure 11. The surface traced out by the trajectory from Figure 10.
(ii) Let Λ1,Λ2, . . . be any sequence of finite subsets of Z
d that are monotonically increasing to
Z
d. Then for each s ∈ S,
lim
N→∞
Nk
(
φΛN ,N,β(s)− f0(s)−
1
N
f1(s)−
1
N2
f2(s)− · · · −
1
Nk
fk(s)
)
= 0 ,
where f0, . . . , fk are the functions defined in part (i).
(iii) Lastly, for each s ∈ S, |fk(s)| ≤ (2
2k+13d)|s|.
As mentioned before, the case of k = 0 was proved in [2]. Theorem 3.1 tells that the series
expansion for f0 involves only trajectories of genus zero, whereas any other fk involves trajectories
of positive genus k/2.
Notice that the above result is valid only for small enough β, that is, at strong coupling. It is
a non-perturbative result. The original 1/N expansion of ’t Hooft [32], on the other hand, is a
perturbative weak coupling expansion. When β is large, a lattice gauge theory can be heuristi-
cally treated as a perturbation of a Gaussian theory, which naturally leads to Feynman diagram
calculations. However, this argument has not yet been made rigorous, as far as we know.
The rest of the paper is devoted to proving Theorem 3.1.
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4. Preliminary lemmas
Define the length of a loop sequence s with minimal representation (l1, . . . , ln) as
|s| := |l1|+ · · ·+ |ln| ,
the size of s as
#s := n ,
and the index of s as
ι(s) := |s| −#s .
In this section we will prove some lemmas about the behavior of the length |s| and the index ι(s)
of a loop sequence s under the string operations defined in Section 2.
Lemma 4.1. Let s be a non-null loop sequence. If s′ is a twisting of s, then |s′| ≤ |s| and
ι(s′) ≤ ι(s).
Proof. It is easy to see that a twisting operation does not add any extra edges to loops in s. Hence
|s′| ≤ |s|. On the other hand either #s′ = #s or #s′ = #s− 1. In the first case
ι(s′) = |s′| −#s′ ≤ |s| −#s = ι(s) .
The second case can occur only if one of the loops in s vanishes after the twisting operation. Since
any non-null loop has length at least 4, this implies that |s′| ≤ |s| − 4 and so
ι(s′) = |s′| −#s′ ≤ (|s| − 4)− (#s− 1) = ι(s)− 3 ,
which completes the proof. 
Lemma 4.2. If s is a non-null loop sequence and s′ is a merger of s, then |s′| ≤ |s| and ι(s′) ≤
ι(s) + 1.
Proof. Mergers do not add extra edges. Therefore |s′| ≤ |s|. On the other hand either #s′ = #s−1
or #s′ = #s− 2. The first case happens if two loops in s merge to form one, which gives
ι(s′) = |s′| −#s′ ≤ |s| − (#s− 1) = ι(s) + 1 .
The second case happens if two loops merge to form the null loop. Since any non-null loop has
length at least 4, this gives |s′| ≤ |s| − 8 and
ι(s′) = |s′| −#s′ = (|s| − 8)− (#s− 2) = ι(s)− 6 .
This completes the proof of the lemma. 
Lemma 4.3. If s is a non-null loop sequence and s′ is a deformation of s, then |s′| ≤ |s|+ 4 and
ι(s′) ≤ ι(s) + 4.
Proof. A plaquette is composed of four edges. Hence |s′| ≤ |s|+4. Since only one of the components
loops of s is deformed to get s′, either #s′ = #s or #s′ = #s− 1. In the first case,
ι(s′) = |s′| −#s′ ≤ (|s|+ 4)−#s = ι(s) + 4 .
The second case can happen only if the deformed loop vanishes. Thus in this case, |s′| ≤ |s| − 4
and
ι(s′) = |s′| −#s′ ≤ (|s| − 4)− (#s− 1) = ι(s)− 3 ,
which completes the argument. 
The next three lemmas are quoted without proof from [2].
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Lemma 4.4. Let l be a non-null loop and suppose that x and y are two distinct locations in l such
that l admits a positive splitting at x and y. Let l1 := ×
1
x,yl and l2 := ×
2
x,yl. Then l1 and l2 are
non-null loops, |l1| ≤ |l| − |y − x|, and |l2| ≤ |y − x|.
Lemma 4.5. Let l be a non-null loop and suppose that x and y are two distinct locations in l such
that l admits a negative splitting at x and y. Let l1 := ×
1
x,yl and l2 := ×
2
x,yl. Then l1 and l2 are
non-null loops, |l1| ≤ |l| − |y − x| − 1, and |l2| ≤ |y − x| − 1.
Lemma 4.6. If s′ is obtained from s by a splitting operation, then ι(s′) < ι(s).
Recall the definition of the Catalan numbers: C0 = 1, and for i ≥ 1,
Ci =
1
i+ 1
(
2i
i
)
=
(
2i
i
)
−
(
2i
i+ 1
)
.
We will use a well known recursion relation for Catalan numbers: For each i ≥ 0,
Ci+1 =
i∑
j=0
CjCi−j . (4.1)
We will also use the facts that Ci is increasing in i and that
Ci+1 ≤ 4Ci (4.2)
for each i ≥ 0. Lastly, we will need the following lemma about Catalan numbers.
Lemma 4.7. Let Ck be the k
th Catalan number. If n,m are positive integers, then
Cn+m−1 ≤ (n +m)
2Cn−1Cm−1 .
Proof. The proof is by induction on n + m. If n + m ≤ 5, then it is easy to check by direct
computation that
Cn+m−1 ≤ (n+m)
2 .
If n+m = 6, then max{n,m} ≥ 3 and
Cn+m−1 ≤ (n+m)
2C2 ≤ (n+m)
2Cn−1Cm−1 .
Now assume that the claimed inequality is true up to n +m = p for some p ≥ 7. Without loss of
generality assume n ≥ m so that n ≥ 4. Note that
Ck =
1
k + 1
(
2k
k
)
=
4k − 2
k(k + 1)
(
2k − 2
k − 1
)
=
4k − 2
k + 1
Ck−1 .
By induction hypothesis,
(n+m)2Cn−1Cm−1 =
4n − 6
n
(
n+m
n+m− 1
)2
(n+m− 1)2Cn−2Cm−1
≥
4n − 6
n
(
n+m
n+m− 1
)2
Cn+m−2
=
(4n − 6)(n +m)
n(4n+ 4m− 6)
(
n+m
n+m− 1
)2
Cn+m−1 .
So it is enough to prove that (
n+m
n+m− 1
)2
≥
n(4n+ 4m− 6)
(4n − 6)(n +m)
. (4.3)
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Observe that the left side is decreasing in m whereas the right side is increasing. So it is enough to
prove the inequality (4.3) for n = m. In this case the inequality reduces to 4n2 + 3 ≥ 16n, which
is true because n ≥ 4. 
5. The unsymmetrized master loop equation
Let s be a loop sequence with minimal representation (l1, . . . , ln). For each 1 ≤ r ≤ n, let Ar(e)
be the set of locations in lr where edge e occurs, and let Br(e) be the set of locations in lr where
e−1 occurs. Let Cr(e) = Ar(e) ∪ Br(e). We will simply write Ar, Br, Cr whenever e is clear from
the context.
Now let e be the first element of l1 and let m be the size of C1. For any loop function h : S → R
let ∑
twist s
h =
∑
x,y∈A1
x 6=y
h(∝x,y l1, . . . , ln) +
∑
x,y∈B1
x 6=y
h(∝x,y l1, . . . , ln)
−
∑
x∈A1, y∈B1
h(∝x,y l1, . . . , ln)−
∑
x∈B1, y∈A1
h(∝x,y l1, . . . , ln) .
Similarly, let
∑
merge s
h :=
n∑
r=2
∑
x∈C1, y∈Cr
h(l1 ⊖x,y lr, . . . , ln)−
n∑
r=2
∑
x∈C1, y∈Cr
h(l1 ⊕x,y lr, . . . , ln) ,
∑
split s
h :=
∑
x∈A1, y∈B1
h(×1x,yl1,×
2
x,yl1, . . . , ln) +
∑
x∈B1, y∈A1
h(×1x,yl1,×
2
x,yl1, . . . , ln)
−
∑
x,y∈A1
x 6=y
h(×1x,yl1,×
2
x,yl1, . . . , ln)−
∑
x,y∈B1
x 6=y
h(×1x,yl1,×
2
x,yl1, . . . , ln) ,
and ∑
deform s
h :=
∑
p∈P+(e)
∑
x∈C1
h(l1 ⊖x p, . . . , ln)−
∑
p∈P+(e)
∑
x∈C1
h(l1 ⊕x p, . . . , ln) .
Let ∑+
twist s
,
∑+
merge s
,
∑+
split s
,
∑+
deform s
denote sums as above with minus signs between terms replaced by plus signs. The goal of this
section is to prove the following result.
Theorem 5.1. There exist positive constants {β0(d, k)}k≥0 depending on d and functions {fk}k≥0
depending on β such that the assertions of part (ii) of Theorem 3.1 are valid when |β| ≤ β0(d, k).
Moreover, the sequence of functions {fk}k≥0 satisfies the recursive relation
mfk(s) = mfk−1(s) +
∑
twist s
fk−1 +
∑
merge s
fk−2 +
∑
split s
fk + β
∑
deform s
fk (5.1)
for each s ∈ S, where m = m(s) is the size of the set C1 defined above, and fj(s) is understood to
be zero when j < 0.
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Note that the above theorem does not make the claim that fk has the form given in part (i) of
Theorem 3.1. It merely asserts the existence of fk’s such that part (ii) is valid. The starting point
of the proof of Theorem 5.1 is the following “master loop equation” proved in [2].
Theorem 5.2. Let φN = φΛN ,N,β be as in Theorem 3.1. Take a loop sequence s such that all
vertices of Zd that are at distance ≤ 1 from any of the component loops of s are contained in ΛN .
Then
mφN (s) =
1
N − 1
∑
twist s
φN +
1
N(N − 1)
∑
merge s
φN +
N
N − 1
∑
split s
φN +
βN
N − 1
∑
deform s
φN , (5.2)
where m is the size of the set C1 defined above.
Using the master loop equation, it was proved in [2] that part (ii) of Theorem 3.1 holds for k = 0.
To be precise, the following result was proved.
Theorem 5.3. Let φN = φΛN ,N,β be as in Theorem 3.1. There exists a number β0(d, 0) > 0 such
that if |β| ≤ β0(d, 0), then f0(s) = limN→∞ φN (s) exists for each s ∈ S, and satisfies the recursive
relation
mf0(s) =
∑
split s
f0 + β
∑
deform s
f0 , (5.3)
where m is the size of the set C1 defined above.
We are now ready to start the proof of Theorem 5.1. The proof is by induction on k. As
mentioned above, the case k = 0 is already known (Theorem 5.3). Take some k > 0 and assume
that the claim is true for all k′ < k. In particular, assume that fk′ exists for any k
′ < k. Take some
s ∈ S and let all notation be as in the beginning of this section. Observe that by the induction
hypothesis, the master loop equation (5.1) can be rewritten as
mfk′(s) =
∑
twist s
(f0 + · · · + fk′−1) +
∑
merge s
(f0 + · · ·+ fk′−2)
+
∑
split s
(f0 + · · · + fk′) + β
∑
deform s
(f0 + · · · + fk′) (5.4)
for any k′ < k. Define sequence of increasing numbers {Lq : q ≥ 0} as L0 = 1 and
Lq = (36Lq−1)
4/3
for q ≥ 1. Fixing k and working under the hypothesis that (5.4) holds for all k′ < k, we continue
our proof with the following lemma. Throughout, ΛN and φN = φΛN ,N,β are as in Theorem 3.1.
Lemma 5.4. Take any N . Let s be a non-null loop sequence such that all vertices of Zd that are
at distance ≤ 1 from any of the component loops of s are contained in ΛN . For any 0 ≤ q ≤ k,
there exists β′0(d, q) > 0, depending only on q and d, such that for any |β| ≤ β
′
0(d, q) and any s as
above, ∣∣∣∣N q
(
φN (s)− f0(s)−
1
N
f1(s)− · · · −
1
N q−1
fq−1(s)
)∣∣∣∣ ≤ L|s|q . (5.5)
Proof. The proof is by induction on q. Let H0,N(s) := φN (s) and let
Hq,N(s) := N
q
(
φN (s)− f0(s)−
1
N
f1(s)− · · · −
1
N q−1
fq−1(s)
)
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for 1 ≤ q ≤ k. Since |Wl| ≤ N for any loop l, |H0,N (s)| = |φN (s)| ≤ 1. So the inequality (5.5)
holds for q = 0. Also note that since φN (∅) = 1 for all N , f0(∅) = 1 and fj(∅) = 0 for all j ≥ 1.
For the rest of the proof we will assume that s 6= ∅. Let q ≥ 1 and suppose that (5.5) holds for all
0 ≤ q′ < q. By using the identity
N r
N − 1
=
1
N − 1
+
r−1∑
i=0
N i (5.6)
that holds for any r ≥ 0, we can write the equation (5.2) as
mN qφN (s) =
(
1
N − 1
+
q−1∑
i=0
N i
) ∑
twist s
φN +
(
1
N − 1
+
q−2∑
i=0
N i
) ∑
merge s
φN
+
(
1
N − 1
+
q∑
i=0
N i
) ∑
split s
φN + β
(
1
N − 1
+
q∑
i=0
N i
) ∑
deform s
φN . (5.7)
On the other hand, by equation (5.4),
mN q
q−1∑
i=0
1
N i
fi(s) =
q−1∑
i=0
N q−i
( ∑
twist s
i−1∑
j=0
fj +
∑
merge s
i−2∑
j=0
fj +
∑
split s
i∑
j=0
fj + β
∑
deform s
i∑
j=0
fj
)
.
By interchanging sums we get
q−1∑
i=0
N q−i
∑
twist s
i−1∑
j=0
fj =
∑
twist s
q−2∑
j=0
fj
q−1∑
i=j+1
N q−i
=
∑
twist s
q−2∑
j=0
fj
q−1∑
i=j+1
N i−j =
∑
twist s
q−1∑
i=1
N i
i−1∑
j=0
1
N j
fj .
After doing this change of summation also for merger, splitting and deformation terms, we get
mN q
q−1∑
i=0
1
N i
fi(s) =
∑
twist s
q−1∑
i=1
N i
i−1∑
j=0
1
N j
fj +
∑
merge s
q−2∑
i=1
N i
i−2∑
j=0
1
N j
fj
+
∑
split s
q∑
i=1
N i
i∑
j=0
1
N j
fj + β
∑
deform s
q∑
i=1
N i
i∑
j=0
1
N j
fj . (5.8)
The left side of (5.8) subtracted from the left side of (5.7) gives
mN q
(
φN (s)−
q−1∑
i=0
1
N i
fi(s)
)
= mHq,N(s) .
On the other hand, we get four terms when the right side of (5.8) is subtracted from the right
side of (5.7), corresponding to twisting, merger, splitting and deformation. The twisting term
simplifies as:
∑
twist s
(
1
N − 1
φN +
q−1∑
i=0
N i
(
φN −
i−1∑
j=0
1
N j
fj
))
=
∑
twist s
(q−1∑
i=0
Hi,N +
1
N − 1
φN
)
THE 1/N EXPANSION AT STRONG COUPLING 17
Similarly simplifying the other terms, we finally get
mHq,N(s) =
∑
twist s
(q−1∑
i=0
Hi,N +
1
N − 1
φN
)
+
∑
merge s
(q−2∑
i=0
Hi,N +
1
N − 1
φN
)
+
∑
split s
( q∑
i=0
Hi,N +
1
N − 1
φN
)
+ β
∑
deform s
( q∑
i=0
Hi,N +
1
N − 1
φN
)
.
By writing the above equation also for q − 1 we get
mHq,N(s) = mHq−1,N(s) +
∑
twist s
Hq−1,N +
∑
merge s
Hq−2,N +
∑
split s
Hq,N + β
∑
deform s
Hq,N , (5.9)
where H−1(s) is assumed to be φN (s)/N when q = 1. By induction hypothesis, |Hq′,N(s)| ≤ L
|s|
q′ ≤
L
|s|
q−1 for all 0 ≤ q
′ < q and all s. Note that H−1(s) is also bounded by L
|s|
q−1. Therefore, if we let
ℓ(s) := L
|s|
q−1, then by the triangle inequality and equation (5.9),
m|Hq,N(s)| ≤ mℓ(s) +
∑+
twist s
ℓ+
∑+
merge s
ℓ+
∑+
split s
|Hq,N |+ |β|
∑+
deform s
|Hq,N | . (5.10)
We will first compute upper bounds for the second and third terms on the right. By Lemma 4.1,
if s′ ∈ T(s), then |s′| ≤ |s| and therefore ℓ(s′) ≤ ℓ(s). Since there can be at most m2 twistings of l1
using edges e and e−1, we get ∑+
twist s
ℓ ≤ 2m2ℓ(s) ≤ 2m|s|L
|s|
q−1 .
By Lemma 4.2, if s′ ∈ M(s), then |s′| ≤ |s| and so ℓ(s′) ≤ ℓ(s). If s = (l1, . . . , ln) is the minimal
representation of s, then for any 2 ≤ i ≤ n, the loop li can be merged to l1 at location e or e
−1 in
at most m|li| ways. So total number of mergers of l1 with other loops in s at location e or e
−1 is
no more than m|s|. Hence ∑+
merge s
ℓ ≤ m|s|ℓ(s) = m|s|L
|s|
q−1 .
By combining the last two inequalities with inequality (5.10), we get
|Hq,N(s)| ≤ 4|s|L
|s|
q−1 +
1
m
∑+
split s
|Hq,N |+
|β|
m
∑+
deform s
|Hq,N | . (5.11)
Let ∆ be the set of all finite sequences of integers, including the null sequence, and ∆+ be its
subset consisting of all sequences whose components are all ≥ 4. Given two non-null elements
δ = (δ1, . . . , δn) ∈ ∆ and δ
′ = (δ′1, . . . , δ
′
m) ∈ ∆, we will say that δ ≤ δ
′ if m = n and δi ≤ δ
′
i
for each i. If (l1, . . . , ln) is the minimal representation of s, define δ(s) := (|l1|, . . . , |ln|) to be the
degree sequence of s. Given a vector δ = (δ1, . . . , δn) ∈ ∆, define
|δ| :=
n∑
i=1
δi , #δ := n , and ι(δ) := |δ| −#δ .
All of the above quantities are defined to be zero for the empty sequence. Note that ι(s) = ι(δ(s)).
Define
DN (δ) := sup
s∈S : δ(s)≤δ
|Hq,N (s)|
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for δ ∈ ∆+ and let DN (δ) = 0 for δ ∈ ∆ \∆
+. For λ ∈ (0, 1), let
FN (λ) :=
∑
δ∈∆+
λι(δ)DN (δ) =
∑
δ∈∆
λι(δ)DN (δ) .
We claim that FN (λ) <∞ for all sufficiently small λ. To prove this, observe that by the induction
hypothesis stated at the beginning of the proof of the lemma,
|Hq,N(s)| = |NHq−1,N (s)−Nfq−1(s)| ≤ 2NL
|s|
q−1 ,
which implies that DN (δ) ≤ 2NL
|δ|
q−1. Note that the number of δ ∈ ∆
+ with |δ| = r and #δ = n is
less than or equal to
( r
n−1
)
, and if δ is a such sequence, then r ≥ 4n. Therefore
FN (λ) ≤ 2N
∑
δ∈∆+
λι(δ)L
|δ|
q−1
= 2N
∞∑
r=1
r∑
n=1
∑
δ∈∆+ : |δ|=r,
#δ=n
λr−nLrq−1
≤ 2N
∞∑
r=1
r∑
n=1
λ3r/4Lrq−1
(
r
n− 1
)
≤ 2N
∞∑
r=1
λ3r/4Lrq−12
r . (5.12)
This shows that FN (λ) <∞ for all λ < (2Lq−1)
−4/3.
Take some δ = (δ1, . . . , δn) ∈ ∆
+ and let s be a non-null loop sequence with minimal represen-
tation s = (l1, . . . , ln), such that δ(s) ≤ δ. Recall that
1
m
∑+
split s
|Hq,N | =
1
m
∑
x∈A1, y∈B1
|Hq,N (×
1
x,yl1,×
2
x,yl1, l2, . . . , ln)|
+
1
m
∑
x∈B1, y∈A1
|Hq,N (×
1
x,yl1,×
2
x,yl1, l2, . . . , ln)|
+
1
m
∑
x,y∈A1
x 6=y
|Hq,N (×
1
x,yl1,×
2
x,yl1, l2, . . . , ln)|
+
1
m
∑
x,y∈B1
x 6=y
|Hq,N(×
1
x,yl1,×
2
x,yl1, l2, . . . , ln)| . (5.13)
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By Lemma 4.4,
1
m
∑
x,y∈A1
x 6=y
|Hq,N(×
1
x,yl1,×
2
x,yl1, l2, . . . , ln)|
≤
1
m
∑
x∈A1
∑
y∈A1\{x}
DN (δ1 − |y − x|, |y − x|, δ2, . . . , δn)
≤
2
m
∑
x∈A1
∞∑
k=1
DN (δ1 − k, k, δ2, . . . , δn)
≤ 2
∞∑
k=1
DN (δ1 − k, k, δ2, . . . , δn) . (5.14)
The same inequality holds when A1 is replaced with B1. By Lemma 4.5,
1
m
∑
x∈A1, y∈B1
|Hq,N (×
1
x,yl1,×
2
x,yl1, l2, . . . , ln)|
≤
1
m
∑
x∈A1
∑
y∈B1
DN (δ1 − |x− y| − 1, |x− y| − 1, δ2, . . . , δn)
≤
2
m
∑
x∈A1
∞∑
k=1
DN (δ1 − k − 1, k − 1, δ2, . . . , δn)
≤ 2
∞∑
k=1
DN (δ1 − k − 1, k − 1, δ2, . . . , δn) . (5.15)
Again, the same estimate is valid if A1 and B1 are swapped. By using the estimates from (5.14)
and (5.15) in (5.13), we get
1
m
∑+
split s
|Hq,N | ≤ 4
∞∑
k=1
DN (δ1 − k, k, δ2, . . . , δn) + 4
∞∑
k=1
DN (δ1 − k − 1, k − 1, δ2, . . . , δn) . (5.16)
Next, recall that
1
m
∑+
deform s
|Hq,N (s)| =
1
m
∑
p∈P+(e)
∑
x∈C1
|Hq(l1 ⊖x p, l2, . . . , ln)|
+
1
m
∑
p∈P+(e)
∑
x∈C1
|Hq,N(l1 ⊕x p, l2, . . . , ln)| .
Note that |l1 ⊖x p| ≤ |l1|+ 4 for any x ∈ C1 and p ∈ P
+(e). So, if l1 ⊖x p is non-null, then
|Hq,N(l1 ⊖x p, l2, . . . , ln)| ≤ DN (δ1 + 4, δ2, . . . , δn)
and if l1 ⊖x p is a null loop and n 6= 1, then
|Hq,N (l1 ⊖x p, l2, . . . , ln)| ≤ DN (δ2, . . . , δn) .
Note that even if n = 1 and l1 ⊖x p is a null loop then both sides of above inequality are 0. Hence
|Hq,N(l1 ⊖x p, l2, . . . , ln)| ≤ DN (δ1 + 4, δ2, . . . , δn) +DN (δ2, . . . , δn) .
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The same bound also holds for |Hq,N (l1 ⊕x p, . . . , ln)|. Since |P
+(e)| ≤ 2(d− 1), we get
1
m
∑+
deform s
|Hq,N | ≤ 4dDN (δ1 + 4, δ2, . . . , δn) + 4dDN (δ2, . . . , δn) . (5.17)
For k ≥ 1, define
θk(δ1, . . . , δn) := (δ1 − k, k, δ2, . . . , δn) ,
ηk(δ1, . . . , δn) := (δ1 − k − 1, k − 1, δ2, . . . , δn) .
Moreover, let
α(δ1, . . . , δn) := (δ1 + 4, δ2, . . . , δn) ,
γ(δ1, . . . , δn) := (δ2, . . . , δn) ,
with γ(δ1) = ∅. Then by (5.11), (5.16) and (5.17),
|Hq,N (s)| ≤ 4|s|L
|s|
q−1 + 4
∞∑
k=1
DN (θk(δ)) + 4
∞∑
k=1
DN (ηk(δ))
+ 4d|β|DN (α(δ)) + 4d|β|DN (γ(δ)) .
Since this holds for all s such that δ(s) ≤ δ, we can take supremum over all such s and get
DN (δ) ≤ 4|δ|L
|δ|
q−1 + 4
∞∑
k=1
DN (θk(δ)) + 4
∞∑
k=1
D(ηk(δ))
+ 4d|β|DN (α(δ)) + 4d|β|DN (γ(δ)) .
Therefore
FN (λ) ≤ 4
∑
δ∈∆+
λι(δ)|δ|L
|δ|
q−1 +
∑
δ∈∆+
λι(δ)
(
4
∞∑
k=1
DN (θk(δ)) + 4
∞∑
k=1
DN (ηk(δ))
+ 4d|β|DN (α(δ)) + 4d|β|DN (γ(δ))
)
. (5.18)
Proceeding as in the derivation of (5.12), we get, for λ < (4Lq−1)
−4/3,
∑
δ∈∆+
λι(δ)|δ|L
|δ|
q−1 =
∞∑
r=1
r∑
n=1
∑
δ∈∆+ : |δ|=r,
#δ=n
λr−nrLrq−1
≤
∞∑
r=1
r∑
n=1
λ3r/4rLrq−1
(
r
n− 1
)
≤
∞∑
r=1
λ3r/4Lrq−12
2r =
4λ3/4Lq−1
1− 4λ3/4Lq−1
. (5.19)
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Next, observe that maps θ1, θ2, . . . are injective and their ranges are disjoint since the second
component of θk is equal to k. Since ι(θk(δ)) = ι(δ) − 1, this shows that
∑
δ∈∆+
∞∑
k=1
λι(δ)DN (θk(δ)) =
∑
δ∈∆+
∞∑
k=1
λι(θk(δ))+1DN (θk(δ))
≤
∑
δ∈∆
λι(δ)+1DN (δ) = λFN (λ) . (5.20)
Similarly, maps η1, η2, . . . are also injective and their ranges are disjoint. Since ι(ηk(δ)) = ι(δ)− 3,
we get
∑
δ∈∆+
∞∑
k=1
λι(δ)DN (ηk(δ)) =
∑
δ∈∆+
∞∑
k=1
λι(ηk(δ))+3DN (ηk(δ))
≤
∑
δ∈∆
λι(δ)+3DN (δ) = λ
3FN (λ) . (5.21)
The map α is injective and ι(α(δ)) = ι(δ) + 4. Therefore∑
δ∈∆+
λι(δ)DN (α(δ)) =
∑
δ∈∆+
λι(α(δ))−4DN (α(δ))
≤
∑
δ∈∆
λι(δ)−4DN (δ) = λ
−4FN (λ) (5.22)
Finally, observe that γ(δ1, . . . , δn) ∈ ∆
+ for any (δ1, . . . , δn) ∈ ∆
+ and
γ−1(δ1, . . . , δn) ⊆ {(k, δ1, . . . , δn) : k ≥ 4} .
Thus, ∑
δ∈∆+
λι(δ)DN (γ(δ)) =
∑
δ∈∆+
λι(γ(δ))+δ1−1DN (γ(δ))
≤
∑
δ′∈∆+
∞∑
k=1
λι(δ
′)+k−1DN (δ
′) =
FN (λ)
1− λ
(5.23)
Combining the inequalities (5.19), (5.20), (5.21), (5.22), (5.23) with (5.18), we get
FN (λ) ≤
16λ3/4Lq−1
1− 4λ3/4Lq−1
+
(
4λ3 + 4λ+
4|β|d
λ4
+
4|β|d
1− λ
)
FN (λ) .
If we let λ = (36Lq−1)
−4/3, then 4λ3 + 4λ < 1/4 and
16λ3/4Lq−1
1− 4λ3/4Lq−1
=
1
2
.
By choosing |β| so that
4|β|d
λ4
+
4|β|d
1− λ
<
1
4
,
we get FN (λ) ≤ 1. Therefore
|Hq,N(s)| ≤ |DN (δ(s))| ≤ λ
−ι(δ(s)) ≤ (36Lq−1)
4|s|/3 = L|s|q ,
which finishes the proof of the lemma. 
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The main consequence of Lemma 5.4 is that there is a subsequence of N ’s through which the
limit of Hk,N(s) exists for all s. This is easy to prove using the bound given in Lemma 5.4 and
a standard diagonal argument. Let fk(s) denote such a subsequential limit. By the induction
hypothesis,
fk′(s) = lim
N→∞
Hk′,N (s)
for each k′ < k and s ∈ S. So by equation (5.9), we get
mfk(s) = mfk−1(s) +
∑
twist s
fk−1 +
∑
merge s
fk−2 +
∑
split s
fk + β
∑
deform s
fk ,
which is exactly equation (5.1). Thus, any subsequential limit fk satisfies equation (5.1). The
convergence of Hk,N would be proved, therefore, if we can show that there can be at most one
function that satisfies (5.1). For k = 0, this uniqueness was proved for sufficiently small β in the
following result from [2].
Theorem 5.5. Given any L ≥ 1, there exists β1(L, d) > 0 such that if |β| ≤ β1(L, d), then there
is a unique function f0 : S → R such that (a) f0(∅) = 1, (b) |f0(s)| ≤ L
|s| for all s, and (c) f0
satisfies the master loop equation (5.3).
The following theorem proves the uniqueness result for aribtrary positive k. The proof makes
use of Theorem 5.5.
Theorem 5.6. Given any k ≥ 1 and L ≥ 1, there exists β1(L, d, k) > 0 such that if |β| ≤ β1(L, d, k),
then there is a unique function fk : S → R such that (a) fk(∅) = 0, (b) |fk(s)| ≤ L
|s| for all s, and
(c) fk satisfies the loop equation (5.1).
Proof. We have already proved the existence of fk when |β| is sufficiently small. Suppose that fk
and f˜k both satisfy conditions (a), (b) and (c). Consider the function
g(s) := fk(s)− f˜k(s) + f0(s) .
By taking the difference of equation (5.1) for fk and f˜k and adding the master loop equation (5.3)
for f0, we see that g also satisfies (5.3). Moreover g(∅) = 1 and if s 6= ∅, then by the triangle
inequality (observing that |f0(s)| = limN→∞ |φN (s)| ≤ 1), we get
g(s) ≤ L|s| + L|s| + 1 ≤ (2L+ 1)|s| .
So by Theorem 5.5 we get that g(s) = f0(s) for all sufficiently small β. This is the same as saying
that fk(s) = f˜k(s). 
Theorem 5.6, together with the existence of fk that was proved earlier, completes the proof of
Theorem 5.1.
6. The symmetrized master loop equation
Theorem 5.1 tells us that for each k ≥ 0, there exists a function fk : S → R and a positive
constant β0(d, k) such that when |β| ≤ β0(d, k),
fk(s) = lim
N→∞
Nk
(
φN (s)− f0(s)−
1
N
f1(s)− · · · −
1
Nk−1
fk−1(s)
)
for every s ∈ S. Moreover, it says that fk satisfies the master loop equation (5.1). Observe that
the equation (5.1) depends on the quantity m, which is related to the first edge e of the first loop
l1 in the minimal representation of a loop sequence s. Since the choice of the first edge is made by
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an arbitrary rule, there is an unpleasant asymmetry in (5.1). This asymmetry is removed by the
following result. Recall the definition of T+, T−, S+, S−, M+, M−, D+ and D− from Section 2.
Theorem 6.1. The function fk of Theorem 5.1 satisfies the symmetrized master loop equation
|s|fk(s) = |s|fk−1(s) +
∑
s′∈T−(s)
fk−1(s
′)−
∑
s′∈T+(s)
fk−1(s
′)
+
∑
s′∈M−(s)
fk−2(s
′)−
∑
s′∈M+(s)
fk−2(s
′) +
∑
s′∈S−(s)
fk(s
′)−
∑
s′∈S+(s)
fk(s
′)
+ β
∑
s′∈D−(s)
fk(s
′)− β
∑
s′∈D+(s)
fk(s
′) , (6.1)
where fj(s) = 0 for all s if j < 0.
For k = 0, the assertion of Theorem 6.1 was proved in [2]. To be precise, the following result
was proved. This will be needed in the proof of Theorem 6.1.
Theorem 6.2. Then for any loop sequence s,
|s|f0(s) =
∑
s′∈S−(s)
f0(s
′)−
∑
s′∈S+(s)
f0(s
′) + β
∑
s′∈D−(s)
f0(s
′)− β
∑
s′∈D+(s)
f0(s
′) . (6.2)
The following symmetrized version of Theorem 5.2 was also proved in [2]. This too, will be
needed in the proof of Theorem 6.1.
Theorem 6.3. Let φN = φΛN ,N,β be as in Theorem 3.1. Take a loop sequence s such that all
vertices of Zd that are at distance ≤ 1 from any of the component loops of s are contained in ΛN .
Then φN satisfies
(N − 1)|s|φN (s) =
∑
s′∈T−(s)
φN (s
′)−
∑
s′∈T+(s)
φN (s
′)
+N
∑
s′∈S−(s)
φN (s
′)−N
∑
s′∈S+(s)
φN (s
′)
+
1
N
∑
s′∈M−(s)
φN (s
′)−
1
N
∑
s′∈M+(s)
φN (s
′)
+Nβ
∑
s′∈D−(s)
φN (s
′)−Nβ
∑
s′∈D+(s)
φN (s
′) . (6.3)
We are now ready to prove Theorem 6.1.
Proof of Theorem 6.1. We will use induction on k. It was already proven for f0 in Theorem 6.2.
Take k ≥ 1 and suppose that the claim is true for all k′ < k. By the identity (5.6), the master loop
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equation from Theorem 6.3 can be rewritten as
|s|φN (s) =
(
1
N
+ · · · +
1
Nk
+
1
Nk(N − 1)
)( ∑
s′∈T−(s)
φN (s
′)−
∑
s′∈T+(s)
φN (s
′)
)
+
(
1
N2
+ · · · +
1
Nk
+
1
Nk(N − 1)
)( ∑
s′∈M−(s)
φN (s
′)−
∑
s′∈M+(s)
φN (s
′)
)
+
(
1 +
1
N
+ · · ·+
1
Nk
+
1
Nk(N − 1)
)( ∑
s′∈S−(s)
φN (s
′)−
∑
s′∈S+(s)
φN (s
′)
)
+ β
(
1 +
1
N
+ · · ·+
1
Nk
+
1
Nk(N − 1)
)( ∑
s′∈D−(s)
φN (s
′)−
∑
s′∈D+(s)
φN (s
′)
)
. (6.4)
Take any k′ < k. By the induction hypothesis, equation (6.1) can be written as
|s|fk′(s) =
∑
s′∈T−(s)
(
f0(s
′) + · · ·+ fk′−1(s
′)
)
−
∑
s′∈T+(s)
(
f0(s
′) + · · ·+ fk′−1(s
′)
)
(6.5)
+
∑
s′∈M−(s)
(
f0(s
′) + · · ·+ fk′−2(s
′)
)
−
∑
s′∈M+(s)
(
f0(s
′) + · · · + fk′−2(s
′)
)
+
∑
s′∈S−(s)
(
f0(s
′) + · · · + fk′(s
′)
)
−
∑
s′∈S+(s)
(
f0(s
′) + · · · + fk′(s
′)
)
+ β
∑
s′∈D−(s)
(
f0(s
′) + · · ·+ fk′(s
′)
)
− β
∑
s′∈D+(s)
(
f0(s
′) + · · · + fk′(s
′)
)
. (6.6)
Therefore,
|s|
(
f0(s) +
1
N
f1(s) + · · ·+
1
Nk−1
fk−1(s)
)
=
∑
s′∈T−(s)
k−2∑
j=0
(
1
N j+1
+ · · · +
1
Nk−1
)
fj(s
′)−
∑
s′∈T+(s)
k−2∑
j=0
(
1
N j+1
+ · · · +
1
Nk−1
)
fj(s
′)
+
∑
s′∈M−(s)
k−3∑
j=0
(
1
N j+2
+ · · ·+
1
Nk−1
)
fj(s
′)−
∑
s′∈M+(s)
k−3∑
j=0
(
1
N j+2
+ · · · +
1
Nk−1
)
fj(s
′)
+
∑
s′∈S−(s)
k−1∑
j=0
(
1
N j
+ · · ·+
1
Nk−1
)
fj(s
′)−
∑
s′∈S+(s)
k−1∑
j=0
(
1
N j
+ · · · +
1
Nk−1
)
fj(s
′)
+ β
∑
s′∈D−(s)
k−1∑
j=0
(
1
N j
+ · · ·+
1
Nk−1
)
fj(s
′)− β
∑
s′∈D+(s)
k−1∑
j=0
(
1
N j
+ · · ·+
1
Nk−1
)
fj(s
′) . (6.7)
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Subtracting equation (6.4) from (6.7), combining the corresponding terms and then multiplying
both sides by Nk, we get
|s|Hk,N(s) =
∑
s′∈T−(s)
(k−1∑
j=0
Hj,N(s
′) +
1
N − 1
φN (s
′)
)
−
∑
s′∈T+(s)
(k−1∑
j=0
Hj,N(s
′) +
1
N − 1
φN (s
′)
)
+
∑
s′∈M−(s)
(k−2∑
j=0
Hj,N(s
′) +
1
N − 1
φN (s
′)
)
−
∑
s′∈M+(s)
(k−2∑
j=0
Hj,N(s
′) +
1
N − 1
φN (s
′)
)
+
∑
s′∈S−(s)
( k∑
j=0
Hj,N(s
′) +
1
N − 1
φN (s
′)
)
−
∑
s′∈S+(s)
( k∑
j=0
Hj,N(s
′) +
1
N − 1
φN (s
′)
)
+ β
∑
s′∈D−(s)
( k∑
j=0
Hj,N(s
′) +
1
N − 1
φN (s
′)
)
− β
∑
s′∈D+(s)
( k∑
j=0
Hj,N(s
′) +
1
N − 1
φN (s
′)
)
.
Now send N →∞ to get
|s|fk(s) =
∑
s′∈T−(s)
k−1∑
j=0
fj(s
′)−
∑
s′∈T+(s)
k−1∑
j=0
fj(s
′) +
∑
s′∈M−(s)
k−2∑
j=0
fj(s
′)−
∑
s′∈M+(s)
k−2∑
j=0
fj(s
′)
+
∑
s′∈S−(s)
k∑
j=0
fj(s
′)−
∑
s′∈S+(s)
k∑
j=0
fj(s
′) + β
∑
s′∈D−(s)
k∑
j=0
fj(s
′)− β
∑
s′∈D+(s)
k∑
j=0
fj(s
′) .
By using equation (6.6) with k′ = k − 1 we see that above identity is equivalent to (6.1). 
7. Series Expansion
Recall from Section 2 the definition of a trajectory X and the weight wβ(X) of a trajectory at
inverse coupling strength β. Recall also the definition of Xi,k(s) from Section 2 and the definition
of the number m associated with a loop sequence s from the beginning of Section 5. Define a
collection of numbers {ai,k(s) : i, k ≥ 0, s ∈ S} inductively as follows. Let a0,0(∅) := 1, ai,0(∅) := 0
for all i ≥ 1 and a0,0(s) := 0 for every non-null s. If k 6= 0 let ai,k(∅) := 0 for all i ≥ 0 and
a0,k(s) := 0 for all s ∈ S. Fix a triple (s, i, k) and suppose we have defined ai′,k′(s
′) for all triples
(s′, i′, k′) such that either k′ < k, or k′ = k and i′ < i, or k′ = k, i′ = i and ι(s′) < ι(s). Then let
ai,k(s) := ai,k−1(s) +
1
m
∑
twist s
ai,k−1 +
1
m
∑
merge s
ai,k−2 +
1
m
∑
split s
ai,k +
1
m
∑
deform s
ai−1,k (7.1)
where we use convention that ai,k(s) = 0 if i < 0 or k < 0. Note that by Lemma 4.6, the fourth
term on the right is well-defined at the time of defining ai,k(s). The goal of this section is to prove
the following result.
Theorem 7.1. Let fk be as in Theorem 5.1. If |β| is sufficiently small (depending only on d and
k), then for any s,
fk(s) =
∞∑
i=0
ai,k(s)β
i .
Moreover, the infinite series is absolutely convergent.
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The case k = 0 of Theorem 7.1 was established in [2], where the following lemma about ai,0 was
also proved. Recall the set ∆ of degree sequences and the associated notations defined inside the
proof of Lemma 5.4.
Lemma 7.2. Let ai,0 be defined as in Theorem 7.1. There is a constant K(d) ≥ 4 such that if s is
a loop sequence with degree sequence δ = (δ1, . . . , δn), then for any i ≥ 0,
|ai,0(s)| ≤ K(d)
5i+ι(δ)Cδ1−1Cδ2−1 · · ·Cδn−1 ,
where Ci is the i
th Catalan number. The product of Catalan numbers is interpreted as 1 when s = ∅.
The first step in the proof of Theorem 7.1 is the following generalization of Lemma 7.2.
Lemma 7.3. There is a constant K(d) ≥ 4 such that if s is a loop sequence with degree sequence
δ = (δ1, . . . , δn), then for any i, k ≥ 0,
|ai,k(s)| ≤ K(d)
(5+k)i+ι(δ)|δ|2kCδ1−1Cδ2−1 · · ·Cδn−1 ,
where Ci is the i
th Catalan number. The product of Catalan numbers is interpreted as 1 when s = ∅.
Proof. We will use three fold induction: first over k, then over i and finally over ι(s). The number
K = K(d) ≥ 4 will be chosen at the end of the proof. The case k = 0 has already been established
in Lemma 7.2. Let k ≥ 1 and suppose that the claimed inequality holds for all triples (s′, i′, k′)
with k′ < k. Since a0,k(s) = 0 for all s ∈ S, the inequality is trivially true for triples (s, 0, k).
Take i ≥ 1 and assume that the inequality holds for all triples (s′, i′, k′) with either k′ < k, or
k′ = k and i′ < i. We will use induction on ι(s) to prove that it holds for (s, i, k) for any loop
sequence s. If s = ∅ then it is obviously true. Let s 6= ∅ and suppose that the bound on |ai,k(s
′)|
holds for all s′ with ι(s′) < ι(s). Let l = (l1, . . . , ln) be the minimal representation of s and let
m,A1, B1 and C1 be as in Section 5. By induction hypothesis,
|ai,k−1(s)| ≤ K
(5+k−1)i+ι(δ)|δ|2(k−1)Cδ1−1Cδ2−1 · · ·Cδn−1
≤ K(5+k)i−1+ι(δ)|δ|2kCδ1−1Cδ2−1 · · ·Cδn−1 . (7.2)
By Lemma 4.1, if s′ ∈ T(s) then |δ(s′)| ≤ |δ| and ι(δ(s′)) ≤ ι(δ). So by the induction hypothesis,
1
m
∑
x,y∈A1
x 6=y
|ai,k−1(∝x,y l1, l2, . . . , ln)|
≤
1
m
∑
x,y∈A1
x 6=y
K(5+k−1)i+ι(δ)|δ|2(k−1)Cδ1−1Cδ2−1 · · ·Cδn−1
≤ mK(5+k)i−1+ι(δ)|δ|2(k−1)Cδ1−1Cδ2−1 · · ·Cδn−1
≤ K(5+k)i−1+ι(δ)|δ|2kCδ1−1Cδ2−1 · · ·Cδn−1 .
The same bound also holds for the other terms in twisting sum. So by the triangle inequality,
1
m
∣∣∣∣
∑
twist s
ai,k−1
∣∣∣∣ ≤ 4K(5+k)i−1+ι(δ)|δ|2kCδ1−1Cδ2−1 · · ·Cδn−1 . (7.3)
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By Lemma 4.2, if s′ ∈M(s) then |δ(s′)| ≤ |δ| and ι(δ(s′)) ≤ ι(δ)+1. So by the induction hypothesis
and Lemma 4.7,
1
m
n∑
r=2
∑
x∈C1, y∈Cr
|ai,k−2(l1 ⊖x,y lr, l2, . . . , lr−1, lr+1, . . . , ln)|
≤
1
m
n∑
r=2
∑
x∈C1, y∈Cr
K(5+k−2)i+ι(δ)+1|δ|2(k−2)Cδ1+δr−1Cδ2−1 · · ·Cδr−1−1Cδr+1−1 · · ·Cδn−1
≤
1
m
n∑
r=2
|C1||Cr|K
(5+k−2)i+ι(δ)+1|δ|2(k−2)(δ1 + δr)
2Cδ1−1 · · ·Cδn−1
≤ K(5+k−2)i+ι(δ)+1|δ|2(k−2)|δ|3Cδ1−1 · · ·Cδn−1
≤ K(5+k)i−1+ι(δ)|δ|2kCδ1−1 · · ·Cδn−1 .
The same bound also holds for the second term in the merger sum. So by the triangle inequality,
1
m
∣∣∣∣
∑
merge s
ai,k−2
∣∣∣∣ ≤ 2K(5+k)i−1+ι(δ)|δ|2kCδ1−1Cδ2−1 · · ·Cδn−1 . (7.4)
By Lemma 4.5, the induction hypothesis and the identity (4.1),
1
m
∑
x∈A1, y∈B1
|ai,k(×
1
x,yl1,×
2
x,yl1, l2, . . . , ln)|
≤
1
m
∑
x∈A1, y∈B1
K(5+k)i+ι(δ)−3|δ|2kCδ1−|x−y|−2C|x−y|−2Cδ2−1 · · ·Cδn−1
≤
2
m
∑
x∈A1
δ1−2∑
r=2
K(5+k)i+ι(δ)−3|δ|2kCδ1−r−2Cr−2Cδ2−1 · · ·Cδn−1
≤ 2K(5+k)i+ι(δ)−3|δ|2kCδ1−1 · · ·Cδn−1 . (7.5)
The same bound holds if A1 and B1 are swapped. Similarly, Lemma 4.4, the induction hypothesis
and the identity (4.1),
1
m
∑
x,y∈A1
x 6=y
|ai,k(×
1
x,yl1,×
2
x,yl1, l2, . . . , ln)|
≤
1
m
∑
x,y∈A1
x 6=y
K(5+k)i+ι(δ)−1|δ|2kCδ1−|x−y|−1C|x−y|−1Cδ2−1 · · ·Cδn−1
≤
2
m
∑
x∈A1
δ1−1∑
r=1
K(5+k)i+ι(δ)−1|δ|2kCδ1−r−1Cr−1Cδ2−1 · · ·Cδn−1
≤ 2K(5+k)i+ι(δ)−1|δ|2kCδ1−1 · · ·Cδn−1 . (7.6)
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The same bound holds if A1 is replaced by B1. So by combining (7.5) and (7.6) we get
1
m
∣∣∣∣
∑
split s
ai,k(s)
∣∣∣∣ ≤ (4K−3 + 4K−1)K(5+k)i+ι(δ)|δ|2kCδ1−1 · · ·Cδn−1 . (7.7)
By Lemma 4.3, if s′ ∈ D(s) then |δ(s′)| ≤ |δ| + 4 and ι(δ(s′)) ≤ ι(δ) + 4. So for K ≥ 4, the
inequality (4.2) gives
|ai−1,k(l1 ⊕x p, l2, . . . , ln)| ≤ K
(5+k)(i−1)+ι(δ)+4(|δ| + 4)2kCδ1+3Cδ2−1 · · ·Cδn−1
≤ K(5+k)i−1−k+ι(δ)(2|δ|)2k44Cδ1−1 · · ·Cδn−1
≤ 256K(5+k)i−1+ι(δ) |δ|2kCδ1−1 · · ·Cδn−1 .
The same bound holds if ⊕ is replaced by ⊖. Since each edge can be deformed by 2(d−1) plaquettes,
1
m
∣∣∣∣
∑
deform s
ai−1,k(s)
∣∣∣∣ ≤ 1024dK(5+k)i−1+ι(δ) |δ|2kCδ1−1 · · ·Cδn−1 . (7.8)
By combining equation (7.1) with inequalities (7.2), (7.3), (7.4), (7.7) and (7.8), we get
|ai,k(s)| ≤ (4K
−3 + 11K−1 + 1024dK−1)K(5+k)i+ι(δ)|δ|2kCδ1−1 · · ·Cδn−1 .
Choosing K so large that
4K−3 + 11K−1 + 1024dK−1 ≤ 1 (7.9)
finishes the proof. 
We are now ready to prove Theorem 7.1.
Proof of Theorem 7.1. By Lemma 7.3, the given series is absolutely convergent if |β| < K−(5+k).
Define
ψk(s) :=
∞∑
i=0
ai,k(s)β
i .
We will use induction on k to prove that ψk(s) = fk(s) for all s. As mentioned before, the case
k = 0 has already been established in [2]. Take some k ≥ 1 and assume ψj(s) = fj(s) for all s ∈ S
and j < k. By using the recursive equation (7.1) and the convention that ai,k(s) = 0 for all s when
i < 0, the above equation can be written as
ψk(s) =
∞∑
i=0
ai,k−1(s)β
i +
1
m
∑
twist s
∞∑
i=0
ai,k−1β
i +
1
m
∑
merge s
∞∑
i=0
ai,k−2β
i
+
1
m
∑
split s
∞∑
i=0
ai,kβ
i +
1
m
∑
deform s
∞∑
i=1
ai−1,kβ
i .
Therefore,
ψk(s) = ψk−1(s) +
1
m
∑
twist s
ψk−1 +
1
m
∑
merge s
ψk−2 +
1
m
∑
split s
ψk +
β
m
∑
deform s
ψk .
By the induction hypothesis, this equation can be written as
ψk(s) = fk−1(s) +
1
m
∑
twist s
fk−1 +
1
m
∑
merge s
fk−2 +
1
m
∑
split s
ψk +
β
m
∑
deform s
ψk
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So ψk satisfies equation (5.1). If s is a non-null loop sequence with degree sequence δ = (δ1, . . . , δn)
and 2|β| < K−(5+k), then by Lemma 7.3 and the fact that a0,k(s) = 0,
|ψk(s)| ≤
∞∑
i=0
|ai,k(s)|β
i ≤
∞∑
i=1
K(5+k)i+ι(δ)|δ|2kCδ1−1 · · ·Cδn−1β
i
≤
∞∑
i=1
(K(5+k)β)iK |δ|4|δ|k4|δ| ≤ (4(1+k)K)|δ| = (4(1+k)K)|s| . (7.10)
Lastly, note that ψk(∅) = 0. Thus ψk satisfies conditions (a), (b) and (c) of Theorem 5.6. Therefore
ψk = fk for all sufficiently small β. 
The following result, which is a byproduct of the proof of Theorem 7.1, establishes an upper
bound on the growth rate of fk(s) and hence completes the proof of part (iii) of Theorem 3.1.
Proposition 7.4. Let fk be as in Theorem 5.1. Then for all s,
|fk(s)| ≤ (2
2k+13d)|s| .
Proof. Since K = 2048d satisfies the inequality (7.9), the result follows from inequality (7.10). 
Theorem 7.1 has also the following important corollary, which gives an alternative recursion
relation for ai,k(s).
Corollary 7.5. For any i, k, s,
ai,k(s) = ai,k−1(s) +
1
|s|
∑
s′∈T−(s)
ai,k−1(s
′)−
1
|s|
∑
s′∈T+(s)
ai,k−1(s
′)
+
1
|s|
∑
s′∈M−(s)
ai,k−2(s
′)−
1
|s|
∑
s′∈M+(s)
ai,k−2(s
′)
+
1
|s|
∑
s′∈S−(s)
ai,k(s
′)−
1
|s|
∑
s′∈S+(s)
ai,k(s
′)
+
1
|s|
∑
s′∈D−(s)
ai−1,k(s
′)−
1
|s|
∑
s′∈D+(s)
ai−1,k(s
′) ,
where, as usual, ai,k(s) is interpreted as zero if i < 0 or k < 0.
Proof. Simply take the power series expansion given in Theorem 7.1, apply it to both sides of the
identity (6.1) from Theorem 6.1, and equate the coefficients of βi. 
8. Absolute convergence
The goal of this section is to prove that infinite series in Theorem 3.1 is absolutely convergent.
Recall the definitions of wβ(X) and Xk(s) from Section 2.
Theorem 8.1. Take any k ≥ 0. There exists β2(d, k) > 0 such that for any |β| ≤ β2(d, k) and
non-null loop sequence s, ∑
X∈Xk(s)
|wβ(X)| <∞ . (8.1)
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Inductively define a collection of numbers {bi,k(s) : i, k ≥ 0, s ∈ S} as follows: let b0,0(∅) = 1,
bi,0(∅) = 0 for i ≥ 1 and b0,0(s) = 0 for any non-null loop sequence s. If k ≥ 1, then let bi,k(∅) = 0
for all i ≥ 0 and b0,k(s) = 0 for all s ∈ S. Suppose that bi′,k′(s
′) has been defined for all triples
(s′, i′, k′) such that either k′ < k, or k′ = k and i′ < i, or k′ = k, i′ = i and ι(s′) < ι(s). Then define
bi,k(s) = bi,k−1(s) +
1
|s|
∑
s′∈T(s)
bi,k−1(s
′) +
1
|s|
∑
s′∈M(s)
bi,k−2(s
′)
+
1
|s|
∑
s′∈S(s)
bi,k(s
′) +
1
|s|
∑
s′∈D(s)
bi−1,k(s
′) (8.2)
with the convention that bi,k(s) = 0 for all s if i < 0 or k < 0. Observe that by Lemma 4.6 the
fourth term on the right has already been defined at the time of defining bi,k(s).
Lemma 8.2. There is a constant K(d) ≥ 4 such that if s is a loop sequence with degree sequence
δ = (δ1, . . . , δn), then
0 ≤ bi,k(s) ≤ K(d)
(5+k)i+ι(δ)|δ|2kCδ1−1Cδ2−1 · · ·Cδn−1 (8.3)
where Ci is the i
th Catalan number. The product of Catalan numbers is interpreted as 1 when s = ∅.
Proof. The proof is similar to the proof of Lemma 7.3. The number K = K(d) will be chosen at
the end of the proof. Observe that bi,k ≥ 0 is obvious from the recursive definition. To prove the
upper bound we will again use three-fold induction: first on k, then on i and then on ι(s).
The inequality (8.3) is trivially true if k = 0. Take k ≥ 1 and suppose that the inequality holds
for all triples (s′, i′, k′) such that k′ < k. Since b0,k(s) = 0 for all s ∈ S, (8.3) holds for (s, 0, k) for
all s.
Fix i ≥ 1 and assume that (8.3) holds for (s, i′, k) for all i′ < i and all s ∈ S. We will prove that
it holds for (s, i, k) by induction on ι(s). If s = ∅, then bi,k(s) = 0 and inequality is obviously true.
Let s 6= ∅ and suppose that bound on bi,k(s
′) holds for all s′ with ι(s′) < ι(s). If δ = (δ1, . . . , δn) is
the degree sequence of s, then by the induction hypothesis,
bi,k−1(s) ≤ K
(5+k−1)i+ι(δ)|δ|2(k−1)Cδ1−1Cδ2−1 · · ·Cδn−1
≤ K(5+k)i−1+ι(δ)|δ|2kCδ1−1Cδ2−1 · · ·Cδn−1 . (8.4)
Let Tr(s) be the set of all loop sequences obtained by applying a twisting operation to the r
th
component loop of s. Similarly define S−r (s), S
+
r (s), D
−
r (s) and D
+
r (s). By Lemma 4.1, if s
′ ∈ T(s)
then |δ(s′)| ≤ |δ| and |ι(s′)| ≤ |ι(δ)|. Thus by the induction hypothesis,
1
|s|
∑
s′∈T(s)
bi,k−1(s
′) =
1
|s|
n∑
r=1
∑
s′∈Tr(s)
bi,k−1(s
′)
≤
1
|s|
n∑
r=1
|Tr(s)|K
(5+k−1)i+ι(δ)|δ|2(k−1)Cδ1−1Cδ2−1 · · ·Cδn−1
≤
1
|s|
n∑
r=1
δ2rK
(5+k−1)i+ι(δ)|δ|2(k−1)Cδ1−1Cδ2−1 · · ·Cδn−1
≤ K(5+k)i−1+ι(δ)|δ|2kCδ1−1Cδ2−1 · · ·Cδn−1 . (8.5)
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By Lemma 4.2, if s′ ∈M(s) then |δ(s′)| ≤ |δ| and ι(s′) < ι(δ) + 1. So by the induction hypothesis,
1
|s|
∑
s′∈M−(s)
bi,k−2(s
′)
=
1
|s|
∑
1≤u<v≤n
∑
x∈Cu, y∈Cv
bi,k−2(l1, . . . , lu−1, lu ⊖x,y lv, lu+1, . . . , lv−1, lv+1, . . . , ln)
+
1
|s|
∑
1≤v<u≤n
∑
x∈Cu, y∈Cv
bi,k−2(l1, . . . , lv−1, lv+1, . . . , lu−1, lu ⊖x,y lv, lu+1, . . . , ln)
≤
2
|s|
∑
1≤u<v≤n
∑
x∈Cu, y∈Cv
K(5+k−2)i+ι(δ)+1|δ|2(k−2)Cδu+δv−1
∏
1≤i≤n
i 6∈{u,v}
Cδi−1
Applying Lemma 4.7, this gives
1
|s|
∑
s′∈M−(s)
bi,k−2(s
′)
≤
2
|s|
∑
1≤u<v≤n
∑
x∈Cu, y∈Cv
K(5+k)i−1+ι(δ)|δ|2k−4(δu + δv)
2Cδu−1Cδv−1
∏
1≤i≤n
i 6∈{u,v}
Cδi−1
≤
2
|s|
∑
1≤u<v≤n
δuδv(δu + δv)
2K(5+k)i−1+ι(δ)|δ|2k−4
∏
1≤i≤n
Cδi−1
≤ K(5+k)i−1+ι(δ)|δ|2kCδ1−1 · · ·Cδn−1 .
The same bound also holds for the sum over positive mergers. Therefore,
∑
s′∈M(s)
bi,k−2(s
′) ≤ 2K(5+k)i−1+ι(δ)|δ|2kCδ1−1Cδ2−1 · · ·Cδn−1 . (8.6)
By the induction hypothesis and Lemma 4.5,
1
|s|
∑
s′∈S−(s)
bi,k(s
′) =
1
|s|
n∑
r=1
∑
s′∈S−r (s)
bi,k(s
′)
≤
1
|s|
n∑
r=1
∑
1≤x 6=y≤δr
bi,k(l1, . . . , lr−1,×
1
x,ylr,×
2
x,ylr, lr+1, . . . , ln)
≤
1
|s|
n∑
r=1
∑
1≤x 6=y≤δr
K(5+k)i+ι(δ)−3|δ|2kCδr−|x−y|−2C|x−y|−2
∏
1≤i≤n
i 6=r
Cδi−1
≤
2
|s|
n∑
r=1
δr∑
x=1
δr−2∑
u=2
K(5+k)i+ι(δ)−3|δ|2kCδr−u−2Cu−2
∏
1≤i≤n
i 6=r
Cδi−1 .
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Using (4.1), we get
1
|s|
∑
s′∈S−(s)
bi,k(s
′) ≤
1
|s|
n∑
r=1
δr∑
x=1
K(5+k)i+ι(δ)−3|δ|2kCδr−3
∏
1≤i≤n
i 6=r
Cδi−1
≤
2
|s|
n∑
r=1
δrK
(5+k)i+ι(δ)−3|δ|2k
∏
1≤i≤n
Cδi−1
= 2K(5+k)i+ι(δ)−3|δ|2kCδ1−1 · · ·Cδn−1 . (8.7)
Similarly, by the induction hypothesis and Lemma 4.4,
1
|s|
∑
s′∈S+(s)
bi,k(s
′) =
1
|s|
n∑
r=1
∑
s′∈S+r (s)
bi,k(s
′)
≤
1
|s|
n∑
r=1
∑
1≤x 6=y≤δr
bi,k(l1, . . . , lr−1,×
1
x,ylr,×
2
x,ylr, lr+1, . . . , ln)
≤
1
|s|
n∑
r=1
∑
1≤x 6=y≤δr
K(5+k)i+ι(δ)−1|δ|2kCδr−|x−y|−1C|x−y|−1
∏
1≤i≤n
i 6=r
Cδi−1
≤
2
|s|
n∑
r=1
δr∑
x=1
δr−1∑
u=1
K(5+k)i+ι(δ)−1|δ|2kCδr−u−1Cu−1
∏
1≤i≤n
i 6=r
Cδi−1 .
Again, applying (4.1), we get
1
|s|
∑
s′∈S+(s)
bi,k(s
′) ≤
2
|s|
n∑
r=1
δr∑
x=1
K(5+k)i+ι(δ)−1|δ|2kCδr−1
∏
1≤i≤n
i 6=r
Cδi−1
≤
2
|s|
n∑
r=1
δrK
(5+k)i+ι(δ)−1|δ|2k
∏
1≤i≤n
Cδi−1
= 2K(5+k)i+ι(δ)−1|δ|2kCδ1−1 · · ·Cδn−1 . (8.8)
By combining (8.7) and (8.8) we get
∑
s′∈S(s)
bi,k(s
′) ≤ (2K−3 + 2K−1)K(5+k)i+ι(δ)|δ|2kCδ1−1 · · ·Cδn−1 . (8.9)
Take any 1 ≤ r ≤ n, any location x in lr, and any plaquette p that can be merged with lr at
location x. Then by Lemma 4.3 and the induction hypothesis,
bi−1,k(l1, . . . , lr−1, lr ⊕x p, lr+1, . . . , ln)
≤ K(5+k)(i−1)+ι(δ)+4(|δ| + 4)2kCδr+3
∏
1≤i≤n
i 6=r
Cδi−1 .
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Since each edge can be deformed by 2(d − 1) plaquettes, this gives
1
|s|
∑
s′∈D+(s)
bi−1,k(s
′) =
1
|s|
n∑
r=1
∑
s′∈D+r (s)
bi−1,k(s
′)
≤
2d
|s|
n∑
r=1
δrK
(5+k)(i−1)+ι(δ)+4(|δ| + 4)2kCδr+3
∏
1≤i≤n
i 6=r
Cδi−1 .
Applying the inequality (4.2) and the facts that |δ| ≥ 4 and K ≥ 4, we get
1
|s|
∑
s′∈D+(s)
bi−1,k(s
′) ≤
2d
|s|
n∑
r=1
δrK
(5+k)i−1−k+ι(δ)(2|δ|)2k44Cδr−1
∏
1≤i≤n
i 6=r
Cδi−1
≤
512d
|s|
n∑
r=1
δrK
(5+k)i−1+ι(δ)|δ|2k
∏
1≤i≤n
Cδi−1
= 512dK(5+k)i−1+ι(δ) |δ|2kCδ1−1 · · ·Cδn−1 .
The same bound holds if ⊕ is replaced by ⊖. Therefore,
1
|s|
∑
s′∈D(s)
bi−1,k(s
′) ≤ 1024dK(5+k)i−1+ι(δ) |δ|2kCδ1−1 · · ·Cδn−1 . (8.10)
By using the inequalities (8.4), (8.5), (8.6), (8.9) and (8.10) in the definition (8.2) of bi,k(s), we get
bi,k(s) ≤ (2K
−3 + 6K−1 + 1024dK−1)K(5+k)i+ι(δ)|δ|2kCδ1−1 · · ·Cδn−1 .
The induction step is completed by choosing K so large that the number in the bracket is ≤ 1. 
Lemma 8.3. For any non-null loop sequence s and nonnegative integers i, a, b, c, the set of trajec-
tories Xi,a,b,c(s) is a finite set. In particular, Xi,k(s) is finite for any nonnegative i and k.
Proof. Note that i deformations, a twistings, b mergers and c inactions can increase ι(s) by at most
4i+ b (by Lemmas 4.1, 4.2 and 4.3). Since splitting reduces the index by at least one (Lemma 4.6),
each X ∈ Xi,a,b,c(s) can have at most ι(s)+4i+ b splitting operations. Therefore Xi,a,b,c(s) is finite.
Since there are only finitely many nonnegative integers a, b, c such that a+ 2b+ c = k we deduce
that Xi,k(s) is also finite. 
For each β, i, k and s, define
Sβ,i,k(s) :=
∑
X∈Xi,k(s)
|wβ(X)|
Note that Sβ,i,k is well-defined since Xi,k(s) is a finite set by the above lemma.
Lemma 8.4. If |β| is sufficiently small (depending only on d and k), then
Sβ,i,k(s) = bi,k(s)|β|
i . (8.11)
Proof. For k = 0, this result was proved in [2]. Take k ≥ 1 and a triple (s, i, k). Suppose that
(8.11) holds for all (s′, i′, k′) with k′ < k. We will show that it holds for (s, i, k).
First, suppose that i = 0. We will use induction on ι(s) to prove the claim for the triple (s, 0, k).
If s = ∅ then both sides are zero. Take some s 6= ∅ and suppose that (8.11) holds for all (s′, 0, k) with
ι(s′) < ι(s). Note that any X ∈ X0,k(s) can be written as X = (s,X
′) where either X ′ ∈ X0,k−1(s),
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or X ′ ∈ X0,k−1(s
′) for some s′ ∈ T(s), or X ′ ∈ X0,k−2(s
′) for some s′ ∈ M(s), or X ′ ∈ X0,k(s
′) for
some s′ ∈ S(s). Therefore
Sβ,0,k(s) =
∑
X=(s,X′)
X′∈X0,k−1(s)
|wβ(X)| +
∑
s′∈T(s)
∑
X=(s,X′)
X′∈X0,k−1(s
′)
|wβ(X)|
+
∑
s′∈M(s)
∑
X=(s,X′)
X′∈X0,k−2(s
′)
|wβ(X)| +
∑
s′∈S(s)
∑
X=(s,X′)
X′∈X0,k(s
′)
|wβ(X)| .
By the definition of wβ(X),
∑
X=(s,X′)
X′∈X0,k−1(s)
|wβ(X)| =
∑
X′∈X0,k−1(s)
|wβ(X
′)| .
Similarly,
∑
s′∈T(s)
∑
X=(s,X′)
X′∈X0,k−1(s
′)
|wβ(X)| =
1
|s|
∑
s′∈T(s)
∑
X′∈X0,k−1(s′)
|wβ(X
′)| ,
∑
s′∈M(s)
∑
X=(s,X′)
X′∈X0,k−2(s
′)
|wβ(X)| =
1
|s|
∑
s′∈M(s)
∑
X′∈X0,k−2(s′)
|wβ(X
′)| ,
and
∑
s′∈S(s)
∑
X=(s,X′)
X′∈X0,k(s
′)
|wβ(X)| =
1
|s|
∑
s′∈S(s)
∑
X′∈X0,k(s′)
|wβ(X
′)| .
Putting together the last five displays and applying the induction hypothesis, we get
Sβ,0,k(s) = Sβ,0,k−1(s) +
1
|s|
∑
s′∈T(s)
Sβ,0,k−1(s
′) +
1
|s|
∑
s′∈M(s)
Sβ,0,k−2(s
′) +
1
|s|
∑
s′∈S(s)
Sβ,0,k(s
′)
= b0,k−1(s) +
1
|s|
∑
s′∈T(s)
b0,k−1(s
′) +
1
|s|
∑
s′∈M(s)
b0,k−2(s
′) +
1
|s|
∑
s′∈S(s)
b0,k(s
′)
= b0,k(s) .
This completes the proof for triples of the form (s, 0, k). Fixing k as before, take some i ≥ 1 and
suppose that (8.11) holds for all (s′, i′, k′) where either k′ < k, or k′ = k and i′ < i. We will use
induction on ι(s) to show that it also holds for (s, i, k) for all s.
If s = ∅ then both sides are zero. Take some s 6= ∅ and suppose that (8.11) holds for all (s′, i, k)
with ι(s′) < ι(s). Note that any X ∈ Xi,k(s) can be written as (s,X
′) where either X ′ ∈ Xi,k−1(s),
or X ′ ∈ Xi,k−1(s
′) for some s′ ∈ T(s), or X ′ ∈ Xi,k−2(s
′) for some s′ ∈ M(s), or X ′ ∈ Xi,k(s
′) for
THE 1/N EXPANSION AT STRONG COUPLING 35
some s′ ∈ S(s), or X ′ ∈ Xi−1,k(s
′) for some s′ ∈ D(s). Therefore
Sβ,i,k(s) =
∑
X=(s,X′)
X′∈Xi,k−1(s)
|wβ(X)| +
∑
s′∈T(s)
∑
X=(s,X′)
X′∈Xi,k−1(s
′)
|wβ(X)| +
∑
s′∈M(s)
∑
X=(s,X′)
X′∈Xi,k−2(s
′)
|wβ(X)|
+
∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,k(s
′)
|wβ(X)| +
∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
|wβ(X)| .
By the definition of wβ(X), ∑
X=(s,X′)
X′∈Xi,k−1(s)
|wβ(X)| =
∑
X′∈Xi,k−1(s)
|wβ(X
′)| .
Similarly, ∑
s′∈T(s)
∑
X=(s,X′)
X′∈Xi,k−1(s
′)
|wβ(X)| =
1
|s|
∑
s′∈T(s)
∑
X′∈Xi,k−1(s′)
|wβ(X
′)| ,
∑
s′∈M(s)
∑
X=(s,X′)
X′∈Xi,k−2(s
′)
|wβ(X)| =
1
|s|
∑
s′∈M(s)
∑
X′∈Xi,k−2(s′)
|wβ(X
′)| ,
∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,k(s
′)
|wβ(X)| =
1
|s|
∑
s′∈S(s)
∑
X′∈Xi,k(s′)
|wβ(X
′)| ,
and ∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
|wβ(X)| =
|β|
|s|
∑
s′∈D(s)
∑
X′∈Xi−1,k(s′)
|wβ(X
′)| .
Putting together the last six displays, we get
Sβ,i,k(s) = Sβ,i,k−1(s) +
1
|s|
∑
s′∈T(s)
Sβ,i,k−1(s
′) +
1
|s|
∑
s′∈M(s)
Sβ,i,k−2(s
′)
+
1
|s|
∑
s′∈S(s)
Sβ,i,k(s
′) +
|β|
|s|
∑
s′∈D(s)
Sβ,i−1,k(s
′) .
Applying the induction hypothesis to the terms on the right gives
Sβ,i,k(s) = bi,k−1(s)|β|
i +
1
|s|
∑
s′∈T(s)
bi,k−1(s
′)|β|i +
1
|s|
∑
s′∈M(s)
bi,k−2(s
′)|β|i
+
1
|s|
∑
s′∈S(s)
bi,k(s
′)|β|i +
|β|
|s|
∑
s′∈D(s)
bi−1,k(s
′)|β|i−1
= bi,k(s)|β|
i .
This completes induction. 
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Lemma 8.4 easily implies Theorem 8.1.
Proof of Theorem 8.1. Since any X ∈ Xk(s) is in exactly one of Xi,k(s) for some i ≥ 0,
∑
X∈Xk(s)
|wβ(X)| =
∞∑
i=0
∑
X∈Xi,k(s)
|wβ(X)| =
∞∑
i=0
Sβ,i,k =
∞∑
i=0
bi,k|β|
i .
By Lemma 8.2 this sum is convergent for all sufficiently small |β| (depending only on d and k). 
9. Gauge-string duality
We are now ready to complete the proof of part (i) of Theorem 3.1. The absolute convergence
claim has already been proved in Theorem 8.1. Let
Tβ,i,k(s) :=
∑
X∈Xi,k(s)
wβ(X) .
By Lemma 8.3 the above sum has finite number of terms and therefore Tβ,i,k is well-defined. By
Theorem 7.1, it suffices to prove that for sufficiently small |β| (depending only on d and k),
Tβ,i,k(s) = ai,k(s)β
i . (9.1)
The base case k = 0 was established in [2]. Take some k ≥ 1 and suppose that (9.1) holds for all
triples (s′, i′, k′) with k′ < k. First we will use induction on ι(s) to prove the claim for triples of
the form (s, 0, k). If s = ∅, then both sides of (9.1) are zero. Take some s 6= ∅ and suppose the
claim holds for all triples (s′, 0, k) with ι(s′) < ι(s). Recall that any X ∈ X0,k(s) can be written as
(s,X ′) where either X ′ ∈ X0,k−1(s), or X
′ ∈ X0,k−1(s
′) for some s′ ∈ T(s), or X ′ ∈ X0,k−2(s
′) for
some s′ ∈M(s), or X ′ ∈ X0,k(s
′) for some s′ ∈ S(s). Therefore
Tβ,0,k(s) =
∑
X=(s,X′)
X′∈X0,k−1(s)
wβ(X) +
∑
s′∈T(s)
∑
X=(s,X′)
X′∈X0,k−1(s
′)
wβ(X)
+
∑
s′∈M(s)
∑
X=(s,X′)
X′∈X0,k−2(s
′)
wβ(X) +
∑
s′∈S(s)
∑
X=(s,X′)
X′∈X0,k(s
′)
wβ(X) .
Applying the definition of wβ(X), we get∑
X=(s,X′)
X′∈X0,k−1(s)
wβ(X) =
∑
X′∈X0,k−1(s)
wβ(X
′) .
Similarly,
∑
s′∈T(s)
∑
X=(s,X′)
X′∈X0,k−1(s
′)
wβ(X) =
1
|s|
∑
s′∈T−(s)
∑
X′∈X0,k−1(s′)
wβ(X
′)−
1
|s|
∑
s′∈T+(s)
∑
X′∈X0,k−1(s′)
wβ(X
′) ,
∑
s′∈M(s)
∑
X=(s,X′)
X′∈X0,k−2(s
′)
wβ(X) =
1
|s|
∑
s′∈M−(s)
∑
X′∈X0,k−2(s′)
wβ(X
′)−
1
|s|
∑
s′∈M+(s)
∑
X′∈X0,k−2(s′)
wβ(X
′)
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and
∑
s′∈S(s)
∑
X=(s,X′)
X′∈X0,k(s
′)
wβ(X) =
1
|s|
∑
s′∈S−(s)
∑
X′∈X0,k(s′)
wβ(X
′)−
1
|s|
∑
s′∈S+(s)
∑
X′∈X0,k(s′)
wβ(X
′) .
Putting together the last five displays gives
Tβ,0,k(s) = Tβ,0,k−1(s) +
1
|s|
∑
s′∈T−(s)
Tβ,0,k−1(s
′)−
1
|s|
∑
s′∈T+(s)
Tβ,0,k−1(s
′)
+
1
|s|
∑
s′∈M−(s)
Tβ,0,k−2(s
′)−
1
|s|
∑
s′∈M+(s)
Tβ,0,k−2(s
′)
+
1
|s|
∑
s′∈S−(s)
Tβ,0,k(s
′)−
1
|s|
∑
s′∈S+(s)
Tβ,0,k(s
′) .
Applying the induction hypothesis to the right side and using Corollary 7.5, we get
Tβ,0,k(s) = a0,k−1(s) +
2
|s|
∑
s′∈T−(s)
a0,k−1(s
′)−
2
|s|
∑
s′∈T+(s)
a0,k−1(s
′)
+
1
|s|
∑
s′∈M−(s)
a0,k−2(s
′)−
1
|s|
∑
s′∈M+(s)
a0,k−2(s
′)
+
2
|s|
∑
s′∈S−(s)
a0,k(s
′)−
2
|s|
∑
s′∈S+(s)
a0,k(s
′)
= a0,k(s) .
This completes the proof for triples of the form (s, 0, k). Fixing k as before, take some i ≥ 1 and
suppose that (9.1) holds for all triples (s′, i′, k′) where either k′ < k, or k′ = k and i′ < i. We will
use induction on ι(s) to prove that (9.1) holds for (s, i, k) for all s. If s = ∅, then both sides are
zero. Take some s 6= ∅ and suppose that (9.1) also holds for all (s′, i, k) such that ι(s′) < ι(s).
Note that any X ∈ Xi,k(s) can be written as (s,X
′) where either X ′ ∈ Xi,k−1(s), or X
′ ∈ Xi,k−1(s
′)
for some s′ ∈ T(s), or X ′ ∈ Xi,k−2(s
′) for some s′ ∈ M(s), or X ′ ∈ Xi,k(s
′) for some s′ ∈ S(s), or
X ′ ∈ Xi−1,k(s
′) for some s′ ∈ D(s). Therefore
Tβ,i,k(s) =
∑
X=(s,X′)
X′∈Xi,k−1(s)
wβ(X) +
∑
s′∈T(s)
∑
X=(s,X′)
X′∈Xi,k−1(s
′)
wβ(X) +
∑
s′∈M(s)
∑
X=(s,X′)
X′∈Xi,k−2(s
′)
wβ(X)
+
∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,k(s
′)
wβ(X) +
∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
wβ(X) .
By the definition of wβ(X),
∑
X=(s,X′)
X′∈Xi,k−1(s)
wβ(X) =
∑
X′∈Xi,k−1(s)
wβ(X
′) .
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Similarly,
∑
s′∈T(s)
∑
X=(s,X′)
X′∈Xi,k−1(s
′)
wβ(X) =
1
|s|
∑
s′∈T−(s)
∑
X′∈Xi,k−1(s′)
wβ(X
′)−
1
|s|
∑
s′∈T+(s)
∑
X′∈Xi,k−1(s′)
wβ(X
′) ,
∑
s′∈M(s)
∑
X=(s,X′)
X′∈Xi,k−2(s
′)
wβ(X) =
1
|s|
∑
s′∈M−(s)
∑
X′∈Xi,k−2(s′)
wβ(X
′)−
1
|s|
∑
s′∈M+(s)
∑
X′∈Xi,k−2(s′)
wβ(X
′) ,
∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,k(s
′)
wβ(X) =
1
|s|
∑
s′∈S−(s)
∑
X′∈Xi,k(s′)
wβ(X
′)−
1
|s|
∑
s′∈S+(s)
∑
X′∈Xi,k(s′)
wβ(X
′) ,
and
∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
wβ(X) =
β
|s|
∑
s′∈D−(s)
∑
X′∈Xi−1,k(s′)
wβ(X
′)−
β
|s|
∑
s′∈D+(s)
∑
X′∈Xi−1,k(s′)
wβ(X
′) .
Combining the last six displays gives
Tβ,i,k(s) = Tβ,i,k−1(s) +
1
|s|
∑
s′∈T−(s)
Tβ,i,k−1(s
′)−
1
|s|
∑
s′∈T+(s)
Tβ,i,k−1(s
′)
+
1
|s|
∑
s′∈M−(s)
Tβ,i,k−2(s
′)−
1
|s|
∑
s′∈M+(s)
Tβ,i,k−2(s
′)
+
1
|s|
∑
s′∈S−(s)
Tβ,i,k(s
′)−
1
|s|
∑
s′∈S+(s)
Tβ,i,k(s
′)
+
β
|s|
∑
s′∈D−(s)
Tβ,i−1,k(s
′)−
β
|s|
∑
s′∈D+(s)
Tβ,i−1,k(s
′) .
Applying the induction hypothesis to the right side, and using Corollary 7.5, we get
Tβ,i,k(s) = ai,k−1(s)β
i +
1
|s|
∑
s′∈T−(s)
ai,k−1(s
′)βi −
1
|s|
∑
s′∈T+(s)
ai,k−1(s
′)βi
+
1
|s|
∑
s′∈M−(s)
ai,k−2(s
′)βi −
1
|s|
∑
s′∈M+(s)
ai,k−2(s
′)βi
+
1
|s|
∑
s′∈S−(s)
ai,k(s
′)βi −
1
|s|
∑
s′∈S+(s)
ai,k(s
′)βi
+
β
|s|
∑
s′∈D−(s)
ai−1,k(s
′)βi−1 −
β
|s|
∑
s′∈D+(s)
ai−1,k(s
′)βi−1
= ai,k(s)β
i .
This completes the proof of part (i) of Theorem 3.1.
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