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1. Introduction
In this study we are concerned with the problem of approximating a locally unique solution x∗ of the equation
F(x) = 0, (1.1)
where, F is a Fréchet-differentiable operator defined on a convex subset D of a Banach space X with values in a Banach
space Y .
A large number of problems in appliedmathematics and also in engineering are solved by finding the solutions of certain
equations. For example, dynamic systems are mathematically modeled by difference or differential equations, and their
solutions usually represent the states of the systems. For the sake of simplicity, assume that a time-invariant system is
driven by equation x˙ = Q (x), for some suitable operator Q , where x is the state. Then the equilibrium states are determined
by solving Eq. (1.1). Similar equations are used in the case of discrete systems. The unknowns of engineering equations can
be functions (difference, differential, and integral equations), vectors (systems of linear or nonlinear algebraic equations),
or real or complex numbers (single algebraic equations with single unknowns). Except in special cases, the most commonly
used solution methods are iterative—when starting from one or several initial approximations a sequence is constructed
that converges to a solution of the equation. Iteration methods are also applied for solving optimization problems. In such
cases, the iteration sequences converge to an optimal solution of the problem at hand. Since all of these methods have the
same recursive structure, they can be introduced and discussed in a general framework.
We use the Newton-like method
xn+1 = xn − TnF(xn) (n ≥ 0) (1.2)
to generate a sequence {xn} approximating x∗ [3,4,10,11,19]. Here for all n ≥ 0, Tn ∈ L(Y , X), the space of bounded linear
operators from Y into X .
A lot of iterative methods for solving Eq. (1.1) can be written in the form (1.2).
In particular in the elegant work by Potra in [19] operator Tn is chosen so that:
Tn ∈ {[xpn , xqn; F ]−1, [xqn , xpn; F ]−1} (n ≥ 0), (1.3)
where {pn} (n ≥ 0), and {qn} (n ≥ 0) are non-decreasing sequences of integers satisfying:
q0 = −1, p0 = 0, qn ≤ pn ≤ n (n ≥ 1). (1.4)
A semilocal convergence analysis was given in [16], and then in [19]. The error estimates obtained in [19] are better than
the ones given before [5,6,8,9,12–23].
The most popular methods such as Newton’s method or the secant method are obtained from (1.2) by simply setting
Tn = F ′(xn)−1 (i.e., pn = qn = n (n ≥ 0)) and Tn = [xn, xn−1; F ]−1, (i.e., pn = n, qn = n − 1 (n ≥ 0)) respectively,
where [xn, xn−1; F ] is a consistent approximation to the Fréchet-derivative of F [3,4,13,22]. It is well known that from
the numerical efficiency point of view it is too expensive to change the operator Tn at each step of Newton-like method
(1.2). Many efficient methods have been obtained by keeping operator Tn piecewise constant, with optimal recepts given
depending on the dimension of the space [21]. Several suchmethods have been investigated in [22,21,5,6,8,9,13,19,1–4] and
others.
For simplicity we only study the special case of (1.4), when x−1 = x0 and pn = qn (n ≥ 0).
In this study motivated by optimization considerations, we provide a new semilocal convergence analysis for Newton-
like method (1.2) using a combination of Lipschitz and center-Lipschitz conditions (see (2.12) and (2.13)) (instead of just
Lipschitz conditions used in [19]) to find upper bounds on the norms
∥∥T−1n ∥∥. This idea has already been used by us in [1–4] to
study iterative methods. It turns out that as in [1–4] the following advantages over the earlier mentioned works (especially
[13–19]) are obtained (under the same computational cost): larger convergence domain, andweaker sufficient convergence
conditions. Numerical examples further validating the results are also provided.
2. Semilocal convergence analysis of Newton-like method (1.2)
We need the following result on majorizing sequences for Newton-like method (1.2):
Lemma 2.1. . Let a0 > 0, a > 0, b > 0 be given parameters. Define: parameter γ by
γ =
√
a2 + 8a0a− a√
a2 + 8a0a+ a
, (2.1)
and
scalar sequence {sn} (n ≥ 0) by
s0 = 12a0 , s1 = s0 − b, sn+2 = sn+1 −
a(sn − sn+1)2
2a0sn+1
(n ≥ 0). (2.2)
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If
2a0b ≤ γ , (2.3)
then, sequence {sn} generated by (2.2) is well defined for all n ≥ 0; non-negative; decreasing; convergent to some s∗ ∈
[
o, 12a0
]
,
and such that
sn ≥ (1− γ )sn−1 (n ≥ 1). (2.4)
Proof. We shall show using induction on k ≥ 1:
sk ≥ (1− γ )sk−1. (2.5)
In view of (2.1)–(2.3), we have in turn:
2a0b ≤ γ H⇒ (1− 2a0b) ≥ 1− γ H⇒
1
2a0
− b ≥ (1− γ ) 1
2a0
H⇒ s1 ≥ (1− γ )s0.
That is estimate (2.5) holds for k = 1.
We also have using (2.1)–(2.3):
2a0b ≤ γ H⇒ (2.6)
1− 2a0(1− γ )s1 − 4a0b
[
1− a0b+ ab2 − a0(1− γ )s1
]
≥ 0
H⇒ (1− 2a0b)2 − 2a0b2 ≥ (1− 2a0b)(1− γ )s1
H⇒ 1
2a0
− b− ab
2
2a0
(
1
2a0
− b
) ≥ (1− γ )s1
H⇒ s2 ≥ (1− γ )s1, (2.7)
which shows (2.5) holds for k = 2. Let us assume (2.4) holds for all k ≤ n. It follows by the definition of γ that:
1− γ = a
a+√2a0aγ . (2.8)
That is by (2.5) we have in turn
sk ≥ ask−1a+√2a0aγ , (2.9)
or
(2a0γ − a)s2k + 2ask−1sk − as2k−1 ≥ 0,
or
sk − a(sk−1 − sk)
2
2a0sk
≥ (1− γ )sk,
or
sk+1 ≥ (1− γ )sk, (2.10)
which completes the induction for (2.5).
Hence by (2.2) and (2.3) sequence {sn} is well defined; non-negative; decreasing, and as such it converges to some
s∗ ∈
[
0, 12a0
]
.
That completes the proof of the lemma. 
It is convenient to introduce, given the pair (F , x0), the class of operators C(a0, a, b) as follows:
Definition 2.2. We say that a pair (F , x0) belongs to the class C(a0, a, b), if:
(H1) the hypotheses of Lemma 2.1 hold;
(H2) F is a nonlinear operator defined on a convex subset D of a Banach space X , with values in a Banach space Y ;
(H3) x0 ∈ D0, the interior of D;
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(H4) F is Fréchet-differentiable on D0, F ′(x0) is boundedly invertible,∥∥F ′(x0)−1F(x0)∥∥ ≤ b, (2.11)
and ∥∥F ′(x0)−1[F ′(x)− F ′(y)]∥∥ ≤ 2a ‖x− y ‖ for all x, y ∈ D. (2.12)
In view of (2.12) there exists a0 such that∥∥F ′(x0)−1[F ′ (x)− F ′(x0)]∥∥ ≤ 2a0 ‖x− x0‖ for all x ∈ D. (2.13)
Note that a0 ≤ a holds in general, and aa0 can be arbitrarily large [2–4].
(H5) The set D0 = {x ∈ D, F is continuous at x}, contains the ball U(x1, r∗) = {x ∈ X : ‖x− x1‖ ≤ r∗} where,
x1 = x0 − F ′(x0)−1F(x0),
r1 = 1− 2a0b−
√
1− 4a0b[1+ (a− a0)b]
2a0
,
r∗ =
{
s1 − s∗, if 2a0b > α
max{s1 − s∗, r1}, if 2a0b ≤ α, (2.14)
where,
α = 1
1+
√
a
a0
.
Note that
α ≥ γ for all a0 > 0, a > 0 and b > 0. (2.15)
Estimate (2.15) holds as a strict inequality for a0 6= a.
The second hypothesis in (2.14) is used to show the left-hand-side inequality of (2.14).
Let us also associate with the class C(a0, a, b) the scalar sequence {tn} (n ≥ 0) given by
t0 = 12a0 , t1 = t0 − b, tn+2 = tn+1 −
a(2tpn − tn+1 − tn)(tn − tn+1)
2a0tpn+1
(n ≥ 0). (2.16)
Clearly, under hypotheses of Lemma 2.1 sequence {tn} is non-negative, decreasing, and converges to some t∗ ∈
[
a, 12a0
]
.
From now on {tn}, {t∗}will be replacing {sn}, {s∗} in C(a0, a, b).
Using this notation we can state the main semilocal convergence theorem for Newton-like method (1.2).
Theorem 2.3. . If (F , x0) ∈ C(a0, a, b) then, sequence {xn) generated by Newton-like method (1.2) is well defined, remains in
U(x0, t0 − t∗), for all n ≥ 0, and converges to a solution x∗ ∈ U(x0, t0 − t∗) of equation F(x) = 0.
Moreover the following estimates hold for all n ≥ 0 :
‖xn − xn+1‖ ≤ tn − tn+1, (2.17)∥∥xn − x∗∥∥ ≤ tn − t∗, (2.18)
and
d0n ≤
∥∥xn − x∗∥∥ ≤ dn, (2.19)
where,
αn = a
(∥∥xn − xpn−1∥∥+ ∥∥xn−1 − xpn−1∥∥) ‖xn − xn−1‖ ,
βn = a0(t0 − ‖xn − x0‖)+
√
[a0(t0 − ‖xn − x0‖)]2 − a0aαn,
γn = 2
[
a
∥∥xn − xpn∥∥+ a0 (t0 − ∥∥xpn − x0∥∥)] ,
d0n =
4a0
(
t0 −
∥∥xpn − x0∥∥) ‖xn+1 − xn‖
γn +
√
γ 2n + 8a0a
(
t0 −
∥∥xpn − x0∥∥) ‖xn+1 − xn‖ ,
and
dn = aαn
βn
.
Furthermore, point x∗ is the unique solution of equation F(x) = 0 in the set S = {x ∈ D0 : ‖x− x0‖ < t0 + t∗} if t∗ > 0, or
in the set S0 = {x ∈ D0 : ‖x− x0‖ ≤ t0}, if t∗ = 0.
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Proof. We shall first show that operator P = F ′(x) is invertible for all x ∈ D0 with
‖x− x0‖ ≤ 2t0. (2.20)
In view of (2.13) and (2.20) we get:
‖I − T0P‖ = ‖T0(P0 − P)‖ ≤ a0 ‖x− x0‖ < 2a0t0 = 1. (2.21)
It follows from (2.21), and the Banach lemma on invertible operators [4,22] that P−1 exists with∥∥(T0P)−1∥∥ ≤ (1− a0 ‖x− x0‖)−1. (2.22)
Note that by a continuity argument, the identity
F(x)− F(y) =
∫ 1
0
F ′(y+ t(x− y))dt(x− y) (2.23)
and the estimate∥∥T0[F(x)− F(y)− F ′(u)(x− y)]∥∥ ≤ a (‖x− u‖ + ‖y− u‖) ‖x− y‖ (2.24)
are also valid if x or y belongs in D0. We shall next show estimate (2.17) using induction on n ≥ 0. If Newton-like method
(1.2) is well defined for all n ≤ k (n ≥ 0), and (2.17) holds for n ≤ k, then
‖x0 − xn‖ ≤ t0 − tn < t0 − t∗ for n ≤ k. (2.25)
We shall show next the right-hand-side inequality in (2.19). Set x = xn, y = x∗ in (2.19),M =
∫ 1
0 F
′(x∗ + t(xn − x∗))dt .
Then, by (2.25) and (2.18) we get in turn:∥∥xn − x0 ‖+‖ x∗ − x0∥∥ ≤ 2 ‖xn − x0‖ + ∥∥xn − x∗∥∥
< 2
(‖xn − x0‖ + ∥∥xn − x∗∥∥) ≤ 2(t0 − tn + tn − t∗)
≤ 2t0 = 1a0 . (2.26)
As in (2.11), we deduceM−1 exists, and∥∥(T0M)−1∥∥ ≤ [1− a0(2 ‖xn − x0‖ + ∥∥xn − x∗∥∥+ t∗)]−1. (2.27)
That is (2.10) holds for x = xi, i ≤ k. Hence, Newton-like method (1.2) is defined for n = k+ 1. Estimate (2.17) holds for
n = 0, by the initial conditions (2.16) and (1.2). Suppose estimate (2.17) holds for n ≤ k for k ≥ 0. Set Pn = T−1n . By (1.2),
we can have:
F(xk+1) = F(xk+1)− F(xk)− Pk(xk+1 − xk). (2.28)
In view of (2.3), (2.12), (2.14) and (2.16) we get in turn:
‖xk+1 − xk+2‖ = ‖Tk+1F(xk+1)‖ =
∥∥(T0Pk+1)−1T0F(xk+1)∥∥
≤ a
(∥∥xk+1 − xpk∥∥+ ∥∥xk − xpk∥∥)
1− 2a0
∥∥xpk+1 − x0∥∥ ‖xk − xk+1‖
= a(2tpk − tk+1 − tk)
2a0tpk+1
(tk − tk+1) = tk+1 − tk+2, (2.29)
which implies that (2.17) holds for all n.
It follows from (2.17) that sequence {xn} is Cauchy in a Banach space X and as such it converges to some x∗. Estimate (2.18)
follows from (2.17) by using standard majorizing techniques [3,4,22]. To show that x∗ is a solution of equation F(x) = 0, we
let k→∞ in the estimate (using (2.24) and (2.25)):
‖T0F(xk+1)‖ ≤ a
(∥∥xk+1 − xpk∥∥+ ∥∥xk − xpk∥∥) ‖xk − xk+1‖ . (2.30)
In view of (2.27) and (2.30), we get:∥∥xn − x∗∥∥ = ∥∥M−1F(xn)∥∥ ≤ ∥∥(T0M)−1∥∥ ‖T0F(xn)‖
≤ a
(∥∥xn − xpn−1∥∥+ ∥∥xn−1 − xpn−1∥∥)
1− a0(2 ‖xn − x0‖ + ‖xn − x∗‖ + t∗) ‖xn − xn−1‖ , (2.31)
which shows that the right-hand-side inequality in (2.19) holds.
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Moreover, using the identity
xn+1 − xn = x∗ − xn + (T0Pn)−1[F(x∗)− F(xn)− Pn(x∗ − xn)] (2.32)
and estimates (2.16) and (2.27), we obtain:
‖xn+1 − xn‖ ≤ a(2
∥∥xn − xpn∥∥+ ‖x∗ − xn‖ + ∥∥xpn − xqn∥∥)
1− a0(2
∥∥xpn − x0∥∥+ t∗)
∥∥xn − x∗∥∥+ ∥∥xn − x∗∥∥ (2.33)
which completes the proof for estimate (2.19).
To show uniqueness, assume t∗ > 0, and let y∗ ∈ S be a solution of equation F(x) = 0.
Let alsoM∗ =
∫ 1
0 F
′(y∗ + t(x∗ − y∗))dt. Using (2.13), we get
‖I − T0M∗‖ = ‖T0(P0 −M∗)‖ ≤ a0
(∥∥y∗ − x0∥∥+ ∥∥x∗ − x0∥∥) < a0(t0 + t∗ + t0 − t∗) = 1. (2.34)
In view of (2.34), and the Banach lemma on invertible operatorsM∗ is invertible, which togetherwith (2.23), implies x∗ = y∗.
Finally, let t∗ = 0. Set pn = 0 (n ≥ 0). Then, Newton-like method (1.2) reduces to:
xn+1 = xn − T0F(xn) (n ≥ 0). (2.35)
We have shown sequence {xn} given by (2.35) converges to a solution x∗ of equation F(x) = 0, and (2.17) holds for
t0 =
(
b
a0
) 1
2
, tn+1 = tn − a0t2n (n ≥ 0). We easily get
tn ≥
(
b
a0
) 1
2
n+ 1 (n ≥ 0). (2.36)
Let y∗ ∈ S0 be a solution of equation F(x) = 0, and setMn =
∫ 1
0 F
′(y∗ + t(xn − y∗))dt.
It then follows from (2.24), (2.17) and (2.27):∥∥xn+1 − y∗∥∥ = ∥∥T0(P0 −Mn)(xn − y∗)∥∥
≤ a0
(∥∥y∗ − x0∥∥+ ‖xn − x0‖) ∥∥xn − y∗∥∥
≤ ∥∥xn − y∗∥∥ (1− a0tn) ≤ · · · ≤ ∥∥x1 − y∗∥∥ n∏
j=1
(1− a0tj).
In view of (2.36), we obtain: lim
∏n
j=1(1− a0tj) = 0, which implies
y∗ = lim
n→∞ xn = x
∗.
That completes the proof of the theorem. 
Remark 2.4. If a0 = a, then our Theorem 2.3 reduces to Theorem 1 in [19, p. 81]. In this case condition (2.3) is the
Newton–Kantorovich hypothesis
4ab ≤ 1. (2.37)
If a0 6= a, then our result extends the applicability of Theorem 1 in cases when (2.37) is violated. Indeed (2.37) implies
(2.3) but not vice versa unless if a0 = a. Note also that γ ∈
[
0, 12
]
with γ = 12 , only when a0 = a (see, also Examples 2.5
and 2.6). The above observation justifies the claims made in the introduction of this study.
In [19] see: Propositions 1 and 2 also showed that estimates (2.17)–(2.19) in the class C(a, a, b) are sharp. However, these
estimates are not sharp in the class C(a0, a, b) for a0 6= a.
As examples, we have the cases:
(1) If pn = n (n ≥ 0)we obtain Newton’s method [2–4].
(2) If pn = 0 (n > 0), we obtain the simplified Newton’s method [12,14].
(3) If pkm+j = km (j = 0, 1, . . . ,m−1, k ≥ 0), we obtain amethod studied in [5,6,17,21–23]. Moreover, if yn = xmn (n ≥ 0),
the R-order of convergence ism+ 1.
We complete this study with two numerical examples. For simplicity we consider Remark 2.4 case (1). That is, we use
Newton’s method.
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Example 2.5. Let X = Y = R, x0 = 1, D = [δ, 2− δ], δ ∈
[
0, 12
)
, and define function F on D by
F(x) = x3 − δ. (2.38)
Using (2.11)–(2.13) and (2.38), we obtain:
b = 1
3
(1− δ), a = 2− δ, and a0 = 3− δ2 .
However, with the above values of a and b condition (2.37) is violated since:
4ab > 1 for all δ ∈
[
0,
1
2
)
. (2.39)
That is, there is no guarantee that sequence {xn} converges to x∗ =
√
δ. Our condition (2.3) holds for δ ∈ [·450339002, 12 ).
Note in particular that for δ = ·450339002, we have a0 = 1.274830499, a = 1.549660998, b = 1.832203333,
γ = ·467149737, and 2a0b = γ . Hence, the conclusions of our Definition 2.2 apply to solve Eq. (2.38). Finally, note that
in [3, p. 387], for δ = δ0 using a different approach on this example, we also showed convergence for δ ∈
[·450339002, 12 ) .
Example 2.6. Let X = Y = C[0, 1] be the space of real-valued continuous functions defined on the interval [0,1] with norm
‖x‖ = max
0≤s≤1
|x(s)| .
Let θ ∈ [0, 1] be a given parameter. Consider the ‘‘cubic’’ integral equation
u(s) = u3(s)+ λu(s)
∫ 1
0
q(s, t)u(t)dt + y(s)− θ. (2.40)
Here the kernel q(s, t) is a continuous function of two variables defined on [0, 1] × [0, 1]; the parameter λ is a real number
called the ‘‘albedo’’ for scattering; y(s) is a given continuous function defined on [0, 1] and x(s) is the unknown function
sought in C[0, 1]. Equations of the form (2.40) arise in the theory of radiative transfer, neutron transport, and kinetic theory
of gasses [1,7,11]. For simplicity, we choose u0(s) = y(s) = 1 and q(s, t) = s/(s + t), for all s ∈ [0, 1] and t ∈ (0, t) with
s+ t 6= 0. If we let D = U(u0, 1− θ), and define the operator f on D by
f (x)(s) = x3(s)+ λx(s)
∫ 1
0
q(s, t)x(t)dt + y(s)− θ, (2.41)
for all s ∈ [0, 1], then every zero of f satisfies Eq. (2.40). We have the estimate
max
0≤s≤1
∣∣∣∣∫ 1
0
s/(s+ t)dt
∣∣∣∣ = ln 2.
Therefore if we set q = ∥∥f ′(u0)−1∥∥, then it follows from (2.11)–(2.13) that b = q(|λ| ln 2+1−θ), a = 2q[|λ| ln 2+3(2−θ)],
and a0 = q[2 |λ| ln 2+3(3−θ)]/2. It follows from Theorem2.3 that if condition (2.3) holds then problem (2.40) has a unique
solution near u0. This condition isweaker than the conditions given before using theNewton–Kantorovich hypothesis (2.37).
Note also that a0 < a for all θ ∈ [0, 1].
3. Conclusion
We provided a semilocal convergence analysis for a certain class of Newton-like methods considered also in [3,4,9], in
order to approximate a locally unique solution of an equation in a Banach space.
Using a combination of Lipschitz and center-Lipschitz conditions, instead of only Lipschitz conditions [19], we provide
an analysis with the following advantages over the work in [19] which improved the works in [5,6,8,9,12–23]: larger
convergence domain and weaker sufficient convergence conditions. Note also that these advantages are obtained under the
same computational cost as in [19], since in practice the computation of the Lipschitz constant requires the computation of
a0. Numerical examples further validating the results are also provided.
References
[1] I.K. Argyros, The theory and application of abstract polynomial equations, in: St. Lucie/CRC/Lewis Publ. Mathematics Series, Boca Raton, Florida, USA,
1998.
[2] I.K. Argyros, On the Newton–Kantorovich hypothesis for solving equations, J. Comput. Appl. Math. 169 (2004) 315–332.
[3] I.K. Argyros, A unifying local-semilocal convergence analysis and applications for two-point Newton-likemethods in Banach space, J. Math. Anal. Appl.
298 (2004) 374–397.
122 I.K. Argyros / Journal of Computational and Applied Mathematics 228 (2009) 115–122
[4] I.K. Argyros, Computational theory of iterativemethods, in: C.K. Chui, L.Wuytack (Eds.), Series: Studies in ComputationalMathematics, vol. 15, Elsevier
Publ. Co, New York, USA, 2007.
[5] W.E. Bosarge, P.L. Falb, A multipoint method of third order, J. Optimiz. Theory Appl. 4 (1969) 156–166.
[6] W.E. Bosarge, P.L. Falb, Infinite dimensional multipoint methods and the solution of two point boundary value problems, Numer. Math. 14 (1970)
264–286.
[7] S. Chandrasekhar, Radiative Transfer, Dover Publ., New York, 1960.
[8] J.E. Dennis, On the Kantorovich hypothesis for Newton’s method, SIAM J. Numer. Anal. 6 (3) (1969) 493–507.
[9] J.E. Dennis, Toward a unified convergence theory forNewton-likemethods, in: L.B. Rall (Ed.), Nonlinear Functional Analysis andApplications, Academic
Press, New York, 1971.
[10] J.M. Gutierrez, M.A. Hernandez, M.A. Salanova, Accessibility of solutions by Newton’s method, Int. J. Comput. Math. 57 (1995) 237–247.
[11] M.A. Hernandez, M.J. Rubio, J.A. Ezquerro, Secant-like methods for solving nonlinear integral equations of the Hammerstein type, J. Comput. Appl.
Math. 115 (2000) 245–254.
[12] H.J. Kornstaedt, Ein allgemeiner Konvergenzstaz fü r verschä rfte Newton-Verfahrem, in: ISNM, vol. 28, Birkhaü ser Verlag, Basel and Stuttgart, 1975,
pp. 53–69.
[13] P. Laasonen, Ein überquadratisch konvergenter iterativer algorithmus, Ann. Acad. Sci. Fenn. Ser I 450 (1969) 1–10.
[14] F.A. Potra, On a modified secant method, L’analyse numérique et la theorie de l’approximation 8 (2) (1979) 203–214.
[15] F.A. Potra, An application of the induction method of V. Pták to the study of Regula Falsi, Aplikace Matematiky 26 (1981) 111–120.
[16] F.A. Potra, On the convergence of a class of Newton-like methods, in: Iterative Solution of Nonlinear Systems of Equations, in: Lecture Notes in
Mathematics, vol. 953, Springer-Verlag, New York, 1982.
[17] F.A. Potra, V. Pták, Nondiscrete induction and double step secant method, Math. Scand. 46 (1980) 236–250.
[18] F.A. Potra, V. Pták, On a class of modified Newton processes, Numer. Funct. Anal. Optim. 2 (1) (1980) 107–120.
[19] F.A. Potra, Sharp error bounds for a class of Newton-like methods, Libertas Math. 5 (1985) 71–84.
[20] J.W. Schmidt, Untere Fehlerschranken für Regula-Falsi Verfahren, Period. Math. Hungar. 9 (3) (1978) 241–247.
[21] J.W. Schmidt, H. Schwetlick, Ableitungsfreie Verfhren mit höherer Konvergenzgeschwindifkeit, Computing 3 (1968) 215–226.
[22] J.F. Traub, Iterative Methods for the Solution of Equations, Prentice Hall, Englewood Cliffs, New Jersey, 1964.
[23] M.A. Wolfe, Extended iterative methods for the solution of operator equations, Numer. Math. 31 (1978) 153–174.
