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Structures vibrate with discrete natural frequencies, which divide the frequency spectrum into frequency-free ranges, or
spectral gaps. We may need a structure to have a particular spectral gap, and if this range is found to contain frequencies
then the structure must be changed. The extent of the changes depends on the number of natural frequencies that are con-
tained in the required spectral gap – the rank of the bracing must be at least the number of frequencies to be removed. This
paper ﬁrst deals with bracing of this minimal rank, connecting to the least number of freedoms possible, and later gener-
alises this to higher rank bracing, with connections to any number of freedoms. The question is thus If a required spectral
gap contains n natural frequencies, can changes to the structure stiﬀness of rank rP n, connecting to cP r freedoms i1,
i2,. . . , ic remove them? In all cases, a simple criterion is developed for answering this question, and if the answer is yes,
all successful changes are identiﬁed as mappings from more fundamental sets. The cases are developed separately even
though later cases imply earlier ones, for clarity of the argument.
 2006 Elsevier Ltd. All rights reserved.
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Structures have a frequency spectrum of discrete values where the structure will naturally vibrate, separated
by frequency-free ranges, or spectral gaps. Performance criteria might require that the structure should not
resonate within a given range of frequencies, and if this range includes natural frequencies then the structure
will have to be changed. This could apply to a structure in the design stage, or an existing one that is found to
be unsatisfactory, perhaps through new criteria, or through damage.
Changing a structure to produce a required spectrum is a classical inverse problem. Before brieﬂy consid-
ering literature in this area, two important diﬃculties are identiﬁed. Firstly, structural analysis involves math-
ematical formulations, with entities like stiﬀness, mass and damping matrices. A given structure leads to a
given formulation/s. The reverse step is not so easy. We may know how a formulation is to change, but0020-7683/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ijsolstr.2006.05.002
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dling this diﬃculty is by specifying the form of acceptable structural changes a priori. Secondly, a change that
aﬀects one frequency is almost certain to aﬀect others, and all should be considered: an analysis that concen-
trates on one or few frequencies risks an unseen frequency changing to an unwanted value.
Previous work on moving frequencies is mainly concerned with developing strategies for structural changes
that produce desired movements, often in conjunction with optimisation. When eﬀects are speciﬁed, and pos-
sible causes sought, the formulation is classiﬁed as inverse. Inverse structural vibration problems have been
reviewed by Gladwell (1986), updated in Gladwell (1996), Ellishakoﬀ (2000), and recently by Mottershead
and Ram (2006) in a work concentrating on vibration absorption.
Bahai and co-workers (Djoudi et al., 2002; Bahai et al., 2002; Aryana and Bahai, 2003; Farahani and Bahai,
2004a,b) have considered how design variables aﬀect structure properties, deriving equations for frequencies
as functions of these design variables. In these studies (which involve some optimisation), all examples con-
sider only the one frequency to be relocated, although the authors recognise the diﬃculty caused by other fre-
quencies changing, mentioned earlier. They propose to control this by specifying that other frequencies have
zero change, but this a formidable task if applied to all other frequencies, and is unnecessarily restrictive. They
are also well aware of the diﬀerence between changes in a formulation and changes in a structure but because
they only consider changes coming from design variables, any diﬃculties are avoided. Changes to design vari-
ables are calculated from linear and quadratic truncated Taylor series for frequencies, and applications are
necessarily restricted by the appropriateness of these expansions, which may mean restriction to small fre-
quency changes. Calculations for changes in frequencies involve the structural alterations rather than the com-
plete new structure, and are therefore numerically eﬃcient. This compactness is the main connection between
these works and the current paper.
Bucher and Braun (1993) derived structural changes to produce nominated frequencies and/or mode shapes,
using incomplete data such as the results of an experiment where not everything is measured. They showed that
this problem can be solved exactly under some circumstances, and in others, only by approximation such as
least squares. The calculations avoid using mass and stiﬀness matrices, using instead measured mode shapes.
Kiprianou et al. (2005) assigned frequencies and antiresonances using receptance data, as do Bucher and Braun,
but unlike the earlier work, experimental results are presented, showing that the theory gives good predictions.
These authors have previously given a thorough theoretical investigation of a related though somewhat speciﬁc
problem (Kiprianou et al., 2004). Of the 3 analyses, the ﬁrst has the size of the number of measured modes and
the last has the (presumably much larger) size of the original structure. The second, Kiprianou et al. (2005), and
the current analysis are connected by both having the (presumably compact) size of the connections between the
original structure and the modiﬁcations, and both using receptances/ﬂexibilities.
Mottershead and Ram (2006) note ‘. . .most papers on the inverse structural modiﬁcation problem restrict
themselves to assignment of natural frequencies’. They might have added that the overwhelming majority of
these stipulate frequencies that the modiﬁed structure must have. Very few stipulate frequencies that the mod-
iﬁed structure must not have. McMillan and Keane (1996) added masses to a vibrating plate, so as to clear
some frequencies from a speciﬁed range. This is very close to the problem treated here, though their clearance
was a desirable outcome rather than a necessary result (and in their example, was not particularly successful).
Ram (1994) considered adding spring-mass oscillators to structures so that a particular spectral gap is
increased, at both the lower and upper limits (this is similar to the current problem if the range to be cleared
contains 2 frequencies). His strategy is based on the observation that any oscillator (of a speciﬁed type)
attached to a structure will attract all frequencies toward its own (Ram and Blech, 1991), which is used to
choose oscillator frequencies and connections. Ram’s changes are each a grounded oscillator (a spring and
a mass) connected to a single freedom, and his strategy is highly likely to work, but success is not fully guar-
anteed. The works of Ram and McMillan and Keane are similar in that they both use modal shapes to deter-
mine where changes are to be made, positioning them so that not all frequencies are aﬀected. Both use physical
rather than formulation changes, and both have little control over unwanted frequency movements.
The current paper considers structures that are to be changed so that a given frequency range is to be com-
pletely free of natural frequencies. The structure is assumed to be described by algebraic eigenvalue equations,
speciﬁcally, by stiﬀness and mass matrices. Changes are to stiﬀness only (though changes to mass, or to both,
are related, as discussed in Lawther, 2003). Calculations are primarily in ﬂexibility rather than the more
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ular clearance is possible, and if found to be so, it is obviously without any encroachment of unwanted fre-
quencies (clearances are identiﬁed as falling into one of two categories, open or closed, and only in the
latter are changes restricted by possible frequency encroachment). Frequencies inside the range must change
to values outside, and other frequencies may change without encroaching, but apart from this, no restriction is
placed on frequency movements. All changes derived are changes to the formulation, with no attempt made to
solve the inverse problem of what this means in terms of changes to the structure. Indeed, the opposite is done
– mappings are derived relating successful changes of formulation to more fundamental sets. The inverse prob-
lem of deriving a structure from a formulation is treated in Gladwell (1997) and in other works by this author.
1.1. Some background
When a structure is changed, then almost certainly, so is the way that it vibrates. Fig. 1 shows a 5-freedom
structure with 6 springs of unit stiﬀness, connected to 5 masses with magnitudes of 1, 2 and 3 units, arranged
symmetrically. The ﬁrst 2 natural frequencies of this structure are 0.3491 and 0.7962.
When a spring of stiﬀness k is added to freedom 2, these frequencies change as shown in Fig. 2a. Structural
changes are referred to generally as bracing, and the relations in Fig. 2 are bracing curves, which are drawn for
both positive and negative spring stiﬀness values. Negative spring stiﬀnesses may or may not be physically
meaningful, but analytically, negative and positive stiﬀnesses are equally important. Bishop and Johnson
(1960) have diagrams that are very similar to those of Fig. 2, and like here, they use them as aids to visual-
isation. They also have extensive analyses of some of their properties (which do not include the exclusion zones
used here), and relevant ones are repeated below with minimal further reference.
The solid rectangle of the ﬁgure shows that this spring will exclude the second natural frequency of 0.7962
from the range (0.47,0.87) provided the spring is stiﬀ enough to make x2 > 0.87, but not stiﬀ enough to make
x1 > 0.47. Successful stiﬀnesses form a closed range, and the frequency clearance is a closed exclusion. Equally,
the dashed rectangle shows that (0.20,0.40) can be cleared by a spring stiﬀ enough to make x2 > 0.40, with no
upper limit to the stiﬀness, and a similar exclusion is available through negative k (reduced stiﬀness at freedom
2, which is physically unrealistic in this example). Successful stiﬀnesses form 2 open ranges, and the clearance
is an open exclusion. Clearing frequencies is ﬁnding clear space on a bracing diagram.1  2  3  4 5
k = 1 m = 3 m = 2 m = 1
k
Fig. 1. Five-freedom structure.
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Fig. 2. Bracing curves of the structure of Fig. 1: (a) as functions of brace stiﬀness and (b) as functions of brace ﬂexibility.
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long been known (Rayleigh, 1945). Intercepts of the x axis are the natural frequencies, and the curves have
common asymptotes (both of the curves shown asymptote to 0.53). Natural frequencies and asymptotes
interleave (see, for example, the classic works of Bishop and Johnson, 1960, p. 101; Wilkinson, 1965, pp.
94–108 or Parlett, 1980, pp. 191–194).
The same data are plotted as functions of brace ﬂexibility, f = 1/k, in Fig. 2b. These, too, show monoticity
(now decreasing) and interleaving, but the intercepts and asymptotes of the stiﬀness plot have interchanged,
and the asymptotes are now the natural frequencies. The 2 exclusion rectangles look much the same in the
ﬂexibility plot (the important diﬀerence is that the open exclusion rectangle contains the x axis at f = 0, while
the closed exclusion rectangle does not). Despite this graphical similarity, closed and open exclusions are phys-
ically very diﬀerent; open exclusions oﬀer a wide range of options to the analyst, whereas closed exclusions are
somewhat restrictive.
This paper develops criteria for assessing whether or not a given frequency range can be cleared by chang-
ing the stiﬀness at given freedoms. The frequency range is (xL,xU), containing n natural frequencies, and to
remove them, the rank of changes to the structure must be at least this number – this follows from the inter-
leaving property of rank 1 changes (Rayleigh, 1945; Wilkinson, 1965; Parlett, 1980). In the following Section
2, it is precisely n and each change is assumed (at least, initially) to be stiﬀness added to, or taken from, a single
freedom. Higher rank bracing is considered in Section 3, and connections to freedoms that number more than
the rank is treated in Section 4. Section 2.2 shows that results with grounded bracing connecting to single free-
doms, as used in the development, apply to more general bracing. The cases are developed separately, even
though the later sections imply earlier ones, because the direction of the argument is more clearly seen in
the considerably simpler ﬁrst case.
Part 1: Minimal rank bracing, with minimal connections
2. Development
The exclusion range (xL,xU) contains n natural frequencies of the structure, and this is the minimal rank of
bracing that will remove them all. In this section, bracing is assumed to have this minimal rank, and to be
connected to the same number of freedoms.
2.1. Exclusion criterion
The fundamental clearance problem is where a frequency range contains a single natural frequency, and
this is to be removed. The fundamental structural change is where stiﬀness is added to a single freedom. This
is the rank 1 brace, exempliﬁed by the added spring in Fig. 1, although rank 1 changes can be less simple: a
rank 1 brace has the general form of a stiﬀness k added to a generalised displacement ub, related to the struc-
ture freedoms by ub = gu. This is purely kinematical  g is a vector of geometric connections. The brace in
Fig. 1 has connections g ¼ 0 1 0 0 0½  (connecting to 1 freedom, and since rank and connections are
to be equal, this is the maximum complexity of a rank 1 brace considered in part 1).
Stiﬀness equations for free vibration of a structure have the eigenvalue formðK x2MÞu ¼ 0 ð1Þ
where K and M are the structure stiﬀness and mass matrices. The aim is to change K so that this equation has
no solutions within a given range (xL,xU). Assuming, for demonstration, that this range contains 2 natural
frequencies, excluding them from the range requires 2 structural changes, each a stiﬀness ki connected by a
geometry such as gi ¼ 0 0 1 0 0½ . The individual stiﬀnesses can be collected into a matrix of brace stiﬀ-
nesses, and likewise, the individual geometries as the rows of a matrix of connections;Kb ¼
k1
k2
 
and G ¼ g1
g2
 
¼ 0 1 0 0 0
0 0 0 0 1
 
ð2Þ
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of stiﬀnesses k1 and k2 connected to freedoms 2 and 5, respectively. This G, with precisely 1 non-zero term in
each row, and that term having the value of 1, is a localising matrix, exactly as used in ﬁnite element assembly.
These particular forms of Kb and G are chosen solely because they give an easy visualisation, but the analysis
is not restricted to this simplicity, as shown in Section 2.2: Kb could be any (symmetric) matrix, and G could
have any entries in 2 of its columns, restricted only by each having a rank of 2. However, it must be empha-
sised that these modiﬁcations are changes to stiﬀness only – changes to mass make the modiﬁcations depen-
dent on frequency, which is not considered here.
The braced structure has stiﬀness equationsðKþGTKbG x2MÞu ¼ 0 ð3Þ
which have an alternative ﬂexibility eigenvalue formðGðK x2MÞ1GT þ K1b ÞNb ¼ 0 ð4Þ
(Nb are stresses in the bracing, which are of no concern here). Full derivation of these equations is given in
Lawther (2001). The derivation is thought to be new, and the detailed form of Eq. (4) may be, but the result
is not: Brandon (1984) gives the solution for a rank 1 G, and Bishop et al. (1965) have a similar relation in their
section 6.3, with a clear source in Bishop and Johnson (1960). These authors develop their arguments in terms
of receptances – the receptance matrix of the original structure is (K  x2M)1 – but in structural engineering
the inverse of stiﬀness is more commonly known as ﬂexibility, with symbol F, and this convention is used here.
A detailed solution of frequency clearance problems using 2 grounded braces is given in Lawther (2003) – the
current paper generalises this to any number of braces, with any connections.
The eigenvalue problem of Eq. (4) is quite compact – its size is the rank of the changes (admittedly it
involves (K  x2M)1, which is inversion of the stiﬀness matrix of the original structure, but it only needs
to be done for 2 numerical values of x, as will be shown, and computationally, these are little more than
numerical factorisations of a banded matrix, which is not an onerous procedure).
Eq. (4) is particularly suited to choosing a frequency x, and calculating brace stiﬀnesses Kb that will make
this value of x a natural frequency of the structure. K  x2M is a frequency-dependent stiﬀness K(x) with
inverse F(x), and Fb ¼ K1b is the ﬂexibility of the bracing. Eq. (4) now involves the term GF(x)GT, which
is a congruent condensation of F(x), written as FG(x). These changes in notation emphasise that Eq. (4) is
a ﬂexibility equation, which is now written asðFGðxÞ þ FbÞNb ¼ 0: ð5Þ
Eq. (5) is a multiparameter eigenvalue problem, which is converted to the more familiar single parameter
problem by writing the bracing ﬂexibility as Fb = Fo + fFp, where Fo is an arbitrarily chosen origin, Fp is a
known constant matrix (a bracing pattern), and f gives a magnitude of this pattern:ððFGðxÞ þ FoÞ þ fFpÞNb ¼ 0: ð6Þ
If the problem of removing the included frequencies from (xL, xU) is solvable, $(Kb) such that Eq. (3) has
no solutions for all xL < x < xU. This successful bracing is labelled Ksb, with inverse Fsb, which is now chosen
as the origin Fo:ððFGðxÞ þ FsbÞ þ fFpÞNb ¼ 0 ð7Þ
Eq. (7) produces a bracing diagram like that shown in Fig. 3 for some Fp (which happen to be those that are
positive deﬁnite – arguments for this are given in Lawther, 2003). Fp is now chosen as any positive deﬁnite
matrix, ensuring that the bracing curves are monotonic decreasing.
This is an extension of the open exclusion of Fig. 2b. The exclusion range (xL,xU) contains n natural fre-
quencies (n = 2 in this sketch), and therefore the bracing curves have n asymptotes within the band. An exclu-
sion zone is a region of the band free of bracing curves, like the shaded region of the diagram, so each curve
must leave the band both to the left and the right of the exclusion zone. The curves are monotonic decreasing,
so those curves to the left of the exclusion zone leave (xL,xU) through the lower boundary xL, crossing this
boundary at fLi, which are solutions of Eq. (7) when x = xL. All fLi are negative, so F
G (xL) + Fsb is positive
f 
ω
0
ωL
ωU
fL1 fL2 fU1 fU2
Fig. 3. Bracing curves of Eq. (7) (with positive deﬁnite Fp).
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G
L , and F
G(xU) as F
G
U). A similar
argument concludes that FGU þ Fsb is negative deﬁnite. But if FGL þ Fsb is positive deﬁnite and FGU þ Fsb is
negative deﬁnite, then FGL  FGU is positive deﬁnite, giving a necessary condition for exclusion.
This simple condition, that FGL  FGU is positive deﬁnite (written in a slightly more general form) is the key to
assessing solvability of the general exclusion problem. Determining changes that achieve the exclusion is less
simple.
Appendix A shows that this condition is also suﬃcient, and since it is both necessary and suﬃcient for
exclusion, it is equivalent. All bracing Fsb that can clear all frequencies from the range (xL,xU) is related
to the set {A} of symmetric matrices with all eigenvalues in (0,1). The mappings of Fig. 4 give these relation-
ships, which are derived in Appendix A. ({A} is a set of n · n matrices. Usually, the size n is obvious from the
context, or of no particular interest, but if the size needs emphasising, the notation {An} is used.)
Stiﬀness changes at n given freedoms can exclude n frequencies from a range (xL,xU) iﬀ F
G
L  FGU is positive
deﬁnite. Further to this, the exclusion is open if FGL and F
G
U are positive and negative deﬁnite respectively, and
otherwise is closed. All changes giving exclusion can be found from the set {A} of symmetric matrices with all
eigenvalues in (0,1) byFsb ¼ TTAT1  FGL ; Ksb ¼ F1sb ; ð8Þ
where T is the transformation deﬁned in Appendix A.
The single parent set {An} relates to all real problems with n frequencies to be removed. A particular prob-
lem deals with a particular structure, with bracing connected to n particular freedoms, and each has its own
matrices FGL and F
G
U, and therefore its own T, and with these, a set {Fsb} which relates to the speciﬁc problem.
2.1.1. Examples
Returning to Fig. 1, the unbraced structure has frequencies of 0.3491, 0.7962, 1.0652, 1.5382 and 1.5525,
and clearing the range containing the ﬁrst 3 frequencies is considered, initially to a gap of (xL,xU) = (0,1.4).
Clearing this range will require bracing of 3 (or more) freedoms, and the only combination of 3 giving a posi-
tive deﬁnite FGL  FGU is bracing freedoms 2, 3 and 4. FGL and FGU are positive and negative deﬁnite respectively,
so this is an open exclusion. Choosing A = 0.5I, Eq. (8) gives{Fsb} {A}
Fsb = T
T A T–1– FL
G
A = TT(FLG+ Fsb)T
Fig. 4. Mappings between {A} and {Fsb}.
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0:6479 0:5049 0:3332
0:5049 0:6186 0:5049
0:3332 0:5049 0:6479
264
375: ð9ÞTo conﬁrm that this bracing clears the required range, adding bracing with stiﬀness Ksb ¼ F1sb produces a
structure where the ﬁrst 3 natural frequencies are imaginary (x2 is negative), and the last 2 are 1.47 and
1.48, and (0,1.4) is clear. This calculated Ksb is a formulation change, which may or may not have a corre-
sponding physical change (and probably not – a calculated Kb with a recognisable physical form would be
a fortunate outcome). All choices of A 2 {A} will give solutions, some of which may be more attractive than
the one presented (Section 2.5 considers bracing with a pattern chosen a priori, which can be used to analyse
with physically acceptable changes).
Next, the range (0,1.48) is considered. Again, stiﬀness changes at freedoms 2, 3 and 4 is the only combina-
tion to give a positive deﬁnite FGL  FGU, but FGU is now indeﬁnite, so the exclusion is closed. Again, choosing
A = 0.5I givesFsb ¼
0:8293 0:4669 0:3218
0:4669 0:6551 0:4669
0:3218 0:4669 0:8293
264
375: ð10ÞWith this bracing of the original structure, the ﬁrst 3 natural frequencies are imaginary, and the last 2 are
slightly >1.49, and (0,1.48) is clear.
In passing, when freedoms 2, 3 and 4 are clamped, the natural frequencies are a pair at 1.414, which is inside
(0,1.48), so this range can never be cleared by an open exclusion. Closed exclusions oﬀer more restricted
choices of bracing patterns and brace stiﬀnesses than open exclusions, but they can create spectral gaps that
are otherwise impossible.
2.2. Alternative descriptions of bracing
A successful brace is described by both its ﬂexibility Fsb and its connections G. The descriptions are not
unique, for example, Fsb could be transformed to Fsb byFsb ¼ TTFsbT; ð11Þ
and when this is substituted into Eq. (4),ðTTGðK x2MÞ1GTTT þ FsbÞTNb ¼ 0: ð12Þ
The same structure additions can also be written as a ﬂexibility Fsb, connected byG ¼ TTG ð13Þ
G is a redistribution of the connections at the same freedoms that G connects to, as would come from, say,
connecting a spring across 2 freedoms, rather than grounding the connection. While localising connections
were used (and will be used) in the developments of this paper, the results apply to all connections with the
same rank connecting to the same freedoms. A calculated Fsb, connected with G, will give exclusion, and
so will any brace described by Fsb and G found from Eqs. (11) and (13). And if the brace described by Fsb
and G is not physical, these transformations will not change this – Fsb and G are just another description
of the same non-physical brace.
2.3. Further properties of {A} and {Fsb}
1. The mappings of Fig. 4 are aﬃne. Two matrices A1 and A2 in {A} deﬁne a straight line aA1 + (1  a)A2.
Images of this line of matrices similarly form a straight line in {Fsb}, with points on the image line posi-
tioned by the same parameter a. The same applies to the reverse mapping. It follows immediately that a
vertex in {A} maps to a vertex in {Fsb}, and vice versa. The same applies to cusps, and interior and bound-
ary points.
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xTx = 1. Thus 0 6 xT((A1 + A2)/2)x 6 1, and since this quadratic form assumes the values of all eigenvalues
of (A1 + A2)/2, (A1 + A2)/2 2 {A} and therefore {A} is convex. Since the mapping from {A} to {Fsb} is
aﬃne, {Fsb} is also convex. It follows that both sets are contiguous.
2.3.1. Example
Grounded springs are to be attached to the original 5-freedom structure, at freedoms 2, 3 and 4, as shown in
Fig. 5. Brace stiﬀnesses are equal at freedoms 2 and 4, and bracing is intended to clear all frequencies from
(xL,xU) = (0.3,1.1), a range containing 3 natural frequencies.
Successful braces are plotted in Fig. 6. Solid lines are solutions to ðFGU þ df2 f3 f2cÞNb ¼ 0, and dashed
lines are solutions to ðFGL þ df2 f3 f2cÞNb ¼ 0. All points in the shaded region are in {Fsb}. While this
shaded region is a 2-dimensional cross section of {Fsb}, rather than the set itself, it must be convex, and this
is seen in the ﬁgure. Various points are mapped by the lower mapping of Fig. 4, and the eigenvalues of the
images are as shown. These conﬁrm that boundary points of {Fsb} map to boundary points of {A}. The
boundary has a vertex wherever more than one eigenvalue of A is 0 or 1.
These properties were not needed for the analysis of added stiﬀness, but become important when mass of
the additions is included (Lawther, 2003). Increasing the masses of freedoms 2, 3 and 4 by suitable factors will
clear all frequencies from the range, and simple calculation of these factors relies on the convexity of {Fsb}.
2.4. Constructing and visualising {A} and {Fsb}
{A} is easily constructed by starting with any diagonal matrix which has all diagonal elements in (0,1), and
congruently transforming it by any orthonormal matrix. The result 2 {A}, and all elements of {A} can be
generated in this way. {Fsb} can then be found through the transformations of Fig. 4. 1  2  3  4 5
k2 k3 k2
Fig. 5. Five-freedom structure with 3 grounded braces.
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2
Fig. 6. Spring ﬂexibilities f2, f3 clearing all frequencies of the structure of Fig. 5 from (0.3,1.1).
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Fig. 7. The set {A2}: (a) in A space and (b) as a cross section in the a11, a22 plane.
622 R. Lawther / International Journal of Solids and Structures 44 (2007) 614–635The sets are also readily visualised. A symmetric n · n matrix has n(n + 1)/2 independent terms, and {An}
can be seen as a region in a space of this size. {A2} is the 3 dimensional region shown in Fig. 7a, deﬁned by two
inﬁnite right elliptical cones (the regions described as cones are also known as pencils, but this term is not used
because it may imply properties that are not relevant here (Parlett, 1980)). The interior of the cone on the left,
with its vertex at A = 0, contains all matrices with positive eigenvalues, and its surface is all matrices with 0 as
an eigenvalue. The cone on the right has its vertex at A = I, similarly contains all matrices with eigenvalues <1,
and its surface is all matrices with 1 as an eigenvalue. {A} is the common region of these 2 cones (strictly, the
interiors but not the surfaces). The cusp line of the join obviously has one eigenvalue of 0 and one of 1. In
higher dimensions, {A} is the common region of 2 hypercones.
A slightly diﬀerent way of looking at the construction is that {A} is simultaneously the set of positive def-
inite matrices, and removed by I from the set of negative deﬁnite matrices. Cross sections of these sets in the
a11, a22 plane are shown in Fig. 7b. The region of positive deﬁnite matrices is the ﬁrst quadrant, shown by light
shading. Negative deﬁnite matrices lie in the third quadrant, and ‘removed by I’ means translating the region
so that its origin is at I, shown by the heavier shading. These cross sections produce the respective cones when
rotated about their axes (and squashed a bit in the a12 direction). {A} is the region of both. This construction
is more insightful in Section 3, when excessive rank bracing is considered.
{Fsb} is an aﬃne transformation of {A}, looking much like {A} plotted to diﬀerent scales and with a dif-
ferent origin. It is two elliptical (hyper)cones, with vertices at FGL and FGU.
2.5. Bracing with a chosen pattern of ﬂexibility/stiﬀness
The transformation of Fig. 4 gives bracing ﬂexibilities Fsb (and stiﬀnesses Ksb ¼ F1sb ) that will create the
required spectral gap (xL,xU). This is guaranteed. What is not guaranteed is satisfaction with the result –
while we know that the bracing of Eq. (8) will produce an acceptable frequency spectrum, we may have no
idea how to build it. One simple way to ensure that the bracing can be built is to restrict changes to a buildable
form, by asking a question such as With the structure of Fig. 1, can the frequency range (0,1.4) be cleared by
applying, say, grounded springs of equal stiﬀness? Choosing grounded springs of equal stiﬀness is equivalent to
choosing Fb = fI, or choosing the springs to have a ﬂexibility pattern I. A general pattern is denoted by Fp,
givingðFGðxÞ þ fFpÞNb ¼ 0; ð14Þ
and the problem now is to ﬁnd any f giving fFp 2 {Fsb}.
Fig. 8 shows generic bracing curves of Eq. (14), where two frequencies are included in (xL,xU), i.e. n = 2.
The sketch makes no assumptions about monotonicity of the curves, or about open/closed exclusion.
When Eq. (14) is written at the lower bound to the frequency exclusion rangeðFGL þ fLFpÞNb ¼ 0; ð15aÞ
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Fig. 8. Bracing curves of Eq. (14).
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Eq. (15a) has 2 solutions fLi, and Eq. (15b) similarly has 2 solutions fUi (assumed real for now – either equation
could have complex solutions, discussed later). These solutions are circled in the ﬁgure. The 4 solutions are
collected into a vector f, where they are arranged in increasing numerical order, allowing that part of the brac-
ing diagram within the exclusion range to be decomposed into the regions Ri shown.
The range (xL,xU) contains nc = nc(f) bracing curves. R0 contains 2 bracing curves, one for each included
frequency. In the direction of increasing f, at f = f1 the number of contained curves increases or decreases by 1:
R1 contains at least 1 curve. R2 is the ﬁrst region that could be free of curves. Similarly, considering f decreas-
ing from +1, R2 is the last region that can be free of curves. The central region is therefore the only region
that can show fFp 2 {Fsb}. Choosing f somewhere in this region, say f = (f2 + f3)/2,ðKþ f 1GTF1p G x2MÞu ¼ 0 ð16Þ
can be checked for solutions within (xL,xU).
Exclusion with a chosen Fp is tested very simply: with f at the middle of f, Eq. (16) is checked for any solu-
tions x in (xL,xU). And this does not require solution of the equation – if the Sturm counts at points a and b
of Fig. 8 are the same, then fFp 2 {Fsb} " f in the middle region of f.
2.5.1. Open and closed exclusions, deﬁnite and indeﬁnite Fp
In the previous section, no assumption was made about the open/closed property of the exclusion, or about
deﬁniteness of Fp. When these properties are considered, evaluation of successful Fp is simpliﬁed further (com-
putationally, if not conceptually).
The problem is visualised as before: n · n symmetric matrices F plot in a space of n(n + 1)/2 dimensions,
which contains {Fsb} as a contiguous region. Matrices fFp form a straight line through the origin, in the direc-
tion Fp. If fFp 2 {Fsb} for some f then this line must pass through {Fsb}. The problem can be reworded as Does
a straight line from the origin of the F space, in the direction Fp, penetrate {Fsb}? The form of the answer to this
question is very diﬀerent for open and closed exclusions.
Open exclusion is equivalent to 0 2 {Fsb}, when all lines through the origin must pass through {Fsb}, so if
an exclusion is open then it can be found with bracing of any pattern whatever (and either sign, that is, with
either increased or decreased stiﬀnesses) (see Fig. 9a). In Section 2.1.1 it was shown that (0,1.4) could be
cleared from the structure of Fig. 1 with springs attached at freedoms 2, 3 and 4, with open exclusion. Know-
ing that the exclusion is open, we can now choose bracing in any pattern, certain that suitable stiﬀnesses can be
found. If the exclusion is open then the central region of Fig. 8 is known to be clear without checking the
Sturm counts of points a and b. Since open exclusion gives successful bracing in any pattern Fp, it must give
successful bracing for all physically acceptable bracing that can be written as a pattern.
Closed exclusion has some Fp successful, and some not, and those that are successful are so with stiﬀnesses
of only one sign (see Fig. 9b). If Fp is positive deﬁnite (negative deﬁnite can be accommodated through the sign
f
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Fig. 9. {Fsb} in F space: (a) open exclusion and (b) closed exclusion.
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deﬁnite Fp means monotonic bracing curves, but it is not assumed that f = 0 gives exclusion). The Sturm
counts only have to be evaluated if the exclusion is closed and Fp is indeﬁnite. In this last case, Eqs. (15) could
have complex solutions for fL or fU. Only the real ones indicate an intersection of a bracing curve with the
exclusion band limits xL and xU, and therefore are the only ones collected in f. These are enough to produce
a central region that could be free of bracing curves only if all are real – if either of Eqs. (15) has complex
solutions for fL or fU then exclusion is impossible.
In Section 2.1.1 it was shown that (0,1.48) could be cleared with closed exclusion from the structure of
Fig. 1, with springs attached at freedoms 2, 3 and 4. Can this be found with grounded springs of equal stiﬀness
at the connected freedoms? The grounded springs mean a diagonal Fp (in combination with the localising G
used in 2.1.1), and equal stiﬀness is Fp = I, when Eq. (15a) has solutions fLi = 3.1861, 0.6667 and 0.3139,
and 15b has solutions fUi = 0.3483, 0.3194 and 0.2070. Exclusion is fL3 6 fU1, or 0.3139 6 0.3483. This
exclusion is not possible.
2.6. The extent of the exclusion range
The transformation T of Appendix A depends on both FGL and F
G
U, so that, generally, T depends on both
limits xL and xU, as does any successful brace Fsb through the mapping of Fig. 4. There are exceptions: if A is
chosen as 0 then Fsb ¼ FGL and if A is chosen as I then Fsb ¼ FGU, showing that successful bracing can be
designed using only one limit of the exclusion range. Bracing the structure of Fig. 1 with Fsb ¼ FGL , where
G connects to freedoms 2, 3 and 4, must exclude all frequencies from (0,1.4) and from (0,1.48), as in the pre-
vious examples of Section 2.1.1. It must also clear any other range (0,xU) that is possible with bracing con-
necting to these freedoms, and therefore gives the widest possible exclusion with the lower bound at 0, and
shows the extent of this exclusion range.
When this bracing is applied, Eq. (3) gives vibration frequencies of 0, 0, 0, 1.500 and 1.500: bracing free-
doms 2, 3 and 4 can clear all frequencies from the range (0,xU) up to xU = 1.500, but no further. Bracing with
Fsb ¼ FGU ¼ FGðxU ¼ 1:500Þ gives frequencies 0, 0, 1.500, 1.500 and 1.500, showing that bracing the same
freedoms can exclude frequencies from (xL,1.500) down to xL = 0 but no further (logically, it must be down
to 0 at least). However, the analysis has only used the information that 1.500 is a limit to the exclusion zone,
and applies equally to xL = 1.500, showing that (1.500,xU) can be cleared without limit on xU.
Part 2: Bracing with excessive rank, and/or excessive connections
3. Bracing with excessive rank
In this section the bracing is generalised to rank rP n, but it is still assumed that the bracing connects to the
minimum number of freedoms consistent with its rank, that is, a rank r brace connecting to r freedoms (and as
before, the connections are initially written as grounded, although the generalisation of Section 2.2 applies
equally here). Bracing that connects to freedoms numbering more than the rank is the subject of Section 4.
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The derivation follows that of Section 2.1, except that changes have rank r rather than n, which is seen in
matrices Fb, G, F
G
L , F
G
U etc. The ﬁrst signiﬁcant diﬀerence is seen when the bracing curves of Eq. (7) are drawn.
The new curves are shown in Fig. 10, for the particular case of 2 natural frequencies in the exclusion range, to
be removed using rank 3 bracing (n = 2, r = 3).
Eq. (7) is now an eigenvalue equation of size r, with r solutions for any chosen value of x  a horizontal
line drawn on the graph will intersect r bracing curves. Intersections with x = xL and x = xU are fLi and fUi
respectively (calculated from Eqs. (15a) and (15b)). These are collected, in increasing order, into a vector f of
length 2r, and the values are used to identify regions Ri of the band between xL and xU, as before.
The number of bracing curves contained in the exclusion range is nc = nc(f). For large negative and positive
values of f, nc = n. As f increases from 1, nc changes by ±1 whenever f = fi. The ﬁrst region that could be
free of bracing curves is Rn. The next is Rn+2, then Rn+4, etc. Using similar arguments with f decreasing from
+1, the last region that can be clear of bracing curves is R2rn. Regions that could be clear of bracing curves,
and therefore show exclusion, are Rn+2k, k = 0,. . . , r  n.
As in Section 2, exclusion is associated with the positive inertia of FGL  FGU. Derivations are longer, and are
presented in Appendix D, where it is shown that exclusion is possible iﬀ pðFGL  FGUÞ ¼ n, the number of fre-
quencies to be removed from (xL,xU), where p(Æ) is the positive inertia of a matrix (Parlett, 1980). Successful
bracing Fsb can be found from parent matrices An,r, using the mappings of Fig. 4 (with a slightly more general
deﬁnition of T). The appendix also shows that if clearance is possible, it is possible with Fsb in any one of the
r  n + 1 regions Rn+2k – the set {An,r} is comprised of disjoint subsets {An,r;k}, and {Fsb} is similarly com-
prised of subsets {Fsb;k}.
Like {An} which is associated withminimal rank bracing, with higher rank bracing the sets {An,r;k} are still the
the common regions of 2 cones, but there are more of them, and they are more complicated (in the current more
general notation, {An} is {An,n}, with the single subset {An,n;0}). Fig. 11 shows one of the simpler sets {A1,2}.
Subsets {An,r;k} are disjoint, as are the mapped subsets {Fsb;k}. As with minimal rank bracing, exclusion can
be open or closed, but only one of the {Fsb;k} can contain the origin, so only one can be open. Thus, all {Fsb;k}f 
ω
0
R0
R1
R2
R3 R4 R5 R6
ωL
ωU
f1 f2 f3 f4 f5 f6
Fig. 10. Bracing curves of Eq. (7) with excessive rank bracing (and positive deﬁnite Fp).
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Fig. 11. Parent set {A1,2}, with subsets {A1,2;0} and {A1,2;1}.
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does each {Fsb;k}.
The geometry of bracing with excessive rank is much more complicated than with minimal rank. If details
of the sets are wanted, the construction of Fig. 7b is particularly useful.
3.2. Bracing with a chosen pattern of ﬂexibility/stiﬀness
Bracing with a chosen ﬂexibility pattern Fp was developed in Section 2.5, leading to Eq. (14), which is repro-
duced here as Eq. (17);ðFGðxÞ þ fFpÞNb ¼ 0: ð17Þ
While this has same form as Eq. (14), the rank of the bracing, r (which is the size of the matrices), can be great-
er than n, the number of frequencies contained in the band to be cleared. Bracing curves of Eq. (17) look like
Fig. 12, where, in this sketch, n = 2 and r = 3, and no assumption has been made about deﬁniteness of Fp, so
the bracing curves may or may not be monotonic, and no assumption has been made about open/closed exclu-
sions. The vector f and the regions Ri are deﬁned in the same way as they were for Figs. 8 and 10.
Testing for exclusion is as it was in Section 2.5, except that now there are k regions Rn+2k, k = 0 . . . , r  n, to
be tested, where previously there was just the one. Following on from this, where previously one pair of com-
plex solutions for fLi or fUi was enough to rule out exclusion, now r  n + 1 complex solution pairs are needed.
3.2.1. Open and closed exclusions, deﬁnite and indeﬁnite Fp
As in Section 2.5.1, the conceptually simplest test for exclusion is to check if the Sturm counts of
FG(x) + fFp, when calculated at points a and b, are the same. This was simpliﬁed computationally if the exclu-
sion was open, and the same applies for excessive rank bracing, but now at most one of the r  n + 1 regions
that could show exclusion can show it openly, so any potential advantages could be reduced, depending on
what is being calculated. The test for one of the subsets showing open exclusion is pðFGL Þ  pðFGUÞ ¼ n, and
if true, the subset {Fsb;k}; k ¼ pðFGUÞ is the one that shows the open exclusion.
Computational simpliﬁcations with deﬁnite/indeﬁnite Fp apply to all r  n + 1 regions Ri where exclusion
might be found. If Fp is deﬁnite (assumed positive deﬁnite) then the bracing curves are monotonic decreasing.
As before, the number of bracing curves contained between xL and xU is written as nc(f), and nc(±1) = n. As
f increases, nc changes by 1 whenever f = fi, and because of the monotonic nature of the curves, it decreases if fi
is a solution of Eq. (15a), and increases if it is a solution of Eq. (15b). Writing nL(f) for the number of solutions
of Eq. (15a) that are < f, and similarly deﬁning nU(f) for solutions of equation (15b),ncðf Þ ¼ n nLðf Þ þ nUðf Þ: ð18Þ
Exclusion for R2 of Fig. 12 (with positive deﬁnite Fp, and therefore monotonic decreasing bracing curves, like
those of Fig. 10) can now be assessed by checking if nc((f2 + f3)/2) = 0, and exclusion in R4 is similarly checked
with f = (f4 + f5)/2. This is less numerical work than calculating Sturm counts.f 
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Fig. 12. Bracing curves of Eq. (17).
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Section 3.1 showed that if exclusion is possible, it can be constructed for all regions Rn+2k, k = 0, . . . , r  n,
with exclusion in Rn+2k found with mappings from {An,r;k}, where p(An,r;k) = n + k and
p(An,r;k  dIn Irnc) = k. The matrix (A = eI; e 2 (0,1)) 2 {An,r;rn}. In the limit as e! 0, this A! 0, map-
ping to Fsb ¼ FGL . Fsb ¼ FGL gives exclusion, and since it only uses one bound of the exclusion range, it must
show the extent of the range with xL as one bound, exactly as when bracing with minimal rank.
3.4. Examples
3.4.1. Example
The structure of Fig. 1 is to be changed to remove all natural frequencies from the range (1.4,1.6), using
rank 4 bracing connected to freedoms 1, 2, 3 and 4. The range contains 2 frequencies of the original structure,
so this problem has n = 2 and r = 4 (it also has pðFGL  FGUÞ ¼ 2 ¼ n, and is therefore solvable). Solutions are
sought with the further restriction that the springs attached to freedoms 1 and 2 are equal, as are the springs at
freedoms 3 and 4, that is, fFp ¼ df2 f2 f3 f3c .
Fig. 13 shows cross sections of the sets {Fsb;k}, k = 0, . . . , 2 with Fp in the plane df2 f2 f3 f3c . All 3 sets
are intersected by this plane. If investigation is further restricted to lines in the plane, as shown by the direction
Fp1 through Fo1, or by Fp2 through Fo2, then the arguments of Sections 3.1 and 3.2 show that the regions
{Fsb;k} can be penetrated at most k = 0, . . . , r  n = 3 times. If Fp is in a deﬁnite direction like Fp1, then the
regions will be penetrated with k in numerical order, but if Fp is in an indeﬁnite direction like Fp2 the regions
could be penetrated in any order, and the same region could be penetrated more than once, like {Fsb;1} in the
ﬁgure. Note that although the subsets {An,r;k} are inﬁnite, as are the subsets {Fsb;k}, all cross sections in this
example are ﬁnite. This is obviously not general, as the next example shows.
None of the regions {Fsb;k} is convex. {Fsb;1} has a narrow neck which disappears with a small change to
the Fp plane, when the cross section of {Fsb;1} forms separate regions. Although the {Fsb;k} number r  n + 1,
and the cross sections of a one-dimensional Fp are limited to this number of contiguous regions, cross sections
of other dimensions are not.
3.4.2. Example
The L-frame shown in Fig. 14a, comprised of 2 identical uniform members, each modelled by 2 ﬁnite ele-
ments, has natural frequencies of 9.91, 15.56, 43.82, 58.41, 110.14, 155.64 and 200.80 (dimensional terms have
been omitted for simplicity). Clearing the range (20, 80) is investigated, using braces connected to freedoms 2,
3, 4, 5 and 6.
This example has 2 contained frequencies, to be removed by connection to 5 freedoms (n = 2, r = 5), and
calculations show that pðFGL  FGUÞ ¼ 2 ¼ n, so the problem is solvable. Solutions are the sets {Fsb;k},
k = 0, . . . , 3. With the further restriction that brace stiﬀnesses added to translational freedoms are equal (withFig. 13. Bracing that can clear all frequencies from (1.4,1.6) in the structure of Fig. 1. Connections are to freedoms 1,2 3 and 4, with
ﬂexibility df2 f2 f3 f3c .
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Fig. 14. L-frame, braced with equal stiﬀness at freedoms 2 and 5, and equal stiﬀnesses at freedoms 3, 4 and 6. (a) Model and (b) bracing to
remove all frequencies from (20, 80). Connections are to freedoms 2, 3, 4, 5 and 6, with ﬂexibility df2 f3 f3 f2 f3c .
628 R. Lawther / International Journal of Solids and Structures 44 (2007) 614–635ﬂexibility f2), as are stiﬀnesses added to rotational freedoms (with ﬂexibility f3), solutions are shown in
Fig. 14b. These are cross sections of the sets {Fsb;k}, when intersected by the plane of Fp in
df2 f3 f3 f2 f3c . This plane has a relatively small intersection with {Fsb;0}, and its intersections with
{Fsb;1} and {Fsb;3} are inﬁnite in f2, indicating that the frequency range can be cleared by stiﬀnesses added
to/subtracted from the rotational freedoms alone – no intersection with {Fsb;2} was found.
In Section 3.1, the sets {An,r;k} were shown to be inﬁnite, and this applies to the mapped {Fsb;k}, with this
inﬁnite extent appearing in some cross sections. The inﬁnite sets of Fig. 14b are no more surprising than the
ﬁnite sets of Fig. 13.
4. Bracing with excessive connections
Sections 2 and 3 considered bracing that was of suﬃcient rank, or more than suﬃcient rank, to remove all
contained frequencies from a range (xL,xU), with the number of freedoms connected by the bracing equal to
the rank of the bracing. Here, the analysis is extended to rank r bracing connected to c > r freedoms.
4.1. Exclusion criterion
Following the problems considered in Sections 2 and 3, a structure is considered to have r independent
braces connected to c freedoms, where c > r. A typical case would be 2 springs connected to 3 freedoms with
stiﬀness Kb and connections G such asKb ¼
k1
k2
 
and G ¼ g1
g2
 
¼ 0 1 1 0 0
0 0 0 0 1
 
: ð19ÞThis G describes one spring connecting from freedom 2 to 3, and a grounded spring connecting to freedom 5.
G has r rows, and as many columns as there are freedoms in the structure, c of which have non-zero entries. It
is assumed that the numerical entries in G are not known (if they were, then a transformation could be made to
coordinates in which each row of G were a base vector, and the problem reduces to that treated in Sections 2
or 3), but that the columns of G with the non-zero entries, that is, the connected freedoms, are known.
The connection matrix G is factoredG ¼ 0 1 1 0 0
0 0 0 0 1
 
¼ G2G1 ¼
1 1 0
0 0 1
  0 1 0 0 0
0 0 1 0 0
0 0 0 0 1
264
375; ð20Þwhere G1 is a known localising matrix, and G2 is completely unknown, other than that its size is r · c.
While G may not be known, if (xL,xU) is to be cleared with bracing using this geometry of connectionspðFGL  FGUÞ ¼ n: ð21Þ
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FGL  FGU is a congruent condensation of FG1L  FG1U so from Appendices B and C,pðFGL  FGUÞ ¼ n only if pðFG1L  FG1U Þ ¼ n: ð23Þ
The excessive connection exclusion problem is solvable only if the excessive rank problem using the same
connections is solvable. This establishes necessity.
All successful bracing of rank c (or less) can be found by mapping from {An,c}. The next step is to show that
some of these braces have Ksb with rank r. A full proof is given in Appendix E, with a brief outline given here.
Assuming that pðFG1L  FG1U Þ ¼ n, exclusion can be found with rank c bracing, connecting according to G1,
with {Fsb} mapping from {An,c}. Since c > rP n, {Fsb} has ‘points at inﬁnity’, indicating that successful brac-
ing could have inﬁnite ﬂexibility, or zero stiﬀness, in some generalised freedom contained within the c con-
nected freedoms. There is no need to connect to this freedom, so the rank of the bracing could be reduced
from c to c  1. This argument can be used recursively while the rank exceeds n, allowing Ksb to be found with
any rank r with cP rP n.
4.2. Example
Returning to the L-frame of example 3.4.2, it was noted that springs at freedoms 2 and 5 are not needed –
the frequency range (20,80) can be cleared using rotational springs at freedoms 3, 4 and 6 only (and the springs
are assumed grounded, so the geometry is a localising geometry like G1 of Eq. (20)). The range (20,80) con-
tains 2 natural frequencies, so it can be cleared with a rank 2 brace connecting to these 3 freedoms. Choosing
An,r  A2 = d0.9 0.9c, the exact calculations of Appendix E give the rank 2 bracingKsb ¼
75:6434 39:1630 30:2127
39:1630 28:9778 39:1630
30:2127 39:1630 75:6434
264
375 ð24Þand when this is assembled to freedoms 3, 4 and 6, the new structure has no frequencies between 17 and 83 (the
approximate method gives a result that is barely diﬀerent).
This analysis has produced c · c bracing Ksb with rank r < c, connected by a localising G1. If bracing with
size r · r connected through a geometry with r rows is wanted, these can be found by noting that the bracing
can be written asKsb ¼ GT2 bKsbG2 ð25Þ
where bKsb is r · r and G2 is r · c (Eq. (E8) shows one of the many ways that this factorisation can be achieved).
In the original freedoms, the stiﬀness of the bracing is GT1KsbG1, which is G
T
1G
T
2
bKsbG2G1. Bracing with Ksb
connected through G1has the alternative description of bKsb connected according to G2G1. This interpretation
has the required size.
5. Closing remarks
Changes to a structure have been assessed for success in removing frequencies from a given range (xL,xU),
a range containing n natural frequencies. The changes considered are to stiﬀness, and are classiﬁed according
to both their rank, and the number of freedoms that they connect to. Three cases of increasing complexity
have been analysed: changes of rank n connecting to n freedoms, changes of rank rP n connecting to r free-
doms, and changes of rank rP n connecting to c > r freedoms, exhausting all possibilities.
Assessing whether or not a given frequency band can be cleared is the same in all cases: the band can be
cleared iﬀ the positive inertia of a particular matrix is equal to the number of contained frequencies. Solutions
to the problem have been derived for all cases where this simple and universal criterion shows that they exist.
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successful changes to stiﬀness can be calculated from more fundamental parent sets of matrices.
Finally, it is interesting to note that no frequencies or modes of either the original or changed structure are
used in the analysis (except for the number of frequencies originally contained in the exclusion range, but even
this can be calculated without knowing any natural frequencies).Appendix A. A suﬃcient condition for exclusion with minimal rank bracing
A necessary condition for exclusion with minimal rank bracing was found in Section 2.1, namely, that
FGL  FGU must be positive deﬁnite (these matrices are deﬁned in Section 2.1).
On the other hand, if FGL  FGU is positive deﬁnite, it has the eigenfactorisation
FGL  FGU ¼ UKUT ðA1Þwhere K is diagonal with all diagonal terms positive. The transformationT ¼ UTK1=2 ðA2Þ
hasTTðFGL  FGUÞT ¼ I; ðA3Þ
and with this T;FGL transforms toTTFGLT ¼ X: ðA4Þ
Similarly, a brace Fsb transforms toTTFsbT ¼ Y: ðA5Þ
TTðFGL þ FsbÞT ¼ Xþ Y and TTðFGU þ FsbÞT ¼ Xþ Y I. The exclusion criterion of Section 2.1 transforms
to X + Y being positive deﬁnite while X + Y  I is negative deﬁnite. This is satisﬁed iﬀ all eigenvalues of X + Y
are in (0,1). If A is any symmetric matrix with all eigenvalues in (0,1) thenY ¼ A X ðA6aÞ
is a brace that gives the required exclusion, transforming to the original coordinates throughFsb ¼ TTYT1 ¼ TTAT1  FGL : ðA6bÞ
A positive deﬁnite FGL  FGU is also a suﬃcient condition for exclusion, which is given by any brace con-
structed through Eq. (A6b).
Note 1: {A} is the set of all matrices with all eigenvalues in the open interval (0,1). It is the interior of a set
like that shown in Fig. 7. It contains points arbitrarily close to the boundary, but strictly, not the boundary
itself.
Note 2: U contains eigenvectors and is therefore not unique, because each eigenvector can change direction
independently, which could happen from one calculation to the next. Such changes lead to a diﬀerent T, then
to diﬀerent X, Y and Fsb. If T is to be the same for several mappings, it should calculated once and recorded.
Appendix B. The positive inertia of F(xL)  F(xU) is equal to the number of eigenvalues x2i of K  x2M that fall
in the range ðx2L;x2UÞ
The eigenvalue problem (K  x2M)u = 0 is assumed to have a positive deﬁnite K and a positive semi-def-
inite M. Under these circumstances, both K and M can be simultaneously diagonalised by a real non-singular
matrix T: TTKT = DK and TTMT = DM. (Since M is semi-deﬁnite, DM could have zero diagonal elements.
These play no important part in the argument, but any concern can be removed by replacing them with a small
number e, and later letting this approach zero.) Further, the columns of TT are scaled so that DK = I. Thus,K x2M ¼ TTðI x2DMÞT1: ðB1Þ
R. Lawther / International Journal of Solids and Structures 44 (2007) 614–635 631The matrix at the centre of this form is diagonal, and gives the eigenvalues of K  x2M as x2i ¼ 1=DMii . This
matrix is dðx2i  x2Þ=x2i c, and on inversionFðxÞ ¼ ðK x2MÞ1 ¼ Tdx2i =ðx2i  x2ÞcTT: ðB2Þ
When evaluated at the limits of the exclusion range (xL,xU) (which are assumed to be diﬀerent from all xi)FðxLÞ  FðxUÞ ¼ Tdx2i ðx2L  x2UÞ=ððx2i  x2LÞðx2i  x2UÞÞcTT: ðB3Þ
The matrix at the centre of this form is diagonal, with positive terms only if x2L < x
2
i < x
2
U, and these num-
ber n. ThuspðFðxLÞ  FðxUÞÞ ¼ n: ðB4ÞAppendix C. A congruent condensation cannot increase any of the inertias of a matrix
Consider a symmetric c · c matrix A and a c · r rectangular matrix T (c > r) which give the congruent con-
densation B = TTAT. The condensation B is non-singular, but A and T are otherwise arbitrary. With parti-
tions of size r and c  rB ¼ TT11 TT21
  A11 A12
s A22
 
T11
T12
 
; s  defined by symmetry: ðC1ÞB is a non-singular r · r matrix, so T has a rank of r, and with this, r independent rows. A new T is formed by
moving these independent rows to the ﬁrst r, with the remaining dependent c  r rows written as zero. This T
is formed by T ¼ DT, where D is a non-singular matrix. Thus B ¼ TTAT where A ¼ DTAD1, allowing Eq.
(C1) to be written asB ¼ TT11 0
  A11 A12
s A22
 
T11
0
 
¼ TT11A11T11: ðC2Þ(the overbars are not signiﬁcant, and have been dropped, for simplicity).
Also consider an associated congruent transformation C ¼ bTTAbT where bT contains T as shown in the fol-
lowing Eq. (C3):C ¼ T
T
11 0
TT12 T
T
22
" #
A11 A12
s A22
 
T11 T12
0 T22
 
¼ B T
T
11A11T12 þ TT11A12T22
s C22
" #
: ðC3ÞChoosing T12 ¼ ðTT11A11Þ1TT11A12T22 makes C block-diagonal (Eq. (C2) guarantees that the required inver-
sion is possible), and if T22 is chosen as anything non-singular, then the rows of bT are clearly independent.
C is a non-singular congruent transformation of A, and therefore has the same signature as A. C is block-
diagonal, so its signature is found by summing those of B and C22. Thus p(B) 6 p(A), m(B) 6 m(A) and
f(B) 6 f(A), where p(Æ), m(Æ) and f(Æ) are the positive, negative and zero inertias of a (symmetric) matrix (Parlett,
1980).
Appendix D. The exclusion criterion for excessive rank bracing
Referring to Fig. 10, which is reproduced here as Fig. D1, the x axis passing through a clear R2 (as
sketched) is equivalent to FGL þ Fsb having 2 positive eigenvalues, and FGU þ Fsb having none. If the axis were
to pass through a clear R4, F
G
L þ Fsb would have 3 positive eigenvalues, and FGU þ Fsb would have 1. In general,
for Rn+2k to be clear of bracing curves, F
G
L þ Fsb has n + k positive eigenvalues, and FGU þ Fsb has k (this
assumes that the region has a non-zero extent, and that the axis is not at a boundary, so that no eigenvalues
are zero). The addition of FGU  FGL to FGL þ Fsb results in an increase in the number of negative eigenvalues, by
n. From the interlacing theorem, (Rayleigh, 1945; Wilkinson, 1965; Parlett, 1980), the negative inertia of
FGU  FGL P n, or equivalently,
fω
0
R0
R1
R2
R3 R4 R5 R6
ωL
ωU
f1 f2 f3 f4 f5 f6
Fig. D1. Bracing curves of Eq. (7) with excessive rank bracing (and positive deﬁnite Fp).
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where p(Æ) is the positive inertia of a matrix (Parlett, 1980).
Appendix B shows that p(F(xL)  F(xU)) = n, and since FGL  F GU is a condensation of F(xL)  F(xU),
Appendix C shows that pðFGL  FGUÞ 6 n, so the necessary condition of Eq. (D1) becomespðFGL  FGUÞ ¼ n: ðD2Þ
This condition is now shown to be also suﬃcient: pðFGL  FGUÞ is assumed to be n. The transformations of
Appendix A, used for minimal rank bracing, are generalised toFGL  FGU ¼ UKUT ðD3Þ
where K is diagonal with n terms positive, and the columns of U are ordered so that K contains the eigenvalues
in non-increasing order. The transformationT ¼ UTjKj1=2 ðD4Þ
hasTTðFGL  FGUÞT ¼
In
Irn
 
: ðD5ÞWith this T;FGL transforms toTTFGLT ¼ X ðD6Þ
and a brace Fsb transforms toTTFsbT ¼ Y: ðD7Þ
TTðFGL þ FsbÞT ¼ Xþ Y and TTðFGU þ FsbÞT ¼ Xþ Y dIn  Irnc. The exclusion criterion transforms to
p(X + Y) = n + k and p(X + Y  dIn Irnc) = k, k = 0, . . . , r  n.
Before showing that it is generally possible to satisfy these conditions, it is shown for the particular case of
the region R4 of Fig. D1, where n = 2, r = 3 and k = 1. Considering X + Y to beXþ Y ¼
0:5
0:5
0:5
264
375ðp ¼ nþ k ¼ 3Þ; ðD8Þ
Xþ Y
1
1
1
264
375 ¼ 0:5 0:5
1:5
264
375ðp ¼ k ¼ 1Þ: ðD9ÞA successful X + Y has been found (and from this, a successful Fsb).
Table D1
Possible values for diagonal elements of X + Y and X + Y  dIn Irnc
Case Start Change Finish Starting values
1 + +1 + Any positive value
2 + +1  Not possible
3 + 1 + (1, 1)
4 + 1  (0, 1)
5  +1 + (1, )
6  +1  (1, 1)
7  1 + Not possible
8  1  Any negative value
R. Lawther / International Journal of Solids and Structures 44 (2007) 614–635 633Generalising this construction, X + Y starts as diagonal, and changes to X + Y  dIn Irnc, also diagonal,
and the changes are ±1. Any diagonal term starts as positive or negative, changes by ±1, and ﬁnishes as posi-
tive or negative. There are 8 possibilities, listed in Table D1.
Writing c1 for the number of case 1 operations, etc. (and noting that c2 = c7 = 0),r ¼ c1 þ c3 þ c4 þ c5 þ c6 þ c8;
nþ k ¼ c1 þ c3 þ c4;
k ¼ c1 þ c3 þ c5 and
n ¼ c3 þ c4 þ c8
ðD10Þ(the last of these is the necessary condition). Eqs. (D10) can be satisﬁed with all ci non-negative withc1 ¼ k; c3 ¼ 0; c4 ¼ n; c5 ¼ 0; c6 ¼ r  n k; c8 ¼ 0: ðD11Þ
Thus, pðFGL  FGUÞ ¼ n is a suﬃcient condition for exclusion, and since it is both necessary and suﬃcient, it
is equivalent.
Exclusion can be found in all regions Rn+2k, k = 0, . . . , r  n. Deﬁnitions of X + Y and X + Y  dIn  Irnc
change from one region to another (the inertias are a function of k); successful solutions are functions of n, r
and k, and are denoted by An,r;k. These form disjoint subsets {An,r;k}, and there are r  n + 1 of them. How-
ever, the transformation to Fsb;k is the same for all. If An,r;k is an acceptable value for X + Y when exclusion is
in region Rn+2k, thenFsb;k ¼ TTAn;r;kT FGL ðD12Þ
gives a brace that will produce this exclusion. The transformations of Fig. 4 apply to each {An,r;k} separately,
with T now deﬁned by the (slightly) more general Eq. (D4).
The sets {An,r;k} have diﬀerent inertias, and are therefore disjoint. Transformations between {An,r;k} and
{Fsb;k} are aﬃne, so the {Fsb;k} are similarly disjoint. In Section 2 on minimal rank bracing where r = n,
the single set {An}  {An,n;0} is the intersection of 2 convex (hyper)cones, and is therefore convex. If r > n,
each {An,r;k} is the intersection of 2 cones, but one or both of the cones is not convex, so {An,r;k} might
not be convex. It is also inﬁnite in extent (while {An} is bounded, {An,r;k} is not: referring to Eq. (D11),
one of c1 or c6 is always non-zero, and either of these can lead to an inﬁnite entry in An,r;k). These ‘points
at inﬁnity’ are inﬁnite ﬂexibility, or zero stiﬀness. They show that if bracing with excessive rank is successful,
then exclusion can always be found with one or more springs (or combination of springs) having zero stiﬀness.
They are seen in example 3.4.2. Convexity could contribute signiﬁcantly to the analysis if the bracing has mass
as well as stiﬀness, but this is not pursued further here.
Appendix E. Excessive connections and lower rank bracing
Section 4 shows that rank r bracing connected to c freedoms (c > r) can only be successful in excluding n
frequencies from a band (rP n) if rank c bracing connected to the same freedoms is successful. It is now
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ods are given for calculating such Ksb, the ﬁrst is approximate and the second is exact.
All successful braces with rank c (or less) can be constructed by choosing A from {An,c}, that is, from one of
the {An,c;k}, and then calculating Ksb from Eq. (8). A is chosen asA ¼ An;r 0
0 Bcr
 
ðE1Þwhere c > rP n, An,r 2 {An,r} as developed in Section 3, and Bcr is a diagonal matrix of size c  r with diag-
onal entries of any value except in [1,0] (A can be located in any of the {An,c;k}, through the choices of An,r
and Bcr). The entries of Bcr are now chosen to be large (positive or negative). This makes A close to a ‘point
at inﬁnity’, and so is Fsb, from the aﬃne transformation. The resulting Ksb is near to singular – it is close to a
matrix with rank r. Note: if n < r, {An,r} contains both well-conditioned and ill-conditioned matrices – it is
assumed that An,r is chosen from among the well-conditioned.
Computers have ﬁnite accuracy, putting limits on how near to singular a Ksb can be safely calculated in the
above way. The following is more complicated, but avoids this potential diﬃculty:Ksb ¼ F1sb ¼ ðF FGL Þ1 where F ¼ Fsb þ FGL ; ðE2Þ
and with the Sherman-Morrison formula (Ortega and Rheinboldt, 1970),ðF FGL Þ1 ¼ F1 þ F1ðI FGLF1Þ1FGLF1: ðE3Þ
Also, from the mappings of Fig. 4,F1 ¼ TA1TT: ðE4Þ
A is chosen as before, and on inversion,A1 ¼ A
1
n;r 0
0 B1cr
" #
: ðE5ÞThe terms of B are now allowed to approach ±1, so thatA1 ! A
1
n;r 0
0 0
" #
; ðE6Þand with thisTA1TT ¼ T A
1
n;r 0
0 0
" #
TT ¼ GTA1n;rG ðE7Þwhere G* is the ﬁrst r rows of T
T.
From the above equationsKsb ¼ GTA1n;rG þGTA1n;rGðI FGLGTA1n;rGÞ1FGLGTA1n;rG: ðE8Þ
G* is a factor of Ksb, from which it follows immediately that the rank of Ksb is r (at most).
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