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Resumen
Con este trabajo se propone un ecosistema de herramientas que permitan analizar y
desarrollar modelos predictivos utilizando te´cnicas de deep learning, en particular redes
neuronales. Con la ayuda de TensorFlow, una librer´ıa disen˜ada para resolver problemas
de aprendizaje automa´tico, se desarollara´ en local un benchmark que permita evaluar
diferentes topolog´ıas de redes neuronales sobre un conjunto de datos.
Adema´s, con el objetivo de poder analizar modelos en la nube utilizando grandes can-
tidades de datos, completaremos el ecosistema con dos herramientas de Google Cloud
Platform: Datalab y ML Engine. La primera de ellas nos permitira´ realizar una explora-
cio´n y ana´lisis inicial de datasets, incluyendo entrenamientos con redes neuronales para
muestras de datos. Por otro lado, con ML Engine podremos realizar en la nube entrena-
mientos con datos a gran escala utilizando modelos Wide and Deep, los cuales combinan
las ventajas de las regresiones lineales y no lineales.
A lo largo del trabajo se proporcionara´n ejemplos y co´digo para saber como traba-
jar con las distintas herramientas propuestas. En particular, se analizara´ un modelo
predictivo con el objetivo de discernir transferencias fraudulentas en tarjetas de cre´dito.
Palabras clave: TensorFlow, redes neuronales, Datalab, ML Engine, Google Cloud
Platform, deep learning, aprendizaje automa´tico, big data, Keras.
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Abstract
This bachelor thesis is intended to introduce a set of tools in order to analyze and
develop predictive models using deep learning techniques, in particular neural networks.
Thanks to TensorFlow, a framework designed to solve machine learning problems, a local
benchmark will be coded, so different neural networks can be tested on a dataset.
What is more, in order to achieve cloud analysis on models using massive datasets, a
couple of Google Cloud Platform services will be added up to the tools presented: Datalab
and ML Engine. The first one will allow us firstly to explore and analyze datasets,
including neural networks trainings for sampled data. On the other hand, ML Engine
will let us train large-scale datasets using Wide and Deep models, which benefit from
both linear and non linear regressions.
Samples and code will be presented throughout the whole thesis, in order to know how
to use the proposed tools. Particularly, we will analyse a predictive model that detects
fraudulent transactions in credit cards.
Keywords: TensorFlow, neural networks, Datalab, ML Engine, Google Cloud Plat-
form, deep learning, machine learning, big data, Keras.
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1 Introduccio´n
Aunque muchas de las te´cnicas utilizadas por algoritmos de deep learning fueron
elaboradas de forma teo´rica el siglo pasado, en la actualidad esta´n cobrando fuerza,
usa´ndose en modelos predictivos de todo tipo [73]. Esto ha sido en buena medida gracias
a la cantidad de datos que es posible recolectar actualmente, los cuales pueden ser
almacenados y tratados por ma´quinas con gran capacidad de co´mputo.
En particular distintos tipos de redes neuronales se han ajustado con e´xito en distintos
campos: desde redes neuronales distribuidas que recomiendan pel´ıculas [4], hasta redes
neuronales recurrentes (LSTMs) que corrigen errores gramaticales [11], pasando por
redes convolucionales (CNN) capaces de reconocer sen˜ales de tra´fico [54].
Con el objetivo de resolver problemas de clasificacio´n (binarios y multiclase) nace el
benchmark que he construido sobre TensorFlow 1.1.0 y que podemos encontrar en el re-
positorio Github del trabajo, junto al resto del co´digo desarrollado [55]. De cara a otorgar
flexibilidad al usuario, este benchmark ofrece un variado nu´mero de para´metros adicio-
nales (tambie´n llamados hiperpara´metros de la red neuronal) y te´cnicas de optimizacio´n,
siendo por lo tanto apto para adaptarse a problemas con diferentes casu´ısticas.
Adema´s, he querido acompan˜ar este benchmark con otras dos herramientas de Goo-
gle Cloud (Datalab y ML Engine) que permitira´n enfrentarnos a cantidades de datos
superiores con las que podr´ıa tratar el benchmark local. Con la combinacio´n de estas
tres herramientas podremos obtener un modelo final o´ptimo, as´ı como un conjunto de
logs y gra´ficos sobre las distintas pruebas realizadas sobre el modelo, para poder de esta
manera evaluar de forma ra´pida y sencilla su rendimiento.
1.1. Motivacio´n del problema y plan de trabajo
El origen de este trabajo se encuentra en un proyecto de investigacio´n interno realizado
en la empresa The Cocktail Experience, donde empece´ unas pra´cticas extracurriculares
el 17 de abril de 2017.
En un primer momento se me pidio´ probar a utilizar redes neuronales en un proyecto de
la compan˜´ıa que intentaba predecir el comportamiento de usuarios en internet. La razo´n
de e´sto fue comparar los resultados obtenidos con las redes neuronales frente a otros
algoritmos utilizados en ese proyecto. Aunque se logro´ un mismo porcentaje de aciertos
en las predicciones, las redes neuronales ofrecieron un tiempo de entrenamiento y de
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ca´lculo de predicciones ostensiblemente menor al que se ven´ıa haciendo en el proyecto
con algoritmos en R.
Figura 1.1: Objetivos y herramientas propuestas para el trabajo
Fuente: Elaboracio´n propia
Otro de los problemas que surgio´ durante el proyecto fue la inestabilidad de RStudio
(un IDE para el lenguaje de programacio´n R) al cargar y operar con grandes volu´menes
de datos (en torno a 5 millones de observaciones y 50 variables) y la lentitud a la hora
de computar algoritmos de seleccio´n de variables en R. Debido al hecho de que las redes
neuronales que se construyeron utilizaban la API de TensorFlow para Python, se empezo´
a observar como estos problemas se iban solventando. Esto se debe principalmente a que
R utiliza por defecto un solo hilo de ejecucio´n [23], mientras que TensorFlow puede
ejecutarse sobre varios hilos [5].
Por u´ltimo, tambie´n exist´ıa la dificultad de que la parte de entrenamiento que reali-
zaban los algoritmos del proyecto se hac´ıa exclusivamente en local, usando adema´s en
algunos casos pequen˜as muestras de datos. Esto hizo que, para finalizar el proyecto de
investigacio´n, tuviera que dedicarme a estudiar soluciones y herramientas en la nube que
permitieran entrenar en remoto modelos con conjuntos de datos completos, sin muestreo
de ningu´n tipo. Finalmente escog´ı Datalab y ML Engine, que se usara´n en este proyecto
para la exploracio´n y el entrenamiento a gran escala respectivamente.
En la figura 1.1 se resumen los objetivos que nos hemos marcado y el stack tecnolo´gico
en el que nos basamos. En general, con este trabajo queremos conseguir un ana´lisis
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exhaustivo de diferentes modelos que den solucio´n a problemas de tipo predictivo (por
ejemplo imaginemos una entidad bancaria intentando predecir el riesgo de impago de sus
clientes o una institucio´n educativa que pretende predecir si sus alumnos esta´n teniendo
problemas a la hora de cursar una asignatura) mediante redes neuronales, sin olvidarnos
de cuestiones como la escalabilidad, en el caso de que la cantidad de datos a procesar
sea realmente grande. En los ape´ndices 3, 4 y 5 podemos encontrar ejemplos de ana´lisis
detallados de resultados obtenidos a partir de las distintas herramientas del trabajo.
1.2. Dataset de ejemplo (Credit Card Fraud Detection)
Con el objetivo de experimentar con un modelo predictivo que muestre las funcionali-
dades de cada una de las tres fases principales del proyecto, se ha escogido un dataset del
portal Kaggle [37]. Este dataset consiste en 284.407 transacciones realizadas mediante
tarjetas de cre´dito a lo largo de dos d´ıas en septiembre de 2013 [17, 68]. Cada una de es-
tas transferencias esta´ etiquetada si es fraudulenta o no con un 1 o un 0 respectivamente
(variable denominada Class en el dataset), por lo que el problema que tenemos que resol-
ver es predecir si una transferencia dada es fraudulenta o no. Tal y como se comprueba
en el cap´ıtulo 3, se trata de un dataset realmente desbalanceado, pues u´nicamente el
0.17 % de las transferencias totales son fraudulentas. Para tratar esta problema´tica se
ha propuesto, o bien realizar undersampling del dataset, o bien evaluar modelos con la
me´trica AUC.
Adema´s, para entrenar diversos modelos predictivos dispondremos de otras 30 varia-
bles para cada transaccio´n realizada: por un lado esta´ la variable de tiempo (denominada
Time, y que contiene la diferencia en segundos transcurridos desde que ocurrio´ la primera
transaccio´n hasta la transaccio´n analizada) y la cantidad de dinero transferida (variable
Amount). Por otro lado, tenemos 28 variables adicionales (denominadas V 1, . . . , V 28),
resultado de un PCA previo y anonimizadas por motivos de confidencialidad segu´n la
descripcio´n del dataset [17].
Por cuestio´n de notacio´n, a lo largo del trabajo denominaremos a este dataset como
CCF, siglas pertenecientes a “Credit Card Fraud”.
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1.3. Estructura de la memoria
La memoria se ha estructurado en tres partes bien diferenciadas y que se corresponden
a los cap´ıtulos 3, 4 y 5: una primera parte de ana´lisis de datos en la nube con Datalab,
una segunda donde se desarrolla con TensorFlow un benchmark local de entrenamiento,
y, la u´ltima, donde se expone como realizar (a trave´s de ML Engine) entrenamientos en
la nube con una gran cantidad de datos usando modelos Wide and Deep. Sin embargo,
debido al importante nu´mero de herramientas y librer´ıas que utilizaremos en el trabajo,
dedicaremos en primer lugar un cap´ıtulo al estado del arte.
Figura 1.2: Pipeline del ecosistema desarrollado
Fuente: Elaboracio´n propia
El motivo del orden en el que se presentan estos tres cap´ıtulos es que se concibe
el ecosistema de herramientas propuestas como un marco de trabajo de tres etapas
(correspondientes con cada uno de los tres cap´ıtulos que menciona´bamos anteriormente)
con el que se puede trabajar para desarrollar y sobre todo analizar un modelo predictivo
cualquiera. El marco disen˜ado puede verse en la figura 1.2.
Para finalizar, en el u´ltimo cap´ıtulo de la memoria se realiza una valoracio´n del trabajo
realizado, as´ı como la presentacio´n de una serie de propuestas para el trabajo que podr´ıan
realizarse en un futuro.
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2.1. Google Cloud
Google Cloud es una coleccio´n de servicios en la nube (podemos ver algunos de ellos en
la figura 2.1) que ofrece la multinacional Google. La principal ventaja de esta plataforma
frente a otras es la fiabilidad, rapidez y escalabilidad que presenta, dado que la infraes-
tructura y la tecnolog´ıa utilizada es la misma que la usada por Google para sus propios
productos. Esto permite olvidarse de tareas como el mantenimiento y administracio´n de
servidores o la configuracio´n de redes [45].
Figura 2.1: Pequen˜a muestra de distintas herramientas de Google Cloud Platform
Fuente: Google Ima´genes
Adema´s, este conjunto de servicios va renova´ndose con el paso del tiempo aportan-
do APIs novedosas en campos de investigacio´n actuales como Big Data o aprendizaje
automa´tico. Sin embargo, esto tambie´n es una de las desventajas de estas plataformas
en la nube, puesto que ante la abundancia de herramientas ciertas APIs pueden verse
descontinuadas.
Otros servicios similares a Cloud Platform son Microsoft Azure, Amazon Web Services
o IBM Cloud.
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2.1.1. Conceptos ba´sicos
A continuacio´n presentaremos distintos te´rminos relativos a Google Cloud que se uti-
lizan a lo largo del trabajo. Este apartado se ha obtenido a partir de la pa´gina de
documentacio´n de Google Cloud Platform [8].
En primer lugar tenemos el concepto de regio´n. Los distintos recursos que ofrece Google
a trave´s de Cloud se encuentran en centros de datos (data centers) situados en distintas
partes del mundo. Estos centros se situ´an en regiones globales como Europa occidental
(europe-west1 y europe-west2 ) o Australia sudoriental (australia-southeast1 ). Adema´s,
estas regiones se dividen en zonas (por ejemplo: us-central1-a, europe-west1-b, etc.).
No´tese que para distinguir una zona de otra necesitamos el nombre de la regio´n asociada
y la zona, ambas separadas por un guio´n. Esta divisio´n por regiones permite tolerancia
a fallos en los centros de datos, as´ı como la posibilidad de clasificar recursos segu´n su
zona (discos duros de ma´quinas virtuales) o regio´n (IPs esta´ticas).
Por otro lado, tenemos proyectos, los cuales permiten englobar distintos servicios de
Cloud Platform bajo unos permisos y ajustes determinados. Un proyecto consta de un
nombre de proyecto (proporcionado por el usuario), un ID (proporcionado por el usuario
o por Cloud Platform) y un nu´mero de proyecto (proporcionado por Cloud Platform).
Estas tres variables son necesarias para realizar llamadas a las diversas APIs de Google
Cloud Platform.
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En u´ltimo lugar, presentaremos dos formas distintas de conectar con los servicios de
Cloud Platform. La primera es Google Cloud Platform Console [28], una interfaz gra´fica
que nos permite acceder a los servicios de Google Cloud a trave´s del navegador. Por medio
de esta interfaz se puede acceder tambie´n a Google Cloud Shell, una terminal Linux con
la que podremos utilizar comandos del SDK de Google. Este software (disponible para
Windows, Mac y Linux) es la segunda forma de conectar con las herramientas de Cloud
Platform. Gracias al SDK, podremos usar en la terminal local de nuestro ordenador
el comando gcloud, el cual permite interactuar con distintos servicios de Google Cloud
Platform.
2.1.2. Precio
El precio de Google Cloud Platform es calculado por uso (normalmente por hora o
incluso por mes) de cada una de las herramientas existentes. En las distintas secciones
del trabajo se detallan los precios segu´n los servicios que se hayan utilizado. En el
presente trabajo se ha utilizado una cuenta personal de Google Cloud Platform, aunque
hay que destacar que existen otras dos opciones gratuitas que pueden usarse para poder
reproducir las distintas fases del trabajo. Por un lado existe una prueba gratuita durante
12 meses con posibilidad de gastar hasta 300$ [48], lo cual da margen necesario para
hacer pruebas exhaustivas con Cloud Platform (incluyendo servicios algo ma´s costosos,
como ML Engine). Finalmente, comentar que existe un programa de Google en el que
instituciones educativas pueden apuntarse para conseguir cre´ditos para los alumnos [47].
2.1.3. Datalab
Se trata de una herramienta (a fecha de julio de 2017 en fase Beta) desarrollada por
Google que permite el ana´lisis, exploracio´n y visualizacio´n de datos [21]. El co´digo de
Datalab se puede encontrar bajo licencia Apache en Github [50] y adema´s la herramien-
ta esta´ disen˜ada para que pueda ser integrada con otros servicios de Cloud Platform
como BigQuery o Cloud Storage. Para ello se basa en Jupyter Notebook (anteriormente
denominado IPython), una aplicacio´n web que sirve como entorno de programacio´n para
Python, donde el co´digo se escribe en notebooks que se dividen en celdas que pueden irse
ejecutando de manera interactiva.
Datalab se encuentra alojada en un contenedor de Docker1 y puede ejecutarse tanto
en local como en una instancia de Google Compute Engine, esto es, ma´quinas virtuales
que forman parte de la infraestructura de Google y que e´ste ofrece bajo demanda como
un producto ma´s de Cloud Platform. En este trabajo se utiliza Datalab sobre Google
Compute Engine.
Debido al fuerte componente de integracio´n de Datalab con Cloud Platform, es bas-
tante recomendable consultar las distintas formas de conectar Datalab a otros productos
1Se trata de una popular aplicacio´n que permite virtualizar entornos (tambie´n denominados contene-
dores) dentro de Windows y Linux.
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(BigQuery, por ejemplo) en los notebooks proporcionados [52]. Cabe destacar que varios
de estos archivos han servido de inspiracio´n para el desarrollo de los notebooks de este
trabajo, por lo que he decidido incluirlos en el repositorio Github del proyecto [55].
Figura 2.3: Captura de pantalla de Datalab
Fuente: Keras-GCS.ipynb [55]
Tambie´n es interesante comentar otras alternativas a Datalab que, a pesar de difi-
cultar tareas como la ingesta de datos2, conservan en general la funcionalidad de esta
herramienta. Por ejemplo, es posible instalar Jupyter Notebook en un servidor [33], pu-
die´ndose extender a ma´quinas individuales de Amazon Web Services [31] o clusters de
Google Cloud Platform [32].
2.1.4. Cloud Storage
Google Cloud Storage es el servicio de almacenamiento en la nube de Google Cloud
Platform. La ventaja de este servicio es que permite almacenar datos en servidores de
2En otros casos tendr´ıamos que utilizar APIs como la de Cloud Storage para Python [38], que es ma´s
compleja de instalar y utilizar que la API nativa de Storage para Datalab.
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distintas regiones del mundo, garantizando su persistencia y disponibilidad. Adema´s,
Cloud Storage es escalable, lo que permite que podamos depositar archivos de hasta
varios exabytes de datos [29]. Estas razones, as´ı como la facilidad de integracio´n con
Datalab y ML Engine, han sido determinantes para que haya sido elegida junto a Big-
Query como una de las herramientas utilizadas para la ingesta de datos en la nube. Por
u´ltimo, mencionar que tambie´n existen otras alternativas (bastante similares a Storage)
de almacenamiento en la nube, tales como Amazon S3 o Microsoft Azure Storage.
2.1.5. BigQuery
Big Query es un producto de Google Cloud que se utiliza como almace´n de datos
masivos (data warehouse), ofreciendo tambie´n soporte para queries interactivas en SQL
a trave´s de una interfaz gra´fica. Este producto es de hecho una implementacio´n pu´blica
de las caracter´ısticas fundamentales de la tecnolog´ıa Dremel, usada internamente en
Google para tareas como ana´lisis de spam o generacio´n de informes de fallo de distintos
productos de la compan˜´ıa [74]. Big Query comparte con Dremel el rendimiento, as´ı como
la estructura interna, compuesta de datos ordenados por columnas (column-oriented
storage) y la divisio´n de queries en servidores a trave´s de una estructura en forma de
a´rbol.
Figura 2.4: Logo de BigQuery
Fuente: Google Ima´genes
El acceso a Big Query se realiza de diversas maneras: a trave´s de un cliente web, por
terminal (gracias a la API, disponible para Java, Go o Python entre otros lenguajes) o
por software de terceros. En este trabajo se utiliza la API integrada dentro de Datalab,
facilitando en gran manera la integracio´n de BigQuery con Datalab.
Por u´ltimo, destacar que las principales alternativas a Big Query que podemos en-
contrar en el mercado son Amazon RedShift (perteneciente a Amazon Web Services) y
Apache Drill, este u´ltimo con licencia Apache, a diferencia del resto.
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2.1.6. ML Engine
Cloud Machine Learning Engine es una herramienta de Google Cloud Platform que
permite realizar entrenamientos y obtener predicciones con modelos de la librer´ıa Ten-
sorFlow, todo ello de manera remota. En este trabajo nos centraremos exclusivamente en
la primera funcionalidad, que ofrece servicios como el ajuste auto´matico de hiperpa´rame-
tros (hyperparameter tuning) para redes neuronales o entrenamientos en determinados
clusters (siguiendo el modelo de ejecucio´n distribuida de la seccio´n 2.2.2). Gracias a es-
ta u´ltima caracter´ıstica y al hecho de que ML Engine posee una fuerte integracio´n con
Cloud Storage, podremos realizar sin problemas entrenamientos con datasets de millones
de filas.
Otra alternativa a este producto es Amazon Machine Learning, aunque por el momento
(julio de 2017) no se pueden usar modelos propios de aprendizaje automa´tico ni exportar
fuera de Amazon Web Services los modelos obtenidos al usar la herramienta [27].
2.2. TensorFlow
TensorFlow es una librer´ıa orientada a la creacio´n de diversos modelos de aprendizaje
automa´tico, permitiendo su ejecucio´n de manera eficiente en equipos con un rango de
prestaciones hardware muy variable (por ejemplo, desde dispositivos mo´viles a grandes
centros de procesamiento de datos con numerosas GPUs) [65]. Esta librer´ıa fue liberada
bajo licencia Apache en 2015 por el equipo de investigacio´n de Google Brain como sucesor
de DistBelief [69], desarrollado en 2011 para productos internos de Google tales como
Street View [66] o YouTube [72].
Figura 2.5: Logo de TensorFlow
Fuente: Google Ima´genes
La API ma´s estable y ma´s desarrollada a fecha de julio de 2017 es la de Python (que
es la elegida para realizar este trabajo), aunque existen otras librer´ıas, menos desarro-
lladas, para C++, Java y Go. Aunque recientemente TensorFlow se ha convertido en
una librer´ıa muy popular (podemos comprobar esto en estad´ısticas recientes de Github
[56]) tambie´n existen otras librer´ıas similares como DeepLearning4J, Caffe o Theano. Las
razones que nos han llevado a elegir TensorFlow por encima de otras han sido: la gran
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comunidad de usuarios que colabora con TensorFlow, su eficiencia (esta´ optimizado para
ejecutarse sobre GPUs), la facilidad de integracio´n con herramientas como ML Engine
y la posibilidad de visualizar resultados a trave´s de TensorBoard.
Para finalizar, mencionar que los dos art´ıculos fundamentales para comprender el
funcionamiento interno de TensorFlow, los cuales han sido utilizados para desarrollar
esta seccio´n, se pueden encontrar en la bibliograf´ıa adjunta [64], [65].
2.2.1. Funcionamiento
El modelo de funcionamiento de TensorFlow es el siguiente: los co´mputos se realizan
gracias a un grafo dirigido, donde los datos van siguiendo un flujo determinado. Podemos
ver un ejemplo de estos grafos en la figura 2.6. Cada uno de los nodos que forman este
grafo poseen unos determinados inputs y outputs y representan una operacio´n, la cual
posee unos atributos necesarios para su ejecucio´n, facilitando de esta manera un cierto
polimorfismo. Adema´s, estas operaciones pueden tener implementaciones concretas para
un determinado hardware, recibiendo el nombre de kernel.
Figura 2.6: Ejemplo de grafo de co´mputo para una capa de una red neuronal
Fuente: TensorFlow: Large-Scale Machine Learning on Heterogeneous Distributed Sys-
tems [64]
Por otro lado, los estructuras de datos que van desde outputs a inputs por las aristas
del grafo se denominan tensores (tensors), similares a arrays o listas pero con un deter-
minado tipo y dimensio´n. Sin embargo, los valores de estos tensores se conciben como
valores intermedios del grafo por lo que los para´metros de los modelos se suelen guardar
en variables, una clase especial de operaciones. Tambie´n existe otro tipo de ve´rtices lla-
mados dependencias de control, que aseguran que el co´mputo en el nodo origen termine
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antes de que la operacio´n comience en el nodo destino. Finalmente, la manera para que
los clientes puedan interaccionar con estos gra´ficos de co´mputo se lleva a cabo por medio
de sesiones, las cuales poseen un me´todo run que devuelve los tensores pedidos a partir
de otros que previamente se han calculado o que incluso hayamos podido proporcionar.
2.2.2. Ejecucio´n distribuida
Antes de explicar las posibilidades de paralelizar co´digo con TensorFlow, comentare-
mos brevemente algunos conceptos relativos a la implementacio´n de TensorFlow, claves
para entender como se consigue esta paralelizacio´n .
Al lanzar un programa, TensorFlow se ocupa de crear tres procesos: cliente, master y
trabajador. El cliente se comunica por medio de sesiones con el master, el cual crea uno o
varios trabajadores que a su vez acceden a dispositivos, a saber, GPUs y CPUs. Como es
de suponer, los encargados de realizar los co´mputos de los distintos nodos del grafo son
los trabajadores. En el caso de que tengamos un u´nico dispositivo, por ejemplo una sola
CPU, TensorFlow creara´ un cliente, un master y un u´nico trabajador que accedera´ a este
recurso. Sin embargo, en caso de que haya varios dispositivos se an˜ade una dificultad al
proceso, pues por un lado se debe decidir que´ dispositivo se asigna a cada nodo del grafo y
por otro se complica la coordinacio´n entre los resultados devueltos por estos dispositivos.
Para resolver el primer problema se usa un algoritmo voraz que realiza la asignacio´n en
funcio´n de datos heur´ısticos (tipo de la operacio´n del nodo, restricciones de dispositivos
a la hora de ejecutar ciertas operaciones, ejecuciones previas del grafo,etc.) [64]. En
cuanto al segundo problema, una vez ya asignados los dispositivos, se procede a partir
el grafo de co´mputo en subgrafos de tal manera que todos los nodos de esos subgrafos
pertenezcan al mismo dispositivo. Ahora bien, sustituyendo las aristas originales que van
de un subgrafo a otro (es decir, que cruzan dispositivos) por nodos de env´ıo y recepcio´n,
la comunicacio´n entre dispositivos y trabajadores se facilitara´ en gran manera.
En este punto podemos proceder a explicar las posibilidades de ejecucio´n distribuida
que ofrece TensorFlow. En primer lugar, tenemos que decidir si queremos realizar la
distribucio´n de los co´mputos a nivel de datos o a nivel del grafo. En el primer caso, como
podemos observar en las ima´genes de la figura 2.7, se replica en varias ma´quinas el grafo
que hayamos creado, de manera que los datos de entrenamiento queden divididos entre
estas re´plicas. Tras ejecutar nuestros modelos obtenemos la actualizacio´n de nuestros
para´metros (denotada en la figura 2.7 como ∆ω), pudiendo aplicar estos cambios a los
grafos de manera s´ıncrona o as´ıncrona. No´tese como en estos casos se instancian tantos
clientes como re´plicas tengamos. Este tipo de distribucio´n se puede realizar con algo-
ritmos de entrenamiento que trabajen por batches o lotes, como es el caso del descenso
de gradiente estoca´stico. Este tipo de paralelizacio´n es la que realiza ML Engine en el
caso de que realicemos entrenamientos con clusters predefinidos (seccio´n 5.1.1). Adema´s,
otra ventaja de ML Engine es que toda la parte de coordinacio´n en la actualizacio´n de
para´metros se realiza de manera transparente al programador, de forma que e´ste pueda
centrar sus esfuerzos en la parte de desarrollo del modelo.
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Figura 2.7: Paralelizacio´n (a nivel de datos) s´ıncrona y as´ıncrona para un modelo reali-
zado en TensorFlow
Fuente: Google Ima´genes
Por otro lado, tenemos el caso de distribuir las distintas operaciones dentro del propio
grafo, es decir, distintas ma´quinas se ocupara´n de realizar distinas operaciones del grafo.
A diferencia de la paralelizacio´n a nivel de datos, aqu´ı solo tendr´ıamos una instancia del
grafo pero a cambio la implementacio´n de este me´todo es mucho ma´s compleja.
2.2.3. TensorBoard
Se trata de un conjunto de herramientas que permiten visualizar grafos de co´mputo
y resultados de ejecuciones relativos a modelos entrenados en TensorFlow. Estas he-
rramientas se encuentran dentro de la propia librer´ıa de TensorFlow y se utilizan por
medio de una aplicacio´n web (vea´se figura 2.8). Para conocer el funcionamiento interno
de TensorBoard me he basado en dos tutoriales de Tensorboard sobre el seguimiento de
las me´tricas a lo largo del entrenamiento [36] y la visualizacio´n del grafo interactivo de
co´mputo [63]. Los datos que obtiene TensorBoard a partir de las ejecuciones de Tensor-
Flow se realizan con summary ops, operaciones al igual que las sumas, multiplicaciones
o funciones de activacio´n que se aplican sobre tensores. La u´nica diferencia es que es-
tas operaciones, al ser ejecutadas como cualquier nodo del grafo de co´mputo, producen
informacio´n serializada que solo puede leer Tensorboard.
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Figura 2.8: Captura de pantalla de TensorBoard
Fuente: Log de una ejecucio´n del benchmark
Tenemos varios tipos de estas operaciones, por ejemplo tf.summary.scalar, tf.summary.image
o tf.summary.histogram, aunque en nuestro caso nos interesa la primera de ellas, pues
queremos guardar informacio´n sobre tensores de tipo nume´rico. Por ejemplo, suponga-
mos que quisie´ramos guardar la informacio´n sobre la me´trica accuracy y la funcio´n de
coste de nuestro modelo. Para ello escribir´ıamos las siguientes instrucciones dentro de
nuestro co´digo:
##### Parte de l a d e f i n i c i o n de l g ra f o de computo #####
# . . . .
# accuracy y xentropy son dos t e n s o r e s que ya hemos dec larado
t f . summary . s c a l a r ( ’ accuracy ’ , accuracy )
t f . summary . s c a l a r ( ’ xentropy ’ , xentropy )
############## Parte de entrenamiento ##################
with t f . S e s s i on ( ) as s e s s :
# Unimos todas l a s summary ops y creamos e l d i r e c t o r i o
# TENSORBOARD LOG, donde guardaremos l a in formac ion
merged = t f . summary . merge a l l ( )
t r a i n w r i t e r = t f . summary . F i l eWr i t e r (TENSORBOARD LOG,
s e s s . graph )
# Guardamos in formac ion cada 10 i t e r a c i o n e s
f o r i in range (NUM EPOCHS) :
i f i % 10 == 0 :
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# Corremos e l conjunto de summary ops
# para obtener l a in formac ion s e r i a l i z a d a
# y a l a vez entrenamos e l modelo
summary , acc = s e s s . run ( [ merged , accuracy ] ,
f e e d d i c t=f e e d d i c t ( Fa l se ) )
# Escr ib imos en d i s co l a in formac ion s e r i a l i z a d a
t e s t w r i t e r . add summary (summary , i )
Vemos como el proceso consiste en definir el nombre y el valor de los tensores que
queremos guardar, unirlos en un u´nico nodo y correr este nodo durante el entrenamiento.
Finalmente, iremos guardando los resultados en disco usando el objeto FileWriter que
hemos definido previamente. No´tese como al instanciar este writer, pasamos tambie´n el
grafo de co´mputo de la sesio´n actual, para as´ı poder interactuar posteriormente con e´l
en TensorBoard. Tras ejecutar el co´digo, se generara´ un archivo cuyo nombre contiene
tfevents, que almacena todos los logs generados.
Como u´ltimo paso, so´lo nos queda abrir la interfaz de TensorBoard para el archivo
que acabamos de guardar en disco. Para ello, ejecutamos el comando:
$ tensorboard −− l o g d i r = TFEVENTS PATH
TFEVENTS PATH es la ruta donde almacenamos uno o varios archivos tfevents (pues
TensorBoard nos permite comparar logs relativos a varias ejecuciones). Tras ejecutar este
comando, TensorBoard indicara´ que se ha abierto una conexio´n en http://localhost:6006.
Accediendo a esa url, podemos ver la interfaz gra´fica de TensorBoard. En la pestan˜a
scalars se encuentran las gra´ficas con los valores de los tensores que hemos guardado,
mientras que en la pestan˜a graphs se encuentra el grafo de co´mputo interactivo.
2.2.4. Keras
Keras es una librer´ıa para Python disen˜ada para construir redes neuronales de forma
ra´pida y modular en TensorFlow. Fue creada en el an˜o 2015 por el ingeniero de Google
Franc¸ois Chollet y a principios del an˜o 2017 se convirtio´ en parte de la librer´ıa de
TensorFlow [34]. No obstante, su vocacio´n de ser una interfaz para diversas bibliotecas de
deep learning se mantiene y actualmente posee tambie´n soporte para Theano o Microsoft
CNTK. Para este trabajo se utiliza Keras corriendo sobre TensorFlow.
Destacar adema´s que recientemente han surgido varias alternativas a Keras, aunque
todas ellas se ejecutan exclusivamente sobre TensorFlow: Sonnet (creada por Google
Deepmind), TF-Slim o TFLearn son algunos ejemplos.
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2.3. Pandas
Se trata de una liber´ıa para Python con licencia BSD orientada al preprocesamiento y
ana´lisis de datos relacionales y series temporales. Ofrece estructuras de datos tales como
dataframes (pra´cticamente ide´ntico al te´rmino homo´nimo en R) as´ı como operaciones
eficientes sobre estas estructuras (eliminacio´n de NaN y nulls, joins, mutaciones de
columnas, etc.). Esta librer´ıa es la elegida para realizar la parte de preprocesamiento y
exploracio´n de datos en Datalab (seccio´n 3.2).
2.4. Scikit-learn
Librer´ıa de software libre (licencia BSD) para Python enfocada en el campo del apren-
dizaje automa´tico. Posee una gran variedad de algoritmos de clasificacio´n, regresio´n y
reduccio´n de dimensionalidad. No obstante, en este trabajo se ha utilizado esta librer´ıa
en la parte de ana´lisis de datos (seccio´n 3.2), realizando tareas muy variadas: divisio´n
de datasets en conjuntos de entrenamiento, validacio´n y test, PCA, etc.
Es interesante destacar la excelente documentacio´n que posee esta librer´ıa en su web,
puesto que incluye ejemplos muy detallados sobre ramas muy diversas del aprendizaje
automa´tico [25].
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Este cap´ıtulo se corresponde con la primera fase del proceso de desarrollo y ana´li-
sis del modelo predictivo. La totalidad de esta fase se realizara´ en remoto, utilizando
diversos servicios de Google Cloud Platform por medio del lenguaje Python. Esto nos
permitira´ evitar instalar Python en local, as´ı como un gran nu´mero de librer´ıas para
este lenguaje, las cuales son necesarias para realizar primero la exploracio´n y posterior-
mente un pequen˜o entrenamiento con los datos. Aunque los servicios que utilizaremos
para almacenar los datos con los que alimentaremos el modelo (BigQuery y Storage)
esta´n preparados para cantidades de varios terabytes, tenemos que remarcar que en esta
fase se debe trabajar con pequen˜as muestras de datos. Se han realizado varias pruebas
y se ha comprobado que si trabajamos con muestras superiores a 300.000 filas, Datalab
se comporta de forma inestable, por lo que el ana´lisis es bastante insatisfactorio. No
obstante, esta limitacio´n no aplica al dataset CCF que estamos utilizando de ejemplo, el
cual posee aproximadamente 285.000 filas, evitando en este caso trabajar con muestras.
Figura 3.1: Etapas en las que se divide la fase de ana´lisis y exploracio´n
Fuente: Elaboracio´n propia
Esta fase se divide en otras cuatro (vea´se figura 3.1): en primer lugar se procede a
realizar la importacio´n de los datos necesarios para crear nuestro modelo predictivo. Este
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proceso se denomina ingesta de datos (data ingestion) y en nuestro caso mostraremos
dos maneras distintas de realizarlo, utilizando dos servicios de Google Cloud: BigQuery
y Storage. Como hemos mencionado previamente, es necesario trabajar con muestras de
los datos alojados en estos dos servicios. Para ello, en el caso de BigQuery simplemente
an˜adiremos la clau´sula LIMIT en las queries a realizar, mientras que para Storage nos
cercioraremos previamente de que los archivos csv que depositemos en este servicio no
superen las 300.000 filas.
Tras completar la ingesta y aprovechando las librer´ıas presentes en Datalab, procede-
remos a la parte de preprocesamiento y exploracio´n de los datos importados, comenzando
de esta manera el ana´lisis de los mismos. Tras este paso, utilizaremos los datos ya pre-
procesados y explorados con la librer´ıa Keras para realizar pequen˜os entrenamientos
utilizando redes neuronales.
Por u´ltimo, cuando hayamos finalizado con los entrenamientos y nuestro modelo sea
capaz de realizar predicciones (por ejemplo, distinguiendo transferencias fraudulentas
y normales en el caso del dataset CCF), pasaremos a almacenar logs en Storage para
los resultados obtenidos, al igual que informacio´n adicional relativa al modelo utilizado,
como por ejemplo los hiperpara´metros de una red neuronal (nu´mero de capas ocultas,
nu´mero de neuronas en las capas, funciones de activacio´n, etc.). Estos valores nos sera´n
de ayuda en la fase posterior con el benchmark local, donde trataremos de mejorar los
resultados obtenidos en esta primera fase.
En este cap´ıtulo se han desarrollado dos notebooks de Datalab (Keras-GCS.ipynb
y Keras-BQ.ipynb) que se encuentran en el repositorio Github del proyecto [55] y que
servira´n de gu´ıa para explicar en detalle las distintas subfases que conforman esta primera
parte del proyecto. Adema´s, en el caso de que se quiera replicar esta fase en otras cuentas
de Google Cloud, se ha incluido en el ape´ndice 2 una serie de instrucciones para instalar
y configurar en la nube una instancia de Datalab.
Para finalizar este cap´ıtulo se explicara´n los costes derivados de utilizar Datalab,
aportando adema´s una estimacio´n total de los mismos en el caso de realizar esta fase
con otros datasets.
3.1. Ingesta de datos
La fuerte integracio´n de Datalab con otras herramientas de Google Cloud permitira´
que este primer paso sea bastante sencillo, evitando tener que usar servicios de auten-
ticacio´n de Google Cloud como OAuth 2.0 o las cuentas de servicio [3]. Aunque en el
resto de etapas de esta fase de exploracio´n los dos notebooks que he preparado muestren
funcionalidades bastante similares, en Keras-GCS.ipynb se realiza la ingesta de datos
por medio de Cloud Storage mientras que en Keras-BQ.ipynb se hace con BigQuery.
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3.1.1. Google Cloud Storage
El notebook Keras-GCS.ipynb realiza una ingesta del dataset CCF desde Storage. Para
poder realizar esta operacio´n, necesitamos haber depositado previamente el archivo csv
del dataset en una carpeta o bucket de esa herramienta. Esto se puede realizar a trave´s de
Google Cloud Console o usando el comando gsutil cp del SDK de Google Cloud. En este
caso se ha usado la primera opcio´n dado que es ma´s comoda, aunque la segunda opcio´n
es preferible si estamos trabajando con scripts Bash, tal y como ocurre en el cap´ıtulo 5.
Usando la sintaxis del notebook de ejemplo Importing+and+Exporting+Data.ipynb [52],
importaremos nuestros datos desde Storage y los transformaremos en un dataframe de
Pandas (podemos ver un ejemplo de esto en la figura 3.2).
Figura 3.2: Ingesta de datos desde Cloud Storage
Fuente: Keras-GCS.ipynb [55]
No´tese como gs://analiticauniversal/DatasetsTF/creditcard.csv es la ruta de Stora-
ge donde se encuentra el archivo csv de nuestro dataset, mientras que pd es el alias
que hemos asignado al paquete Pandas en Python tras haber ejecutado previamente la
instruccio´n import pandas as pd.
3.1.2. BigQuery
En este caso usaremos uno de los datasets pu´blicos ofrecidos por BigQuery [20] y que
consiste en una tabla que recoge todos los viajes en taxi realizados en la ciudad de Chica-
go desde el an˜o 2013 hasta la actualidad (agosto de 2017), siendo e´sta actualizada de
forma mensual [19]. A fecha de 19 de julio de 2017, la tabla ocupa 34 GB y se compone
de 99.761.096 filas (es decir, el nu´mero total de viajes en taxi registrados desde 2013) y
23 columnas. Para realizar la consulta a esta tabla y trabajar con los datos en un no-
tebook de Datalab, utilizaremos el paquete google.datalab.bigquery, el cual se encuentra
ya instalado por defecto. Tal y como podemos ver en los notebooks de ejemplo Big-
Query+Commands.ipynb y BigQuery+Magic+Commands+and+DML.ipynb [52], exis-
ten dos maneras de usar el paquete de BigQuery para realizar la ingesta. La primera
manera es escribiendo la query como un string, instanciar un objeto para guardar este
string, ejecutar la query y volcarla en un dataframe de Pandas (figura 3.3).
En nuestro notebook he probado esta manera con una query que devolv´ıa viajes reali-
zados cada 15 minutos, para as´ı luego preprocesar esa informacio´n con Pandas y mostrar
en un gra´fico los viajes realizados cada hora en octubre de 2016.
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Figura 3.3: Ingesta de datos desde BigQuery pasando la query como string
Fuente: Keras-BQ.ipynb [55]
La segunda manera de realizar la ingesta en BigQuery es au´n ma´s sencilla, y se realiza
por medio del operador % % (vea´se figura 3.4).
Figura 3.4: Ingesta de datos desde BigQuery usando el operador % %
Fuente: Keras-BQ.ipynb [55]
En este caso realizaremos una consulta limitada a 300.000 filas y 7 columnas. En la
tabla 3.1 se encuentra una descripcio´n ma´s detallada de las columnas que hemos escogido.
Es necesario destacar que las columnas relativas a latitudes y longitudes se refieren a
centros geogra´ficos de los barrios donde se encuentran los taxis en el momento de recoger
o dejar a los clientes.
Tambie´n queremos remarcar en este punto que la velocidad de BigQuery para obtener
queries sobre el dataset de los viajes en taxi es realmente alta, pudiendo ejecutar queries
de cierta complejidad en menos de un minuto. Este hecho es bastante positivo, pues
como hemos comentado previamente, este dataset posee un taman˜o realmente grande.
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3.2. Preprocesamiento y exploracio´n de datos con Pandas y
Scikit-Learn
En esta parte tenemos bastante libertad para realizar la exploracio´n de datos, aunque
nos centraremos en tres herramientas u´nicamente: Pandas, Scikit-Learn y Matplotlib.
Aprovecharemos por un lado la potente funcionalidad de Pandas con los dataframes
obtenidos en la etapa anterior para realizar una serie de preprocesamientos (por ejemplo
normalizando datos o separando datos en dos clases disjuntas) que nos permitan conocer
la distribucio´n de los datos (histogramas, diagramas de dispersio´n, etc...), as´ı como
algunos estad´ısticos ba´sicos. Con Scikit-learn aplicaremos algoritmos de reduccio´n de
dimensionalidad (t-SNE y PCA) y dividiremos los datos en tres conjuntos disjuntos de
cara a la etapa posterior de entrenamientos con Keras. Por u´ltimo, Matplotlib, librer´ıa
de Python destinada a generar gra´ficos, nos permitira´ pintar por pantalla los resultados
que hemos obtenido al usar las dos librer´ıas anteriores.
Para tener algo de contexto antes de exponer la exploracio´n de datos que he preparado
en los dos notebooks de ejemplo, explicaremos brevemente los problemas asociados a los
datasets que manejamos en esos notebooks. En Keras-GCS.ipynb se trabaja con el data-
set CCF, por lo que abarcaremos el problema de clasificacio´n binario de discernir entre
transferencias fraudulentas y normales. Por otro lado, en Keras-BQ.ipynb intentaremos
predecir la tarifa de un viaje en taxi en la ciudad de Chicago a partir de las 6 primeras
columnas indicadas en la tabla 3.1. No´tese como la tarifa de un viaje es un valor real
positivo y continuo, por lo que este problema es de regresio´n.
Tabla 3.1: Columnas utilizadas en el dataset de viajes en taxi en Chicago
Fuente: BigQuery
Nombre columna Tipo Descripcio´n
trip seconds Integer Segundos que dura el viaje
trip miles Float Distancia del viaje en millas
pickup latitude Float Latitud del punto de recogida
pickup longitude Float Longitud del punto de recogida
dropoff latitude Float Latitud del punto de destino
dropoff longitude Float Longitud del punto de destino
fare Float Tarifa del viaje (en do´lares)
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3.2.1. CCF dataset
Debido a que 28 de las 30 variables de este dataset esta´n anonimizadas y no sabemos
nada sobre ellas [17], he pintado histogramas con las otras dos variables que conocemos:
el tiempo y las cantidades transferidas para cada uno de los dos tipos de transferencias
del dataset. En primer lugar obtenemos que solo el 0.17 % de las transferencias son de
tipo fraudulento, pero el dato ma´s relevante obtenido en este ana´lisis es que aunque
las transferencias fraudulentas no se distribuyen de forma homoge´nea en el tiempo, en
torno a 200 de las 492 transferencias de este tipo son menores a 3 euros. Este trabajo
se ha realizado principalmente con Pandas, ayuda´ndonos de Matplotlib para generar
varios gra´ficos en una misma ventana, lo cual ayuda bastante a analizar datos y extraer
conclusiones.
Tambie´n he aplicado en este notebook (Keras-GCS.ipynb) un algoritmo de reduccio´n
de dimensionalidad: Principal Component Analysis (PCA). Podemos ver en la figura 3.5
el resultado de aplicar este algoritmo a las 30 variables del dataset para quedarnos con
solo 2. Las conclusiones que obtenemos es que no podemos distinguir de forma clara
las transferencias fraudulentas del resto. Esto puede ser debido a que necesitamos pedir
ma´s de 2 o 3 variables resultantes al PCA, aunque esto impedir´ıa poder visualizar el
resultado en el plano.
Figura 3.5: Resultado de un PCA aplicado al dataset CCF
Fuente: Keras-GCS.ipynb [55]
3.2.2. Chicago taxi trips dataset
Para este dataset se ha hecho hincapie´ en mostrar distintos gra´ficos (de dispersio´n,
de barras, histogramas, etc..) usando la funcio´n plot de Pandas, que a su vez llama a
la funcio´n homo´nima de Matplotlib. Los resultados obtenidos nos han ensen˜ado como
existe una cierta correlacio´n entre la variable de millas recorridas en el viaje y la tarifa
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del mismo (coincidiendo con la lo´gica de los tax´ımetros), o que la gran mayor´ıa de viajes
poseen una tarifa entre 4 y 8 do´lares (vea´se figura 3.6). Esta u´ltima observacio´n ha dado
pie a que apliquemos (gracias a Scikit-Learn) el algoritmo t-SNE sobre este tipo de viajes
y el resto. Este algoritmo reduce las 6 variables utilizadas en el dataset a u´nicamente
2, por lo que podemos pintar puntos en el plano para cada uno de los viajes en taxi
realizados. En Keras-BQ.ipynb podemos comprobar como existe un cierto patro´n entre
los viajes que han costado entre 4 y 8 do´lares y el resto.
Figura 3.6: Histograma de tarifas de viajes en taxi en la ciudad de Chicago
Fuente: Keras-BQ.ipynb [55]
3.3. Entrenamiento de redes neuronales con Keras
La penu´ltima fase del proceso de ana´lisis de datos consiste en entrenar redes neuronales
utilizando la librer´ıa de Keras, la cual aporta un nivel de abstraccio´n bastante alto
respecto a TensorFlow. Para poder realizar esta fase, se ha trabajado principalmente
con la documentacio´n de Keras [24].
Si queremos entrenar redes neuronales en Keras necesitamos que los datos de cada
uno de los dos notebooks desarrollados este´n representados en arrays de Numpy, una
estructura de datos para representar vectores y matrices de forma eficiente. Esta trans-
formacio´n se realiza por medio de la funcio´n as matrix() de Pandas.
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El siguiente paso es dividir (usando la funcio´n train test split() de Scikit-Learn) los
arrays de Numpy obtenidos en un conjunto de entrenamiento, uno de validacio´n y otro de
test1. El primero de ellos sera´ el utilizado para entrenar la red neuronal, mientras que el
segundo sera´ aquel que utilizaremos para evaluar determinadas me´tricas al finalizar cada
epoch o iteracio´n de la red neuronal. El conjunto de test se utiliza u´nicamente al final del
entrenamiento, ya sea tras acabar despue´s de realizar las iteraciones indicadas o debido
a una finalizacio´n prematura causado por el mecanismo de pronta parada de Keras (el
cual es un callback, como los que se ven en 3.4), capaz de detener el entrenamiento si la
funcio´n de coste no disminuye (al evaluarse sobre los datos de validacio´n) un determinado
valor a lo largo de de un nu´mero determinado de iteraciones. Tanto ese valor como el
nu´mero de iteraciones se pueden pasar como para´metros a Keras.
Debemos destacar que el conjunto de test nos permite tener una evaluacio´n precisa
de las predicciones del modelo desarrollado, pues ese conjunto no interviene en ningu´n
momento de la fase de entrenamiento y por tanto no la puede sesgar de ninguna manera.
Figura 3.7: Ejemplo de red neuronal entrenada en Keras para el dataset CCF
Fuente: Archivo results.txt en datalab/resultados/log2.zip [55]
Ahora bien, para realizar el entrenamiento tambie´n necesitamos comunicar a Keras los
hiperpara´metros y la estructura de la red neuronal que vamos a construir. Esto se realiza
1En el caso del dataset CCF, dado que la clase de transferencias fraudulentas esta´ muy desbalanceada
respecto a la otra, he realizado previamente a este paso un proceso de undersampling para as´ı obtener
un dataset balanceado y evitar encontrarnos con resultados sesgados tras el entrenamiento.
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en primer lugar llamando a la funcio´n Sequential(), an˜adiendo las instrucciones necesa-
rias en el mismo orden que las operaciones que queramos aplicar. Supongamos a partir de
ahora que model es una instancia de Sequential(). Usando model.add(Dense(N)) an˜adire-
mos al modelo una capa oculta de N neuronas, mientras que model.add(Activation(’elu’))
aplicara´ la funcio´n de activacio´n ELU sobre la capa oculta que se an˜adio´ previamente.
Con una sintaxis similar se pueden an˜adir otras te´cnicas de optimizacio´n tales como
dropout o batch normalization.
Es necesario recordar que la u´ltima capa tendra´ tantas neuronas como clases tengamos
que predecir (2 en el caso del dataset CCF), aplicando sobre ellas una funcio´n softmax, de
manera que las neuronas de salida tomen valores entre 0 y 1. No obstante, en el caso de
que tengamos un problema de regresio´n como el de los viajes en taxi (Keras-BQ.ipynb)
simplemente tendremos una sola neurona en la capa de salida, sin funcio´n de activacio´n
aplicada sobre ella, dado que el resultado puede ser cualquier valor real.
El siguiente paso es indicar en model.compile() la funcio´n de coste que queremos mi-
nimizar, el optimizador a usar en el algoritmo de descenso de gradiente y las me´tricas
con las que vamos a evaluar los tres conjuntos de datos que tenemos. No´tese como para
el problema de las transferencias utilizamos cross entropy (vea´se ecuacio´n 4.8) como
funcio´n de coste, mientras que en el problema de prediccio´n de tarifas de los viajes en
taxi se ha escogido la funcio´n de error cuadra´tico medio:




















Donde X es el vector con cada una de las observaciones (cada una de ellas es un vector
de dimensio´n 6, que es el nu´mero de variables que consideramos en el problema), W los
pesos de la red neuronal y f( #»xi,W ) la prediccio´n de nuestra red neuronal para la tarifa
del viaje i-e´simo en taxi, cuyo valor real es yi. Para este problema en concreto el nu´mero
de observaciones o filas del dataset, N , es 300.000.
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Respecto a las me´tricas de evaluacio´n en las que nos apoyamos, en el dataset CCF
se utiliza accuracy y AUC. No´tese que no podemos calcular el AUC directamente con
Keras, por lo que usamos una funcio´n auxiliar de Scikit-Learn. En cambio, para el otro













|f( #»xi,W )− yi|
yi
(3.5)
Ya solo queda ejecutar el entrenamiento en Keras, que se realiza llamando a la funcio´n
fit(), a la cual tenemos que pasar los datos de entrenamiento y validacio´n, el nu´mero de
iteraciones a realizar y el taman˜o del batch (batch size). En la figura 3.7 mostramos un
ejemplo de red neuronal entrenada por Keras. Esta imagen se puede visualizar usando el
comando model.summary(), justo despue´s de haber an˜adido las capas a nuestro modelo.
En el ejemplo de la figura la red se compone de dos capas ocultas con 20 y 15 neuronas
respectivamente, as´ı como 1.037 pesos a ajustar durante el entrenamiento.
3.4. Almacenamiento de modelos y logs de ejecucio´n
Esta fase solo se ha desarrollado para el dataset CCF en Keras-GCS.ipynb y consiste
en guardar en Cloud Storage informacio´n relacionada con el modelo entrenado en Ke-
ras en la etapa anterior, as´ı como resultados del propio entrenamiento. Con toda esta
informacio´n guardada en la nube se intenta conseguir que una o varias personas pue-
dan extraer conclusiones a partir de una serie de entrenamientos realizados con distintas
topolog´ıas de redes neuronales.
En primer lugar, justo antes de realizar el entrenamiento con Keras, se crea la jerarqu´ıa
de directorios para los logs tanto en la propia ma´quina que esta´ ejecutando Datalab,
como en Cloud Storage. Para realizar todas estas tareas de manejo de ficheros entre
estos directorios, se ha usado por comodidad el mo´dulo gfile de TensorFlow, que permite
interactuar con sistemas de ficheros como HDFS o Cloud Storage [62].
El siguiente paso es proporcionar a Keras (cuando se llama a fit()) una serie de fun-
ciones a ejecutar en cada iteracio´n del entrenamiento. Estas funciones se denominan
callbacks y van a proporcionarnos por un lado informacio´n en un archivo training.log
sobre las me´tricas y la funcio´n de coste a lo largo de los epochs para los datos de
entrenamiento y validacio´n. Tambie´n se generara´ un archivo que podremos abrir con
Tensorboard para ver el grafo interactivo de co´mputo generado en TensorFlow, al igual
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(a) Predicciones correctas ( %) (b) Funcio´n de coste
Figura 3.8: Logs de Tensorboard para un entrenamiento de Keras
Fuente: Tensorboard (log2.zip) [55]
que gra´ficas con los valores de la funcio´n de coste y las me´tricas a lo largo de sucesivas
iteraciones (vea´se figura 3.8). Por u´ltimo, se genera un archivo results.txt que contiene
la siguiente informacio´n:
Un JSON generado por Keras para identificar el modelo usado para el entrena-
miento. En caso de querer volver reusar un modelo, podemos hacerlo a partir del
JSON guardado y la funcio´n model from json(). Un ejemplo de uno de estos JSON
(ya formateado) se puede encontrar en el ape´ndice 6.
Hiperpara´metros utilizados para el entrenamiento (batch size, epochs y tasa de
dropout).
Un resumen del modelo utilizado, resultado de la llamada a model.summary().
La funcio´n de coste y el porcentaje de instancias correctamente clasificadas (accu-
racy) sobre el conjunto de test.
El valor de la me´trica AUC, bastante u´til cuando entrenamos datasets desbalan-
ceados.
Para encontrar informacio´n ma´s detallada sobre los logs generados con Keras, incluyen-
do un ana´lisis de varios entrenamientos realizados sobre el dataset CCF, es conveniente
consultar el ape´ndice 3.
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3.5. Precio
Aunque no existe un precio por utilizar Datalab como herramienta, existen costes
derivados de ella [12]. En este trabajo son los siguientes: costes de ma´quinas virtuales,
de almacenamiento y de BigQuery.
El primero de ellos se produce al ejecutar por horas o meses un determinado tipo de
ma´quina virtual. Para este trabajo se ha utilizado la ma´quina por defecto si no se pasa
el argumento correspondiente al comando datalab create. Esta ma´quina se denomina n1-
standard-1 y posee una CPU con 3.75 GB de memoria RAM. Cabe destacar que para
este trabajo ha sido ma´s que suficiente esta ma´quina en concreto, aunque existen otras
tantas que pueden consultarse en la tabla 3.2 junto a sus precios por hora (a fecha de
julio de 2017). Podr´ıamos considerar usar una ma´quina virtual con GPU para reducir
el tiempo de entrenamiento (sobre todo cuando utilicemos redes neuronales bastante
profundas), pues comparando con los precios de 5.1.3, el coste es superior si utilizamos
GPUs con una de las ma´quinas de ML Engine. Sin embargo, la principal diferencia es que
ML Engine utiliza Tensorflow optimizado para GPUs, a diferencia de Datalab, lo cual
evidencia que no hay grandes ventajas en utilizar Datalab con ma´quinas que utilizan
GPUs.
Tabla 3.2: Tabla de precios para ma´quinas de Compute Engine localizadas en Be´lgica
(julio de 2017)
Fuente: Web de costes de Google Compute Engine [15]
Nombre ma´quina Nu´mero de CPUs Memoria Precio por hora
n1-standard-1 1 3.75 GB $0.0110
n1-standard-2 2 7.5 GB $0.0220
n1-highmem-4 4 26 GB $0.0550
n1-standard-1 + GPU Tesla K80 1 1 GB + 12 GB GPU $0.781
Adema´s, aumentar el nu´mero de cores tampoco ayuda a reducir el tiempo de ejecucio´n,
pues cada uno de los notebooks utiliza un solo hilo de ejecucio´n [10]. No obstante, las
ma´quinas con alta capacidad de memoria podr´ıan ser interesantes para el caso de que
queramos cargar en memoria datasets algo ma´s grandes a los que hemos utilizado.
Por otro lado esta´ el coste de almacenamiento, que se desglosa a su vez en el almace-
namiento de la propia ma´quina virtual y en Cloud Storage. En el primer caso los discos
duros tradicionales tienen un coste de $0.040 GB/mes, mientras que el precio para SSD
es de $0.170 cada GB al mes [15]. Recordemos que en las ma´quinas sobre las que se
ejecuta Datalab u´nicamente precisamos guardar los notebooks para realizar la fase de
ana´lisis, por lo que au´n contando con un almacenamiento de 10 GB, el precio mensual
ser´ıa inferior a cincuenta centavos. Para el caso de Cloud Storage, tenemos 5 GB de
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almacenamiento y 15.000 operaciones de modificacio´n, borrado, etc. [14] algo ma´s que
suficiente para almacenar y tratar archivos csv de taman˜o incluso hasta mucho mayor
que el dataset CCF.
Otro de los costes que se nos aplicar´ıa en este trabajo ser´ıa el del uso de BigQuery.
En este caso es gratis tanto la carga de datos en tablas como 10 GB de almacenamiento
mensuales2. Tambie´n se dispone de forma gratuita lanzamientos de queries hasta llegar
a un 1 TB de datos procesados en total [13]. Para poder ilustrar esto, comentar que
a trave´s de la aplicacio´n web de BigQuery se puede comprobar que la segunda query
realizada en el notebook Keras-BQ.ipynb procesa 4.71 GB, lo cual nos da margen para
trabajar con tablas de gran taman˜o.
Es necesario remarcar que todo el proceso que hemos realizado de ana´lisis y exploracio´n
de datos no es algo que se dilate demasiado en el tiempo y que precise de la colaboracio´n
de muchas personas (provocando por lo tanto que no haga falta crear un gran nu´mero
de instancias de Datalab), por lo que podemos pensar que el precio resultante de esta
fase es bastante razonable.
Para dar un ejemplo, suponiendo que un empleado utiliza la ma´quina virtual por de-
fecto utilizada en este cap´ıtulo (n1-standard-1 ) durante una jornada laboral (8 horas) a
lo largo de un mes (160 horas laborables) y que el coste conjunto de almacenamiento y
BigQuery esta´ entre los 3 o 4 do´lares mensuales (utilizando por ejemplo 10 GB de alma-
cenamiento para la ma´quina virtual y 25 GB en Storage, ma´s 1,5 TB de procesamiento
de queries en BigQuery), el coste mensual ascender´ıa a unos 10 do´lares, una cantidad
verdaderamente asequible.
2Para el caso de datasets pu´blicos de BigQuery, como el de los viajes en taxi en Chicago, esta norma
no aplica.
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redes neuronales
El cap´ıtulo actual trata sobre la fase central del trabajo, donde he desarrollado un
benchmark local que permite experimentar y entrenar con distintas topolog´ıas de redes
neuronales. Este benchmark ha sido desarrollado en TensorFlow (usando la versio´n 1.1.0
de la API para Python) y esta´ compuesto de una serie de utilidades que nos permiten
validar y analizar en detalle diversos modelos predictivos (vea´se figura 4.1). Todo el
co´digo del benchmark, as´ı como algunos resultados de ejecucio´n del mismo se puedes
encontrar en el repositorio Github del proyeto [55].
El objetivo de esta fase es obtener un modelo o´ptimo a partir de los modelos provi-
sionales obtenidos con Keras en la seccio´n 3.3. Para ello se va probando con distintos
hiperpara´metros de redes neuronales: nu´mero de capas ocultas y neuronas en cada capa,
nu´mero de iteraciones a realizar en el entrenamiento, tipo de optimizadores a aplicar, etc.
Figura 4.1: Conjunto de utilidades desarrolladas para el benchmark
Fuente: Elaboracio´n propia
Esta bu´squeda no sera´ en absoluto desinformada, pues recordemos que ya hemos
realizado un ana´lisis exploratorio del dataset y conocemos como esta´n distribuidos los
datos y si existe algu´n tipo de particularidad en ellos.
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El output de esta´ fase corresponde con una serie de logs detallados que nos permi-
ten evaluar el rendimiento de distintas redes neuronales sobre el dataset que estamos
considerando. Adema´s, estos logs contienen el conjunto de hiperpara´metros necesarios
para replicar el modelo entrenado y utilizarlo en la siguiente fase con ML Engine, donde
podremos realizar entrenamientos con datasets de taman˜o au´n mayor a los utilizados en
esta fase. En el caso de que se desee ver un detallado ana´lisis de los resultados obtenidos
a partir de las herramientas disponibles en el benchmark, se puede consultar el ape´ndice
4.
Para poder conocer en detalle los conceptos e ideas plasmados en el benchmark, rea-
lizaremos en primer lugar una introduccio´n a las redes neuronales, haciendo hincapie´ en
el conjunto de hiperpara´metros que podemos utilizar en las distintas herramientas del
benchmark.
4.1. Introduccio´n a las redes neuronales
Para realizar esta seccio´n sobre redes neuronales, nos hemos basado en el cap´ıtulo
10 del libro de Aurelien Geron [70], el curso CS231n de Stanford [18] (en particular el
mo´dulo 1) y apuntes de la asignatura de Geometr´ıa Computacional.
El primer modelo de redes neuronales se remonta a 1943, cuando el neurofisio´logo
Warren McCulloch y el matema´tico Walter Pitts mostraron como neuronas artificiales
pod´ıan construir cualquier tipo de proposicio´n lo´gica. El siguiente modelo fue el per-
ceptro´n, creado por Frank Rosenblatt en 1957 y que podemos ver en la figura 4.2.
Figura 4.2: Perceptro´n de Rosenblatt
Fuente: Hands-On Machine Learning with Scikit-Learn and TensorFlow [70]
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Dada una observacio´n #»x = (x1, . . . , xk) con k variables de tipo nume´rico, primero se
computa una suma ponderada de todas ellas:
∑k
j=1wjxj para posteriormente aplicar
una funcio´n escalonada1: h(
∑k




0 x < 0
1 x ≥ 0
sgn(x) =

−1 x < 0
0 x = 0
1 x > 0
La salida del Perceptro´n nos permite realizar predicciones binarias: aquellas obser-
vaciones cuya prediccio´n es 1 y 0 se denominan ejemplos positivos y negativos respec-
tivamente. Dado que el tipo de aprendizaje que se realiza en este trabajo es de tipo
supervisado, dispondremos de un dataset con N observaciones (apiladas en una matriz
















Donde ti ∈ {0, 1} es decir, cada una de las dos clases que estamos considerando. Por
ejemplo, en el dataset CCF, tenemos un problema de clasificacio´n binario con dos clases:
las transferencias de tipo fraudulento (ti = 1) y las normales (ti = 0). Adema´s, debemos
recordar que todas y cada una de las observaciones tienen k variables:
#»xi = (xi1, . . . , xik).
El mecanismo de aprendizaje propuesto por Rosenblatt para ajustar los pesos de un
Perceptro´n consiste en aplicar la siguiente fo´rmula de manera iterativa sobre cada una
1Es interesante apuntar que si en este punto aplicamos una funcio´n sigmoide: σ(x) = 1
1+e−x , en realidad
estamos realizando una regresio´n log´ıstica.
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xij ∀j ∈ {1, 2, . . . , k} (4.3)
Donde η es la tasa de aprendizaje (con un valor normalmente entre 0 y 1) y
h(
∑k
l=1wlxil) ∈ {0, 1} la prediccio´n del Perceptro´n para #»xi. Esta regla se va aplicando
sobre todas las observaciones #»xi hasta lograr la convergencia de los pesos, esto es, hasta
que se alcance una iteracio´n t+ 1 tal que: ∀j, w(t+1)j = w(t)j .
4.1.1. Perceptro´n Multicapa
El principal problema del Perceptro´n radica en la dificultad para resolver problemas de
clasificacio´n ma´s complejos, por lo que el concepto evoluciono´ en el llamado Perceptro´n
Multicapa, que consiste en concatenar una serie de Perceptrones a lo largo de una serie
de capas (vea´se figura 4.3).
Figura 4.3: Perceptro´n Multicapa
Fuente: Hands-On Machine Learning with Scikit-Learn and TensorFlow [70]
Cuando tenemos dos o ma´s capas ocultas, diremos que se trata de una red neuronal
profunda (deep neuronal network). Por otro lado, el hecho de que las neuronas de una
capa este´n conectadas con todas las de la siguiente lleva a llamar a estas capas como
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totalmente conectadas (fully-connected layers). Finalmente, si la red neuronal no tiene
ciclos, como en el caso de la figura, diremos que se trata de una red feed-forward. A
continuacio´n, presentaremos una serie de conceptos que introducen este tipo de redes.
En primer lugar vemos como en el Perceptro´n Multicapa no existe una u´nica salida, si
no que ahora existen varias, lo que nos permitira´ realizar predicciones para problemas de
clasificacio´n multiclase. Este tipo de problemas pueden verse como una generalizacio´n de
los problemas binarios. A partir de ahora, supondremos que estamos tratando el caso de












Donde si #»xi pertenece a la clase j-e´sima, entonces
#»
ti = (ti1, . . . , tim) posee 0 en todas
las componentes, a excepcio´n de tij , que tendra´ valor 1. Esta codificacio´n se denomina
one-hot y es interesante ver que para problemas de clasificacio´n binarios podr´ıamos
tomar m = 2, con etiquetas de dos componentes, pero esto es equivalente a que las
etiquetas tomen valores binarios o booleanos.
Otro de los cambios producidos es que las funciones escalo´n de los Perceptrones se
sustituyen por las denominadas funciones de activacio´n, las cuales son de tipo no lineal
(algunos ejemplos son las funciones ReLU, elu, sigmoide o tangente hiperbo´lica). No´tese
como en la capa de salida no hay funcio´n de activacio´n, puesto que se aplica en este caso
la funcio´n softmax 2:









Con #»z = (z1, . . . , zm) los valores de las neuronas en la capa de salida. No´tese que
tenemos tantas neuronas en la capa de salida, m, como clases distintas pueden ser predi-
chas. Es fa´cil comprobar que las componentes del vector de la ecuacio´n 4.5 toman valores
entre 0 y 1, por lo que la componente j-e´sima indicara´ la probabilidad otorgada por la
red neuronal a una observacio´n de pertenecer a la clase j-e´sima. Por lo tanto, el ı´ndice
de la componente del vector con mayor valor sera´ la clase predicha por la red neuronal.
Matema´ticamente, esto se expresa con la siguiente ecuacio´n:
P (tij = 1| #»xi) = softmaxj( #»z ) (4.6)
2En 4.2.4 se ve como tambie´n se puede aplicar una funcio´n sigmoide a la u´nica neurona de la capa
de salida para resolver problemas de clasificacio´n binarios, o incluso no aplicar ninguna funcio´n a la
neurona de salida, en el caso de querer resolver problemas de regresio´n como el descrito en 3.3.
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En la ecuacio´n hemos denotado a softmaxj(
#»z ) como la componente j-e´sima del vector
softmax( #»z ). Tambie´n debemos sen˜alar que, debido a como esta´ definida la funcio´n
softmax, se verifica que
∑m
j=1 P (tij = 1| #»xi) = 1 para cualquier observacio´n #»xi.
Por otra parte (aunque esto no es algo exclusivo del Perceptro´n Multicapa), en la
figura 4.3 se muestra como tambie´n se puede an˜adir en cada capa una neurona extra,
denominada sesgo o bias, cuyo valor (previamente a ser multiplicado por el peso corres-
pondiente) siempre es 1.
Tras presentar toda esta serie de conceptos, dejaremos indicada la formulacio´n ma-
tema´tica de un Perceptro´n Multicapa para problemas de clasificacio´n multiclase (m
clases disjuntas) con N capas (incluyendo la capa de entrada y de salida) y dl neuronas
en la capa l-e´sima:
a(l+1) = h(l+1)(a(l)W (l) + b(l)) l ∈ {1, 2, . . . , L− 1} (4.7)
siendo a(l+1) las activaciones de la red (con a(1) = #»xi para una observacio´n
#»xi cual-
quiera) , W (l) y b(l) los pesos y sesgos de la capa l-e´sima (matrices con dimensiones
dl × dl+1 y dl+1 respectivamente), h(l+1) : Rdl+1 → Rdl+1 la funcio´n de activacio´n para
esa misma capa y L el nu´mero de capas totales (contando la de entrada y la de salida).
Por lo tanto, la clase predicha por un Perceptro´n Multicapa para una observacio´n #»xi es
el ı´ndice de la componente con mayor valor en el vector de salida, softmax(a(L)).
En este punto necesitamos definir una funcio´n de coste que permita conocer, con un
valor real, como de precisas son las predicciones de una red neuronal concreta para un
conjunto de observaciones dadas. Dada una matriz X con N observaciones, T la matriz
de etiquetas de X y W un conjunto con los pesos W (l) y sesgos b(l), la funcio´n de coste
de un Perceptro´n Multicapa se denomina cross-entropy y es la siguiente:







W = {W (1), . . . ,W (L−1), b(1), . . . , b(L−1)} (4.9)
Donde tij es la etiqueta de la observacio´n
#»xi, valiendo 1 si e´sta pertenece a la clase
j-e´sima y 0 en caso contrario. De la misma manera, yj(
#»xi,W ) es 1 si la prediccio´n de
la red neuronal (computada utilizando los pesos y biases pertenecientes a W ) para la
observacio´n #»xi es que e´sta pertenece a la clase j-e´sima y 0 en caso contrario. Esta funcio´n
se minimiza por medio de un descenso de gradiente por lotes, utilizando el algoritmo
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de backpropagation3 para computar las derivadas parciales de las siguientes expresiones,





















η es la tasa de aprendizaje (normalmente con valor mayor que 0 y menor 1), W
(l)
ij son
los elementos de la matriz de pesos y b
(l)
i las componentes de los biases en la capa l-e´sima
respectivamente. No´tese que hemos dividido las observaciones y sus correspondientes
etiquetas (matrices X y T respectivamente) en lotes de un mismo taman˜o prefijado,
algo que se conoce como batch size. Hemos representado un lote cualquiera como Xlote y
Tlote para denotar que se realizan tantas actualizaciones de pesos y biases como nu´mero
de lotes tengamos (esto es, el resultado de la divisio´n entera entre N y el batch size).
Cuando se hayan realizado las actualizaciones de para´metros tomando cada uno de los
lotes, diremos que se habra´ completado un epoch o iteracio´n del algoritmo.
4.1.2. Hiperpara´metros
En la seccio´n anterior hemos visto como las redes neuronales, y en particular los Per-
ceptrones Multicapa, poseen un gran nu´mero de para´metros que debemos escoger (pre-
viamente al entrenamiento) para definir una topolog´ıa concreta de red neuronal. Este
tipo de para´metros se denominan hiperpara´metros (para as´ı distinguirlos de los para´me-
tros o pesos de la red neuronal) y, aprovechando la notacio´n usada para el Perceptro´n
Multicapa de la seccio´n anterior, entre ellos encontramos:
Tasa de aprendizaje (learning rate), con valores entre 0 y 1. Aquellos valores cer-
canos a 0 impiden la actualizacio´n de para´metros mientras que valores mayores a
1 suelen implicar que los para´metros vayan tendiendo a infinito.
Nu´mero de capas ocultas,esto es, L− 2 segu´n nuestra notacio´n, y nu´mero de neu-
ronas en cada capa oculta, denotado como dl para la capa l-e´sima.
Funciones de activacio´n a aplicar en cada una de las capas ocultas. Por ejemplo,
h(l+1), que se aplica en la capa l. A modo de referencia, podemos encontrar un
ejemplo con las funciones de activacio´n ma´s comunes en la figura 4.4.
El nu´mero de iteraciones a realizar durante el entrenamiento (denominado tambie´n
como epochs) y el taman˜o del lote (batch size) a la hora de realizar las actualiza-
ciones de para´metros en las ecuaciones 4.10 y 4.11.
3Este algoritmo escapa al alcance de este trabajo, adema´s de que ya se encuentra implementado de
manera eficiente por TensorFlow.
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El tipo de optimizador a usar en el descenso de gradiente por lotes. Para ma´s
informacio´n sobre este amplio campo es interesante consultar un art´ıculo sobre
optimizadores en la pa´gina web de Sebastian Ruder [44].
Figura 4.4: Ejemplos de funciones de activacio´n
Fuente: CS231n Stanford. Lecture 6 - Diapositiva 15
Todos estos hiperpara´metros se pueden escoger de forma flexible en el benchmark que
se ha desarrollado, permitiendo por lo tanto experimentar y analizar distintos modelos
de redes neuronales.
4.1.3. Optimizaciones
Para terminar esta seccio´n hablaremos de tres te´cnicas que se pueden usar en redes
neuronales profundas y que han sido implementadas en el benchmark. Estas optimiza-
ciones permiten atacar problemas como el sobreajuste durante el entrenamiento, esto es,
redes neuronales que no permiten realizar predicciones precisas para datos que no sean
los del conjunto de entrenamiento.
Dropout
Esta te´cnica fue detallada por primera vez en un art´ıculo de 2014 [75] y consiste en
ignorar o apagar neuronas de la red neuronal, a lo largo del proceso de entrenamiento,
con una cierta probabilidad denominada tasa de dropout (dropout rate). Al ir eliminando
neuronas de forma aleatoria conseguimos ir probando nuevas topolog´ıas de redes neuro-
nales en el entrenamiento, haciendo que nuestra red sea ma´s robusta frente a pequen˜as
variaciones en los valores de la capa de entrada. En la figura 4.5 se muestra el resultado
de aplicar dropout a un Perceptro´n Multicapa con una sola neurona de salida.
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Figura 4.5: Redes neuronales antes y despue´s de aplicar dropout respectivamente
Fuente: Dropout: A Simple Way to Prevent Neural Networks from Overfitting [75]
El benchmark soporta la posibilidad de realizar dropout durante el entrenamiento
de una red neuronal, otorgando al usuario la posibilidad de fijar una tasa de dropout
determinada.
Batch Normalization
Otra te´cnica surgida recientemente, concretamente en un art´ıculo de 2015 [71], es
batch normalization, que permite corregir durante el entrenamiento el problema de la
alta variabilidad en la distribucio´n de los inputs para cada neurona de la red. Para
ello, se realiza el siguiente proceso en cada capa, justo antes de aplicar la funcio´n de
activacio´n: en primer lugar, para cada batch o lote de datos (con taman˜o batch size) de
entrenamiento se normalizan los valores de entrada de las neuronas (restando la media
y diviendo por la varianza) para posteriormente multiplicarlos por un para´metro (γ o


















i ∈ {1, 2, . . . , batch size} (4.14)
zi = γx
(norm)
i + β i ∈ {1, 2, . . . , batch size} (4.15)
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En las ecuaciones 4.12, 4.13 y 4.14 se realiza la normalizacio´n de los datos de entrada
(es decir, los distintos xi del batch, ya sean pertenecientes a la capa de entrada o a una
neurona oculta cualquiera), donde µbatch y σ
2
batch son la media y la varianza de un batch
determinado y  es un para´metro usado para evitar la divisio´n entre cero.
Por u´ltimo, en la ecuacio´n 4.15 escalamos y desplazamos los datos normalizados, para
obtener as´ı la salida deseada, zi.
En resumen, para cada capa se ha an˜adido cierta complejidad al proceso de entrena-
miento, puesto que se tiene que realizar el aprendizaje (utilizando tambie´n descenso de
gradiente y backpropagation) de 4 para´metros: µ y σ2, esto es, la media y la varianza
del conjunto de entrenamiento (necesarias para realizar predicciones cuando no estemos
entrenando), as´ı como los para´metros γ y σ.
Las ventajas de esta te´cnica son mejores resultados en menos epochs de entrenamiento
(debido a que los creadores de esta te´cnica probaron que se pod´ıan usar tasas de apren-
dizaje muy altas), mejoras en las predicciones realizadas por las redes y eliminacio´n del
problema de sobreajuste (es decir, batch normalization actu´a tambie´n como regulariza-
dor) [71]. Adema´s, si en la capa de entrada aplicamos batch normalization, estaremos
aprovechando para realizar una normalizacio´n de los datos de entrada, en el caso de que
no lo estuvieran previamente.
Regularizacio´n L1 y L2
Las regularizaciones L1 y L2 permiten reducir el sobreajuste producido en el entrena-
miento (overfitting) de redes neuronales, an˜adiendo te´rminos extra a la funcio´n de coste
(ve´ase ecuacio´n 4.8) y provocando as´ı una penalizacio´n en el caso de que haya pesos en
la red neuronal cuyo valor absoluto sea muy grande.
En el caso de la regularizacio´n L1, la funcio´n de coste es la siguiente:
LL1(X,T,W ) = L(X,T,W ) +
∑
i,j,l
|W (l)ij | (4.16)
Para la regularizacio´n L2, la funcio´n de coste se convierte en:






Destacar que en ambas ecuaciones seguimos denotando como W (l) a las matrices de
pesos de la capa l-e´sima.
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4.2. Desarrollo del benchmark
El objetivo de esta´ seccio´n es dar una visio´n general del benchmark local que he
disen˜ado para este trabajo. Antes de presentar el conjunto de herramientas creado, es
preciso detallar como funciona la ingesta de datos en el benchmark y como e´ste realiza
una divisio´n en tres conjuntos de datos. Adema´s, se comentara´n las distintas formas
que tiene el benchmark de evaluar los entrenamientos realizados, algo crucial para un
posterior ana´lisis de resultados.
Por u´ltimo, hablaremos de las herramientas desarrolladas para el benchmark (vea´se
figura 4.6), realizando una descripcio´n de sus funcionalidades y ejemplos de uso de las
mismas. Los co´digos desarrollados para estas herramientas se pueden encontrar en la
carpeta benchmark del repositorio Github del trabajo [55].
Figura 4.6: Herramientas y co´digos desarrollados para el benchmark
Fuente: Elaboracio´n propia
4.2.1. Ingesta y particionado para entrenamiento, validacio´n y test
El proceso de ingesta de datos para un dataset cualquiera y su posterior de divisio´n
en tres conjuntos disjuntos se realiza con la clase Dataset de Python (dataset.py). Con
el objetivo de desarrollar un mo´dulo ligero y eficiente, esta clase admite datasets en
forma de csv o archivos de Numpy (.npy). En ambos casos, las distintas observaciones del
dataset se encuentran apiladas como vectores fila, donde la u´ltima variable o componente
de cada observacio´n es la clase o etiqueta a la que pertenece. Todas y cada una de las
componentes deben tener tipo nu´merico, incluyendo las etiquetas, que toman valores
enteros comenzando desde el 0. Es decir, si tenemos 2 clases las indicaremos con los
valores 0 y 1, para 3 clases tendremos los valores 0, 1 y 2, y as´ı sucesivamente.
El mo´dulo se ha disen˜ado de tal manera que si le pasamos por primera vez un archivo
csv, lo parseara´, lo convertira´ en un array de Numpy y finalmente lo guardara´ en un ar-
chivo npy. De esta manera logramos por un lado poder evitar usar el archivo csv, el cual
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suele ser ma´s grande que el archivo .npy4, y as´ı utilizar en varias ejecuciones del bench-
mark este u´ltimo tipo de archivos, que permite cargar directamente en memoria arrays
de Numpy, una estructura de datos utilizada para entrenar los modelos de TensorFlow.
Otra de las funciones de la clase Dataset es la de dividir los datos recibidos en conjuntos
(disjuntos) de entrenamiento, validacio´n y test. Al instanciar un objeto de esta clase,
adema´s de indicar el nombre del dataset sobre el que trabajaremos (sin extensio´n de
archivo csv o npy), tambie´n podemos fijar el porcentaje de observaciones del dataset
que poseera´n cada uno de estos conjuntos. Esta divisio´n se realiza tras barajar en primer
lugar todas las observaciones del dataset y permite que cada una de estas tres particiones
del dataset tengan una funcio´n espec´ıfica durante la ejecucio´n del benchmark, tal y como
vemos en la figura 4.7.
Figura 4.7: Funcionalidad de los conjuntos de entrenamiento, validacio´n y test
Fuente: Elaboracio´n propia
Por un lado, el conjunto de entrenamiento (normalmente el 80 % de las observaciones)
se destinara´ al proceso de aprendizaje de la red neuronal, que se realizara´ utilizando un
descenso de gradiente por medio de lotes o batches con un taman˜o prefijado (batch size).
Estos lotes se obtienen gracias a la funcio´n next batch() de la clase Dataset.
En cambio, los datos de validacio´n (en torno al 10 % de observaciones del dataset
normalmente) servira´n para verificar si al acabar una iteracio´n (epoch) del entrenamiento
el modelo se esta´ entrenando de forma correcta. En caso contrario, se pueden detectar a
4Por ejemplo, el dataset CCF en formato csv ocupa unos 150 MB, mientras que en formato npy ocupa
70 MB, algo menos de la mitad.
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tiempo sobreajustes del modelo (overfitting) al conjunto de entrenamiento, evitando de
esta manera numerosos fallos de prediccio´n para el resto de observaciones del dataset.
Finalmente, el conjunto de test (comu´nmente el 10 % de filas del dataset) se reserva
para cuando el modelo predictivo haya sido entrenado por completo. Como los datos
de test no han influido directamente sobre el proceso de entrenamiento, las predicciones
realizadas al aplicar estos datos sobre el modelo entrenado nos dan una estimacio´n real
de la calidad del entrenamiento.
4.2.2. Evaluacio´n de modelos
En este apartado hablaremos de los distintos me´todos de evaluar los modelos de redes
neuronales entrenados por el benchmark, usando principalmente la informacio´n conteni-
da en el libro de Geron [70]. Todos estos me´todos de evaluacio´n se han aplicado en los
distintos co´digos Python del benchmark.
Accuracy
Se denomina accuracy al porcentaje de observaciones correctamente clasificadas. No´te-






Con N eval el nu´mero de observaciones sobre el que estamos evaluando esta me´trica
e inst correctas el nu´mero de observaciones para las que la clase predicha y la clase con
la que se etiqueta la observacio´n son iguales.
Hay que advertir que el valor que aporta esta me´trica es realmente pequen˜o para el
caso de problemas de clasificacio´n donde el nu´mero de observaciones pertenecientes a
una clase es bastante superior al resto de clases (por ejemplo, en el dataset CCF).
AUC
Antes de definir esta´ me´trica debemos suponer que estamos ante un problema de cla-
sificacio´n binario (denoteramos las dos clases objetivo como las clases 1 y 0) y presentar
una serie de conceptos:
TP (true positives) y TN (true negatives) son el nu´mero de observaciones que hemos
predicho de forma correcta que pertenecen a las clases 1 y 0 respectivamente. Por otro
lado, FP (false positives) y FN (false negatives) son el nu´mero de observaciones que
hemos predicho de manera incorrecta que pertenec´ıan a las clases 1 y 0 respectivamente.
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Una curva ROC se puede pintar en una gra´fica enfrentando valores TPR en el eje
de abcisas y valores FPR en el de ordenadas. Para obtener distintos valores de estos
ratios tomaremos distintos thresholds entre 0 y 1, los cuales imponen un l´ımite tal que,
dada una observacio´n, si el valor resultante de realizar una prediccio´n es superior a ese
l´ımite, sera´ transformado en 1 y por lo tanto la observacio´n sera´ catalogada como un
ejemplo positivo (esto es, que pertenece a la clase 1) . Normalmente, cuando se realizan
evaluaciones sobre el conjunto de test se impone un threshold de 0.5, aunque esto puede
variar en el caso de que prefiramos que FP sea mayor a FN5.
Figura 4.8: Ejemplo de curva ROC con su AUC correspondiente
Fuente: Imagen producida por una ejecucio´n del benchmark (playground.py) [55]
5En el caso del dataset CCF, suponiendo que la clase 1 es la de transferencias fraudulentas, es preferible
tener un bajo nu´mero de FN , esto es, transferencias que no hemos podido detectar como fraudulentas,
aunque eso conlleve aumentar los falsos avisos de fraude (FP ).
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Ahora bien, definimos el AUC (Area Under the Curve) de una curva ROC como el valor
del a´rea que encierra e´sta. Un predictor binario que devuelve valores aleatorios posee
un AUC de 0.5, mientras que valores en torno a 0.9 son considerados bastante buenos
[41]. Esta me´trica esta´ normalmente destinada a evaluar problemas donde una de las dos
clases esta´ desproporcionada respecto a la otra. En la figura 4.8 podemos ver un ejemplo
de curva ROC y su valor AUC. Aunque el valor AUC esta´ siempre comprendido entre 0
y 1, en nuestro benchmark se ha decidido devolverlo en forma de porcentaje.
Matriz de confusio´n
El objetivo de esta me´trica es ver en detalle cuantas predicciones hemos realizado para
cada una de las clases objetivo, cuales han sido correctas y cuales no.
Como podemos ver en la figura 4.9, en una matriz de confusio´n CF = (cfij)i,j se
etiquetan las filas y las columnas con los nombres de las clases del problema de clasifi-
cacio´n a resolver (en el caso del dataset CCF son las transferencias fraudulentas y las
normales),
Figura 4.9: Matriz de confusio´n para un conjunto de datos de test del dataset CCF
Fuente: Imagen producida por una ejecucio´n del benchmark (playground.py) [55]
definiendo sus elementos, cfij , como el nu´mero de observaciones que han sido clasifi-
cadas en la clase de la columna j-e´sima y que pertenecen realmente a la clase de la fila
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i-e´sima. No´tese como las observaciones clasificadas correctamente son aquellas situadas
en la diagonal de la matriz de confusio´n. Con esta informacio´n podemos averiguar si se
esta´n haciendo un gran nu´mero de predicciones correctas para una determinada clase o
si por el contrario, existe algu´n tipo de confusio´n entre ciertas clases a la hora de realizar
predicciones. Adema´s el benchmark tambie´n ofrece matrices de confusio´n normalizadas,





Esta me´trica de evaluacio´n es va´lida tanto para problemas de clasificacio´n binarios
como multiclase, obteniendo en general una matriz de confusio´n de dimensio´n m ×m,
con m el nu´mero de clases definidas en el problema de clasificacio´n correspondiente.
4.2.3. Ajuste de hiperpara´metros
Basa´ndonos en las posibles soluciones al problema de bu´squeda y ajuste de hiper-
para´metros de una red neuronal (hyperparameter tuning) [1], he desarrollado un co´digo
(tuning hyperparams.py) que realiza una bu´squeda exhaustiva en un conjunto de hiper-
para´metros dados (grid search), generando sucesivos modelos que se entrenan y evalu´an
independientemente. Editando el script Python mencionado, simplemente tenemos que
indicar la ruta del dataset (este u´ltimo sin extensio´n, para que sea pueda ser utilizado
por la clase Dataset) y las listas con los distintos valores de hiperpara´metros a probar.
Se debe prestar atencio´n a este u´ltimo punto y no poner demasiados valores distintos,
pues al realizarse grid search se probara´ con todas las combinaciones de hiperpara´metros
indicadas, pudiendo resultar en un problema con complejidad exponencial.
Los resultados de este ajuste de hiperpara´metros se ira´n guardando por defecto den-
tro de una carpeta tmp del directorio ra´ız6, generando ah´ı un archivo de texto (tu-
ning results.txt), as´ı como los distintos modelos entrenados (archivos ckpt), de cara a
poder ser reusados por otros co´digos de TensorFlow en un futuro [57]. El archivo de
texto contiene los tiempos de entrenamiento y los hiperpara´metros utilizados para cada
uno de los modelos entrenados. En la parte final del txt se indica el modelo o´ptimo,
elegido por tener un AUC superior al resto. No obstante, podr´ıa ser interesante cambiar
este criterio por otro que ponderara AUC con el tiempo de entrenamiento, aunque esto
depende de las prioridades que nos hayamos marcado para resolver nuestro problema.
Por otro lado, tambie´n se guardan archivos de TensorBoard para cada modelo, in-
dispensables para comparar de manera gra´fica me´tricas como AUC o accuracy. Por
ejemplo, en la figura 4.10 vemos como evoluciona el AUC a lo largo del entrenamiento
6Dentro de tmp se guardan todos estos resultados en una carpeta con el esquema hyptuning-run-fecha–
hora.
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para 4 modelos distintos. No´tese como se ha aplicado una media exponencial (smoot-
hing) en TensorBoard para corregir los picos en los resultados de los modelos y analizar
las tendencias de estas me´tricas a medida que avanza el entrenamiento.
Figura 4.10: Resultados del ajuste de hiperpara´metros en Tensorboard
Fuente: Resultado de una ejecucio´n de tuning hyperparams.py [55]
Debido al alto nivel de abstraccio´n de este componente del benchmark, pues u´nicamen-
te es necesario introducir el nombre del dataset y los distintos hiperpara´metros a probar,
ser´ıa una buena idea empezar con e´l las pruebas de entrenamiento en esta segunda fase
del marco de trabajo (ve´ase figura 4.1). Adema´s, es interesante utilizar como punto de
partida los hiperpara´metros utilizados en la seccio´n 3.3, dado que pueden servirnos como
gu´ıa para realizar un ajuste o´ptimo.
Finalmente, indicar que en el presente trabajo tambie´n se explica como realizar un
ajuste automa´tico de hiperpara´metros en la nube, utilizando en este caso ML Engine
(seccio´n 5.1.2).
4.2.4. Playground
El archivo playground.py es la parte central del benchmark desarrollado y consiste
en un script que realiza un parseo de hiperpara´metros por l´ınea de comandos, instan-
ciando una determinada red neuronal para resolver problemas de clasificacio´n binarios
o multiclase (clases DNN de los archivos dnn binary.py y dnn multiclass.py respectiva-
mente). Tambie´n se debe indicar la ruta de un archivo csv o npy (sin extensio´n) para
que la ingesta y la particio´n del dataset pueda ser realizada por la clase Dataset (script
dataset.py).
A continuacio´n mostramos un ejemplo de llamada a playground.py a trave´s de la l´ınea
de comandos, suponiendo que el archivo creditcard (ya sea en formato npy o csv), este´
en la misma ruta que el script.
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$ python .\ playground . py \
−−d a t a s e t f i l e c r e d i t c a r d \
−−h i d d e n l a y e r s 10 5 \
−−epochs 100 \
−−b a t c h s i z e 50 \
−− l e a r n i n g r a t e 0 .1
En la llamada hemos utilizado el dataset CCF, creando una red neuronal con dos
capas ocultas de 10 y 5 neuronas respectivamente. Hemos realizado un entrenamiento
de 100 iteraciones o epochs, utilizando para el mismo un batch size de 50 observaciones.
Por u´ltimo, la tasa de aprendizaje que toma el optimizador por defecto (Adam) es de
0.1. Dado que no hemos indicado algunos hiperpara´metros que tambie´n acepta el script,
se han aplicado aquellos por defecto: se ha usado la funcio´n de activacio´n elu y batch
normalization, no se aplica regularizacio´n L1 ni L2 y no se ha utilizado dropout. Adema´s,
como no hemos indicado un directorio donde guardar los resultados (argumento log dir),
se han creado un par de carpetas (tmp y playground-run-fecha–hora dentro de la primera)
por defecto en el directorio ra´ız.
Figura 4.11: Archivos generados por playground.py, con detalle de log y curva ROC
Fuente: Resultado de una ejecucio´n de playground.py [55]
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El resultado del comando anterior se muestra en la figura 4.11. Se puede ver como se
han generado varios archivos en una carpeta del directorio /tmp, mostrando un detalle
del log de resultados (log.txt) y la curva ROC (roc.png, con el AUC correspondiente).
Los archivos cm.png y cm norm.png contienen las matrices de confusio´n (sin normalizar
y normalizadas respectivamente) para los datos de test. Por otro lado, el archivo cuyo
nombre contiene la cadena de caracteres tfevents es el encargado de almacenar la in-
formacio´n necesaria para mostrar los resultados del entrenamiento en TensorBoard. Las
carpetas model y training contienen el modelo con los para´metros o´ptimos (mejor resul-
tado AUC sobre los datos de validacio´n) y el u´ltimo modelo entrenado respectivamente,
para que as´ı puedan ser usados de nuevo por TensorFlow.
Este playground es recomendable aplicarlo tras realizar un ajuste de hiperpara´metros
primero (tuning hyperparams.py) y as´ı utilizar los hiperpara´metros del modelo o´ptimo
para obtener resultados ma´s exhaustivos. Finalmente, podemos volver a reutilizar estos
hiperpara´metros para entrenar un modelo en Google Cloud con ML Engine (seccio´n
5.1.1), en el caso de que contemos con datasets adicionales de varios millones de filas y/o
las redes neuronales a entrenar sean bastante profundas y por lo tanto tengan un gran
nu´mero de para´metros a entrenar.
A continuacio´n describiremos los dos modelos de redes neuronales desarrollados en
TensorFlow y que puede utilizar nuestro playground (por defecto utiliza el de redes neu-
ronales para problemas de clasificacio´n multiclase). Estos dos co´digos se han desarrollado
utilizando partes de un notebook del repositorio del libro de Geron en Github [42], ejem-
plos de TensorFlow de otro repositorio [51], tutoriales de TensorFlow.org [39] y co´digo
desarrollado para la asignatura de Geometr´ıa Computacional [53].
Redes neuronales de clasificacio´n multiclase
Apoya´ndonos en la teor´ıa expuesta en la seccio´n 4.1.1 he creado un Perceptro´n Mul-
ticapa en TensorFlow (dnn multiclass.py) para resolver problemas de clasificacio´n mul-
ticlase.
La clase DNN creada en el script instancia grafos de co´mputo en TensorFlow que
modelan un Perceptro´n Multicapa a partir de una serie de hiperpara´metros que fijamos.
Cuando hayamos creado un objeto de la clase DNN (siglas provenientes de Deep Neural
Networks), podremos realizar un entrenamiento de la red neuronal por medio del me´todo
train, al que pasaremos entre otro argumentos, el nu´mero de epochs a realizar y el
batch size.
Existe tambie´n un me´todo test que permite obtener el valor AUC y el accuracy sobre
un conjunto de datos de test determinados. Adema´s, si queremos conocer en detalle las
predicciones realizadas por nuestra red, tenemos el me´todo predict, el cual devuelve un
vector de probabilidades para cada clase y cada observacio´n, y predict class, que nos
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devuelve la clase predicha para cada observacio´n (tomando la probabilidad mayor entre
todas las clases).
Otros me´todos auxiliares de esta clase son save roc, save cm, que guardan en formato
png una curva ROC y una matriz de confusio´n respectivamente. Estos dos me´todos son
usados por playground.py para generar archivos como los de la figura 4.11
Figura 4.12: Ejemplo de red neuronal aplicado al dataset CCF
Fuente: Elaboracio´n propia
No´tese como podemos resolver problemas de clasificacio´n binarios si escogemos m = 2,
pues tendremos 2 neuronas en la capa de salida. Por ejemplo, esto se puede usar en el
dataset CCF, utilizando estructuras de redes neuronales como la propuesta en la figura
4.12.
Redes neuronales de clasificacio´n binaria
Este modelo es pra´cticamente ide´ntico al anterior, con la salvedad de que el co´digo
(dnn binary.py) esta´ preparado para resolver problemas de clasificacio´n binarios, utili-
zando una u´nica neurona en la capa de salida. Utilizando la notacio´n de la seccio´n 4.1,
en este caso hemos adaptado por un lado la funcio´n de coste:




#»xi,W )) + (1− ti)log(1− y( #»xi,W )) (4.22)
En este caso y( #»xi,W ) ∈ {0, 1} es un valor binario y no un vector debido a que solo
podemos realizar dos posibles predicciones para cada observacio´n. No´tese como esta
funcio´n de coste es equivalente a la descrita en la ecuacio´n 4.8 con m = 2. Esto se debe
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al hecho de que tras aplicar la funcio´n softmax a la dos neuronas de la capa de salida,
la suma de sus valores es igual a 1.
Por u´ltimo, en este caso, como solo tenemos una neurona de salida no podemos aplicar
sobre ella la funcio´n softmax, por lo que se utiliza en este caso una funcio´n sigmoide. Es
interesante ver como la segunda componente del vector softmax (esto es, la probabilidad
de que una observacio´n pertenezca a la clase 1), en el caso de que estuvie´ramos utilizando
una red neuronal con dos neuronas de salida (m = 2), se trata de una funcio´n sigmoide
aplicada a la diferencia de los dos valores de las de las neuronas de salida:










= σ(z2 − z1)
(4.23)
z1 y z2 son los valores de las dos neuronas de salida de la red neuronal (antes de aplicar
la funcio´n softmax) y ti1 y ti2 las componentes que indican si la clase de la observacio´n
#»xi es la 0 (ti1 = 1) o la 1 (ti2 = 1). Por tanto, como en un problema de clasificacio´n
binario solamente estamos interesados en conocer P (ti2 = 1| #»xi), es claro que, reajustando
el valor de los pesos, podemos sustituir las dos neuronas de la capa de salida por una
sola y aplicar sobre ella una funcio´n sigmoide. Es interesante destacar que nu´mero de
para´metros de la red neuronal disminuye si usamos este u´ltimo enfoque en vez del otro.
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En este cap´ıtulo explicaremos como se pueden realizar entrenamientos de redes neuro-
nales con datasets de gran taman˜o. Este proceso se corresponde con la tercera y u´ltima
fase del marco propuesto en la figura 1.2. La idea de esta fase es que una vez que se
hayan probado en el benchmark local distintos hiperpara´metros de redes neuronales, se
pueda escalar este entrenamiento (usando los hiperpara´metros del modelo o´ptimo del
benchmark) a datasets de taman˜o bastante superior al utilizado en un principio. Esto
es interesante en el caso de que se hayan recogido observaciones adicionales a las que
ten´ıamos en un principio o si desde un primer momento hemos estado trabajando con
un dataset muestreado (con observaciones suficientemente representativas) y queramos
extender el ana´lisis y los entrenamientos al dataset completo.
Aunque no sea un dataset de gran taman˜o, utilizaremos el dataset CCF para probar
los distintos servicios de entrenamiento que nos ofrece ML Engine. Esta vez utilizaremos
TensorFlow 1.2 en vez de 1.1, como hicimos en los cap´ıtulos 3 y 4, dado que los ejemplos
de ML Engine adaptados en este cap´ıtulo estaban realizados para esa versio´n de la
librer´ıa. Adema´s, para cerrar este cap´ıtulo hablaremos de modelos Wide and Deep,
utilizados en los entrenamientos de ML Engine y que combinan regresiones de tipo
lineal y redes neuronales para ofrecer modelos ma´s robustos y flexibles.
5.1. ML Engine
Debido a la complejidad de la herramienta y la abundante documentacio´n que posee
[61], todo ello unido al hecho de que es un producto bastante reciente y cambiante (de
hecho salio´ de la fase beta en marzo de 2017 [40]), he decidido adaptar uno de los ejemplos
ofrecidos por ML Engine para realizar nuestro entrenamiento con el dataset CCF [26].
Este ejemplo usa librer´ıas de alto nivel de TensorFlow (tf.contrib.learn y tf.contrib.layers)
que he adaptado fa´cilmente a nuestro dataset.
De forma similar a como hicimos en el cap´ıtulo 3, ML Engine realizara´ la ingesta
desde Cloud Storage y depositara´ ah´ı tambie´n los modelos entrenados (en formato .ckpt
para que puedan ser usados por otros programas de TensorFlow), as´ı como archivos
de TensorBoard con los que visualizar los resultados obtenidos. Todo esto se realizara´
a trave´s del script Bash scriptml.sh que podemos encontrar en el repositorio Github
del proyecto [55]. El u´nico requisito para poder ejecutarlo es que tenemos que haber
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instalado y configurado previamente el SDK de Google Cloud en nuestro ordenador.
Hay que destacar que en el ape´ndice 5 podemos encontrar un ana´lisis de los resultados
de ML Engine para un ajuste de hiperpara´metros y un par de entrenamientos, usando
en todos ellos modelos Wide and Deep y el dataset CCF.
Para cerrar esta seccio´n se expondra´n los precios por el uso de esta herramienta y se
ofrecera´n un par de estimaciones de coste.
5.1.1. Entrenamiento
El objetivo de este apartado es comentar de forma breve los pasos para realizar un
entrenamiento en ML Engine [46]: en primer lugar depositaremos un par de archivos csv
en Cloud Storage que servira´n como datos de entrenamiento y datos de validacio´n. En
nuestro caso, he dividido el dataset CCF con un script en R (split.R, que adema´s permite
decidir si realizar o no undersampling), para despue´s subir manualmente los archivos csv
resultantes a Cloud Storage. Este u´ltimo paso tambie´n se podr´ıa realizar por medio del
comando gsutil cp, perteneciente al SDK de Google Cloud.
El siguiente paso es desarrollar el co´digo para entrenar los modelos en la nube. Dado
que era bastante d´ıficil adaptar el co´digo del benchmark local desarrollado en la fase
previa, se ha optado por adaptar un co´digo de ejemplo proporcionado por ML Engine
[26]. Esta adaptacio´n ha consistido en definir las columnas de nuestro dataset (y decla-
rarlas de tipo nu´merico) en el archivo model.py, el cual se encuentra dentro de la carpeta
trainer, presente tambie´n en el repositorio del trabajo [55].
En este script Python tambie´n se proponen dos maneras distintas para resolver el pro-
blema de clasificacio´n asociado al dataset que estemos usando: mediante redes neuronales
profundas (funcio´n DNNClassifier) o con modelos Wide and Deep (DNNLinearCombi-
nedClassifier). Es interesante destacar que, dado que son funciones de muy alto de nivel
del paquete tf.contrib.learn y esta´n bastante orientadas para realizar diversas pruebas
sobre ellas, aceptan tambie´n variables catego´ricas o discretas. Este tipo de variables pue-
den ser de tipo string (cadena de caracteres), a diferencia del tipo de variables que hemos
estado tratando en este trabajo, todas ellas nu´mericas.
Por tanto, solo necesitamos ejecutar el siguiente comando para entrenar el modelo:
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$ gcloud ml−eng ine jobs submit t r a i n i n g JOB ID \
−−stream−l o g s \
−−runtime−ve r s i on 1 .2 \
−−job−d i r $GCS JOB DIR \
−−module−name t r a i n e r . task \
−−package−path t r a i n e r / \
−−s ca l e−t i e r $SCALE TIER \
−−r eg i on us−c e n t r a l 1 \
−− \
−−t ra in− f i l e s $TRAIN FILE \
−−t ra in−s t ep s $TRAIN STEPS \
−−eval− f i l e s $EVAL FILE \
−− f i r s t −l ayer−s i z e 25 \
−−num−l a y e r s 2 \
−−v e r b o s i t y DEBUG \
−−eval−s t ep s $EV STEPS
ML Engine se encargara´ de arrancar un cluster de ma´quinas determinado con SCA-
LE TIER, ejecutando en cada una de ellas el co´digo que he alojado en la carpeta trainer,
el cual se ha convertido a un paquete de Python de forma automa´tica. Comentar como
curiosidad, que si elegimos STANDARD 1 como cluster, ML Engine se encargara´ au-
toma´ticamente de realizar entrenamientos usando TensorFlow distribuido (seccio´n 2.2.2).
Aunque existen numerosos para´metros para este comando [6], sintetizaremos dicien-
do que JOB ID es un identificador alfanume´rico u´nico que debemos dar al trabajo de
entrenamiento que estamos realizando, mientras que GCS JOB DIR almacena una ruta
en Storage donde se depositara´n los resultados. No´tese como hemos estamos ejecutando
ML Engine con la versio´n 1.2 de TensorFlow y como el argumento ” − −” separa los
primeros argumentos, que utiliza ML Engine, del resto, los cuales son parseados por el
archivo task.py, situado en la carpeta trainer.
Por u´ltimo, el script que he desarrollado descargara´ los resultados desde Storage, los
comprimira´ en un zip y lo subira´ de nuevo a Storage, borrando la carpeta original de
resultados. En el caso de que queramos seguir en tiempo real el log de ejecucio´n de los
trabajos de entrenamiento, podemos utilizar la herramienta Stackdriver de Google Cloud
Platform (podemos acceder buscando Logging en la Cloud Console) y ver los logs de un
trabajo determinado, como podemos apreciar en la figura 5.1.
5.1.2. Ajuste automa´tico de hiperpara´metros
Otro de los interesantes servicios que proporciona ML Engine es el de realizar un ajuste
automa´tico de hiperpara´metros (hyperparameter tuning) en nuestros modelos [22]. Con
ello podremos realizar varias pruebas (incluso algunas de ellas de manera simulta´nea) con
distintos hiperpara´metros de nuestra red neuronal (nu´mero de capas ocultas, neuronas
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Figura 5.1: Log de un trabajo realizado por ML Engine
Fuente: Stackdriver Logging
en cada capa oculta, taman˜o del batch, etc.). Esta serie de pruebas es similar a la que
se realiza en el benchmark que he desarrollado (seccio´n 4.2.3).
Todo esto se realiza de manera muy sencilla, creando un archivo hptuning config.yaml,
el cual podemos encontrar de ejemplo tanto en el repositorio de ejemplo de ML Engine
[26] como en el del presente trabajo [55]. En el archivo YAML necesitaremos indicar en el
campo goal la me´trica que maximizaremos o minimizaremos. El nombre de esta me´trica
viene dado en hyperparameterMetricTag y para el ejemplo que tenemos, he selecciona-
do auc, aunque cualquiera de las me´tricas que evaluamos y guardamos en TensorBoard
puede ser escogida (por ejemplo, accuracy). Ahora bien, tambie´n necesitaremos indicar
el nu´mero de pruebas para cada hiperpara´metro y el nu´mero de pruebas a realizar en
paralelo (campos maxTrials y maxParallelTrials respectivamente). Por u´ltimo, escribi-
remos los hiperpara´metros a ajustar por medio de su nombre (tal y como aparece en
los argumentos aceptados por task.py) en el campo parameterName, su tipo, los valores
mı´nimos y ma´ximos a tomar durante la prueba y el tipo de escala (scaleType), que indica
si los valores de los hiperpara´metros estara´n equiespaciados (UNIT LINEAR SCALE ),
o si lo estara´n dentro una escala logar´ıtmica (UNIT LOG SCALE, donde habra´ ma´s
valores situados cerca del valor ma´ximo definido). Para ma´s informacio´n sobre las dis-
tintas opciones que ofrece el archivo YAML de configuracio´n de hiperpara´metros, se
puede consultar la documentacio´n de ML Engine en la bibliograf´ıa [9].
Los entrenamientos con ajuste de hiperpara´metros se realizan con el mismo comando
que el utilizado en la seccio´n anterior, solo que ahora an˜adiremos el siguiente argumento
(antes del argumento ”−−”, pues es informacio´n que debe ser pasada a ML Engine):
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$ −−c o n f i g $HPTUNING CONFIG
HPTUNING CONFIG indica en este caso la ruta del archivo YAML con la configu-
racio´n de hiperpara´metros deseada. Destacar que tras el realizar el trabajo de ajuste,
se generan tantos modelos de TensorFlow y archivos de TensorBoard como pruebas dis-
tintas hayamos indicado. Estos u´ltimos nos sera´n de gran utilidad en el caso de que
queramos realizar un ana´lisis de manera visual del ajuste de hiperpara´metros.
5.1.3. Precio
Los costes de ML Engine se dividen por una parte en aquellos derivados de Cloud
Storage (Vea´se [14] y seccio´n 3.5), pues en esa herramienta se almacenan los datos de
entrenamiento y validacio´n que utilizara´ ML Engine.
Por otra parte, ML Engine computa costes por unidades de entrenamiento (ML Engine
training units), un concepto difuso que se corresponde a la potencia de una ma´quina
esta´ndar que realiza un trabajo de entrenamiento [16]. El precio (a fecha de julio de 2017)
por cada unidad de entrenamiento es de $0.49 cada hora. El nu´mero de unidades que se
utilizara´n durante el entrenamiento se establece por medio del argumento SCALE TIER,
perteneciente al comando gcloud y descrito en 5.1.1.
Para tener un resu´men de los precios y los clusters ofrecidos en ML Engine, conviene
consultar la tabla 5.1.
Tabla 5.1: Tabla de precios para distintos clusters de ML Engine en EEUU (julio 2017)
Fuente: Precios de ML Engine
Tipo cluster Descripcio´n Coste por hora ($)
BASIC Una sola ma´quina sin GPU 0.49
BASIC GPU Una sola ma´quina con GPU 1.47
STANDARD 1
Gran nu´mero de ma´quinas y unos pocos
servidores para almacenar para´metros
4.9
PREMIUM 1
Gran nu´mero de ma´quinas
y servidores para almacenar para´metros
36.75
Con el objetivo de ofrecer una estimacio´n de los costes de esta herramienta, tomaremos
como ejemplo todas las pruebas realizadas para este trabajo. En total se han realizado
unas 10 horas de pruebas, utilizando los dos clusters ma´s ba´sicos (una ma´quina sin y
con GPU respectivamente), costando en total unos $11, una cifra bastante razonable.
Debemos remarcar que la mayor parte del tiempo se ha dedicado a experimentar con
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los modelos Wide and Deep que hemos utilizado con ML Engine, por lo que una vez
adquirida experiencia sobre el funcionamiento de estos modelos, es razonable pensar
que pagaremos u´nicamente por realizar un entrenamiento para ajustar hiperpara´metros
y otro entrenamiento ma´s (con ma´s iteraciones que en el ajuste) utilizando los hiper-
para´metros o´ptimos. Adema´s, tambie´n hay que apuntar que antes de lanzarnos a realizar
pruebas en la nube con ML Engine, es conveniente realizar entrenamientos en local por
medio del comando gcloud ml-engine local train, evitando de esta manera posibles costes
adicionales no deseados.
A partir de los resultados del entrenamiento en ML Engine realizado en el ape´ndice 5
para el dataset CCF, realizaremos otra estimacio´n para un dataset con el mismo nu´mero
de variables pero con un nu´mero mayor de observaciones. El entrenamiento mencionado
se realizo´ sobre el dataset CCF utilizando una ma´quina con GPU (tipo de cluster BA-
SIC GPU ) en 5 minutos (unos 35 minutos menos que el mismo entrenamiento realizado
en el benchmark local). Suponiendo que el tiempo aumenta de manera proporcional
respecto al nu´mero de filas del dataset1, podr´ıamos entrenar unas 10 millones de ob-
servaciones en 2 horas y media, lo cual equivale a $3.7. Esta cantidad es algo bastante
razonable, teniendo en cuenta que hemos entrenado nuestro modelo en remoto con un
gran nu´mero de observaciones.
5.2. Modelos Wide and Deep
En esta seccio´n realizaremos una introduccio´n teo´rica a los modelos Wide and Deep, los
cuales combinan ventajas de modelos lineales (como las regresiones lineales o log´ısticas)
con modelos de aprendizaje automa´tico profundo (deep learning). Existe una API de
alto nivel en TensorFlow que permite utilizar estos modelos [2] y que he probado para
realizar entrenamientos en ML Engine con el dataset CCF (ape´ndice 5). El desarrollo de
esta seccio´n se ha realizado tras estudiar el art´ıculo de investigacio´n que presento´ este
tipo de modelos y que podemos encontrar en la bibliograf´ıa [67], as´ı como los tutoriales
de TensorFlow para aplicar modelos de regresio´n lineales [35, 59] y Wide and Deep [60].
En primer lugar, al igual que se hizo en la exposicio´n de la seccio´n 4.1, hay que insis-
tir en que las variables que consideraremos en el desarrollo teo´rico de esta parte sera´n
todas de tipo nume´rico. Dado que es algo comu´n encontrarse en datasets con variables
catego´ricas con valores de tipo cadena de caracteres, un tipo de transformacio´n a reali-
zar es usando vectores dispersos, es decir, aquellos cuya mayor´ıa de componentes toman
valor 0. Por ejemplo, supongamos que tenemos una variable altura que toma como va-
lores: alto, medio y bajo. Para que esta variable sea de tipo nu´merico, crearemos tres
variables binarias es alto, es bajo y es medio, indicando el valor original de altura. Es
decir, si una observacio´n tiene valor alto, entonces es alto tomara´ valor 1, mientras que
los otras dos variables que hemos creado valdra´n 0. Esto creara´ vectores dispersos, que
1Existen evidencias que demuestran que si utilizamos GPUs en vez de CPUs el tiempo aumenta muy
poco con cantidades cada vez mayores de datos [7].
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pueden modelizarse fa´cil y eficientemente en TensorFlow por medio de las funciones
sparse column with keys o sparse column with hash buckets. No obstante, una u´nica va-
riable catego´rica con un elevado nu´mero de valores posibles puede generar un nu´mero
alt´ısimo de variables extra en nuestro modelo, por lo que este podr´ıa tardar mucho ma´s
tiempo en entrenarse. Para poder paliar este problema, los autores de [67] utilizaron
en la parte Deep (redes neuronales profundas) de estos modelos lo que se conoce como
word embeddings, una te´cnica que permite pasar palabras a vectores con unas pocas
componentes de tipo nume´rico [49]. Debido a que es una te´cnica muy relacionada con el
campo del procesamiento natural del lenguaje y que por tanto escapa a los objetivos del
trabajo, he cre´ıdo conveniente no realizar una explicacio´n ma´s detallada de la misma.
Para poder formular matema´ticamente un modelo Wide and Deep, necesitamos previa-
mente introducir modelos de tipo lineal y redes neuronales. Empecemos con los primeros:
sea #»x = (x1, . . . , xk) una observacio´n compuesta de k variables distintas. Una regresio´n
lineal realiza una prediccio´n
y = W · #»x + b =
k∑
j=1
wjxj + b (5.1)
donde W = (w1, . . . , wk) es el vector fila de pesos y b es el bias o sesgo del modelo.
En el caso de que estemos ante un problema de clasificacio´n binaria (las observaciones
pertenecen a la clase 1 o 0), la regresio´n lineal se denomina log´ıstica y la prediccio´n
realizada es:





siendo P (t = 1| #»x ) la probabilidad de que la observacio´n #»x pertenezca a la clase 1 y
σ(x) la funcio´n sigmoide. No´tese como esta funcio´n u´nicamente toma valores entre 0 y
1.
Estos dos u´ltimos tipos de regresiones realizan predicciones a partir de relaciones
lineales entre variables, lo que puede derivar en que no estemos teniendo en cuenta
relaciones de tipo no lineal y que pueden ser clave para realizar una prediccio´n precisa.
Para corregir esto podemos introducir (siempre de forma manual, usando por ejemplo
la funcio´n crossed column de TensorFlow) J variables cruzadas a las k anteriores:
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donde cij es un valor booleano que indica si la variable i-e´sima esta presente en el
cruce j-e´simo.
No obstante, modelos au´n ma´s complejos como los de deep learning (por ejemplo las
redes neuronales con mu´ltiples capas ocultas) permiten realizar predicciones au´n ma´s
generales, obteniendo combinaciones de variables no descubiertas con otros modelos.
La fo´rmula para obtener la prediccio´n de una red neuronal (Perceptro´n Multicapa)
con L − 2 capas ocultas, dl neuronas en la capa l-e´sima y propagacio´n hacia delante
(feed-forward) es la siguiente:
a(l+1) = h(l+1)(a(l)W (l) + b(l)) l ∈ {1, 2, . . . , L− 1} (5.6)
siendo a(l+1) las activaciones (con a(1) = #»x ) , W (l) y b(l) los pesos y bias de la capa
l-e´sima (matrices con dimensiones dl × dl+1 y dl+1 respectivamente), y h(l+1) : Rdl+1 →
Rdl+1 la funcio´n de activacio´n para esa capa (normalmente ReLU o sigmoide) y L el
nu´mero de capas totales (contando la capa de entrada y la de salida). Suponiendo que
estamos resolviendo un problema de clasificacio´n binaria con una sola neurona en la capa
de salida, tendr´ıamos que P (t = 1| #»x ) = σ(a(L)). No´tese como una red neuronal con solo
una capa de entrada y otra de salida y que aplica una funcio´n sigmoide a esta u´ltima es
equivalente a una regresio´n log´ıstica.
De manera intuitiva, podemos ver como por un lado, en las regresiones lineales cada
uno de los pesos indica la importancia de la variable a la que multiplica, donde pesos
con valor cercano a 0 indican la irrelevancia de sus variable correspondientes de cara a
formular una prediccio´n.
Sin embargo, las redes neuronales multicapa, en vez de dar informacio´n espec´ıfica
sobre la importancia de cada variable, abstrae relaciones (de tipo no lineal) no previstas
por otros modelos. Este tipo de relaciones se van “almacenando” en cada una de las
neuronas de las distintas capas ocultas, permitiendo obtener niveles de abstraccio´n muy
altos, aunque d´ıficiles de interpretar desde el punto de vista anal´ıtico. Sin embargo,
estas redes neuronales a veces pueden realizar sobregeneralizaciones que resulten en
predicciones e´rroneas.
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Figura 5.2: Esquema de modelos lineales, “Wide and Deep” y redes neuronales respec-
tivamente
Fuente: Wide and Deep models for Recommender Systems [67]
Por lo tanto, de cara a obtener los beneficios de cada uno de estos dos tipos de modelos,
surgen los modelos Wide and Deep para problemas de clasificacio´n binarios (vea´se figura
5.2), que podemos representar matema´ticamente de la siguiente manera:
P (t = 1| #»x ) = σ(Wlin · #»x c +Wdnn · a(L) + b) (5.7)
#»x c = [
#»x , V C( #»x )T ] (5.8)
Wlin es el vector fila con los pesos correspondientes a la parte lineal del modelo, Wdnn
otro vector fila con los pesos para los valores de la capa de salida de una red neuronal
profunda (deep neural network) y #»x c un vector con la observacio´n
#»x ampliada con una
serie de variables cruzadas.
Otro de los puntos claves de estos modelos es que el entrenamiento de la parte lineal
(Wide) y la parte de redes neuronales (Deep) se realiza de manera conjunta, reajustando
al mismo tiempo (por medio del algoritmo de backpropagation) Wlin, Wdeep y los pesos y
sesgos pertenecientes a la red neuronal. Este entrenamiento conjunto permitira´ que a lo
largo de las iteraciones se vayan corrigiendo los defectos de la parte lineal (imposibilidad
de obtener relaciones no lineales entre variables) y de la parte de red neuronal (posibles
sobregeneralizaciones), obteniendo as´ı un modelo ma´s robusto que las regresiones lineales
o las redes neuronales por separado.
Si queremos aplicar en TensorFlow (versio´n 1.2 para Python) los modelos que hemos
descrito en esta seccio´n, podemos usar LinearClassifier (problemas de clasificacio´n) o
LinearRegressor (problemas de regresio´n) para modelos de regresio´n lineales. De mane-
ra ana´loga, las funciones DNNClassifier y DNNRegressor nos permiten modelar redes
neuronales profundas. Adema´s, en el caso de los modelos Wide and Deep tenemos otro
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par de funciones, que al igual que las anteriormente mencionadas, se pueden aplicar a
problemas de clasificacio´n y de regresio´n respectivamente: DNNLinearCombinedClassi-
fier y DNNRegressor. En el caso de los problemas de regresio´n, la fo´rmula que se aplica
es ide´ntica a la escrita en 5.7, solo que en este caso prescindimos de la funcio´n sigmoide.
Por u´ltimo, hay que destacar que estos modelos se han aplicado con e´xito al sistema de
recomendacio´n de aplicaciones de la Google Play Store, que posee ma´s de 1.000 millones
de usuarios activos y 1 millo´n de aplicaciones, lo cual da idea del nivel de magnitud del
conjunto de datos de entrenamiento y la cantidad de variables que componen el modelo.
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6.1. Conclusio´n
Una vez expuesto el ecosistema de herramientas utilizadas a lo largo de las tres etapas
en las que se divide el trabajo, podemos destacar la variedad de campos con los que he
trabajado: aprendizaje automa´tico, estad´ıstica, computacio´n en la nube y ana´lisis de da-
tos a gran escala son algunos ejemplos. Adema´s, he realizado un trabajo de desarrollo de
co´digos desde un nivel de abstraccio´n bastante alto, por ejemplo usando la librer´ıa Keras,
a otro de ma´s bajo nivel, como el del benchmark local, programado mayoritariamente
utilizando funciones nativas de TensorFlow.
Resumiendo los resultados obtenidos al utilizar como ejemplo el dataset CCF1 pode-
mos destacar la facilidad de la ingesta de datos con Google Cloud Storage y BigQuery,
posibilitando por lo tanto poder experimentar con casi cualquier dataset que deseemos.
Adema´s, con Datalab y una serie de librer´ıas de Python he podido realizar una completa
exploracio´n del dataset, donde se ha comprobado que las transferencias fraudulentas son
un porcentaje casi residual respecto al total, o que a pesar de que este tipo de transfe-
rencias no se produjeron a lo largo del tiempo bajo un patro´n determinado, muchas de
ellas eran de una cantidad inferior a 3 euros.
Tras realizar un entrenamiento en Keras con una red neuronal de dos capas ocultas,
seguimos probando con modelos similares en el benchmark y llegamos a la conclusio´n
de que una red neuronal con una simple capa oculta devolv´ıa resultados realmente bue-
nos. Adema´s, a partir de los resultados devueltos por el benchmark, descubrimos que
te´cnicas como batch normalization permit´ıan incluso evitar el sobreentrenamiento sobre
el dataset CCF, por lo que obtuvimos resultados realmente buenos incluso sin realizar
undersampling. No obstante, cuando no aplica´bamos este undersampling ni te´cnicas que
evitaran el sobreentrenamiento, se comprobo´ que principalmente exist´ıa un problema en
la deteccio´n de transferencias fraudulentas, debido en gran medida a la desproporcio´n
de las dos clases objetivo.
En cuanto a ML Engine, los resultados no han sido muy satisfactorios, dado que han
sido peores que los obtenidos en el benchmark, au´n habiendo utilizado modelos Wide and
Deep con hiperpara´metros similares. Adema´s, tampoco he podido comprobar el verdade-
ro rendimiento de ML Engine entrenando con una gran cantidad de datos, debido a que
1Estos resultados, as´ı como un ana´lisis detallado de los mismos se puede encontrar en los cap´ıtulos 3,
4 y 5 del ape´ndice.
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el dataset CCF solamente posee unas 285.000 observaciones. No obstante, he comproba-
do que si utilizamos ma´quinas con GPU en ML Engine los tiempos de entrenamiento se
reducen dra´sticamente respecto a entrenamientos similares en el benchmark.
Por u´ltimo, destacar que en general he desarrollado herramientas que permiten que
nos olvidemos de los problemas de inestabilidad y los elevados tiempos de ejecucio´n en
R, evitado adema´s la necesidad de aplicar algoritmos de reduccio´n de dimensionalidad
o de seleccio´n de variables (feature engineering) para entrenar los modelos. Los tiempos
de entrenamiento y los resultados obtenidos para el dataset CCF han sido bastante
satisfactorios, ma´s au´n si consideramos que hemos estado entrenado modelos con 285.000
observaciones y 30 variables, unas cifras algo elevadas para un dataset de ejemplo.
6.2. Trabajo futuro
Debido a la moderada extensio´n trabajo, se han ido recogiendo un buen nu´mero de
propuestas para una futura expansio´n de la funcionalidad de las herramientas presenta-
das.
En primer lugar, ser´ıa interesante convertir el co´digo desarrollado en el benchmark en
un paquete de Python, para posteriormente publicarlo en PyPI, el repositorio oficial de
paquetes de Python. De esta manera la comunidad de usuarios podr´ıa instalar y utilizar
de manera ma´s sencilla las funcionalidades del benchmark. Para ello, ser´ıa necesario
definir de manera clara el conjunto de funciones que va a ofrecer nuestro benchmark.
Otra de las ventajas de esta posible mejora ser´ıa la posibilidad de utilizar el benchmark
en la parte de exploracio´n de datos con Datalab (recordemos que podemos utilizar el
comando pip install en las celdas de los notebooks para instalar paquetes Python) o
incluso en la parte de entrenamiento a gran escala con ML Engine, utilizando por medio
de un script Python las distintas funcionalidades que ofrecer´ıa el paquete del benchmark.
Esto permitir´ıa poder trabajar de manera remota con todas las herramientas presentadas
en el trabajo, lo cual es una gran ventaja en el caso de que lo utilizaran de manera
cooperativa varios miembros de un equipo de desarrollo o investigadores pertenecientes
a distintas instituciones educativas.
Por otra parte, en la primera fase del proyecto, se podr´ıa intentar reemplazar los
gra´ficos de la librer´ıa Matplotlib por otros que ofrezcan un mayor grado de interaccio´n,
como por ejemplo los que ofrece la librer´ıa Plotly, disponible para Python. Adema´s, otra
interesante propuesta ser´ıa la de realizar predicciones en Datalab a partir de modelos
entrenados con ML Engine, apoya´ndonos en este caso en la facilidad de integracio´n
entre herramientas de Google Cloud. Esto nos permitir´ıa, en el caso de que tengamos
un modelo predictivo o´ptimo y entrenado con ML Engine, que podamos comprobar de
manera eficaz si el modelo sigue funcionando para muestras de nuevos datos que hayamos
recogido para el mismo problema de clasificacio´n.
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Una idea que se propuso a lo largo del desarrollo del trabajo fue la de extender la fun-
cionalidad del benchmark para resolver otros tipos de problemas. Por ejemplo, se podr´ıa
definir un benchmark para poder probar distintas topolog´ıas de redes convolucionales
con el objetivo de resolver problemas de reconocimiento de ima´genes, o incluso redes re-
currentes (LSTMs), las cuales pueden ayudar a solucionar problemas de procesamiento
natural del lenguaje. Adema´s tambie´n ser´ıa interesante que nuestro benchmark pudiera
resolver problemas de regresio´n (como el que se trato´ en Datalab para el dataset de via-
jes en taxi en Chicago) dado que actualmente solo esta´ destinado a resolver problemas
de clasificacio´n binarios y multiclase.
Es interesante notar que, a diferencia de la API para los modelos Wide and Deep,
el co´digo desarrollado en Keras y en el benchmark u´nicamente admite datasets con
variables de tipo nu´merico. Esto puede ser un problema a la hora de utilizar datasets
con variables de tipo cualitativo (por ejemplo: nombres de ciudades, estaciones de metro,
etc.), por lo que ser´ıa recomendable aplicar en estos co´digos te´cnicas como word2vec, que
permiten asignar palabras a vectores con componentes nume´ricas.
Por u´ltimo, ser´ıa deseable seguir investigando en como integrar la API de los modelos
Wide and Deep con otras herramientas de aprendizaje automa´ticos como Scikit-learn
o Pandas, de manera que obtengamos tras el entrenamiento resultados ma´s completos
(como las matrices de confusio´n o curvas ROC que he construido para el benchmark) y
satisfactorios a los obtenidos.
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accuracy Me´trica que determina el porcentaje de observaciones correctamente clasifica-
das en un determinado problema de clasificacio´n binario o multiclase.
AUC Me´trica utilizada en problemas de clasificacio´n binarios y que se define como el a´rea
que encierra la curva ROC. Se recomienda usar este tipo de me´trica en datasets
que presenten una considerable desproporcio´n en alguna de sus clases.
benchmark Dentro del a´mbito de este trabajo se denomina as´ı al software destinado a
medir la calidad de una red neuronal entrenada para resolver un problema deter-
minado.
CCF Siglas de Credit Card Fraud, correspondientes al dataset de ejemplo utilizado en
el trabajo y cuyo problema asociado consiste en poder distinguir transferencias
normales de aquellas de tipo fraudulento.
CSV Siglas de comma-separated values, tipo de archivo que permite almacenar datasets
de tipo relacional y donde cada observacio´n se corresponde a una l´ınea del fichero.
Tal y como indican las siglas de este tipo de ficheros, los valores de cada una de
estas observaciones esta´n separados por comas.
dataset Conjunto de datos, normalmente en formato csv, dispuestos en forma de ma-
triz. Cada una de las filas se denomina observacio´n, mientras que las columnas se
denominan variables.
deep learning Campo dentro del aprendizaje automa´tico basado en algoritmos compues-
tos por una serie de capas que aplican transformaciones no lineales. El objetivo de
estos algoritmos es obtener relaciones complejas entre los datos y la extraccio´n de
caracter´ısticas con distintos niveles de abstraccio´n. (fuente).
entrenamiento Se denomina as´ı al proceso de ajuste de para´metros de una red neuronal
utilizando un conjunto de observaciones determinadas (training data). El algoritmo
que se suele aplicar durante el entrenamiento es un descenso de gradiente por lotes
y tiene como objetivo poder generalizar y realizar predicciones precisas en otros
conjuntos de datos (test set).
etiqueta Variable que indica la clase a la que pertenece una observacio´n. Suele tomar
valor 0 o´ 1 para problemas de clasficacio´n binarios y un nu´mero entero para los
multiclase, aunque en este u´ltimo caso se suele recurrir a una codificacio´n one-hot.
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Github Plataforma donde se alojan repositorios de co´digo mediante un sistema Git de
control de versiones.
hiperpara´metros Conjunto de para´metros adicionales necesarios para el correcto fun-
cionamiento de un algoritmo de aprendizaje automa´tico (en el caso de las redes
neuronales: nu´mero de capas ocultas, tasa de aprendizaje, etc.).
JSON Siglas de JavaScript Object Notation, un formato de texto con el objetivo de
transmitir informacio´n independientemente de la plataforma o lenguaje de progra-
macio´n que lo utilice.
Kaggle Comunidad de usuarios dedicada al ana´lisis de datos y al desarrollo de modelos
predictivos, donde se organizan competiciones y se alojan datasets de todo tipo.
modelo predictivo Algoritmo de aprendizaje automa´tico (en este trabajo, normalmente
redes neuronales profundas) que junto a una serie de hiperpara´metros y pesos sirve
para resolver un problema de clasificacio´n binario o multiclase.
Numpy Librer´ıa de Python que permite operar de forma eficiente sobre vectores y ma-
trices (Numpy arrays).
observacio´n Cada una de las filas presentes en un dataset.
one-hot Tipo de codificacio´n mediante vectores dispersos para problemas de clasificacio´n
multiclase.
PCA Siglas de Principal Component Analysis, una te´cnica de reduccio´n de dimensio-
nalidad. Esto se traduce en una transformacio´n de las observaciones de nuestro
dataset en otras con un nu´mero menor de variables..
problema de clasificacio´n binario Problema que consiste en predecir la clase correcta
(ti ∈ {0, 1}) para un conjunto determinado de observaciones con k variables:
xi = (xi1, xi2, . . . , xik). Un ejemplo de este tipo de problemas puede ser la predic-
cio´n de si una persona es ale´rgica o no a un determinado producto alimenticio.
problema de clasificacio´n multiclase Extensio´n del problema de clasificacio´n binario
con el objetivo de poder realizar predicciones para m clases disjuntas. En este
caso las etiquetas de la clase objetivo suelen poseer codificacio´n one-hot:
ti = (ti1, ti2, . . . , tim).
Python Lenguaje de programacio´n de propo´sito general, creado en 1991 y caracterizado
por ser de bastante alto nivel.
R Lenguaje de programacio´n surgido en 1993 y orientado al campo de la estad´ıstica.
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red neuronal Normalmente el te´rmino se refiere a un Perceptro´n Multicapa con propa-
gacio´n hacia delante (feed-forward) y con capas completamente conectadas (fully-
connected layers). En el caso de que este tipo de Perceptro´n tenga dos o ma´s capas
ocultas, diremos que se trata de una red neuronal profunda.
ROC La curva ROC (Receiver Characteristic Curve) representa de forma gra´fica tasas
de falsos positivos (FPR o false positive rate) frente a tasas de verdaderos positivos
(TPR o true positive rate). Estas tasas se obtienen variando el threshold que regula
las predicciones finales en un modelo dado.
SDK Google Cloud Siglas pertenecientes a Software Development Kit. Este SDK se
compone de un conjunto de utilidades que permiten comunicarse con herramientas
de Google Cloud a trave´s de la l´ınea de comandos. El SDK de Google Cloud esta´
disponible para sistemas operativos Windows, Mac y Linux.
softmax Funcio´n de Rm en Rm que transforma valores de las neuronas de una capa de
salida en probabilidades con valores entre 0 y 1.
TensorFlow Librer´ıa destinada a la resolucio´n de problemas con te´cnicas de aprendizaje
automa´tico por medio de grafos de co´mputo.
undersampling Te´cnica consistente en tomar un subconjunto de datos pertenecientes
a un dataset con el objetivo de equilibrar la distribucio´n de las clases frente a
posibles desbalanceos.
Wide and Deep Tipo de modelos que combinan, entrenando de forma conjunta, regre-
siones lineales y redes neuronales profundas, obteniendo de esta manera las ventajas
de cada uno de estos.
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1. Estructura del repositorio Github
El repositorio Github del proyecto, el cual posee una licencia MIT, se puede encontrar
en la bibliograf´ıa adjunta [55]. El repositorio contiene co´digo y resultados de cada una
de las tres partes del trabajo.
En la carpeta cloud encontraremos otras dos carpetas: datalab y mlengine, que con-
tienen el co´digo y los resultados de los cap´ıtulos 3 y 5 respectivamente.
La carpeta datalab contiene los dos notebooks (Keras-GCS.ipynb y Keras-BQ.ipynb)
utilizados para mostrar distintas funcionalidades de Datalab, tal y como se detalla en
el cap´ıtulo 3. Tambie´n podremos encontrar notebooks ejemplo, donde se guardan los
archivos de ejemplo proporcionados por Datalab que han servido de gu´ıa para desarrollar
los dos notebooks que menciona´bamos. Estos notebooks de muestra se pueden encontrar
en un repositorio de Github de Datalab [52], aunque se han incluido aqu´ı (pues poseen
licencia Apache) por comodidad. Por u´ltimo, en resultados se encuentran comprimidas
tres carpetas con logs de modelos entrenados por Keras, cuyo ana´lisis puede encontrarse
en el ape´ndice 3.
En mlengine encontraremos una carpeta trainer con los co´digos utilizados por ML
Engine para realizar el entrenamiento del dataset CCF, as´ı como scriptml.sh, el script
Bash que ejecuta todo el proceso de entrenamiento. Tambie´n se encuentra split.R, un
script desarrollado en el lenguaje de programacio´n R que realiza el proceso de under-
sampling y permite partir el dataset CCF en un conjunto de entrenamiento y otro de
validacio´n, ambos necesarios para el proceso de ingesta en ML Engine. El archivo hptu-
ning config.yaml (obtenido de [26] y ligeramente retocado) es el archivo que utilizamos
para el ajuste de hiperpara´metros en ML Engine. Dentro de resultados se encuentran
los archivos generados por ML Engine tras el entrenamiento y el ajuste de hiperpara´me-
tros realizado sobre el dataset CCF. El ana´lisis de estos archivos se ve de manera ma´s
detallada en el ape´ndice 5.
Dentro de benchmark se ha guardado el co´digo desarrollado para el cap´ıtulo 4, as´ı
como diversos scripts Python que prueban determinados modelos de redes neuronales
usando Keras (keras tests.py) o regresiones log´ısticas por medio de TensorFlow (logis-
tic regression.py). Tambie´n existe una carpeta denominada resultados y que contiene los
entrenamientos que se analizan en el ape´ndice 4.
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2. Configuracio´n de Datalab
En esta seccio´n se procedera´ a explicar como crear una ma´quina de Google Compute
Engine e instalar Datalab sobre ella. Para ello utilizaremos la Cloud Shell, pues ya
trae instalado el SDK de Google Cloud con el comando datalab, necesario para crear
y eliminar instancias de Datalab. Las fuentes consultadas para esta seccio´n han sido
extra´ıdas de las pa´ginas de documentacio´n de Datalab [30, 43].
Tras entrar en la Cloud Platform Console, abrimos la shell (boto´n ma´s a la izquierda
de la esquina superior derecha) y escribimos el comando:
$ gcloud p r o j e c t s l i s t
Se muestran los proyectos vinculados a nuestra cuenta personal, detallando el nombre
y el nu´mero del proyecto, as´ı como el ID del mismo. Este u´ltimo lo necesitamos para
indicar a la consola que estamos trabajando sobre el proyecto indicado:
$ gcloud c o n f i g s e t core / p r o j e c t <pro j e c t−id>
Donde el project-id lo hemos obtenido a partir del comando previo. Ahora estamos en
condiciones de crear la instancia de Datalab sobre una maquina virtual de Google Cloud
(denominada Compute Engine). Es importante destacar que el nombre de la instancia
debe comenzar con una letra minu´scula:
$ data lab c r e a t e <nombre−i n s t anc i a> \
−−no−connect \
−−no−backups \
−−no−create−r e p o s i t o r y \
−−disk−s i z e−gb TAM DISCO \
−−machine−type TIPO MAQUINA
Cuando ejecutemos el comando, se nos pedira´ elegir una zona (podemos elegir cual-
quiera sin ninguna restriccio´n) para alojar la ma´quina virtual que estamos creando.
No´tese que el primer flag se ha utilizado para evitar que tras la creacio´n se realice la
conexio´n con la ma´quina virtual sobre la que se monta Datalab. Esto se ha hecho con
el propo´sito de presentar ma´s adelante los comandos de conexio´n, desconexio´n y elimi-
nacio´n de la ma´quina virtual. El segundo flag evitara´ que se creen backups perio´dicos
de los noteboooks en Storage, dado que no es cr´ıtico para este trabajo. El tercer flag
evita que se cree un repositorio remoto, el cual no vamos a utilizar, en otro servicio
de Google Cloud denominado Cloud Source Repositories. Por u´ltimo, con TAM DISCO
indicaremos en Gigabytes el taman˜o del disco duro que queremos para la ma´quina vir-
tual, mientras que TIPO MAQUINA indica que tipo de ma´quina virtual que queremos
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utilizar sobre Datalab. Los distintos tipos de ma´quinas virtuales se pueden encontrar
en la bibliograf´ıa [58]. Estos dos argumentos repercuten directamente en el precio, tal y
como se muestra en el apartado 3.5.
Adema´s, se generara´ de manera automa´tica una red interna en el proyecto de Cloud
(denominada datalab-network) as´ı como una regla en el cortafuegos de esa red de mane-
ra que se permitan conexiones ssh a la ma´quina virtual, la cual esta conectada a la red
interna recie´n creada. Esta regla del cortafuegos se puede consultar a trave´s del busca-
dor de la Cloud Console en la seccio´n Reglas de cortafuegos. Podemos ver que la regla
creada permite conexiones entrantes por el puerto tcp nu´mero 22, el cual se utiliza para
conexiones ssh.
A continuacio´n nos conectaremos a la instancia creada por medio del comando:
$ data lab connect <nombre−i n s t anc i a>
En este punto se nos pedira´ introducir una clave ssh que usaremos siempre que quera-
mos conectarnos a la ma´quina virtual. La conexio´n que acabamos de realizar permane-
cera´ activa siempre y cuando el comando siga ejecuta´ndose en la consola. Para acceder
a la interfaz gra´fica de Datalab dentro de la ma´quina virtual, clicamos en el boto´n del
extremo superior izquierdo de la consola y elegimos Cambiar Puerto > Puerto 8081. Se
abrira´ una pestan˜a en nuestro navegador y podremos empezar a desarrollar co´digo en
los notebooks.
Por u´ltimo, cuando queramos interrumpir el comando datalab connect escribiremos:
$ data lab stop <nombre−i n s t anc i a>
Esto permitira´ detener la ma´quina virtual y as´ı poder evitar costes derivados de su
ejecucio´n. Por otro lado, para eliminar de forma definitiva la instancia de Datalab junto
a su disco de almacenamiento (si no, el disco por defecto no se elimina y se seguir´ıa
incurriendo en costes adicionales):
$ data lab d e l e t e −−de l e t e−d i sk <nombre−i n s t anc i a>
Para acabar esta seccio´n tenemos que destacar una limitacio´n que presentan las ins-
tancias de Datalab: cada una de ellas solo permite una conexio´n al mismo tiempo. Es
decir, varios usuarios asociados a un proyecto de Google Cloud no pueden conectarse al
mismo tiempo a una instancia de Datalab.
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3. Ana´lisis de logs de Keras
En esta parte realizaremos un ana´lisis de tres logs obtenidos al realizar entrenamientos
de redes neuronales por medio de la librer´ıa Keras en la primera fase de nuestro trabajo
(correspondiente al cap´ıtulo 3). Estos logs pueden encontrarse en el repositorio Github
del proyecto [55] y han sido generados a partir del notebook Keras-GCS.ipynb.
En los tres logs se ha utilizado la misma estructura de red neuronal, con dos capas
ocultas de 20 y 15 neuronas respectivamente, aplicando batch normalization y una tasa
de dropout de 0.5. El dataset utilizado ha sido CCF y se ha realizado un undersampling
previo para balancear las dos clases: transferencias fraudulentas y normales. Cada uno
de los tres logs son el resultado de realizar un entrenamiento de 500 iteraciones (epochs)
con un batch size diferente. El resumen de estos entrenamientos puede verse en la tabla
1.
Tabla 1: Resumen de entrenamientos con redes neuronales en Keras
Fuente: Archivos results.txt en cloud/datalab/resultados [55]
Archivo Iteraciones Tasa de dropout Batch size Funcio´n coste Accuracy AUC
log1.zip 500 0.5 500 0.327 89.90 96.95
log2.zip 500 0.5 50 0.198 93.94 97.37
log3.zip 500 0.5 20 0.180 92.93 98.49
Por un lado tenemos los archivos training.log, que poseen estructura de archivo csv con
las siguientes columnas: nu´mero de iteracio´n (epoch), funcio´n de coste y accuracy para
los datos de entrenamiento y de validacio´n respectivamente (acc, loss, acc val, loss val).
Estos archivos pueden sernos u´tiles para pintar gra´ficas con las librer´ıas adecuadas (por
ejemplo, Matplotlib).
Adema´s tambie´n tenemos archivos de TensorBoard, que nos permiten comparar de
forma interactiva (y simulta´nea) como evolucionan en el entrenamiento las me´tricas
que comenta´bamos previamente en el archivo csv. Es necesario recordar que tambie´n
es posible visualizar los gra´fos de co´mputo en la pestan˜a graphs, pero debido a la capa
de complejidad que presenta Keras (que es quien se encarga de generarlos), no son muy
intuitivos de explicar, por lo que nos centraremos en el ana´lisis de las me´tricas durante el
entrenamiento. Por ejemplo, en la figura 1 se puede comparar la evolucio´n del porcentaje
de observaciones correctamente clasificadas (accuracy) para el conjunto de entrenamiento
y de validacio´n respectivamente. Aunque la leyenda se puede consultar a trave´s de la
aplicacio´n web de TensorBoard, por comodidad sen˜alamos que el primer entrenamiento
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Figura 1: Predicciones correctas sobre el conjunto de entrenamiento y de validacio´n res-
pectivamente
Fuente: Tensorboard (logs de Keras) [55]
es el de color naranja, mientras que el segundo posee un color verde claro, y el tercero
es granate.
De esta figura podemos extraer que el primer entrenamiento tarda en torno a 325
iteraciones en alcanzar el 80 % de instancias correctamente clasificadas, mientras que los
otros dos entrenamientos alcanzaron esta cifra en tan solo 100 iteraciones o epochs. No
obstante en el gra´fico para los datos de validacio´n existen unas series de oscilaciones a lo
largo del gra´fico. Este hecho se debe a que el entrenamiento se realiza sobre el conjunto
de datos de entrenamiento, por lo que al actualizar los pesos de la red neuronal tras un
epoch, no es seguro que esto lleve a una mejora en el porcentaje de instancias clasificadas
correctamente en el conjunto de validacio´n. Debemos destacar que la misio´n de este
conjunto es la de supervisar el entrenamiento a lo largo de un nu´mero significativo de
epochs. Si miramos la gra´fica para los datos de validacio´n vemos como el entrenamiento
se realiza de forma correcta y no existe sobreentrenamiento, pues a partir de las 400
iteraciones los resultados parecen estabilizarse.
En TensorBoard tambie´n podemos visualizar la evolucio´n de la funcio´n de coste para
estos dos conjuntos de datos. La funcio´n de coste utilizada aqu´ı es cross-entropy (vea´se
ecuacio´n 4.8). Como vemos en la figura 2, las conclusiones extra´ıdas para la gra´fica
anterior son coherentes con esta otra: el primer entrenamiento va minimizando la funcio´n
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Figura 2: Funcio´n de coste para el conjunto de entrenamiento y de validacio´n respecti-
vamente
Fuente: Tensorboard (logs de Keras)[55]
de coste de manera ma´s lenta para el conjunto de datos de entrenamiento, mientras que
las oscilaciones siguen producie´ndose para el conjunto de datos de validacio´n. No´tese
como la funcio´n de coste permanece casi constante durante las primeras iteraciones del
entrenamiento para los datos de validacio´n, coincidiendo as´ı con el estancamiento que
puede verse tambie´n en la gra´fica del porcentaje de instancias clasificadas de forma
correcta.
Por u´ltimo, nos centraremos en los diferentes archivos results.txt. Al principio de este
archivo de texto se encuentra en formato JSON el modelo de red neuronal utilizado
por Keras. Este JSON es u´til en caso de que queramos reutilizar este modelo en un
futuro. Como ejemplo, se ha incluido en el ape´ndice 6 el JSON del archivo results.txt
perteneciente al log nu´mero 3 (tercer entrenamiento) correctamente formateado. A con-
tinuacio´n tenemos la descripcio´n de los hiperpara´metros usados para la red neuronal y
un resumen del modelo (ide´ntico al que mostramos en la figura 3.7) realizado por Keras.
Se puede observar como en cada uno de los tres entrenamientos realizados existen 1.037
para´metros que se van ajustando durante el entrenamiento. Al final del archivo esta´n
los resultados del modelo entrenado al aplicar los datos del conjunto de test: funcio´n de
coste, accuracy y AUC.
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Analizando estos resultados podemos afirmar que au´n a pesar de haber realizado
undersampling (mismo porcentaje de transferencias fraudulentas y normales, unas 800
en total), el hiperpara´metro de batch size tiene una fuerte importancia. Para el primer
entrenamiento hemos elegido un batch size realmente alto, 500, para la cantidad de datos
totales, lo que provoca que a nuestra red neuronal le cueste adaptarse al conjunto de
datos de entrenamiento. Sin embargo, al reducir el taman˜o de lote o batch size, se puede
ver como los resultados mejoran de forma notoria, logrando unos altos porcentajes de
accuracy en unas 150-200 iteraciones. Todo esto se produce porque el hiperpara´metro de
batch size es el encargado de regular como se adapta el entrenamiento a las peculiaridades
del conjunto de entrenamiento (ver ecuaciones 4.10 y 4.11) Con estas redes obtenemos en
esta primera etapa unos resultados muy interesantes, con un AUC superior a 95. No´tese
que en este caso tiene sentido considerar la me´trica accuracy debido al undersampling
realizado para los datos de entrenamiento, validacio´n y test. Comentar tambie´n que el
hecho de que el valor AUC sea superior a accuracy se debe a que, a pesar de que estamos
en este caso con un dataset balanceado, el valor AUC se encarga tambie´n de medir la




4. Ana´lisis de logs del benchmark
En esta seccio´n realizaremos un ana´lisis de dos herramientas del benchmark que he
programado para este trabajo: por un lado realizaremos un ajuste de hiperpara´me-
tros (tuning hyperparams.py) y luego realizaremos pruebas ma´s exhaustivas utilizando
el Playground (playground.py). Todos estos resultados se pueden encontrar en el reposi-
torio Github del trabajo [55]. No´tese que en esta ocasio´n realizaremos los entrenamientos
sobre el dataset CCF original sin realizar undersampling, lo cual es un verdadero reto,
pues u´nicamente el 0.17 % de las transferencias son fraudulentas, por lo que no es tarea
fa´cil que nuestra red neuronal pueda aprender a reconocer este tipo de transferencias.
El principal problema radica en un posible sobreentrenamiento que en u´ltima instancia
lleve a nuestros modelos a clasificar con gran probabilidad cualquier transferencia como
no fraudulenta.
En primer lugar procederemos a realizar un ajuste de hiperpara´metros a partir de los
resultados obtenidos en el ape´ndice 3. Por ello, vamos a probar con una serie de entrena-
mientos (6 en total) de 100 epochs con tasa de aprendizaje de 0.001, batch size de taman˜o
100, batch normalization y optimizador Adam. Los hiperpara´metros cuya combinacio´n
probaremos sera´n las funciones de activacio´n (tipo ELU y ReLU, vea´se figura 4.4 para
ma´s informacio´n) y la lista de capas y neuronas ocultas: hemos probado con una red
de 15 y 5 neuronas respectivamente y otras dos con una u´nica capa oculta de 10 y 3
neuronas respectivamente. Destacar que no se ha utilizado dropout ni regularizacio´n L1
o L2 durante estos entrenamientos.
Figura 3: Valores AUC sobre el conjunto de validacio´n para los 6 modelos entrenados
Fuente: Tensorboard (benchmark/resultados/hyptuning.zip) [55]
Conociendo que los resultados en el ape´ndice 3 fueron realmente buenos con dos capas
ocultas, en esta fase de ajuste de hiperpara´metros he tratado de reducir el nu´mero de
neuronas y de capas ocultas para tratar de comprobar si los resultados siguen mante-
nie´ndose. Debido a la desproporcio´n entre los dos tipos de transferencias en el dataset
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CCF utilizado para estos entrenamientos, solamente tomaremos AUC como me´trica de
referencia. Por ello, haciendo uso de TensorBoard podemos ver de manera resumida como
evoluciona el entrenamiento midiendo el AUC sobre el conjunto de datos de validacio´n
(vea´se figura 3). Debido a las moderadas oscilaciones de la gra´fica1, se ha optado corre-
girlas con una media exponencial con un para´metro smoothing de 0.9 que he elegido en
TensorBoard.
A primera vista, los resultados son realmente similares para los 6 modelos, destacando
sobre todo el modelo 6, correspondiente a la l´ınea amarilla, que desde las primeras
iteraciones obtiene un valor AUC bastante alto, aunque en posteriores iteraciones es
“alcanzado” por el resto de modelos.
Es tambie´n interesante ver como la funcio´n de coste (cross-entropy) sufre tambie´n
oscilaciones en los distintos modelos. Por ejemplo en el modelo 1 (figura 4) estos picos
son bastante claros. El porque´ de este comportamiento se debe a que el desbalanceo
del dataset CCF provoca que la actualizacio´n de pesos en alguna iteracio´n pueda estar
realmente sesgada hacia las transferencias normales (que son mayoritarias), por lo que
de esta manera los pesos no tendra´n en cuenta a la transferencias fraudulentas y no
podremos predecirlas de forma correcta. Este problema a la hora de predecir este tipo
de transferencias provoca un aumento (en algunos casos bastante importante) de la
funcio´n de coste.
Figura 4: Evolucio´n de la funcio´n de coste durante el entrenamiento para el modelo 1
Fuente: Tensorboard (benchmark/resultados/hyptuning.zip) [55]
Tambie´n queremos destacar en este ana´lisis la posibilidad de interactuar con el gra´fo de
co´mputo creado en TensorFlow para cada uno de los 6 modelos generados. Por ejemplo,
1En este caso las oscilaciones en el gra´fico de datos de validacio´n son ma´s grandes de lo normal debido
al hecho de que estamos en ante un dataset realmente desbalanceado, y donde el entrenamiento esta´
“dominado” en su mayor´ıa por transferencias no fraudulentas.
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en la figura 5 se muestra una captura del gra´fo de co´mputo del modelo 1, donde se
pueden advertir en las distintas cajas como la red neuronal creada (dnn) posee dos capas
ocultas: hidden1 y hidden2. Este grafo es bastante ma´s sencillo que el creado por Keras,
debido al hecho de que lo he creado desde cero por medio de los scripts dnn binary.py y
dnn multiclass.py.
Figura 5: Grafo de co´mputo en TensorFlow para el modelo 1
Fuente: Tensorboard (benchmark/resultados/hyptuning.zip) [55]
En la tabla 2 encontramos un resumen de los 6 modelos entrenados, obtenido a partir
los archivos tuning results.txt, donde por tiempo y resultados (bastante ajustados todo
ellos) el modelo nu´mero 6 se convierte en el o´ptimo. Destacar de nuevo como las redes
neuronales que hemos entrenado en el benchmark ofrecen unos resultados realmente
buenos a pesar de reducir su complejidad (menos capas y neuronas ocultas) respecto
a las entrenadas con Keras. Sin embargo, un hecho bastante sorprendente es que estas
redes, a pesar de ser entrenadas bajo un dataset realmente desproporcionado, devuelvan
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Tabla 2: Resumen del ajuste de hiperpara´metros en el benchmark
Fuente: benchmark/resultados/hyptuning.zip [55]
Modelo Iteraciones Capas ocultas Funcio´n act. Tiempo entrenamiento AUC test
1 100 [15,5] ReLU 6 min 37s 98.86
2 100 [15,5] ELU 6 min 50s 98.99
3 100 [10] ReLU 4 min 48s 98.94
4 100 [10] ELU 4 min 44s 98.82
5 100 [3] ReLU 4 min 35s 98.91
6 100 [3] ELU 4 min 32s 99.17
unos resultados tan buenos sin caer en sobreentrenamientos u overfitting2. Es posible que
todo esto se deba al uso de batch normalization, pues esta te´cnica aporta una componente
de regularizacio´n, tal y como sen˜alan sus autores en [71]. Tambie´n queremos hacer notar
que a excepcio´n de los modelos 3 y 4, el resto de modelos que utilizan la funcio´n de
activacio´n ELU son ligeramente mejores que aquellos con funcio´n ReLU.
Todos los resultados relativos al ajuste de hiperpara´metros en este ejemplo se encuen-
tran en el archivo hyptuning.zip del repositorio Github [55].
Ahora bien, utilizando el modelo 6 realizaremos sobre e´l un ana´lisis ma´s exhaustivo
gracias al archivo playground.py del benchmark. Uno de los elementos ma´s interesantes
generados por este script es la matriz de confusio´n, que permite conocer de manera
espec´ıfica como han sido las predicciones realizadas. En la figura 6 mostramos la matriz
de confusio´n para el modelo 6 utilizando los datos de test. En resumen, pra´cticamente la
totalidad de las transferencias normales son correctamente clasificadas (existe un nu´mero
residual de falsos positivos) mientras que el 77 % de las transferencias fraudulentas son
clasificadas correctamente. Aqu´ı existe un mayor nu´mero de falsos negativos (es decir,
transferencias que hemos clasificado como normales pero son de tipo fraudulento), lo cual
es lo´gico debido a que nuestra red neuronal debe lidiar con el problema del desbalanceo
de clases.
No obstante, si hemos dicho que el valor AUC se ocupaba de verificar que esta´bamos
clasificando correctamente observaciones de las dos clases objetivo, ¿por que´ tenemos en
este ejemplo casi un valor AUC del 100 %? Esto se responde gracias con el concepto de
threshold. Supongamos una red neuronal con dos neuronas de salida como la de la figura
4.12, que se encargan de predecir si una transferencia es fraudulenta o no. Nuestra matriz
de confusio´n esta´ midiendo resultados con un threshold de 0.5, esto es, todas aquellas
2El overfitting se descarta al observar que la funcio´n de coste es decreciente (a lo largo del entrenamiento)




Figura 6: Matriz de confusio´n para el modelo 6
Fuente: Playground (benchmark/resultados/model6playground.zip) [55]
observaciones para las que la neurona indicadora de transferencias fraudulentas toma
valor 0.5 o superior se considerara´n transferencias fraudulentas. Es normal que en este
problema en particular deseemos tener un nu´mero bajo de falsos negativos (transferencias
que no hemos podido detectar como fraudulentas), incluso a cambio de tener un alto
nu´mero de falsos positivos, por lo que si disminuimos este threshold exigiremos a esta
neurona de salida una menor seguridad (esto es, un valor menor a 0.5) para predecir
transferencias de tipo fraudulento, provocando que sea ma´s d´ıficil que exista un alto
nu´mero de falsos negativos. Esta variacio´n de thresholds es lo que se realiza en el ca´lculo
del AUC y lo que garantiza que nuestro modelo realice predicciones con gran acierto
para transferencias de ambos tipos. Hemos decidido no incluir en la memoria capturas
de curvas ROC dado que los valores AUC son cercanos a 100 y por lo tanto estas curvas
son casi imposibles de visualizar.
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Tabla 3: Resumen de modelos entrenados por el Playground
Fuente: Logs generados en benchmark/resultados [55]
Modelo Tiempo entrenamiento AUC test FN ( %)
modelo 6 3 min 59s 99.1 22.85
modelo regularizado 2 min 09s 99.81 7.14
modelo sin regularizar 2 min 07s 52.09 100
regresio´n log´ıstica 2 min 42s 98.94 32.55
Adema´s de realizar este ana´lisis ma´s exhaustivo sobre el modelo 6, he probado otros
modelos sobre el dataset CCF, tal y como podemos ver en la tabla 3. Por un lado he
probado dos modelos tomando el modelo 6 pero sin aplicar batch normalization. En el
modelo regularizado he aplicado una regularizacio´n de tipo L1 con un para´metro de regu-
larizacio´n (beta) igual a 0.0001. Interesante destacar como aplicando esta regularizacio´n
se obtienen unos resultados au´n mejores al modelo 6, con un porcentaje de falsos nega-
tivos realmente pequen˜o (con un threshold de 0.5). Adema´s, el tiempo de entrenamiento
se reduce a la mitad, pues recordemos que al incluir batch normalization se realizan ma´s
co´mputos y existen ma´s para´metros que entrenar. En el caso de redes neuronales con
pocas capas ocultas, como aqu´ı ocurre, el hecho de incluir batch normalization puede
traducirse en un aumento del tiempo de entrenamiento, aunque au´n as´ı las cifras son
bastante razonables para un dataset de cerca de 285.000 observaciones y 30 variables.
Sin embargo, si entrenamos un modelo ide´ntico al modelo 6 pero sin aplicar batch nor-
malization ni ningu´n tipo de regularizacio´n (lo he denominado modelo sin regularizar),
los resultados son realmente decepcionantes. El valor del AUC final es cercano a 50, lo
que quiere indicar que nuestro modelo ha sufrido un sobreentrenamiento y esta´ realizan-
do predicciones de forma aleatoria, dado que no es capaz de predecir las transferencias
de tipo fraudulento. Con este modelo queremos destacar como batch normalization y
la regularizacio´n de tipo L1 pueden ser de gran ayuda con datasets con clases despro-
porcionadas, hasta el punto de incluso lograr (como en este caso) resultados realmente
buenos.
Por u´ltimo tambie´n he probado a entrenar un modelo por medio de una regresio´n
log´ıstica en nuestro benchmark. Los resultados en este caso tambie´n han sido bastante
buenos, aunque el tiempo ha sido superior al del modelo regularizado. Si accedemos al
archivo log.txt, el cual recoge un resumen del modelo entrenado y la evaluacio´n de las
me´tricas por cada iteracio´n del algoritmo, se puede observar como en una sola iteracio´n
se llega a alcanzar un 92 % de AUC sobre los datos de validacio´n, lo cual nos indica que
es posible que modelos de regresio´n lineal (por ejemplo regresiones log´ısticas, que son
menos complejas matema´ticamente que las redes neuronales que estamos considerando)
puedan devolver resultados satisfactorios en unas pocas iteraciones.
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5. Ana´lisis de entrenamientos y ajuste de hiperpara´metros
con ML Engine
Con el objetivo de mostrar los conceptos desarrollados en el cap´ıtulo 5, he realizado
un entrenamiento con ajuste de hiperpara´metros y otros dos entrenamientos posteriores,
todos ellos utilizando modelos Wide and Deep y el dataset CCF. En cada modelo Wide
and Deep se ha discretizado la variable amount del dataset por medio de intervalos
(boundaries) para la parte Wide (regresio´n lineal). Por otro lado las otras 29 variables
continuas del dataset CCF se han utilizado en la parte Deep (red neuronal profunda). Con
el objetivo de comparar tiempos con los entrenamientos del benchmark, se ha elegido
siempre en ML Engine una ma´quina con GPU (BASIC GPU ). Todos los resultados
mostrados en esta seccio´n se pueden encontrar en el repositorio Github del trabajo [55].
Para poder realizar el ajuste de hiperpara´metros se ha utilizado el archivo hptu-
ning config.yaml y el script Bash scriptml.sh. En total se han entrenado 15 modelos
con un dataset CCF balanceado por medio del script en R split.R. Consultando el archi-
vo YAML, vemos que se ha intentado maximizar el AUC en estas pruebas, corriendo 3
modelos como ma´ximo en paralelo. Comentar que el tiempo total para realizar el ajuste
ha sido de unos 50 minutos, tal y como se puede observar con TensorBoard.
Cada uno de los 15 modelos se ha entrenado a lo largo de 700 epochs, variando cada
uno de ellos el nu´mero de capas de ocultas (entre 1 y 15), as´ı como el nu´mero de
neuronas en cada una de ellas (empezando con 25 como ma´ximo en la primera capa
oculta y decreciendo a partir de ah´ı). En la figura 7 tenemos un resumen del ajuste de
hiperpara´metros sobre el conjunto de datos de validacio´n, utilizando AUC como me´trica.
Figura 7: Valores AUC sobre datos de validacio´n para un ajuste de hiperpara´metros en
ML Engine
Fuente: TensorBoard (cloud/ml engine/resultados/ml engine 15 pruebas.zip) [55]
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Al igual que ocurr´ıa con el ajuste de hiperpara´metros realizado en 4, se puede com-
probar en la gra´fica de TensorBoard como los modelos con valores AUC casi constantes
son aquellos bastante complejos (con un gran nu´mero de capas ocultas) mientras que los
modelos sencillos son los que logran mejores resultados. De hecho, el mejor modelo es
el nu´mero 14, que posee una sola capa oculta de 2 neuronas. Este modelo es realmente
similar al escogido como o´ptimo en 4, el cual ten´ıa una capa oculta con 3 neuronas, por lo
que esto refuerza la hipo´tesis de que el problema de clasificacio´n asociado al dataset CCF
se puede resolver con redes neuronales con una sola capa oculta o con incluso una simple
regresio´n log´ıstica. Uno de los principales problemas de ML Engine es que no permite ha-
cer evaluaciones sobre un conjunto de test, tal y como realizamos en nuestro benchmark,
por lo que si queremos realizar predicciones con nuestro modelo entrenado necesitamos
volver a instanciar un objeto de la clase tf.contrib.learn.DNNLinearCombinedClassifier
indicando la carpeta del modelo a restaurar.
Adema´s de este ajuste de hiperpara´metros, he realizado un entrenamiento con el da-
taset CCF desbalanceado. Con split.R se ha dividido el dataset en un conjunto de en-
trenamiento (80 %) y otro de validacio´n (20 %) manteniendo en ambos el desbalanceo
original de las dos clases. Como podemos ver en la figura 8, solamente se han tardado
unos 5 minutos en realizar 500 iteraciones de una red neuronal con dos capas ocultas,
de 20 y 15 neuronas respectivamente. Este tiempo es claramente menor al obtenido por
nuestro benchmark para el mismo modelo: 40 minutos, por lo que el entrenamiento en
local es unas 8 veces ma´s lento. No obstante, en ML Engine el modelo sufre un sobreen-
trenamiento y devuelve un valor AUC de 50 para el conjunto de validacio´n, a diferencia
del modelo del benchmark, que obtiene un AUC de 99 sobre el conjunto de validacio´n.
Figura 8: Funcio´n de coste a lo largo del tiempo en ML Engine
Fuente: ML Engine (cloud/ml engine/resultados/ml engine no sampled.zip) [55]
Con el objetivo de facilitar la comparacio´n, se han incluido tambie´n los resultados de
esta ejecucio´n en el benchmark en el repositorio Github (playgroundcomp.zip).
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Por u´ltimo, y con el objetivo de evitar el sobreentrenamiento que hemos sufrido con
el dataset CCF al no realizar undersampling, he entrenado el mismo dataset balanceado
que en el ajuste de hiperpara´metros (unas 1.000 observaciones en total). En este modelo
tambie´n he usado una estructura de red neuronal con dos capas ocultas de 20 y 15
neuronas respectivamente, la cual sorprendentemente tarda 5 minutos en realizar 500
iteraciones. Es decir, los modelos Wide and Deep en TensorFlow tardan el mismo tiempo
en realizar un entrenamiento para 1.000 que para 285.000 observaciones3.
Sin embargo los resultados son realmente decepcionantes, si atendemos a los gra´ficos
de la figura 9. La me´trica accuracy, que en este caso es equivalente a AUC debido
a la proporcionalidad de clases en el dataset, es siempre inferior al 90 %, logrando un
porcentaje ma´ximo de aciertos (88 %) en la iteracio´n 391. Si comparamos estos resultados
con una ejecucio´n del benchmark con los mismos hiperpara´metros y el mismo dataset
balanceado (playgroundsampled.zip), vemos que el benchmark es capaz de obtener un
AUC de 97 sobre datos de test en solo 100 epochs.
En general, hay que admitir que los resultados en ML Engine no son buenos. Aun-
que hemos visto como los entrenamientos con GPU son bastante ma´s ra´pidos que en
el benchmark local, la poca cantidad de datos utilizados en estas pruebas nos han im-
pedido comprobar el verdadero poder de computacio´n de ML Engine. Los resultados
de los modelos Wide and Deep con el dataset desbalanceado han mostrado que estos
modelos necesitan hiperpara´metros adicionales de regularizacio´n para prevenir el sobre-
entrenamiento y que necesitamos conocer ma´s en detalle la API de TensorFlow que
hemos utilizado, pues para el dataset CCF balanceado los resultados siguen sido peores
a aquellos entrenamientos del benchmark con el mismo dataset pero desbalanceado.
3Es posible que esto se deba al hecho de que estos modelos esta´n preparados para realizar ingestas de




Figura 9: Accuracy y funcio´n de coste para un dataset balanceado en ML Engine
Fuente: Tensorboard (cloud/ml engine/resultados/ml engine sampled.zip) [55]
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6. Ejemplo de una red neuronal de Keras en formato JSON
1 {
2 "class_name":"Sequential",
3 "keras_version":"2.0.0-tf",
4 "config":[
5 {
6 "class_name":"Dense",
7 "config":{
8 "kernel_initializer":{
9 "class_name":"VarianceScaling",
10 "config":{
11 "distribution":"normal",
12 "scale":2.0,
13 "seed":null,
14 "mode":"fan_in"
15 }
16 },
17 "name":"dense_1",
18 "kernel_constraint":null,
19 "bias_regularizer":null,
20 "bias_constraint":null,
21 "dtype":"float32",
22 "activation":"linear",
23 "trainable":true,
24 "kernel_regularizer":null,
25 "bias_initializer":{
26 "class_name":"VarianceScaling",
27 "config":{
28 "distribution":"normal",
29 "scale":2.0,
30 "seed":null,
31 "mode":"fan_in"
32 }
33 },
34 "units":20,
35 "batch_input_shape":[
36 null,
37 30
38 ],
39 "use_bias":true,
40 "activity_regularizer":null
41 }
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42 },
43 {
44 "class_name":"BatchNormalization",
45 "config":{
46 "beta_constraint":null,
47 "gamma_initializer":{
48 "class_name":"Ones",
49 "config":{
50
51 }
52 },
53 "moving_mean_initializer":{
54 "class_name":"Zeros",
55 "config":{
56
57 }
58 },
59 "name":"batch_normalization_1",
60 "epsilon":0.001,
61 "trainable":true,
62 "moving_variance_initializer":{
63 "class_name":"Ones",
64 "config":{
65
66 }
67 },
68 "beta_initializer":{
69 "class_name":"Zeros",
70 "config":{
71
72 }
73 },
74 "scale":true,
75 "axis":-1,
76 "gamma_constraint":null,
77 "gamma_regularizer":null,
78 "beta_regularizer":null,
79 "momentum":0.99,
80 "center":true
81 }
82 },
83 {
84 "class_name":"Activation",
85 "config":{
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86 "activation":"elu",
87 "trainable":true,
88 "name":"activation_1"
89 }
90 },
91 {
92 "class_name":"Dropout",
93 "config":{
94 "rate":0.5,
95 "trainable":true,
96 "name":"dropout_1"
97 }
98 },
99 {
100 "class_name":"Dense",
101 "config":{
102 "kernel_initializer":{
103 "class_name":"VarianceScaling",
104 "config":{
105 "distribution":"normal",
106 "scale":2.0,
107 "seed":null,
108 "mode":"fan_in"
109 }
110 },
111 "name":"dense_2",
112 "kernel_constraint":null,
113 "bias_regularizer":null,
114 "bias_constraint":null,
115 "activation":"linear",
116 "trainable":true,
117 "kernel_regularizer":null,
118 "bias_initializer":{
119 "class_name":"VarianceScaling",
120 "config":{
121 "distribution":"normal",
122 "scale":2.0,
123 "seed":null,
124 "mode":"fan_in"
125 }
126 },
127 "units":15,
128 "use_bias":true,
129 "activity_regularizer":null
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130 }
131 },
132 {
133 "class_name":"BatchNormalization",
134 "config":{
135 "beta_constraint":null,
136 "gamma_initializer":{
137 "class_name":"Ones",
138 "config":{
139
140 }
141 },
142 "moving_mean_initializer":{
143 "class_name":"Zeros",
144 "config":{
145
146 }
147 },
148 "name":"batch_normalization_2",
149 "epsilon":0.001,
150 "trainable":true,
151 "moving_variance_initializer":{
152 "class_name":"Ones",
153 "config":{
154
155 }
156 },
157 "beta_initializer":{
158 "class_name":"Zeros",
159 "config":{
160
161 }
162 },
163 "scale":true,
164 "axis":-1,
165 "gamma_constraint":null,
166 "gamma_regularizer":null,
167 "beta_regularizer":null,
168 "momentum":0.99,
169 "center":true
170 }
171 },
172 {
173 "class_name":"Activation",
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174 "config":{
175 "activation":"elu",
176 "trainable":true,
177 "name":"activation_2"
178 }
179 },
180 {
181 "class_name":"Dropout",
182 "config":{
183 "rate":0.5,
184 "trainable":true,
185 "name":"dropout_2"
186 }
187 },
188 {
189 "class_name":"Dense",
190 "config":{
191 "kernel_initializer":{
192 "class_name":"VarianceScaling",
193 "config":{
194 "distribution":"uniform",
195 "scale":1.0,
196 "seed":null,
197 "mode":"fan_avg"
198 }
199 },
200 "name":"dense_3",
201 "kernel_constraint":null,
202 "bias_regularizer":null,
203 "bias_constraint":null,
204 "activation":"softmax",
205 "trainable":true,
206 "kernel_regularizer":null,
207 "bias_initializer":{
208 "class_name":"VarianceScaling",
209 "config":{
210 "distribution":"uniform",
211 "scale":1.0,
212 "seed":null,
213 "mode":"fan_avg"
214 }
215 },
216 "units":2,
217 "use_bias":true,
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218 "activity_regularizer":null
219 }
220 }
221 ],
222 "backend":"tensorflow"
223 }
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