We study the tail asymptotics of the r.v. X(T ) where fX(t)g is a stochastic process with a linear drift and satisfying some regularity conditions like a central limit theorem and a large deviations principle, and T is an independent r.v. with a subexponential distribution. We nd that the tail of X(T ) is sensitive to whether or not T has a heavier or lighter tail than a Weibull distribution with tail e ? p x . This leads to two distinct cases, heavy-tailed and moderately heavy-tailed, but also some results for the classical light-tailed case are given. The results are applied via distributional Little's law to establish tail asymptotics for steady{state queue length in GI/GI/1 queues with subexponential service times. Further applications are given for queues with vacations, and M/G/1 busy periods.
Introduction
Let fX(t)g t 0 be a stochastic process satisfying a LLN X(t)=t ! m > 0, and T an independent random time. The question we address in this paper is to derive the tail asymptotics of the r.v. X(T), with particular emphasis on the case where T has a heavy{tailed (subexponential) distribution.
A main special case where fX(t)g is a Poisson process at rate and T has a regularly varying tail, P(T > x) = L(x)=x with > 0 and L(x) slowly varying, has been considered in 26] Ch. 8. The results there basically show that in this setting, the variability of T dominates that of fX(t)g so that one can replace X(t) by its expected value t to get P(X(T) > x) P( T > x) : (1.1) Here and in the rest of the paper, means that the ratio is one in the limit x ! 1. For the regularly varying case, (1.1) is also shown to hold in 39] when fX(t)g is special Markov additive process (this is a key step in the study of a certain uid queue). In 40] , the question of subexponentiality of X(T) is addressed in some special settings, but no tail estimates are given.
The results that we give are in part generalizations of (1.1), allowing a more general structure of fX(t)g and/or more general distributions of T. However, we also nd that even for the Poisson case, (1.1) does not extend to the whole class of subexponential distributions: when T has a lighter tail than the Weibull tail e ?x with = 1=2, the deviation of X(t) from t described by the CLT makes a small but non{negligible contribution to the tail of X(T). To see this, assume that P(T > x) = expf?x g; > 1=2, and let fN(t)g be a Poisson process at rate = 1. By the CLT, (N(t) ? t)= p t ! N(0; This behaviour can be seen as intermediate between (1.1) and the classical light{tailed case where X(T) becomes large only when both fX(t)g attains atypically large values and T is large at the same time; see for example 29] for a discrete time version where fX(t)g is a random
walk and T has a Poisson distribution, and Section 5 of the present paper. For this reason, we refer to a distribution with a tail like e ?x with 1=2 < 1 as moderately heavy{tailed.
Our study was motivated by a queueing problem: determining tail asymptotics of steady- (It can be shown that if the condition holds for n = 2 then it holds for all n 2.)
In terms of r.v.'s, (2.2) can then be re-stated as P(X 1 + + X n > x) P(maxfX 1 ; : : : ; X n g > x); x ! 1; for all n 2 where X 1 ; : : : ; X n are i.i.d. distributed as F. In words this means that the sum is likely to get large because one of the r.v.'s gets large. If X is subexponential then in fact lim x!1 e x P(X > x) = 1 = E(e X ) for all > 0, which explains why the term subexponential is used in the de nition.
For technical reasons we sometimes restrict this class even further to the class S S, S e is heavy-tailed but not subexponential, then the asymptotic (2.5) will not hold. 2 
Distributional Little's Law
Consider a queueing model with renewal arrivals (i.i.d. interarrival times fT n g). Let W n denote n th customer's sojourn time (total time spent in the system from arrival to departure). Let L denote steady-state number in system, and W denote steady-state sojourn time. Finally, independent of W, let fN(t)g denote a time stationary version of the renewal counting process (the initial arrival time is distributed as T e (equilibrium distribution)).
The following result is from 27], and known as distributional Little's law (DLL):
Proposition 2.5 If (1) and (2) below hold then L = N(W) in distribution.
(1) Customers depart the system in the same order that they arrived ( rst-in-rst-out).
(2) W n is independent of the future interarrival times fT n ; T n+1 ; : : :g; n 0:
Some models for which DLL holds are FIFO GI/GI/1 queue, FIFO GI/GI/1 queue with server vacations, FIFO tandem queues of the form GI/GI/1 ?! /GI/1 ?! /GI/1. DLL does not hold for FIFO multi-server queues (such as GI/GI/c) because Condition (1) above then fails (unless service times are deterministic); but it does hold for the number of customers waiting in the queue (not in service) for such models (for then Condition (1) 
; k ! 1 ; (2.11) where 0 denotes the inverse of 0 and is the convex conjugate of . 
Before proving this Proposition, we rst point out the consequences for any F satisfying Condition (3.1), and give a quick application to the M/G/1 queue. 
Generalizing away from the Poisson process
Our objective here is to obtain an analogue to Proposition 3.1 for processes more general than a Poisson process. Our methods di er, however. As for applications to queues, we present at the end of this section (as Proposition 3.13) the GI/GI/1 analogue of Proposition 3.3. that for some function a(t) it holds that (a) (T ? t)=a(t) conditional on fT > tg has a limit V 2 (0; 1) in distribution as t ! 1; a(x) = 1 ; locally uniformly in y :
Furthermore, V has exponential distribution. 2 Proof We rst note that (a) and (3. t log Ee X(t) (note that ( ) is independent of t by the stationary increments of L evy processes) and let = (t) > 0 be the root of 0 ( ) = m + ca(t)=t. Then a(t)=t ! 0 implies that ! 0 as t ! 1. Proof The CLT for X(t) is standard, so again we only have to verify (c). It su ces to consider the zero{delayed case since P(X(t) > n) is maximized in this case. Let S n be a random walk with increment d.f. G and ( ) = log R 1 0 e x G(dx). A standard identity from renewal theory states that fX(t) > ng = fS n tg (see e.g. 37], 38] for an application in a similar context), hence we get P(X(t) > mt + ca(t)) = E h e ? S mt+ca(t) +t ( ) ; S mt+ca(t) t i : Taking = (t) < 0 as the root of 0 ( ) = (m + ca(t)=t) ?1 , the remaining details are just as for Theorem 3.9.
2
As an analogue to, and generalization of, Proposition 3.3, we present the following Proposition 3.13 For a stable GI/GI/1 queue, with interarrival times having nite mean 1= and service time d.f. G(x) = P(S x), if G e 2 S and G e is in the maximum domain of attraction of some extreme value distribution with auxiliary function a( ) which is eventually monotone increasing and a(t)= p t ! 1, then the steady-state queue length L satis es (1.4).
Proof Immediate from Theorem 2.3 and Theorem 3.12.
4 The moderately heavy{tailed case
We now consider d.f.'s F that are still heavy-tailed, but with a tail at least as light as something proportional to the Weibull with = 1=2. Note that the Weibull itself with = 1=2 is included here which shows that this critical distribution falls into this moderately heavy{tailed case, and yields asymptotics for N(T) that are di erent from (3.2). 
Combining these results and using Stirling's formula yields the assertion of the theorem. In the last step we have used (2.1) giving P(N(T) > k) P(N(T) > k ? 1) . 2 5 where V e is independent of D and has the equilibrium distribution of V . Adding an independent copy of S yields sojourn time representation W v = W + V e ; (6.2) where W is regular M/G/1 sojourn time and is independent of V e .
Conditions (1) and (2) p xg (but is still heavy-tailed), it follows from our previous results that the tail of B is heavier than the rhs of (6.8). 
