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Using the language of differential geometry, I derive a form of the Bayesian Crame´r-Rao bound that remains
invariant under reparametrization. By assuming that the prior probability density is the square of a wavefunction,
I also express the bound in terms of functionals that are quadratic with respect to the wavefunction and its
gradient. The problem of finding an unfavorable prior to tighten the bound for minimax estimation is shown, in
a special case, to be equivalent to finding the ground-state energy with the Schro¨dinger equation, with the Fisher
information playing the role of the potential.
I. INTRODUCTION
Differential geometry has been useful in the study of the
Crame´r-Rao bound and asymptotic statistics [1–3], but its
usefulness is less clear in Bayesian and minimax statis-
tics. The Bayesian Crame´r-Rao bounds [4, 5], pioneered
by Schu¨tzenberger [6] and Van Trees [7], may serve as a
bridge. To be specific, consider a p-dimensional parameter
θ = (θ1, . . . , θp) ∈ Θ ⊆ Rp, a scalar parameter of inter-
est β(θ) ∈ R, and an estimator βˇ(X), where X is a set of
n independent and identically distributed observation random
variables with a family of probability densities {f (n)(x|θ) =∏n
j=1 f(x
j |θ) : θ ∈ Θ}. Generalization of the theory for
a vectoral β is possible but tedious and not attempted here.
Define the mean-square risk as
R(θ) ≡
∫ [
βˇ(x) − β(θ)]2 f (n)(x|θ)dnx. (1.1)
The Crame´r-Rao bound for any unbiased estimator is given by
R(θ) ≥ C(θ)
n
, C(θ) ≡ ua(θ)
[
F (θ)−1
]
ab
ub(θ), (1.2)
where
ua ≡ ∂aβ, ∂a ≡ ∂
∂θa
, (1.3)
Einstein summation is assumed, and F is the Fisher informa-
tion matrix defined as
Fab ≡
∫
(∂a ln f) (∂b ln f) fdx. (1.4)
The restriction to unbiased estimators is one of the biggest
shortcomings of the bound. A fruitful remedy is to consider
bounds on the Bayesian risk
〈R〉 = E
[(
βˇ − β)2] =
∫
R(θ)π(θ)dpθ, (1.5)
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whereE denotes the expectation over both the observation and
the parameter as random variables and π is a prior probabil-
ity density [4]. In particular, a general Bayesian form of the
Crame´r-Rao bound due to Gill and Levit [5], valid for any
biased or unbiased estimator, is given by
〈R〉 ≥ B ≡ 〈N〉
2
n 〈M〉+ 〈P〉 , (1.6)
N ≡ vaua, (1.7)
M ≡ vaFabvb, (1.8)
P ≡
[
1
π
∂a (πv
a)
]2
, (1.9)
where va, N, M, and P are all functions of θ, π is assumed
to vanish on the boundary of Θ, and 〈·〉 denotes the prior ex-
pectation, as in Eq. (1.5). va is a free term, and by choos-
ing it judiciously, many useful forms of the Bayeisan bound
can be obtained [5]. An arbitrarily chosen va, however, may
lead to a B that varies if the parametrization of the underlying
model is changed. This property would be unpleasant espe-
cially in semiparametrics, where the invariance of the Crame´r-
Rao bound is crucial for the concept of parametric submodels
to work in the local theory [2, 3]. Here, I demand B to obey a
similar condition of invariance and express the invariant form
in the language of differential geometry, in the hope that it
can make the Bayesian bound more tractable and amenable to
tools from differential geometry and functional analysis.
Bayesian bounds are also useful for minimax statistics [8]
by providing lower bounds on the worst-case risk via
sup
θ∈Θ
R(θ) ≥ 〈R〉 (1.10)
for any prior. In this context, an unfavorable prior should be
chosen to tighten a lower bound. Given Eqs. (1.6)–(1.9), it
is unclear how the prior should be chosen, as 〈P〉 is highly
nonlinear with respect to π. To help with this problem, an-
other contribution of this work is to rewrite Eqs. (1.6)–(1.9)
in a form that looks more familiar, at least to physicists. To
be specific, I identify the prior density with the square of a
wavefunction, such that, somewhat miraculously, 〈N〉, 〈M〉,
and most importantly 〈P〉 all become quadratic functionals of
the wavefunction and its gradient. Minimizing the denomina-
tor n〈M〉+ 〈P〉, for instance, leads to a linear wave equation.
2In a special case, the equation becomes the time-independent
Schro¨dinger equation, and insights from quantum mechanics
turn out to be handy.
II. INVARIANCE
To model reparametrization, consider a bijective differen-
tiable map θ˜(θ). The transformation laws are
∂a = J
b
a∂˜b, ∂˜a ≡
∂
∂θ˜a
, (2.1)
dpθ =
dpθ˜
|j| , π = |j|π˜, (2.2)
ua = J
b
au˜b, Fab = J
c
aF˜cdJ
d
b , (2.3)
where
Jba ≡ ∂aθ˜b, j ≡ detJ (2.4)
are the Jacobian matrix and its determinant, respectively. De-
fine also the inverse Jacobian matrix and its determinant as
J˜ba ≡ ∂˜aθb, j˜ ≡ det J˜ , (2.5)
which obey
JbaJ˜
c
b = J˜
b
aJ
c
b = δ
c
a, j˜ =
1
j
, (2.6)
where δca is the Kronecker delta. On the other hand, β, βˇ,
f (n), dnx, R, and 〈·〉 remain invariant, as these quantities de-
pend on the statistical problem and should not depend on the
parametrization.
It is well known that the Crame´r-Rao bound is invariant
under reparametrization, in the sense of
ua
(
F−1
)
ab
ub = u˜a
(
F˜−1
)
ab
u˜b. (2.7)
The Bayesian bound can also be made invariant.
Proposition 1. B is invariant under reparametrization if va
obeys the transformation law
vaJba = v˜
b. (2.8)
Proof. Given Eq. (2.8), it is obvious that
N = v˜au˜a, M = v˜
aF˜abv˜
b (2.9)
remain invariant upon reparametrization. To deal with P, con-
sider
1
π
∂a (πv
a) =
Jba
jπ˜
∂˜b
(
jπ˜v˜cJ˜ac
)
(2.10)
= v˜c
Jba
j
∂˜b
(
jJ˜ac
)
+
1
π˜
∂˜b
(
π˜v˜b
)
. (2.11)
The first term can be shown to vanish as follows:
Jba
j
∂˜b
(
jJ˜ac
)
= ∂˜c ln j + J
b
a∂˜bJ˜
a
c (2.12)
= −∂˜c ln j˜ + Jba∂˜bJ˜ac (2.13)
= −Jba∂˜cJ˜ab + Jba∂˜bJ˜ac (2.14)
= −Jba
(
∂˜c∂˜bθ
a − ∂˜b∂˜cθa
)
= 0, (2.15)
where Eq. (2.14) uses Jacobi’s formula to simplify ∂˜c ln j˜.
Hence
1
π
∂a (πv
a) =
1
π˜
∂˜b
(
π˜v˜b
)
, (2.16)
and P is invariant. As the prior expectation 〈·〉 is also invari-
ant, B is invariant.
I assume hereafter that va obeys Eq. (2.8). In the language
of differential geometry, it means that the entries of va are
components of a contravariant vector [9]. In other words, va
defines a vector field in the parameter space. The formalism
can be made more elegant by defining the invariant quantities
ǫ ≡ √gdpθ, ρ ≡ π√
g
, πdpθ = ρǫ, (2.17)
where g is the determinant of gab. The divergence term in
Eq. (1.9) becomes
1
π
∂a (πv
a) =
1√
gρ
∂a (
√
gρva) =
1
ρ
∇a (ρva) , (2.18)
where∇a is the Riemannian covariant derivative [9]. One can
then write the following:
Proposition 2 (Invariant form of the Gill-Levit bound). For
an invariant prior density ρ that vanishes on the boundary
of the parameter space, the Bayesian mean-square risk has a
lower bound given by Eq. (1.6), where
〈N〉 =
∫
(vaua) ρǫ, (2.19)
〈M〉 =
∫ (
vaFabv
b
)
ρǫ, (2.20)
〈P〉 =
∫ [
1
ρ
∇a (ρva)
]2
ρǫ. (2.21)
Proof. For completeness, I offer an alternative proof that pro-
ceeds in a manifestly invariant way. Define the bias as
b ≡
∫ (
βˇ − β) f (n)dnx, (2.22)
and write, via the Leibniz rule,∫
∇a (bρva) ǫ =
∫∫ (
βˇ − β)∇a
(
f (n)ρva
)
dnxǫ
−
∫
(va∇aβ) ρǫ. (2.23)
3Applying the generalized Stokes theorem [9] and requiring
that ρ vanishes on the boundary, one can show that the left-
hand side of Eq. (2.23) is zero. With ∇aβ = ∂aβ when ∇a
acts on a scalar, the last term in Eq. (2.23) is precisely 〈N〉 in
Eq. (2.19). One obtains
〈N〉 =
∫∫ (
βˇ − β)∇a
(
f (n)ρva
)
dnxǫ (2.24)
=
〈(
βˇ − β) , S〉 , (2.25)
where S is a generalized score function defined as
S ≡ 1
f (n)ρ
∇a
(
f (n)ρva
)
, (2.26)
and the inner product is defined as
〈A,B〉 ≡ E (AB) =
∫∫
ABf (n)dnxρǫ. (2.27)
The Cauchy-Schwartz inequality gives
〈N〉2 ≤ 〈R〉 〈D〉 , 〈D〉 ≡ E (S2) . (2.28)
One can then follow standard procedures [5, 7], together with
the Leibniz rule and the Stokes theorem, to obtain 〈D〉 =
n〈M〉 + 〈P〉, with 〈M〉 given by Eq. (2.20) and 〈P〉 given
by Eq. (2.21). Hence Eq. (2.28) leads to Eq. (1.6), with
Eqs. (2.19)–(2.21).
Proposition 2 is, of course, a special case of the Gill-Levit
bound and not exactly a new result. The point of present-
ing the proposition and its proof is to show that, by adopt-
ing the machinery of differential geometry, one can not only
make the formalism more elegant but also guarantee that the
result is independent of the parametrization. In the context of
semiparametrics [2, 3], this approach offers one freedom in
specifying parametric submodels, without worrying how the
chosen parametrization may change the bound.
One appealing choice of va and the metric is
va = gabub = u
a, gab = Fab, (2.29)
where gab is the inverse of gab and the usual convention of
index raising and lowering via gab and gab in differential ge-
ometry [9] is used. Then
N = M = uaF
abub = C, (2.30)
which coincides with the Crame´r-Rao bound given by
Eq. (1.2). This simplification was also observed by Gill and
Levit [5]. As the Fisher information is widely celebrated as a
metric [1] and many useful techniques for computing C have
been developed [2, 3], this metric choice seems natural. It
may become ill-defined, however, if any eigenvalue of F goes
to zero and detF = 0, which can happen in practice [10]. I
keep va and the metric generic in the following.
It is interesting to note that picking a vector field va
in the Bayesian bound seems analogous to picking a one-
dimensional parametric submodel in the local semiparametric
theory [2]. It is an enticing open question whether this anal-
ogy can turn into a more precise and fruitful “globalization”
of the local theory, perhaps by considering the tangent bundle
of the model, finding the least favorable va, and finding the
efficient influence function in a generalized global sense.
III. WAVE PICTURE
Following Ref. [10], I now make the substitution
ρ = ψ2. (3.1)
I call ψ a wavefunction. All the functionals in Eqs. (2.19)–
(2.21) turn out to be quadratic with respect to ψ and∇aψ:
〈N〉 =
∫
(vaua)ψ
2ǫ, (3.2)
〈M〉 =
∫ (
vaFabv
b
)
ψ2ǫ, (3.3)
〈P〉 =
∫
(Dψ)
2
ǫ, (3.4)
D ≡ ∇ava + 2va∇a. (3.5)
The problem of choosing an unfavorable prior to tighten the
bound for minimax estimation now becomes a problem of
finding the wavefunction that maximizes B. This problem
still seems difficult, but a promising approach is to minimize
n〈M〉+ 〈P〉 with the normalization constraint
∫
π(θ)dpθ =
∫
ψ2ǫ = 1. (3.6)
Specifying the action
A = n〈M〉+ 〈P〉 − λ
(∫
ψ2ǫ− 1
)
, (3.7)
and solving the Euler-Lagrange equation [9]
δA
δψ
−∇a
[
δA
δ(∇aψ)
]
= 0, (3.8)
one obtains
−D2ψ + n (vaFabvb)ψ = λψ, (3.9)
which is a linear wave equation. Solving Eq. (3.9) for the
minimizing solution may be difficult because of the nontrivial
D operator, but variational techniques should help.
Equation (3.9) resembles the time-independent Schro¨dinger
equation. The resemblance can be made exact if a va is chosen
such that the divergence term ∇ava is zero, and a flat metric
is assumed such that∇a = ∂a. Equation (3.9) becomes
−4 (va∂a)2 ψ + nU(θ)ψ = λψ, (3.10)
U(θ) ≡ vaFab(θ)vb. (3.11)
If va is further chosen to be θ-independent, Eq. (3.10) is pre-
cisely the Scho¨dinger equation. The potential is the Fisher
information evaluated in the direction of va, while the mo-
mentum operator depends only on the directional derivative
va∂a. The minimum n〈M〉+ 〈P〉 is then the ground-state en-
ergy in the wave problem. This correspondence makes sense,
as an unfavorable prior should be concentrated near the mini-
mum of the Fisher information, just as the ground state should
4be concentrated near the bottom of the potential. If the prior
density is made too sharp, however, the prior information 〈P〉
would become large, and therefore a balance between 〈P〉
and n〈M〉 should be struck to minimize their sum, just as the
ground state achieves the optimal balance between the kinetic
and potential energies. This correspondence was first noticed
in Ref. [10], which considers only a scalar θ.
In the asymptotic limit of large n, the ground-state energy
is
Emin ≡ min
ψ
[n 〈M〉+ 〈P〉] = n inf
θ∈Θ
U(θ) + o(n). (3.12)
If the infimum of U(θ) is strictly positive, the bound B =
〈N〉2/Emin obeys the parametric rate 1/n asymptotically. A
more interesting case is when the infimum is zero, in which
case Emin = o(n), and the bound has a subparametric rate.
For example, if U(θ) is quadratic near the zero, then the
harmonic-oscillator theory suggests that Emin = O(
√
n),
while other scalings may also be derived, depending on the
form of U(θ). See Ref. [10] for an example in optical imag-
ing.
While the results put forth look aesthetically pleasing, their
utility in real applications awaits further research. On a final
note, it has not escaped my attention that the results are also
applicable to quantum estimation theory, if F is replaced by a
quantum version of the Fisher information [11].
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