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ABSTRAK 
ANFIS adalah metode yang merupakan penggabungan mekanisme Sistem Inferensi 
Fuzzy yang direpresentasikan dalam arsitektur jaringan syaraf tiruan. Umumnya 
ANFIS diterapkan sebagai metode pembelajaran pada sistem kendali, dengan 
karakteristik ANFIS terse but dapat dilihat adanya peluang untuk menerapkan ANFIS 
sebagai metode pembelajaran pada klasifikasi. 
Diperlukan fitur ekstraktor yang tepat dalam penerapan ANFIS pada sistem 
pengenalan wajah. Fitur ekstrator yang dibutuhkan ada dua, yaitu metode untuk 
mengekstrak fitur global dan fitur lokal. Metode yang tepat untuk mengekstraksi fitur 
global adalah Analisa Komponen Utama (PCA - Principal Component Analysis) 
karena mampu mendapatkan basis proyeksi optimal dimana metode ini dimodifikasi 
dengan transformasi whitening dan untuk mengekstraksi fitur lokal digunakan 
metode Analisa Paket Wavelet yang akan mendekomposisi citra wajah sehingga 
menghasilkan informasi lokal wajah. Di dalam ANFIS terdapat dua metode 
pembelajaran, yaitu backpropagation dengan metode gradient descent untuk arah 
mundur dan metode Reqursive Least Square Estimator untuk arah majunya. Pada 
metode pembelajaran arah mundur inilah yang nantinya akan merubah parameter 
premis sedangkan pembelajaran arah maju akan merubah parameter konsekuen. 
Sebagai ujicoba utama, perangkat lunak diimplementasikan pada Basis Data baku, 
yaitu Basis Data 0/livetti, YALE dan BERN. Ujicoba dilakukan terhadap data yang 
di-whitening dan data yang tidak di-whitening. Untuk data yang tidak di-whitening, 
hasil akurasi data pembelajaran terhadap Basis Data Ollivetti berkisar antara 501Yo-
53% sedangkan untuk data uji-nya berkisar antara 26%-35% . Ujicoba data 
pembelajaran terhadap Basis Data YALE berkisar antara 831Yo- 89% dan untuk data 
uji berkisar antara 50%- 72. Hasil akurasi data pembelajaran pada percobaan 
terhadap Basis Data BERN berkisar antara 68%-79% dan akurasi pada data ujinya 
berkisar antara 44%-57%. 
Sedangkan untuk data yang di-whitening, karena melibatkan basis non-
orthogonalnya maka hasil akurasinya lebih baik, yaitu hasil akurasi data 
pembelajaran terhadap Basis Data Ollivetti berkisar antara 981Yo- 100% dan untuk 
data uji-nya berkisar antara 71 IYo-80% . Ujicoba data pembelajaran terhadap Basis 
Data YALE berkisar antara 991Yo- 100% dan untuk data uji berkisar antara 75.51Yo-
97. 7%. Sementara itu, hasil akurasi data pembelajaran pada percobaan terhadap 
Basis Data BERN berkisar antara 991Yo- 100% dan akurasi pada data ujinya berkisar 
antara 80% -100%. 
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BABI 
PENDAHULUAN 
Pada bab ini akan dijelaskan tentang Jatar belakang yang mendasari tugas akhir 
ini, permasalahan, batasan masalah, tujuan dari pembuatan perangkat lunak, 
metodologi pembuatan dan sistematika penulisan buku tugas akhir. 
1.1. Latar Belakang 
Pengenalan wajah merupakan salah satu pendekatan pengenalan pola untuk 
keperluan identifikasi personal. Pengenalan citra wajah berhubungan dengan 
obyek yang tidak pemah sama, karena adanya bagian-bagian yang dapat berubah. 
Perubahan ini dapat disebabkan oleh ekspresi wajah, intensitas cahaya dan sudut 
pengambilan gambar, atau perubahan asesoris pada wajah. Dalam kaitan ini, 
obyek yang sama dengan beberapa perbedaan tersebut harus dikenali sebagai satu 
obyek yang sama. 
ANFIS adalah metode yang merupakan penggabungan mekanisme Sistem 
Inferensi Fuzzy yang digambarkan dalam arsitektur jaringan syaraf. Umumnya 
ANFIS diterapkan sebagai metode pembelajaran pada sistem kendali, dengan 
karakteristik ANFJS tersebut dapat dilihat adanya peluang untuk menerapkan 
ANFIS sebagai metode pembelajaran pada klasifikasi khususnya pengenalan 
wajah. 
Ada dua bagian yang penting dalam sistem pengenalan pola, yaitu fitur ekstraktor 
dan mesin pembelajaran. Untuk menerapkan ANFJS pada sistem pengenalan 
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wajah, diperlukan fitur ekstraktor yang tepat karena jika ANFIS diterapkan 
sebagai fitur ekstraktor sekaligus sebagai mesin pembelajarannya maka spesifikasi 
obyek tidak bisa ditampilkan dan biaya komputasinya akan sangat mahal. Fitur 
ekstrator yang dibutuhkan ada dua, yaitu metode untuk mengekstrak fitur global 
dan fitur lokal [1]. Metode yang tepat untuk mengekstraksi fitur global adalah 
Analisa Komponen Utama (PCA- Principal Component Analysis) karena mampu 
mendapatkan basis proyeksi optimal dimana metode ini dimodifikasi dengan 
transformasi whitening dan untuk mengekstraksi fitur lokal digunakan metode 
Analisa Paket Wavelet yang akan mendekomposisi citra wajah sehingga 
menghasilkan informasi lokal wajah. Di dalam ANFIS, proses pembelajaran yang 
digunakan ada dua metode, yaitu penjalaran batik (backpropagation) dengan 
metode turunan gradient (gradient descent) untuk arah mundur dan metode Galat 
Kuadrat Terkecil (RLSE- Reqursive Least Square Estimator) untuk arah majunya. 
Pada metode pembelajaran arah mundur inilah yang nantinya akan merubah 
parameter premis sedangkan pembelajaran arah maju akan merubah parameter 
konsekuen. 
1.2. Tujuan 
&IIH.IK pf:R,USHU'\.,..t:li 
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Tujuan dari tugas akhir ini adalah merancang dan membuat suatu aplikasi yang 
menerapkan metode Adaptive Neuro-Fuzzy Inference System (ANFIS) sebagai 
mesin pembelajaran pada sistem pengenalan wajah yang dapat 
mengkombinasikan hasil ekstraksi fitur global dan fitur lokal. 
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1.3. Permasalahan 
Permasalahan yang diangkat dalam tugas akhir ini adalah: 
1. Bagaimana menerapkan metode Analisa Komponen Utama (PCA) sebagai 
pengekstraksi fitur global dan wavelet sebagai pengekstraksi fitur lokal dalam 
sistem pengenalan wajah. 
2. Bagaimana menerapkan metode Adaptive Neuro-Fuzzy Inference System 
(ANFIS) sebagai mesin pembelajaran pada sistem pengenalan wajah yang dapat 
mengkombinasikan fitur global dan fitur lokal hasil dari ekstraksi dari Analisa 
Komponen Utama dan Wavelet. 
1.4. Metodologi 
Pembuatan tugas akhir mt dilakukan dengan mengikuti metodologi sebagai 
berikut: 
1. Studi literatur 
Mencari dan mempelajari referensi-referensi yang berkaitan dengan Analisa 
Komponen Utama (Principal Component Analysis), Analisa paket Wavelet 2-D 
dan Adaptive Neuro-Fuzzy Inference System (ANFIS). Pembelajaran ini didapat 
baik dari buku-buku literatur maupun beberapa artikel di internet. Selain itu 
dipelajari juga bahasa pemrograman yang akan digunakan, yaitu Matlab 6.1 
2. Pengembangan Algoritma 
Pada tahap ini dirancang penerapan algoritma yang akan digunakan pada 
perancangan perangkat lunak yaitu Analisa Komponen Utama (PCA), Analisa 
Paket Wavelet dan Adaptive Neuro-Fuzzy Inference System (ANFIS) 
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3. Perancangan Perangkat Lunak 
Pada tahap ini akan dilakukan perancangan terhadap perangkat lunak yang 
meliputi data yang akan digunakan, proses-proses yang akan dilaksanakan dan 
penentuan rancangan antar muka berdasarkan studi pustaka yang telah dilakukan. 
4. Pembuatan Perangkat Lunak 
Pada tahap ini, perangkat lunak dibuat sesuai dengan desain yang telah dirancang 
sebelumnya. Data yang digunakan, proses masukan, algoritma dan keluaran 
didasarkan pada rancangan yang telah dibuat pada tahap sebelumnya. 
5. Uji Coba dan Evaluasi Perangkat Lunak 
Pada tahap ini, program yang telah dibuat diuji kebenarannya menggunakan 
aplikasi klasifikasi. 
6. Penyusunan Buku tugas akhir 
Pada tahap ini dilakukan seiring dengan pengerjaan tugas akhir ini. Penulisan 
dokumentasi meliputi dasar teori dari sistem, desain sistem algoritma yang 
digunakan, kinerja sistem yang dibangun serta dokumentasi tahap perancangan 
dan pembuatan. 
1.5. Sistematika Penulisan 
Dalam penulisannya, laporan tugas akhir ini dikelompokkan menjadi enam bab, 
yang membahas tentang bagian-bagian berikut: 
BAB I Pendahuluan 
Bab ini menjelaskan beberapa hal pokok dari tugas akhir yang telah dilaksanakan, 
antara lain: latar belakang yang mendasari tugas akhir ini, permasalahan, batasan 
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masalah, tujuan dari pembuatan perangkat lunak, metodologi pembuatan dan 
sistematika penulisan buku tugas akhir. 
BAB II Dasar Teori 
Pada bab ini akan dijelaskan tentang teori-teori yang mendasari tugas akhir ini. 
Teori itu meliputi metode Analisa Komponen Utama (Principal Component 
Analysis) yang merupakan pengekstraksi fitur global dalam tugas akhir ini, 
Analisa Paket Wavelet 2 Dimensi yang akan mendekomposisi citra wajah dan 
bertindak sebagai pengekstraksi fitur lokal. Kemudian dilanjutkan dengan 
pembahasan tentang Sistem lnferensi Fuzzy. 
BAB III Adaptive Neuro-Fuzzy Inference System 
Bab ini menjelaskan mengenai penerapan metode Adaptive Neuro-Fuzzy 
Inference System (ANFIS) sebagai mesin pembelajaran pada sistem pengenalan 
wajah dengan mengkombinasikan fitur global dan fitur lokal hasil dari ekstraksi 
Komponen Analisa Utama (PCA) dan Analisa Paket Wavelet. Selain itu juga, 
pada bab ini akan dijelaskan tentang pembelajaran hybrid pada ANFIS yang 
terdiri atas dua bagian yaitu arah maju (forward pass) yang menggunakan metode 
Recursive Least Square Estimator (RLSE) dan arah mundur (backward pass) 
yang menggunakan metode Gradient Descent. Pembelajaran hybrid ini digunakan 
untuk memperbaharui parameter-paremeter premis dan konsekuen. 
BAB IV Perancangan dan Pembuatan Perangkat Lunak 
Menjelaskan tahap-tahap dalam perancangan dan pembuatan perangkat lunak. 
Perancangan terdiri dari perancangan data masukan, proses dan antarmuka. 
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BAB V Uji Coba dan Evaluasi 
Pada bab ini dijelaskan mengenai hasil uji coba perangkat lunak untuk proses 
pembelajaran dan ujicoba ANFIS 
BAB VI Penutup 
Bab ini adalah bagian terakhir dari buku tugas akhir ini yang berisi kesimpulan 
dari pembuatan tugas akhir dan saran pengembangan perangkat lunak lebih lanjut. 
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BABII 
DASAR TEORI 
Pada bab ini akan dijelaskan tentang teori-teori yang mendasari tugas akhir ini. 
Teori itu meliputi metode Analisa Komponen Utama (Principal Component 
Analysis) yang akan mereduksi fitur dan merupakan pengekstraksi fitur global, 
Analisa Paket Wavelet 2 Dimensi yang akan mendekomposisi gambar wajah dan 
merupakan pengekstraksi fitur lokal. Kemudian dilanjutkan dengan pembahasan 
tentang Sistem lnferensi Fuzzy. 
2.1 ANALISA KOMPONEN UTAMA (PCA) 
Bagian penting dalam pengenalan pola atau klasifikasi data adalah fitur ekstraktor 
yaitu memilih fitur yang mempunyai kemampuan lebih untuk membedakan (fitur 
ciri) dan mesin pembelajarannya. Pola masukan yang sama seharusnya masuk ke 
dalam kelas yang sama, sehingga pemilihan fitur ciri sangat penting. Untuk 
beberapa kumpulan data, gabungan 2 fitur akan mempunyai kemampuan 
membedakan yang lebih daripada 1 fitur, oleh karena itu kumpulan data kadang-
kadang harus diubah ke bentuk yang lebih dapat dikenali atau dipelajari. 
Komponen Analisa Utama (PCA) adalah metode klasik untuk mendapatkan 
representasikan data yang terpercaya, berdasarkan pada dekomposisi dari matrik 
kovarian data masukannya. PCA juga dikenal dengan Kurhunen Loeve 
Transformatiom dalam teori komunikasi dan proses gambar (image processing). 
Gambar merupakan kumpulan dari piksel-piksel, dimana setiap piksel merupakan 
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representasi dari angka. Kumpulan dari angka tersebut akan membentuk sebuah 
matriks. 
2.1.1 Konstruksi Vektor Sebuah Gambar 
Wajah dapat dipandang sebagai sebuah vektor. Konstruksi vektor dari sebuah 
gambar dibentuk oleh penggabungan sederhana yaitu dengan meletakkan sebuah 
baris dari gambar sating bersebelahan dengan baris-baris yang lain. Sehingga 
sebuah wajah yang merupakan sebuah gambar, dapat dipandang sebagai sebuah 
vektor. Apabila Iebar dan tinggi sebuah gambar adalah w dan h piksel, maka 
banyaknya komponen dari vektor ini adalah w*h. Setiap piksel dikodekan oleh 
satu komponen vektor. 
2.1.2 Ruang Lingkup Gambar 
Vektor wajah yang dideskripsikan sebelumnya merupakan bagian dari sebuah 
ruang. Ruang ini adalah sebuah ruang lingkup gambar (image space) yaitu ruang 
dari semua gambar keseluruhan yang merupakan dimensi w*h piksel. Semua 
wajah mirip satu sama lain. Mereka sama-sama mempunyai mata, hidung, mulut 
dan lain-lain yang terletak pada tempat yang sama. Akibatnya semua vektor wajah 
terletak pada tempat-tempat yang amat berdekatan dalam ruang lingkup gambar. 
Oleh karena itu, sebuah ruang lingkup gambar yang penuh bukanlah sebuah ruang 
yang bagus untuk mendeskripsikan sebuah wajah. Vektor basis dari ruang lingkup 
wajah disebut sebagai komponen utama (principal component). Dimensi dari 
ruang lingkup gambar adalah w * h. Tentu saja semua piksel dari sebuah wajah 
tidak relevan dan setiap piksel bergantung pada tetangganya. Sehingga dimensi 
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dari ruang lingkup wajah adalah kurang dari dimensi ruang lingkup gambarnya. 
Dimensi dari ruang lingkup wajah tidak dapat ditentukan tetapi hal ini sudah dapat 
dipastikan bahwa dimensi dari ruang lingkup wajah akanjauh lebih kecil daripada 
ruang lingkup gambarnya. 
2.1.3 Transformasi Matrik 
Diberikan sebuah wajah pelatihan yang terdiri dari K gambar. Ukuran gambar 
diasumsikan terdiri dari N * N piksel dimana setiap piksel dikodekan dengan 
menggunakan 8 bit atau 256 tingkat keabuan (gray level) . Setiap gambar dapat 
dipandang sebagai sebuah vektor kolom dengan ukuran (N * N) x 1. 
Misalkan setiap gam bar diberi notasi f 1. f 2, f 3 .. . ... . rk yang merupakan vektor 
kolom N2 x I. Bila sebuah gambar dalam wajah pelatihan dinotasikan dalam 
bentuk matriks, maka akan diperoleh matriks yang berordo N2 x K. 
r n = cr I' r 2, r 3 ... .. . . r k) T' dimana T adalah matrik transpose, sedangkan 
isi dari tiap vektor kolom adalah 
r ,,,r1,2 ... .. .. .. ...... r,,k 
Yz,1Yz,2 ·· ·· ··· ·· ···· ··Yz,k (2.7) 
r N*N, I ••• • ••• • • • • • • y N*N, k 
2.1.4 Matriks Kovariansi 
Matriks kovariansi adalah sebuah matriks simetris berordo N2 x N
2 
dan 
merupakan sebuah pengukuran yang tidak hanya pada sebuah variansi, tetapi 
kovariansi dari vektor-vektor kolom. 
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• Wajah rata-rata, mx , merupakan operasi rata-rata sederhana dari k kolom 
yang merepresentasikan sebuah wajah. 
1 K 
m = -"X X ~ 1 
K i=t 
(2.8) 
• Deviasi merupakan penyimpangan terhadap rata-rata wajah 
(2.9) 
• Misa1nya <I>n = fn- mx dan A = (<l>t <I>n <l>k) adalah matriks wajah 
ternormalisasi, maka matriks kovariansi di atas dapat ditulis menjadi 
Cx = A AT adalah matriks outer product berordo N2 x N2, atau (2.10) 
Jika jumlah data pelatihan K lebih kecil dibandingkan dimensi citra N, 
maka matriks kovarian dapat dihitung dengan: 
L = AT A adalah matriks inner product berordo K x K, K << N2 (2.11) 
Matriks Cx dan L adalah matriks simetris, sebab unsur-unsur yang berordo pada 
posisi simetris relative terhadap diagonal utama adalah sama, sehingga dapat 
diilustrasikan bahwa <I>/ <I>q = <l>q T <l>p, untuk p,q € [1 ,K] . jadi dapat disimpulkan 
bahwa nilai matriks Anxn dikatakan simetris apabila AT = A 
2.1.5 Nilai Eigen dan Vektor Eigen 
Misal A adalah sebuah matriks n x n. sebuah matrik bukan nol, P yang berukuran 
n x 1 sedemikian rupa sehingga AP = A.P dinamakan vektor eigen bagi A, 
sedangkan skalar A. dinamakan nilai eigen bagi A yang bersesuaian dengan P. 
Persamaan definisinya adalah: 
AP = A.P ekivalen dengan 
A.IP = AP atau 
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(A.I- A)P = 0 (2.12) 
persamaan 2.12 akan mempunyai solusi bukan no! jika dan hanyajika: 
det(A. I - A) = 0 (2.13) 
2.1.6 Reduksi Dimensi 
PCA akan membangkitkan suatu himpunan basis orthonormal yang disebut 
komponen utama (principal component) [3]. Setelah dihasilkan matrik kovarian, 
selanjutnya matriks vektor eigen dan matriks nilai eigen <1>, A dapat dihitung 
dengan rumus: 
(2.14) 
Jika ukuran data sample K lebih kecil dibandingkan dimensi N, maka metode 
berikut dapat diaplikasikan guna menghemat biaya komputasi. 
3=A\f' (2.15) 
bahwa nilai eigen telah tersortir secara decreasing order, A-1 ~ A-2 ~ •••••• ~ A-k , 
maka m vektor eigen terbesar pertama digunakan untuk mendefinisikan matrix P 
(2.16) 
Himpunan ciri baru Z dengan dimensi m * K dapat dihitung dengan rumusan 
Z=PT A (2.17) 
II 
2.1. 7 Transformasi Whitening (Whitening Transformation) 
Dengan menggunakan basis orthogonal sekaligus basis non-orthogonalnya, 
jangkauan ruang solusi dapat ditingkatkan. PCA membangkitkan suatu himpunan 
basis orthogonal sehingga jika hasil ini dimodifikasi dengan transformasi 
whitening jangkauan ruang solusi dapat ditingkatkan dan tingkat kesalahan dapat 
dikurangi. Whitening PCA, dalam hal ini mempunyai dua peranan penting, yaitu: 
mereduksi komponen PCA yang mempunyai bobot relatif kecil, dan 
meningkatkan jangkauan ruang solusi yang akan melibatkan pula basis non-
orthogonal [3]. Berikut adalah contoh penggunaan Transformasi Whitening. 
Terdapat dua himpunan data dengan aproksimasi mean f.11 = (2,2) dan 
f.12 = (2,-2) yang masing-masing mempunyai 100 data sample. Gam bar Scatter 
Plot dari kedua himpunan data tersebut adalah sebagai berikut. 
: : : : : : : 0 Set 1 
4 ----~- - ---:- - ---~- - --el o-?5~----~- - ---~- - - - -t Set 2 : : #J@ o.· : : , , 
3 ---- ~ -----~ -- -- <}.-~-- - -~- -- - - ~ --- - ~ - ----~-- -
: : o , o>o : : : : : 
2 - --- i - - -~~Q , - --~j¢ ·--:- - --~-----~- - --i- --- + - --
' 0 lY, ~ q;. ' ' ' ' ' 
1 ----;·o~ ---,::oo· ·:-----:--- --: -- ---:--- --:-----:----
:<XK :o o~o : : : : : : 0 -- -- , -~" ·<cr ·¥· - -- -,- -- --,- • •• , •• ••••••• • ,-- ---r---
' oo ' ' ' ' ' ' ' 
' ' ' ' ' ' •t ' ' 
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Gambar 2.1. Plot data basil dari PCA 
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Berdasarkan data sample masing-masing himpunan tersebut, selanjutnya dapat 
dihitung matriks kovariannya. 
[
1.04298364190029 0.90928280483490] 
Cov(Set) = 
I 0.90928280483490 1.57004279277764 
[ 
0.39153929738864 - 0.14367586327053] 
Cov(Set ) = 2 
- 0.14367586327053 0.5663621 1092900 
Selanjutnya, dapat dihitung nilai eigen A dan vektor eigen <1> untuk masing-
masing matriks kovarian diatas. 
[
- 0.79948926 
<1> -
I - 0.60068037 5 
0.600680375] <1> =[-0.87171048798 -0.490021249671] 
0.7994892663 2 -0.490021249671 0.8717104879 
A =[0.35981207 
I 0 
0 l [0.31077369 0 l 2.2532143~ A2 = 0 0.6471277~ 
Dengan menggunakan rumus Transformasi Whitening, 
Matriks Transformasi Whitening untuk masing-masing himpunan adalah sebagai 
berikut 
T. = [- 1.33283003 72 1.00139536 64] T = [- 1.56368816 16 - 0.87900792 41] 
I 0.40016784 44 0.53261253 35 2 - 0.60914391 85 1.08362064 4 7 
Hasil Transformasi Whitening terhadap data asal digambarkan pada diagram 
berikut. Matriks Kovarian pada masing-masing data hasil transformasi sama 
dengan matriks identitas. 
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Gambar 2. 2. Plot data basil PCA dan transformasi whitening 
Dengan matrik masukan A maka untuk mencari matrik baru hasil whitening 
menggunakan rumus: 
- A=Wh A (2.18) 
Matrik kovarian dari matrik masukan adalah A AT, misalkan diambil contoh 
sebuah korelasi masukan matrik RAA= A AT dan menemukan nilai eigen dan 
vektor eigen (RAA adalah matrik simetris) 
(2.19) 
dimana P adalah matrik vektor etgen dan A= diag{A-1, A-2 , •••••• ,A-k} matrik 
diagonal dari nilai eigen. Dari persamaan 2.13 maka: 
(2.20) 
dari persamaan 2.12, maka rumus Transformasi Whitening adalah: 
Wh = (P AYz r1 
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(2.21) 
Sehingga untuk mencari matrik baru hasil transformasi whitening V, berdasarkan 
persamaan 2.11 dan persamaan 2.15 adalah dengan rumusan 
(2.22) 
-Ji _ . -Ji -Ji -Ji A-~ ~mxm dengan A - dtag{~ , A-2 , ...... ,A-k } , dan E . 
2.2 ANALISA P AKET WAVELET 
Dalam sistem pengenalan wajah ini digunakan dua fitur ekstraktor untuk 
mengekstraksi fitur global dan fitur lokal. PCA digunakan sebagai pengekstraksi 
fitur global untuk mendapatkan basis proyeksi yang optimal dan untuk lebih 
meningkatkan jangkauan ruang solusi maka PCA dimodifikasi dengan 
transformasi whitening. Sedangkan untuk mengekstraksi fitur lokalnya digunakan 
metode Wavelet yang akan mendekomposisi citra wajah sehingga dapat 
memberikan info lokal wajah. 
Wavelet adalah fungsi yang memenuhi persyaratan matematika tertentu yang 
mampu melakukan dekomposisi terhadap sebuah fungsi secara terhirarki untuk 
digunakan merepresentasikan data atau fungsi lainnya. 
Transformasi wavelet merupakan sebuah fungsi konversi yang dapat membagi 
fungsi atau sinyal ke dalam komponen frekuensi atau skala yang berbeda. Lebih 
khusus lagi untuk pengklasifikasian fitur dapat digunakan Transformasi Paket 
Wavelet (TPW). Dengan menerapkan TPW pada sebuah citra akan diperoleh 
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koefisien-koefisien paket wavelet yang unik untuk setiap cuplikan citra tersebut. 
Koefisien-koefisien tersebut menunjukkan karakteristik yang unik dari sinyal pada 
kanal frekuensi yang berbeda-beda seperti dalam analisa multiresolusi dan 
menyajikan suatu informasi yang unik untuk setiap fitur. Karakteristik inilah yang 
akan digunakan untuk mengklasifikasikan fitur. 
2.2.1 Transformasi Wavelet 
Transformasi wavelet (TW) adalah suatu metoda pendekatan fungsi dengan 
lokalisasi ruang frekuensi. TW dapat menganalisa sinyal menurut ruang dengan 
menggunakan fungsi-fungsi dasar, yaitu fungsi induk wavelet. Fungsi-fungsi 
dasar tersebut diperlukan sebagai suatu ''jendela" pendekatan (aproksimasi) yang 
terlokalisir pada interval ruang tertentu. Fungsi induk wavelet didefinisikan 
sebagai berikut: 
_I_ [X- b] 
'Pa,b(x) = la12 ':P -a- (2.23) 
dimana: 'Pa,b(x) adalah fungsi induk wavelet, a adalah parameter dilatasi (a € 
Real), b adalah parameter tranlasi (b € Real). Parameter a menunjukkan Iebar dari 
kurva wavelet, parameter b menunjukkan bahwa lokalisasi kurva wavelet terpusat 
pada interval raung x = b. Untuk data diskrit (seperti citra) diperlukan 
Transformasi Wavelet Diskrit (TWD), sehingga persamaan 2.17 menjadi: 
I 
'/j,k(X) = 2 2 If/ (2f X - k) (2.24) 
Untuk mencapai lokalisasi ruang frekuensi, suatu fungsi harus diekspansi dalam 
bentuk basis orthonormal wavelet. Oleh karena itu, selain fungsi wavelet ':P(x) 
juga diperlukan fungsi skala 0(x) yang dalam bentuk diskritnya didefinisikan 
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sebagai: 
I 
01,k (x) = 2 2 0 (?! x - k) (2.25) 
dimana: 01,k (x) adalah scaling filter, j adalah parameter dialasi, k adalah 
parameter tranlasi. Parameter j menunjukkan Iebar dari kurva wavelet, parameter 
k menunjukkan bahwa lokalisasi kurva wavelet terpusat pada interval ruang x = k. 
2.1.1 Analisa Multiresolusi 
Gabungan fungsi wavelet IJf(x) dan fungsi skala 0 (x) dapat membentuk 
sekumpulan basis, sehingga suatu sinyal atau fungsi f(x) dapat diekspresikan 
sebagai kombinasi tinier dari keduanya, yaitu: 
(2.26) 
j ,k j ,k 
Koefisien detil c j ,k merepresentasikan citra detil pada level j sebagai hasil 
pemfilteran high_pass, sedangkan koefisien smooth d j ,k merepresentasikan citra 
smooth pada level} sebagai hasil pemfilteran low _pass. Koefisien-koefisien dalam 
sistem wavelet disebut sebagai Transforrnasi Wavelet Diskrit dari sinyal f(x). 
Terlihat dari persamaan 2.26 bahwa sinyal atau fungsi asal dipisahkan menjadi 
komponen frekuensi tinggi (suku pertama) dan komponen frekuensi rendah (suku 
kedua). Dengan cara ini pengaplikasian wavelet akan menghasilkan resolusi yang 
berbeda-beda untuk suatu fungsi. Hal inilah yang dinamakan analisa 
multiresolusi. 
Suatu ruang Y1 dapat didekomposisi menjadi 2 sub ruang Yo dan Wo, kemudian 
subruang Yo yang diperoleh, didekomposisi lagi menjadi 2 sub ruang y_, dan W_,, 
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demikian seterusnya. Secara matematis, hal ini dapat digambarkan sebagai urutan 
naik dari sub-sub ruang tertutup Vi dari L2(R) dan dapat dituliskan sebagai: 
V_2 c V_1 c V0 c V1 ••••••• L
2 (R) (2.27) 
Fungsi skala 0 (x) adalah suatu fungsi yang apabila didilasikan dan ditranslasikan, 
membentuk basis orthonormal dari sub-sub ruang Vi tersebut. Sedangkan fungsi 
wavelet 'P(x) adalah fungsi induk yang translasi dan dilasinya didefinisikan untuk 
menjadi basis orthonormal dari sub-sub ruang Wj, dimana Wi adalah komplemen 
orthogonal dari Vi untuk membentuk ruang Vj+l· 
(2.28) 
2.1.2 Konvolusi 
Konvolusi adalah operasi matematika sederhana yang fundamental untuk 
beberapa operator pemrosesan citra. Hal ini digunakan dalam pemrosesan citra 
untuk mengimplementasikan operator yang nilai pixel keluarannya adalah 
kombinasi linear sederhana dari nilai pixel keluarannya. 
Konvolusi dengan filter low-pass menghasilkan pendekatan citra dan konvolusi 
dengan filter high-pass dengan arah horizontal, vertical dan diagonal menghasilkan 
3 citra detail. 
2.1.3 Dekomposisi 
Dekomposisi adalah suatu proses yang memecah citra, dalam hal ini fitur lokal 
pada wajah, secara baris dan secara kolom menjadi empat bagian dengan 
menggunakan nilai-nilai wavelet yang ada, sehingga masukan awal dari proses 
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dekomposisi ini adalah nilai masing-masing piksel dari keluaran fitur. Proses 
dekomposisi citra menggunakan 2 fungsi konvolusi, yaitu fungsi wavelet (high-
pass filter) dan fungsi skala (low-pass filter). Fungsi Wavelet menghasilkan nilai 
koefisien detail dan fungsi skala menghasilkan nilai koefisien rata-rata. Gambar 
dibawah ini menunjukkan proses dekomposisi secara rinci: 
kolom 
cAj 
kolom 
Gam bar 2. 3. Skema Dekomposisi 
Keterangan: 
Index kolom yang genap dihilangkan 
Index baris yang genap dihilangkan 
bar is 
Konvolusi dengan filter X pada bagian barisnya 
kolom 
D Konvolusi dengan filter X pada bagian kolomnya 
cAj-1 
cDj-1 
horizontal 
cDj-1 
vertical 
cDj-1 
diagonal 
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Pada tugas akhir ini, transforrnasi yang digunakan adalah Transforrnasi Haar 
Wavelet, yang mempunyai koefisien filter: 
I. Low-pass filter adalah 0,707106781187 dan 0,707106781187 
2. High-pass fi Iter adalah 0, 707106781187 dan -0,7071 06781187 
Persamaan dari Transforrnasi Haar Wavelet adalah: 
1. Fungsi skala (low-pass filter) dihitung dengan persamaan: 
a[i] = h[O]s[2i] + h[ 1 ]s[2i+ 1] 
2. Fungsi wavelet (high-pass filter) dihitung dengan persamaan: 
c[i] = g[O]s[2i] + g[1]s[2i+1] 
Keterangan: 
i =0,1,2 .... ,n 
a1 ,2, .. ,n dan Ct ,2, .. ,n = vektor keluaran 
ht ,2, .. ,n dan g1 ,2, .. ,n = vektor filter koefisien Haar (skala dan wavelet) 
St ,2, ,n= vektor masukan 
dari persamaan 2.29 dan 2.30, jika di dibuat dalam bentuk matrik adalah: 
h[O] h[1] 0 0 0 0 0 0 sO a1 
g[O] g[ 1] 0 0 0 0 0 0 s1 c1 
0 0 h[O] h[1] 0 0 0 0 s2 a2 
0 0 g[O] g[1] 0 0 0 0 X s3 c2 
0 0 0 0 h[O] h[ I] 0 0 s4 a3 
0 0 0 0 g[O] g[l] 0 0 s5 c3 
0 0 0 0 0 0 h[O] h[l] s6 a4 
0 0 0 0 0 0 g[O] g[ I] s7 c4 
(2.29) 
(2.30) 
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Misal terdapat data: 
47 73 47 30 45 37 27 8 
67 69 46 42 63 26 24 14 
72 40 59 36 62 11 15 57 
67 35 72 52 51 35 30 83 
39 37 65 61 41 20 24 70 
51 70 54 68 37 36 Ill 88 
64 50 44 50 44 48 119 148 
86 46 50 37 34 86 99 145 
maka untuk mendekomposisinya adalah mengalikan filter dengan data. Contoh 
untuk konvolusi terhadap KOLOM adalah seperti dibawah ini, misalnya pada 
kolom pertama, yaitu: 
Y2 y2 0 0 0 0 0 0 47 7 
y2 
-Y2 0 0 0 0 0 0 67 -10 
0 0 y2 Y2 0 0 0 0 72 9 
0 0 Y2 -Y2 0 0 0 0 * 67 2.5 
0 0 0 0 y2 Y2 0 0 39 45 
0 0 0 0 y2 - Y2 0 0 51 - 6 
0 0 0 0 0 0 Y2 Y2 64 75 
0 0 0 0 0 0 Y2 -Y2 86 -II 
Jika kolom ke dua sampai ke tujuh dilakukan operasi yang sama dengan contoh 
diatas, maka hasil dekomposisinya matriknya adalah 
57 71 46.5 36 54 31.5 25.5 11 
-I 0 2 0.5 -6 -9 5.5 1.5 -3 
.... 
69.5 37.5 65.5 44 56.5 23 22.5 70 . ~. $ 1 2.5 2.5 -6.5 -8 5.5 -12 -7.5 -13 s ~ o I 
45 53.5 59.5 64.5 39 28 67.5 79 i lJ: ~ / : ~ ~ 
-6 -16.5 5.5 -3.5 2 -8 -43.5 -9 IU ;.... I 
• 4 ;: .l" 
75 48 47 43.5 39 67 109 146.5 ~ ~ ..:) 
.... ;.... -.J 
' " .::> 
-II 2 -3 6.5 5 -19 10 1.5 ~ t! 
., 
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Dibentuk suatu matrik baru hasil penggabungan angka yang tebal dengan angka 
yang tebal dari matrik diatas dan akan dihasilkan matrik hasil konvolusi dengan 
filter koefisien low-pass 
57 71 46.5 36 54 31.5 25.5 II 
69.5 37.5 65.5 44 56.5 23 22.5 70 
45 53.5 59.5 64.5 39 28 67.5 79 
75 48 47 43.5 39 67 109 146.5 
Dan hasil hasil penggabungan angka biasa dengan angka biasa akan dihasilkan 
matrik hasil konvolusi dengan filter koefisien high-pass 
-10 2 0.5 -6 -9 5.5 1.5 -3 
2.5 2.5 -6.5 -8 5.5 -12 -7.5 -13 
-6 -16.5 5.5 -3.5 2 -8 -43.5 -9 
-II 2 -3 6.5 5 -19 10 1.5 
Terdapat Dua Macam Metode Dekomposisi Paket Wavelet, yaitu Paket Wavelet 
Baku dan Paket Wavelet Lengkap. Dalam tugas akhir ini digunakan Paket 
Wavelet Lengkap karena pengambi1an sub citra pada level paling bawah akan 
menghasilkan informasi yang berarti [I 0]. 
Pada dekomposisi Paket Wavelet Lengkap, citra dibagi menjadi pendekatan citra 
dan detail citra. Kemudian pendekatan citra dibagi lagi kedalam pendekatan citra 
dan detail citra level kedua. Begitu juga dengan detail citra level pertama dibagi 
seperti pendekatan citranya. Sehingga pada dekomposisi level kedua akan 
didapatkan satu pendekatan citra (citra beresolusi rendah) dan 15 detail citra. 
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Ievell 
level2 
Gam bar 2. 4. Bagan Paket Wavelet Complete 
Pada tugas akhir ini, Paket Wavelet yang digunakan adalah dekomposisi level 2. 
Hal ini dilakukan agar encode dari sinyal dapat lebih bagus. Dalam hal ini tidak 
diperlukan dekomposisi pada level yang lebih rendah lagi, karena setelah 
dekomposisi level kedua, citra wajah akan sangat kecil dan tidak ada informasi 
tambahan yang akan didapat [1 0]. 
2.2.5 Rekonstruksi 
Rekonstruksi merupakan kebalikan dari dekomposisi, yaitu suatu proses yang 
menggabungkan sub-sub citra wajah ke citra wajah semula. Proses ini juga 
melibatkan nilai-nilai filter orthogonal yang merupakan invers dari proses 
dekomposisi. Invers filter yang digunakan adalah LoF _ R (Low Pass Filter 
Rekonstruksi) dan HiF _R (High Pass Filter Rekonstruksi). Gambar dibawah ini 
menunjukkan proses rekonstruksi secara rinci: 
cDj-1 
vertikal 
cDj-1 
diagonal 
Keterangan: 
bar is 
baris 
baris 
Gam bar 2. 5. Skema Rekonstruksi 
Sisipkan 
Sisipkan 
Q Konvolusi dengan filter X pada bagian barisnya 
kolom 
Q Konvolusi dengan filter X pada bagian kolomnya 
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cAj 
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Misal matrik filter rekonstruksi L* dan H*, adalah: 
0 0 0 0 0 0 
L*= 0 0 0 H*= -I 0 0 0 
0 0 0 0 0 0 
0 0 0 0 -1 0 0 
Untuk setiap baris hasil dekomposisi (matriks Pendekatan), kalikan matriks L * 
dan H* tersebut dengan bagian dari matrik detil. 
Contohnya baris pertama matriks pendekatan dan matriks detil horisontal pada 
contoh hasil dekomposisi: 
0 0 0 0 0 0 
0 0 0 -1 0 0 0 
0 0 0 57 0 0 0 -10 
0 0 0 * 59.5 + 0 -1 0 0 * 2.5 
0 0 0 45 0 0 0 -6 
0 0 0 75 0 0 -I 0 -II 
0 0 0 0 0 0 1 
0 0 0 0 0 0 -1 
57 -10 47 
52 10 67 
59.5 2.5 72 
59.5 -2.5 67 
45 -6 39 
45 6 51 
75 -II 64 
75 II 86 
Jika dilakukan terhadap kolom-kolom selanjutnya maka akan hasil rekonstruksi 
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sama dengan data masukan sebelum didekomposisi, sehingga dapat dikatakan 
proses dekomposisi yang dilakukan benar. 
47 73 47 30 45 37 27 8 
67 69 46 42 63 26 24 14 
72 40 59 36 62 11 15 57 
67 35 72 52 51 35 30 83 
39 37 65 61 41 20 24 70 
51 70 54 68 37 36 Ill 88 
64 50 44 50 44 48 119 148 
86 46 50 37 34 86 99 145 
2.3 Sistem Inferensi Fuzzy 
Sistem Inferensi Fuzzy diketahui sebagai sistem berbasis aturan fuzzy, model 
fuzzy, Fuzzy associative memories (FAM) ataufuzzy controllers ketika digunakan 
sebagai pengontrol. Secara mendasar sistem inferensi fuzzy disusun dari 5 blok 
fungsional: 
1. Aturan dasar (Rule base), berisi fuzzy rule if-then 
2. Basis Data, yang mendefinisikan fungsi keanggotaan dari kumpulan fuzzy 
yang digunakan dalamfozzy rule 
3. Unit pembuat keputusan, yang membentuk operasi inferen dalam rule 
4. Antarmuka fuzzification, yang mentransform masukancrisp ke derajat yang 
cocok dengan nilai linguistic 
5. Antarmuka defuzzification, yang mentransform hasil fuzzy dari inferen ke 
keluaran berbentuk crisp 
Langkah-langkah pembentukan fuzzy reasoning (operasi inferen berdasarkan 
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aturan fuzzy if-then) oleh Sistem lnferensi Fuzzy adalah: 
1. Membandingkan variabel masukan dengan fungsi keanggotaan di bagian 
premis untuk mendapatkan nilai keanggotaan (ukuran kompabilitas) untuk 
tiap label linguistic. 
2. Mengkombinasikan (dengan operator T-norm, biasanya dikali atau min) 
nilai keanggotaan di bagian premis untuk mendapatkan firing strength 
(bobot) tiap rule 
3. Men-generate consequent dari tiap rule tergantung pada firing strength 
4. Meng-agregasi consequent yang berkualitas untuk menghasilkan keluaran 
cnsp. 
2.3.1.1 Metode Sistem lnferensi Fuzzy 
Ada 3 metode yang digunakan dalam melakukan Sistem lnferensi Fuzzy, yaitu; 
max-min, additive dan probabilistik OR (probor) 
I. Metode Max (maximum) 
Pada metode ini, solusi himpunan fuzzy diperoleh dengan cara mengambil nilai 
maksimum aturan, kemudian menggunakannya untuk memodifikasi daerah fuzzy, 
dan mengaplikasikannya ke keluaran dengan menggunakan operator OR (union). 
Jika semua proposisi telah dievaluasi maka keluaran akan berisi suatu himpunan 
fuzzy yang merefleksikan konstribusi dari tiap-tiap proposisi. Secara umumdapat 
dituliskan: 
llsrl: Xi] +---- max (!lst{xi], jlkt{Xi]) 
dengan: 
llsQXi] = nilai keanggotaan solusi fuzzy sampai aturan ke-i; 
(2.39) 
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Jlkt{Xi] = nilai keanggotaan konsequen fuzzy aturan ke-i; 
Apabila digunakan fungsi implikasi MIN, maka metode komposisi ini sering 
disebut dengan nama MAX-MIN atau MIN-MAX atau MAMDANI 
2. Metode Additive (Sum) 
Pada metode ini, solusi himpunan fuzzy diperoleh dengan cara melakukan 
bounded-sum terhadap semua keluaran daerah fuzzy. Secara umum dituliskan: 
!lstf Xi] +---- min ( 1, !lstf Xi] + jlkt{ Xi]) 
dengan: 
Jl5t{xi] = nilai keanggotaan solusi fuzzy sampai aturan ke-i; 
Jlkt{xi] = nilai keanggotaan konsequen fuzzy aturan ke-i; 
3. Metode Probabilistik OR (probor) 
(2.40) 
Pada metode ini, solusi himpunan fuzzy diperoleh dengan cara melakukan 
product terhadap semua keluaran daerah fuzzy. Secara umum dituliskan: 
!lstfxi] +---- (!lstf Xi] + Jlkt{ Xi]) - (!lstf Xi] * Jlkt{ Xi]) 
dengan: 
Jl5t{xi] = nilai keanggotaan solusi fuzzy sampai aturan ke-i; 
Jlkt{xi] = nilai keanggotaan konsequen fuzzy aturan ke-i; 
2.3.1.2 Defuzzifikasi 
(2.41) 
Masukan dari proses defuzzyfikasi adalah suatu himpunan fuzzy yang diperoleh 
dari komposisi aturan-aturan fuzzy, sedangkan keluaran yang dihasilkan 
merupakan suatu bilangan pada domain himpunan fuzzy tersebut. Sehingga jika 
diberikan suatu himpunan fuzzy dalam range tertentu, maka harus dapat diambil 
suatu nilai crips tertentu sebagai keluaran. 
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Metode-metode defuzzifikasi adalah: 
I. Metode Centroid (Composite Moment) 
Pada metode ini, solusi crisp diperoleh dengan cara mengambil titik pusat daerah 
fuzzy. Secara umum dirumuskan: 
Jz,u(z)dz 
n 
:~::>J ,u(z) 
z = a tau z = 
J;] 
J,u(z)dz n I,u(zJ) 
(2.42) 
j;J 
Ada 2 keuntungan menggunakan metode centroid, yaitu: 
a. Nilai defuzzy akan bergerak secara halus sehingga perubahan dari 
suatu topologi himpunan fuzzy ke topologi berikutnya juga akan 
berjalan dengan halus 
b. Mudah dihitung 
2. Metode Bisektor 
Pada metode ini, solusi crips diperoleh dengan cara mengambil nilai pada domain 
fuzzy yang memiliki nilai keanggotaan separo dari jumlah total nilai keanggotaan 
pada daerah fuzzy. Secara umum dituliskan: 
p u. 
Zp sdemikian hingga J,u(z)dz·= J,u(z)dz (2.43) 
Rl p 
3. Metode Mean of Maximum (MOM) 
Pada metode ini, solusi crisp diperoleh dengan cara mengambil nilai rata-rata 
domain yang memiliki nilai keanggotaan maksimum. 
4. Metode Largest of Maximum (LOM) 
Pada metode ini, solusi crisp diperoleh dengan cara mengambil nilai terbesar dari 
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domain yang memiliki nilai keanggotaan maksimum. 
5. Metode Smallest of Maximum (SOM) 
Pada metode ini, solusi crisp diperoleh dengan cara mengambil nilai terkecil dari 
domain yang memiliki nilai keanggotaan maksimum. 
------------------.---.--.---.----.. 
SOM __ ----./ 
LOM 
MOM 
A 
Centroid 
BOA 
Gam bar 2. 6. Skema Defuzzifikasi untuk mendapatkan nilai keluaran 
2.3.1.3 Penalaran Fuzzy Metode SUGENO 
Pada metode MAMDANI, baik masukan(antiseden) maupun keluaran 
(konsekuen) sistem berupa himpunan fuzzy. Penalaran dengan metode SUGENO 
hampir sama dengan penalaran MAMDANI, hanya saja keluaran (konsekuen) 
sistem tidak berupa himpunan fuzzy, melainkan berupa konstanta atau persamaan 
tinier. 
• Model Fuzzy SUGENO Orde-Nol 
Secara umum bentuk model fuzzy SUGENO Orde-Nol adalah: 
(2.44) 
Dengan Ai adalah himpunan fuzzy ke-1 sebagai anteseden dan k adalah 
suatu konstanta (tegas) sebagai konsekuen 
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• Model Fuzzy SUGENO Orde-Satu 
Secara umum bentuk model fuzzy SUGENO Orde-Satu adalah: 
Dengan Ai adalah himpunan fuzzy ke-i sebagai anteseden dan k adalah 
suatu konstanta (tegas) sebagai konsekuen. Apabila komposisi aturan 
menggunakan metode SUGENO, maka defuzzifikasi dilakukan dengan 
cara mencari nilai rata-ratanya. 
2.3.2 Jaringan Adaptif 
Pembelajaran dari jaringan adaptif dalam kenyataannya adalah sebuah superset 
dari semua macamfoedforward neural network dengan kemampuan pembelajaran 
supervised. Jaringan adaptif adalah struktur jaringan yang terdiri dari simpul 
(node) dan rantai yang menghubungkan simpul-simpul secara langsung. Selain 
itu, sebagian atau semua node adalah adaptif, yang berarti setiap keluaran dari 
simpul-simpul ini tergantung pada parameter yang ada di simpul dan aturan 
pembelajaran menspesifikasikan bagaimana parameter-parameter ini seharusnya 
diubah untuk meminimalisasi pengukuran eror. 
Dasar pembelajaran aturan dari jaringan adaptif adalah berbasis pada turunan 
gradient (gradient descent) dan rangkaian aturan (rule chain). Karena dasar 
pembelajaran aturan berbasis metode gradient terkenal dengan kelambatannya dan 
cenderung terjebak dalam local minima, sehingga di ajukan pembelajaran hybrid 
yang dapat meningkatkan kecepatan proses pembelajaran. 
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2.3.2.1 Arsitektur Jaringan Adaptif 
Sesuai dengan namanya, jaringan adaptif adalah struktur jaringan yang jalannya 
masukan dan keluaran secara keseluruhan ditentukan oleh kumpulan parameter 
yang dapat dirubah. Konfigurasi darijaringan adaptifterdiri dari kumpulan simpul 
yang terhubung secara langsung melalui rantai (links), dimana setiap simpul 
melakukan fungsi simpul secara statis ketika ada sinyal yang masuk untuk 
menghasilkan satu simpul keluaran, dan untuk setiap rantai menetapkan arah 
aliran sinyal dari simpul satu ke simpul lainnya. Biasanya fungsi simpul adalah 
fungsi parameter, dimana parameter-parameter tersebut dapat dirubah. Dengan 
merubah parameter ini, fungsi simpul akan berubah dan jalan keseluruhan dari 
jaringan adapt if juga akan berubah sebaik mungkin. 
Setiap simpul dalam jaringan adaptif membentuk pemetaan statis dari masukan ke 
keluarannya. Oapat dikatakan, setiap keluaran hanya tergantung pada yang ada, 
disini tidak ada state dinamis atau state internal di dalam simpul. Umumnya, 
jaringan adaptif adalah bermacam-macam dan tiap simpul memungkinkan untuk 
mempunyai fungsi simpul khusus yang berbeda dengan simpul yang lain. Rantai 
dalam jaringan adaptif hanya digunakan untuk menentukan arah perambatan 
simpul keluaran, umumnya tidak ada menghubungkan bobot atau parameter 
dengan rantai. 
Parameter-parameter dalam jaringan adaptif disalurkan ke dalam simpul-simpul, 
sehingga setiap node mempunyai kumpulan parameter lokal. Simpul adaptif 
direprensentasikan dalam bentuk kotak, dimana kumpulan parameter simpulnya 
tidak kosong, dan fungsi simpul tergantung pada nilai parameter. Tetapi jika 
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simpul tidak mempunyai kumpulan parameter, dan fungsi simpulnya tetap (fix) 
digunakan simpul berbentuk bundar untuk merepresentasikannya, dan simpul ini 
dinamakan simpul tetap (fix node). 
Jaringan adaptif umumnya diklasifikasikan ke dalam dua kategori berdasarkan 
tipe hubungannya, yaitu: 
1. F eedforward 
Jaringan adaptif yang keluaran setiap simpulnya merambat dari sebelah kiri 
(keluaran) ke sebelah kanan (keluaran) . 
XI 
Gambar 2. 7. Jaringan adaptifFeedforward 
2. Recurrent 
Jaringan adaptif dimana ada rantai yang kembali sehingga membentuk circular 
path dalam jaringan 
Xt c ~ Xs 
X2 ( X9 
Gambar 2. 8. Jaringan adaptifRecurent 

BABIII 
PENERAPAN ANFIS PADA PENGENALAN WAJAH 
Pada bah ini akan dijelaskan mengenai penerapan metode Adaptive Neuro-Fuzzy 
Inference System (ANFIS) sebagai mesin pembelajaran pada sistem pengenalan 
wajah, yang mempunyai metode pembelajaran hybrid yaitu pembelajaran arah 
maju iforward pass) dengan menerapkan metode Galat Kuadrat Terkecil 
(Recursive Least Square Estimator- RLSE) dan arah mundur (backward pass) 
yang menggunakan metode turunan gradient (Gradient Descent). Pembelajaran 
hybrid ini digunakan untuk memperbaharui parameter-paremeter premis dan 
konsekuen. 
3.1 STRUKTUR ANFIS 
ANFIS adalah metode yang merupakan penggabungan mekanisme Sistem 
lnferensi Fuzzy yang digambarkan dalam arsitektur jaringan syaraf [7]. Sistem 
lnferensi Fuzzy yang digunakan adalah Sistem lnferensi Fuzzy model Tagaki-
Sugeno-Kang (TSK) Orde-Satu dengan pertimbangan kesederhanaan dan 
kemudahan komputasi. Struktur ANFIS yang dipakai dalam tugas akhir ini pada 
gambar 3.1. Pada gambar 3.1, struktur ANFIS terdiri atas lima lapisan dengan 
fungsi yang berbeda untuk tiap lapisannya. Lambang kotak menyatakan simpul 
adaptif artinya nilai parameternya bisa berubah dengan pembelajaran dan lambang 
lingkaran menyatakan simpul nonadaptifyang nilainya tetap. 
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X 
f 
y w2f21 
l t Lapisan 5 
i Lapisan 2 Lapisan 3 i 
Lapisan 1 Lapis an 4 
Gam bar 3.1. Struktur ANFIS 
Penjelasan tentang lapisan-lapisan yang terdapat pada struktur ANFIS adalah: 
I. Lapisan I 
Semua simpul pada lapisan ini adalah simpul adaptif (parameter dapat berubah) 
dengan fungsi simpul : 
q,i = .N4 (x), untuk. i = 1, 2, atau 
q,1 = ABi_2 (y), untuk. i = 3, 4 (3.1) 
dengan x dan y adalah masukan pada simpul i, Ai (atau Bi-2) adalah fungsi 
keanggotaan masing-masing simpul. Simpul 0 I ,i berfungsi untuk menyatakan 
derajat keanggotaan tiap masukan terhadap himpunan fuzzy A dan B. Fungsi 
keanggotaan yang dipakai dalam tugas akhir ini Fungsi Gauss2mf yang 
merupakan kombinasi an tara 2 kurva. Parameter sig I, c 1, sig2 dan c2 pada fungsi 
keanggotaan gauss2mf dinamakan parameter premis yang adaptif. 
2. Lapisan 2 
Semua simpul pada lapisan ini adalah nonadaptif (parameter tetap ). Fungsi simpul 
ini adalah mengalikan setiap sinyal masukan yang datang. Fungsi simpul: 
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(3.2) 
Tiap keluaran simpul menyatakan derajat pengaktifan (firing strength) tiap aturan 
fuzzy. Banyaknya simpul pada lapisan ini menunjukkan banyaknya aturan yang 
dibentuk. Fungsi perkalian yang digunakan adalah interpretasi kata hubung AND 
dengan menggunakan operator t-norm. 
3. Lapisan 3 
Setiap simpul pada lapisan ini adalah simpul non adaptif yang menampilkan 
fungsi derajat pengaktifan ternomalisasi (normalized firing strength) yaitu rasio 
keluaran simpul ke-i pada lapisan sebelumnya terhadap seluruh keluaran lapisan 
sebelumnya, dengan bentuk fungsi simpul: 
i = 1, 2 
(3.3) 
Apabila dibentuk lebih dari dua aturan, fungsi dapat diperluas dengan membagi Wi 
denganjumlah total w untuk semua aturan. 
4. Lapisan 4 
Setiap simpul pada lapisan ini adalah simpul adaptif dengan fungsi simpul : 
(3.4) 
dengan wi adalah derajat perngaktifan ternormalisasi dari lapisan 3 dan parameter 
p, q, r menyatakan parameter konsekuen yang adaptif. 
5. Lapisan 5 
Fungsi lapisan ini adalah untuk menjumlahkan semua masukan. Fungsi simpul : 
(3.5) 
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3.2 PROSES PEMBELAJARAN PADA ANFIS 
Pada Gambar 3.1 simpul adaptif terdapat pada lapisan pertama dan keempat. 
Simpul pada lapisan pertama mengandung parameter premis yang nonlinier 
sedangkan pada lapisan keempat mengandung parameter konsekuen yang linier. 
Untuk memperbaharui parameter-parameter itu diperlukan metoda. Pembelajaran 
hybrid pada ANFIS, terdiri atas dua bagian yaitu arah maju dan arah mundur. 
Pada arah maju, parameter premis dibuat tetap. Dengan menggunakan metode 
Galat Kuadrat Terkecil (RLSE), parameter konsekuen diperbaiki berdasarkan 
pasangan data masukan-keluaran. Metode RLSE dapat diterapkan karena 
parameter konsekuen yang diperbaiki adalah parameter linier. Metode RLSE akan 
mempercepat proses belajar hibrid [2]. Setelah parameter konsekuen didapat, 
masukan dilewatkan jaringan adaptif kembali dan hasil keluaran jaringan adaptif 
ini dibandingkan dengan keluaran yang sebenarnya. Pada arah mundur, parameter 
konsekuen dibuat tetap. Kesalahan yang terjadi antara keluaran jaringan adaptif 
dan keluaran sebenarnya dipropagasikan balik dengan menggunakan gradient 
descent untuk memperbaiki parameter premis. Tabel dibawah akan menerangkan 
proses pembelajaran hibrid ANFIS. 
Tabel 3.1 Proses pembelajaran hibrid ANFIS 
Arab majo Arab Mondor 
Parameter premis Tetap Gradient descent 
Parameter konsekoen RLSE Tetap 
Sinyal Keluaran Simpul Laju Kesalahan 
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3.1.1 Proses Pembelajaran Backpropagation-error 
Premis 
untuk Parameter 
Parameter premis adalah parameter adaptif dengan proses pembelajaran yang 
menggunakan metode gradient descent. Misal terdapat sebuah sistem jaringan 
adaptif dinyatakan dengan L lapisan dan lapisan ke-1 (I = 0, 1, ... , L; I = 0 
menyatakan lapisan masukan) mempunyai N(l) simpul. Keluaran dan fungsi 
simpul ke-i [i = 1, ... , N(l)] pada lapisan ke-1 dinyatakan dengan x1,i dan tl ,i seperti 
tampak pada gambar. Keluaran simpul merupakan fungsi dari sinyal yang masuk 
dan parameter sistem, maka diperoleh 
(3.6) 
dengan a, b, g adalah parameter simpul. 
Lapisan 0 Lapisan I Lapisan 2 Lapisan 3 
Gam bar 3.2 Model jaringan syaraf feedforward 
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Misalkan sejumlah P pasangan data untuk proses belajar jaringan adaptif, 
selanjutnya dapat didefinisikan pengukuran kesalahan pada data latih ke-p adalah 
jumlah kuadrat kesalahan. 
N(L) 2 
Ep = I, (d f - x[,k ) (3.7) 
k=! 
dengan df adalah komponen ke-k dari vektor keluaran yang diinginkan dan x[,k 
adalah vektor keluaran aktual yang dihasilkan sistem jaringan adaptif dengan 
masukan dari vektor masukan ke-p dari P data belajar. Tujuan dari sistem adaptif 
adalah untuk meminimumkan pengukuran kesalahan pada persamaan diatas 
dengan mengubah parameter-parameter adaptif. Ketika Ep sama dengan nol, 
jaringan akan dapat menghasilkan keluaran yang sama dengan keluaran yang 
V diinginkan dari P data pelatihan. Oleh karena itu untuk menghasilkan keluaran 
seperti yang diinginkan, keseluruhan pengukuran kesalahan (eror measure) yang 
didefinisikan sebagai E =I,;=, E P harus di minimalkan. Dalam penggunaan 
turunan langkah (steepest descent) untuk meminimalkan pengukuran kesalahan, 
pertama harus didapat vektor kemiringan (gradient vector). Sebelum menghitung 
vektor kemiringan, perlu diketahui hubungan sebab dibawah ini: 
Perubahan 
parameter 
a 
Perubahan keluaran 
pada simpul yang 
mengandung yang a 
Perubahan 
keluaran 
jaringan 
Gambar 3.3 Diagram hubungan sebab akibat 
Perubahan 
pengukuran 
kesalahan 
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panah q mengindikasikan hubungan sebab, dengan kata lain, perubahan kecil 
pada parameter a akan mempengaruhi keluaran simpul yang mengandung a. Dan 
hal ini juga akan mempengaruhi keluaran pada lapisan akhir begitu juga dengan 
pengukuran kesalahannya. Oleh karena itu, konsep dasar dalam menghitung 
vektor kemiringan adalah melewatkan informasi turunan dimulai dari lapisan 
keluaran dan berjalan mundur lapisan demi lapisan sampai ke lapisan masukan. 
----
Dengan mendefinisikan sinyal kesalahan c,,i sebagai turunan dari pengukuran 
kesalahan dan merupakan ordered derivative terhadap keluaran simpul ke-i, 
lapisan ke-1, maka ordered derivative dinotasikan dengan : 
(3.8) 
Sinyal kesalahan untuk simpul keluaran ke-i (pada lapisan L) dapat dihitung 
langsung dengan: 
a+ E aEP 
c . =--p =--
L,I a a 
XL ,i XL ,1 
(3.9) 
Jika pengukuran kesalahan seperti yang didefinisikan pada persamaan 
3.8 maka persamaan 3.9 menjadi : 
(3.1 0) 
Untuk simpul dalam pada lapisan I posisi ke-i, sinyal kesalahan dapat diperoleh 
menggunakan aturan rantai. 
(3.11) 
Sinyal kesalahan Sinyal kesalahan 
pada lapisan I pada lapisan I 
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dengan O:S I :S L-1. Sinyal kesalahan simpul dalam, pada lapisan ke-1 dapat 
dinyatakan sebagai kombinasi linier dari sinyal kesalahan simpul pada lapisan ke 
(I+ I). Jadi untuk menghitung sinyal kesalahan pada simpul ke-i lapisan ke-1 (I < 
L), pertama digunakan persamaan 3.11 untuk mendapatkan sinyal kesalahan pada 
lapisan keluaran kemudian persamaan diatas secara iteratif sampai mencapai 
lapisan yang diinginkan. Prosedur diatas disebut penjalaran batik 
(backpropagation) karena sinyal kesalahan dihitung secara mundur dari lapisan 
keluaran hingga lapisan masukan. 
Vektor kemiringan didefinisikan sebagai ordered derivative dari pengukuran 
kesalahan terhadap tiap parametemya. Jika a adalah parameter simpul ke-1 lapisan 
ke-1, maka diperoleh : 
a+ E p aE p aJ;,, aJ;,, 
--= ---- = &, . - -
aa ax/.i aa ,I aa (3.12) 
Jika a merupakan parameter yang ada pada beberapa simpul maka persamaan 
diatas menjadi : 
(3.13) 
dengan S merupakan himpunan simpul yang berisikan a sebagai parameter, 
sedangkan x* dan f* adalah keluaran dan fungsi dari simpul yang bersangkutan. 
Turunan masing-masing secara keseluruhan terhadap pengukuran kesalahan akan 
menghasilkan: 
a+ E p a+ E 
_ _ P =2:--p 
aa p=l aa 
(3.14) 
Dengan metode gradient simple steepest descent, persamaan untuk memperbaiki 
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parameter a adalah : 
(3.15) 
dengan h adalah laju proses belajar (learning rate) yang dinyatakan dengan: 
k (3.16) 1J = ----;===== 
( a£ )
2 
La aa 
dan k adalah ukuran langkah (step size) yang dapat diubah untuk mempercepat 
konvergensi. Jika k bernilai kecil, metode kemiringan (gradient) akan mendekati 
perkiraan garis kemiringan (gradient path) tetapi konvergensi akan lambat karena 
kemiringan harus dihitung setiap saat. Di lain pihak, jika k bernilai besar, 
konvergensi pada awalnya akan sangat cepat, tetapi algoritma akan berkisar 
optimal. Berdasarkan hal tersebut, untuk memperbaharui nilai k bredasarkan pada 
dua aturan heuristic, adalah: 
I . Jika pengukuran kesalahan mengalami penurunan 4 kali secara berturut-turut, 
maka nilai k ditambah I 0% dari nilainya. 
2. Jika pengukuran kesalahan mengalami 2 kombinasi antara 1 naik dan 1 turun 
secara berturut-turut, maka nilai k dikurangi I 0 dari nilainya. 
Dalam tugas akhir ini fungsi keanggotaan yang digunakan adalah fungsi gauss2mf 
yaitu setengah bagian dari fungsi Gaussian. Rumus fungsi Gaussian adalah: 
- (x- jl, )' 
--,-
e 2a, (3.17) 
Di dalam fungsi Gaussian ini terdapat dua parameter, yaitu center (J..L) dan varian 
(cr). Untuk merubah parameter premis berdasarkan pada metode turunan gradient 
maka dicari turunan fungsi gaussian terhadap center dan variannya .. Berdasarkan 
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persamaan 3.12 dan 3 .14, maka turunan fungsi Gaussian terhadap center adatah: 
(3.18) 
dan turunan fungsi Gaussian terhadap varian adatah: 
(3.19) 
3.2.2 Proses Pembelajaran dengan RLSE untuk Parameter Konsekuen 
Pada gambar struktur ANFIS jika nitai dari parameter premis tetap maka ketuaran 
keseturuhannya dapat dinyatakan dengan kombinasi tinier dari parameter 
konsekuen 
(3.20) 
Pada persamaan diatas terlihat parameter-parameter bagian konsekuen merupakan 
parameter tinier terhadap ketuaran sistem. Jika sejumlah N data betajar diterapkan 
pada persamaan 3.20, didapat : 
(3.21) 
persamaan 3.21 jika dinyatakan dengan persamaan matriks, akan berbentuk: 
AB=y (3.22) 
dengan e merupakan vektor yang elemen-elemennya merupakan himpunan 
parameter konsekuen yang berukuran M * 1, A adatah matrik masukan dikali 
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dengan bobot yang berukuran N * M dan y merupakan vektor keluaran yang 
elemen-elemennya N * 1 buah data keluaran sistem. Karena N (bayaknya data 
pada pembelajaran) biasanya lebih besar daripada M (banyaknya parameter linier) 
maka akan timbul masalah overdeterminate dan umumnya tidak ada pemecahan 
yang pasti untuk persamaan 3.22. Penyelesaian terbaik untuk 8 adalah 
meminimumkan IIA 8 = Yll2, dengan teori LSE (Least Square Estimator) 
berdasarkan persamaan 2.3, didapat 8 * : 
(3.23) 
dimana A r adalah tranpose dari A, dan (A r Ar1 A r adalah pseudo-invers dari A, 
j ika AT A adalah non singular. Karena persamaan 3.23 adalah notasi yang singkat, 
maka akan dibutuhkan perhitungan yang rumit ketika berhubungan dengan matrik 
invers. Selain itu akan menimbulkan ill-define jika AT A adalah singular. Oleh 
karena itu diperlukan formula sekuensial yang menghitung LSE dari 8. Metode 
sekuensial dari LSE ini lebih efisien (khususnyajika M kecil). 8* dihitung dengan 
rumus Recursive LSE (RLSE). Selanjutnya persamaan 3.23 menjadi : 
{
8,+1 = 8, + P,+ I a 1+I (y r - ar 81) 1+ 1 1+ 1 
T 
P - p p,a,+,a~+JP, 0 I+ I - I - T ' I = ' I ' ..... , P-1 
1 + a,+1P,ai+t 
(3.24) 
dengan 1' a, adalah vektor baris dari matriks A, y; adalah elemen ke-i dari y. P; 
disebut matriks kovariansi yang didefinisikan dengan : 
P; =(ATAr1 (3.25) 
Dengan inialisasi awal 80 = 0 dan Po = y I, dimana y adalah bilangan positif yang 
bernilai besar dan I adalah matrik identitas yang berdimensi M * M. 

BABIV 
IMPLEMENT AS! ANFIS 
Dalam bab ini akan dibahas mengenai implementasi metode ANFIS ke dalam 
suatu aplikasi pengenalan wajah . Pembahasan ini meliputi lingkungan 
pembangunan aplikasi ANFIS, berupa masukan, keluaran, proses serta antarmuka 
aplikasi. 
4.1 LINGKUNGAN PEMBANGUNAN APLIKASI ANFIS 
Dalam bagian ini akan dijelaskan mengenai lingkungan pembangunan aplikasi 
ANFIS, meliputi perangkat lunak dan perangkat keras yang digunakan. 
Spesifikasi perangkat lunak dan perangkat keras yang digunakan dalam 
pembangunan aplikasi pengenalan wajah dengan menerapkan metode ANFIS ini 
dapat dilihat pada tabel berikut: 
Tabel 4. I. Lingkungan Pembangunan Sistem Pengenalan Wajah 
Perangkat Keras Prosesor Intel Pentim IV 
Memori 512MB 
Perangkat Lunak Sistem Operasi Windows 
Perangkat Lunak Pembangun Matlab 6.1 
4.2 MASUKAN SISTEM PENGENALAN WAJAH 
Masukan yang dibutuhkan oleh sistem ini dapat dilihat pada tabel 4.2. 
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Tabel 4.2. Keluaran yang dihasilkan oleh Proses Klasifikasi ANFIS 
Jeois Masukao 
Nama Basis Data 
Metode pengambilan data 
Keteraogao Masukao 
Nama Basis Data wajah yang akan dimasukkan 
kedalam sistem. Terdapat 3 buah Basis Data wajah 
baku yang digunakan, yaitu Basis Data 
Laboratorium Riset Ollivetti, Laboratorium Riset 
YALE dan The University of Bern (UB). 
Ada tiga pilihan metode pengambilan data, yaitu: 
• Leave- 1 0%-out 
• Leave- 25%-out 
• Leave- 50%-out 
Dimana Leave- x %-out berarti mengambil (1 00-x) 
% data untuk proses pembelajaran (training data) 
sehingga menyisakan x% data yang akan 
digunakan untuk proses pengujian (testing data) 
Tujuan rata-rata kesalahan Seberapa besar pengukuran kesalahan yang ingin 
yang diinginkan (error goa[) dicapai 
Jumlah iterasi (epoch) 
Ukuran langkah (step size) 
Banyaknya epoch yang diinginkan (I epoch 
merupakan gabungan antara metode pembelajaran 
1 forward pass dan I backward pass). 
Ukuran langkah adalah jarak tiap transisi untuk 
mendekati arah kern iringan (gradient). 
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4.3 PROSES 
Secara umum proses yang dilalui data yang masuk ke dalam sistem yang dibuat 
adalah mulai dari pembacaan data kemudian dilakukan sampai keluar hasilnya. 
Proses-proses tersebut dapat dilihat pada gambar 4.1. 
Baca path file 
lokasi gambar 
(data) 
I gambar dibaca I dan diubah ke bentuk matrik 
FITUR EKSTRAKTOR 
PCA untuk Dekomposisi 
data fitur Wavelet untuk 
Global fitur Lokal 
I J 
MESIN PEMBELA.JARAN dengan 
ANFIS 
Backpropagation RLSE untuk untuk pembelajaran arah pembelajaran 
arah mundur maju 
proses 
klasifikasi dan 
pen_gl.Jjian 
l G hasll 
itampilkan 
Gam bar 4.1 Diagram Proses Pengklasifikasian dalam ANFIS 
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4.3.1 Proses Pembacaan Path file lokasi Gambar 
Pada proses ini dilakukan pembacaan path file lokasi gambar yang simpan dalam 
bentuk notepad. Penggalan program untuk bagian ini adalah sebagai berikut: 
For i=l:jum_ wajah 
[gambar] textread('file_gbr .txt ', ' %s ',i); 
end 
4.3.2 Proses Pembacaan Gam bar dan diu bah ke bentuk Matrik 
Setelah path lokasi gambar diketahui, proses selanjutnya adalah mengambil 
gambar dan merubahnya ke bentuk matrik. Penggalan program untuk bagian ini 
adalah sebagai berikut: 
For i=l:jum_wajah 
B_test( :, :, i)=double(imread(gambar{i})) ; 
end 
4.3.3 Proses Utama 
Proses Utama dari aplikasi ini ada tiga bagian, yaitu proses ekstraksi fitur global 
dengan metode PCA, proses ekstraksi fitur lokal dengan dekomposisi wavelet dan 
proses pembelajaran data dengan menggunakan ANFIS. 
4.3.3.1 Proses ekstraksi fitur global dengan metode PCA 
Pada proses ini terdiri dari empat bagian, yaitu proses mencari kovarian, mencari 
nilai eigen dan vektor eigen, mereduksi data dan transformasi whitening. 
1. Proses mencari matrik kovarian dari matrik masukan 
Proses ini adalah proses awal untuk menerapkan metode Analisa Komponen 
Utama, yaitu mencari matrik kovarian dari matrik masukannya. Sebelum mencari 
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matrik kovarian, terlebih dahulu dicari rata-rata tiap vektor. Dari rata-rata vektor 
tersebut kemudian dicari selisih antara matrik masukan dan rata-rata vektornya. 
Matrik kovarian dihasilkan dari perkalian antara matrik selisih dengan transpose 
dari matrik selisih itu sendiri. Penggalan program untuk bagian ini adalah sebagai 
berikut: 
%mencari rata-rata vektor 
ratal(baris,l)=O; 
for j=l:baris; 
end; 
for i=l:baris train; 
ratal(j,l}=ratal(j,l)+D tran(j,i); 
end; 
rnx(j,l}=ratal(j,l)/baris train; 
%mencari selisih vektor 
for j=l:baris; 
end; 
for i=l:baris train; 
selisih_vek(j,i}=D_tran(j,i)-rnx(j,l); 
end; 
%Mencari matrik kovarian 
n=baris train-2; 
Scatter=selisih vek. '*selisih vek; 
2. Proses mencari nilai eigen dan vektor eigen 
Dari matrik kovarian yang dihasilkan, kemudian dicari nilai etgen dan vektor 
eigennya. Penggalan program untuk bagian ini adalah sebagai berikut: 
[U,S,V]=svd(Scatter); 
S(n:baris train,:}=[]; 
S( :,n:baris _train)=[]; 
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3. Proses mereduksi Data 
Mereduksi data dilakukan berdasarkan pada nilai eigennya. Nilai eigen diurutkan 
berdasarkan nilai yang paling besar. Ada beberapa cara untuk memotong atau 
mereduksi matrik, salah satunya adalah memilih nilai eigen yang lebih besar dari 
1. Penggalan program untuk bagian ini adalah sebagai berikut: 
Q=D_tran*U; 
%potong Q sesuai nilai eigen 
Q(:,n:baris train)=[]; 
PCA_ training=Q.'*D_tran; 
4. Proses Transformasi Whitening 
Untuk hasil yang lebih baik, dilakukan transformasi whitening terhadap hasil dari 
Analisa Komponen Utama. Transformasi Whitening dilakukan dengan 
mengalikan matrik hasil reduksi dengan invers dari akar nilai eigen. Penggalan 
program untuk bagian ini adalah sebagai berikut: 
% mencari invers dari akar nilai eigen 
S inv = inv(sqrt(S) ); 
% dikalikan dengan hasil matrik reduksi 
PCA_training akhir = S inv*PCA_training; 
4.3.3.2 Proses ekstraksi fitur lokal dengan dekomposisi wavelet 
Proses ini merupakan aplikasi dari metode Analisa Paket Wavelet 2-D, yang 
terdiri dari dua bagian, yaitu: 
I. Proses dekomposisi Matrik masukan 
Pada proses ini dilakukan dekomposisi matrik masukan dengan menggunakan 
filter haar. Koefisien filter haar adalah: 0.70710678 untuk filter low-pass dan -
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0.70710678 untuk filter high-pass. Penggalan program untuk dekomposisi matrik 
adalah sebagai berikut: 
[jum_baris,jum_ kolom]=size(data); 
k=uintB(jum_baris/2); 
l=double(k); 
n=uintB(jum_baris/4); 
m=double(k) ; 
i=1; 
filter h=0.70710678; 
filter g=-0.70710678; 
while i<jum_baris-1 
end 
filter(i,i)=filter_h; 
filter(i , i+1)=filter_h ; 
filter(i+1 , i)=filter_h ; 
filter(i+1,i+1)=filter_g ; 
i=i+2; 
if mod(jum_baris,2)==0 
filter(i,i)=filter_h; 
filter(i,i+1)=filter_h; 
filter(i+1,i)=filter_h; 
filter(i+1,i+1)=filter g ; 
else 
filter(i,i)=filter_h; 
end 
wave=filter*data ; 
%brs qanjil unt low pass 
%dan brs qenap unt hiqh pass 
[baris , kolom]=size(wave); 
low=wave(1:2:baris, :); 
high=wave(2:2 : baris, : ) ; 
%baris qenap low pass dan hiqh pass dihilanqkan 
j=2; 
k=uintB(jum_ kolom/2); 
n=double(k); 
while j<n+2; 
low ( : , j ) = [] ; 
high ( : 'j) = [ l ; 
j=j+l; 
end 
2. Proses mencari energi atau bobot 
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Hasil dari dekomposisi sebuah gambar wajah adalah matrik sebanyak 16 buah. 
Untuk setiap matrik dicari energi distribusi atau bobotnya. Penggalan program 
untuk bagian ini adalah sebagai berikut: 
for i=1:jum_wajah 
end 
w (i, 1, 1) =g (i, 1, 1) *g (i, 2, 1); 
w ( i' 2' 1) =g ( i' 1' 2) * g ( i' 2' 1) ; 
w ( i' 3' 1) =g ( i' 1' 1) * g ( i' 2' 2) ; 
w ( i' 4' 1) =g ( i' 1' 2) * g ( i' 2' 2) ; 
jum_w=sum(w. 1 ) 1 ; 
w_norm(jum_wajah,4)=0; 
for i=1:jum_ wajah; 
for j=1: 4; 
w norm(i,j)=w(i,j)/jum_w(i,1); 
end 
end 
4.3.3.3 Proses Pembelajaran Data 
Pada proses pembelajaran ini, terdapat dua bagian, yaitu pembelajaran arah 
mundur (backward pass) dan arah maju (forward pass). Untuk arah mundur 
menggunakan metode Gradient descent dan arah maju menggunakan metode 
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RLSE. Sebelum dilakukan pembelajaran data terlebih dahulu dilakukan inialisasi 
awal nilai keanggotaan, bobot dan proses defuzzzifikasinya. 
I. Proses inialisasi nilai keanggotaan 
Pada proses ini dilakukan pencarian nilai keanggotaan awal yang kemudian 
digunakan sebagai masukan bagi aturan fuzzy. Untuk mencari nilai keanggotaan, 
terlebih dahulu di cari center dan varian dari fungsi Gaussian. Penggalan program 
untuk mencari nilai keanggotaannya adalah sebagai berikut: 
for j==l:n 
end 
for i==l:jum_wajah 
end 
if gabung_normal(i,j)< premis(j,l) 
g(i,j,l)==gaussmf(gabung normal(i,j), [premis(j,3) 
premis(j,l)]); 
else 
g(i,j,l)==l; 
end 
if gabung_normal(i,j)< premis(j,2) 
g(i,j,2)==gaussmf(gabung normal(i,j), [premis(j,4) 
premis(j,2)]); 
else 
g(i,j,2)==1; 
end 
2. Proses mencari bobot dan normalisasi 
Pada proses ini dilakukan perkalian nilai keanggotaan berdasarkan aturan fuzzy, 
yaitu kombinasi dari nilai keanggotaan. Penggalan program untuk mencari nilai 
keanggotaannya adalah sebagai berikut: 
function [w_norm]=bobot(g,jum_wajah); 
% Dikali (representasi AND) sesuai RULE 
for i=1:jum_wajah 
end 
w (i, 1, 1) =g (i, 1, 1) *g (i, 2, 1); 
w ( i, 2, 1) =g ( i, 1, 2) * g ( i, 2, 1) ; 
w ( i, 3, 1) =g ( i, 1, 1) * g ( i, 2, 2) ; 
w ( i, 4, 1) =g ( i, 1, 2) * g ( i, 2, 2) ; 
% jumlah w tiap wajah 
jum_w=sum(w. ') '; 
%w dinormalisasi 
w_norm(jum_wajah,4)=0; 
for i=1:jum_wajah; 
end 
for j=1:4; 
w_norm(i,j)=w(i,j)/jum_w(i,1); 
end 
3. Proses defuzzifikasi 
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Proses defuzzifikasi ini, dilakukan untuk mencari nilai keluaran tunggal, dalam 
hal ini kelas dari data masukan. Penggalan program untuk bagian ini adalah 
sebagai berikut: 
for i=1:jum_wajah 
end 
for j=1:4 
for k=1:n 
coba(j,k,i)=gabung_normal(i,k)*w_norm(i,j); 
end 
end 
for i=1:jum_wajah 
coba(:,3,i)=w_norm(i, :) ; 
end 
hasil(jum_wajah,12)=0; 
for i=l:jum_wajah; 
hasil(i, :,l)=[coba(l, :,i) coba(2, :,i) coba(3, :,i) 
coba ( 4, : , i) ] ; 
end 
4. Pembelajaran arah mundur 
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Pada proses ini dilakukan pencarian dan pengubahan parameter premis dengan 
menggunakan metode Gradien Descent. Fungsi keanggotaan yang digunakan 
adalah fungsi Gaussian, sehingga ada dua parameter premis yang perlu diubah 
untuk tiap iterasi, yaitu center dan varian. Penggalan program untuk mencari 
center dan varian baru adalah sebagai berikut: 
% mencari center baru 
sinyal eror5=- 2*sum(temporal2); 
k=O.l; 
for j=l:n 
for i=l:jum_wajah 
if gabung_normal(i,j)< premis(j,l,tambah) 
gbaru(i,j,l)=turunan_gaus center(gabung_ normal(i,j), [premis( 
j,3,tambah) premis(j,l,tambah)]); 
else 
gbaru(i,j,l)=l; 
end 
if gabung normal(i,j)< premis(j,2,tambah) 
gbaru(i,j,2)=turunan_gaus center(gabung_normal(i,j), [premis( 
j,4,tambah) premis(j,2,tambah)]); 
else 
gbaru(i,j,2)=1; 
end 
end 
end 
w_rata1=w_norrn(:, :,tarnbah); 
w_rata=surn(w_rata1. ') '; 
for i=1:jurn_wajah 
end 
1arnda c(i, :,1)=sinya1 eror5(1,1)*gbaru(i, :, 1) ; 
larnda c(i, :,2)=sinyal eror5(1,1)*gbaru(i, : , 2); 
larnda_center1=surn(larnda_c( : , :,1)); 
larnda center2=surn(larnda c(:, : ,2)); 
for i=1:n 
end 
l_c1(1,i)=larnda center1(1,i)*larnda_center1(1,i); 
l c2(1,i)=larnda center2(1,i)*larnda_center2(1,i); 
jrnl lc1=sqrt(surn(l_c1) ); 
jrnl lc2=sqrt(surn(l c2) ); 
larnda center1=(k/jrnl lc1)*larnda_center1; 
larnda_center2=(k/jrnl lc2)*larnda center2; 
prernis_baru(:,1)=prernis(:,1,tarnbah)-larnda center1 . '; 
prernis_baru(:,2)=prernis(:,2 , tarnbah)-larnda center2. '; 
% mencari varian baru 
ksig=0.1; 
for j=1:n 
for i=1:jurn_wajah 
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if gabung_norrnal(i,j)< premis(j,1,tarnbah) 
g_sigma(i,j,1)=turunan_gaus sigma(gabung_normal(i,j), [premis 
(j,3,tambah) premis(j,1,tarnbah)]); 
else 
g sigrna(i,j,1)=1; 
end 
if gabung_normal(i,j)< premis(j , 2 , tarnbah) 
g_sigma(i,j,2)=turunan_gaus sigma(gabung_normal(i,j), [premis 
(j,4,tambah) premis(j,2,tambah)]); 
else 
g sigma(i,j,2)=1; 
end 
.. -
end 
end 
for i=1:jum_wajah 
end 
lamda s(i, :,1)=sinyal eror5(1,1)*g sigma(i, :,1); 
lamda_s(i, :,2)=sinyal eror5(1,1)*g sigma(i, :,2); 
lamda s1=sum(lamda s(:, :,1)); 
lamda s2=sum(lamda s(:, :,2)); 
for i=1:n 
end 
l s1(1,i)=lamda s(1,i)*lamda_s1(1,i); 
l s2(1,i)=lamda s(1,i)*lamda s2(1,i); 
jml ls1=sqrt(sum(l s1)); 
jml ls2=sqrt(sum(l s2) ); 
lamda s1=(ksig/jml ls1)*lamda s1; 
lamda s2=(ksig/jml ls2)*lamda s2; 
premis_baru(:,3)=premis(:,3,tambah)-lamda s1. '; 
premis_baru(:,4)=premis(:,4,tambah)-lamda s2. '; 
premis(:, :,tambah1)=premis_baru; 
5. Pembelajaran arah maju 
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Pada proses ini dilakukan pencarian parameter konsekuen dengan menggunakan 
metode RLSE. Penggalan program untuk bagian ini adalah sebagai berikut: 
% X adalah parameter konsekuen yang baru 
X1(80,1)=0; 
S1 (:, :) =100000*eye ( 80); 
for i=1:280 
S2 (: , :) =S1 (:, : ) -
((S1(:, :)*hasil_baru(i, :) . '*hasil_baru(i, :)*S1(:, :))/(1+hasi 
l_baru(i, :)*S1(:, :)*hasil_baru(i, :) . ')); 
selisih=O; 
kali=hasil baru(i, :)*X1(:,i); 
end 
X=X1; 
selisih(1,1)=output training(i,1)-kali(1,1); 
tempnya(:,1)=S2(:, :)*hasi1_baru(i, :) . '*selisih 
( 1' 1) ; 
X1(:,i+1)=X1(:,i)+tempnya(:,1); 
S1=S2; 
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4.4 KELUARAN SISTEM PENGENALAN WAJAH 
Keluaran yang dihasilkan oleh proses pengklasifikasian ANFIS dapat dilihat pada 
tabel berikut: 
Tabel 4.3. Keluaran yang dihasilkan oleh Proses Klasifikasi ANFIS 
Jenis Keluaran Keterangan 
Akurasi Akurasi ini adalah prosentase ketepatan pengklasifikasian 
Pengklasifikasian data yang diperoleh dari pengujian. Ada 2 macam akurasi 
Data yang dihasilkan, yaitu akurasi pengklasifikasian data 
pembelajaran dan akurasi pengklasifikasian data uji ke 
dalam kelas-kelas. 
Rata-rata kesalahan Rata-rata kesalahan ini adalah mean square error (RMSE) 
yang dihasilkan dari pengurangan antara keluaran yang 
diinginkan terhadap keluaran yang dihasilkan sistem. 
Rata-rata kesalahan ini, bertujuan untuk mencan 
parameter premis baru, yang akan memperkecil rata-rata 
kesalahan pada iterasi (epoch) selanjutnya. Ada 2 macam 
rata-rata kesalahan yang dihasilkan, yaitu rata-rata 
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kesalahan data pembelajaran dan rata-rata kesalahan data 
UJI. 
Grafik Dalam sistem ini menghasilkan empat grafik, yaitu: 
1. Grafik rata-rata kesalahan (RMSE) untuk data 
pembelajaran dan data uji 
2. Grafik Akurasi Data 
3. Grafik keluaran sistem untuk data pembelajaran 
4. Grafik keluaran sistem untuk data uji 
5. Grafik derajat keanggotaan untuk data 
pembelajaran 
6. Grafik derajat keanggotaan untuk data uji. 
4.1 ANTARMUKA 
Ada 3 form yang digunakan dalam aplikasi ini, yaitu form untuk memasukkan 
masukan, form untuk menampilkan keluaran dan form untuk menampilkan grafik. 
--~··· ._.,........,, 
Gambar 4.2. Fo.rm Masukan Data 
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4.1.1 Form Masukan 
Form ini dibagi menjadi dua bagian, yaitu bagian Data dan bagian masukan untuk 
Sistem Inferensi Fuzzy (FIS). Bagian Data terdiri dari dua bagianjuga, yaitu: 
1. Bagian pemilihan Basis Data 
Bagian ini terdiri dari sebuah combobox, yang terdiri dari Basis Data wajah yang 
dapat dipilih untuk diklasifikasikan. 
2. Bagian Pemilihan Metode Pengambilan Data 
Ada tiga pilihan metode pengambilan data, yaitu leave-10%-out, leave-25%-out 
dan leave-50%-out. 
3. Tombol Load Data 
Jika tombol ini ditekan, data akan dibaca kemudian dimasukkan ke dalam variabel 
dan dihitung berapa besar data pembelajaran dan data ujinya. Selain itu data juga 
mengalami proses reduksi dan dekomposisi. 
Gam bar 4.3. Bagian pengambilan data pada Form Masukan Data 
Bagian Masukan untuk Sistem Inferensi Fuzzy ada 3 bagian, yaitu: 
1. Rata-rata Kesalahan yang ingin dicapai 
Bagian ini terdiri dari textbox yang digunakan untuk memasukkan nilai rata-rata 
kesalahan yang ingin dicapai. 
2. lterasi yang akan dilakukan 
Bagian ini terdiri dari textbox yang digunakan untuk memasukkan jumlah iterasi 
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yang akan dilakukan. 
3. Ukuran langkah (step size) 
Bagian ini terdiri dari textbox yang digunakan untuk memasukkan nilai ukuran 
langkah (step size), nilai yang dapat menghasilkan keluaran yang paling bagus 
berdasarkan percobaan adalah 0.1 
Gam bar 4.4. Bagian masukan data untuk FIS pada Form Masukan Data 
4.1.2 Form Keluaran 
Pada form ini ditampilkan hasil percobaan yang telah dilakukan. Hasil yang 
ditampilkan antara lain: Akurasi Pengklasifikasian data, rata-rata kesalahan data 
pembelajaran dan data uji serta grafik-grafik. Gambar form dapat dilihat pada 
gambar 4.5 dibawah ini. 
» AMSE Pembelaia1an • 0 059931 
» RM SE Uti - 0 4491 3 
........... ··-· 
- .... 
- " 
.. " 
..... : l_l ngk.atKes alehanData · AMS E •JJ 
Gambar 4.5. Form Menampilkan Keluaran 
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Gambar form grafik rata-rata kesalahan data dapat dilihat pada gambar 4.6 
dibawah ini: 
Gr.,.to::.•al•helrlo.t• 
1.2 
oe 
06 
04 
02 
Gam bar 4.6. Grafik Kesalahan Data- RMSE 
Grafik untuk melihat hasil keluaran sistem terhadap keluaran yang diinginkan, 
dapat dilihat seperti pada gam bar 4.7 dibawah ini : 
....LJ.!!J 
.. 
.··· 
,. ... ·· 
~0~--~--~~--~~--~~~--~~--~--~--~M 
tter11n11 ~~  
Gambar 4.7. Grafik Keluaran Sistem 
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Untuk melihat perubahan atau pergeseran derajat keanggotaan data, terdapat 
grafik derajat keanggotaan yang dapat dilihat seperti pada gambar 4.8 dibawah 
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Gam bar 4.8. Grafik Derajat Keanggotaan 

BABV 
UJI COBA DAN EV ALUASI 
Pada bab ini akan dijelaskan mengenai uji coba dan evaluasi yang telah dilakukan. 
Pembahasan yang dikemukakan meliputi lingkungan uji coba, uji coba dengan 
data Ollivetti, YALE dan BERN. 
5.1 LINGKUNGAN UJI COBA 
Pada bagian ini akan dijelasakan mengenai lingkungan ujicoba aplikasi ANFIS 
yang meliputi perangkat keras dan perangkat lunak yang digunakan. Spesifikasi 
perangkat keras dan perangkat lunak yang digunakan dalam pengujian ini dapat 
dilihat pada tabel berikut ini : 
Tabel 5.1. Lingkungan Pengujian Sistem Pengenalan Wajah 
Perangkat Keras Prosesor : Intel Pentim IV 
Memori :512MB 
Perangkat Lunak Sistem Operasi : Windows 
Perangkat Lunak Pembangun : Matlab 6.1 
5.2 PELAKSANAAN UJI COBA DAN EV ALUASI 
Pengujian aplikasi ANFIS yang dikembangkan pada penelitian ini dilakukan 
untuk menguji kebenaran serta performansi program. Uji kebenaran dilakukan 
dengan menggunakan data uji berukuran kecil untuk mengetahui apakah 
perangkat lunak dapat memberikan hasil yang valid. Sedangkan uji kinerja 
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Tabel 5.3 Hasil pengujian Basis Data BERN dengan Metode ANFIS 
Leave-50%-out Leave-75%-out Leave-10%-out 
Nomor Data Jumlah Data Data Jumlah Data Jumlah 
Subyek Uji Yang Uji Data Yang Uji Data Yang 
Dikenali Dikenali Dikenali 
Benar Benar Benar 
1 5 5 3 3 1 1 
2 5 5 3 3 I 1 
JUMLAH 10 6 2 
PROSENTASE 100% 100% 100% 
5.2.2 Uji Kinerja 
Untuk menguji kinerja perangkat lunak ini, maka digunakan data berukuran besar 
yang telah memiliki nilai optimal, kemudian dicari tingkat Akurasinya. 
5.2.2.1 Uji coba dan Evaluasi terhadap Basis Data OLLIVETTI 
Ujicoba dan evaluasi terhadap sistem ini dilakukan dengan menggunakan citra 
wajah yang berukuran 92 x 1I2 piksel. Citra wajah tersebut berada dalam bentuk 
grey scale, dengan tingkat keabuan 256. Data uji coba diambil dari Basis Data 
wajah yang dimiliki oleh laboratorium riset Ollivetti. Basis Data ini terdiri dari 
400 obyek wajah dari 40 orang dengan I 0 variasi untuk setiap orangnya. Data ini 
diindeks dengan angka I sampai dengan 10. Sebagian dari data ini digunakan 
untuk proses pembelajaran dan sisanya sebagai data uji coba. 
5.2.1 Hasil Ujicoba Data Whitening 
Pengujian pada sistem pengenalan wajah yang dikembangkan pada penelitian ini 
dilakukan dengan memisahkan data citra wajah pada suatu Basis Data menjadi 
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dua himpunan yang saling pisah (disjoint) yaitu himpunan citra pelatihan dan citra 
penguj ian. Penghitungan prosentasi keberhasilan pengenalan dilakukan pada 
himpunan citra pengujian. Berikut adalah tabel pembelajaran pada Basis Data 
OLLIVETII. 
Tabel 5.4 Hasil pembelajaran Basis Data OLLIVETTI dengan Metode ANFIS 
Leave-50%-out Leave-75%-out Leave-10%-out 
Nom or Jumlah Data Jumlah Jumlah Data Jumlah Jumlah Jumlah Data 
Subyek Pembelajaran Data Yang Pembelajaran Data Yang Data Yang 
Dikenali Dikenali Pembelajara Dikenali 
Benar Benar n Benar 
I 5 5 7 7 9 9 
2 5 5 7 7 9 9 
3 5 5 7 7 9 9 
4 5 5 7 7 9 9 
5 5 5 7 7 9 9 
6 5 5 7 7 9 9 
7 5 5 7 7 9 9 
8 5 5 7 7 9 9 
9 5 5 7 7 9 9 
10 5 5 7 6 9 9 
II 5 5 7 7 9 9 
12 5 5 7 7 9 9 
13 5 5 7 7 9 9 
14 5 5 7 7 9 9 
15 5 5 7 7 9 9 
16 5 5 7 7 9 9 
17 5 5 7 7 9 9 
18 5 5 7 7 9 9 
19 5 5 7 7 9 9 
20 5 5 7 7 9 9 
21 5 5 7 7 9 9 
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22 5 5 7 7 9 9 
23 5 5 7 7 9 9 
24 5 5 7 7 9 9 
25 5 5 7 7 9 9 
26 5 5 7 7 9 9 
27 5 5 7 7 9 9 
28 5 5 7 7 9 9 
29 5 5 7 7 9 8 
30 5 5 7 7 9 9 
31 5 5 7 7 9 9 
32 5 5 7 7 9 9 
33 5 5 7 7 9 7 
34 5 5 7 7 9 9 
35 5 5 7 7 9 9 
36 5 5 7 7 9 9 
37 5 5 7 7 9 9 
38 5 5 7 7 9 9 
39 5 5 7 6 9 5 
40 5 5 7 7 9 9 
JUMLAH 200 278 353 
PROSENTASE 100% 99.2% 98% 
Berikut ini akan diberikan hasil yang diperoleh dari percobaan yang dilakukan. 
Hasil dari pelatihan terhadap data pembel~aran dimasukkan kedalam data uji, 
kemudian hasilnya dihitung. 
Tabel 5.5 Hasil pengujian Basis Data OLLIVETTI dengan Metode ANFIS 
Leave-50%-out Leave-75%-out Leave-10%-out 
Nomor Data Jumlah Data Yang Data Jumlah Data Yang Data Jumlah Data Yang 
Subyek Uji Dikenali Benar Uji Dikenali Benar Uji Dikenal i Benar 
I 5 I 3 I I I 
2 5 5 3 2 I 1 
3 5 5 3 3 l l 
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4 5 5 3 3 I I 
5 5 5 3 3 I I 
6 5 4 3 3 I 0 
7 5 5 3 I I 0 
8 5 5 3 3 I I 
9 5 5 3 3 I I 
IO 5 5 3 3 I I 
1I 5 5 3 3 I I 
I2 5 5 3 3 I I 
I3 5 0 3 3 I I 
I4 5 I 3 3 I I 
I5 5 5 3 3 1 1 
16 5 5 3 3 1 I 
17 5 4 3 3 I 1 
18 5 5 3 2 I 0 
I9 5 5 3 I I 1 
20 5 5 3 3 I I 
2I 5 5 3 3 I 1 
22 5 5 3 3 1 I 
23 5 5 3 3 1 I 
24 5 5 3 3 1 1 
25 5 5 3 3 I I 
26 5 5 3 2 1 1 
27 5 0 3 0 I 0 
28 5 4 3 3 1 1 
29 5 2 3 1 I I 
30 5 5 3 3 1 1 
3I 5 I 3 3 1 I 
32 5 2 3 0 1 0 
33 5 0 3 0 I 0 
34 5 1 3 0 1 1 
35 5 0 3 0 1 0 
36 5 2 3 2 1 1 
37 5 4 3 2 I I 
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38 5 5 3 0 I I 
39 5 I 3 0 I 0 
40 5 3 3 0 I I 
JUMLAH 145 86 32 
PROSENTASE 72.5% 71.66% 80% 
Dari pembelajaran dan pengujian tersebut didapatkan rata-rata kesalahan. Grafik 
RMSE untuk data OLLIVETTI dengan metode pengambilan data Leave-10%-out 
dapat dilihat pada gambar 5.1 
Grafik Kesalahan Data 
~E Data Pembelajaran 
' RMSE Data Uji 
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Gam bar 5.1. Grafik RMSE untuk Data Ollivetti Leave-10%-out 
Sedangkan untuk data OLLIVEITI dengan metode pengambilan Leave-25%-out 
dan Leave-50%-out grafik RMSE-nya dapat dilihat pada gambar 5.2 dan gambar 
5.3 
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Grafik Kesalahan Data 
~ 
150 200 250 300 350 400 450 500 
iterasi 
Gam bar 5.2. Grafik RMSE untuk Data Ollivetti Leave-25%-out 
Grafik Kesalahan Data 
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Gam bar 5.3. Grafik RMSE untuk Data Ollivetti Leave-50%-out 
5.2.2 Hasil Ujicoba Data tanpa whitening 
Berikut ini akan diberikan hasil yang diperoleh dari percobaan untu data yang 
tidak di-whitening. Pengujian dilakukan terhadap data pembelajaran dan data uji, 
kemudian hasilnya dihitung. 
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Tabel 5.6 Hasil pembelajaran Basis Data OLLIVETTI (tanpa whitening) dengan 
Metode ANFIS 
Leave-50%-out Leave-75%-out Leave-10%-out 
Nomor Jumlah Data Jumlah Jumlah Data Jumlah Jumlah Jumlah Data 
Subyek Pembelajara Data Yang Pembelajaran Data Yang Data Yang 
n Dikenali Dikenali Pembelajara Dikenali 
Benar Benar n Benar 
1 5 5 7 7 9 9 
2 5 5 7 7 9 9 
3 5 3 7 5 9 7 
4 5 3 7 6 9 6 
5 5 5 7 7 9 9 
6 5 3 7 4 9 7 
7 5 4 7 5 9 5 
8 5 4 7 6 9 8 
9 5 I 7 0 9 2 
10 5 4 7 5 9 6 
II 5 3 7 6 9 7 
12 5 I 7 2 9 3 
13 5 4 7 6 9 7 
14 5 3 7 3 9 5 
15 5 0 7 0 9 0 
16 5 2 7 3 9 3 
17 5 0 7 0 9 0 
18 5 4 7 6 9 8 
19 5 3 7 I 9 1 
20 5 2 7 2 9 3 
21 5 2 7 2 9 2 
22 5 3 7 4 9 4 
23 5 1 7 0 9 1 
24 5 I 7 1 9 1 
25 5 0 7 0 9 0 
26 5 1 7 I 9 1 
27 5 I 7 I 9 0 
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28 5 0 7 0 9 0 
29 5 3 7 3 9 3 
30 5 2 7 3 9 3 
31 5 0 7 0 9 0 
32 5 2 7 3 9 3 
33 5 2 7 5 9 5 
34 5 I 7 2 9 2 
35 5 0 7 I 9 3 
36 5 0 7 0 9 0 
37 5 I 7 0 9 0 
38 5 0 7 0 9 0 
39 5 I 7 I 9 2 
40 5 0 7 0 9 0 
JUMLAH 126 194 257 
PROSENTASE 63% 69.28% 71.38% 
Berikut ini akan diberikan hasil yang diperoleh dari percobaan yang dilakukan. 
Hasil dari pelatihan terhadap data pembelajaran dimasukkan kedalam data uji, 
kemudian hasilnya dihitung. 
Tabel 5.7 Hasil pengujian Basis Data OLLIVETTI (tanpa whitening) dengan 
Metode ANFIS 
Leave-50%-out Leave-75%-out Lea ve-l 0%-out 
Nomor Data Jumlah Data Yang Data Jumlah Data Yang Data Jumlah Data Yang 
Subyek Uji Dikenali Benar Uji Dikenali Benar Uji Dikenali Benar 
I 5 5 3 3 I I 
2 5 5 3 3 I I 
3 5 0 3 0 1 1 
4 5 2 3 2 I I 
5 5 I 3 0 1 0 
6 5 0 3 0 I 0 
7 5 3 3 3 I 0 
8 5 0 3 0 I I 
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9 5 1 3 0 1 1 
10 5 1 3 2 1 0 
11 5 2 3 I 1 0 
12 5 3 3 2 I I 
13 5 2 3 2 I I 
14 5 0 3 0 I I 
15 5 4 3 0 I 0 
16 5 0 3 0 1 0 
17 5 0 3 2 I 0 
18 5 4 3 I I 0 
19 5 3 3 0 I 0 
20 5 0 3 0 I 0 
21 5 I 3 3 I I 
22 5 3 3 0 I 0 
23 5 0 3 2 I 0 
24 5 0 3 0 I 0 
25 5 I 3 2 I 0 
26 5 2 3 3 1 I 
27 5 0 3 0 I 0 
28 5 0 3 1 1 0 
29 5 0 3 I 1 0 
30 5 0 3 1 1 1 
31 5 I 3 3 1 0 
32 5 0 3 0 1 0 
33 5 0 3 0 1 0 
34 5 0 3 0 1 0 
35 5 0 3 0 1 0 
36 5 4 3 I I 0 
37 5 0 3 0 I 0 
38 5 0 3 0 I I 
39 5 1 3 1 I 0 
40 5 2 3 2 1 1 
JUMLAH 145 41 14 
PROSENTASE 72.5% 34.16% 35% 
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Perbandingan hasil ujicoba antara data yang di-whitening dengan data yang tidak 
di-whitening pada Basis Data OLLIVETTI dapat dilihat pada gambar 5.4 dan 5.5 
dibawah ini: 
Tingkat Akurasi Data Pembelajaran OLLIVETTI 
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Gambar 5.4. Gr~fik Akurasi Data Pembelajaran OLLIVETTI 
Untuk tingkat akurasi data ujinya dapat dilihat pada gambar dibawah ini: 
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Gam bar 5.5. Grafik Akurasi Data Uji OLLIVETTI 
5.2.2.2 Uji coba dan Evaluasi terhadap Basis Data YALE 
Ujicoba dan evaluasi terhadap sistem ini juga dilakukan dengan menggunakan 
citra wajah yang berukuran 88 x 64 piksel, yaitu Basis Data wajah yang dimiliki 
oleh laboratorium riset YALE. Citra w~ah Basis Data ini juga berada dalam 
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bentuk grey scale, dengan tingkat keabuan 256. Basis Data ini terdiri dari 165 
obyek wajah dari 15 orang dengan 11 variasi untuk setiap orangnya. Data ini 
diindeks dengan angka 1 sampai dengan 11. Subyek bervariasi terhadap jenis 
kelamin, ekspresi wajah, pencahayaan (lighting) dan asesoris wajah (misalnya 
kacamata). 
5.2.3 Hasil Ujicoba Data Whitening 
Berikut ini akan diberikan hasil yang diperoleh dari percobaan yang dilakukan. 
Hasil dari pelatihan terhadap data pembelajaran dimasukkan kedalam data uji, 
kemudian hasilnya dihitung. 
Tabel5.8 Hasil pembelajaran Basis Data YALE dengan Metode ANFIS 
Leave-50%-out Leave-75%-out Leave-10%-out 
Nomor Jumlah Data Jumlah Jumlah Data Jumlah Jumlah Jumlah Data 
Subyek Pembelajaran Data Yang Pembelajaran Data Yang Data Yang 
Dikenali Dikenali Pembelajara Dikenali 
Benar Benar n Benar 
1 5 5 8 8 9 9 
2 5 5 8 8 9 9 
3 5 5 8 8 9 9 
4 5 5 8 8 9 9 
5 5 5 8 8 9 9 
6 5 5 8 8 9 9 
7 5 5 8 8 9 9 
8 5 5 8 8 9 9 
9 5 5 8 8 9 9 
10 5 5 8 8 9 9 
11 5 5 8 8 9 9 
12 5 5 8 8 9 9 
13 5 5 8 8 9 9 
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14 5 5 8 8 9 9 
15 5 5 8 8 9 9 
JUMLAH 75 120 135 
PROSENTASE 100% 100% 100% 
Berikut ini akan diberikan hasil yang diperoleh dari percobaan yang dilakukan. 
Parameter premis dan konsekuen yang dihasilkan di proses pelatihan terhadap 
data pembelajaran dimasukkan kedalam data uji, kemudian hasilnya dihitung. 
Tabel 5.9 Hasil pengujian Basis Data YALE dengan Metode ANFIS 
Leave-50%-out Leave-75%-out Leave-10%-out 
Nomor Jum1ah Jum1ah Data Jumlah Jumlah Data Jumlah Jumlah Data 
Subyek Data Yang Data Yang Data Yang 
Uji Dikenali Benar Uji Dikenali Benar Uji Dikenali Benar 
1 6 3 3 3 2 2 
2 6 6 3 3 2 2 
3 6 6 3 3 2 2 
4 6 6 3 3 2 2 
1--- -- - -- - - --
5 6 6 3 3 2 2 
6 6 6 3 3 2 I 
7 6 6 3 3 2 2 
8 6 6 3 3 2 2 
9 6 5 3 3 2 2 
10 6 0 3 3 2 2 
11 6 4 3 3 2 2 
- -
- -- f---
12 6 0 3 3 2 2 
13 6 5 3 3 2 2 
14 6 3 3 3 2 2 
15 6 6 3 2 2 2 
JUMLAH 68 44 30 
PROSENTASE 75.55% 97.77% 96.66% 
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Dari pembelajaran dan pengujian tersebut didapatkan rata-rata kesalahan. Untuk 
data dengan metode pengambilan data Leave-10%-out, grafik RMSE dapat dilihat 
pada gambar 5.6 
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Gam bar 5.6. Grafik RMSE untuk Data YALE Leave-10%-out 
Sedangkan untuk data dengan metode pengambilan data Leave-25%-out dan 
Leave-50%-out, grafik RMSE dapat dilihat pada gambar 57 dan gambar 5.8 
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Gambar 5.8. Grafik RMSE untuk Data YALE Leave-50%-out 
5.2.4 Hasil Ujicoba Data tanpa Whitening 
Berikut ini akan diberikan hasil yang diperoleh dari percobaan untuk data yang 
tidak di-whitening. Pengujian dilakukan terhadap data pembelajaran dan data uji, 
kemudian hasilnya dihitung. 
Tabel 5.10 Hasil pembelajaran Basis Data YALE (tanpa whitening) dengan 
Metode ANFIS 
Leave-50%-out Leave-75%-out Lea ve-l 0%-out 
Nomor Jumlah Data Jumlah Jumlah Data Jumlah Jumlah Jumlah Data 
Subyek Pembelajaran Data Yang Pembelajaran Data Yang Data Yang 
Dikenali Dikenali Pembelajara Dikenali 
Benar Benar n Benar 
1 5 5 8 8 9 9 
2 5 5 8 8 9 9 
3 5 5 8 6 9 9 
4 5 4 8 6 9 9 
5 5 5 8 8 9 8 
6 5 5 8 8 9 8 
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13 6 4 3 I 2 I 
14 6 I 3 I 2 I 
15 6 3 3 3 2 2 
JUMLAH 65 28 15 
PROSENTASE 72.22% 62.22% 50% 
Perbandmgan hasil ujicoba antara data yang di-whitening dengan data yang t1dak 
di-whitening pada Basis Data YALE dapat dilihat pada gam bar 5.9 dan 5.10 
dibawah ini: 
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Gambar 5.9. Grafik Akurasi Data Pembelajaran YALE 
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Gam bar 5.10. Grafik Akurasi Data Uji YALE 
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5.2.2.3 Uji coba dan Evaluasi terhadap Basis Data BERN 
Selain dua Basis Data diatas, Basis Data yang digunakan untuk ujicoba dan 
evaluasi terhadap sistem ini adalah Basis Data BERN, yang dimiliki oleh The 
University of Bern (UB). Basis Data ini terdiri dari citra wajah yang berukuran 88 
x 64 piksel dan berada dalam bentuk grey scale, dengan tingkat keabuan 256. 
Basis Data BERN memuat 28 orang yang masing-masing memiliki 10 citra wajah 
frontal. Basis Data BERN memiliki karakteristik adanya perubahan yang relatif 
kecil pada ekspresi wajah (jacial expression) serta perubahan posisi kepala kearah 
kiri, kanan, atas dan bawah sebesar ± 30 derajat. 
5.2.2 Hasil Ujicoba Data Whitening 
Berikut ini akan diberikan hasil yang diperoleh dari percobaan yang dilakukan. 
Hasil dari pelatihan terhadap data pembelajaran dimasukkan kedalam data uji, 
kemudian hasilnya dihitung. 
Tabel 5.12 Hasil pembelajaran Basis Data BERN dengan Metode ANFIS 
Leave-50%-out Leave-75%-out Lea ve-l 0%-out 
Nomor Data Jumlah Data Data Jumlah Data Jumlah 
Subyek Pembelajar Yang Pembelajaran Data Yang Pembelajaran Data Yang 
an Dikenali Dikenali Dikenali 
Benar Benar Benar 
I 5 5 7 7 9 9 
2 5 5 7 7 9 9 
3 5 5 7 7 9 9 
4 5 5 7 7 9 9 
5 5 5 7 7 9 9 
6 5 5 7 7 9 9 
7 5 5 7 7 9 9 
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8 5 5 7 7 9 9 
9 5 5 7 7 9 9 
10 5 5 7 7 9 9 
II 5 5 7 7 9 9 
12 5 5 7 7 9 9 
13 5 5 7 7 9 9 
14 5 5 7 7 9 9 
15 5 5 7 7 9 9 
16 5 5 7 7 9 9 
17 5 5 7 7 9 9 
18 5 5 7 7 9 9 
19 5 5 7 7 9 9 
20 5 5 7 7 9 9 
21 5 5 7 7 9 9 
22 5 5 7 7 9 9 
23 5 5 7 7 9 9 
24 5 5 7 7 9 9 
25 5 5 7 7 9 9 
26 5 5 7 7 9 9 
27 5 5 7 7 9 9 
28 5 5 7 7 9 9 
JUMLAH 140 196 252 
PROSENTASE 100% 100% 100% 
.. Benkut m1 akan d1benkan hasii yang d1peroleh dan tmp percobaan yang 
dilakukan. Pengujian dilakukan terhadap data pembelajaran dan data uji, 
kemudian hasilnya dihitung. 
Tabel 5.13 Hasil pengujian Menggunakan Data BERN dengan Metode ANFIS 
Leave-50%-out Leave-75%-out Leave-10%-out 
Nomor Data Jumlah Data Data Jumlah Data Yang Data Jumlah Data Yang 
Subyek Uji Yang Uji Dikenali Benar Uji Dikenali Benar 
Dikenali Benar 
1 5 2 3 1 I I 
2 5 5 3 3 I 1 
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3 5 5 3 3 I I 
4 5 3 3 2 I I 
5 5 I 3 2 I I 
6 5 3 3 2 I I 
7 5 3 3 I I I 
8 5 4 3 3 I I 
9 5 3 3 2 1 I 
10 5 3 3 3 I I 
II 5 5 3 3 I I 
12 5 5 3 3 1 I 
13 5 0 3 2 1 I 
14 5 5 3 3 I I 
15 5 5 3 3 I I 
16 5 3 3 3 I I 
17 5 5 3 3 I I 
18 5 5 3 3 I I 
19 5 5 3 3 I I 
20 5 5 3 3 I I 
21 5 5 3 3 I I 
22 5 5 3 3 1 I 
23 5 5 3 3 I I 
24 5 5 3 3 I I 
25 5 5 3 3 I I 
26 5 3 3 2 I I 
27 5 5 3 3 I I 
28 5 5 3 3 I I 
JUMLAH ll3 74 28 
PROSENTASE 80.71% 88.09% 100% 
Dari pembelajaran dan pengujian tersebut didapatkan rata-rata kesalahan (RMSE). 
Untuk data dengan metode pengambilan data Leave-10%-out, grafik RMSE dapat 
dilihat pada gambar 5.11. Sedangkan untuk data dengan metode pengambilan data 
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Gam bar 5.13. Grafik RMSE untuk Data BERN Leave-50%-out 
5.2.3 Hasil Ujicoba Data tanpa whitening 
Berikut ini akan diberikan hasil yang diperoleh dari percobaan untuk data yang 
tidak di-whitening. Pembelajaran dan pengujian terhadap data BERN tanpa 
whitening dapat dilihat pada tabel5.14 dan 5.15 
Tabel 5.14 Hasil pembelajaran Basis Data BERN (tanpa whitening) dengan 
Metode ANFIS 
Leave-50%-out Leave-75%-out Leave-10%-out 
Nomor Data Jumlah Data Data Jumlah Data Jumlah 
Subyek Pembelajar Yang Pembelajara Data Yang Pembelajaran Data Yang 
an Dikenali n Dikenali Dikenali 
Benar Benar Benar 
I 5 5 7 7 9 9 
2 5 5 7 7 9 9 
3 5 5 7 5 9 3 
4 5 5 7 7 9 3 
5 5 3 7 2 9 8 
6 5 3 7 2 9 7 
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7 5 4 7 7 9 5 
8 5 5 7 4 9 8 
9 5 3 7 2 9 6 
10 5 3 7 6 9 8 
II 5 4 7 7 9 8 
12 5 4 7 5 9 9 
13 5 3 7 3 9 7 
14 5 4 7 2 9 6 
15 5 5 7 4 9 7 
16 5 3 7 3 9 9 
17 5 4 7 3 9 7 
18 5 5 7 3 9 2 
19 5 3 7 1 9 8 
20 5 2 7 3 9 9 
21 5 4 7 3 9 8 
22 5 3 7 I 9 3 
23 5 2 7 I 9 4 
24 5 3 7 I 9 5 
25 5 4 7 3 9 6 
26 5 3 7 0 9 4 
27 5 2 7 0 9 0 
28 5 4 7 3 9 4 
JUMLAH 103 133 199 
PROSENTASE 73.57% 67.86% 78.9% 
Tabel 5.15 Hasil pengujian Menggunakan Data BERN (tanpa whitening) dengan 
Metode ANFIS 
Leave-50%-out Leave-75%-out Lea ve-l 0%-out 
Nomor Data Jum1ah Data Data Jum1ah Data Yang Data Jumlah Data Yang 
Subyek Uji Yang Uji Dikenali Benar Uji Dikenali Benar 
Dikenali Benar 
I 5 4 3 2 I 1 
2 5 4 3 2 I 0 
3 5 3 3 0 1 0 
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4 5 2 3 I I 0 
5 5 4 3 I I I 
6 5 3 3 I I I 
7 5 2 3 2 I 0 
8 5 5 3 3 I I 
9 5 3 3 2 I I 
10 5 3 3 3 1 I 
II 5 2 3 3 I I 
12 5 4 3 2 I I 
13 5 2 3 3 1 0 
14 5 1 3 2 I I 
15 5 0 3 0 I 0 
16 5 3 3 2 I 0 
17 5 3 3 1 I I 
18 5 4 3 0 I 0 
19 5 I 3 0 I 0 
20 5 2 3 3 1 I 
21 5 I 3 I I 1 
22 5 3 3 0 I 0 
23 5 2 3 I 1 1 
24 5 0 3 1 I 1 
25 5 2 3 0 1 0 
26 5 0 3 0 I I 
27 5 2 3 3 1 I 
28 5 4 3 0 1 0 
JUMLAH 69 39 16 
PROSENTASE 49.28% 46.42% 57.14% 
Perbandingan hasil ujicoba antara data yang di-whitening dengan data yang tidak 
di-whitening pada Basis Data BERN dapat dilihat pada gambar 5.14 dan 5.15 
dibawah ini. 
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Gambar 5.14. Grafik tingkat Akurasi Data Pembelajaran BERN 
Untuk tingkat akurasi data ujinya dapat dilihat pada gambar dibawah ini: 
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BABVI 
KESIMPULAN DAN SARAN 
Pada bab ini diberikan kesimpulan dan saran yang diambil berdasarkan pada 
uj icoba yang telah dilakukan. 
1.1 KESIMPULAN 
Dari aplikasi yang telah dibuat beserta uji coba yang telah dilakukan terhadapnya, 
penulis dapat mengambil kesimpulan sebagai berikut: 
I. Metode ANFIS dapat diterapkan sebagai mesin pembelajaran dalam 
pengenalan pola, khususnya pengenalan wajah. 
2. Kombinasi antara metode PCA dan Wavelet dapat diterapkan sebagai Fitur 
Ekstraktor untuk mengekstraksi fitur global dan lokal pada sistem 
pengenalan wajah. 
3. Transformasi Whitening melibatkan basis non-orthogonal-nya sehingga 
dapat meningkatkan jangkauan ruang solusi. Dengan memperluas 
jangkauan solusi, tingkat kesalahan dapat direduksi sehingga dapat 
meningkatkan akurasi percobaan. 
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6.2 SARAN 
Saran yang dapat diberikan penulis untuk pengembangan tugas akhir ini adalah: 
I. Pengembangan aplikasi dalam hal file data yang dapat dibaca. 
Dalam tugas akhir ini, file data yang dapat dibaca hanya dalam format text. Hal 
ini dapat dikembangkan dengan menambah fasilitas dalam aplikasi ini agar 
aplikasi tersebut dapat melakukan pembacaan data dalam format lainnya, 
misalnya dapat membaca file yang disimpan di Basis Data. 
2. Penambahan metode pengambilan data 
Pada aplikasi yang telah dibuat oleh penulis, pengambilan data hanya terbatas 
untuk yaitu /eave-10%-, /eave-25%-out dan /eave-50%-out. Hal ini dapat 
dikembangkan dengan menggunakan metode pengambilan data lain, dengan 
prosentase pengambilan data yang berbeda, misalnya /eave-17%-out, sesuai 
dengan keinginan pengguna. A tau dengan jumlah pengambilan data yang berbeda, 
misal/eave-80%-out, yang berarti meninggalkan 80% data untuk testing data 
3. Melakukan uji coba secara intensif dengan melakukan perubahan step size, 
untuk mengetahui angka berapa pada step size yang akan menghasilkan tingkat 
akurasi paling tinggi 
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LAMPIRAN A 
Basis Data Wajah University of Bern 
Gambar yang digunakan untuk pelatihan maupun untuk uji coba pada Basis Data Wajah Bern [17]. Gambar tersebut terdiri dari 28 
orang yang masing-masing memiliki I 0 variasi pose. 
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LAMPIRANB 
Basis Data Wajah Yale 
Gambar yang digunakan untuk pelatihan maupun untuk uji coba pada Basis Data Wajah Yale [9). Gambar tersebut terdiri dari 15 
orang yang masing-masing memiliki 11 variasi pose. 
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LAMPIRAN C 
Basis Data Wajah OLLIVETTI 
Gam bar yang digunakan untuk pelatihan maupun untuk uji coba pada Basis Data Wajah OLLIVETTI. Gam bar tersebut terdiri dari 40 
orang yang masing-masing memiliki I 0 variasi pose. 
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