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a b s t r a c t
We construct a new insurance riskmodel based on the entrance process by incorporating a
constant force of interest and by allowing a policy to be claimed more than once during its
validity term, and study the central limit theorem of the correlative risk process. For fixed
t, the distribution of the risk process is investigated. By using the theory of the canonical
measure, we show that the risk process is asymptoticallyα-stably distributedwhen the net
profit of a policy belongs to the domain of attraction of an α-stable distribution with index
α(0 < α ≤ 2). Finally, we consider a special case in which each policy is restricted to being
claimed at most once and obtain the weak convergence results under two very explicit
moment conditions: heavy-tailed distribution and finite second moment of claims.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In the classical insurance risk theory, the model with constant interest force (see [1]) is stated as
dRδ(t) = pdt + δRδ(t)dt − dX(t), (1.1)
or, equivalently,
Rδ(t) = ueδt + pe
δt − 1
δ
−
∫ t
0
eδ(t−v)dX(v),
where u = Rδ(0) denotes the initial capital of an insurance company. The premium is paid continuously with a constant
rate p. The company also receives interest on its reserves with a constant interest force δ, and X(t) denotes the accumulated
amount of the claims occurring in the time interval (0, t]. That is, X(t) =∑N(t)j=1 Yj, where Yj is the amount of the jth claim and
N(t) the number of claims up to time t, {N(t), t ≥ 0} is assumed to be a homogeneous Poisson process.
Model (1.1) has received much attention in recent years. Sundt and Teugels [2,3] examined the probability of ultimate
ruin under an analogue of the Cramer condition. Klüppelberg and Stadtmuller [4] used sophisticated analytical arguments to
derive an asymptotic formula for the ruin probability in the presence of claims having a distributionwith a regularly varying
tail. Kalashnikov and Konstantinides [5] gave a simple treatment of the asymptotic formula which was derived earlier by
Asmussen [6], based on a formula obtained by [2]. Konstantinides et al. [7] investigated the ruin probability under the case
where the claim size is heavy-tailed, i.e. the equilibrium distribution function of the claim size belongs to a wide subclass
of the subexponential distributions. It is worth mentioning that all these papers were based on the theory of marked point
process.
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We focus our attention on the insurant of the risk process, and find that the claim process is virtually derived by the
entrance process (or, the flow-in process of the insureds). Our model collects and analyzes the information from the very
beginning of the entrance into the risk pool of each policy and therefore gives amore realistic description of the risk business.
The entrance process-basedmodel was first proposed and studied by Li et al. [8], which assumed that each policy can claim
no more than once and that the surplus receives no interest. In the present paper, we take the impact of economic factors
into consideration and construct a risk model incorporating a positive constant interest force and assume that within the
validity period the policyholder can claim more than once. We study the characteristic function and show that the risk
process follows an infinitely divisible distribution for fixed t > 0. Using the theory of infinite divisibility, we derive the limit
distribution of the surplus. The result would be useful to estimate the ruin probability and to deal with other problems in
insurance risk. We extend the results of the weak convergence of the risk process of [8]. Our technique also provides a case
in which the weak convergence of the random sum of dependent r.v.’s can be tackled.
This paper proceeds as follows. In Section 2 we describe the construction of the risk model. In Section 3 we construct the
Feller’s canonical measure for the infinitely divisible distributions and give the conditions for the weak convergence of the
risk process. Finally, to search more straightforward conditions for weak convergence, in Section 4 we deal with a special
case in which each policyholder claims at most once.
2. A new risk model with interest force
Suppose that an insurer issues its policies (or insureds purchase policies) according to a random point process {Sj}∞j=1,
where Sj is the issuing time of the jth policy, 0 < S1 < S2 < · · · . The associated counting process N(t) =∑∞j=1 I{Sj ≤ t} counts
the number of the policies issued up to time t. The insurer charges a premium f (Cj) for the jth policy according to its validity
time Cj, where f (·) is a strictly increasing positive deterministic function. Then the total premium of the insurer accumulated
up to time t is
∑N(t)
j=1 f (Cj). The insurer pays each policyholder an amount duewhen the holder claims for a loss covered by the
policy within its validity period. Let Tjk be the duration from the time Sj at which the jth policy is sold to the time when the
holder of the jth policy makes the kth claim, and Yjk the corresponding claim size. Then the number of accumulated claims
of the jth policy by time t is counted by
Nj(t) =
∞∑
k=1
1{Tjk ≤ (t − Sj) ∧ Cj}, t ≥ 0,
where 1{·} stands for the indicator of event {·}, and a ∧ b = min{a, b}. In insurance risk, {N(t), t ≥ 0} is called the (policy)
entrance process, and {Nj(t), t ≥ 0} the claim number process of the jth policy.
Assume also that the insurer receives interest on its surplus at a continuously compounded force of constant interest
δ > 0. Let u be the initial surplus of the insurance company, then the total surplus up to time t, represented by Rδ(t), satisfies
the equation
Rδ(t) = ueδt +
N(t)∑
j=1
f (Cj)eδ(t−Sj) −
N(t)∑
j=1
Nj(t)∑
k=1
Yjkeδ(t−Sj−Tjk),
and the discounted value at time zero of Rδ(t) can be written as
Vδ(t) = Rδ(t)e−δt
= u+
N(t)∑
j=1
(
f (Cj)e−δSj −
∞∑
k=1
Yjke−δ(Sj+Tjk)1{Tjk ≤ (t − Sj) ∧ Cj}
)
.
Our main interest in this paper is to study the asymptotic distribution of the risk process, which is defined as
X(t) = Vδ(t)− u =
∞∑
j=1
g(t, Sj, γj), t ≥ 0, (2.1)
where
g(t, Sj, γj) = f (Cj)e−δSj1{Sj ≤ t} −
Kj∑
k=1
Yjke−δ(Sj+Tjk)1{Sj + Tjk ≤ t}
with the notations
Kj = max {k : Tjk ≤ Cj} , γj = (Cj, Yj1, . . . , YjKj , Tj1, . . . , TjKj) .
Remark 1. The representation of {X(t)} can be treated as a shot noise process on a cluster point process with cluster marks,
see [9]. Such a stochastic process is more general, also more complicated than the risk process in classical risk model.
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Also, if denoting
h(t, Sj, γj) = f (Cj)e−δSj −
∞∑
k=1
Yjke−δ(Sj+Tjk)1{Tjk ≤ (t − Sj) ∧ Cj},
then {X(t)} can be expressed as a random sum of dependent stochastic processes:
X(t) =
N(t)∑
j=1
h(t, Sj, γj), t ≥ 0. (2.2)
Obviously, the support of h(t, Sj, γj) is (−∞, A)with some positive constant A.
Now let us list some assumptions as follows:
A1 The entrance process {N(t)} is a time-dependent Poisson process with intensity function λ(t) and accumulated intensity
function Λ(t) = ∫ t0 λ(s)ds, which satisfies Λ(t) →∞ as t →∞.
A2 The validity times Cj, j = 1, 2, . . . , are i.i.d. r.v.’s. The claim sizes Yjk, j, k = 1, 2, . . . , are also i.i.d.
A3 The random vectors γj, j = 1, 2, . . . , are i.i.d. and independent of the entrance process {N(t)}.
Remark 2. Assumption A1 is a natural extension of the classical risk model, it implies logically that the total claim number
process NC(t) =∑N(t)j=1 Nj(t) is also a non-homogeneous Poisson process. According to real life, it is reasonable to suggest that
the policies are purchased (consequently, that the claims occur) at various intensities of time.
Under Assumptions A1–A3, the moments of X(t) at fixed t are easily available from the moment generating function of
X(t):
MX(t)(θ) = E
[
eθX(t)
]
= E
E
eθ N(t)∑j=1 h(t,Sj,γj) | N(t)


=
∞∑
n=0
E
eθ n∑j=1 h(t,U(j),γj)
 P{N(t) = n}
=
∞∑
n=0
(
E
[
eθh(t,U1,γ1)
])n Λ(t)ne−Λ(t)
n!
= eΛ(t)(E[eθh(t,U1,γ1)]−1), (2.3)
where Uj, j = 1, 2, . . . are i.i.d. r.v.’s with the common distribution Λ(·)Λ(t)1{0 ≤ · ≤ t}, and U(j), j = 1, 2, . . . , n, are the ordered
statistics of U1, . . . ,Un. Then, the mean and the variance of X(t) are respectively,
E[X(t)] = Λ(t)E[h(t,U1, γ1)]
= Λ(t)E[E[{h(t,U1, γ1)} | U1]] =
∫ t
0
Eh(t, s, γ1)Λ(ds)
and
Var[X(t)] = Λ(t)E[h2(t,U1, γ1)].
3. General results of weak convergence
In this section, we consider the asymptotic distribution of the normalized process
Y(t) = X(t)− µt
σt
, t ≥ 0 (3.1)
as t → ∞, where µt and σt are suitably chosen centering and normalizing functions. As the probability structure of a
stochastic process can be entirely captured by the corresponding characteristic function, we first turn to derive the so-
called canonical measure for {Y(t)}. Then, it follows from Chapter 17 of Feller [10], the convergence of Y(t) as t →∞ can be
discussed in terms of the canonical measure Mt(·) defined below.
For convenience, we denote the distribution function of h(t, s, γ1) by H(x; t, s) = P{h(t, s, γ1) ≤ x}, 0 ≤ s ≤ t.
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Lemma 3.1. Under Assumptions A1– A3, the log-characteristic function of Y(t) can be written as
ψt(θ) = iθbt +
∫ ∞
−∞
[exp(iθy)− 1− iθy]y−2Mt(dy) (3.2)
for fixed t. Where the canonical measure Mt(dy) is given by
Mt(dy) = y2
∫ t
0
H(σtdy; t, s)Λ(ds), (3.3)
and bt is
bt =
∫ t
0
E[h(t, s, γ1)/σt]Λ(ds)− µt/σt.
Proof. By (2.3), the characteristic function of X(t) is
CX(t)(θ) = MX(t)(iθ) = exp{Ch(θ)Λ(t)− Λ(t)},
where
Ch(θ) = E [exp{iθh(t,U1, γ1)}]
=
∫ t
0
E [exp{iθh(t,U1, γ1)} | U1 = s] Λ(ds)
Λ(t)
=
∫ t
0
∫ ∞
−∞
exp{iθx}H(dx; t, s)Λ(ds)
Λ(t)
.
Then the log-characteristic function of Y(t) is
ψt(θ) = − iθµt
σt
+
∫ t
0
∫ ∞
−∞
exp{iθx/σt}H(dx; t, s)Λ(ds)− Λ(t)
= − iθµt
σt
+
∫ t
0
∫ ∞
−∞
(exp{iθx/σt} − 1− iθx/σt)H(dx; t, s)Λ(ds)
+
∫ t
0
∫ ∞
−∞
(iθx/σt)H(dx; t, s)Λ(ds)
=
∫ ∞
−∞
(exp{iθy} − 1− iθy) y−2Mt(dy)+ iθbt. 
Remark 3. It is well-known that eψt(θ) is just the Kolmogorov representation of an infinitely divisible characteristic function.
More typically, we would hope to choose µt = E[X(t)], if finite for fixed t, so that bt = 0 and
ψt(θ) =
∫ ∞
−∞
(exp{iθy} − 1− iθy) y−2Mt(dy).
From Lemma 3.1, the following corollary is natural.
Corollary 3.2. Under assumptions A1– A3, for fixed t, the distribution of Y(t) is infinitely divisible.
Next, by applying Feller’s convergence theory of canonical measures, we study the limit properties of {Y(t)} as t → ∞.
For this, we state several lemmas as below. The corresponding proofs can be found in [10,11]. For x > 0, we denote
M+t (x) =
∫ ∞
x
y−2Mt(dy), M−t (−x) =
∫ −x
−∞
y−2Mt(dy).
Lemma 3.3. The limit distribution of Y(t) as t →∞ is infinitely divisible if and only if there exists a canonical measureM and a
constant b such that Mt → M, bt → b. The first convergence means that
Mt(I) → M(I)
holds for every bounded interval I whose endpoints are continuous points for M, and for every point x(−x) of continuity for M,
M+t (x) → M+(x), M−t (−x) → M−(−x).
In this case, the limit log-characteristic function of Y(t) is of the form
ψ(θ) = iθb+
∫ ∞
−∞
(exp{iθy} − 1− iθy) y−2M(dy), (3.4)
and ψt → ψ.
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Lemma 3.4. The class of stable distributions coincides with the class of infinitely divisible distributions with canonical measures
M given by
M[−x, x] = Cx2−α, x > 0,
where C is a positive constant and 0 < α ≤ 2.
Lemma 3.5. (a) A distribution function F belongs to the domain of attraction of a normal law if and only if
∫
|y|≤x y
2dF(y) is slowly
varying.
(b) A distribution function F belongs to the domain of attraction of an α-stable law for some 0 < α < 2 if and only if
F(−x) = c1 + o(1)
xα
L(x), 1− F(x) = c2 + o(1)
xα
L(x)
as x →∞, where c1 and c2 are non-negative constants, c1 + c2 > 0.
We now state our key result. Let F ∈ DA(Gα) denote that a distribution function F belongs to the domain of attraction of
the α-stable distribution Gα.
Theorem 3.6. If H(x; t, s) ∈ DA(Gα), 0 < α < 2, for fixed t, take µt = E[X(t)] and σt = H−1
(
1− 1
Λ(t)
)
, then Y(t) converges in
distribution to an α-stable law Gα as t →∞.
Proof. Under the condition µt = E[X(t)], bt = 0 for all t. As the support of h(t, Sj, γj) is (−∞, A), according to Lemma 3.3,
we only consider the convergence of Mt and M−t . First we have,
Mt[−x, x] =
∫ x
−x
y2
∫ t
0
H(σtdy; t, s)Λ(ds)
= σ−2t
∫ t
0
Λ(ds)
∫ σtx
−σtx
y2H(dy; t, s).
Since H(x; t, s) ∈ DA(Gα), by Lemma 3.5, it implies that∫ σtx
−σtx
y2H(dy; t, s) ∼ (σtx)2−αL(σtx),
hence,
Mt[−x, x] ∼ σ−2t
∫ t
0
(σtx)
2−αL(σtx)Λ(ds)
∼ x2−α.
The equivalence is consistently valid for all t. Let M[−x, x] = Cx2−α, then Mt converges to M naturally. Analogously, we can
see
M−t (x) =
∫ −x
−∞
∫ t
0
H(σtdy; t, s)Λ(ds)
=
∫ −σtx
−∞
∫ t
0
H(dy; t, s)Λ(ds)
=
∫ t
0
H(−σtx; t, s)Λ(ds)
∼ C1x−α
with some constant C1 > 0. By the same reason, M−t (x) converges to M−(x) = C1x−α. From Lemma 3.4, M is the canonical
measure of a stable distribution with index α. 
Remark 4. (a) As the family of limit distributions of i.i.d. sum, the class of stable distributions is an important extension for
normal distributions, thus Theorem 3.6 states a more universal convergence than the classical central limit theorems. In
addition, this result is helpful to estimate ruin probability.
(b) An α-stable distribution with the special index α = 2 is just a normal distribution. In this case, it can be shown that
M corresponds to a normal law, under the conditions of Theorem 3 in [12], we can choose µt = E[X(t)] and σ2t = Var[X(t)],
then Y(t) converges in distribution to N(0,1). We refer readers to [12,9] for more details.
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4. A special insurance risk model
Due to the fact that the behavior of the risk process is essentially decided by the characteristic of the claim size, wewould
rather condition on Yjk directly than on h(t, s, γ1), as in Theorem 3.6, to research the weak convergence of the risk process.
To this end, we now consider a special case and try to derive themore specific conditions for weak convergence.We assume
that every insured can claim at most once. Since a company usually provides a finite number of choices of validity period,
and all the insureds pay the company an amount of premiumwhich is determinedmerely by the validity period of the policy,
so, without loss of generality, we suppose that all the policies have the same validity period. Therefore, all the policyholders
pay the same amount of premium to the company. That is a special case of model (2.1) in which k = 1 for all j.
Let C denote the constant validity term of the policies, then, under the relevant adjusted version of Assumptions A1–A3,
the claim number process is given by
NC(t) =
N(t)∑
j=1
1{Sj + Tj ≤ t, Tj ≤ C}, t ≥ 0, (4.1)
and the total discounted surplus accumulated up to time t is
Vδ(t) = u+
N(t)∑
j=1
(
f (C)e−δSj − Yje−δ(Sj+Tj)1{Tj ≤ (t − Sj) ∧ C}
)
. (4.2)
Define X(t) = Vδ(t)− u as before, the risk process can be rewritten as
X(t) =
N(t)∑
j=1
h(t, Sj, γj), t ≥ 0 (4.3)
with
h(t, Sj, γj) = f (C)e−δSj − Yje−δ(Sj+Tj)1{Tj ≤ (t − Sj) ∧ C}.
Then an analog of Theorem 3.6 is the following
Theorem 4.1. Let FY(x) be the survival function of Yj for x > 0, suppose that FY(x) ∼ x−αL(x), 0 < α < 2, and that
P{1{Tj ≤ (t − s) ∧ C} > 0} > 0, take µt = E[X(t)] and σt = H−1
(
1− 1
Λ(t)
)
, then X(t)−µt
σt
converges in distribution to a
stable law with index α as t →∞.
Proof. According to Theorem 3.6, we only need to show h(t, s, γ1) ∈ DA(α), which can be accomplished by testing the first
equation of Lemma 3.5(b). Then,
P{h(t, s, γ1) ≤ −x} = P
{(
f (C)e−δs − Y1e−δ(s+T1)1{T1 ≤ (t − s) ∧ C}
)
≤ −x
}
= P
{
Y1e−δT11{T1 ≤ (t − s) ∧ C} ≥ xeδs + f (C)
}
=
∫ (t−s)∧C
0
P
{
Y1e−δz ≥ xeδs + f (C)
}
dFT(z)
∼
∫ (t−s)∧C
0
(b1x)
−αL(x)e−δzαdFT(z)
∼ b2x−αL(x),
where FT denotes the distribution function of T1, b1 and b2 are positive constants. Note that the first “∼” is valid because f (C)
is bounded. 
Remark 5. Theorem 4.1 suggests that the claim sizes follow a heavy-tailed distribution. In insurance data, heavy-tailed
distribution is well-recognized as a standard model for describing individual claim size. Under the theorem’s conditions, Yj
corresponds to the so-called “extremal events”, which means that a random event occurs with relatively small probability
that has a significant influence on the behavior of the whole, for instance in the cases of earthquake, hurricane and floods.
Theorem 4.2. If E[Y21 ] < ∞ and let µt = E[X(t)], σ2t = Var[X(t)], then X(t)−µtσt → N(0, 1) as t →∞.
Proof. A similar proof can be found in [8]. 
Remark 6. (a) Since FY(x) ∼ x−αL(x) implies that Fn∗Y (x) ∼ nFY(x), for each positive integer n, as x →∞, the results obtained
in Theorems 4.1 and 4.2 are usable to the case of the claim number of a policy being finite.
(b) If the validity term C is an r.v. taking finite number of values, the similar results can be concluded easily. As for the
case of neglecting interest force, the model is simplified by δ = 0, the results here coincide with Lemma 3.1 of [8].
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