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In this paper we continue the analysis of integral operators on nilpotent 
Lie groups with kernels supported on submanifolds and/or containing an 
oscillatory factor of polynomial type. In our previous articles [13, 143 we 
have essentially considered singular integral operators, i.e., those defined by 
kernels having the critical degree of homogeneity. Here we focus our atten- 
tion on kernels having a higher degree of homogeneity, so that locally they 
have a finite mass, but do not have enough decay at infinity. More 
precisely, ifQ is the homogeneous dimension of the group G (which in this 
article we always assume endowed with automorphic dilations) we consider 
kernels K* having the same homogeneity as 1x1 -Q(l-a), where 1x1 denotes 
a homogeneous gauge and Re a > 0. These kernels are assumed to be sup- 
ported on analytic homogeneous submanifolds V; we call them fractional 
integration kernels along V. We discuss three interrelated problems 
concerning fractional integration kernels: 
(a) find the Lp - Lg-boundedness properties of the corresponding 
convolution operators; 
(b) find the L*-boundedness properties of the “highly singular 
integral” operators obtained by composing a fractional integration along V 
with a fractional derivation of complementary homogeneity; 
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(c) find the L2-boundedness properties of the oscillatory integral 
operators of the form 
Tf(x) = Jvf(xy-l)eiP(‘~” &c(y), 
where P is a real polynomial. 
Problem (a) is a natural one in the spirit of the classical Hardy- 
Littlewood-Sobolev theorem [15], which leads to the embedding theorems 
for Sobolev spaces. But whereas the proof of the HLS theorem reduces to 
a Young inequality for weak-LP-spaces, the estimates are much more 
complicated for kernels along manifolds. To each manifold we associate the 
set C y consisting of the pairs (l/p, l/q) such that the fractional integrals 
along V of the right order are bounded from Lp to Lq. While the deter- 
mination of XV seems to depend in a complicated way on the geometry of 
I’, we can say the following: the interior of XV is the same as that of a 
simpler looking analogue TV defined by the convolution properties of 
compactly supported measures on F’. We also gain some further insight by 
studying several examples of V, the most difficult ofwhich is that of the 
light cone in lR”+ ‘. Earlier work for this problem is in [S, 7, 10, 111. 
Problem (b) is closely connected to problem (a) in the sense that these 
highly singular kernels often arise by analytic ontinuation from the frac- 
tional integration kernels. This connection already appears in [4, 5, 9, 12, 
161. But our answer to problem (b) is also the key to attack problem (c) 
using the method of transference. In this way we extend to fractional 
integration kernels along manifolds ome results contained in [ 131. Trans- 
ference is used here as in [14], where the fractional integration kernel was 
replaced by a singular kernel with the critical degree of homogeneity. The 
problem with a fractional integration kernel is to see if the oscillations 
determined by the polynomial P(x, ,v) compensate for the slow decay of the 
kernel at infinity. 
Each of the three problems can have a non-vacuous solution only if 
certain ecessary conditions are satisfied: for problem (a) the manifold V 
must generate the full group; for problem (b) the fractional derivation 
kernel must be supported on the subgroup generated by I’; finally for 
problem (c) the polynomials P(x, y) must satisfy a non-degeneracy 
condition. 
The thrust of our results for the three problems is that essentially these 
necessary conditions are also sufficient. More specifically, for each V which 
generates G there is a range of a’s for which the corresponding operators 
are bounded. 
Section 1 is devoted to problem (a). There we prove that the global set 
XV and the local set TV have the same interior, which implies that the 
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interior of C v is non-empty whenever V generates the group. In Section 2 
we present several examples illustrating theintricacy involved in the deter- 
mination of the sets Cy and TV. In order not to burden unduly the exposi- 
tion at this point, we defer to an appendix several complicated estimates 
that are needed in the proofs. Section 3 deals with the highly singular 
integrals, and finally in Section 4 we also show these results can be used to 
prove the boundedness of the oscillatory integral operators arising in 
problem (c). 
1. FRACTIONAL INTEGRATION ALONG MANIFOLDS 
Let G be a general ocally compact group and p be a finite measure on 
G. If T, is the operator of convolution by p on the right, we denote by 
r, = {(l/p, l/q): T,: LP(G) -+ L4(G) boundedly, p < q}, (1) 
where the Lp-spaces are taken with respect to right-invariant Haar 
measure. r, is a subset of the square [0, l] x [0, 11. More precisely, r is 
a convex subset of the triangle l/p > l/q and contains at least he diagonal 
l/p = l/q. If G is commutative, then r, is also symmetric with respect o 
the other diagonal l/p + l/q = 1. 
Various examples are known of singular measures p for which r, has a 
non-empty interior [7, lo]. 
We assume now that G is a connected Lie group. Given a connected 
analytic submanifold W of G, we consider a measure p with compact 
support contained in W, such that 
44x) = cp(x) Wx), 
where cp is a smooth function and cr is the surface measure on W. We say 
that W generates G if W is not contained in any proper closed subgroup 
of G. 
THEOREM 1.1. If p is as above then r, has a non-empty interior if and 
only if W generates G. In this case there is p = p( W) < 2 such that 
uh, i/2) E r,. 
Proof. Assume that W generates G. By [14, Part I], there is an integer 
m such that (W-l W)m contains an open set. We can further assume that 
cp is supported in a neighborhood U of the identity so small that (U- ’ U)“’ 
can be parametrized by means of the exponential map. It follows from 
[ 14, Corollary 2.31 that the mth convolution power (p * p*)*“’ =
(p * p*) *. . . * (p* p*), where p*(E) = p(E-I), is absolutely continuous 
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with respect to the Haar measure on G and its density p satisfies an
L’-Holder condition of the form 
F Ip(ew(X+ Y)) -dew WI d-Y< CII YII’, 
where g is the Lie algebra of G, 11 I( is any norm on g, and 6 = 6( IV) > 0. 
We can assume that m = 2k. Condition (2) implies that p 0 exp E L’(g) for 
some r > 1, i.e., that p E L’(G). By Young’s inequality, there is p0 < 2 such 
that 
IV* Pllp$ cllsII, 
( l/p0 + l/pb = l), i.e., T : LPo(G) -+ L”;(G). If Tj = T(, . p.j~, then for j 3 0, 
T,, i = Tj* Tj, Tj* = Tj, and T, = Tp. It follows then that Tk- i is bounded 
from L”(G) to L’(G) and from L’(G) to Lp$G). By the Reisz-Thorin 
interpolation theorem, there is pi < 2 such that Tk- i is bounded from 
LPI(G) to L”;(G). 
Iterating this argument, we prove that T,, = TF T, is bounded from 
LPk(G) to Lpi(G), where pk c 2. This implies that T, is bounded from 
LPk(G) to L2(G), i.e., (l/p,, l/2) E r,. Since r,, is convex and also contains 
the diagonal, 4; # 0. 
Assume now that W is contained in the proper closed subgroup H of G. 
Let L be a cross-section ofG/H near the identity, sothat every element of 
G in a neighborhood of the identity can be uniquely expressed as a product 
Ih with hEH, IEL. 
Let now f(Zh)=f,(l)f,(h) be a function supported near the identity. 
Then 
(f * p)Vh) =fi(Nh * p)(h), 
where the convolution on the right-hand side is made on H. The fact that 
the factor f,(r) is unchanged shows that there cannot be any Lp- Lq- 
boundedness for T, with p <q. 1 
We consider now a homogeneous nilpotent Lie group G with dilations 
Da. 
For each 6 > 0, Da is an automorphism of G, DBD, = D,, for 6, E > 0, 
and there is a basis X,, . . . . X, of the Lie algebra g of G such that the 
differential of D, on g (also denoted by Da) maps Xj into dn,Xj, with Aj > 0. 
We will write 6x in place of D,x. We call Q = 1, + ‘.. + 1, the 
homogeneous dimension of G and we fix a homogeneous gauge ) ) on G. 
Given a tempered distribution S on G, we define Sj for jc Z by 
G$,f>=(&fW'*D (3) 
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and for c1 EC we construct he series 
K;= C 2-Qajsj. (4) 
je+ 
In this section we are only interested inthe case Re a > 0. If the series (4) 
converges in the sense of distributions, then it defines a tempered distribu- 
tion which is homogeneous with respect o dyadic dilations, the degree of 
homogeneity being the same as that of the fractional integration kernel 
lx1 -Q(l -x) 
LEMMA 1.2. Assume that supp S is compact and does not contain the 
origin. Then Kg is well defined for every a with Re a > 0. 
ProoJ Let f be a function in S(G). Then, if Re a > 0, the series 
1 2-QWf(2-‘x) = g(x) (5) 
jcH 
converges uniformly with all its derivatives on a neighborhood of supp S. 
This implies that 
(K&f > = (S, g> 
is a good definition fK& 1 
Given S as in Lemma 1.2, we denote by T, the operator of right 
convolution by S and for Re 0: > 0 by Tz the operator of right convolution 
by Kg. 
LEMMA 1.3. Suppose that T,: LPO(G) + LqO(G) boundedly, with 1 < p0 -C 
qO< 00. Then if O-C Re a < l/p,- l/q, and p, q are such that p. < p c 
q < q,,, l/p - l/q = Re a, then Ti: LP(G) -+ Lq(G) boundedly. 
ProoJ: We first observe that if p0 < p < q < qO, then T, is bounded from 
LP(G) to Lq(G). In order to see this, assume first hat f~ LP(G) is 
supported in a ball of a fixed radius R, comparable with the diameter of 
supp S. Then, since f and f * S are supported in a ball of radius 
comparable with R, we have 
llf *Sll,G C,Ilf * Sll,< cXIlf II,< CIlf up. 
If f is now a generic function in LP(G), we can write f = C fi, where 
each fj is supported on a ball Bj of radius R and the products Bj supp S 
have the finite overlapping property. Then 
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Assume now that p and q satisfy the hypotheses. We first prove that Tg 
is of weak-type (p, q). Since for each j E Z we have 
IIS * sjllp G c Ilfllp 
and 
Ilf* Sj((qo~C2(1’p--‘qo)j((f((p, 
given jOe Z and f such that /j-II, = 1, we see that 
I) 1 z-QWf* s,li < c2-Q(VP-Uq)io 
i > io 
/( 1 2-Qaif, s,ii p~c2Qiliulioo’h. 
j<Jcl 40 
Then 
lb: I T;f(x)l >A}1 6 
Ii I 
x: 12 
iCi0 
-QJf, Sj(X) >A/2 
I II 
Taking j, so that 2@O N lq, we have 
1(x: ITif( >A}[ <CPq 
which is the desired weak-type estimate. 
The conclusion then follows from the Marcinkiewicz interpolation 
theorem. 1 
Let now V be a homogeneous, connected, analytic manifold in G, and 
assume for simplicity hat 04 V. 
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DEFINITION. A fractional integration kernel along I/ of order a, 
0 c Re a < 1, is a locally finite measure K” supported on Vu (0) having a 
smooth density on V and homogeneity degree - Q( 1 - CC), in the sense that 
j f(6x) dK”(x) = 6-“Q j f(x) dK”(x) 
for 6 > 0 and f continuous with compact support. 
The homogeneity of K” is the same as that of the kernel 1x1 -QciP’) on 
G. Observe that we require K” to be supported on Vu (0) and not simply 
on V. 
We define Cy as the set of pairs (l/p, I/q) such that every fractional 
integration kernel along V of order a with Re a = l/p - l/q defines a 
bounded convolution operator from LP(G) to Lq(G). Similarly, we define 
TV as the intersection fall the r,, where p is a smooth measure with 
compact support on V. 
THEOREM 1.4. The set xv is contained in TV. Zf V generates G, then the 
interior of xv is non-empty and coincides with the interior of TV. 
Proof. Let (l/p, l/q) E XV and let F be a compact subset of V. One can 
easily construct a fractional integration kernel K” along V of order 
a = l/p - l/q which is strictly positive on F. If p is a measure with a smooth 
density supported on F, then 1,~) is dominated by a constant imes K’. This 
implies that (l/p, l/q) E TV. 
Assume now that V generates G and let Ku be a fractional integration 
kernel along V of order a. By pointwise domination, we can assume that 
a is real and that Ku is non-negative on V. Let cp be a smooth function on 
G with compact support not containing the origin and such that 
xi. B (p(2jx) = 1 for x # 0. If ,U = K”cp then T, maps LP(G) into Lq(G) for 
(l/P, llq)ECv. 
Furthermore K” = K,“, so that Lemma 1.3 can be applied to prove that 
if (l/p, l/q) is in the interior of C y then K” defines a bounded convolution 
operator from LP(G) to Lq(G). 1 
2. SOME EXAMPLES 
In this section we give rather precise descriptions ofthe sets TV and XV 
in some special cases. We call the “local problem” the problem of 
determining TV, and the “global problem” that of determining XV. The 
manifolds we consider have the special property that their intersections 
with the unit sphere are compact, i.e., P= Vu (0). Therefore it will be 
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sufficient for the local problem to consider one single measure p which is 
positive and bounded away from zero on the intersection f V with some 
sphere. Similarly for the global problem we can just consider analytic 
family K” of fractional integration kernels along V, such that for a real K” 
is strictly positive on all of I/. 
The most technical parts of the proofs are postponed to the Appendix. 
If V is a homogeneous hypersurface in G= R”, then TV is always 
contained in the closed triangle with vertices at P, = (0, 0), P, = (1, l), 
A = (n/(n + l), l/(n + l)), [lo]. If in addition V has non-zero Gaussian 
curvature at each point, then TV equals the closed triangle P,P,A, [7, IO]. 
In the first example we discuss the related global problem for homogeneous 
curves in W. 
Dealing with hypersurfaces with vanishing Gaussian curvature, a 
theorem of Littman [7] implies that if at each point of V at least n- 1 -k 
principal curvatures are non-zero, then TV contains the closed triangle 
P,P,A', with A’= ((n-k)/(n-k+ l), l/(n-k-t 1)). If V= V, x Rk, where 
V0 is a hypersurface in WPk with non-zero Gaussian curvature, then 
r,=rvo=PoP,Af. 
Our second example shows that if V is a light cone in UP’, then TV is the 
trapezoid P,P, BC in Fig. 1, exhibiting an intermediate situation between 
the “maximal” triangle P,P, A and the “minimal” triangle POP, A' for 
hypersurfaces with n - 2 non-vanishing principal curvatures. 
FIGURE 1 
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In our last example G is the Heisenberg group C x IR with product (z, t) 
(w, U) = (z + W, t + u + Im(z@)) and V is the z-plane. The solutions to the 
local and the global problems for V exhibit a great analogy with the first 
example. 
(a) Homogeneous Curves in the Plane 
Let V be the curve y = xk, x>O, kE I%+. It is homogeneous under the 
dilations D,(x, y) = (6x, sky) and it generates R2 when k # 1. There is no 
loss of generality in assuming k > 1. For 0 < Re c1< 1, let 
(T*j-)(x, y)=p-(x-t, y-tk)t(k+l)m--ldt 
0 
=f * K&(x, y). (6) 
Since V has non-zero curvature, the solution to the local problem is 
given by the closed triangle P,P,A in Fig. 2, where PO = (0, 0), P, = (1, l), 
A = (2/3, l/3). 
THEOREM 2.1. The interior of XV is the open triangle with vertices 
PO, P,, A. Furthermore XV contains the closed segments AB and AC, where 
B= (3/4, l/2) and C= (l/2, l/4) (see Fig. 2). 
FIGURE 2 
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We do not know if the open segments CP, and BP, are contained in 
XV. The proof of the second statement of Theorem 2.1 is based on the 
following lemma, the proof of which is in the Appendix. 
LEMMA 2.2. Let k > 1 and l/2 < Re a < k. Then for A E R 
ei(xk-klx)Xo-l dx ~<~,,(l + I~I)-(~/~-~~u)/(~-‘), (7) 
where, for k and Re a fixed, C,, d is polynomially increasing with Im a. 
Proof of Theorem 2.1. The first statement follows from Theorem 1.4. 
Let I’ denote the fractional integration kernel Z’(t) = Z(z)-’ It/‘- ’and 
its analytic extension to z E C. We then define Zc(x, y) = 6,(x) 0 I’(y) on 
IX’. We prove by complex interpolation that T1’3 is bounded from L3’2(R2) 
to L3(R2). Define 
vf=f *w=f ,K’/3-(‘/3--ll(k+‘))z*z~. 
For Re z= 1, H’E L”(R’), so that U’ maps L’(W) to L”(W2). Taking 
Re a = k/2 in Lemma 2.2, we see that if Re z = -l/2 then Z? E L”(lR2), so 
that u’ is bounded on L2( R2). Then we just observe that U” = T1’3. Since 
IK ‘13+ iYl = K”‘, the point A belongs to XV. 
Applying now Lemma 2.2 with a = (k + 1)/4, one can prove easily that 
Is(<, ?)I 6 Clrl -1’4(ql -1/4. Therefore K114 can be seen as the composi- 
tion of two kernels, with Fourier transforms 151 -1’4)q1 - /4 and 
n 
141 ’4 1~1 ‘I4 K”“(& q), respectively. The first kernel is a tensor product 
H@ H, where H convolves L”/‘(R) to L’(R); therefore H@ H convolves 
L4’3(R2) to L2(R2). Since the second kernel gives a bounded convolution 
operator on L2( I%‘), we have that T114 is bounded from L4’3’R2) to L2( W’). 
This and the fact that lK1’4+iY) = Kli4 imply that the point B is in XV. The 
rest follows by duality and complex interpolation. 1 
(b) Light Cones 
For n 3 2, let V be the n-dimensional forward light cone in lR”+ ‘, t = 1x1, 
with tc[W, XEP. For O<Rea<l, we define 
(T”f )(x, t) = .T,.f(x- Y, t-Iyl)(yl’“+““-“dy=(f * K*)(x, t). (8) 
We first obtain some limitations on XV by applying T” to some test 
functions. 
Let u by a fixed vector on V, and let n be a vector normal to V along 
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the generating line determined by u. If 7~ is the (n - 1)-dimensional 
orthogonal complement to u and n, and if 0 < 6 < 1, we denote by fa the 
characteristic function of the set {tiv+t,n+w: It,(<l, lt,(<82, ~~71, 
JwI <S>. Then I T”fa(x, r)l > CS”-’ IxI(nf’)Rea--n on the set 
E,={t,u+t,n+w:t,>10,wE~,~W~ 
< 6t,/2, dist( V, t,u + t2n + w) < d2/4}. 
If we impose the condition that T” is bounded from LP( R” + ’ ) to 
Lq(Iw”+‘), l/p - l/q = Re tl, we must have that 
that is, 
Convergence of the integral requires that l/q > (n + 1)/p-n. We then 
obtain the condition S(“+l)/q+n-l < C@+ 1)‘p to be satisfied for 6 < 1. This 
implies that l/p - l/q < (n - 1 )/(n + 1). A duality argument gives a third 
condition l/q > l/(n + 1) p. 
Altogether, these conditions imply that XV is contained in the trapezoid 
POP, BC in Fig. 1, the sides P, B and P,C being excluded. Here 
B=((n2+ l)/(n’+n), l/n) and C=((n- 1)/n, (n-l)/(n’+n)). 
THEOREM 2.3. TV is the closed trapezoid POP, BC in Fig, 1. 
Proof: Because of the previous remarks, it is sufficient to prove that 
BEf”. 
Let m, be the normalized surface measure on the sphere of radius r in [w” 
and B, be the measure on KY’+’ given by 
jRnIIf(xj t)doAx, ~)=jRnfCx, r) dm,(x). 
If cp is a non-negative smooth function on the line supported in [l, 23, 
we set 
P = j cp(r)a, dr- 
Clearly supp p c I’ and the statement BE TV is equivalent o saying that T, 
is bounded from L(n2+fl)i(n2+1)([W”+1) to L”(EV+l). 
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For ZE@, let Vf=f*p*Z;. For Rez=l, ~LZI:EL~(IW”+~). By 
complex interpolation, it is then sufficient to prove that for Re z = 
- (n - 2)/2, U” maps L (2n+2U(n+3)((W”+ ‘) to L*(R”+ ‘). (This interpolation 
argument is not necessary, of course, when n = 2.) Equivalently, we can 
prove that, for Re z = - (n - 2)/2, (V)* u’ maps L(2”+2)‘(“+3)(Rn+ ‘) 
into L(2”+2)/(“-1)([Wn+1). Since p* * (If)* *p * Zf* * p * Ztp(n-2), Ztdcn-*)= 
~(a/&)~-* &, for n even and I,- @-*)= cH, * (l$%)“-‘6, for n odd (H, 
being the Hilbert transform along the t-axis), we are led to prove that 
(a/at)n-*(p* * p) convolves ~(2~+2m+3)(pp+l) into ~(*~+2)lb-l)(~n+l). 
In order to compute ZJ* * CL, we first notice that c,* + os is supported on 
the hyperplane t = x-r and, by [6], it has a density given by 
where D,,= {x: Is-r1 < 1x1 <s+r}. Since 
p* .e p = 
ff 
q(r) cp(s)i,* * A, dr ds, 
we see that p* * ,u is absolutely continuous, and 
@(s - t) Q(s + t)(s* - 1x1*)(” -3)‘2 ds 1 
x 1-q -n+*(IXI*42)y)/*, (9) 
where $(t) = ten+* (p( t/2) and (1x1* - t *) + is the positive part of the func- 
tion (xl* - t*. Since supp cp c [l, 21, the variable s in the integral only 
varies between 2 and 4, and therefore the expression in square brackets is 
a smooth function @(x, t) with compact support. The conclusion follows 
from the next lemma, which is proved in the Appendix. 1 
LEMMA 2.4. Zf t,Qx, t) is a smooth function with compact support 
and 0 <k < n - 2, the distribution $(x, t)(a/c?t)k( 1x1--n+2( [xl* - t2)F-3”2) 
defines a bounded convolution operator from L(*” + *)A* +3’( R” + ’ ) to 
L(*“+*)/(“-l) [Wn+l) 
( . 
THEOREM 2.5. The set C ,, contains the open trapezoid P,P, BC in Fig. 1. 
Zf n = 2, then Cy is the union of the open trapezoid with the open 
segment BC. 
The last statement for n = 2 is due to Oberlin [ 11). We do not know the 
closure for general n, except for the point A’ = (n/(n + l), l/(n + i)), for 
which the positive answer follows from computation of the Fourier trans- 
form of (Ix/* - t*)“+ [3, Chap. III, Sect. 2.61 and complex interpolation. 
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(c) The z-Plane in the Heisenberg Group 
If (z, t)(w, u) = (z + w, t + u + Im(zw)) is the product on H, = @ x R and 
V is the plane t = 0, we define for 0 < Re u < 1 
(T”f)(z, t)=Jkf(z-w, t-Im(z@))IwlPZf4”dw=(f*Ka)(z, t). (10) 
Dilations on H, are given by D,(z, t) = (6z, 6*t). Our results are based 
on two crucial estimates. 
LEMMA 2.6. T”*: L4/3(HI) -+ L4(H,), T1/3: L6”(H1) + L2(H1). 
The proof is given in the Appendix. 
THEOREM 2.7. The set TV is the closed triangle with vertices at (0, 0), 
(1, l), (314, l/4). The set XV contains the two closed segments joining 
(3/4, l/4) with (5/6, l/2) and with (l/2, l/6). 
Proof. Lemma 2.6 implies that TV contains the closed triangle. Let now 
p be a positive measure on V with a smooth radial density supported on 
((z, 0): 1 < IzI < 2). Let fs be the characteristic function of {(z, t): (~1 < 6, 
ItI <S}, 6~ 1. Then for 1 < IzI ~2 and ItI <cS, where c is small enough, 
(Tpfa)(x, t) > ~6~. So if T, maps LP(H,) to L&H,), 
i.e., 6*+ “q < cS3’J’ for every 6 < 1. This implies that 2 + l/q > 3/p. Since T, 
is self-adjoint, we also obtain by duality that l/p < 3/q. These two restric- 
tions show that TV cannot contain points outside the triangle. The state- 
ment about XV follows by Lemma 2.6, complex interpolation, and duality. 
3. HIGHLY SINGULAR INTEGRALS 
In this section we combine a fractional integration kernel of order c(, with 
Re a > 0, or a more general kernel of the form Kg as in (4), with a kernel 
of the form K,“, so to obtain distributions with the degree of homogeneity 
of principal value distributions. Instances of such distributions appeared in 
Section 2, at places where crucial L*-estimates were obtained. 
In the sequel the distribution S in (4) will always be a measure. As 
before, A,, . . . . I, denote the exponents for the dilations on the 
homogeneous nilpotent group G and Q =c;=i Aj is the homogeneous 
dimension of G. 
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LEMMA 3.1. Let p be a measure with a compact support not containing 
the origin, such that for every x E G and r < 1 
5 dl,4 (Y) G Crp \xy-'1 <r (11) 
for some fl>O. If 0 <Q Re a < /? and f is a continuous function with 
compact support on G, then f * KF E L*(G). 
Proof. We can assume that supp f is contained in the unit ball 
centered at the origin. Since zip0 2-Qaipj is a finite measure, then 
f * (~j,,,2-Q”‘pj)~L”(G). Ifj<O, 
12-QWf * pj(x)l <2-QReti s 
If(2-‘(xy-‘))I dIpI 
< c2-QReW 
I 
did (Y) ixy-‘I <2’ 
<c-(P-QRe=)j 
The conclusion follows from the fact that the supports of the functions 
f * CL/, j< 0, have the finite overlapping property. 1 
LEMMA 3.2. Let v be a measure with compact support and with mean 
value zero. Then the series cjEZ 2Quivj= K;” converges in the sense of 
distributions for 0 < Q Re a < y = min 1 S j6n Aj and if f is a COO-function with 
compact support on G, then f * K;’ E L’(G). 
Proof It is sufficient to prove that if f is C” with compact support, 
then the series zjErn 2QWf * vi converges in L’(G). Since the series 
cj < o 2Qtivj converges to a finite measure for Re a > 0, trivially 
cjcO 2Qtif * vi E L’(G). For j2 0 we use the fact that v has mean value 
zero. We have 
If * vj(x)l = 11 (f( xy-I)-f(x))dVj(y) 
GC s lYIYdlvjl (Y) 
Because the supports off * vj are uniformly bounded for j 2 0, then 
IIf * vj(I,<c2-“, ja0, 
and this concludes the proof. 1 
580/86;2-I I 
374 RICCI AND STEIN 
PROPOSITION 3.3. Let p be as in Lemma 3.1 and v as in Lemma 3.2. Then 
if 0 c Q Re a < min(/?, y ) the convolution 
is well defined as a distribution. 
Proof. Let f, g be P-functions with compact support. Then 
lim 
M,N-a, S (f* ( 1 2”V,) * ( C zeQakpk)) (X) g(x)dx lil GM Ikl <N 
= lim 
M,N-‘22 
I(/*(,j~M’QEI~j))(~)(~*(,k~N2-QI*llf))(~)d~ 
= 
s 
(f * K;*)(x)(g * K;.)(x) dx 
which is finite by Lemmas 3.1 and 3.2. 1 
The following lemma is an easy consequence of Lemma 2.2 in [14] and 
its proof is contained in the proof of Theorem 3.4 in the same article. 
LEMMA 3.4. Let f be a function on G supported on the ball of radius R 
centered at the origin and satisfying an L’-Holder condition on the right 
s Ifh+f(x)ldx64yl" 
with 0 < 6 < y. Then there is 6’, with 0<6’<6, such that the L’-Holder 
conditions on the left 
I If(.w)-f(x)1 dx~4&V’ 
holds. 
THEOREM 3.5. Let V be a homogeneous, connected, analytic submanifold 
of G, not containing the origin. There is E=Cr(V)>O such that if 
0 c ke a c Cc, K” is a fractional integration kernel of order a along V, v is a 
measure supported on the closed subgroup generated by V and satisfying the 
hypotheses of Lemma 3.2, then the operator Tf = f * K;” * K’ is bounded 
on L*(G). 
Proof We can assume that V generates G. If it is not so, let H be the 
closed subgroup of G generated by V. The proof below shows then that T 
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is bounded as an operator on L’(H), and the usual transference argument 
implies the boundedness on L*(G). 
Let cp and ,U = cpK” be as in the proof of Theorem 1.5, so that Ka = K;. 
Since supp p is a compact subset of V, we can decompose supp p into a 
finite union of graphs of analytic functions. This implies that p satisfies 
(1 1 ), with an exponent /I depending only on V. Since we are under the 
hypotheses of Proposition 3.3, it is sufficient to prove that for Re c1< Q-’ 
min(j?, y) and small enough, the operators 
T,,,,v.f=f* ( c 2 
lil GM 
Q”jvj) *( c 2 -““/ik) 
WI 6 N 
are uniformly bounded on L*(G) with respect o M and N. In order to 
simplify the notation, we omit writing the limitations in the summation 
indices which depend on A4 and N. 
We have 
If we set 
then 
TMN = c 2QukLk,N. 
k 
(12) 
We estimate the operator norm of Lk,,, on L*(G) by the almost 
orthogonality principle as in [l]. In order to do so, we have to estimate 
the operator norms of @+[*v~+k+[*vj+k*pj and of vj+k+[*pj+[* 
py * vT+k for j, 1~ Z. We treat explicitly only the first type of the kernels for 
120, since the other situations are similar. 
We assume first that k 2 0. Since the operator norms do not change if we 
scale the measures involved by 2j, we can take j = 0. If *p denotes the pth 
convolution power and if p is a power of 2, we have, as in [l, 141, 
IIP: * $+I *vk*~t~2,2~ctbk*+/*vk*~~12,2 
< cIIv;+, * vk * (jd * /i*)*pl,1’2p *,* 
G CllV,*,l * Vk * (p * p*)*q u*p I . (13) 
By [14], we can take p large enough so that (p * ,u*)*P is absolutely 
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continuous with respect o Lebesgue measure and its density g(x) satisfies 
an L’-Holder condition on the right 
s Idv)-&)I dx~wlg (14) 
with 0 < 6 < y. The exponents p and 6 only depend on V. Also vk * g 
satisfies (14) with the same constant C for every k. Since for k >, 0 all these 
functions are supported on a same ball, it follows from Lemma 3.4 that 
there is 6’, 0 < 6’ < 6, such that 
f i(vk * g)(yx) - tvk * g)(x)i dx G cbi6’ (15) 
uniformly for ka0. 
As vk*+/ has mean value zero, 
I(v :+I* vk * g)tx)l = j [( vk * g)(Y-‘x) - cvk * g)(x)] W+r 
Therefore 
Gc b’td’db’k+&‘) s< cyW+‘). 
IIV k*+, *Vk * gll 1< C2-S’(k+‘) 
because these functions have uniformly bounded supports for k, I > 0. By 
the almost orthogonality principle, itfollows from (13) that for k > 0 
IIL~,J *,* < C2-(6”2p)k 
uniformly in M and N. If q = S’/2p and O< Re a < q/Q, then the sum 
Ck>O 112Q%hV11 2,2 is bounded independently of M and N. 
We now estimate the norm of LLN for k < 0. Scaling by 2i+k, we reduce 
to the case j + k = 0. Then we have 
b*k+, *v:*v*p-‘-11 2,2~c1b:*v*~-k112,2 
<c/Iv: * v * (,.-k * /&)*pII:‘2p 
VP 
=cllv:*v*g-,II, , 
where gek(x) = 2-Qkg(2-kx). 
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Given a such that Re a < q/Q, let 0 > 0 be such that a/2p < Q Re a. Since 
a<6’<6, 
s I&Y)-g(x)1 dXGClYl” 
and therefore 
I Ig-k(XY) - g--k(x)1 dx< C2-k”lyl”. 
A similar estimate is satisfied by v * g-,, uniformly in k. For k < 0, the 
supports of these functions are uniformly bounded, so that by Lemma 3.4 
s I(v * g-k)(Yx)- (v * g-/J(x)1 dx< C2-k”lyl”’ 
with 0 c (r’ < 0. As before, we obtain 
and therefore 
for k < 0. Our assumptions on r~ imply that the sum Ck <0 112QakLLN II 2,2 is 
bounded independently of M and N. 1 
In the next section we apply Theorem 3.5 taking as K;” fractional 
derivation kernels along homogeneous direction. We introduce some nota- 
tion at this point. 
Let W be a homogeneous element of g, i.e., such that D, W = 6” W. Let 
D”, denote the fractional derivation of order s in the direction W, given for 
OcRes< 1, by 
(D”,f)(x) = r( -s)-l fom W exp tw)-f(x)) 6 
= Cal s om(fW,w) -f(x)) -& (16) 
where w = exp, W. Let q(u) be a P-function supported on [l/2,4] such 
that for u > 0 xjrH q(2ju) = 1. If v is defined by 
then v satisfies the hypotheses of Lemma 3.2 and D’,= KY”. 
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We remark that the conclusion of Theorem 3.5 is no longer true if v is 
not supported in the group generated by V. For instance, in Iw2 the kernel 
(1x1 -l+a)@D; does not define a bounded operator on L* for any c1 with 
Recr>O. 
4. OPERATORS WITH OSCILLATORY KERNELS 
In [13] we discussed L*-boundedness for an operator of the form 
(T~)(X)=~~K(I:-lx)f(y)eif(x,y)dl., (17  
where N is a nilpotent homogeneous group and homogeneous dimension 
Q, K is smooth away from the origin and homogeneous of degree -Q + ~1, 
with Re c1> 0, and P is a real polynomial on N x N. If P does not decom- 
pose as P(x, y) = PI(x) + P,(y), then there is q > 0 such that if 0 c Re CI < q 
the operator T in (17) with a kernel K homogeneous of degree -Q + tl is 
bounded on L*(N). 
On the other hand, if P is degenerate, i.e., P(x, y) = P,(x) + P,(y), the 
operator T is a composition of a convolution operator and two unitary 
multiplication perators, and it cannot be bounded on L*(N) for any a 
with Re CI > 0. 
In [ 141 we showed that a singular integral operator on N defined by a 
kernel which is the product of a convolution factor and an oscillatory 
factor with a polynomial phase can be related to an ordinary convolution 
operator on a different nilpotent group G. The link between the two 
operators is given by an appropriate representation of G acting on 
functions on N which transforms one operator into the other. 
We combine this transference argument with the results of Section 3 to 
prove L*-boundedness for a class of operators that includes the operators 
in (17). 
Let V be a homogeneous, connected, analytic manifold in N not 
containing the origin. Let P(x, y) be a real polynomial on N x N, and Ku 
be a fractional integration kernel along V, Re c1> 0. We consider the 
operator 
The change of variable y H xy ~ ’ in the integral in (18) puts the operator 
in the form (17), but the form (18) is preferable inour context. Of course, 
the change of variable changes P(x, y) into P(x, xy -‘). Observe that if V 
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is algebraic, different polynomials can define the same operators, since Tin 
(18) only depends on the restriction fP to N x V. 
For an operator in the form (18), we say that P is degenerate on Nx V 
if there are two polynomials P, , P, on N such that for x E N and y E I/ 
w, Y) = Pi(X) + Mxy-‘I. (19) 
THEOREM 4.1. Let V be a homogeneous, connected, analytic manifold 
that does not contain the origin and generates N; let P(x, y) be a non- 
degenerate polynomial on N x V. Then there is Cr = c1( V, P) > 0 such that if 
0 < Re a < c? and Ka is a fractional integration kernel of order u along V, 
then the operator T defined by (18) is bounded on L*(N). 
The proof requires a couple of lemmas. 
LEMMA 4.2. Let R(x) be a non-zero polynomial on N and let X,, . . . . X, 
be generators of the Lie algebra n. Then there are indices i,, ..,, i with 
1~ ii < k such that Xi, X, . . . X, R is a non-zero constant. 
ProoJ: Since n is a quotient of a free nilpotent algebra generated by 
X ,, .,., X , we can assume without loss of generality that n itself is free 
nilpotent. Let d be the homogeneous degree of R, relative to the stratifica- 
tion on n induced by the generators Xi, . . . . X, (see [2] for the definition). 
If d = 0, then R itself isa non-zero constant. If d > 0, then the polynomials 
Xj R, 1 < j d k, cannot be simultaneously zero, since otherwise R would be 
constant. The conclusion follows by induction. 
Let (Z,, . . . . Z,} be a homogeneous basis of n, such that D,Zj= SniZj, 
and let p = (pi, . . . . p,) be a multi-index. We denote by yp the monomial 
that maps y = exp,(C yjZj) into yfl . . . yk. The homogeneous degree of 
Y’ is d(P) = c,“= 1 Aj /I?,. 
Since in (18) we can factor out of the integral eipCx,‘), we can assume that 
P(x, 0) = 0. We can then write 
W, Y)= c Q&)Y”~ 
l<&v<q 
(20) 
where the Q, are real-valued polynomials on N. Observe that if a poly- 
nomial P(x, y) such that P(x, 0) = 0 satisfies (19), then P, = -PI. 
Let 6 be the free Lie algebra generated by Z1, . . . . Z, and by a generator 
W, for each multi-index /3 with 1~ d(/?) < q. In analogy with [ 13, Part II], 
we define a representation rrof 6 on S(N) by setting 
Cntzj)f )(x) = tzjf )tx) (21) 
(4W~)f)(x)= -iQ&)f(x). (22) 
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The Zj in the right-hand side of (21) are intended as left-invariant vector 
fields on N. 
Since for some integer m, rt annihilates all commutators in 8 of order 
larger than m, then II defines a representation fthe step-m free nilpotent 
algebra g over the same generators. On g we define automorphic dilations 
D, by setting 
D,Zj= 6”Z. 
D, Ws = 6d’p’lWB. 
(23) 
(24) 
As in [13], we can see that n can be exponentiated so to give a unitary 
representation iion L’(N) of the connected and simply connected Lie 
group G having g as its Lie algebra. The representation iisatisfies the 
identities 
exp, 1 Yjzj f (X)=f ) ) (xexP,v(x YjZj)) (25) 
(x) = e-ixfflQ@)f(x). (26) 
Given Y = exp,(C YjZj) E l’, we define O(Y) E G as 
u(Y)=exP, (E YjZj)exPo (T Y”w,) 
and set 
V# = {u(y): YE V}. 
Then V# is a connected analytic homogeneous manifold in G not 
containing the origin. It follows from (25) and (26) that for ye I’ 
(fi(u( y)-‘)f)(x) = e’P(X’y)f(xy-l). (27) 
We denote by H the closed subgroup of G generated by I/#, and by h 
the Lie algebra of H. 
Let cr: g+ n be the Lie algebra homomorphism such that o(Zj) = Zj and 
a(Wg)=O, and let d: G + N be the associated group homomorphism. Since 
a( Vx ) = V and V generates N, then C(H) = N and consequently a(h) = n. 
LEMMA 4.3. If V generates N and 6 does not contain a homogeneous 
element which is mapped into a non-zero scalar operator by x, then P is 
degenerate on N x V. 
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Proof: Let h, = lj n ker a. Then h, is a homogeneous ideal of lj, and 
XE h belongs to lj, if and only if X(X) is a multiplication perator. We 
prove first hat under the given hypotheses ~(lj,) =O. If it were not so, 
there would be a homogeneous element Xolj, such that (rr(X)f)(x) = 
X(x) f(x), R being a non-zero real polynomial on N. 
Since a(h) = n, there are homogeneous elements Hi, . . . . H, E $ such that 
a(Hi) = Zj. Then 
(4Hj)f)(x) = (Zjf)(x) + iRj(x)f(x), 
j= 1, . . . . n, the Rj being real polynomials on N. Then 
(n(CHj, xI)f)(~)=i(ZjR)(x)f(x). 
Similar identities can be obtained with repeated commutators of X with 
the Hj’s. These commutators are all homogeneous elements of h,. Applying 
Lemma 4.2 we then obtain a contradiction. 
We then have a unitary representation j?of N on L2(N) that makes 
commutative the diagram 
H --% cY(L2(N)). 
51 /4 
N 
Let f be a subspace of h complementary to b,. Then a is l-l on f, so 
given Y = C yjZj~ n there is a unique element TE f such that 
T = C yjZj + W( Y), with W( Y) E ker a depending linearly on Y. Then 
exp, T = exp, T = exp, w(Y) exp, 
where p(Y) is a polynomial in Y. It follows that if y = exp, Y, 
(B(~)f)(x) = (%w, TM4 
= &S'". q-(xy), 
where S is a real valued polynomial on N x N. 
Furthermore, if y E V 
(PWW-)(x) = (%ub-‘)f)(x) 
= e’~‘wJ)f(Xy--l) 
so that S(x, y-l) = P(x, y) for XE N and YE V. 
(28) 
382 RICCI AND STEIN 
From (28) one obtains the identity 
eiS(x, YI~2) = eiS(x, YI)~WVI, ~2) 3 
i.e., 
S(X? Yl YJ = S(x, Yl) + mY1~ Yd 
Taking x = 0, we have 
S(Y,,.Y*) = WV YI Y2) - WI VI) 
and therefore for x EN and y E I/ 
m Y) = SC? Y-l) 
=s(0,xy-‘)-s(0,x) 
which shows that P is degenerate on N x V. m 
Proof of Theorem 4.1. Since P is non-degenerate on Nx V, it follows 
from Lemma 4.3 that there is WE h homogeneous with exponent A > 0 and 
such that rr( W) is a non-zero scalar operator. 
Let M” be the fractional integration kernel of order CI along V# given by 
jV# f(z) dM”(z) = jvf(U(Y)) dK*(Y). (29) 
With the notation introduced at the end of Section 3, it follows from 
Theorem 3.5 that if Re tl <ii the operator Uf = f * D$? * M” is 
bounded on L*(G). More precisely the operators obtained by truncating 
0% and M” as explained in Section 3 are uniformly bounded on L*(G). 
We can then transfer these truncated operators via the representation 72. 
Since a(W) is a non-zero scalar operator, the factor 0% only contributes 
in the transferred operator by a non-zero constant, which can be dis- 
regarded. We then have (omitting indices referring totruncations) 
j,, (fiW’f)(x) dM”(z)= j, (f(o(y)-‘)f )(x) dK*(Y) 
= s eip(x’y)f(xy-l) dK”(y) V 
= Tf(x) 
because of (27) and (29). a 
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A special case contemplated in Theorem 4.1 is that of a polynomial P 
depending only on the variable y. The operator T is then a convolution 
operator. 
THEOREM 4.4. Let Ka be a fractional integration kernel of order c1 along 
V and let P(y) be a real polynomial on N such that P(0) = 0. Zf eipCy) does 
not coincide on V with a group homomorphism of N into the torus T, then 
there is cl = E( V, P) > 0 such that if 0 < Re c( < & the convolution operator 
defined by the kernel eiPKa is bounded on L2(N). 
Proof. According to (19), P(y) is degenerate on N x V if there are real 
polynomials P, and P, such that 
for x E N and y E V. Since P(0) = 0, P2 = -P,, and we can assume that 
P,(O)=O.Takingx=y,weseethatP(y)=P,(y)fory~V.ReplacingPby 
P, and x by xy, we have that for x E N and y E V 
Pl(XY) = PI(X) + PI(Y). 
Since V generates N, one can show that the same holds for x, y E N. It 
follows that under the given hypotheses P(y) is non-degenerate on Nx V 
and the conclusion follows from Theorem 4.1. 1 
APPENDIX 
Proof of Lemma 2.2. Assume first hat )LI < 1. The integral from 0 to 2 
is obviously bounded. Integrating by parts, we have 
s m ei(xk-klx)Xa- 1 dx 2 
which is bounded. 
We consider next the case when 1112 1 and 1~ Re 0 < k. Then 
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Integrating by parts as before, we see that 
and similarly for Z3. For Z,, we apply van der Corput’s lemma, using the 
fact that if x N 111 ‘lck- ‘), then (d2/dx2)(xk -klx) N 111(k-2)‘(k-‘). Therefore 
Finally, for IdI > 1 and l/2 < Re (r < 1, the same estimates hold for Z2 and 
Z,. We further decompose I, as 
11 =j 
(1’2)‘i’y + s 
(1/2)11(‘/(“-‘) 
= 111 + I,,, 
0 (U2)lJ.P 
where y = (1 - k/2 Re a)/(k - 1). Then trivially 
and an integration by parts leads to the estimate 
1z121 <c(~q~(Re--)--+ ~qy(Re~+k--2)-2+ IqR-W-1)) 
< CIA1 - 
(k/2 - Re o)/(k ~ 1) 
. I 
Proof of Lemma 2.4. We use the following three facts. 
(a) If a distribution S on IR” convolves Lp to Lq and y9 is a smooth 
function with compact support, then +S also convolves Lp to Lq. In order 
to see this, one first shows that eir’“S convolves Lp to Lq for 5 E IV, and 
then one uses the Fourier inversion formula for @. As in the proof of 
Lemma 1.3, one then deduces that $S convolves L’ to L” for p < r < s < q. 
(b) For Rez > -1, let Sf(x, t) = (Z(z + 1) ZJz + (n + 1)/2))-’ 
([xl* - t’)‘+. By analytic ontinuation, Sf extends to an analytic family of 
distributions on the entire plane [3]. For Re z =O, S,O is a bounded 
function, so it convolves L’( R” + ’ ) to L”O(R”+‘); for Rez= -(n+ 1)/2 its 
Fourier transform is bounded [3], so it convolves L2(W’+ ‘) into itself. It
follows that for - (n + 1)/2 G Re z < 0, Sf convolves Lp( Iw” +’ ) into 
LP’(Rn+‘), p= (n+ l)/(n+ 1 + Re z). The same is true for the analytic 
families S: , S;, obtained by replacing (1x1 2- t’), by the restrictions of 
t * - 1x1 2 to the interiors of the forward and of the backward light cone, 
respectively. 
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(c) For Re z large, we have by induction 
1 a(z, kI) Ixlk-“( 1x12 -Py-k+‘, k even, 
(w)k(14 2 - t2): = :;_o I),2 
,& a(z,k,l)tl~l~-~‘-‘(Ix~~-t~);-~+‘, kodd, 
where the coefficients a(z, k, I) are divisible by z(z - 1) . . . (z - k + I + 1). 
Therefore, by analytic ontinuation, 
W 1 b(Z, k z)IXlk-2’S;-k+[, k even, 
@lWk s,o = :;2 I),2 (30) 
1 b(z, k, I) tlxlk-2’-‘S;_k+,, kodd, 
I=0 
where the b(z, k, 1) are analytic for Re z > (n - 5)/2 if k < n - 2. 
For n =2, (a) and (b) give the proof, so we assume that na 3. We 
consider first he case ken -2. Let q(x) be a smooth function on DB”, 
supported on {x: l/2 < 1x1 < 4) and such that xjeE ~(2jx) = 1 for x # 0. If 
Uk = (a/~%)~ (1x1 2-n( 1x1 2- t2)(:-3’/2), then, according to (3) and (4), 
uk = K;uk, where a= (n- k)/(n + 1). Since ~(x)lx12-” is a smooth 
function, we have 
CWI 
= c wk,,(x, f)S;-3),2-k+,I, 
I=0 
where the wk,, can be taken with compact support. The terms corre- 
sponding to values of k and 1 for which (n - 3)/2-k + I > 0 are bounded 
functions. Among the other terms (and there are some only if n > 4), the 
most singular one, in the sense that it allows the smallest increase from p 
to P’, ls 0k,0s;-3),2-k. Therefore quk COnVOheS LP(R”+i) t0 LP’(R”+‘) 
for p= (2n + 2)/(3n -2k- 1). By Lemma 1.3, given the degree of 
homogeneity of uk and the fact that (2n + 2)/(3n-2k- 1) < (2n + 2)/ 
(2n - k + 1 ), uk convolves L”” + 2)‘(2n-k + “(IX” +‘) into its dual space. Since 
(2n + 2)/(2n -k + 1) < (2n + 2)/(n + 3), the proof is completed for k < n - 2 
by (a). 
The proof for k = n - 2 requires a distinction between n even and n odd. 
For n even, by (b), it suffices *to show that U,-, - b((n - 3)/2, 
~4,w!(,4),2 convolves L(2n+2Mn+3)(~n+1) into L(2n+2)/(n-1)(~n+1). 
This follows from the same argument given for k < n - 2. 
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For n odd, we consider instead U,- 2 - ( - l)(“- ‘)I* b((n - 3)/2, n- 2,0) 
c3’,np I),2 - qn- I),2 ). For 1 < j < (n - 1)/2, STj is supported on the light 
cone and S”j=(-l)j(S’j+S~j) [3, p. 256, 269). Iffis a Cm-function 
with compact support contained in {(x, t): t < [xl>, then 
<u,-,>f )=Wpn-3)/Z, IxI-“+* (W)“-*f > 
= c(wwn-’ s&,,*, Ix1 ++*f > 
=o 
by (30). Therefore also U, _ 2 is supported on the light cone. 
If q is as above and b = b((n - 3)/2, n- 2,0), we can study 
q(U,-2-(-l)(n-1)‘2 b(S’,,_,,,,-Sy,,_,,,,)) separately near the two 
folds of the cone. On a neighborhood of the forward cone t = 1x1, taking 
into account the restriction on 1x1 imposed by the support of v], we have 
~(Un-2-(-l)(n--“2b(S+(,_~),2-S~(,~,),2)) 
=rl(U,~2-(-1)‘“-‘)‘2bS+(,_,),2) 
=Wn-,-b&n-,,,,I. 
We use (a) and observe that the critical term is 
bdx)(Vlxl- l)s”,,-,,,,=b~(x)(Ixl +f)-’ (r*- I~l*K?!~n--1~,2 
=cfI(x)(IxI +t)-’ SO+3),2 
which can be controlled as before, since q(x)(lxl + t))’ is smooth near the 
forward cone. ,A similar argument takes care of the backward cone, and the 
proof is complete. 1 
Proof of Lemma 2.6. For y real, K’/* * Zj +jy E L”(H,). By [12], 
K ‘I* Z; ’ + ‘? gives a bounded convolution operator on L*(H, ). These two 
facts imply the statement about T1’* by complex interpolation. 
In order to study T’13, we decompose it as K1’3 = K, + K, as follows. 
Let cp be an even Cm-function on the line, such that q(u) = 0 for 1~1 < 1 
and q(u) = 1 for 1~1 3 2. We set 
K,,(z, ~)=j+~ (1 - cp(l 1~1’)) e”‘jzl -2/3 dA 
-00 
and K, = K113 -K,. Since 1 - cp has compact support, it is easily seen that 
l&(z, t)l <c(lzl + I4 “*)- ‘I3 the last being the ordinary fractional integra- ,
tion kernel of order l/3. Therefore K, convolves L6j5(H,) into L*(H, ) 
boundedly. The rest of the proof shows that K, * Kz = K, * K, 
convolves L6”( H, ) into L6( H, ). 
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For A E OX, let 
(fxA g)(z)=Jcf(z-w) g(w)e-i”‘“(‘m)dw 
be the I-twisted convolution off and g in @ [8]. Adopting the notation 
that a hat over a variable means that Fourier transform in that variable 
has been taken, we have 
where 
(f* Km * K,)(z, 1) = (ft., 2) x,tH,)(z), 
Hi = (Izj -2’3 cp(A JzI ‘)) x1 (1~1 p2’3 rp(/t 1~1’)). 
It is easily seen that H,(z) = 111 -‘I3 H,( (II ‘/*z). The following estimates 
hold: 
(i) H,(z)=cjzl-*13+0(1) for z-+0, 
(ii) H,(z) is rapidly decreasing at infinity. 
In order to prove (i), we observe that 
H,(z)=Jc l~l-*‘~(p(Iw(*) Iz-w~-2’3~(Iz-w~2)e-“m(““‘dw (31) 
only depends on IzI. We can then take z = r, 0 -K r < l/10. We have 
H,(r) = s, JwI -4’3 eirIm W dw 
+ s ,w,<2 lwl-2’3 Cl~-~l~2’3~~I~12~~~l~-~12~ 
-1~1-*/3],irImw~~ 
+I 
IwI-*/3 [)r-wJ-2/3_(WI-2/3]ei~Imw~w 
I4 > * 
=Cr-2’3+O(1). 
Integrating by parts repeatedly in (31), one obtains (ii). 
For -2<Res<l, let 
H;(z) = (s - l)(s + 2) IAl -2S’3 (111 IzI 2)S’3 H,(z) 
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and define the operator U” on H, by 
(U”.f-Hz, 8 = (f( ., 2) x 1 H;)(z). 
For Re s = 1, the convolution kernel of U” is given by 
(S-l)(s+2)S+a )AI-*S’3 (111 1~1~)“~ IAl -1’3 H1(III”* lzl)e”‘dA 
-02 
remembering that H, is a radial function of z. The estimates (i) and (ii) on 
H, easily imply that U” is given by convolution with a bounded function, 
and therefore it maps L’(H,) into L”(H,). 
For Re s = -2, U” commutes with the dilations of H,. In order to prove 
that U” is bounded on L*(H,), it is then sufficient to show that the twisted 
convolution operators on @ with kernels H”,,(z), relative to A= &l, 
respectively, arebounded on L*(C). By (i) and (ii), the H;, are integrable 
at infinity and behave like smooth homogeneous singular integrals near the 
origin. The conclusion follows from [8]. 
Complex interpolation ats = 0 completes the proof. 1 
Nore added in proof: It has been pointed out to us by Rita Pini that Proposition 5.1 in 
[ 141 is not correct as stated: one needs the extra assumption that the representation n 
preserves positivity. This assumption is not required if instead of a maximal operator T*, one 
deals with a single transferred operator T,,. The extra assumption is satisfied (when needed) 
in the application of Proposition 5.1, and therefore all the results based on it remain in force. 
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