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SUBROUTINE : DTLS 
PURPOSE : 
The subroutine DTLS solves the Total Least Squares (TLS) problem. 
DTLS is an extension 131 of the classical TLS method described by 
Golub and Van Loan Cl1 (see description). 
The TLS problem assumes an overdetermined set of linear equations 
AX = B where both the data matrix A as well as the observation matrix 
B are inaccurate . If the perturbations D on the data CA;Bl have zero 
mean and their covariance matrix E(D'D) with E the expected value 
operator, equals the identity matrix up to an unknown scaling factor 
(e.g. when all errors are independent and equally sized), then the TLS 
method computes a strongly consistent estimate of the true solution of 
the corresponding unperturbed set C31. 
TLS Definition : 
Given matrices A and B, find a matrix X satisfying 
<A+DA)X = B+DB 
where A and DA are M by N matrices,>: is an N by L matrix, 
B and DB are M by L matrices, and DA and DB satisfy the 
following relationship : the Frobenius norm of CDA;DBl is 
a minimum and each column of 
B+DB is in the range of A+DA. 
Subroutine DTLS allows multiple right hand sides. It also solves de- 
termined (M=N) and underdetermined (M<N) sets of equations by compu- 
ting the minimum norm solution. It is assumed that all preprocessing 
measures ( scaling,coordinate transformations,whitening, . . . 1 of the 
data have been performed in advance. 
USAGE : CALL DTLS(C,LDC,M,N,NL,S,X,LDX,WRK,IRANK,IRANK,TOL,EPS,MODE, 
IERR,IWARN) 
PARAMETERS : 
C(LDC,,,,L) __ DOUBLE PRECISION -_-__-____-_________~~-~-~--~-~----~- 10 
The first N columns of C must contain the data matrix A, 
and the last L columns the observation matrix (right hand 
sides) B. C will be destroyed by subroutine DSVDC 141. 
On return the first NL rows of C contain the NL right 
singular vectors of C. 
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LDC _____--- 
M -_-______- 
N ____-_____ 
NL _-_-_-_-- 
S(NL) ------ 
X(LDX,L) --- 
LDX ___-____ 
WRK(L1) ---- 
IRANK ------ 
TOL _-_-_-_- 
INTEGER ________-___________~~~~~~~-~~~-~~~~~~~~~~~~-~ I 
LDC is the declared leading dimension of the array C. 
( LDC >= max(M,NL)) 
INTEGER -_-_-_-_------_-_-c-~-~-~-~-~----_-_-___-_-~_~ I 
M is the number of rows in the data matrix A 
INTEGER -~---------~--_~--~-~-~-~-~-~-~---~_-~-~-_-~_~ I 
N is the number of columns in the data matrix A. 
INTEGER __________-_________~~~~~~~~~~~-~-~~~~~~~~-~-~ f 
NL is the number of columns in C i.e. NL = N + L with L 
the number of columns in the observation matrix B (right 
hand sides) . 
DOUBLE PRECISION _-_-___----_-_____________^__________ 0 
The first min(M,NL) entries of S contain the singular va- 
lues of matrix C, arranged in decreasing order of magni- 
tude. 
DOUBLE PRECISION _-_-__-_--_-__-_____~~-~-----~-~~~~~~ 0 
X is the LDX by L matrix containing in its first N rows 
the solutions to the TLS problems specified by A and B. 
INTEGER _-_-______-______---~---~~~~~~~~~~-~-~~~~~~~~~ I 
LDX is the leading dimension of the matrix of solutions 
X <LDX >= N). 
DOUBLE PRECISION __________-_-_-_____~~~~~~~-~-~-~~~-~ W 
WRK is a workspace vector of dimension Ll = NL + M con- 
taining the vector E of subroutine DSVDC C41 in its first 
NL elements and the work vector WORK of DSVDC in its last 
M elements. 
INTEGER __-_-_-_-_-_-_-_-~-~-~-~-~-~~~~-~-~~~-~-~-~-~- 10 
specifies, on input, the rank of the TLS approximation 
CA+DA;B+DBl and on return, the rank of CA+DA;B+DBl such 
that B+DB is in the range of A+DA. On input there are 
2 possibilities depending on the value of MODE C = AB) : 
A=0 : the rank of the TLS approximation EA+DA;B+DBl 
is fixed by the user and specified by the value 
IRANK.IRANK can never be larger than min(M,N). 
A not 0 : the rank of the approximation CA+DA;B+DBl will 
be computed < see description). 
DOUBLE PRECISION -_-_-_______________~~~~~~~~~~~~~~~~~ I 
In computing the rank of the approximation CA+DA;B+DBI or 
in checking the multiplicity of singular values, TOL spe- 
cifies that S(i) and S(j) are considered to be equal if 
sqrt(SCi)~Z - S(j)W) is less than or equal to TOL 
(with S(j) zero in case of rank computation). Because 
calculations are performed in finite precision, TOL must 
be at least as large as the numerical computer accuracy 
i.e. TOL >= l.D-16. There are 2 possibilities depending 
on the value MODE ( q AB) : 
B=O : then TOL is fixed by the user and specified by 
the value of TOL. 
B not 0 : then TOL is computed from the standard deviati- 
on of the errors. Using C21 TOL is defined by 
sqrt(236naxCM,NL)) * sdev with sdev the estima- 
ted standard deviation of the error on each 
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element of matrix C (the errors are assumed to 
be equal as near as possiblel.In this case the 
user must enter sdev as input value for TOL. 
EPS -------- DOUBLE PRECISION ____--______________~~~~-~~~~~~-~~~~~ I 
In checking the singularity of the upper triangular ma- 
trix F (see description), EPS specifies that F is consi- 
dered to be singular if the absolute value of one of 
its diagonal elements is smaller than or equal to EPS.. 
"ODE ___-__ INTEGER -___-_--_____-_~____-~~~~~~-~~~~~~~~-~~~~~~~~~~ I 
MODE specifies what is to be computed. MODE has the deci- 
mal expansion AB with the following meaning : 
if A is not zero, compute IRANK. 
if B is not zero, compute TOL. 
EXTERNAL SUBROUTINES AND FUNCTIONS (1st LEVEL) : 
LINPACK library : DSVDC, DAXPY, DDOT, DCOPY, DQRDC 
OTHERS : HOUSH, TR2 
INTRINSIC FUNCTIONS (1st LEVEL) : 
DABS, DMAXl, DSQRT, MINO, MAXO, MOD 
ERRORS : IERR is the error code returned : 
0 q successful completion. 
1 = leading dimension LDC of matrix C smaller than 
max(M, NL). 
2 q leading dimension LDX of matrix X smaller than N. 
3 = rank of the TLS approximation CA+DA;B+DBl (IRANK) 
larger than min(M,N). 
lxxx = The LINPACK routine DSVDC was unable to compute 
all of the singular values of C. xxx is the error 
code from LINPACK routine DSVDC. 
WARNINGS : IWARN is the warning code returned : 
0 = no warnings. 
1 q the rank of matrix C has been lowered because a 
singular value of multiplicity > 1 was found. 
2 = the rank of matrix C has been lowered because a 
singular upper triangular matrix F was found. 
DESCRIPTION : 
In the notation following * means matrix multiplication and ' denotes 
the transpose of a vector or matrix. CA;Bl denotes the matrix formed 
by adjoining the columns of B to the columns of A on the right. 
Define matrix C as CA;Bl and S(i) as its i-th singular value. C has NL 
singular values < NL = N+L). The Extended Classical TLS algorittim 
proceeds as follows <see C31) : 
Step 1: 
1.a. : If M >= 5xNL/3, transform C into upper triangular form R by 
Householder transformations. 
1.b. : Compute the singular value decomposition (SVD) USV' of C<or R) 
Step 2: If not fixed by the user, compute the rank RO of the data 
CA;Bl as follows: 
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S(1) >= . . . >= S(RO) > TO1 >= . . . >=S(NL) 
Using C21 TOL can be computed from the standard deviation 
sdev of the errors on CA;Bl : TOL = SQRT(2%nax(M,NL))%dev. 
The rank R of the approximation CA+DA;B+DBl is then equal to 
the minimum of min(M,N) and RO. 
Step 3: Let V2 be the columns of V corresponding to the (NL-R) smal- 
lest singular values of C i.e. the last (NL-R) columns of V. 
Perform Householder transformations such that : 
VH Y 
v23Q = 
0 F 
with Q orthogonal, VH being N by (N-R), Y is N by L and F is 
L by L upper triangular. 
Step 4: If F is not singular then the solutions X are given by solving 
the following equations by forward elimination : 
XF=-Y 
Otherwise ( if F is singular) lower the rank R with the mul- 
tiplicity of S(R) and go back to Step 3. The check for singu- 
larity of F is based on the parameter EPS, fixed by the user. 
END 
Notes : 
- In case the rank R = N, F not singular and S(N) > S(N+ll, the TLS 
solution is unique. 
- If F in step 4 is singular, the computed solution would be infinite 
and does not satisfy the second TLS criterion (see TLS definition). 
For those cases, Golub and Van Loan concluded that the TLS problem 
has no solution Cll. In C3l,C5-61 the properties of these so-called 
nongeneric problems are described and the TLS computations are gen- 
eralized in order to solve these problems. As proven in C51,the 
proposed generalization still satisfies the TLS criteria <see defi- 
nition) for any number L of observation vectors in B under the 
additional constraint that the solution CX';-II' must be orthogonal 
to all vectors of the form Cw' ; 01' which belong to the space 
1xN 
generated by the columns of the submatrix CY';F'l'. 
- DTLS is an extension C33,C5-61 of the classical TLS method describ- 
ed by Golub and Van Loan Cl1 in order to solve these nongeneric TLS 
problems. 
EXAMPLE : 
Consider the TLS problem AX = B where APB are given by : 
0.80010002D+00 0_39985167D+OO 0.60005390D+OO 0.89999446D+OO 
0.29996484D+OO 0.69990689D+OO 0.39997269D+OO 0.82997570D+OO 
A = 0.49994235D+OO 0.60003167D+OO 0.20012361D+OO B = 0.79011189D+OO 
0.90013643D+OO 0.20016919D+OO 0.79995025D+OO 0.85002662D+OO 
0.39998539D+OO 0.80006338D+OO 0.49985474D+OO 0.99016399D+OO 
0.20002274D+OO 0.90007114D+OO 0.70009777D+OO O.l0299439D+Ol 
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then the TLS solution X, computed by the routine DTLS, is : 
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0.500254D+OO 
X = 0.800251D+OO 
O.Z99492D+OO 
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SUBROUTINE DTLS(C,LDC,M,N,NL,S,X,LDX,WRK,IRANK,TOL,EPS,MODE, 
* IERR,IWARNl 
C 
INTEGER LDC,M,N,NL,IRANK,LDX,MODE,IERR,IWARN 
DOUBLE PRECISION C(LDC,NLl,S(NLl,WRKCNL+M),X(LDX,NL-N),TOL,EPS 
-C Local variables 
INTEGER IR1,L,NS,N1,NJ,J1,K,I,J,MC,Ll,JPVT~l) 
DOUBLE PRECISION SMAX,TEMP,TOL2,DDOT,NUMEPS,UCl) 
LOGICAL CRANK,CTOL,ZERO 
EXTERNAL DQRDC,DSVDC,DCOPY,DDOT,DAXPY,HOUSH,TR2 
INTRINSIC DABS,DMAXl,DSQRT,MOD,MINO,MAXO 
PARAMETER CNUMEPS=O.lD-15) 
C Determine what is to be computed 
CRANK q <MODE/lOl.NE.O 
CTOL = MODCMODE,lOl.NE.O‘ 
c 
IERR = 0 
IWARN = 0 
K = MAXO<M,NL) 
NS = MINO<M,N) 
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IF (LDC.LT.Kl IERR = 1 
IF (LDX.LT.N) IERR = 2 
IF (<.NC!T.CRANK).AND.IRANK.GT.NS) IERR = 3 
IF (IERR.NE.0) RETURN 
C 
C Initialize the solution matrix X 
1 = NL-N 
DO 2 J=l,L 
DO 1 I=l,N 
X(I,J) = O.ODO 
1 CONTINUE 
2 CONTINUE 
C 
C Subroutine DTLS solves a set of linear equations by a Total Least 
C Squares Approximation . 
C 
C Step 1: 
C 1.a. : if M >= 5aL/3, transform CA ;B 1 
C M,N M,L 
C form R by Householder transformations 
MC = M 
IF (3Wrl.GE.5wLl THEN 
CALL DQRDC(C,LDC,M,NL,S,JPVT,WRK,Ol 
DO 4 J=l,NL 
Jl = J+l 
DO 3 I=Jl,NL 
CCI,Jl = O.ODO 
3 CONTINUE 
4 CONTINUE 
MC = NL 
ENDIF 
C 
into upper triangular 
C 1.b. : compute the SVD of U S V' of CA; Bl (or RI. 
CALL DSVDC<C,LDC,MC,NL,S,WRK,U,l,C,LDC,WRK(NL+l),l,IERR) 
IF (IERR.NE.0) THEN 
IERR q IERR+lOOO 
RETURN 
ENDIF 
C Step 2: Compute the rank of the approximation CA+DA;B+DB 1 
SMAX = TO1 
SMAX = DMAXl(SMAX,NUMEPS) 
IF (CTOL) SMAX q DSQRT(Z.ODO*)*SMAX 
TOLZ q SMAXx-x2 
IF (CRANK) THEN 
IRANK = NS 
DO 5 I=l,NS 
IF (S<IRANKI.GT.SMAXI GO TO 6 
IRANK = IRANK- 
5 CONTINUE 
ENDIF 
6 CONTINUE 
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C 
C Adjust the rank if S(IRANK) has multiplicity > 1 
IRl = IRANK+l 
7 IF (IRANK.LE.0) THEN 
RETURN 
ELSE IF(S(IRANK1+=2-SCIRl)~.LE.TOLZl THEN 
IRANK = IRANK- 
IWARN = 1 
GO TO 7 
ENDIF 
IRl = IRANK+l 
C Step 3: Compute the Householder matrix Q and matrices F and Y 
Nl = N+l 
Ll = MINO(L,NL-IRl) 
ZERO q .FALSE. 
DO 8 II=l,Ll 
I q NL-II+1 
K = I-IRANK 
CALL DCOPY<K,C<I,IRll,LDC,WRK,l~ 
CALL HOUSH(WRK,K,K,EPS,ZERO,TEMPl 
IF (ZERO) GO TO 9 
CALL TR2(C,LDC,WRK,TEMP,l,I,IRANK,K) 
8 CONTINUE 
9 CONTINUE 
C 
C Step.4: if F is singular, lower the rank of the TLS approximation 
C CA+DA;B+DBI with the multiplicity of S<IRANK) 
IF (ZERO.OR.DABS(C~Nl,Nl~~.LE.EPSl THEN 
IRANK = IRANK- 
IWARN = 2 
IF CIRANK.GE.11 GO TO 6 
C 
C Solve X F = -Y by forward elimination (F is upper triangular) 
ELSE 
CALL DAXPY(N,-1.ODO/C~N1,Nll,C~l,Nl),l,X,l~ 
DO 11 J=2,L 
NJ = N+J 
Jl = J-l 
DO 10 I=l,N 
XCI,Jl= -<CCI,NJl + DDOT(J1,C(N1,NJl,1,X(I,l~,LDX~l 
* /C<NJ,NJl 
10 CONTINUE 
11 CONTINUE 
ENDIF 
RETURN 
END 
SUBROUTINE : HOUSH 
PURPOSE : 
Subroutine HOUSH computes a Householder transformation H = I - S )c UU' 
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that 'mirrors* a vector DUMMY<l,... ,K) to the J-th unit vector. 
USAGE : CALL HOUSH(DUMMY,K,J,EPS,ZERO,S) 
PARAMETERS 
DUMMY(K) -- 
,( _____-__- 
J -_-_-_--_ 
EPS _______ 
ZERO _-_--_ 
S -_-_-_--- 
a row or column vector of a matrix that has to be mirrored 
to the corresponding unit vector EJ = (O,...,l,O,...,O). 
On return, DUMMY contains the U-vector of the transforma- 
tion matrix H = I - S * UU'. 
INTEGER ~~~~-~-~----~~^-~-~--~~~-~-~--~-~-~--_-_-~-_--_ I 
dimension of DUMMY. 
INTEGER ________-_-______-_-~~~~~~-~-~~~~-~-~--~~~-~-~_ I 
The transformation preserves the J-th element of DUMMY to 
become zero. All the others are transformed to zero. 
DOUBLE PRECISION -_-_-_-_------_-_------_----_-_-_-_-__ 0 
If norm(DUMMY1 < or = EPS, ZERO is put equal to .TRUE. 
LOGICAL ~-~~~~-~---~_-~-~------~-~-~-~----~----_-_-~-_- 0 
see EPS 
DOUBLE PRECISION _-____-_-_-_-_______~-~~-~-~-~--~-~-~- 0 
Contains the scalar S of the transformation matrix H. 
INTRINSIC FUNCTIONS (1st LEVEL) : 
DSQRT 
REFERENCES : 
Cl1 A. Emami-Naeine and P. Van Dooren : Computation of Zeros of Linear 
Multivariable Systems. Automatica,Vol.lS,No.4,pp.415-430 (1982). 
CONTRIBUTOR : Paul Van Dooren, Philips Research Laboratory, Avenue Van 
Becelaere 2, 1170 Brussels, Belgium. 
SUBROUTINE HOUSH(DUMMY,K,J,EPS,ZERO,S) 
C 
INTEGER K,J 
DOUBLE PRECISION DUMMY(K),S,EPS 
LOGICAL ZERO 
C Local variables 
INTEGER I 
DOUBLE PRECISION ALFA,DUMl 
INTRINSIC DSQRT 
L 
ZERO = .TRUE. 
S = O.ODO 
DO 1 I=l,K 
S = S+DUMMY(Il*DUMMY<I) 
1 CONTINUE 
ALFA = DSQRT(S1 
IF <ALFA.LE.EPS) RETURN 
ZERO = .FALSE. 
DUMl = DUMMY(J) 
IF (DUMl.GT.O.ODO) ALFA = -ALFA 
DUMMY(J) = DUMl-ALFA 
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S = l.ODO/(S-ALFA*DUMl) 
RETURN 
END 
SUBROUTINE : TR2 
PURPOSE : 
This routine performs the Householder transformation H = I - S * UU' 
on the columns Jl+l to Jl+J2 of matrix A, this from rows 11 to 12. 
USAGE : CALL IR2(A,LDA,U,S,Il,I2,Jl,J2) 
PARAMETERS : 
LDA ___-_-_ 
U(J2) ----- 
S __-_-__-_ 
11 __-_-_-_ 
12 _--_-_-_ 
Jl _--_-_-_ 
J2 _--_-_-_ 
CONTRIBUTOR 
Contains the submatrix of A onto which the Householder 
transformation H is applied. 
INTEGER _-_-__-_-__-_-__-_-_-~--~-~~-~-~-~~---~--~-~-~- I 
leading dimension of the array A (LDA >= 12). 
DOUBLE PRECISION _--___----____--__-_-~~~~---~~--~-~~~~ I 
Contains the transformation vector of the transformation 
matrix H. 
DOUBLE PRECISION ~~-~-~~---_-_--^-~--~-~--~-~-~--~-_-_- I 
Contains the scalar S of the transformation matrix H. 
INTEGER ~-~-_--_-_----~----_-_----~--~--------~--~__-_- I 
Row index of A (see purpose). 
INTEGER ____________________~_~~~~~~~~~~~_~_~~~~_~~~~~~ I 
Row index of A (see purpose). 12 >= Il. 
INTEGER ___--____--___-_-_-_~-~-~~-~-~-~----~----~~~~-- I 
Column index of A <see purpose). 
INTEGER _---__-_---__----_-_---~~---~~-~----~---~~-~-~- I 
Column index of A (see purpose). 
: Paul Van Dooren, Philips Research Laboratory, Avenue Van 
Becelaere 2, 1170 Brussels, Belgium. 
SUBROUTINE TR2(A,LDA,U,S,I1,12,Jl,J2) 
C 
INTEGER 11,12,Jl,JZ,LDA 
DOUBLE PRECISION A(LDA,Jl+J2),U(J2),S 
C Local variables 
INTEGER 1,J 
DOUBLE PRECISION INPROD,Y 
C 
1 
2 
DO 2 I=Il,IZ 
INPROD = O.ODO 
DO 1 J=l,J2 
INPROD = INPROD+U(J)XA(I,JL+J) 
CONTINUE 
Y = INPROD*S 
DO 2 J=l,J2 
A<I,Jl+J) = A(I,Jl+J)-U(J)W 
CONTINUE 
RETURN 
END 
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