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ABSTRACT 
Matrix equations of the form C~=,jC;=,f,l A”XBj = C are considered. It is shown 
that solving such equations can be reduced to finding the solutions of certain 
well-chosen auxiliary equations. The latter equations are essentially simpler than the 
original equation, and their solutions are matrices with a displacement structure or 
connected with generalized Bezoutians. In the case r = s = 1, the approaches given 
here, along with some results on structured matrices and generalized Bezoutians, lead 
to explicit formulas for the solution. 
1. INTRODUCTION 
This paper deals with the solution of linear matrix equations of the form 
2 k fij*"mj = c, 
i=” j=O 
(1.1) 
where A, B, C, respectively, are given complex m X m, n X n, m X n 
matrices. The so-called coefficient matrix 
f '= [fij] 
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is a member of C”+ ‘)‘(‘+i). Equation (1.1) includes the Sylvester equation 
AX - XB = C (1.2) 
as well as the equation 
X-AXB=C (1.3) 
as special cases. In case B = A*, (1.2) and (1.3) are known as the Lyapunov 
and the Stein equation, respectively. There exists an extensive literature on 
the latter two equations. In particular, it has been pointed out that the 
solution of Equation (1.2) is connected with Hankel matrices and Hankel 
Bezoutians ([14, 17, 4, 2, 5, 11, 161 and others). Our main concern here is to 
show that structured matrices and generalized Bezoutians are especially 
suitable for solving linear matrix equations of the form (1.1). This will be 
exploited for the case f E GL(C’). 
Since it is often more convenient to formulate the facts in polynomial 
language, we introduce some notation. Let Z,(x), x E C, and I,(m) be the 
vectors of C” defined by 
Z,(x) := [xi],;-‘, In(w) := [o **’ 0 llT, 
and, given a matrix H = [hij];l”- ’ :p ‘, define the bivariate polynomial 
H(x, y) E C[r, yl via 
H( x, y) = I,,( x)‘Hz,( y) = zhijxiyj. 
i.j 
The polynomial H(x, y) will be called the generating function of H. On 
identifying vectors as column matrices, this definition makes also sense for 
vectors. In what follows we sometimes omit the variables and denote the 
vectors in the same manner as the corresponding polynomials. Following 
ideas of [13, 10, 3, 41, we associate with the generating function of f the 
linear operator f< A, B) acting on CnlX n: 
f( A,B) X := cfijAiXBj. (1.4) 
i.j 
SO (1.1) can be written as f(A, B)X = C. We look for the inverse off(A, B) 
as an operator g( A, B), where g( x, y) is a polynomial. Denote by * = (a, b) 
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the ideal in C[ x, y ] generated by the characteristic polynomials of A and B, 
u(x) := det( xl,,, - A), h( y) := det( yl,, - B). 
Djaferis and Mitter [2] showed that if (1.1 > IS uniquely solvable, then g(x, y> 
can be found as a solution of 
f( x, y)g( x, y) = 1 mod 1Ir. (1.5) 
Vice versa, if (1.5) is solvable, then the operator f( A, B) is invertible and 
f(A, B)-’ = g( A, B) (1.6) 
for each solution g(x, y) of (1.5). In th’ 1s setup the only operations which are 
needed are multiplication and remainder modulo q. Young [I71 (see also 
[1,5]) observed that such a polynomial g(x, y) can be determined by solving 
an auxiliary matrix equation, which is, in general, essentially simpler than 
(1.1). In our paper we use a slightly modified auxiliary equation, namely 
f(C,,C,l‘)Z = [ 0 ... 0 l]“[ 0 ... 0 11, (1.7) 
where C,, stands for the companion matrix (2.3) of p(x). In Section 3 we 
show that the solution X of (1.1) exists and is unique for all C if and only if 
such an auxiliary matrix equation is consistent. Moreover, Equation (1.7) has 
the advantage that its solution Z is a structured matrix. To be more precise 
we first recall the concept of a structured matrix introduced in [6, 71. Let 
W = [Wij];; be a given (complex) “structure matrix.” A matrix H = 
[ hij];;“- ’ II-’ is said to possess u;-(displacement) structure if and only if its 
entries satisfy 
for k = r, r + 1,. . . , m-landZ=s,,s+l,..., n-l.DenotebyStr(u;) 
the class of all uj-structured matrices. Notice that if 
0 -1 1 0 
w = wH ‘= [ 1 1 0’ u: = zL’7 := [ 0 -1 1 ’ (1.8) 
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then Str(u+) is just the class of Hankel matrices, while Str(yT) represents 
the class of Toeplitz matrices. We prove that 2 is in Str(f), where f := 
[fr-i,s-jl~=Os=()> 
i 
and give an explicit formula for X using the solution Z. 
In the fo lowing sections we restrict ourselves to the case r = s = I, since 
this is the only case in which main parts of the algebraic theory of structured 
matrices and generalized Bezoutians have already been published (see [7, 81). 
Some new results on this topic, which are immediately related to the purpose 
of this paper, are presented in Section 4. The matrix class under considera- 
tion in that and the subsequent sections is the class of (generalized) w-Bezou- 
tians introduced in [7]. Here we need only the version for w E GL(C’), 
which involves two polynomials and goes back to [9] in case w is Hermitian. 
In Section 5 we present two possibilities for determining X via general- 
ized Bezoutians. The result of Section 5.1 is that a solution g(x, y) of the 
congruence (1.5) can be determined by means of an f-Bezoutian which 
involves a(x) and b(y). For the special cases f = wH, f = wT, correspond- 
ing to the equations (I.2), (LS), respectively, such a result is presented in [2], 
using Hankel and Toeplitz Bezoutians. In Section 5.2 we establish that the 
solution Z of (1.7) is (up t o a constant factor) just the m X n leading 
submatrix of the inverse of an f T-Bezoutian. In particular, for Equation (1.2) 
we prove that the columns of Z are just the first n columns of the inverse of 
the Hankel-Bezoutian of the polynomials a and 6. This was discovered, using 
other arguments, in [5]. 
2. PRELIMINARIES 
In the following we denote by C[n; x] c C[ x] the linear set of all 
polynomials of the variable x of degree less than n. Besides the canonical 
basis of C[n; x] 
and the vector Z(x) = Z,(x) introduced above, we also use other basis systems 
h := {/P( x)}:‘= 1 
of C[n; x] and define 
Z,h(x) = Zh(X) := [h’yx)];~,. 
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By B, we denote the corresponding basis transformation matrix 
zh( x) = B,z( x), (2.1) 
and by h, the first row of Bh’, i.e. 
b, := [ 1 0 ... O]B,l. 
Let p(x) = Cr_, pi xi, p, = 1, be a manic polynomial of degree n, and 
( p) the ideal of C[ x] generated by p(r). We define an n X n matrix Ci via 
the following congruences, which are meant to hold entrywise: 
C,hl,h( x) = xZi( r) mod ( ;p). (2.2) 
(This notion will be exploited further in [12].) Clearly, if we choose as basis 
system h the canonical one e, the matrix C; is just the companion matrix C, 
of the polynomial p( x>: 
0 1 . 0 
c, := I : 0 0 
-PO .* 4 
* -‘a 1 
-Pl *** -P*-1 
(2.3) 
Moreover, it is easily established that 
C; = BhC,Bhl. 
Let us consider now a special basis system which is important in the 
following. Let P be an n X n matrix, and p(x) its characteristic polynomial, 
i.e. 
p(x) = det( xl, - P) =: i pix”. 
i=O 
Define a set of “truncated polynomials” 
n-i 
p := {p"'(x)};=l, p”‘(X) = c p,+jxc (2.4) 
j=O 
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The corresponding basis transformation matrix is of the form 
B, = 
Taking into account the intertwining relation 
B,C, = C;R,, 
we get 
Pl P2 *** pn-I 1 
P2 p3 1 0 
P,,-I 1 0 0 
1 0 ... 0 0 
Ci1P( r) = C%B,Z( X) = B,C,Z( X) = xlP( X) mod ( p). 
Consequently, 
c; = c;. 
Moreover, we observe that 
P(x) :=p(xZ,)(xZ,, 4-l = [p(xI,) -p(P)](Xl,L-P)~’ 
is a matrix polynomial of the form C~,~P~X~, the coefficients of which are 
(compare [ 11) 
n-i-l 
Pi = c pi+k+lPk = p(i+‘)( P). (2.5) 
k=O 
3. THE GENERAL MATRIX EQUATION 
Let us start with presenting necessary and sufficient conditions for the 
unique solvability of Equation (1.1). 
THEOREM 3.1. The following assertions are equivalent: 
(1) The operutorf(A, B): CnlXn - C’“x”, defined by 
f( A, B)X = Cfij~ix~j, 
i,j 
is invertible. 
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(2) f( A, /A + 0 f or all eigenvalues h of A and for all eigenvalues I_L of B. 
(3) There exists a polynomial g(x, y) which satisfies 
f(x, y)g(x, y) = 1 mod*. (3-I) 
(4) The equation 
(3.2) 
is consistent for two arbitrarily chosen b#z+is systems h and w of C[ VI; x]. 
Proof. To prove the equivalence of’ (11, (21, and (3) we follow [2] (see 
also [ 161). 
(1) j (2): Assume that there exists an eigenvalue A of A and an 
eigenvalue /J of B such that f(h, p) = 0. Let U, v be nonzero vectors 
satisfying 
Au = Au, B?‘v = pv. 
Then, obviously, X := ZK ?‘ is a nontrivial sohltion of f( A, B)X = 0. 
(2) = (3): Let f(h, P) b e nonzero for each zero h of a(x) and p of 
b(y). Then, by Hilbert’s Nullstellensatz 1181, there exist polynomials ,g(?;, y), 
p(x, y), and q(x, y) such that 
f(x> y)g(x, y) + a(x)p(x, y) + b( y)q(x, y) = 1. 
Consequently, g(r, y) satisfies (3.1). 
(3) d (1): Let g(x, y) be a solution of (3.1). Consider X := g( A, B)C. In 
view of f(x, y>g(r, y> = 1 + h(x, y), 17 E ‘P, and the Cayley-Hamilton 
theorem we have 
f( A, B)X = (fg)( A, B)C = C. 
Otherwise, from f( A, B)X = C it f o OVJS that g( A, B)C = (&(A, B)X = 11 
X. Thus, the solution X of (1.1) is unique. 
It remains to prove the equivalence of (3) and (4). 
(3) e (4): Let Z,,, be a solution of (3.2). We show that 
g(x> Y> := (B;t‘Z~,,wBw)(x, I/> 
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is a solution of (3.1). Indeed, we get from (3.2) 
Ih( +[_#C$ c~)zh,W]zw( y) = Ih( x)Tb&/( y), 
Taking (2.1) and (2.2) . t m o account, the left-hand side of the latter equality is 
congruent modulo q to 
~fijXiyj(BhTZh,wBw)(X~ Y>> 
i.j 
whereas the right-hand side equals 
I( x)‘[ 1 0 ... o]“[ 1 0 *** O]Z( y). 
This leads to 
f(r, y)g( x, y) = 1 mod? 
for the polynomial g(x, y) defined by (3.3). Thus (4) j (3) is shown. With 
the same arguments we can prove (3) a (4). W 
REMARK 3.1. In case the equation 
f(A,B)X=C (3.4) 
is uniquely solvable, the proof of Theorem 3.1 yields the solution X in an 
explicit form using the solution g(x, y) of (3.I), namely 
X = g( A, B)C. (3.5) 
Moreover, it has been shown that such a polynomial g(x, y) is given by (3.3) 
with Z,,, a solution of (3.2). 
Considering the special case h = w = e, we get the following assertion as 
a corollary from the last part of the proof. 
COROLLARY 3.1. The polynomial g(x, y) satisfies (3.1) $and only if the 
matrix g is a solution of 
f(C;,C& = [ 1 0 ... OIT[ 1 0 ... 01. (3.6) 
This assertion was directly proved in [15]. 
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Now we choose as basis system the set of truncated polynomials corre- 
sponding to a(x), b(y) an d t d m ro uced in (2.4), i.e. h = a, w = h. 
COROLLARY 3.2. The polynomial g(x, y) satisfies (3.1) $ and only if 
Z := Z, b = B, ’ gBbl is a solution of 
f(C,,C,?‘)Z = [o **. 0 l]“[O *** 0 11. (3.7) 
The following theorem reveals why the solution Z of Equation (3.7) is 
especially interesting for our purposes here. 
THEOREM 3.2. 
(a) Let Equation (3.7) b e consistent. Then its solution Z = [ zij]fl-‘ipl 
can be used to express the (unique) solution X of Equation (3.4) in the form 
x = CZ,~A~CB~, (3.8) 
i,j 
where A,, B, are defined as in (2.5). 
(b) The solution Z of (3.7) is in Str (f), where fy := [ fr_ i, ,~ _,i]r= “J”= “. 
Proof. (a): From Theorem 3.1 it becomes clear that if (3.7) is consistent, 
then the operator f<C,, C:) is invertible and consequently the solution Z is 
unique. Moreover, in consequence of Remark 3.1 and Corollary 3.2, we have 
X = g(A,B)C, where 
gi,j = Cai+k+lZklbj+l+ 1 (i = O,l,..., m - 1; j = O,l,...,n - 1) 
k,l 
with ai = 0 for i > m and hi = 0 for j > n. Thus, 
X = c &i+k+,zk,bj+,+lAiCBj 
i,j k,l 
= Czkl( Cai+k+lA’)C( Cbj+l+IBi) 
k.1 1 j 
where A,, B, are defined in accordance with (2.5). 
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(b): To prove that 2 is Fstructured we postmultiply Equation (3.7) by 
[I,,,_ r 01 from the left and by [ Z,,_,5 ~]r from the right. Thus, we arrive at 
Cfr-i,p-jzk-i,l-j = 0 
i, j 
for k = r, r + 1,. . . , m - 1 and 1 = s, s + 1,. . . , n - 1. This means, by 
definition, that Z E Str(f). n 
4. GENERALIZED BEZOUTIANS 
In Section 5 we will present two possibilities for using generalized 
Bezoutians to solve linear matrix equations of the form (1.1) in case the 
coefficient matrix f is a regular 2 x 2 matrix. Let us start with the introduc- 
tion of the concept of a Bezoutian for structure matrices of the form 
w= E GL(C’) 
in the language of [7]. We associate with w the linear fractional function 
w(x) := 
W”X + WI 
w2x f wg 
as well as the operator M,,,(w) acting in C’” according to 
(M,,,(w)h)( x) = h(w( X))(W2X + w3y1. 
Denote the matrix representation of M,(w) with respect to the canonical 
basis in C’” again by M,,,(w), and call it the Mobius matrix. It is easy to see 
that the mapping w + M,,(w) is a isomorphism from GL(C2) onto the group 
of Mobius matrices. 
REMARK 4.1. Denote by w the following basis system of C[m; x]: 
w := {w(i)( x)};_l, wyx) = (W”X + w1y(w2x + WJ? 
and define as above Z”(X) := [W:“‘(X) ... w”“‘(x)]?‘. Then, clearly, I”(X) 
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= M,,,(w)“l(x) and (nil,,,(u;>h)(x) = l’“( x)l‘h, which means, in particular, 
that M,,,(W)? equals the basis transformation matrix B,. 
We put 
and consider for a given polynomial /z(z) E C[ 111 + 1; x] the polynomial 
which we shall call the w-reflection of h(x) in C[ ~1 + 1; X] (compare [9]). In 
what follows we call 
DEFINITION 4.1. 
H(x, y) satisfies 
w R the reflection matrix (with respect) to W. 
A matrix H of order m whose generating function 
w( x, y) H( x, y) = u( x)u,‘;( y) - o( x)uX( y), 
where u(x), u(x) E C[rn + 1; r], is said to be the w-Bezoutian of the 
polynomials u(x) and D(X) ( or of the vectors u and v> and is denoted by 
Bez,(zl, v). 
Let us discuss the special cases (1.8). For u; = ujt, we obtain W,(X) = X, 
and H = Bez,,,(u, u) is just the well-known Hankel-Bezoutian of u and o 
with the generating function 
H(x, y) = 
u( x)0( y) - G( x)u( y) 
X--Y 
In the case u; = or we have w,(x) = l/x. Thus, IL:,(X) = u(~/s)x’“, and 
H = Bez,r(u, v) is the Toeplitz-Bezoutian of u and O. Note that Bez,(u, u) 
depends on m. For example, Bez,,,$l, x) has the generating function y”‘- ‘. 
Introduce for a given polynomial p(x) E C[ m + 1, xl the projective 
spectrum spec( p) as the set of all complex zeros of p(x) together with 00 if 
the highest order coefficient vanishes. In [7] it was shown that the matrix 
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Bez,(u, v) is regular if and only if 
spec(u) n spec( V) = 0 (4.1) 
An important tool for our further considerations is the connection be- 
tween structured matrices and generalized Bezoutians. For simplicity we 
denote by G the matrix 
G = ]pT]2 > 12 = [: :,I. 
In [7] it was proved that a regular matrix is w-structured if its inverse is a 
&Bezoutian and, vice versa, that a regular matrix is an w-Bezoutian if its 
inverse is &structured. To present invertibility criteria and inversion formu- 
las we adopt some notational conventions. 
For an m x n matrix W E Str (w) we denote by W,, W, the (m - 1) X n 
submatrices of W defined by 
w= [T] = [;J 
and introduce an (m - 1) X (n + 1) matrix 
a,w := [ wow2 + WlWl *I=[* -w2w2 - wzw, I* 
[This definition is correct because W E Str(w).] Clearly, the transformation 
a, is a bijection of the linear space of all m X n w-structured matrices and 
the linear space of all (m - 1) X (n + 1) w-structured matrices. Moreover, 
it is easy to see that W E Str(w) if and only if W T E Str(wT) and that 
J,rWT = -(detw))‘(&‘W)r. (4.2) 
For simplicity we denote 
K(w, W) := kerd,W. 
THEOREM 4.1 [S]. Let W E Str(w) be oforderm, andu, o E K(w, W>. 
Zf u( x) and u(x) satisfy (4. l), then W is nonsingular and 
We’ = 77 Bez;(u,v), (4.3) 
where 77 is a certain nonzero constant. 
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In [7] it was described how Mobius matrices can be used to transform 
structured matrices. We need here only the special case of transforming 
Str(w) onto Str (w,), the class of Hankel matrices H = [hi+j] 
LEMMA 4.1. Let W E Str(w) be of order m X n, r_ijR the reflection 
matrix of w. Then H := M,,,(&s)?‘W E Str(w,) and 
d;,, H = M,,_&$“(~;W), i = l,...,m - 1, 
d&H?‘= G$vW~M,+~(&), j=l ,...,n - 1, 
Since we need in Section 5.2 a modification of Theorem 4.1 which 
involves also K(w?‘, W T ), we are going to present here some new results on 
this topic. 
LEMMA 4.2. Let W E Str(u;) be of order m. Then u E K(w, W> ifand 
only if ut E K(wT, WT). 
Proof. In case W = H = [hi +j] the assertion is trivial because (&)s = 
I, and K(w,, H) = K(wL, 
= dw~WTM,,,+l(&R) and, 
H T ). Now, due to Lemma 4.1 we have &.;; H T 
moreover, u E K(w, W) if and only if u E 
K(w,, H). Consequently, u E K(w, W) leads to J,rW TM,,,+ ,(G&)u = 0, 
and vice versa. n 
THEOREM 4.2. Let W E Str(w) be of order m, u E K(w, W), i; E 
K(wT ,W?‘), and v(x) be the &‘-reflection of G(x) in C[m + 2; x]. Zf the 
condition (4.1) is satisfied, then W is regular, and its inverse Wpl can be 
determined via (4.3). 
Proof. Taking Theorem 4.1 into account, it remains to show that 0 E 
K(w, W ). Suppose v @ K(w, W ). Then, according to Lemma 4.2, we get 
M,,,+l($)~ 4 KC w T, W I‘). Taking into account 
(-detw)($‘,)-’ = (GT)s, (4.4) 
this contradicts the assumption rj E K(w?‘, W“). n 
Finally, let us prove the following fact which is needed in Section 5. 
THEOREM 4.3. Let Bez&;.(u, v) be nonsingular. Then W = 
[Bez&.(u, v>]-i E Str(w) and span{u, v} = K(w, W). 
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Proof. The fact that W is m-structured was already stated. In [8] it was 
shown that dim K(tu, W) = 2 and any pair of polynomials U(x), c(r) corre- 
sponding to linearly independent vectors U, 2; E K(u;, W) satisfies 
spec(u) n spec( E) = 0. 
Now according to Theorem 4.1 we get W-’ = v Bez;(u, U), which means 
that 
- - 
v Bez,;(u,u) = Bez,;(u,u). 
The latter equality is obviously equivalent to 
u( x)fl;~~( y) - G( x)uZ,( y) = v[q x)qy( y) - V( x)ii;,( y)]. 
In other words 
= V[ii(X) w][ _‘: $xY) Z(Y)lT. 
Consequently, there exists a regular 2 X 2 matrix G such that [u(.T) V(X)] = 
[U(x) c(x)]G, or, which is the same, 
- - 
span{zi,ti} = span{u,u}. 
5. THE SOLUTION OF SPECIAL LINEAR MATRIX EQUATIONS 
WITH THE HELP OF GENERALIZED BEZOUTIANS 
Here and in all what follows we deal with the special case of Equation 
(1.1) which corresponds to a coefficient matrix f E GL(C2) denoted by 
GENERALIZED LYAPUNOV EQUATIONS 89 
Thus, the matrix equation under consideration is 
aX + PAX + yXB + GAXB = C. (5.1) 
Without loss of generality we assume rn > n; otherwise we consider the 
transposed equation to (5.1). As above, we denote the characteristic polyno- 
mials of A and B by n( ?;) and b(x). Moreover, we need the f-reflection of 
n(x) in C[ nl + I; X] and the f’-reflection of h(y) in C[ n + 1; y], which are 
m Y> := (~,,+,(ffT)q( Y>, fR“= [1: ;I. 
Let us briefly write 2 for a{, and 6 for h:‘, and consider 6( y> as an element 
of C[ m + 1; y]. Hereafter assume that 
spec( ti) n spec( b) = 0, (5.2) 
from which follows the coprimeness of a(r) and &XI, i.e., 
spec( a) n spec( 6) = 0. 
S5.1 
Our concern is now to determine a solution g(x, y) of the congruence 
(1.5) by means of an f_Bezoutian. In view of (5.2) there exist polynomials p, 
P I ) cl, q, , such that 
u(x)pl(x) +h(x)p(x) = 1, 
(5.3) 
G( YM Y> + b( Y)Yl( Y) = 1. 
The main result of this subsection is the following. 
THEOREM ,5.1, Let the assumption (5.2) be satisfied. Then the (unique) 
solution X (If (5.1) is given by 




g(x7 Y> = -P(x)v(x, Y)dY)> 
V = Bezf( a, 6) E CnLx m, 
(5.5) 
and p, q satisfy (5.3). 
Proof Since f( x, y > = ff + /I?x + y y + 6xy = 0 is equivalent to x = 
_fR(y), where f&y) is the linear fractional function corresponding to the 
reflection matrix fa of f, the assumption (5.2) is fulfilled if and only if 
condition (2) of Theorem 3.1 is satisfied. Consequently, as mentioned in 
Remark 3.1, the solution X is unique and can be determined by (5.41, where 
g( x, y) is a solution of (1.5). Th us, it remains to show that g(x, y> defined in 
(5.5) satisfies (1.5). From (5.3) it becomes clear that 
&(x)p(x) = Imod?, G( y)q( y) = 1 mod ?. 
Since, per definition of V = Bezf(a, h), 
f( x, y)V( x, y) = -g( x)6( y) mod *, 
we have 
f(x, y>p(x)V(x, y)q( y) = -1 mod *, 
which completes the proof. 
COROLLARY 5.1. Let g be the solution of (3.6). Then 
-p(x)V(x, Y)4(Y) = &7 Y) mod*‘. 
5.2 
We look now for a solution Z of the auxiliary equation (1.71, which is here 
of the form 
cl!2 + pc,z + $zcg + sc,zc,T = [ 0 ... 0 llTIO ... 0 11. 
(5.6) 
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Let us divide the matrix on the left-hand side of (5.6) into four blocks as the 
following picture illustrates: 
N,(Z) N,(Z) w h(Z) NJ(Z) ’ N4(Z) E c. 
According to Theorem 3.2(b) we have Z E Str #I with {= Jz f]s, which is 
equivalent to N,(Z) = 0. To make our approach more transparent let us 
restrict ourselves for a moment to the case m = n. Written entrywise, the 
equation N,(Z) = 0 looks as follows: 
n-1 n-1 
aZi,n-l + P’i+l,n-I - Y,Fo ‘ilbl - ’ C zi+l,lbl = O (5.7) 
l=O 
(i = 0, 1, . . . ) n - 2). Using the notation introduced in Section 4, Equation ” 
(5.7) can be written as (JrZ)b = 0. In other words, b E K(f, Z). By trans- 
posing (5.6) we ,concludF with the same arguments that N,(Z) = 0 if and 
only if a E K(f, Zr), f = fv’. I n view of (5.21, it becomes clear that the 
assumptions of Theorem 4.2 are satisfied and consequently 
Z-’ = E BezfT(b, 6) (EE C, & # 0). 
The constant E has to be such that N,(Z) = 1. Consequently, 6 = N,(T), 
where 
T = [tij]rP1 := [Bez/r(b,ci)]-l. (5.6) 
Thus, the solution Z of (5.6) is given by Z = [ N,(T)Ip’T. 
Now we drop the assumption m = n. 
THEOREM 5.2. Let the condition (5.2) be satisjed. Then the matrix 
equation (5.1) is uniquely solvable, and its solution X can be determined as 
follows : 
m-1 n-l 
X = E-I c c tijAiCBj, 
i=O j=O 
where tij are defined in (5.8), Ai, Bi are as in (2.5), and E is a nonzero 
constant. 
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Proof. The uniqueness of the solution X, as well as the regularity of 
Bezfr(b, c?), has already been stated. Now we prove that the leading subma- 
trix T, := [~~j]~-‘~~’ of T is, up to the multiplicative constant N,(T,), just 
the solutioc Z of (5.6). Since, in view of Theorem 4.3, T E Str <f’>, we get 
T, E Sty(f). c onsequently, N,(T,) = 0. M oreover, by Theorem 4.3 we have 
b E K(f, T), which is 
Taking into account b, = 1, we obtain that (5.7) is true for i = 0, 1,. . . , 
m - 1. Thus, we have proved that yt(T,) = 0. Analogously, by Theorem 4.3 
and Lemma 4.2 we obtain n E K( f, T’), which means 
for i = 0, 1, . . . , m - 2. Since m >, n, we have, in particular, N&T,) = 0. 
Establishing that F = N,(T,,) and taking (3.8) into account completes the 
proof. n 
COROLLARY 5.2. We have z2,(T,) = 0 if nnd only if b E K(f: T,); 
N&T,) = 0 ifund only ifu E K(f, T,?‘). 
Moreover, comparing these results with the ones of Section 5.1 and 
remembering (3.3) the following is easily established. 
COROLLARY 5.3. We have 
-p( x)V( x, y)q( y) = C’( B,T,B,,)( x, y) mod ?. 
REMARK 5.1. From the proof of Theorem 5.2 it becomes clear how to 
evaluate E. Taking into account that 6 is obviously equal to the constant 7 of 
(4.3), we can also use the formulas presented in [S]. Thus we get, for 
example, in the two special cases (1.2) and (1.3), 6 = - 1. 
Finally, let us note that a special Lyapunov-type equation of the form 
(5.6) was considered in [Y] in connection with root location problems. 
The author would like to thank Professor H. Wimmer for fruitful discus- 
sions. 













S. Barnett and C. Storey, Matrix Metho& in Stnhility Theory/, Nelson, London, 
19’70. 
T. E. Djnferis and S. K. Mitter, Algebraic methods for the study of some linear 
matrix equations, Lincor Algebra Appl. 44:125-142 (1982). 
R. Hartwig, Resultants and the solution of AX - XB = C, SlAhlJ. App/. Matll. 
23:104-l 17 (1972). 
G. Heinig and U. Jungnickel, Zur Liisung von Matrixgleichungen der Form 
AX - XB = C, Wiss. Z. Tech. Unit. Karl-Marx--Stadt 23:387-393 (1981). 
G. Heinig and K. Rost, Algebraic Metho& for Toaplitz-like Matrices and 
Operatom, Akademie-Verlag, Berlin, 1984. 
G. Heinig and K. Rest, On the inverses of Toeplitz-plus-Hankel matrices, Linear 
Algebra Appl. 106:39-52 (1988). 
G. Heinig and K. Rost, Matrices with displacement structure, generalized Be- 
zoutians, and Miibius transformations, Oper. Theoy Ado. Appl. 40:203-230 
(1989). 
G. Heinig and K. Rost, Inversion of matrices with displacement structure, 
Integral Equations Oper. Theory 12:813-834 (1989). 
H. Lev-Ari, Y. Bistritz, and T. Kailath, Generalized Bezoutians and families of 
efficient root-location procedures, IEEE Trans. Circuits and Syste?ns, to appear. 
P. C. Miiller, Solution of the matrix equations AX - XB = -Q and S“X - XS 
= -0, SIAM]. Appl. Math. l&682-687 (1970). 
V. P&k, Lyapunov, Bezout and Hankel, Linear Algebra Appl. 58:363-390 (1984). 
K. Rost, Generalized companion matrices and matrix representations for general- 
ized Bezoutians, Linear Algebra Appl., to appear. 
R. A. Smith. Matrix calculations for Lyapunov quadratic forms, J. Differential 
Equations 2:208-217 (1966). 
J. J. Sylvester, Sur la solution du cas le plus g&&al des kquations lin&ires en 
quantit& binaires c’est-i-dire en quaternions ou en matrices du second ordre, C. 
R. Acnd. Sci. Paris 99:117-118 (1984). 
H. K. Wimmer, Linear matrix equations, controllability and observability, and the 
rank of solutions, SIAM J. Matrix Anal. Appl. 9:570-578 (1988). 
H. K. Wimmer, Linear matrix eqwtions: The Inodule theoretic approach, Linear 
Algebra Appl. 120:149-164 (1989). 
N. J. Young, Formulae for tile solution of Lyapunov matrix equations, Internat. 
]. Control 31:159-179 (1980). 
0. Zariski and P. Samuel, Comrrutative Algebra, Vol. II, Van Nostrand, Prince- 
ton, 1958. 
