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Introduction
Let G be a finite simple connected cyclic graph having vertex set V (G) and
edge set E(G). We refer to [14] for a detailed presentation of classical alge-
braic topics about graph theory. In [7, 5, 6, 8, 9] interesting results about
algebraic and combinatorial properties linked to finite graphs can be found.
A spanning tree of G is an acyclic connected subgraph of G that contains all
the vertices of G. Let’s denote by s(G) the collection of all edge-sets of the
spanning trees of G.
An effective analytical method for obtaining systematically all the existing
spanning trees of G is the so-called cutting-down method: it consists of re-
moving an appropriate number of edges from the graph for making it acyclic.
This work is devoted in studying an alternative method for the computa-
tion of the spanning trees of simple connected cyclic graphs, including for
instance those considered in [1, 2, 10]. Specifically, combinatorial properties
of the spanning trees of the remarkable class of Jahangir graphs, defined in
[12], will be discussed and an algorithmic method to determine how many
and what are the spanning trees of such type of graphs will be developed.
This provides a general procedure for the calculation of the number σ of
their spanning trees.
The paper is structured as follows.
In section 1, we introduce fundamental notions on graphs theory like simple,
connected, cyclic graphs, incidence and adjacency matrices and the Lapla-
cian matrix associated to a graph, see also [4]; moreover, it is proved an
important theorem, the Matrix Tree Theorem, due to G. Kirchhoff, for de-
termining the total number of the spanning trees of any graph. Such a
theorem uses the calculation of the eigenvalues of the associated Laplacian
matrix ([3, 13]).
In section 2, Jahangir graphs Jn,m are analyzed and their symmetric prop-
erties highlighted; their shape was inspired by a drawing carved in the mau-
soleum of the Indian Grand Mogul Jahangir (1569-1627) located in Lahore,
Pakistan. The theoretical issue is focused in finding the number of the span-
ning trees for simple connected cycled graphs using a method independent
of the spectrum of the associated Laplacian matrix. Therefore it provides
an alternative process to compute how many and which are the spanning
trees of such graphs.
The original algorithm and the source code for determining the collection of
all edge-sets of the spanning trees for Jahangir graphs Jn,m are displayed; it
is possible to extend them to any simple connected cyclic graph.
Moreover, an application of sensitive data transmission arising from security
real problems is illustrated.
In section 3, interesting relationships on the number of spanning trees of Ja-
hangir graphs Jn,m with same n or samem are considered, for more precision
we conjecture that the fraction between the number of spanning trees re-
lated to Jahangir graphs having same first indices n and consecutive second
indices m tends to a constant, distinct for each choice of n.
1 Preliminary notions and classical methods
Here we give some basic definitions and notations which will be used through-
out the paper.
A (finite) graph G is an ordered triple (V (G), E(G), f) such that V (G) =
{v1, . . . , vn} is the set of the vertices of G, E(G) = {{vi, vj} | vi, vj ∈ V (G)}
the set of edges of G and f : E(G) −→ V (G)× V (G) the incidence function.
G is said to be simple if, for all {vi, vj} ∈ E(G), it is vi 6= vj .
A subgraph of G is a graph with all of its vertices and edges belonging to G.
A spanning subgraph of G is a subgraph containing all the vertices of G.
A graph which has no isolated subgraphs is called connected.
The degree of a vertex v of G consists of the number of edges that converge
in v .
A walk of G of length q is an alternating sequence of q+1 vertices and q edges
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beginning and ending with vertices in which each edge is incident with the
two vertices immediately preceding and following it. A path of G is a walk
having all the vertices, and thus all the edges, distinct.
A walk of G is said to be closed if the exterior vertices coincide.
A closed path of G of length q ≥ 3 is called cycle; in particular, it is a sub-
graph Cq such that E(Cq) = {{vi1 , vi2}, {vi2 , vi3}, . . . , {viq−1 , viq}, {viq , vi1}},
where {vi1 , . . . , viq} ∈ V (G) and vij 6= vik if ij 6= ik.
A graph which has no cycles is called acyclic.
A tree is a connected acyclic graph. Any graph without cycles is a forest,
thus the connected subgraphs of a forest are trees.
Definition 1.1. A spanning tree of a simple connected finite graph G is a
subtree of G that contains every vertex of G.
We denote by s(G) the collection of all edge-sets of the spanning trees of G:
s(G) = {E(Gi) ⊂ E(G),where Ti is a spanning tree of G}.
It is well-known that, for any simple finite connected graph, spanning trees
always exist. One can systematically find a spanning tree by using the
cutting-down method, which says that a spanning tree of a simple finite
connected graph can be obtained by removing one edge from each cycle
appearing in the graph.
We denote by σ(G) the number of spanning trees of G.
Example 1.1. Let G be the graph with V (G) = {v1, v2, v3, v4} and E(G) =
{e1, e2, e3, e4} where e1 = {v1, v2}, e2 = {v2, v3}, e3 = {v3, v4}, e4 = {v1, v4}.
By using the cutting-down method for G one obtains:
s(G) = {{e2, e3, e4}, {e1, e3, e4}, {e1, e2, e4}, {e1, e2, e3}}.
Definition 1.2. Let G be a graph with vertex set V (G) = {v1, . . . , vn} and
edge set E(G) = {e1, . . . , ep}. We call incidence matrix M = {mij}, i =
1, . . . , n, j = 1, . . . , p, associated to G the n× p matrix such that:
• aij = 2, if the vertex {vi} has the loop {ej};
• aij = 1, if the vertex {vi} meets the edge {ej};
• aij = 0, if the vertex {vi} is external to the edge {ej}.
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Definition 1.3. Let G be a graph with vertex set V (G) = {v1, . . . , vn}. We
call adjacency matrix A = {aij}, i, j = 1, . . . , n, associated to G the n × n
matrix such that:
• aij = 1, if {vi, vj} ∈ E(G)
• aij = 0, if {vi, vj} /∈ E(G).
Definition 1.4. Let G be a graph with vertex set V (G) = {v1, . . . , vn}. We
call matrix of degrees D = {dij}, i, j = 1, . . . , n, associated to G the n × n
matrix such that:
• dij = deg(vi), if i = j
• dij = 0, if i 6= j.
Definition 1.5. Let G be a graph with vertex set V (G) = {v1, . . . , vn}. We
call Laplacian matrix associated to G the matrix L = D −A.
Remark 1.1. If M is the incidence matrix associated to a graph G with
the nonzero entries in each column given by 1 and −1, then the Laplacian
matrix L associated to G is the matrix L = M tM .
An effective theoretical method by G. Kirchhoff taken into account by a
good part of mathematicians to determine the spanning trees of any suitable
graph is provided in the following
Theorem 1.1 (Kirchhoff’s Matrix Tree Theorem). Let G be a connected
simple graph with n vertices and associated Laplacian matrix L. If σ(G) is
the spanning trees number of G, it results
σ(G) =
λ1λ1 · · ·λn−1
n
,
being λ1, λ2, . . . , λn−1 the nonzero eigenvalues of L.
Proof. An implicit version of the statement first appeared in [11].
See [3] for a comprehensive proof.
2 An innovative method for computing the span-
ning trees of Jahangir graphs
In this section we discuss some combinatorial properties of the spanning
trees of the Jahangir graph Jn,m.
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We will see how to identify how many and what are the spanning trees
of a specific class of graphs, the Jahangir graphs, in a way operationally
more simple than the calculation of the eigenvalues of the Laplacian matrix
associated to those graphs.
Definition 2.1. The Jahangir graph Jn,m, for n ≥ 2,m ≥ 3, is a graph on
nm+ 1 vertices consisting of a cycle Cnm with one additional vertex which
is adjacent to m vertices of Cnm at distance n to each other on Cnm.
In other words, the Jahangir graph Jn,m consists of a cycle Cnm which is
further divided into m cycles of equal length Cn+2 having each other one
common vertex and every pair of consecutive cycles has exactly one common
edge.
Lemma 2.1 (Characterization of J2,m). Let J2,m be the Jahangir graph
consisting of m adjacent cycles and let C(k) be such cycles, 1 ≤ k ≤ m. Let τ
denote the global number of cycles of J2,m and C(i1,i2,...,ik) the cycle obtained
by joining the consecutive cycles C(i1), C(i2), . . . , C(ik). Then τ = m
2 and
| C(i1,i2,...,ik) |= 2(k + 1) .
Proof. The Jahangir graph J2,m has more cycles than the m consecutive
cycles constituting it. The remaining ones can be obtained by deleting the
common edges between cycles in every possible way. So new cycles get from
their remaining edges:
C(1,2), C(2,3), . . . , C(m−1,m), C(m,1),
C(1,2,3), . . . , C(m−2,m−1,m), C(m−1,m,1,1), C(m,1,2), . . . ,
C(1,2,3,...,m), C(2,3,4,...,m,1), C(3,4,5,...,m,1,2), C(m,1,2,...,m−1).
Combining these cycles with the initial m ones, the total number of cycles
of the graph J2,m is:
C(i1,i2,...,ik), ij ∈ {1, 2, . . . ,m} and 1 ≤ k ≤ m
such that ij+1 = ij + 1 if ij 6= m and ij+1 = 1 if ij = m.
So for k fixed, a simple counting shows that the total number of cycles
C(i1,i2,...,ik) is m. Hence the global number of cycles in J2,m is just m
2.
In addition, it is clear from the thee above construction that C(i1,i2,...,ik) is
obtained by deleting common edges, that are k − 1, between the adjacent
cycles C(i1), C(i2), . . . , C(ik).
Therefore the order of cycles C(i1,i2,...,ik) can be determined by adding or-
ders of all C(i1), C(i2), . . . , C(ik) and by subtracting 2(k − 1) from it since
the common edges are being counted twice in sum and this implies that
| C(i1,i2,...,ik) |=
∑k
t=1 | Cit | −2(k − 1) = 2(k + 1).
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Now we intend to show an algorithm for enumerating and writing explicitly
all the spanning trees of a Jahangir graph Jn,m.
Remark 2.1. The number of common edges among the cycles Cn+2 of
the graph Jn,m that a spanning tree can present is a positive integer not
greater than m. There cannot exist spanning trees without any common
edge because, being the only edges of the graph connected to the central
vertex, this would be isolated.
So the problem to determine all the spanning trees of a Jahangir graph Jn,m
can be decomposed into subproblems by classifying the spanning trees on
the ground of the number of common edges among the cycles Cn+2 they
have.
Let n,m ∈ N be fixed, n ≥ 2 and m ≥ 3.
Let’s decompose the problem to compute σ(Jn,m) by calculating the span-
ning trees with the same number k ∈ N of common edges, 1 ≤ k ≤ m.
It is possible to dispose k common edges of Jn,m in α =
(
m
k
)
distinct man-
ners, but different types of spanning trees could be generated for such α.
To this end we must classify the α sets of k indices in equivalence classes
depending on the sequential structure of the common edges and count such
classes.
Let’s present the instructions to compute σ(Jn,m).
Assign n,m, k and consider α =
(
m
k
)
.
Build the α×k matrix of the combinations of m positive integers of order k
B =


1 2 . . . k − 2 k − 1 k
1 2 . . . k − 2 k − 1 k + 1
...
2 3 . . . k − 1 k k + 1
...
...
m− k + 1 m− k + 2 . . . m− 2 m− 1 m


.
The problem moves in examining what rows of the matrix are equivalent
each other in the above sense and how many groups of equivalents rows
exist.
In particular, the rows (1 2 . . . k), (2 3 . . . k+1), . . . , (m−k+1 m−k+2 . . .m),
(m−k+2 m−k+3 . . . m 1), . . . , (m 1 . . . k−1) are equivalent then represent
an equivalence class of spanning trees with k common edges.
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Starting from B, for finding all the equivalence classes it is possible to gen-
erate another α×k matrix C which take in account the mutual dispositions
of the k common edges.
The entries in C are determined as follows: transform any row B[i] =
(bi1 bi2 . . . bik) of B in the row C[i] = (γi1 γi2 . . . γik) of C, i = 1, . . . , α,
where γij = bi,j+1 − bij − 1, ∀ j = 1, . . . , k−1 ; γik = bi1 − bik +m− 1 and,
in addition, permute the entries of C[i] by increasing ordering.
Therefore the following relation is established:
rows in B are equivalent ⇐⇒ the corresponding rows in C are equal.
Consequently, the number of equivalence classes of the spanning trees with
k common edges in Jn,m is the number of distinct rows of C.
Let h be the distinct rows in C and suppose that the row C[i] = (ci1 ci2 . . . cik)
of C repeats itself xt times, for t = 1, . . . , h.
The contribution of the spanning trees related to C[i] is:
st = n
k (ci1 + 1)(ci2 + 1) · · · (cik + 1).
Finally, the number of the spanning trees of Jn,m with k common edges is:
σ(Jn,m)k =
∑h
t=1 st xt.
By iterating the process for k = 1, . . . ,m, we compute σ(Jn,m).
Example 2.1. Let’s apply the above algorithm to the Jahangir graph J2,4 .
Figure 1: Graph J2,4
We have to determine σ(J2,4)k, for k = 1, 2, 3, 4.
Let k = 1.
By the cutting-down method, it easily results: 4 (2 · 4) = 32 .
Let k = 2.
Let B be the
(
4
2
)
×2 matrix


1 2
1 3
1 4
2 3
2 4
3 4


; the matrix C will be


0 2
1 1
0 2
0 2
1 1
0 2


.
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The number of equivalence classes of the spanning trees with two common
edges in J2,4 is 2, that is the number of distinct rows of C. In particular,
the row C[1] = (0 2) repeats itself 4 times, the row C[2] = (1 1) repeats
itself 2 times.
The contribution of the spanning trees related to C[1] is s1 = 2
2 ·1 ·3 = 12 ;
that one related to C[2] is s2 = 2
2 · 2 · 2 = 16 . Therefore the number of the
spanning trees of J2,4 with two common edges is σ(J2,4)2 = 4·12+2·16 = 80.
Let k = 3.
Let B be the
(4
3
)
×2 matrix


1 2 3
1 2 4
1 3 4
2 3 4

; the matrix C will be


0 0 1
0 0 1
0 0 1
0 0 1

 .
The 4 rows of C are the same, so the contribution of the spanning trees is
23 · 1 · 1 · 2 = 16 and σ(J2,4)3 = 4 · 16 = 64.
Let k = 4.
This case is trivial; in fact, B is the row matrix (1 2 3 4) and C the row
matrix (0 0 0 0). Consequently σ(J2,4)4 = 2
4 = 16.
In conclusion, σ(J2,4) = 32 + 80 + 64 + 16 = 192 .
The strength of the algorithmic description introduced for the calculation
of spanning trees of any Jahangir graph lies in the fact that with simple
operations between integers we can model the totality of dispositions which
assume the common edges of the inner cycles Cn+2 of the graph.
Thus we have examined an alternative method which, in the case of this type
of graphs, qualitatively and quantitatively solves the problem of determining
the spanning trees. It is significant to observe that, by applying the Matrix
Tree Theorem, only the total number of such trees is determined, indeed
through this algorithm are also found all the possible graphs which originate
from the given graph after applying the cutting-down method.
The source code of the algorithm
Following the Example 2.1, we execute the algorithm for the computation
of σ(Jn,m)k in PHP programming language.
<?php
$n=2;
$m=4;
$k=3;
class Combinations implements Iterator
{
8
protected $c=null;
protected $s=null;
protected $n=0;
protected $k=0;
protected $pos=0;
function construct($s, $k) {
if(is array($s)) {
$this−>s=array values($s);
$this−>n=count($this−>s);
} else {
$this−>s=(string) $s;
$this−>n=strlen($this−>s);
}
$this−>k=$k;
$this−>rewind();
}
function key() {
return $this−>pos;
}
function current() {
$r=array();
for($i=0; $i<$this−>k; $i++)
$r[ ]=$this−>s[$this−>c[$i]];
return is array($this−>s) ? $r : implode(",$r);
}
function next() {
if($this−> next())
$this−>pos++;
else
$this−>pos= −1;
}
function rewind() {
$this−>c=range(0, $this−>k);
$this−>pos=0;
}
function valid() {
return $this−>pos>=0;
}
protected function next() {
$i=$this−>k−1;
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while ($i>=0 && $this−>c[$i] == $this−>n−$this−>k+$i)$i−−;
if($i<0)
return false;
$this−>c[$i]++;
while($i++ <$this−>k−1)
$this−>c[$i]=$this−>c[$i−1]+1;
return true;
}
}
$s = "";
for($c=1; $c<= $m; $c++) {
$s .= $c."−";
}
$s=substr($s, 0, strlen($s)−1);
$b=array();
$combs=new Combinations(explode("−",$s), $k);
echo "\n----------------------------------------------------------\n";
echo "BINOMIAL ($m $k):".iterator count($combs)."\n\n";
foreach($combs as $substring) {
$b[ ]=$substring;
//echo implode("",$substring)."\n";
}
/∗∗
$g=array();
foreach($b as $row) {
}∗/
$g=array();
$countB=count($b);
for($j=0; $j<$countB; $j++) {
for($i=0; $i<($k−1); $i++) {
$g[$j][$i]=$b[$j][$i+1]−$b[$j][$i]−1;
}
$g[$j][$k−1]=$b[$j][0]+$m−$b[$j][$k−1]−1;
sort($g[$j]);
}
unset($b);
for($i=0; $i<$countB; $i++) {
$g[$i]=implode("−",$g[$i]);
}
echo "\n----------------------------------------------------------";
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echo "\nCOUNTING OCCURRENCES OF IDENTICAL STRUCTURES (GAMMA): \n\n";
$final=array count values($g);
unset($g);
//return keys as values, these are the counters
print r($final);
$occurrences=array keys($final);
$constants=array();
for($j=0; $j<count($occurrences); $j++) {
$ris=1;
$chars=explode("−", $occurrences[$j]);
for($i=0; $i<$k; $i++) {
$ris=$ris ∗ ($chars[$i]+1);
}
//echo "\n-------".($ris)."-------\n";
$ris=$ris∗pow($n,$k);
$constants[ ]=array($occurrences[$j], $ris);
}
echo "\n----------------------------------------------------------";
echo "\nCONSTANTS (c):\n\n";
print r($constants);
$total=0;
$counts=array values($final);
for($a=0; $a<count($occurrences); $a++) {
$total=$total+($counts[$a]∗$constants[$a][1]);
}
echo "SPANNING TREES of J($n, $m), with $k common edges:".$total."\n";
An application on secure data transmission
Graphs are geometric models for several problems in which there are sets
with links among the elements. For this reason a graph can be employed to
analyze connection problems in different fields.
Here we explain how the algebraic and geometric models built through graph
theory in the paper and the procedures to determine the spanning trees of
Jahangir graphs are good instruments for transmitting confidential informa-
tion. More precisely we describe an application of data transmission arising
from real security problems. It is necessary to communicate the type of
arming situated inside on some nuclear sites in a country.
The nuclear sites are located and we can represent them through the vertex
set of the above considered simple connected graph G:
11
We may build all subtrees Gi of G that contain each vertex of G .
The role of the supporting graphs Gi is of fundamental importance in trans-
mitting protected data.
The nuclear sites are known and represented by the finite vertex set of G.
The arming is classified through the vertex set of unknown graphs Gi. The
message to be sent is the graph G and each Gi contains the real meaning of
the message because its edges give the connection between the nuclear sites
and their arming. The receiver will get acquainted with the type of arming
placed in every site applying the algebraic procedure to build Gi .
In our case G is the Jahangir graph Jn,m. We associate to G the subgraphs
Gi, that are its spanning trees computed through the described procedure.
Hence we can represent the nuclear sites through the vertex set of the con-
nected graph Jn,m. The transmitter sends in his message the drawing of the
graph Jn,m. The receiver will elaborate the potential information contained
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in it computing the spanning trees Gi .
3 On some relationships between the σ(Jn,m)
Let’s study another aspect of the class of Jahangir graphs Jn,m in relation
to the calculation of the spanning trees of them.
We will want to locate the general structure of the class of Jahangir graphs.
Recall that for any Jahangir graph Jn,m the index n is the number of edges
that each inner cycle of it does not share with other inner cycles, while the
index m is the number of inner cycles interiors that make up the graph.
Considering the totality of Jahangir graphs, it is interesting to study those
who have the same first or second index.
Taken for example the Jahangir graphs for which m = 3 and calculating the
spanning trees on the ground of the number of common edges which they
present, we can write:
σ(Jn,3) = σ(Jn,3)3 + σ(Jn,3)2 + σ(Jn,3)1 = n
3 + 3(2n)n3−2 + 3(3n) .
Now introduce a statement that shows the relationship between the span-
ning trees related to two Jahangir graphs whose first indices are consecutive
numbers.
Theorem 3.1. Let m ∈ N and m > 2. Then lim
n→∞
σ(Jn,m)
σ(Jn−1,m)
= 1.
Proof. For a fixed positive integer m > 2 it results that:
σ(Jn,m) =
m∑
k=1
σ(Jn,m)k = n
m +
m−1∑
i=1
cin
i, for ci ∈ R .
Consequently lim
n→∞
σ(Jn,m)
σ(Jn−1,m)
= lim
n→∞
nm +
∑m−1
i=1 cin
i
(n− 1)m +
∑m−1
i=1 ci(n− 1)
i
= 1.
Observe that the theorem holds even for two non-consecutive values of the
first indices.
The previous result emphasizes the geometric and analytical aspect of the
problem: in fact, it appears that the number of spanning trees of Jahangir
graphs having the same second index and the first one tending to infinity,
tends to be a constant.
It may be noted, explaining the calculation, that the limit function is de-
creasing: geometrically this means that spanning trees of Jahangir graphs
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Jn,m , with m constant and n large enough, turn out to be almost in equal
number; in other words, fixing the number of edges connected to the central
vertex, it is as if we were tending a polygonal to an arc of circumference
increasing its edges.
This leads to the conclusion that, after a certain index n≫ 0, σ(Jn,m) and
σ(Jn−1,m) tend to assume values very close to each other.
Experimentally, instead, doing a similar study on the increase in value of
the second index of a Jahangir graph Jn,m fixed the first one, it results that
the fraction between the number of spanning trees related to two Jahangir
graphs whose second indices are consecutive numbers, for m tending to in-
finity, seems to approximate to a constant, different for each choice of n.
First, let’s analyze the behaviour of the spanning trees of the Jahangir graphs
J2,m and J3,m, for m ≥ 3.
m σ(J2,m) σ(J3,m)
3 50 108
4 192 525
5 722 2523
6 2700 12096
7 10082 57963
8 37632 277725
9 140450 1330668
10 524172 6375621
11 1956242 30547443
12 7300800 146361600
13 27246962 701260563
14 101687052 3359941221
15 379501250 16098445548
16 1416317952 77132286525
. . . . . . . . . . . . . . . . . . . . .
Known such information, now we wonder if it is possible to compute σ(J2,m)
or σ(J3,m), for any m, namely in general if it is possible to identify a re-
lationship among the number of spanning trees of σ(Jn,m), when n ≥ 2 is
assigned. To this end we introduce the sequences:
a2,m =
σ(J2,m+1)
σ(J2,m)
, con m ∈ N, m ≥ 3 ,
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a3,m =
σ(J3,m+1)
σ(J3,m)
, con m ∈ N, m ≥ 3 .
Building sequences of the mentioned type, for any fixed integer n ≥ 2, that
is, considering a countable infinity of sequences, it does highlight a symme-
try that can already be grasped visually. Formalizing a relation between
these numbers, the way in which the problem numerically evolves can be
analyzed.
The values of the first terms of the two sequences introduced above, for all
m, are the following:
m a2,m a3,m
3 3,84 4,86
4 3,7604 4,8057
5 3,7396 4,7943
6 3,7340 4,7919
7 3,732593 4,791418
8 3,732196 4,791315
9 3,7320897 4,7912935
10 3,7320612 4,7912890
11 3,732053600 4,7912880
12 3,732051556 4,791287899
13 3,732051008 4,791287858
14 3,732050861 4,7912878497
15 3,732050822 4,7912878479
. . . . . . . . . . . . . . . . . . . . .
It is evident that, for any fixed n ≥ 2 and for any variation of the second
index m, the number of spanning trees tend to have a linear increase.
In particular, for n = 2 we can introduce a constant δ2 and conjecture the
existence of the following:
lim
m→+∞
a2,m = δ2 ∼ 3, 732050...
For n = 3, analogously, we can introduce a constant δ2 and conjecture the
existence of the following:
lim
m→+∞
a3,m = δ3 ∼ 4, 791287...
And so on, for any increase of n. Then we can formulate the following
Conjecture 3.1. Let n,m ∈ N and n ≥ 2 fixed. Let an,m =
σ(Jn,m+1)
σ(Jn,m)
.
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Then it is,
lim
m→+∞
an,m = δn, where δn ∈ R .
Moreover,
σ(Jn,m) = (δn)
m−3 σ(Jn,3) .
It follows that, for each δn, to know the number of spanning trees of the
Jahangir graphs Jn,m it is enough to know exactly σ(Jn,3) .
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