1. Introduction
===============

Crohn\'s disease (CD) is a chronic inflammatory bowel disease (IBD) that can affect any part of the gastrointestinal tract, triggering persistent transmural inflammation, followed by structural intestinal damage and intestinal complications, such as strictures, fistulas, and abscesses that often require surgery.^\[[@R1]\]^ Even though surgery is not curative, it plays an indispensable role in the treatment of CD. Approximately 70% to 90% of patients require a type of surgery at some point in their lives after being diagnosed with CD.^\[[@R2]\]^ Steroid dependence, young age at diagnosis, current smoking, small bowel involvement, perianal disease at the time of diagnosis, and penetrating or stricturing disease behavior are the usual predictors of a disabling disease course, which in turn is associated with greater surgical requirements.^\[[@R3]--[@R5]\]^ However, the prevalence of at least 2 of these factors is often very high, which makes it difficult to guide treatment in clinical practice.^\[[@R6]\]^ More importantly, postoperative mortality is affected by the timing of surgery because CD patients who require emergency surgery experience more complications than patients who undergo selective surgery.^\[[@R7]\]^ There is no question that well-timed surgical interventions can decrease the odds of emergency surgery and stoma, as well as lead to long-term disease relief while improving quality of life.^\[[@R8]\]^ Early identification of patients who subsequently undergo surgery can initiate early intensive treatment to alter the natural course of the disease or at least to optimize perioperative management so that patients are better able to tolerate surgery and reduce postoperative complications. Therefore, it would be extremely useful to establish a model with multidimensional attributes that could predict the risk of surgery.

With the help of information technology, computer-aided diagnosis (CAD) has brought about tremendous changes in clinical decision-making.^\[[@R9]\]^ In recent years, machine learning (ML) and data mining models have been well applied in the clinical field, and various high-performance models are expected to help clinicians predict disease progression and adjust treatment over time. However, there is little reference on the application of ML models for CD-related decision-making, except for a risk predictive model for CD-related surgery based on logic regression (LR), which involves 10 selected baseline predictor attributes, developed and validated by Guizzetti et al.^\[[@R10]\]^ It is believed that once externally validated, their predictive model could be used to guide CD management.

The extrapolated disease incidence and prevalence rates of CD in China are 0.848/10^5^ and 2.29/10^5^ person/year, respectively, showing a rapid upward trend, which will cause enormous medical and economic burdens.^\[[@R11]\]^ However, due to the differences of genetic variation, epidemiology, and clinical phenotypes between East Asians and whites,^\[[@R12]\]^ it is not appropriate to apply Guizzetti et al\'s model^\[[@R10]\]^ on Chinese CD patients directly. In addition, there are no reports on relevant studies on the Chinese population. In light of these facts, we explored the ML method for developing a novel predictive model of CD-related surgery for Chinese patients.

In this study, our goals were to

1.  apply and evaluate the suitability of Guizzetti et al\'s predictive model^\[[@R10]\]^ and corresponding predictive attributes on Chinese CD patients; and

2.  present and validate a novel surgical predictive model to facilitate therapeutic decisions for Chinese CD patients, as well as recommend the right surgical time in daily clinical practice.

Guizzetti et al\'s method^\[[@R10]\]^ based on LR and the corresponding predictor attributes were evaluated first on our dataset. The random forest (RF) algorithm for prediction was also applied to the same data with the same attributes for comparison of predictive performance. It was found that RF predicted the CD-related surgery more accurately than LR. Then, RF was applied to the original dataset for prediction again with the predictor attributes reselected optimally. We compared it with 4 other widely used classification algorithms---namely, LR, support vector machines (SVM), decision trees (DT), and artificial neural networks (ANN)---to choose the best model for clinical application. The experiment showed that RF outperformed all other baseline algorithms in prediction.

2. Patients and methods
=======================

2.1. Patient population
-----------------------

The study sample included all CD patients who were hospitalized at or clinically visited the First Affiliated Hospital of Zhejiang Chinese Medicine University from January 1, 2010 to July 31, 2018. The patients' sample included 239 patient individuals corresponding to 1524 instances. An instance was defined as each clinical event, including each inpatient or outpatient record with an objective assessment of inflammation, either C-reactive protein (CRP) or fecal calprotectin (FCP). Duplicated instances were deleted for the same patients if their returned hospitalization or visit were within 30 days. Among the 239 CD patients, 141 (59%) were male, and the gender ratio (male/female) was 1.43. The mean age was 35.36 years and the age range was 3 to 80 years.

In this study, 92 patient individuals and 458 instances were excluded by applying 4 exclusion criteria:

1.  patients who did not receive CD-related treatment during hospitalization;

2.  patients without evaluation of inflammation, whether CRP or FCP;

3.  patients with less than 2 records;

4.  instances with more than 50% missing data (shown in Fig. [1](#F1){ref-type="fig"}).

![STARD diagram for original dataset. I = instance, P = patients.](medi-98-e17510-g001){#F1}

Of the 92 excluded patients, 7 had only one record without any indicators of inflammation assessment (CRP or fecal calprotectin) or any CD-related treatment. Fourteen out of 92 excluded patients, for whom more than 50% data are missing, did not receive CD-related treatment. This study was approved by the First Affiliated Hospital of Zhejiang Chinese Medicine University Research Ethics Committee \[2014-K197\]. All patients consented for their data to be analyzed.

2.2. Data extraction
--------------------

Data were manually extracted from retrospective full-mode electronic medical records (EMR) captured during patient admissions, outpatient visits, or emergency visits, which was a time-consuming and labor-intensive part of this study. The 131 data items were divided into 6 categories: demographics, clinical presentations, laboratory tests, auxiliary examinations, medical orders, and nursing records (shows in Table [1](#T1){ref-type="table"}).

###### 

Metadata extracted from EMR.
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2.3. Definitions
----------------

Patients were diagnosed with CD based on a combination of standard criteria, including clinical symptoms, endoscopy, histopathology, radiology, and/or biochemical investigations.^\[[@R13]\]^ Stricturing disease was defined as luminal narrowing, which was impossible or difficult to pass through an adult endoscope, or obstructive symptoms without penetrating disease. Penetrating disease was defined as the presence of intra-abdominal fistulas, inflammatory masses, or abscesses. CD-related surgery was defined as any surgical procedure for CD, including abdominal surgery (ileal resection, ileocecal resection, colectomy, proctocolectomy, proctectomy, stricturoplasty, segmental resection and anastomosis with or without diversion, enterourinary fistulas repair, and ostomy formation and repair), and perianal surgery (incision and drainage of abscess, debridement, seton placement, fistulotomy, fistulectomy, ligation of intersphincteric fistula tract advancement flap closures, and rectovaginal fistula repair).

2.4. Data preprocessing
-----------------------

Two of the biggest challenges with the EMR data were the missing values and low-quality data, therefore, the data preprocessing was indispensable for improving predictive performance. The main data preprocessing in this study was depicted as the following parts:

1.  Classifying attributes: The main attributes, their data type and domain values are shown in Table [2](#T2){ref-type="table"}. The last attribute, *Surgery*, was the classification label of the original dataset and took 2 categorical integers: 1 for CD-related surgery and 0 for no surgery. Changes of radiology from different types of imaging were integrated into five radiological characteristics, as shown in Table [2](#T2){ref-type="table"}, which were blind reviewed by 2 radiologists.

2.  Reducing invalid attributes: Private information (such as *ID card number*, *telephone number*, *address*, and so on), and redundant attributes (such as *admission time*, *vital signs*, *cost*, *allergen*, *nursing records*, and so on) were deleted to reduce their side effects on the predictive accuracy and efficiency of the classification model. If an attribute had more than 50% missing values, such as *FCP*, *C. difficile*, *ASCA*, *pANCA*, *ANCA*, *anti-OmpC*, *anti-CBir1*, *parenteral manifestations*, *oral ulcerations*, *anxiety status*, and so on, it was deleted from the original dataset. *Smoking status* was also deleted from the attributes, by considering that the Confucian culture in China has caused young people and women to conceal smoking habits,^\[[@R14],[@R15]\]^ which means the related data abstracted from EMR may be inaccurate.

3.  Filling missing data: No instances had missing classification label. Missing values were filled based on the mean value of data from the same attribute of the same patient. If a patient had fewer than 3 records, we imputed the mean value of that attribute from all patients.

4.  Sub-dataset generation and attributes reselection: 2 sub-datasets were generated according to different attribute selection strategies:

    -   Sub-dataset 1 contained 10 attributes according to Guizzetti et al\'s surgical predictive model,^\[[@R10]\]^ except for the use of the *Crohn\'s Disease Activity Index (CDAI)* instead of the *Harvey-Bradshaw Index (HBI)* because *HBI* (as a simpler version of *CDAI*) was not available in our original dataset, as shown in Table [2](#T2){ref-type="table"};

    -   Sub-dataset 2 incorporated predictor attributes that were reselected by RF for attribute ranking from the main attributes shown in Table [2](#T2){ref-type="table"}.

###### 

The main attributes information of both sub-datasets.
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2.5. Modeling
-------------

A series of experiments were conducted on 2 sub-datasets and were implemented with Python 3.6 programming language. The flowchart of experiments proposed in this study is shown in Figure [2](#F2){ref-type="fig"}. The 10 attributes in "Sub-dataset 1" included: age, gender, disease location, CDAI, stool frequency, immunosuppressive use, 5-aminosalicylate use, presence of a fistula, presence of an abscess, and presence of an abdominal mass; the 30 attributes in "Sub-dataset 2" were selected by random forest (RF). Both sub-datasets were divided into the training set and the testing set with the proportion of 9:1. In learning processes: applying and validating logic regression (LR) and RF models on "Sub-dataset 1" with the synthetic minority over-sampling technique algorithm (SMOTE) on the left side, while applying and validating RF, LR, decision tree (DT), support vector machine (SVM) and artificial neural networks (ANN) on "Sub-dataset 2" in the similar way on the right side. Ten-Fold cross-validation was performed to train and test the generated predictive models. Five metrics were collected: accuracy, precision, F1 score, true negative (TN) rate, and the area under the receiver operating characteristic curve (AuROC).

![The flowchart of experiments. The 10 attributes in "Sub-dataset 1" included: age, gender, disease location, HBI, stool frequency, immunosuppressive use, 5-aminosalicylate use, presence of a fistula, presence of an abscess, and presence of an abdominal mass; the 30 attributes in "Sub-dataset 2" were selected by random forest (RF). Both sub-datasets were divided into the training set and the testing set with the proportion of 9:1. In learning processes: applying and validating logic regression (LR) and RF models on "Sub-dataset 1" with the synthetic minority over-sampling technique algorithm (SMOTE) on the left side, while applying and validating RF, LR, decision tree (DT), support vector machine (SVM) and artificial neural networks (ANN) on "Sub-dataset 2" in the similar way on the right side. 10-Fold cross-validation was performed to train and test the generated predictive models. Five metrics were collected: accuracy, precision, F1 score, true negative (TN) rate, and area under the receiver operating characteristic curve (AuROC).](medi-98-e17510-g004){#F2}

The modeling process is divided into 3 parts:

-   Optimization processes: Dealing with a training set with a heavy imbalance ratio by applying the synthetic minority over-sampling technique (SMOTE) algorithm.^\[[@R16]\]^

-   Learning processes: Applying and validating LR and RF models on sub-dataset 1 with the SMOTE algorithm, while applying and validating LR, RF, SVM, DT, and ANN on sub-dataset 2 in the similar way.

-   Evaluation processes: Evaluating each model via accuracy, precision, F1 score, TN rate, and AuROC.

All of the data used in the experiment was divided into 2 parts randomly---the training set and the testing set---with the proportion of 9:1. There were 108 instances that had surgeries, resulting in 93% of the patients in class 0% and 7% in class 1. Therefore, balancing the training set by over-sampling the under-representational classes through the proven over-sampling technique SMOTE could help ensure the balance of data and ensure classification accuracy in the minority class.^\[[@R16]\]^

The LR classification algorithm was used to model sub-dataset 1 on the left side. The LR model was trained in the training set processed by the SMOTE algorithm and then used for predicting the surgery probability in the testing set. The prediction results were compared with a real CD-related surgery event to measure the performance of each model. RF model was generated in the same way for comparison of predictive performance. After that, LR and the other four ML algorithms were used to model sub-dataset 2 on the right side. The models were trained and tested in the similar way, as shown in the flowchart.

Ten-Fold cross-validation was performed to train and test the generated predictive models in order to reduce the effect of the random choice of the training and testing sets. Due to the wide variety of evaluation methods, no one method can replace the other completely. To evaluate the performance of each model, four metrics were used in this study: accuracy, precision, F1 score, and TN rate, which were defined as follows:^\[[@R17],[@R18]\]^

-   Accuracy = True positives /(True negatives + False positives)

-   Precision = True positives /(True positives + False positives)

-   F1 score = (2 × Precision × Recall)/(Precision + Recall)

-   TN rate = True negatives /(False positives + False negatives)

-   Recall = True positives /(True positives + False negatives)

For more comprehensive comparison, AuROC was also calculated. In this study true positives were classified as a surgery instance when the patient underwent surgery in practice; false positives were classified as a surgery instance while the patient did not have surgery in practice; true negatives were classified as a non-surgery instance when the patient did not have surgery in practice; false negatives were classified as a non-surgery instance while the patient underwent surgery in practice.

3. Result
=========

3.1. Demographics
-----------------

Table [3](#T3){ref-type="table"} lists the demographics and basic characteristics of patients. Of the 83 patients that produce 108 surgery-operated instances, 61 patients underwent 1 surgery, 19 underwent 2 surgeries, and 3 underwent three surgeries. Other basic characteristics of patients are shown in Table [3](#T3){ref-type="table"}.

###### 

Demographic and basic characteristics of patients.
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3.2. Attributes reselection by RF
---------------------------------

Besides its usage for prediction, the RF algorithm could also be used for attribute ranking by calculating the importance of each attribute. For original data, 100 trees were built to identify which attributes contributed most to the predictive accuracy of the model. The attributes with the smallest classification weight were removed from the forest to save calculating time and computational load, and ensure good generalization. The top 30 contributing attributes, selected by RF algorithms, were listed in Figure [3](#F3){ref-type="fig"} in descending order, which included 7 attributes used in sub-dataset 1, except for the *gender*, *CDAI,* and *5-aminosalicylate use*. *Changes of radiology*, *presence of a fistula*, *presence of an abscess*, *no infliximab use*, *enteroscopy findings*, *CRP*, *abdominal pain*, *WBC*, *ESR*, and *PLT* were the top 10 attributes related to surgical events.

![Top 30 attributes with the highest importance reselected by RF. The importance of each attribute was quantitatively assessed by the number of occurrences of each one in the 100 runs by RF algorithms. The top 30 contributings, selected by RF were listed on the *y*--axis. ALB = serum albumin, APTT = activated partial thromboplastin time, AST = aspartate transaminase, BMI = body mass index, BUN = blood urea nitrogen, CRP = C-reactive protein, ESR = erythrocyte sedimentation rate, FIB = fibrinogen, FOBT = fecal occult blood test, GGT = gamma-glutamyl transpeptidase, PLT = platelet count, PT = prothrombin time, RBC = red blood cell count, RF = random forest, TT = thrombin time, WBC = white blood cell count. The duration of Crohn\'s disease was measured in months.](medi-98-e17510-g006){#F3}

3.3. Development and evaluation of different models on 2 sub-datasets
---------------------------------------------------------------------

The performance of the predictive models on sub-dataset 1 is presented in Figure [4](#F4){ref-type="fig"}. All metrics represent the average over the 10-folds of the cross validation. The results revealed that RF predictive model performed better than LR model in terms of accuracy (93.11% vs 91.15%), precision (53.42% vs 44.81%), F1 score (0.6016 vs 0.5763), TN rate (95.08% vs 92.00%), and the AuROC (0.8926 vs 0.8809), which implies that RF is more suitable than LR to model the complex real-world data about Chinese CD patients.

![Comparison between RF and LR predictive models performed on sub-dataset 1. RF predictive model performed better than LR model on sub-dataset 1. All metrics represent the average over the 10-folds of the cross validation. AuROC = area under the receiver operating characteristic curve, LR = logic regression, RF = random forest, TN rate = true negative rate.](medi-98-e17510-g007){#F4}

The performance of the predictive models on sub-dataset 2 is presented in Table [4](#T4){ref-type="table"}. The results revealed that the average F1 score of RF predictive model was improved from 0.6016 (in sub-dataset 1) to 0.7706 (in sub-dataset 2) due to attribute reselection by RF algorithm. The average F1 score of LR predictive model was also improved from 0.5763 (in sub-dataset 1) to 0.6308 (in sub-dataset 2) due to attribute reselection by RF algorithm. The average F1 score of the other three models on sub-dataset 2 were 0.7112 for DT, 0.6288 for SVM, and 0.5757 for ANN, respectively. This implies that the average F1 score of RF predictive model is the best among all 5 predictive models under comparison. The AuROCs were still excellent at 0.9864 in RF, 0.9538 in LR, 0.8809 in DT, 0.9497 in SVM, and 0.9059 in ANN, respectively (Fig. [5](#F5){ref-type="fig"}). Similarly, it was found that the average accuracy, precision and TN rate of RF predictive model are the best among all 5 predictive models, respectively. As a result, RF performed best in prediction on both sub-datasets.

###### 

Predictive performance of machine learning algorithms on "sub-dataset 2".
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![Area under the receiver operating characteristic curve of models on sub-dataset 2. AuROC demonstrates the trade-off between false positive and true positive rates. The closer the curve follows the upper-left corner, the higher the overall accuracy of the model. ANN = artificial neural networks, DT = decision tree, LR = logic regression, RF = random forest, SVM = support vector machine.](medi-98-e17510-g009){#F5}

4. Discussion
=============

Due to the complexity of CD, it is impossible to identify a single stratification factor or biomarker for patient populations.^\[[@R19]\]^ Since 2006, when Beaugerie et al^\[[@R20]\]^ first pointed out that steroid-dependent young CD patients with perianal disease involved at diagnosis was a disabling form of CD, more and more risk factors of surgery have been identified. Unfortunately, experience has shown that clinicians are often poor judges of disease activity.^\[[@R13]\]^ In addition to the clinician\'s personal experience, an efficient tool is urgently needed to improve our ability to predict CD-related surgery by integrating subjective and objective evidence of disease activity. As a sub-field of artificial intelligence, ML has the capability of model generalization and high predictive accuracy, and is especially suitable for the analysis of complex data.^\[[@R21]\]^ The increasing use of EMR provides an opportunity for ML to be widely used in diabetic,^\[[@R22]\]^ sepsis,^\[[@R23]\]^ anaphylaxis,^\[[@R24]\]^ colorectal cancer,^\[[@R25]\]^ lower gastrointestinal bleeding,^\[[@R26]\]^ and other diseases^\[[@R27],[@R28]\]^ as a decision support tool for health-care providers.

In terms of medical treatment for IBD, Waljee et al^\[[@R29]\]^ have already successfully applied a ML algorithm to identify IBD patients on thiopurines with algorithm-predicted objective remission, which has been incorporated into daily clinical use at the University of Michigan. Siegel et al^\[[@R30]\]^ have built another composite algorithm that combined clinical, serological, and genetic variables to provide a better and more accurate prognosis for CD patients. However, their model is only appropriate for patients in earlier stages of the disease and without complications, and genetic testing is not routinely measured, so the poor generalization capability has hindered its use in clinical practice.

There are few models developed to predict CD-related surgery. In recent years, Guizzetti et al^\[[@R10]\]^ used the LR model to predict CD-related surgery and obtained satisfactory results. In our study, we used the same method and similar 10 predictor attributes for evaluation among Chinese CD patients to determine if it was suitable for Chinese patients. At the same time, RF was used for comparison. Compared with LR, RF performed better in prediction on the sub-dataset with these 10 attributes in terms of accuracy, precision, F1 score, TN rate, and the AuROC, which implies that RF predictive model is more suitable for the complex real-world data about Chinese CD patients. In a real-world clinical practice, clinicians would incorporate more clinical information into decision-making. Therefore, RF predictive model was applied on the original dataset again to explore whether the classification accuracy of the ML model could be further improved by reselecting salient predictor attributes. Meanwhile, some of the attributes that have been identified by Guizzetti\'s LR model^\[[@R10]\]^ were also incorporated into our models and modified to better fit our data. 30 single or aggregated attributes, including *demographic variables*, *clinical performance*, *laboratory tests*, *endoscopic,* and *imaging factors* were reselected by RF algorithms.

In the study by Guizzetti et al,^\[[@R10]\]^ 10 attributes were identified to influence the need for CD-related surgery: *age*, *gender*, *disease location*, *HBI*, *stool frequency*, *immunosuppressive use*, *5-aminosalicylate use*, *presence of a fistula*, *presence of an abscess*, and *presence of an abdominal mass*. Because *HBI* (as a simpler version of *CDAI*) was not available in our original dataset, *CDAI* was used as a substitute for it. The CDAI tool is used to quantify the symptoms of patients with CD and has been confirmed to have a limited role for predicting surgery.^\[[@R31]\]^ The relevance of *CDAI* as a risk factor for surgery, which was evident in Guizzetti et al\'s LR model,^\[[@R10]\]^ was excluded from sub-dataset 2 by RF-based attribute reselection. But, interestingly, *changes of radiology* were weighted most in the 30 reselected attributes. In data preprocessing, *changes of radiology* from different types of imaging (including MRI and CT enterography, pelvic MRI) were integrated into 5 radiological features, such as normal, inflammatory, fibrotic strictures, fistulas, and abscesses. Consistent with the research results of Jauregui-Amezaga et al,^\[[@R6]\]^ imaging factors could be independent predictors for CD-related surgery in patients.

In our research, we compared the RF predictive model with other predictive models, including LR, SVM, DT, and ANN. The RF model yielded an accuracy of 96.26%, a precision of 72.13%, a TN rate of 97.37%, an F1 score of 0.7706, and the AuROC of 0.9864, which were the highest among all the models under comparison. The classification performance of the 5 different ML algorithms varied with different sub-datasets. Overall, the RF predictive model combined with SMOTE and attribute reselection strategy outperforms the other models under comparison. With its outstanding performance, the result of our model is worthy to be discussed with patients and to be taken into account in therapeutic decision-making in the near future.

5. Conclusion
=============

Unlike previous studies, we used different modeling methods combined with demographic variables, clinical performance, laboratory tests, and endoscopic and imaging factors from real-world data, which made our model more reliable in the routine clinical management of CD. From best of our knowledge, it is the first time for the Chinese patients' data to be used to train a novel RF model to predict patients' risk of experiencing CD-related surgery. However, the proposed models were only developed based on the data acquired from 1 hospital. In future studies, to take advantage of big data for more comprehensive analysis and more accurate prediction, we will deploy this predictive model in the context of a clinical practice to tailor therapeutic strategies to more patients from more hospitals.
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