Abstract-Predictive pre-fetcher, which predicts future data access events and loads the data before users requests, has been widely studied, especially in file systems or web contents servers, to reduce data load latency. Especially in scientific data visualization, pre-fetching can reduce the IO waiting time.
I. INTRODUCTION
Over the past decade the computing industry in general, and the HPC community in particular, has seen an explosive growth in computing power, driven primarily by the industry's need to keep up with Moore's law. This has resulted in the Top500 moving from almost 5 TFlops in the year 2000, to more than 16 PFlops in 2012, an astounding increase of 3 orders of magnitude [1, 2] ! This substantial growth in computing power in FLops has far outpaced growth in other aspects of computing, particularly in the area of IO-related technologies. Today, IO has become a significant source of performance bottleneck for scientific applications.
In this era of data explosion, deploying a predictive data prefetcher has been considered as a viable solution to load data in before real requests happen, i.e., if one can predict incoming data access patterns, the data can be pre-fetched or preloaded to reduce data loading latency. This idea is not brandnew and has been explored for years in the area of serving shared resources. During the development and deployment of our IO middleware, Adaptive IO System (ADIOS) [3] , we have observed the potential for pre-fetching in many realworld large-scale scientific applications, such as combustion simulation (S3D) [4] , climate modeling (GEOS-5) [5] , Gyrokinetic Toroidal Code (GTC) [6] , plasma fusion simulation code (XGC) [7] , amongst others, as well as for parallel visualization softwares for scientific data, such VisIt (examples are shown in Fig. 1 ). ADIOS is designed to improve IO performance by orchestrating various types of IO requests transparently, targeting large-scale and data-intensive scientific applications. ADIOS has been designed as an extensible middleware, and we have taken advantage of this characterstic to add a provenance module, called ADIOS-P, by which file-related activities will be stored, indexed, and queried later (Fig. 2) .
In a large-scale scientific data visualization, scientists often want to compare multiple variables embedded in a single Fig. 2 : Overview of the ADIOS Provenance system, ADIOS-P file (like HDF5 or NetCDF) or spanned from multiple files, by rendering them together in an interactive way (i.e., the sequences of loading variables are somehow spontaneous). However, most visualization operations are data-intensive, meaning IO operations consume the majority of the time [8] . Users will waste most of their time waiting for the completion of IO requests. In this scenario accurately coordinated data pre-fetching may help to significantly reduce the IO time by loading data into the memory of the visualization software while users are sitting idle or manipulating graphic objects, operations without substantial IO requirements.
Our goal is to utilize collected history of file or variable access activities for developing a predictor that will discover patterns of file accesses and be able to forecast the upcoming file access requests. With this predictor, we will be able to proactively pre-fetch the data that are likely to be requested and thus expect to reduce IO latency in scientific applications.
As mentioned, extensive research on developing a predictor have been performed in the file system areas and various types of algorithms have been proposed to mine underlying correlation between accessed files; frequent set mining, network models, Markov chain model. However, not many researches have discussed the importance of preparing training set. In this paper we focus how we can improve predictor accuracy by preparing a training set with an informed way.
Our problem is shown in Fig. 3 . In many data file access patterns (in scientific applications) or variable access patterns (in visualization software) we have observed, a user accesses multiple files (or variables) with different purposes within a session. For example, one can open a sequence of files for data analysis and visualization and other files for writing reports. Some of them can be opened for both purposes. We call those purposes contexts. In general, contexts are hidden as they are not explicitly exposed in the access logs or traces from which we build a predictor. The intuition is that if we discover a users' intentions or contexts, we can build a better predictor, i.e., if we train a predictor in a more informed manner by using context-aware training, we can improve its accuracy. This concept is inspired from the text mining algorithms based on the topic model in which the purpose is to discover hidden topics (or contexts) and model documents as a mixture of multiple topics. In our case, we model file (or variable) access patterns as a mixture of contexts.
For mining hidden contexts, we used the Probabilistic Latent Semantic Analysis (PLSA) algorithm [9, 10] , derived from a mixture model [11] . In the text mining area, PLSA has been popularly used for building a probabilistic model for languages and documents posing the problems of synonymy (different words sharing a same concept) and polysemy (a same word having different meanings), from which we also suffer in analyzing file access patterns, i.e., there are multiple files used in a same context or the same file used in different multiple contexts. We observed simply applying the PLSA algorithm itself can improve prediction accuracy (More details will be discussed in Section V). However, we take a further step toward squeezing the prediction quality by improving the PLSA algorithm. PLSA is natively suffered from the local optimum problem because its optimization routine is based on the Expectation-Maximization (EM) algorithm [12] . We find a more optimized solution by using the Deterministic Annealing (DA) method to improve prediction quality and accuracy.
Our contribution in this paper is summarized as follows:
• Propose a hidden context mining algorithm to train predictive predictors built around the ADIOS provenance system, called ADIOS-P.
• Demonstrate experimental results showing improvements in prefetching accuracy and data read performance by using two trace data sets; DFSTrace file access traces [13] and variable access logs collected from VisIt through the ADIOS provenance system, ADIOS-P.
• Propose a pre-fetcher performance model from which we can estimate an improved IO throughput.
II. BACKGROUND A. Predictive Prefetching
Developing predictive algorithms for the purpose of prefetching has been extensively studied in the areas of using shared resources, such as file systems, metadata services, web services, etc. In our paper we focus on mining IO access patterns from the logs of file or variable accesses.
Formally, we define file access pattens as follows (similar analogy can be made for variable access patterns). Assume we have a total L files {x 1 In a graphical model, file access patterns are summarized as a directed graph in which each node represents a file and an edge between two nodes, say, x i and x j , represents a conditional probability P (x j |x i ) meaning the probability of file x j accessed after file x i . This model is also known as a Markov chain describing file accesses activities as a finite state transition. If we consider consecutive N transitions to compute the probability of file x j access, we can build a N -th order Markov chain in which the probability can be represented by
Nexus [14, 15] , another prefetching algorithm based on a graph model with weighted edges, has been proposed. Nexus is a variant of a N -th order Markov chain with a decaying effect in a way in which the conditional probability between two nodes is decreasing as the path length is getting larger. Please refer to the original papers [14, 15] for more details of the algorithms.
B. Probabilistic Latent Semantic Analysis (PLSA)
PLSA [9, 10] is an algorithm seeking a generative process of observed data, from which one can discover essential probabilistic structures or latent aspects of data. Most notably, PLSA is one of the most used algorithms applied in analyzing and retrieval of text document [11, 16] . PLSA originally stemmed from Latent Semantic Analysis (LSA) [17, 18] , a method to summarize data based on a linear combination of L 2 -norm approximation and provides a principled approach to build a statical model of data.
In a nutshell, PLSA is based on a latent mixture model, in which data (or documents) is represented by a mixture of finite number of latent components (or topics). In other words, PLSA seeks a finite number of topics, say K topics, which can represent optimally the group of documents.
In PLSA, we denote a collection of N text documents, called a corpus, Then, we define a topic as a generative function that will create a document (i.e, a list of words and word frequencies) with a multinomial distribution over words. More specifically, if a document is generated from a certain topic, say k-th topic, its conditional probability can be written by
where ζ k is called a latent class, a binary random variable indicating association with the k-th latent class, and
Multi(x i | θ k ) represents a multinomial probability of x i over word probability θ k = (θ k1 , . . . , θ kD ) where θ kj represents a word probability P (w j | ζ k = 1), defined by
with a gamma function, Γ(·).
Assuming we have total K topics in a given corpus, the marginal document probability can be defined as a mixture of topics written by
where a word probability set is denoted by Θ = {θ 1 , . . . , θ K } and a mixture weight set is presented by Ψ = [ψ ik ] ik for each mixture weight ψ ik with the constraint 0 ≤ ψ ik ≤ 1 and k ψ ik = 1. Note that a mixture weight ψ ik is a document level parameter, rather than a corpus level, in that each document can have different mixture weights over the finite number of topics. This is the key difference between clustering algorithms, like K-Means, and the topic model.
Then, PLSA is a problem to seek an optimal set of parameters which maximizing the log-likelihood defined by
Finding such parameters in this mixture model, known as model fitting or parameter estimation, is intractable. The original PLSA algorithm maximizes the objective function (4) by using the Expectation Maximization (EM) method.
In Section IV we will discuss how the Deterministic Annealing (DA) algorithm can be used to get better optimized solution for the PLSA problem.
III. RELATED WORK
We discuss related previous research on predictive prefetching and deterministic annealing.
Predictive Prefetching: Predictive prefetching has been widely studied in the areas of file system and web services to reduce the file loading or web page access time. In the file system ares, a series of Partitioned Context Modeling (PCM) based schemes [19] [20] [21] have been studied for sequence file prediction for IO prefetching. AMP [22] and TaP [23] have been proposed for sequence prediction. Researches about the prefetching in shared file storage [15, 24] have been performed. Memory prefetching schemes [25, 26] have been also researched to increase cache performance.
In the web service area, G. Pallis et al. proposed clustWeb, a graph-based clustering algorithm for web pages, and clustPref, a web prefetching scheme based on clustWeb algorithm, to improve network performance by using a predictive approach and reported a significant performance improvement [27] . We take a similar clustering-based approach but we focus on a mixture model based algorithm for file systems in which mining hidden users contexts or intensions are important.
Deterministic Annealing (DA): The DA algorithm [28, 29] has been applied to solve optimization problems in various machine learning algorithms, such as clustering [28, 30, 31] , visualization [32, 33] , protein alignment [34] , and so on. A good modern DA overview can be found in [35] . A general DA solution for EM algorithm is proposed in [12] .
Our focus in this paper is to solve a EM-based text mining algorithm, PLSA, by using DA. T. Hofmann, the author of the PLSA algorithm, has also proposed a DA-like algorithm, called Tempered EM [9] . However, the Tempered EM is different from the traditional DA algorithm in that the cooling schedule is reversed and is only applied to solve overfitting problem. Our proposed algorithm, Probabilistic Latent Semantic Analysis with Deterministic Annealing (DA-PLSA), is closer to the original DA approach presented by K. Rose and G. Fox [28, 29] .
IV. MINING HIDDEN MIXTURE CONTEXT WITH DETERMINISTIC ANNEALING
To maximize the log-likelihood function shown in Eq. (4), T. Hofmann has proposed an EM algorithm for model fitting in PLSA [9, 10] . However, EM has a well-known problem, called a local optimum problem, finding only local solutions. To overcome such problem, we propose a new DA algorithm for PLSA, named Probabilistic Latent Semantic Analysis with Deterministic Annealing (DA-PLSA). We follow the same approach in solving a clustering problem with DA presented by K. Rose and G. Fox [28, 29] .
The DA algorithm, based on the principle of maximum entropy [36] , developed by E. T. Jaynes, a rational approach to choose the most unbiased and non-committal answer for a given condition, was developed to avoid local optimum and seek a global optimum solution in a deterministic way [28] , which contrasts to stochastic methods used in the simulated annealing [37] , by controlling the level of randomness or smoothness. The DA algorithm, adapted from a physical process known as annealing, finds an optimal solution in a way gradually lowering a numeric temperature which controls randomness or smoothness
In DA, we optimize a new objective function F, called free energy, similar to the Helmholtz free energy in statistical physics, defined by
where D represents an expected cost, T is a Lagrange multiplier, also known as a numeric temperature, and S is an entropy.
To solve the PLSA problem with DA, we define the following objective function, free energy F P LSA , by
where β represents inverse computational temperature, defined by β = 1/T . Please note that the free energy function (6) equals with the EM objective function (4) when temperature VisIt+ADIOS-P VisIt 27 94 is 1.0, which implies that the DA algorithm treats the EM solution as a special case. With Eq. (6), we will gradually lower a temperature from high to low (equivalently, β will be changed from near zero to 1). At each temperature, we have the following internal EM steps to minimize F P LSA .
• E-step : compute ρ ki , known as the responsibility, by
• M-step : maximize F P LSA by computing the following parameters:
which make the first derivative of F P LSA , ∂F P LSA /∂θ k and ∂F P LSA /∂ψ ik , be zero. In summary, with DA-PLSA, we model the collection of sessions H, defined in II-A; i) each session can be described as a mixture of hidden K contexts with different mixing weights, and ii) K generative processes can be inferred. In conjunction with a predictor, we can exploit those properties to increase the prediction performance; prediction will be made based on the major context or multiple contexts to which each session belongs.
V. EXPERIMENTAL RESULT In this section, we demonstrate our experimental results evaluating the impact of using hidden context mining algorithms to improve the predictor performance. As our focus is mining hidden contexts for training predictive pre-fetcher, we chose two basic and popular predictors, N -th order Markov chain (nMarkov hereafter) and Nexus.
For the trace data, we have used two datasets. First, a publicly available file trace data, called DFSTrace [13] , generated from the Coda project [38] . Second, a dataset collected directly from the visualization software, VisIt, integrated with the ADIOS provenance module, ADIOS-P. The DFSTrace consists of 4 different datasets collected from the different machines, barber, ives, dvorak, and mozart, each of which has unique file access characteristics [19] ; barber has the highest rate of system calls per second, dvorak has the highest percentage of write activity, ives the largest number of users, and mozart a typical desktop work-station.
To prepare the VisIt trace data, we integrated the VisIt program with the ADIOS-P module and recorded variable access activities while users' performing visualization of outputs from the real scientific applications, such as S3D [4] , GEOS-5 [5] , etc. Examples of S3D and GEOS-5 outputs are shown in Fig. 1 . The trace data used in this paper is summaried in Table I .
A. Deterministic Annealing performance
We compare the optimization performance of the original, EM-optimized PLSA algorithm (EM-PLSA) with the one with our proposed DA-optimized PLSA algorithm (DA-PLSA). We performed the EM-PLSA and DA-PLSA algorithms by using the DFSTrace data sets while using different context numbers, K = 2, 4, 8, and 12, and measured the maximum log-likelihood values as outputs. Models with larger loglikelihood values are preferred. We repeated the process with 10 randomly initialized conditions.
The results are summarized in Fig. 4 by using box plots (also known as a box-and-whisker diagram) in which observed data are represented by a box for the upper quartile (Q3) and lower quartile (Q1), whiskers for the smallest and the largest values, a middle line in the box for the median, and As a result (Fig. 4) , the DA optimization outperformed the EM method by generating larger log-likelihood values than EM in all the cases we tested, except barber with K = 2. On average, the log-likelihood values generated by DA-PLSA were bigger by 2.028 than ones from EM-PLSA.
Please note also that the variance of log-likelihood values generated from DA-PLSA is smaller than the one from EM-PLSA; the average standard deviations of log-likelihood are 0.029 and 0.510 for DA-PLSA and EM-PLSA respectively. This illustrates the robustness of our DA method; DA-PLSA is less sensitive to random initial conditions than EM-PLSA. In short, this experiment demonstrates that our DA-PLSA algorithm finds better model parameters than EM-PLSA with smaller deviations.
B. Impacts on prediction quality
In this experiment, we measure how context mining algorithms can improve prediction quality. We used the following 4 context mining algorithms:
• K-Means -algorithm to find K clusters based on Euclidean distance measures. Strictly speaking, K-Means is not considered as a topic or context mining algorithm in general. We used as a simple initial approach.
• PLSA -The original, EM-optimized algorithm.
• DA-PLSA -Our proposed, DA-optimized algorithm.
• DA-PLSA2 -The DA-PLSA algorithm with 2 modes (explained below). For PLSA family algorithms, we limited the mode, the maximum number of membership that each session can be associated with, be 1, except DA-PLSA2 which was set to have 2 modes; in PLSA and DA-PLSA, each session will be associated with one latent context group, while in DA-PLSA2 two latent groups will be selected for each session.
Then, we measured the impacts of using the 4 different context mining algorithms on the prediction performances of two sequence predictors, Nexus and nMarkov, by using two trace datasets; the DFSTrace datasets (barber, ives, dvorak, and mozart) and the VisIt trace set. More specifically, first, we measured the prediction accuracy of Nexus and nMarkov without using any context information. This measurement was used as base values. Then, we performed the prediction again by using the context information mined from K-Means, PLSA, DA-PLSA, and DA-PLSA2 and measured the prediction accuracies. Then, we calculated the percentage differences compared with the base values. Positive percentage difference values indicate the performance (or prediction accuracy) improvements.
The experimental results with the DFSTrace sets are shown in Fig. 5 by using a box plot (We omit the results of mozart due to the space limitation. However, the results were similar with others). As a result, DA-optimized PLSA algorithms (DA-PLSA and DA-PLSA2) outperformed the original, EMoptimized algorithm (PLSA) and K-Means. Especially, DA-PLSA with 2 mode membership (DA-PLSA2) showed the best performances in all the cases by generating the largest accuracy improvements. Most notably, DA-PLSA2 in dvorak showed about 90% prediction accuracy increase with Nexus at K=8 and 12.
However, for small K values (K=2 or 4), the performance improvement was not impressive (although DA-PLSA2 still worked better than any others in most cases). This is expected as mining of small number of hidden contexts is not much different from clustering and there is not much model-specific information we can exploit to improve prediction quality. Fig. 6 shows another experimental results with the VisIt trace data, containing the variable access history. However, due to the limited time of collecting trace data, the data set contains only the small number of sessions. By using the same method to compute base values (prediction accuracy without using context mining results), we measured the percentage improvements of prediction algorithm by using the context mining results. In Fig. 6 , we can see also DA-PLSA2 outperformed than any other algorithms, K-Means, PLSA, and DA-PLSA. However, unlike in the previous experiment, we 
Accuracy Improvement (%) Nexus (a) Nexus observed the poor performance of DA-PLSA. We think this is due to the small number of trace events.
C. IO pre-fetch performance
We demonstrate how prefetching can affect IO performance. Instead of measuring IO performance directly in a system with prefetching deployed, we performed a simulation-based experiment by building a performance model.
We consider a 1:N parallel execution model in which there are 1 staging process (P s ) mainly for IO handling and prefetching and N computing processes (P n ) which will communicate with the staging process P s for IOs (See Fig. 7 ). For simplicity, we ignore communication overheads between processes in this model. We also assume an iterative mapreduce style execution [39] ; a full execution can be divided into small sub steps and a computing task in each step begins with an IO input received from the staging process P s and ends in a synchronized fashion so that the next IO reading follows after the end of the computing. The staging process P s handles IO sequentially, while N computing processes, P 1 , · · · , P N , can run concurrently.
We denote T (r i t ) as an elapsed time for reading t-step data for process P i and T (c t , P ) as a parallel computing time, or longest computing time among N processes. Then, we
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Accuracy Improvement (%) nMarkov can define the base time T Base , total execution time without prefetching, can be defined as a sum of sequential reading and parallel computing time, such that,
Hereafter, for brevity, we ignore superscripts indicating the process indices and assume an uniform reading and computing time through steps. Now we consider two types of workload: A) compute intensive case when T (c t , P ) ≥ P T (r t ) (Fig. 7a) , and B) IO intensive case, otherwise (Fig. 7b) .
Compute intensive case (Case A): P s has enough time for pre-fetching N data sets for the t + 1 step while N P n 's running concurrently in t-th step. After P n s' finishing computing, incorrectly pre-fetched data need to be re-fetched, which occurs overheads. Let denote α be the average accuracy of pre-fetching in P s . Compared with T Base , we can save αN t T (r t ) time due to the pre-fetching. The expected execution time with pre-fetching, T P ref etch−A , is defined by
IO intensive case (Case B): P s has no enough time for pre-fetching N data sets during the computing time T (c t , P ). Re-fetching for incorrect prefetched data can be occurred immediately after T (c t , P ). Compared with the base time T Base , we can save on average αT (c t , P ) with the pre-fetching accuracy α. We can define the expected execution time by
We denote γ be the ratio of workload; either γ = T (c t , P )/N T (r t ) (Case A) or γ = NT (r t )/T (c t , P ) (Case B), so that γ ≥ 1. Then, we can define speedup S pref etch , time improvement ratio due to the prefetching, by
for both cases. With Eq. (12), we can estimate the maximum speedup we can achieve with different pre-fetching accuracy levels. In Fig. 8 , a simulation result is summarized with various workload ratios (γ = 1, 2, . . . , 16) and prefetching accuracies (α = 0.0, . . . , 1.0). What Fig. 8 implies is as follows:
• Ideally, we can achieve maximum 2 times speedup when the prefetch accuracy is 1.0 with an uniform compute-IO workload (i.e., γ = 1.0), since we can overlap IO and computing time without any overhead.
• If the workload get skewed (γ > 1.0), the speedup will be degraded, which is expected.
• High prefetching accuracy contributes more to large speedup, while low prefetching accuracy does less to speedups; Even small increase of prefetching accuracy is important in a balanced workload execution to achieve large speedup.
VI. CONCLUSION
Today, I/O has become a significant source of performance bottleneck for scientific applications. Deploying a predictive data pre-fetcher has been considered as a viable solution to load data in before real requests happen. Especially in scientific data visualization, pre-fetching can be used to reduce the IO waiting time.
To support predictive pre-fetching to reduce IO latency, in this paper we have presented two main solutions. We have developed and demonstrated a provenance system built on ADIOS, named ADIOS-P, that can collect file and variable access patterns for data mining.
We have also proposed a data mining technique for discovering the hidden contexts in data access patterns to improve the prediction performance. More specifically, we applied Probabilistic Latent Semantic Analysis (PLSA), a mixture model based algorithm popular in the text mining area, to mine hidden contexts from the collected user access patterns and, then, we run a predictor within the discovered context. We further improved the PLSA algorithm by applying the Deterministic Annealing (DA) method to overcome the local optimum problem from which the original PLSA algorithm suffered.
We also demonstrated performance results of our DAoptimized PLSA, named DA-PLSA, compared with the original EM-optimized PLSA and presented experimental results showing improvements in prefetching accuracy by using two data sets; DFSTrace file access traces and variable access logs collected from the visualization software, VisIt, through ADIOS-P.
