Dynamical renormalization group approach to the spin-boson model by Shapourian, Hassan
Dynamical renormalization group approach to the spin-boson model
Hassan Shapourian
Department of Physics, University of Illinois at Urbana-Champaign, Urbana Illinois 61801, USA
(Dated: July 15, 2016)
We develop a semi-analytical approach beyond the Born-Markov approximation to study the quench dynamics
of the spin-boson model in the strong-coupling regime (α ≤ 1/2) for the Ohmic bath. The basic idea in our
approach is to write an effective time-dependent model for the dynamics of the system coupled to the bosonic
bath after integrating out high-frequency bath modes. By applying this procedure to the Heisenberg equations
of motion, we derive a set of flow equations for the system parameters as a function of time. The final flow
equations look similar to those of the equilibrium renormalization-group theory; however, in our derivation the
scaling parameter is set by the real time. We solve the equations of motion with time-dependent renormalized
parameters and show that the resulting dynamics is in decent agreement with the exact NRG calculations as well
as the non-interacting blip approximation that is a well-known good solution in this limit.
I. INTRODUCTION
The decoherence and relaxation processes in quantum me-
chanics have been introduced to describe the non-Hamiltonian
dynamics of open quantum systems due to their coupling to
the surrounding environment [1–3]. Typically, the rates as-
sociated with these processes, i.e., the relaxation rate and the
decoherence (dephasing) rate, are calculated through the stan-
dard perturbative expansions in terms of the coupling coeffi-
cient to the environment (bath). An archetypal example of the
open quantum systems is the spin-boson model which is used
as an approximate model to describe a wide range of quantum
dissipative phenomena from defect tunneling in solids to elec-
tron transfer in chemical and biological reactions [4–14]. In
particular, one interest in the spin-boson model is in the con-
text of quantum optics where this model is used to describe
the spontaneous emission of a two-level system (qubit) to its
surrounding electromagnetic modes, which can be realized in
a variety of systems using real or artificial atoms. Historically,
the perturbative method of the Born-Markov approximation is
known to be quite satisfactory in calculating the decay rates in
the weak-coupling regime. However, the emergence of new ex-
perimental realizations using artificial structures [15, 16] with
high degrees of controllability has brought an access to un-
usual regimes of spontaneous emission with strong coupling
to the bath [17, 18]. In particular, there are several propos-
als for realization of such systems in the superconducting cir-
cuits (circuit-QED) [19–21]. In addition, the versatile optical
manipulation available in these experiments offer new oppor-
tunities to design novel procedures at which one can tune a
parameter suddenly (quench dynamics) [22, 23], or drive the
system far from the equilibrium [24], and hence allow one to
study the non-equilibrium phenomena in strongly correlated
photonic systems [25, 26]. In case of the spin-boson model in
the strong-coupling regime which is the focus of this work, a
typical circuit-QED setup would consist of a qubit coupled to
a long cavity. Remarkably, such a setup has been successfully
realized very recently [18].
From a theoretical point of view, non-equilibrium dynam-
ics in the strong-coupling regime has regained much attention
recently. The progress in this field is facing two major chal-
lenges: first, the non-equilibrium physics cannot be addressed
via extensively studied equilibrium formalism and requires a
fundamentally more general and possibly more sophisticated
approach; second, perturbative methods like the Born-Markov
approximation fail in this regime and non-perturbative meth-
ods have to be developed. The spin-boson model, as a proto-
typical model for the study of non-equilibrium dynamics, con-
sists of a two-level system (TLS) that is linearly coupled to an
infinitely large bosonic bath, where the Hamiltonian is given
by HSB =Hs +Hb + V ,
HSB = −∆0
2
σx +∑
k
ωkb
†
kbk + σz2 ∑k gk(bk + b†k) (1)
where Hs and Hb denote the Hamiltonian of the TLS and the
bath, respectively, V is the system-bath coupling term, ∆0 is
the TLS frequency, σz = ∣e⟩⟨e∣ − ∣g⟩⟨g∣ and σx = σ+ + σ− =∣e⟩⟨g∣+ ∣g⟩⟨e∣ are TLS operators in which ∣e⟩ and ∣g⟩ show the
excited state and ground state of TLS respectively. The oper-
ators of k-th mode of the bosonic bath with frequency ωk are
denoted by bk and b†k and are linearly coupled to TLS by the
coupling coefficient gk. The spin-boson model is character-
ized by the spectral function
J(ω) = pi∑
k
g2kδ(ω − ωk) = 2piαω1−sc ωse−ω/ωc (2)
where α is a dimensionless coupling constant, s is a real posi-
tive number and bath frequencies are bounded by a smooth cut-
off frequency ωc. We assume the linear dispersion ωk = c∣k∣
where we set c = 1. Our focus in this work is the Ohmic
bath where s = 1. It is worth mentioning that the continu-
ous spectral function is not directly related to the experimen-
tal setup [18] cited earlier and one way to realize a continuous
spectral function is possibly when the frequency spacing be-
tween successive modes of the long cavity is smaller than the
linewidth of each mode.
The spin-boson model in the strong-coupling regime has
been extensively studied over so many years and except for
some special parameter values an exact solution is not known.
In an original attempt by Leggett et al. [1], they developed
a method known as the non-interacting blip approximation
(NIBA), where a power-series expansion in ∆20 is carried out
which gives very reliable results for the diagonal matrix el-
ements of the reduced density matrix of TLS over a certain
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2range of the coupling constant α < 1/2. Since then, there have
been several successful computational methods to address this
problem. The quantum Monte Carlo calculations [27–29]
have provided reliable results for the full reduced density ma-
trix. There have also been various techniques based on the
mapping of the Ohmic spin-boson model onto the anisotropic
Kondo model where one can solve the latter exactly using
the numerical renormalization group (NRG) [30, 31], Bethe
ansatz [32], or the conformal field theory [33]. Another type of
NRG method have also been devised specially for the bosonic
baths [34–39]. The method of the real-time renormalization-
group [40, 41] has been shown to be quite effective in calcu-
lating the dynamics of the TLS full density matrix. A non-
perturbative stochastic method [42–44] as a numerically ex-
act method have also been developed recently. This method
is quite general and it has been extended to compute various
correlation functions in the presence of an external drive.
Another important effort along solving the dynamics of the
spin-boson model is known as the flow equation approach [45–
47] that is formulated in terms of a sequence of infinitesimal
unitary transformations which yields a set of flow equations
for the model parameters as seen in the renormalization-group
(RG) methods. Motivated by the observation that the bare
model parameters flow as a function of time, we would like
to present a complementary derivation of this flow, which we
call (real-time) dynamical renormalization-group approach.
Throughout this method, we assume that the dynamics of TLS
can be given in terms of a time-local master equation in which
the TLS frequency and decay rate are slowly varying in time.
In the process of computing the TLS parameters, we show that
this assumption is self-consistent for the spin-boson model.
Our calculation is based on the idea that fast bath modes with
high frequencies can be averaged to yield an effective correc-
tion for the TLS dynamics. As time evolves, more bath modes
are averaged out and at sufficiently long time the TLS parame-
ters reach their steady-state values which are very close to ef-
fective TLS frequency and decay rate given by NIBA. In other
words, the flow equations provide a dynamical transition from
the bare values to renormalized values of the TLS parameters.
This method is designed for the range of coupling constant up
to α ≤ 1/2. We compare our results with NIBA as well as
numerically exact NRG calculations [39] and obtain a remark-
able agreement. We also benchmark our method against the
case of spin-boson model after the rotating-wave approxima-
tion which can be solved exactly. Interestingly, we observe a
good agreement with the exact results in this case too.
In the rest of this paper, we present background and de-
tails of our calculations and compare our approach with other
known almost exact results in Sec. II and draw conclusions and
propose possible applications and extensions of our method in
Sec. III.
II. METHOD AND RESULTS
In this section, we explain our method and show that it gives
consistent results which are quantitatively in good agreement
with the NIBA method as well as the NRG results. Let us begin
0 Λ ∼ 1/t
∣dΛ∣
ωc
FIG. 1. At time t, the spectrum of bath modes is divided into a
high-frequency part ω > Λ (hatched region) and a low-frequency part
ω < Λ. The effect of the high-frequency bands on the system dynam-
ics can be accounted by putting their average value. At t + dt, a new
slice of low-frequency sector (shown by a dashed line) has to be re-
moved from the low-frequency sector and added as a high-frequency
contribution.
with a formal statement of the problem and a proposed form
of the solution which motivates this work. We would like to
study the quench dynamics of the spin-boson model with an
initially factorizing state in which the full density matrix is
a tensor product ρ(t = 0) = ρs(0) ⊗ ρb(0). The goal is to
compute the reduced density matrix of TLS ρs(t) = trb(ρ(t))
for t > 0 where trb( ) means to trace out the bath degrees of
freedom. The usual method to find ρs(t) is to start with the
Von Neumann equation ∂tρ = −i[HI(t), ρ] for the full density
matrix in the interaction picture where HI(t) = eiH0V e−iH0
and H0 = Hs +Hb defined in Eq. (1). After a straightforward
manipulation, one arrives at
∂ρs
∂t
= −∫ t
0
dt′ trb ([HI(t), [HI(t′), ρ(t′)]]) . (3)
The above expression is exact up to assuming that
trb([HI , ρ(0)]) = 0 which is always the case for a ther-
mal bath. From this point, various approximations are made
to solve for ρs(t). The Born approximation is to write
ρ(t′) ≈ ρs(t′)⊗ ρb(0) in the integrand. The Redfield approx-
imation builds on top of the Born approximation by writing
ρ(t′) ≈ ρs(t) ⊗ ρb(0) and removing the density matrix from
the integrand. Finally, the Born-Markov approximation goes
one step further by assuming that the result of the integral is
t independent and HI(t′) should be replaced by HI(t − t′).
We note that the Redfield and Markov approximations look
similar in the sense that both equations are local in time, i.e.
only ρs(t) is present on the right-hand side of the equation,
while the important difference between them is that the former
involves time-dependent coefficients while all coefficients are
time independent in the latter.
Inspired by these approximations, here we propose that the
dynamics of the system can be effectively described by a
time-local master equation which is characterized by the ef-
fective time-dependent TLS frequency ∆(t) and decay rate
γ(t) to be determined shortly. Interestingly, the exact solu-
tion of the spin-boson model after the rotating-wave approx-
imation (also called the spontaneous emission) can be writ-
ten in this form [3, 48]. Here we present a method to sys-
tematically derive approximate solutions for ∆(t) and γ(t)
through an RG-type argument based on coarse graining over
the real time. There is also a general method known as the
time-convolutionless projection operator technique which has
been developed in [49] to derive the time-local equations for
3the dynamics of system. This method has been successfully
applied to various models and has been shown to capture dy-
namics beyond the Born-Markov approximation (see also [3]).
Let us now derive the defining equations for the system pa-
rameters ∆(t) and γ(t). To this end, it is more convenient
to work with the Heisenberg equations of motion instead of
the density matrix dynamics in Eq. (3). The ultimate form of
equations of motion for the TLS operators is
∂t⟨σx⟩ = −γ(t)(⟨σx⟩ − 1), (4)
∂t⟨σy⟩ = ∆(t)⟨σz⟩ − γ(t)⟨σy⟩, (5)
∂t⟨σz⟩ = −∆(t)⟨σy⟩, (6)
where ⟨...⟩ = tr(ρs(t)...) is the expectation value of a system
operator, ∆(t) and γ(t) are given in terms of the flow equa-
tions. These equations can be effectively interpreted as the
TLS being dressed up with the high-frequency bath modes as
the time evolves. In this respect, we call this method the dy-
namical renormalization group (DRG). The current scheme is
inspired by the idea developed in [50] regarding the dynamics
of vortices in 2D sine-Gordon model where the equations of
motion correspond to classical fields. The idea is that at time
t the bath modes are divided into the low-frequency ωt ≲ 1
and the high-frequency ωt ≳ 1 sectors and their effect on
the dynamics of TLS are treated separately (Fig. 1). Then,
the coarse-graining scheme follows by replacing the high fre-
quency bath modes with their effective average values.
The DRG process starts with the Heisenberg equations of
motion
∂tσx = −∑
k
gk(bk + b†k)σy, (7)
∂tσy = ∆0σz +∑
k
gk(bk + b†k)σx, (8)
∂tσz = −∆0σy, (9)
∂tbk = −iωkbk − igk σz
2
. (10)
It is evident that this set of equations cannot be closed and ev-
ery time we replace one equation into another, higher-order
terms (so-called secular terms) are generated due to the non-
linearity of the spin operators. The usual perturbation theory
would be to cut this process at some step and decouple TLS op-
erators from the bath operators; for instance, keeping terms up
to the second order in gk yields the Born approximation. How-
ever, this approximation clearly fails in the strong-coupling
regime. It is worth noting that in contrast to the original basis
of the Hamiltonian in Eq. (1), in the displaced bath oscillators
basis, decoupling the spin and bath operators in the Heisen-
berg equations of motion yields the same results as NIBA [51].
As mentioned earlier, our objective here is to use the original
basis of the spin-boson Hamiltonian and to keep the form of
the equations the same as that of the Born-Markov approxi-
mation, Eqs. (4)-(6), but modify the parameters accordingly
as time evolves.
We now apply the following renormalization procedure to
the equations of motion. We rescale the time as t → t(1 +
dΛ/Λ) and the bath mode frequencies as k → k(1 − dΛ/Λ).
This implies that the bath cutoff frequency is rescaled as Λ →
Λ′ ≡ Λ(1 − dΛ/Λ), so the bath modes between Λ′ and Λ are
to be removed. The removal process of high-frequency bath
modes is done by finding the effective term generated by these
modes after averaging them through a perturbative treatment.
As expected, the newly generated terms after one RG step is
nothing but a correction to the TLS frequency and decay rate.
In order to do this, we substitute the solutions of bk and b†k
for Λ′ < ωk < Λ in the equations of motion for TLS, and
we keep only terms up to the second order in terms of the
coupling gk. As a result of time averaging and after taking
the expectation value over the bath modes, the high-frequency
modes contribute as a Lamb shift correction to TLS frequency
as well as a Markovian decay rate (see Appendix A for de-
tailed derivations). In other words, as we go to an infinites-
imally later time t(1 + dΛ/Λ), a narrow band of modes (see
Fig. 1) in the low-frequency sector must be transferred to the
high-frequency sector and this modifies ∆ to ∆+d∆ and γ to
γ + dγ. Consequently, one can calculate the flow equations as
d∆
dΛ
= ∆
2pi
J(Λ)(∆2 −Λ2)(∆2 −Λ2)2 + γ2Λ2 , (11)
dγ
dΛ
=∆2
pi
γJ(Λ)(∆2 −Λ2)2 + γ2Λ2 . (12)
Remarkably, the flow equation of ∆ when γ → 0 coin-
cides with the equilibrium perturbative RG equations of spin-
boson model which yields the Kondo energy scale TK =
∆0(∆0/ωc)α/(α−1) for TLS in the scaling limit where ∆0 ≪
ωc [1, 2].
Next, the time-dependent parameters are used to evaluate
the dynamics of TLS through Eqs. (4)-(6). A comparison be-
tween different methods is illustrated in Figs. 2 and 3. Here,
the TLS is initially prepared in the excited state ∣e⟩ and the bath
is at the zero temperature. As a first benchmark, we compare
the dynamics of σz in Fig. 2. The NIBA method is known
to yield very good (almost exact [2]) results for the dynam-
ics of σz and the agreement between our DRG and NIBA is
quite remarkable. Interestingly, for α = 0.5 (Toulouse point)
the agreement with NIBA which is the exact solution at this
point (Fig. 2(b)) makes the DRG method even more promis-
ing. As a second benchmark, we compute the dynamics of σx
in Fig. 3 where a comparison with the weak-coupling theory
beyond the NIBA [2, 52, 53] and the thermodynamic expec-
tation value ⟨σx(∞)⟩ at long times, using Bethe ansatz [54]
and a rigorous Born approximation [55], are shown for ref-
erence. It is evident from Eq. (4) as well as Fig. 3 that the
long-time value of DRG is always 1 which is different from
the prediction of Bethe ansatz [54]. This probably indicates
that the DRG method at this order of approximation (single-
loop RG) is best for evaluating σz and not σx. Nevertheless, it
is worth noting that DRG does not have the two well-known is-
sues of the NIBA in the long-time regime of the unbiased spin-
boson model; namely, (i) the long-time value ⟨σx(∞)⟩ is not
singular; (ii) there is no power-law behavior for the long-time⟨σz(t)⟩ and DRG simply converges to a damped oscillator as
anticipated from the conformal field theory [33].
We should note that in our arguments above the real time
is related to the cutoff frequency Λ up to a proportionality co-
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FIG. 2. (Color online) Comparison of TLS dynamics ⟨σz(t)⟩ for (a)
α = 0.10 and (b) α = 0.5 (the Toulouse point). The inset shows the
linear time scale. In all figures, blue circles are DRG, green triangles
are NIBA and solid red is NRG. The NRG results are courtesy of
Weichselbaum (see Ref. [39]). Note that NIBA is the exact analytical
solution at the Toulouse point. η is set to (a) 1.0 and (b) 0.5. Here,
∆0/ωc = 0.01.
efficient η, i.e., Λ = η/t. This time-independent coefficient
determines how fast the integration process needs to be done;
i.e., the smaller the η, the faster the spectrum is swept and
the parameters flow away from short-time solutions towards
the long-time renormalized values more quickly. Interestingly,
the long-time values of effective parameters ∆ and γ do not
depend on the choice of η. However, to make the DRG re-
sults match the transient dynamics, η must be optimized for
any given spectral function J(ω). In this sense, η can be re-
garded as a variational parameter 0 < η ≤ 1. We obeserve that
the general trend is as follows: η must be decreased as α is in-
creased and it does not depend on ∆0/ωc. Explicit examples
for η dependence are shown in Fig. 5 of Appendix A. Figure 4
shows the long-time renormalized TLS frequency ∆ and re-
laxation time τ = γ−1 as a function of the coupling coefficient
α, where there is an acceptable agreement between the DRG
and NIBA results. Furthermore, as we see in Fig. 4(c), the
quality factor remains rather close to that of NIBA, which is in
turn confirmed by the conformal field theory [33].
Few remarks about the DRG method compared to the other
recently developed methods are in order. The short-time dy-
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FIG. 3. (Color online) Comparison of TLS dynamics ⟨σx(t)⟩ for (a)
α = 0.01 and (b) α = 0.1. In both figures, the dotted blue is DRG and
the solid red is the weak-coupling theory beyond the NIBA [2, 52, 53].
The long-time thermodynamic value ⟨σx(∞)⟩ predicted by the Bethe
ansatz [54] (dashed gray) and a rigorous Born approximation [55]
(dash-dotted green) are shown for reference. Here, η is set to 1.0 in
both cases and ∆0/ωc = 0.02.
namics is explicitly built into the DRG steps and the long-time
dynamics is shown to match with the NIBA results. These
two properties make the DRG method a good approximation
for both short-time transient dynamics as well as the long-
time dynamics. This must be contrasted from other interesting
variational approaches [56–58] where a unitary transformation
is carried out and a perturbative expansion is performed in
the rotated basis to describe the quench dynamics. As also
pointed out in Refs. [56, 57], this expansion is not guaran-
teed to give a reliable short-time dynamics. Moreover, in the
variational methods it is usually assumed that the long-time
interaction with bath relaxes the final state of the global sys-
tem (TLS+bath) to the ground state of the full Hamiltonian
(also called shifted thermal bath). As a result of this assump-
tion, it is relevant to expand the interactions perturbatively
around a good variational ansatz for the ground state. Interest-
ing enough, we do not make such an assumption in the DRG
method and this long-time behavior naturally comes out of
the flow equations. It should be noted that the DRG method
shares some similarities to the flow equation approach [47]
mentioned earlier and we believe that our approach is quite
comparable with this method.
To further benchmark our DRG method, we have also ap-
plied it to the spontaneous emission model which can be solved
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FIG. 4. (Color online) Comparison of the long-time values for (a) the
renormalized TLS frequency ∆ , (b) relaxation time τ = γ−1, and (c)
the quality factor using DRG (blue circles) and NIBA (solid green).
exactly and have compared the DRG results with the exact so-
lution where we have found an excellent agreement (see Ap-
pendix B).
III. DISCUSSION
In conclusion, we present a semi-analytical approach to
study the dynamics of the spin-boson model in the strong-
coupling regime. The key idea is to represent the dynamics
of TLS in terms of a time-local master equation with the time-
dependent frequency and decay rate. In other words, the TLS
dynamics can be described by an effective time-dependent
model in which the TLS parameters are determined by a set of
flow equations where the real time is the flow parameter. The
flow equations are derived by doing partial averaging over fast
oscillating high-frequency bath modes. We observe that the
long-time values of TLS frequency and decay rate match with
the renormalized values computed by the NIBA method over
a wide range of coupling constant 0 < α ≤ 1/2. In terms of the
quench dynamics of TLS, the DRG approach has demonstrated
a remarkable agreement with the other reliable methods well
beyond the perturbative Born-Markov approximation.
As a possible application of the DRG approach, it can
be generalized to more complex out-of-equilibrium situations
where the system is strongly driven by an external coherent
source. This could involve calculating the correlation func-
tions beyond the perturbative expansions. Another possible
interesting direction is the generalization to the dynamics of a
biased TLS, including terms like 
2
σz . We should note that the
flow equation in our method fails for larger coupling constants
α > 1/2, which is also the case in several other approaches.
The extension of the DRG method to the ultrastrong-coupling
regime is an interesting direction to pursue.
In principle, the general ideas and treatments discussed in
the DRG method can be applied to other impurity systems such
as the quench dynamics of the Anderson impurity model with
the rich phase diagram consisting of three fixed points: the free
orbital, local moment, and strong coupling. One interesting
possibility is to investigate the dynamical crossovers from one
fixed point to another [59].
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6Appendix A: Derivation of the flow equations for the spin-boson model
In this appendix we give a detailed derivation of the quench dynamics in the spin-boson model using the DRG method. Fol-
lowing the idea introduced in [50] (originally for the dynamics of classical observables), we would like to derive a set of flow
equations via the Heisenberg equations of motion. The process of removing high-frequency bath modes begins with substituting
the solutions of bk and b†k for Λ′ < ωk < Λ in the equations of motion for TLS. The full solution of bk can be easily found to be
bk(t) = bk(0)e−iωkt − igk
2
∫ t
0
dt′e−iωk(t−t′)σz(t′). (A1)
We are going to treat the high-frequency shell perturbatively and show that these modes ultimately lead to corrections in the TLS
dynamics. In other words, we split the bath modes as in
∂tσx = − ∑
k<Λ′ gk(bk + b†k)σy − ∑k∈dΛ gk(bk + b†k)σy, (A2)
∂tσy = ∆0σz + ∑
k<Λ′ gk(bk + b†k)σx + ∑k∈dΛ gk(bk + b†k)σx, (A3)
∂tσz = −∆0σy. (A4)
where k ∈ dΛ refers to the fast oscillating shell of bath modes Λ′ < k < Λ. Plugging Eq. (A1) into the high-frequency part of the
right-hand side (RHS) of Eqs. (A2) and (A3) yields
f>x ≡ − 12 ∑k∈dΛ gk[(bk(0)e−iωkt + b†k(0)eiωkt)σy(t) + σy(t)(bk(0)e−iωkt + b†k(0)eiωkt)]+ 1
2
∑
k∈dΛ g
2
k ∫ t
0
dt′sin(ωk(t − t′)) (σz(t′)σy(t) + σy(t)σz(t′)), (A5)
f>y ≡12 ∑k∈dΛ gk[(bk(0)e−iωkt + b†k(0)eiωkt)σx(t) + σx(t)(bk(0)e−iωkt + b†k(0)eiωkt)]− 1
2
∑
k∈dΛ g
2
k ∫ t
0
dt′sin(ωk(t − t′)) (σz(t′)σx(t) + σx(t)σz(t′)), (A6)
Note that we wrote the equations in a symmetric form, since the equal-time bath operators commute with TLS operators in the
original Eqs. (A2)-(A4). We first show the detailed derivation of the renormalized parameters for σy , the same derivation can be
done for σx. Later, we will discuss the additional term γ(t) on the RHS of Eq. (4) which only appears in the equation of motion
for σx.
The next step to find the effective dynamics of σy is to substitute the σx dynamics in Eq. (A6) and keep only terms up to the
second order of gk. The free dynamics of σx to the leading order in gk is given by
σx(t) = e−γxtσx(0) −∑
k
gk ∫ t
0
dt′e−γx(t−t′)(bk(0)e−iωkt′ + b†k(0)e−iωkt′)σy(t′) +O(g2k). (A7)
We substitute this into Eq. (A6),
f>y = − 12 ∑k′,k∈dΛ gkgk′ ∫ t0 dt′ e−γx(t−t′)[(bk(0)e−iωkt + b†k(0)eiωkt)(bk′(0)e−iωk′ t′ + b†k′(0)eiωk′ t′)σy(t′)+ σy(t′)(bk′(0)e−iωk′ t′ + b†k′(0)eiωk′ t′)(bk(0)e−iωkt + b†k(0)eiωkt)]. (A8)
We are interested in corrections up to the second order with respect to the coupling coefficients gk; hence, the σ operators in the
second line of Eq. (A6) are to be replaced by the zeroth order solution given by the free (decoupled) dynamics. In fact, these
terms vanish at this order of approximation due to the anti-commuting property of Pauli matrices; i.e. {σi, σj} = 0 for i ≠ j. We
should note that this, however, is not the case for f>x (see Eq. (A26)) and indeed it is this non-zero value which gives rise to the
term γ(t) in Eq. (4). After taking the expectation value over the bath modes in Eq. (A8), we arrive at
⟨f>y ⟩ = − ∑
k∈dΛ g
2
k (2nb(ωk) + 1)∫ t
0
dt′e−γx(t−t′)cos(ωk(t − t′))⟨σy(t′)⟩. (A9)
Here, we assume that the bath is in the thermal equilibrium with temperature T and nb(ωk) = ⟨b†kbk⟩ = 1/[exp(h̵ωk/kBT )− 1].
7Next, we plug the free dynamics of σy into the above equation, that is
σy(t′) =e−γy(t′−t)/2[σy(t)(cos(Ω(t′ − t)) − γy
2Ω
sin(Ω(t′ − t))) + σz(t)∆
Ω
sin(Ω(t′ − t))] +O(gk) (A10)
where Ω = √∆2 − γ2y/4. The decay rates γx and γy are introduced to make the flow equations self-contained as in any standard
RG analyses. It is important to note that the decay rates are equal and we just use different notations for the book keeping. As we
will see later, they obey the same flow equations. As a result of the substitution, we get
⟨f>y ⟩ =⟨σz(t)⟩Fz − ⟨σy(t)⟩Fy (A11)
where we introduce the following functions
Fz =∆
Ω
∑
k∈dΛ g
2
k (2nb(ωk) + 1)∫ t dt′ e−(γy−2γx)(t′−t)/2cos(ω(t − t′)) sin(Ω(t′ − t)), (A12)
Fy = ∑
k∈dΛ g
2
k (2nb(ωk) + 1)∫ t dt′ e−(γy−2γx)(t′−t)/2cos(ω(t − t′)) (cos(Ω(t′ − t)) − γy2Ω sin(Ω(t′ − t))). (A13)
Note that the above functions contain damped oscillating terms which are averaged to zero and the simplified results are
Fz =∆
2
∑
k∈dΛ g
2
k (2nb(ωk) + 1) ∆2 − ω2k + γx(γx − γy)∆4 + (ω2k + γ2x)(ω2k + (γx − γy)2) − 2∆2(ω2k + γx(γy − γx)) , (A14)Fy = ∑
k∈dΛ g
2
k (2nb(ωk) + 1) ∆2γx + (ω2k + γ2x)(γx − γy)∆4 + (ω2k + γ2x)(ω2k + (γx − γy)2) − 2∆2(ω2k + γx(γy − γx)) . (A15)
It is worth noting that the oscillating terms are damped by an exponential factor in Eqs. (A14-) and (A15) which means that
as t becomes large the corrections due to discarding these terms become exponentially small. In addition, for extremely short
times t < 1/ωc the oscillating terms can be neglected, too. This approximation is justified by the fact that the spectral density
J(ω)∝ e−ω/ωc is exponentially small for extremely high frequencies.
Therefore, the two averaged terms add to the self-dynamics of TLS and the corrections are
d∆ = ∆
2
∑
k∈dΛ
g2k (2nb(ωk) + 1)(∆2 − ω2k + γx(γx − γy))
∆4 + (ω2k + γ2x)(ω2k + (γx − γy)2) − 2∆2(ω2k + γx(γy − γx)) , (A16)
dγy = ∑
k∈dΛ
g2k (2nb(ωk) + 1)(∆2γx + (ω2k + γ2x)(γx − γy))
∆4 + (ω2k + γ2x)(ω2k + (γx − γy)2) − 2∆2(ω2k + γx(γy − γx)) . (A17)
We focus on the zero temperature case where nb(ωk) = 0. As we go to an infinitesimally later time t+dt, a band of modes in the
low frequency sector is added to the high frequency sector (as shown in Fig. 1) and this changes ∆ to ∆+d∆ and γy to γy +dγy .
Consequently, one can calculate the flow equations as
d∆
dΛ
= ∆
2pi
J(Λ)(∆2 −Λ2 + γx(γx − γy))
∆4 + (Λ2 + γ2x)(Λ2 + (γx − γy)2) − 2∆2(Λ2 + γx(γy − γx)) , (A18)
dγy
dΛ
= 1
pi
J(Λ)(∆2γx + (Λ2 + γ2x)(γx − γy))
∆4 + (Λ2 + γ2x)(Λ2 + (γx − γy)2) − 2∆2(Λ2 + γx(γy − γx)) , (A19)
Next, we present the calculations for σx, starting from Eq.(A5). Let us first show that the upper line can be treated in a similar
fashion to the above derivation and it ultimately yields the term −γ(t)⟨σx(t)⟩. Following the same steps, first, plug in the first
order solution of σy , that is
σy(t) =e−γyt/2[σy(0)(cos(Ωt) − γy
2Ω
sin(Ωt)) + σz(0)∆
Ω
sin(Ωt)]
+∑
k
gk ∫ t
0
dt′e−γy(t−t′)/2(cos(Ω(t − t′)) − γy
2Ω
sin(Ω(t − t′)))(bk(0)e−iωkt′ + b†k(0)e−iωkt′)σx(t′) +O(g2k); (A20)
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FIG. 5. (Color online) Comparison of TLS dynamics for three values of η = Λt at (a) α = 0.10 and (b) α = 0.5 (the Toulouse point). Here,
∆0/ωc = 0.01.
Second, take the expectation value over bath modes, we get
∑
k
g2k (2n(ωk) + 1)∫ t
0
dt′e−γy(t−t′)/2cos(ωk(t − t′)) (cos(Ω(t − t′)) − γy
2Ω
sin(Ω(t − t′)))σx(t′); (A21)
Third, substitute the zeroth order solution of σx, i.e., σx(t′) = e−γx(t′−t)σx(t). The expression can then be written in the form ofF1x⟨σx(t)⟩, where
F1x =∑
k
g2k (2n(ωk) + 1)∫ t dt′e−(γy−2γx)(t−t′)/2cos(ωk(t − t′)) (cos(Ω(t − t′)) − γy2A sin(Ω(t − t′))). (A22)
The result of this integral is the same as Fy in Eq. (A15). Hence, we conclude that γx = γy = γ. This should have been clear also
from the beginning and consistent with the original equations of motion (Eqs (A2)-(A4)) as there is no difference in the way σx
and σy are coupled to the bath. Using this identity, now we can simplify the flow equations further into
d∆
dΛ
= ∆
2pi
J(Λ)(∆2 −Λ2)(∆2 −Λ2)2 + γ2Λ2 , (A23)
dγ
dΛ
= ∆2
pi
γJ(Λ)(∆2 −Λ2)2 + γ2Λ2 . (A24)
One should notice that the relation between time rescaling and frequency rescaling in DRG is logarithmic, i.e. dt/t = −dΛ/dΛ.
Therefore, the real-time is related to the frequency scale by t = η/Λ, where η is a constant. Figure 5 shows two examples of how
dynamics is affected as η is changed.
Let us now focus on the second line of Eq. (A5). After substituting the zeroth order solution of σz , that is
σz(t′) =e−γy(t′−t)/2[σz(t)(cos(Ω(t′ − t)) + γy
2Ω
sin(Ω(t′ − t))) − σy(t)∆
Ω
sin(Ω(t′ − t))] +O(gk), (A25)
in the second line of Eq. (A6), it will read as
F2x =12 ∑k∈dΛ g2k ∫ t dt′sin(ωk(t − t′)) (σz(t′)σy(t) + σy(t)σz(t′))=1
2
∑
k∈dΛ g
2
k ∫ t dt′sin(ωk(t − t′)) e−γy(t′−t)/2[{σz(t), σy(t)}(cos(Ω(t′ − t)) − γy2Ω sin(Ω(t′ − t))) + {σy(t), σy(t)}∆Ω sin(Ω(t′ − t))]
=I ∆
Ω
∑
k∈dΛ g
2
k ∫ t dt′sin(ωk(t − t′)) e−γy(t′−t)/2sin(Ω(t′ − t)) (A26)
9where we use the anti-commuting property of the Pauli matrices (for equal-time TLS operators) {σi, σj} = 2δijI. Therefore, this
term leads to the term Fx⟨I⟩ = Fx, where
F2x = ∆ ∑
k∈dΛ g
2
k
γ∆(∆2 − ω2k)2 + γ2ω2k . (A27)
Assuming that the equation of motion has the form of ∂t⟨σx⟩ = −γ⟨σx⟩+β, performing the above RG step leads to the correction
β → β + dβ where the flow equation is given by
dβ
dΛ
= ∆2
pi
γJ(Λ)(∆2 −Λ2)2 + γ2Λ2 . (A28)
Thus, we arrive at the same flow as γ in Eq. (A24), which means β = γ.
The final remark is about the relation between our flow equations and those of the equilibrium RG. To arrive at the standard
result, let us consider the usual form of the spectral function J(Λ) = 2piαΛ θ(ωc − Λ)θ(−Λ), where a sharp cutoff ωc ≫ ∆0 is
introduced and neglect the decay term in the denominator. Assuming ∆ ≪ Λ, Eq. (A23) can be simplified into
d∆
d ln Λ
= −α∆
⇒ ln ∆
∆0
= α ln Λ
ωc⇒∆(Λ) = ∆0 ( Λ
ωc
)α (A29)
The flow equation reaches the Kondo scale fixed point when TK ≡ ∆ = Λ and hence we have
TK = ∆0 (TK
ωc
)α
⇒ TK = ∆0 (∆0
ωc
) α1−α (A30)
that is the well-known Kondo scale for the ohmic spin-boson model [1]. This gives us a time-scale at which the TLS parameters
approach the long-time final values.
Appendix B: The spontaneous emission problem
In this appendix, we show the DRG results for the spontaneous emission problem which can be solved exactly. In quantum
optics literature, it is customary to make the rotating-wave approximation and drop the terms of type bkσ− and b†kσ+ [60]. Thus,
the Hamiltonian becomes
HSE = ∆0
2
σz +∑
k
ωkbkb
†
k + 12 ∑k gk(σ+bk + b†kσ−) (B1)
which is also known as the celebrated Wigner-Weisskopf theory of spontaneous emission. Note that in going from the basis
introduced for the spin-boson model in Eq. (1) to the usual form of the spontaneous emission problem above, we need to make a
spin rotation around the y-axis such that σx → σz and σz → −σx. The approximation here is justified when α ≲ ∆0/ωc. It turned
out that in this case one can write an exact master equation in the Lindblad form for TLS density operator ρs [3, 48]
∂ρs
∂t
= −i∆(t)[σz, ρs] + γ(t)L[ρs], (B2)
where L[ρ] = 2σ−ρσ+ − σ+σ−ρ − ρσ+σ− is the Liouvillian super-operator. The time-dependent TLS frequency ∆(t) and decay
rate γ(t) are given by the expression
u˙(t)
u(t) = −γ(t) − i∆(t), (B3)
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FIG. 6. (Color online) (a) Dynamics of TLS in the spontaneous-emission problem, Eq. (B1), for α = 0.05 and ∆0/ωc = 0.1. The long-time
renormalized TLS (b) frequency and (c) decay rate as a function of coupling constant α. In all three graphs, DRG is blue circles, the exact
solution is solid red and the Born-Markov approximation is dash-dotted black.
where u(t) is a solution of the integrodifferential equation
u˙(t) + i∆0u(t) + 1
2
∫ t
0
dt′µ(t − t′)u(t′) = 0. (B4)
The kernel function µ(τ) = ∑k g2kexp(−iωkτ) is the inverse Fourier transform of the spectral function in Eq. (2). This is a quite
important remark that TLS dynamics can be exactly determined through a Born-Markov form solution with time-dependent
parameters; indeed, our method is originally motivated by this observation. Therefore, the dynamics of TLS is governed by the
following equations
∂t⟨σ±⟩ = (±i∆(t) − γ(t))⟨σ±⟩, (B5)
∂t⟨σz⟩ = −2γ(t)(⟨σz⟩ + 1). (B6)
Following the steps in Appendix A, one can obtain the flow equations as
d∆
dΛ
= J(Λ)
4pi
(∆ −Λ)(∆ −Λ)2 + γ2 (B7)
dγ
dΛ
= J(Λ)
4pi
γ(∆ −Λ)2 + γ2 . (B8)
Figure 6 shows a comparison between the DRG method and the exact solution. It is interesting to note that in Fig. 6(c) the Born-
Markov approximation agrees with the exact results only for small α and looks more like a linear approximation to the exact
results.
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