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We consider a quantum mechanical system whose hamiltonian is a time-dependent analytic 11 x n matrix.
For n = 2 we establish a generalization of Dykhne formula which gives the transition probability from one energy level to the other in the adiabatic limit. We discuss in particular the geometric nature of this formula.
In the general case. n > 2, we prove an upper bound for the probability of such transitions which shows that they are exponentially small.
INTRODUCTION
The Adiabatic Theorem of quantum mechanics has a long history. It has already been studied by Born and Fock [l] . The theorem describes the asymptotic regime of the slow evolution of a quantum mechanical system. This is an important limit which is discussed in many textbooks on quantum mechanics. Recently, a lot of work has been done on the topological or geometric aspect of the theorem after the publication of a paper by Berry [2] (see the collection of papers [3] ). The geometric interpretation of the results of [2] has been clearly exposed by Simon in [4] .
We consider a quantum mechanical system whose evolution is governed by the Schroedinger equation (h = 1) i$(l')=H(f'/T)$(t').
(1.1)
The parameter T is the typical time-scale over which the hamiltonian changes 299 0003-4916/91 67.50 JOYE, KUNZ, AND PFISTER a finite amount. Introducing the resealed time t = f/T we obtain the equivalent equation i%(t)= TH(t)$,(t).
(1.
2)
The adiabatic limit corresponds to the limit T + m. In this limit, if the system at time t, is in the ground state of H(t,), then at time t it is in the ground state of H(r) provided that the ground states of H(s), t, d s d t, are isolated in the spectrum of H(s). A natural and important question is to estimate the probability of transition to an excited state when T is large. It is believed that analyticity of the hamiltonian leads to exponentially small transition probabilities under appropriate conditions. This is this problem which we study here. Throughout the paper we make the following two assumptions I. Analyticity.
There exists a simply connected domain S, with the following properties: the hamiltonian H(t), t E R is a IZ x n hermitian matrix which has an analytic extension on S,,; S, = $ and 3 a such that V I = t + is, IsI <a and ItI large enough, z E S,,.
II. Behaviour at infinity.
There exist two n x n hermitian matrices Hf and Hm such that lim sup IIH(t+is)-HfII IfI'+'= , -* '% j A 1 < (I for some positive E. Moreover, the spectra of H+ and HP are nondegenerate.
In physics many interesting phenomena are studied with the help of n-level systems and in particular 2-level systems. See, for example, the recent review paper by Solov'ev [5] in which the problem of computation of transition probabilities in the adiabatic limit (called nonadiabatic transitions) is treated. This problem leads to the study of global properties of an analytic function. This is mainly the aspect which we consider here, since it has been neglected in the literature. Because of this fact, incorrect conclusions have been drawn (see below the discussion of formula ( 1.6) and comments on example (2.1)).
We first deal with the 2-level systems under the additional assumption III. Separation of the spectrum For each t E R! the spectrum of H(t) consists of two separated eigenvalues e,(t) and e2( t) such that er( t) -e,(t) > 6 > 0.
We denote by P,(t) and P>(t) the spectral projections associated with the eigenvalues e,(t) and ez(t). By assumption II, e,(t) and P,(t) have well-defined limits as t + -~-CC, i = 1, 2. The basic question which we study is formulated as follows. Let Gr(t) be a solution of the Schroedinger equation (1.2) which is normalized, )I$ r( t) 11 = 1, and which satisfies the boundary condition lim lIPI $Af)ll = 1.
(1.3) r--SC This boundary condition means that the system is prepared at time t = -m so that its energy is el( -c;o) with probability one. We let the system evolve and measure its energy at some later time t. The result of this measurement is either e,(t) or e,(t). Since we have separation of the spectrum for all t the probability that we find the value e?(t) is llf'dt) IC/Af)/l'G c/T', (1.4) where c is a constant independent of t. Thus, when T + x', the probability that the system has made a transition to the energy level ez(t) tends to zero. This is the content of the Adiabatic Theorem (The analyticity assumption is not needed for the validity of the bound (1.4)).
The situation is quite different if we perform the measurement of the energy at time t = +a. Let us suppose that there are two eigenvalue crossings at c, and r, in S, (see Fig. (1) ). We also suppose that the eigenvalues e,(c) and eigenprojections Pi(z) have an algebraic singularity of square root type at :r and 7. Let s,, be any point of the real axis. In a neighbourhood of .K~ the eigenvalues are analytic and we can choose analytic eigenvectors q,(c), H(Z) cp,(:) = e,(l) cp,(:), so that cp,(x,) and cp?(s,) form an orthonormal basis. Let :' be a loop as in Fig. 1 . We analytically continue e,(z) and V,(Z) along the path ) and we denote by <(s,), @',(x,) the result of the analytic continuation when we come back to 9". We have e"; (.K,~) = e2(so), &,(.y,) = e~~'H"'ii)l;)(P?(gg), (1.5) where 8r,(x, 1~) is in general a complex phase. We also define SY e, as the integral of the analytic continuation of e, along 7. Both quantities 82,(solr) and s, e, depend only on the homotopy class of the loop y starting and ending at s,,. Moreover, Im 8,,(x, 1 y) and Im j;, e, do not depend on the choice of so as long as X"E R. Under an additional hypothesis, which is introduced in Section 2.3 (condition VI) and analyzed in Section 2.4, the probability that we measure the energy e?( + Co) at time t = +x8 is given by Since we can choose any x0 E Iw we can take -'co = Re zl. Then
Re(e,(.u, + is) -ez(xo + is)) ds.
(1.7)
Thus, provided (1.6) is correct, the probability that we measure e,( + co) is exponentially small in T. Formula (1.6) with exp(2 Im Hl,(xoly)) replaced by 1, is known as Dykhne formula [6] and can be found in Landau and Lifschitz [7] . A convincing derivation of it has been given in 1977 in a very interesting paper of Hwang and Pechukas [S], but without the factor exp(2 Im f?r,(xo 1 y)). In Section 2, we again prove formula (1.6). using the ideas of Hwang and Pechukas.
We add new results to their paper. First, there is the geometric factor exp(2 Im 02,(.~oI;f)) in (1.6). The phase t)2,(~~oI;j) is the analog of the Berry phase for a loop in the complex plane around the eigenvalue-crossing z,. However, this does not correspond to a loop in the space of hamiltonians. Second, the proof of formula (1.6) by the method of [8] is valid only if we make an additional hypothesis on the global behaviour of the analytic continuation of the function
The discussion of this hypothesis in Section 2.4 is quite important, although it appears as a technical hypothesis in the derivation of (1.6). Indeed, let us suppose that we do not have two, but more, eigenvalue-crossings in S,, say r, and 5, z2, and G. Which eigenvalue-crossing must be used in order to compute the transition probability using formula (1.6)? This is obviously an important issue since the result given by (1.6) depends on this choice. It could seem that a natural choice is to consider the closest eigenvalue-crossing to the real axis (implicitly in the Euclidean distance) as in [8, 9] . However, if the global character of the problem is taken into account then it turns out that this is clearly not so. Indeed the analysis of Section 2.4 shows that there is a metric pi,, constructed with the eigenvalues of the hamiltonian H such that whenever we can prove (1.6) with the method of Section 2.3 the eigenvalue-crossing which governs formula (1.6), say J,, is the nearest eigenvalue-crossing to the real axis in this metric ci,,. An explicit example where this happens is given (Example (2.1)). Moreover, ( 1.6) can be stated in a purely geometric way, lim ilP,(t)~.(t)~I"=exp(2ImB,,(xoI~))exp(-2Tdist,,(=,, r-r w)(i+o(~)).
(1.9)
The simplicity of (1.9) is only apparent. In particular, we must know some global properties of the analytical continuation of the eigenvalues in order to compute dist,(,-, , [w). On the other hand, it seems that this metric gives the correct notion of distance. This is confirmed by an example of Section 2.4, where the hamiltonian has a singularity which is closer to the real axis in the Euclidean distance than the eigenvalue-crossing. However, in terms of the metric CI, the converse is true, and we can show that formula (1.6) is still true. The introduction of the metric d, as well as formula (1.9) is a new result in the subject, although this metric has been used for a long time in the theory of Teichmueller spaces.
From the above discussion it is quite clear that it is welcome to have upper bounds for lim,, % llP2( t) $ T( t)ll' without additional hypothesis. This question is solved in Section 3, not only for two-level systems, but in the more general case of a n-level system. There are few results for this general case. Some aspects are treated by Solov'ev [S] . The paper [S] also contains a theorem for the n-level case; however, in general, the hypotheses of this theorem are not fulfilled (see Section 3.2). We can obtain rigorous exponential bounds for any n x II matrix H(r) which satisfies conditions I, II, and IV.
IV. E.uistence of at1 isolated energ)> level. There exists on the real axis one energy level, say ek(t), which is always separated from the other energy levels ei(r):
Let P,(t) denote the spectral projection associated with the energy e,(t), and let $r(t) be a solution of Eq. (1.2) such that Il$r(t)ll = 1 and lim lip,(t) tiAt)ll = 1.
,-7T
(1.10)
Then the probability that we measure at time t = +cc the energy e, ( + m ), i # k, is exponentially small, lim llPi(t)~~(t)ll'b~eXp(--h-7.1P,(+~~)-e,(+~~)l).
(1.11) I-+% where A4 and ti are two positive constants. The constant K is given in (3.23).
Whenever we can prove (1.6) for n = 2, we can show that the best upper bound obtained by the method of Section 3 gives the correct behaviour in T for the transition probability: the best upper bound is equal to lim T + + %.
-+ln( lim ilP~(t)~T(t)~I')=le2(+~)-ee,(+w,)l sup{k.asin(l.ll)i,. I+ tr K (1.12)
Comments.
Some of these results, in particular ( 1.6) have been announced in [IO] . During the completion of this paper we received a preprint of M. Berry [9] , where he points out independently of us that formula (1.6) must contain the geometric factor exp(2 Im 8,,(s, I y)). We also mention that the results of Section 3 have been generalized to the case of unbounded operators [ 111. We thank M. Berry for having communicated his results to us. We want to study the behaviour of such a solution at t = +cc. To simplify the problem we introduce the supplementary condition V. This condition will be removed in Section 2.4.
V. Eigenualue-crossings.
The set X of zeros of p(z) in S, consists of exactly two points =I and :I and these points are simple zeros of p(z).
The condition means that there are exactly two eigenvalue-crossings in S,, located at Z, and zl, and that each of these points is a branching point of order 1 for the eigenvalues and eigenprojections. Here, and throughout the paper, ' denotes c//c/:. : complex. In order to study the solution rjr(r) we decompose $,(z) in a z-dependent basis of eigenvectors of H(z), cp,(;) and qz(z), so that and we require that cpk(z) are analytic. There are several ways to do this because ek and P, have analytic extensions on M= S,\X which are multi-valued. We use this fact in an essential way in the study of $r. However, for the moment, let L? be the simply-connected domain of S, which is obtained by removing two lines issued at 2, and 7 and joining the boundary of S, (see Fig. 2 ). Since Q is simply-connected, the eigenvalues ex(t) have a single-valued analytic extension ek(z) on Q. The same is true for Pk(z). These analytic extensions are explicitly given by the analytic continuations of formulas (2.3) and (2.4). We construct an analytic family of z-dependent basis on R using a standard method of the theory of perturbations. For details, see Kato [ 12, Chap. 11.41. We introduce the operator K(z) = P{(r) P,(z) + Pi(z) P?(Z) which is given explicitly by (2.9 This gives a choice of analytic eigenvectors of H(z). This follows from the relation
The eigenvectors (PJz), k = 1, 2, have the property
Indeed, using (2.13) and (2.9)
Notice also that U(Z) has limits as Re z + k cc and IIm :( < a. This is a consequence of condition II. This condition implies that for large Itl,
is an integrable function of t. The operator U(Z) is solution of the Volterra equation on Q,
where in (2.20) the integral is over any path in Q from 0 to 2. This equation can be solved by iteration and from the integrability of the function k(t) it is not difficult to show that there exist operators U( + ) and U( -) such that Taking the scalar product of the expression (2.25) with the vector (U(Z) ')* q,(O) we obtain, using (2.14) and (2. 
where the integration is over any path in Q starting at r0 and ending at Z. Explicitly, if u H ;r(u) is a path with ;j(zr,) = z,, and y(u) = 2. then c,(-) = c,(q)) + J" df 3(d) a,,(y(u')) e""'z"""'"cz(r(zl')) (2.32) 4, and a similar expression holds for (2.31). From these equations and (2.28), we obtain lim CJ t + is) = ck( &-co ), k= 1, 2, 1.~1 <a (2.33) I-i-% with ck( k cc) independent of S.
Anal)-tic Continuation of' U(z)
The set M = S,\X, where X is the set of eigenvalue-crossings, is not simply connected. The eigenvalues e, and eigenprojections P, have analytic extensions on M, but these analytic extensions are multi-valued. However, the operator K(z) defined in (2.9) is a single-valued analytic operator on M. At the points of X, K(E) has simple poles. Thus K(Z) is meromorphic on S, and the equation
is well defined, and has regular singular points at the eigenvalue-crossings. The solutions of (2.34) are in general multi-valued.
These solutions allow us to define new families of --dependent basis. We are interested in the solution of (2.34) which is the analytic extension of the solution U(Z) defined on 52 in the previous section. This solution is determined by the initial value at :=O, U(O)= 0. Let 'J, and ;j2 be two closed paths in M based at 0. We do the analytic continuation of U along the paths y, and y?. Coming back at 0 the values of these analytic continuations are U(0 Iy, ) and U(0 1 ;I?). They depend only on the homotopy class of 7, and ;j2. If y1 ;', represents the closed path at 0 by first going y, and then y2, we have u(oIi'z~y~)=u(ol72) WI;',). and to prove the formula (1.6).
The method consists in controlling the solution Gr along a path t H y(t) E S, parametrized by t E [w which has the following properties:
+x Rey(t)= *ix;, lim,, +% Imy(t)=s*, IskI <a
(ii) 7 goes over the branching point=, in the upper half plane.
Since -7 is not in .Q we cannot use the decomposition (2.24) l#bT(Z) = c Cj(Z) e?,:,'='cp,(z) (2.45) ,= I along all the path 7. But we can use it for t < -1. Then we make an analytic continuation of (2.45) along $2. The resulting decomposition is written where 7 means that we have made an analytic continuation off along 7. The coefficients G(z) now satisfy the analytic continuation of Eqs. (2.30) and (2.31) along "7. Let z be some point of 7 with t $ 1 (see Fig. 4 and therefore we have the relation where I,! r, is the integral over q of the analytic continuation of e, along 9. Similarly, we have
If we can control c then we obtain information on c,. The equation for 6 is given in (2.32), where we must replace y by *) and all quantities appearing in (2.32) are defined by analytic continuation along 7. We introduce the notations c(t) for c(y(r)), TV(t) for z,,(*j(t)), and G,(t) for &(7(t)). The boundary condition (2.6)isequivalent tolim,,-,~ <(t)=c,(-m)), Ic,(-co)I=l, and lim,, ~% F?(t) = 0. With these notations the equations for c", and rz read and (2.52) (2.53 )
We perform an integration by parts in Eq. (2.52) in order to use the fact that T is a large parameter: Remarks.
(i) We have used a path 7 going over z, because the energy of the system at t = -cc is e,( -m) which is the lowest energy level. If we had taken at t = -cc the solution GT such that lim, _ bloc llP2(t) $T(t)ll = 1 then we should do the same analysis with a path 7 going below the branching point z,. The result corresponding to (1.6) in this case reads Finally, condition VI appears as a technical but essential condition for the proof of (2.58) . In this section we analyze this condition from a geometric point of view. This analysis allows us to express the formula giving the transition probability in purely geometric terms. We close this section by discussing concrete examples.
The function p(z) = B;(r) + B:(Z) + B:(Z) is holomorphic in the simply connected domain S,. By condition V', P(Z) has 2n simple zeros in S,. This holomorphic function defines a quadratic differential p(z) d'z on S,. The behaviour of the trajectories of the quadratic differential as well as the metric associated with it play an important role in our analysis of the transition probability. We recall the definition of these concepts and their main properties in our present situation. We follow closely Strebel's monograph [ 131.
A point z ES is called regular if p(l) # 0 and it is called critical if p(r) = 0. A H-straight arc is a smooth curve t H y(t) in S,, such that for all t, arg(p(y( t)) v'(t)) = H = const. Therefore, in a p-disc U of radius r around -cl the set of trajectories is homeomorphic to a set of horizontal lines in a disc of radius Y. In particular, two different trajectories cannot cross. We can parametrize globally the trajectory r passing through z0 as follows. We choose a parametrization u H a(u) such that a(O) = z,,. From (2.70) we get locally, i.e., for 1~11 < r, x(u) = @ ~ '( 11'() + zr).
(2.72)
Then we analytically continue the branch of @ along 2. We obtain a function CD, whose restriction on 2 itself is injective, as a consequence of (2.63). The image of CI by QX is the set Remark.
The critical trajectories are called sometimes Stokes lines (see [ 141).
These lines play an essential role in the analysis of the WKB method.
We can also introduce a metric associated with the quadratic differential y. Let 1~ be some rectifiable curve. We define the p-length of 7 by If II and i2 E S, then the p-distance d,(~, , z2) of =I and zz is given by the inlimum of bl,,, where 1' is a rectifiable curve from Z, to z2 in S,. If 1' is contained in a p-disc U of radius Y then its p-length /yI$, is equal to the Euclidean length of the image of y by a branch of @ defined on U. In particular, a p-disc of radius Y is a disc of radius r in the p-metric. A natural parametrization of c( is essentially the parametrization of the arc-length for the p-metric. Finally, we call a curve t H 'J(Z). a < t < h, a geodesic if it is locally shortest. This means that for every t there is an interval [t r, t2] such that t E [t,, t2] and the arc I)( [t , . t,]) is the shortest connection of the two points y(tl) and y(t2). In a neighbourhood of any regular point a geodesic is a o-straight arc.
The main tool for analyzing the set of the critical trajectories is Teichmueller's lemma. A geodesic polygon is a curve y composed of open straight arcs and their end points which can be critical points of p. We quote Teichmueller's lemma from [15] . A more general version for meromorphic quadratic differential is given in c131. This lemma is a consequence of the argument principle. Let y be a dissipative path in the upper half-plane so that the generalized Dykhne formula (2.58) can be proven using 1; as in Section 2.3. We have THEOREM 2.1. Let $7 be as above. Then (1 ) 9 is a simple curve.
(2)
The open region 2 in S, between the path 17 and the real axis contains exactly one eigenvalue-crossing, say z, .
There are three distinct critical trajectories CC, , Q, tx3 having z, us accumulation point. Proof.
(1) We assume that 7 is parametrized by f E R. Let Ah;, be the branch of CD such that Im Ah;z(~y(t)) is non-decreasing in t (see Section 2.3). We choose t, and t2 > t, and consider only the part of 7 for t E [t,, t2]. The image of this part of jj by 67, is a simple path from ~(3 , = AyJlj(t,)) to br2 = Ay1(jJ(t2)). Indeed, if
Im Ay,(T( t)) is constant on some interval then Re &,(*J( t)) is strictly increasing or decreasing on that interval. Elsewhere, Im Ay,(*;(t)) is increasing. We can approximate this path from ~1, to 1~~ by a polygonal line t I-+ p(t) made of horizontal and vertical Euclidean segments such that Im p(t) is nondecreasing. Taking the image by 47, ~~' of this line we get a geodesic polygonal line in the p-geometry which approximates the path 17 for t E [t,, tJ (the inverse map 47, ' is well defined locally).
Let us suppose that p is not simple. Then there exist t, and t, > t, so that y(t,)=;^;(tz). (2) The geometry of the trajectories is well understood in the regions IIm ~1 < a and IRe ~1 large enough. Indeed, in these regions p is essentially constant and tends to positive values as IRe ~1 -+ CZ. Therefore, the p-geometry is essentially the Euclidean geometry. The trajectories are essentially horizontal in the Euclidean sense and the vertical straight arcs are essentially vertical lines in the Euclidean sense. Thus we can find a pair of points X, , on the negative real axis, and Z, = jj(ti ) which can be joined by a vertical straight arc y, in Z. Similarly there exists a pair of points s?. on the positive real axis, and z2 = I( t?) which can be joined by a vertical straight arc y'r in 1. Moreover, the curve r which is composed of ;j,, yl, [.Y~, ~~1, and the part of "7 for t E [t,, t2] can be assumed to be simple and closed. For later purposes we denote by .Z' the bounded region with boundary r. As above we approximate the curve by a geodesic simple closed polygon. In this case we have lNC3n/2)-N(n/2)166 (2.79 ) and by Teichmueller's lemma there is at most one critical point in C. There is in fact exactly one critical point, otherwise (2.47) and (2.48) could not be true.
(3) If 2, and x1 are not distinct, then they coincide. Let us suppose that this is the case. Then M, and r, . the critical point in Z, form a simple closed geodesic polygon. Applying Teichmueller's lemma we get a contradiction.
(4) Let us suppose that y" intersects uI at F(t, ) and rZ at 7( r,). We may suppose that t, < t2. Let r' be the part of 2, between :, and y( t,) and a" be the part of c(~ between +T( t,) and z,. Then the path 2' followed by the part of i; with t E [t, . t2] and then followed by ~1" is a path along which Im @ is nondecreasing for some branch of @ (we choose the branch of @ which is defined by analytic continuation along this path and which coincides with 4t2 on -7 when t E [t,, jr]). By point (1) this path is simple and if we add :i to it we obtain a simple closed path which can be approximated by a simple closed geodesic polygon. The angle at r,, the critical point, is 2x13 and (2.78) holds for the other angles. Thus we obtain a contradiction from Teichmueller's lemma. Notice that the same argument shows that the set of intersection points of any Z, with -7 is connected.
Let us consider the set C' with boundary r defined in ( There is a converse statement to Theorem 2.1 which can be formulated in a purely geometric manner. 0 1 11)) is the same as in (2.58).
ProojI Let us first notice that the hypotheses imply that there is no critical point in the open set between the real axis and the geodesic g (this follows, e.g., from Teichmueller's lemma). We know from the remark following Theorem 2.1 that @ is univalent in this region and also that d,(z,, [w) > d,,(z,, 1w) if k > 1. The theorem is proven if we can find a path -7 satisfying condition VI. We assume that the parametrization of the geodesic g is a natural one and that g(0) = Z, Let a, be the curve tt+ g(t)=a,(t), tE(-cc, 0), and CX? be the curve tw g(t)=az(t), t~(0, ccl). By hypothesis xl and x2 are critical trajectories. Let r3 be the third critical trajectory having 'I, as accumulation point. Let U be a small disc of center zl. The three trajectories o! , , x2, and CX~ divide U into three sectors as in Fig. 6 . Let Z' E U, and let u H y'(u), u E (u'. , u'+ ) be the trajectory passing through z'. We assume that the parametrization is natural and is chosen in such a way that y'(O) = Z' and y'(u) tends to LX,(U) when 2' tends to :i if II E ( -E, 0) for small positive E. However, since condition II holds, we have that u'! = --cx' if 2' is sufficiently close to =I and that I/'(U) + CI, (u) for all u < 0 if ;' tends to zl. Similarly, if 2' E U,, then the trajectory :)" through Z" can be parametrized by 11 E (UT, cc ) in such a way that y"(O) = 2" and y"(u) tends to CXJU), u > 0 provided 5 is near zl. Let ;I"' be the vertical straight arc through 2' and let us choose 2" on 7"'. We can do this so that the trajectories 7' and y" have the above properties. The path ;' is defined as the composition of the path y', the part of y"' between Z' and z", and 3"'. Let Ay2 be the analytic continuation of A,, along 7, starting from some disc V containing '/'(u), u < 0. If u tends to -E, then we have Im Ayl(y'( -co)) = Im A,,()"( -co)) < Im Alz(cc,( -co)).
This implies that
Im Ah;z(_-') < Im A,,( Therefore the path 7 has all required properties.
(2.84)
Remark. Let us suppose that the hypothesis of Theorem 2.2 are fulfilled except that there is more than one eigenvalue-crossing on the horizontal geodesic g. Then we cannot find a dissipative path. However, we can in general treat this case by analyzing the equation along the geodesic, as in Davis and Pechukas [ 171. EXAMPLE 2.1. This example illustrates the problem of selecting the relevant eigenvalue-crossing for the generalized Dykhne formula. In this example the relevant eigenvalue-crossing is not the closest one to the real axis in the Euclidean metric. This has the following consequence. We could choose the width of the analyticity strip too small so that the strip contains only the (irrelevant) closest eigenvalue-crossing to the real axis and its complex conjugate. The local analysis of [S] is still valid but it leads to an incorrect result. Let H(Z) = B(Z). EXAMPLE 2.2. In this example we have competition between one singularity of H and one eigenvalue-crossing. This example is inspired by an example of [9] . The question here is again the following one. Is the probability transition determined by the singularity or the eigenvalue-crossing (see [9, Section 6] )? As before it is not the fact that the singularity is closer or not to the real axis (in the Euclidean distance) than the eigenvalue-crossing which matters, but whether this is the case in the metric An important feature of this example is that p is independent of c and o. This implies that the p-geometry is also independent of the location of the singularity z(o, c).
We first prove that any horizontal path y(t) over Z, = i(n/4) is a dissipative path. Let y(r) be parametrized by ;J( t) = t + is, -mdt<r;c, ~<. Remark.
The only property of the path p(i)(t)) which is used is that this path does not cross the positive real axis.
Since there exists a dissipative path we know that there exists a horizontal geodesic (in the p-geometry) passing through z1 as in Theorem 2.1. A qualitative study of the differential equation satisfied by the geodesic t H g(t) = g,(t) + ig?( t),
shows that the critical trajectories must behave as on (a) o > $. In this case we can choose a horizontal path over the eigenvaluecrossing -?, and below the singularity ,-(a, c) of H. Therefore Theorem 2.2 can be applied.
(b) w 6 f. Here the above choice of y does not work because the singularity of H is always below y, since y must go over zl. However, the critical trajectories are independent of 01 and c. Hence, as long as :(w, C) is above the critical trajectories, we can construct a dissipative path going over Z, and below ~(tu, c), as explained in the proof of Theorem 2.2, and therefore this theorem is valid. We obtain Finally, if the singularity is below the critical trajectories, we cannot prove the generalized Dykhne formula with the method described above, but we can prove upper bounds for the transition probability, as we shall see in Section 3. It will be shown that in our example the bound has the form Let H(z) be a ?I x II matrix defined in S, and which satisfies conditions I, II, and IV of the first section. From now on we suppose that the domain S, is a strip given by (Z = t + is I 1.Y < al whose width a is so small that all eigenvalue-crossings are on the real axis. According to a theorem of Rellich [ 16) the eigenvalues and eigenprojections are analytic at these points because H is hermitian on the real axis. We label the eigenvalues and eigenprojections as follows. Near t = -cc the spectrum of H(t) is nondegenerate and if t is real we label the eigenvalues in increasing order e,(t)<e,(t)< ... <e,(t); (3.1) P,(t) is the eigenprojection associated to e, (t ). By analytic continuation we have a well-defined labelling on all S,. As above, we construct a =-dependent basis of eigenvectors of H(z) using the method of Section 2. The functions u,,~,(z) are given in (2.27) and, in particular, (2.28) holds, so that lim c,,( t + is) = cm( * J; ) (3.7) f+ +x with limits c,J f cc;) independent of s. By assumption, the energy level ek is always isolated in the spectrum. Our problem is to estimate c,,,( cci ), m # k, for a solution of (3.6) such that c,,,( -co) = 6,,,,.
Dissipative Paths
The method for getting upper bounds is similar to the method used in Section 2.3. Instead of considering Eq. (3.6) on the real axis we consider complex paths in S,. All paths below are of the type t H y(t), t E [w, with Re y(t) = t and we put yr(t) = Im y(t).
DEFINITION.
A path y is dissipative, for the index j # k, if Im d,,(y(t)) is nondecreasing.
Remarks.
(i) This definition depends on the choice of the index k. However, k is fixed by condition IV.
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(ii) A path is dissipative if and only if
Re(e,(y(t))-e,(p(r)))~,(t)+Im(e,(li(t))-e,('l(t)))30.
(3.8)
Let us suppose that 1 <k < II. If we choose the width of the band S,, small enough, then Re(e,( y( t)) -e, (y( t))) is strictly positive (resp. negative), when j< k (resp. j> k). We assume that this is the case. Then, condition (3.8) is valid for all ,j < k if and only if Let US consider condition (3.10). We define a path y by solving the differential equation 'jz(t) = g(t. 'l,(t)). By suitably choosing the initial condition :)2(tO) we can require that Ij'2(t)l <u so that the path is in S, for all t and it is dissipative for all j < k because of (3.9). Similarly, we define a dissipative path 1' for all j> k by solving the differential equation il&f) = -g(t, ;I?(t)).
Let '1 be the dissipative path in S, for j > k such that (3.18) (3.19) with qr( 130) > 0 as large as possible. Let q be the dissipative path for j < k in S,, with
We define D+ as the closed subset of S,, between ye and 4 and D as the complex conjugate of D+ (see Fig. 10 ). The main property of D+ which we use below is that for any ZE D+ we can find two dissipative paths. There exists a dissipative path 1 forj>k with y(t)~D+ for t<Re: and y(Re 2) = r and there exists a dissipative path *T for j< k with P(t) E Dt for t < Re z and y(Re z) =z (see Fig. 10 ). with q2(zo)>0 (see (3.19) ). We prove the bound (3.22) separately on D+ and on D -. Let us consider a point z E D + and the two paths 11 and 1' defined in the preceding section. We use the notations c,,,(t) E c,(y(t)), a,,;(t) = a,,j(y(t)), etc. Along the path y, Eq. (3.6) for c, reads du j(u) anli(u) efr-lrn~")cj(u).
We perform an integration by parts, 'I 1 a,Jt) Cm(t)=~km+ c T--e'%("c,(t)
,+r,l rTdhj(t) (3.24) and we rewrite the result (3.25) using the variables -u,,,(t) = .u,,(y(t)). After multiplication by erTJrm") if WI #k, we obtain (u) e ~~l~imlr~~~~",lU)l~K~(lo~ (3.26) Let il.~~ll = supzED+ Ix,(z)~. Since the path 7 is dissipative for wz > k we have for every tvr 3 k le iTlAh~r)-Ill",(ul)l < , t>u (3.27) and therefore we obtain for m 3 k I,u,,Jy(Re :))I < hknr +$ ( i II-'jII). /=I (3.28) Similarly, if we use the path 97 which is dissipative for m <k, we obtain (3.28) for m < k. The constant M' in (3.28) can be chosen independently of 2. Therefore we take the supremum over z E D+ in (3.28) and we obtain If T is large enough and thus The bound for I E D ~ is proven in the same manner.
Remarks.
(i) If k = 1 or k = n the proof is simpler since we can work only with one single path above or below the real axis. The integration by parts is not necessary. If we do not perform it, then we obtain lim IIf', $I.(t)l12 dConst exp( -2Tq2(m) IeJm) -e,,(so)l 1.
(3.32) , + I% (ii) If II = 2 we can construct dissipative paths as follows. Let S, be a simply connected domain where the analytic function z H d,?(z) is univalent, i.e., one-to-one. Let /i, be the image of S, by d,Z. In /1, we choose the horizontal path which is in the upper half-plane and as distant as possible from the real axis. (We are discussing the case where lim, _ ~% I/P,(r) $T(t)ll = 1 and r,(f) is the lowest energy level.) We take as the dissipative path ;' the inverse image of this horizontal path. Note that Ir,( :XI ) -e2( x )I Im y( cc' ) is the Euclidean distance of the horizontal line All(y) in A, to the real axis. Let us suppose that the hypotheses of Theorem 2.2 are verified. Then we can take for S,, the domain between the geodesics R through Z, and g through z,. Its image by A,2 is a strip /1,, of width 2d,,(:,, R) (in the Euclidean distance). From this follows (1.12) (see the remark after Theorem 2.1).
A. APPENDIX We derive in this appendix an explicit formula in terms of the components B, for the phase 02,(0 1 y) defined by 
