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Global classical solution to 3D isentropic
compressible Navier-Stokes equations with large
initial data and vacuum
Xiaofeng Hou∗, Hongyun Peng†, Changjiang Zhu‡
Abstract
In this paper, we investigate the existence of a global classical solution to 3D Cauchy
problem of the isentropic compressible Navier-Stokes equations with large initial data
and vacuum. Precisely, when the far-field density is vacuum (ρ˜ = 0), we get the global
classical solution under the assumption that (γ− 1) 13E0µ−1 is suitably small. In the case
that the far-field density is away from vacuum (ρ˜ > 0), the global classical solution is also
obtained when
(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ−
1
3 is suitably small. The above results show that
the initial energy E0 could be large if γ − 1 and ρ˜ are small or the viscosity coefficient
µ is taken to be large. These results improve the one obtained by Huang-Li-Xin in [16],
where the existence of the classical solution is proved with small initial energy. It should
be noted that in the theorems obtained in this paper, no smallness restriction is put
upon the initial data. It can be viewed the first result on the existence of the global
classical solution to three-dimensional Navier-Stokes equations with large initial energy
and vacuum when γ is near 1.
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1
1 Introduction
In this paper, we consider the following isentropic compressible Navier-Stokes system in
three-dimensional space{
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P = µ∆u+ (µ + λ)∇divu, x ∈ R3, t > 0,
(1.1)
with the initial condition
(ρ, u)|t=0 = (ρ0, u0)(x), x ∈ R3, (1.2)
and the far-field behavior
ρ(x, t)→ ρ˜ ≥ 0, u(x, t)→ 0, as |x| → ∞, for t ≥ 0. (1.3)
Here ρ = ρ(x, t) and u = u(x, t) = (u1, u2, u3)(x, t) represent the density and velocity of the
fluid respectively; the pressure P is given by
P (ρ) = Aργ ,
where γ > 1 is the adiabatic exponent, A > 0 is a constant. The constant viscosity coefficients
µ and λ satisfy the following physical restrictions
µ > 0, λ+
2µ
3
≥ 0. (1.4)
A great number of works have been devoted to the well-posedness of solutions to Navier-
Stokes equations. The one-dimensional problem has been studied in many papers, for ex-
ample [6, 20, 25, 27, 33, 35, 41, 42, 44] and so on. For the multi-dimensional case, in the
absence of vacuum, the local existence and uniqueness of classical solutions are known in
[28, 31]. Matsumura and Nishida in [26] first proved the global existence and uniqueness
of classical solutions for the initial data close to a non-vacuum equilibrium in some Sobolev
space Hs. Later, the global existence of weak solutions was proved by Hoff [9, 10] for the
discontinuous initial data with small energy. In the presence of vacuum, due to the de-
generation of momentum equation, the issue becomes much more challenging. The global
existence of weak solutions with large initial data in RN was first obtained by Lions in [23]
for γ ≥ 3N
N+2 (N = 2, 3), where the initial energy is finite, so that the density vanishes at
far fields or even has compact support. Later, E. Feireisl, A. Novotny and H. Petzeltov in
[8] extended Lions’s result to the case γ > 32 for N = 3, which include the monoatomic
gas γ = 53 . Jiang and Zhang in [17, 18] proved the global existence of weak solutions with
vacuum for any γ > 1 for spherical symmetry or axisymmetric initial data. However, the
regularity and uniqueness of weak solutions are basically open in general. Recently, when the
far-field density is away from vacuum (ρ˜ > 0) and the viscosity coefficients µ and λ satisfy
the assumption that µ > max{4λ,−λ}, Hoff and associates in [11, 12, 13] obtained a new
type of global weak solutions with small energy, which have extra regularity compared with
those large weak ones constructed by Lions ([23]) and Feireisl et al. ([8]).
In spite of the huge amount of work, it is still a major open problem whether or nor
global (strong) classical solutions exist in three space dimensions for general initial data with
vacuum. The local existence and uniqueness of (strong) classical solutions with vacuum are
known in [1, 2, 3]. It seems that one should not expect better regularities of the global
solutions in general duo to Xin’s results ([39]) and Rozanova’s results ([30]). It was proved
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that there is no global smooth solution in C1([0,∞);Hm(Rd)) (m > [d2 ] + 2) to the Cauchy
problem of the full compressible Navier-Stokes system, if the initial density is nontrivial
compactly supported ([39]), or the solutions are highly decreasing at infinity ([30]). Xin and
Yan in [40] improved the blow-up results in [39] by removing the assumptions that the initial
density has compact support and the smooth solution has finite energy.
More recently, Huang-Li-Xin in [16] established the surprising global existence and unique-
ness of classical solutions with constant state as far field which could be either vacuum or
nonvacuum to 3D isentropic compressible Navier-Stokes equations with small total energy
but possibly large oscillations. Then a natural question of importance and interest is how
to get a global classical solution for large initial energy. In this paper, we devote ourselves
to this problem and show that, such a large classical solution to (1.1)-(1.3) indeed exists
globally, when γ is near 1 or µ is taken to be large.
Before stating our main results, we would like to give some notations which will be used
throughout this paper.
Notations:
(i)
∫
R3
f =
∫
R3
f dx,
∫ T
0
g =
∫ T
0
g dt.
(ii) For 1 ≤ l ≤ ∞, denote the Ll spaces and the standard Sobolev spaces as follows:
Ll = Ll(R3), Dk,l =
{
u ∈ L1loc(R3) : ‖∇ku‖Ll <∞
}
, Dk = Dk,2,
W k,l = Ll ∩Dk,l, Hk =W k,2, D10 =
{
u ∈ L6 : ‖∇u‖L2 <∞
}
,
H˙β =
{
u : R3 → R, ‖u‖2
H˙β
=
∫
|ξ|2β |û(ξ)|2dξ <∞
}
.
(iii) G = (2µ+ λ)divu− P is the effective viscous flux.
(iv) ω = ∇× u is the vorticity.
(v) h˙ = ht + u · ∇h denotes the material derivative.
(vi) σ = σ(t) = min{1, t}.
(vii) E0 =
∫
R3
(1
2
ρ0|u0|2 + G(ρ0)
)
is the initial energy, where G denotes the potential
energy density given by
G(ρ) , ρ
∫ ρ
ρ˜
P (s)− P (ρ˜)
s2
ds.
It is clear that
G(ρ) =
1
γ − 1P if ρ˜ = 0,
1
c(ρ¯, ρ˜)
(ρ− ρ˜)2 ≤ G(ρ) ≤ c(ρ¯, ρ˜)(ρ− ρ˜)2 if ρ˜ > 0, 0 ≤ ρ ≤ ρ¯,
for some positive constant c(ρ¯, ρ˜).
Now we state our main results. One of our main results is the following global existence
to (1.1)-(1.3) with vacuum at infinite (ρ˜ = 0).
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Theorem 1.1 For any given M > 0 (not necessarily small) and ρ¯ ≥ 1, assume that the
initial data (ρ0, u0) satisfy
1
2
ρ0|u0|2 + A
γ − 1ρ
γ
0 ∈ L1, u0 ∈ D1 ∩D3, (ρ0, P (ρ0)) ∈ H3, (1.5)
0 ≤ ρ0 ≤ ρ¯, ‖∇u0‖2L2 ≤M (1.6)
and the compatibility condition
− µ∆u0 − (µ+ λ)∇divu0 +∇P (ρ0) = ρ0g, (1.7)
where g ∈ D1 and ρ 12 g ∈ L2. Then there exists a unique global classical solution (ρ, u) in
R
3 × [0,∞) satisfying, for any 0 < τ < T <∞,
0 ≤ ρ ≤ 2ρ¯, x ∈ R3, t ≥ 0, (1.8)

(ρ, P ) ∈ C([0, T ];H3), √ρut ∈ L∞(0, T ;L2),
u ∈ C([0, T ];D1 ∩D3) ∩ L2(0, T ;D4) ∩ L∞(τ, T ;D4),
ut ∈ L∞(0, T ;D1) ∩ L2(0, T ;D2) ∩ L∞(τ, T ;D2) ∩H1(τ, T ;D1),
(1.9)
provided that
(γ − 1) 13E0
µ
≤ ε , min
{
ε23, (2C(ρ¯,M))
− 32
3 µ8, (4C(ρ¯))−4
}
, (1.10)
where
ε3 = min
{
(CE7)
−3
∣∣∣
(1<γ≤ 3
2
)
, (CE11)
−2
∣∣∣
(γ> 3
2
)
, ε2
}
,
ε2 = min
{
C(ρ¯)−2(γ − 1)− 23E−32 µ5
∣∣∣
(1<γ≤ 3
2
)
, C(ρ¯)−1µ
9
4E
− 3
4
2
∣∣∣
(γ> 3
2
)
, ε1
}
,
ε1 = min
{(
4C(ρ¯)
)−6
, 1
}
.
Here, C depending on ρ¯,M and some other known constants but independent of µ, λ, γ−1 and
t (see (3.71), (3.74)). E2, E7 and E11 are defined by (3.29), (3.53) and (3.65) respectively.
Now we briefly outline the main ideas of the proof of Theorem 1.1, some of which are
inspired by [9] and [16]. The key point of this paper is to get the time-independent upper
bound on the density ρ (see (3.68)), and once that is obtained, the proof of Theorem 1.1
follows in the same way as in [16]. It’s worth noting that the methods in all previous works
[9, 16, 43] depend crucially on the small initial energy. Thus, some new ideas are needed to
recover all the a priori estimates under only the assumption (1.10) while the initial energy
E0 could be large (see (3.40)-(3.54)). In fact, the small initial energy could naturally yield
the smallness of
∫ T
0
∫
R3
|∇u|2, which plays a crucial role in the analysis to prove the time-
independent upper bound of ρ. But the smallness of
∫ T
0
∫
R3
|∇u|2 is not valid here without
the small initial energy. The crucial ideas to overcome this difficulty are as follows:
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• One key observation is that A1(T ) could be bounded by
∫ σ(T )
0 ‖∇u‖2L2 and some other
terms, i.e.,
A1(T ) ≤ · · · · · ·+ (2µ + λ)
µ
∫ σ(T )
0
‖∇u‖2L2 +
C(γ − 1)E0
µ2
. (see (3.10))
Thus, we can close the a priori assumption on A1(T ) by the smallness of
∫ σ(T )
0 ‖∇u‖2L2
instead of the smallness of
∫ T
0 ‖∇u‖2L2 . And we can prove that
∫ σ(T )
0 ‖∇u‖2L2 is small, when
(γ − 1) 13E0µ−1 is suitably small (see (3.7)).
• Another new ingredient in the proof is that we can use the smallness of (γ − 1) 13E0µ−1
and the boundedness of
∫ T
0
∫
R3
|∇u|2 to estimate the higher-order terms of ∇u as follows:∫ T
0
∫
R3
σ2|∇u|4 ≤ CN44 (2µ+ λ)−3
∫ T
0
σ2‖ρu˙‖3L2‖∇u‖L2 + · · · · · ·
≤ CN44 (2µ+ λ)−3µ
1
2A
1
2
2 (T ) sup
0≤t≤T
(‖∇u‖2L2)
1
2
∫ T
0
σ‖ρ‖2L3‖∇u˙‖2L2
+ · · · · · ·
≤ (2µ+ λ)−3µ 14 (γ − 1) 34E
11
12
0 E6 (see (3.40)− (3.47))
and ∫ T
0
σ‖∇u‖3L3 ≤
(∫ T
0
∫
R3
|∇u|2
) 1
2
(∫ T
0
∫
R3
σ2|∇u|4
) 1
2
≤ C (γ − 1)
3
8E
23
24
0 E
1
2
6
µ
3
8 (2µ + λ)
3
2
. (see (3.48))
We refer the details to Lemma 3.8.
On the other hand, from the proof of Proposition 3.1, we know that it is important to find
a suitable match for µ, (γ − 1) and E0. That means much more complicated estimates than
those in [9, 16, 43] are needed. To do this, we derive some more sophisticated inequalities
about µ (see Lemma 2.2). For more details, please see the proof of Proposition 3.1.
Concerning the global classical solutions for (1.1)-(1.3) in the case that the far-field density
is away from vacuum (ρ˜ > 0), we have
Theorem 1.2 For any given M > 0 (not necessarily small) and ρ¯ ≥ ρ˜+ 1, assume that the
initial data (ρ0, u0) satisfy
1
2
ρ0|u0|2 +G(ρ0) ∈ L1, u0 ∈ H1 ∩D3, (ρ0 − ρ˜, P (ρ0)− P (ρ˜)) ∈ H3, (1.11)
0 ≤ ρ0 ≤ ρ¯, ‖u0‖2L2 ≤ E0, ‖∇u0‖2L2 ≤M (1.12)
and the compatibility condition
− µ∆u0 − (µ+ λ)∇divu0 +∇P (ρ0) = ρ0g, (1.13)
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where g ∈ D1 and ρ 12 g ∈ L2. Then there exists a unique global classical solution (ρ, u) in
R
3 × [0,∞) satisfying, for any 0 < τ < T <∞,
0 ≤ ρ ≤ 2ρ¯, x ∈ R3, t ≥ 0, (1.14)

(ρ− ρ˜, P − P (ρ˜)) ∈ C([0, T ];H3), √ρut ∈ L∞(0, T ;L2),
u ∈ C([0, T ];D1 ∩D3) ∩ L2(0, T ;D4) ∩ L∞(τ, T ;D4),
ut ∈ L∞(0, T ;D1) ∩ L2(0, T ;D2) ∩ L∞(τ, T ;D2) ∩H1(τ, T ;D1),
(1.15)
provided that
(γ − 1) 136E
1
4
0
µ
1
3
≤ ρ˜
2C
and
(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3
≤ ε , min
{
ε6, (2C(ρ¯,M))
− 16
3 µ4, (4C(ρ¯))−2
}
, (1.16)
where
ε6 = min
{(
C(E18 + E19 + E20)
)−17
,
(
C(E18 + E19 + E21)
)−8
, ε5
}
,
ε5 = min
{(
C(E15E17 + E16)
)−4
, ε4
}
,
ε4 = min
{(
4C(ρ¯)
)−6
, 1
}
.
Here C denotes a generic positive constant depending on ρ¯,M and some other known con-
stants but independent of µ, λ, γ− 1, ρ˜, and t. E15−E21 are defined by (4.40), (4.62), (4.64),
(4.66) and (4.74).
There are two key technical points in the proof of Theorem 1.2:
(1) The smallness of ‖ρ− ρ˜‖L2 plays a key role in establishing the time-independent upper
bound for the density ρ. In [9, 16, 43], the smallness of ‖ρ − ρ˜‖L2 is easy to get because of
the small initial energy. And in the proof of Theorem 1.1 where ρ˜ = 0, ‖ρ‖L2 can be small
when γ is near 1. But, when ρ˜ > 0 and the initial energy is large, it seems impossible to get
the smallness of ‖ρ − ρ˜‖L2 , even as γ → 1. Based on the elaborate analysis of the potential
energy density G(ρ), we succeed in deriving a new estimate to ρ− ρ˜, i.e.,
G(ρ) =
1
γ − 1[ρ
γ − ρ˜γ − γρ˜γ−1(ρ− ρ˜)]
≥
(γ − 1)
− 1
4 |ρ− ρ˜|γ−1, |ρ− ρ˜| > (γ − 1) 13 ,
(γ − 1)− 14 |ρ− ρ˜|3, |ρ− ρ˜| ≤ (γ − 1) 13 ,
which implies the L3-norm of ρ− ρ˜ can be small when γ → 1 (see Lemma 4.2). In fact, the
L3-norm of ρ− ρ˜ is weaker than the L2-norm in the whole space, when ρ is upper-bounded.
Thus, applying the smallness of L3-norm of ρ − ρ˜ to establish the time-independent upper
bound for the density ρ will bring much more difficulties than that of L2-norm.
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• Unlike Theorem 1.1, the method in obtaining the smallness of ∫ σ(T )0 ∫R3 |∇u|2 is no
longer applicable here. To overcome this difficulty, we have to give the estimate of ‖u‖L2 (see
(4.12)-(4.13)). This together with some other estimates yields the smallness of
∫ σ(T )
0
∫
R3
|∇u|2
(see Lemma 4.3).
• All the estimates containing P −P (ρ˜) in the proof of Theorem 1.2 can not be estimated
as the previous way. Hence, some new ideas are needed to recover all the a priori estimates
under the condition that ‖ρ− ρ˜‖L3 is small.
(2) Due to losing the smallness of
∫ T
0
∫
R3
|∇u|2 and ‖ρ− ρ˜‖L2 , the techniques in [9, 16, 43]
which are used to close the a priori assumptions on A1(T ) and A2(T ) fail in this paper. From
(4.70) (see N11)
A1(T ) ≤ · · ·+ CE
1
2
0
µ2
A
3
4
1 (T )A
1
4
2 (T ) + · · · ,
we find that, in order to close the a priori assumption on A1(T ), the bound of A2(T ) should be
given a higher order than that of A1(T ) (Roughly speaking, we can choose A2(T ) ∼ A1(T ) 83
in the present paper to close the a priori assumptions on A1(T ) and A2(T )). This means we
could not close them simultaneously. Fortunately, we observe that A2(T ) could be bounded
by the boundedness of A1(σ(T )) and some other terms, i.e.,
A2(T ) ≤ CA1(σ(T )) + · · · · · ·+ CP (ρ˜)
2
µ2
E0. (see (4.46))
And we can give a better estimate of A1(σ(T )) compared with A1(T )’s. This is based on that∫ σ(T )
0 σ‖∇u‖3L3 has a stronger control than
∫ T
σ(T ) σ‖∇u‖3L3 (see (4.56) and (4.68)). Therefore,
to close the a priori assumptions on A1(T ) and A2(T ), the first step is to estimate A1(σ(T ))
(see (4.58)). Next, we can bound A2(T ) in (4.60). Finally, the estimate of A1(T ) is obtained
in (4.70).
Remark 1.3 This should be the first result concerning the global existence and uniqueness
of classical solutions to the Cauchy problem for the three dimensional isentropic compressible
Navier-Stokes equations with large initial energy and vacuum. Compared to these results in
[9, 16], the thrust of this paper is to remove the condition of smallness on the initial energy.
Remark 1.4 The results in this paper generalize the ones in [16]. More accurately, in the
case of ρ˜ = 0 and ρ˜ > 0, the existence of classical solutions to (1.1)-(1.3) are obtained
respectively; in particular, the initial energy is allowed to be large when γ − 1 and ρ˜ are
suitable small or µ is taken to be large. On the other hand, Theorems 1.1 and 1.2 are still
applicable to the case that initial energy E0 is small for any given γ, ρ˜ and µ.
Remark 1.5 It is well known that Nishida and Smoller in [29] proved the Cauchy problem
for 1D isentropic Euler equations has a global solution provided that (γ − 1)T.V.{u0 , ρ0} is
sufficiently small. This means that when γ is near 1, one can allow large data, and conversely,
as γ increases, one must take correspondingly smaller data. Recently, Tan-Yang-Zhao-Zou
in [34] obtained a global smooth solution to the one-dimensional compressible Navier-Stokes-
Poisson equations with large initial data under the assumption that γ is near 1. Soon later,
a similar result on 1D compressible Navier-Stokes equations was obtained by Liu-Yang-Zhao-
Zou in [24]. These works inspire us to look for the large solution to (1.1)-(1.3) when γ is
near 1.
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Remark 1.6 From physical viewpoint, it is very nature to get a global large solution to (1.1)-
(1.3), when the viscosity coefficient is sufficiently large. Note that the coefficients of viscosity
are only required to satisfy the physical restriction (1.4) in the present paper.
Remark 1.7 Though the initial data can be large if the adiabatic exponent γ goes to 1 or
the viscosity coefficient µ is taken to be large, it is still unknown whether the global classical
solution exists when the initial data is large for any fixed γ and µ. It should be noted that
the similar question of whether there exists a global smooth solution of the three-dimensional
incompressible Navier-Stokes equations with smooth initial data is one of the most outstand-
ing mathematical open problems ([7]). Motivated by this, some blow-up criterions of strong
(classical) solutions to (1.1) have been studied, please refer for instance to [14, 15, 32, 38] and
references therein. In fact, for initial-boundary-value problems or periodic problems of com-
pressible Naiver-Stokes equations with vacuum in one dimension, or in two dimensions for
isentropic flow, or in higher dimensions with symmetric initial data, the existence of global
large regular solutions has been obtained, please refer to [4, 5, 19, 36, 37] and references
therein.
Remark 1.8 In addition to the conditions of Theorem 1.1 and Theorem 1.2, if we assume
further that u0 ∈ H˙β(β ∈ (12 , 1]) and replace ‖∇u0‖2L2 ≤M with ‖u0‖H˙β ≤ M˜ , the conclusions
in Theorem 1.1 and Theorem 1.2 will still hold, and the ε will also depend on M˜ instead of
M correspondingly. This can be achieved by a similar way as in [16].
The rest of the paper is organized as follows. In Section 2, we collect some known
inequalities and facts which will be frequently used later. In Section 3, we obtain the prove
of Theorem 1.1. Then the proof of Theorem 1.2 is completed in Section 4.
2 Preliminaries
If the solutions are regular enough (such as strong solutions and classical solutions), (1.1) is
equivalent to the following system{
ρt +∇ · (ρu) = 0,
ρut + ρu · ∇u+∇P (ρ) = µ∆u+ (µ+ λ)∇divu.
(2.1)
System (2.1) is supplemented with initial condition
(ρ, u)|t=0 = (ρ0, u0)(x), x ∈ R3, (2.2)
and the far-field behavior
ρ(x, t)→ ρ˜ ≥ 0, u(x, t)→ 0, as |x| → ∞, for t ≥ 0. (2.3)
Since the exact value of A in the pressure P doesn’t play a role in this paper, we henceforth
assume A = 1. Next, we will list several facts which will be used in the proof of the main
results. The first one is the well-known Gagliardo-Nirenberg inequality (see [21]).
Lemma 2.1 For any p ∈ [2, 6], q ∈ (1,∞) and r ∈ (3,∞), there exists some generic constant
C > 0 that may depend on q and r such that for f ∈ H1(R3) and g ∈ Lq(R3) ∩D1,r(R3), we
have
‖f‖p
Lp(R3)
≤ C‖f‖
6−p
2
L2(R3)
‖∇f‖
3p−6
2
L2(R3)
, (2.4)
‖g‖C(R3) ≤ C‖g‖
q(r−3)
3r+q(r−3)
Lq(R3)
‖∇g‖
3r
3r+q(r−3)
Lr(R3)
. (2.5)
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We now state some elementary estimates that follow from (2.4) and the standard Lp-
estimate for the following elliptic system derived from the momentum equation in (1.1):
∆G = div (ρu˙), µ∆ω = ∇× (ρu˙). (2.6)
Lemma 2.2 Let (ρ, u) be a smooth solution of (2.1), (2.3). Then there exists a generic
positive constant C such that for any p ∈ [2, 6]
‖∇G‖Lp ≤ C‖ρu˙‖Lp , ‖∇ω‖Lp ≤ C
µ
‖ρu˙‖Lp , (2.7)
‖G‖Lp ≤ C
(
(2µ+ λ)‖∇u‖L2 + ‖P − P (ρ˜)‖L2
) 6−p
2p ‖ρu˙‖
3p−6
2p
L2
, (2.8)
‖G‖Lp ≤ C
(
(2µ+ λ)‖∇u‖L3 + ‖P − P (ρ˜)‖L3
) 6−p
p ‖ρu˙‖
2p−6
p
L2
, (2.9)
‖w‖Lp ≤ C
( 1
µ
) 3p−6
2p ‖∇u‖
6−p
2p
L2
‖ρu˙‖
3p−6
2p
L2
, (2.10)
‖∇u‖Lp ≤ C
(
(2µ+ λ)‖∇u‖L3 + ‖P − P (ρ˜)‖L3
) 6−p
p ‖ρu˙‖
2p−6
p
L2
+C‖P − P (ρ˜)‖Lp + C‖w‖Lp (2.11)
and
‖∇u‖Lp ≤ CNp(2µ + λ)
6−3p
2p ‖∇u‖
6−p
2p
L2
‖ρu˙‖
3p−6
2p
L2
+
C
2µ+ λ
(
‖ρu˙‖
3p−6
2p
L2
‖P − P (ρ˜)‖
6−p
2p
L2
+ ‖P − P (ρ˜)‖Lp
)
, (2.12)
where Np = 1 +
(
2 +
λ
µ
) 3p−6
2p
.
Proof. The standard Lp-estimate for elliptic system (2.6) yields (2.7). Using (2.4), we
obtain
‖G‖Lp ≤ C‖G‖
6−p
2p
L2
‖G‖
3p−6
2p
L6
≤ C‖G‖
6−p
2p
L2
‖∇G‖
3p−6
2p
L2
≤ C
(
(2µ + λ)‖∇u‖L2 + ‖P − P (ρ˜)‖L2
) 6−p
2p ‖ρu˙‖
3p−6
2p
L2
, (2.13)
‖G‖Lp ≤ C‖G‖
6−p
p
L3
‖G‖
2p−6
p
L6
≤ C‖G‖
6−p
p
L3
‖∇G‖
2p−6
p
L2
≤ C
(
(2µ + λ)‖∇u‖L3 + ‖P − P (ρ˜)‖L3
) 6−p
p ‖ρu˙‖
2p−6
p
L2
, (2.14)
‖w‖Lp ≤ C‖w‖
6−p
2p
L2
‖w‖
3p−6
2p
L6
≤ C‖w‖
6−p
2p
L2
‖∇w‖
3p−6
2p
L2
≤ C
( 1
µ
) 3p−6
2p ‖∇u‖
6−p
2p
L2
‖ρu˙‖
3p−6
2p
L2
. (2.15)
Note that −∆u = −∇divu+∇× ω, which implies that
∇u = −∇(−∆)−1∇divu+∇(−∆)−1∇× ω.
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Thus the standard Lp-estimate shows that
‖∇u‖Lp ≤ C (‖divu‖Lp + ‖ω‖Lp) for p ∈ [2, 6],
which together with (2.8), (2.10) and the definition of G, give
‖∇u‖Lp ≤ C‖divu‖Lp + C‖curlu‖Lp
≤ C
2µ+ λ
(
‖G‖Lp + ‖P − P (ρ˜)‖Lp
)
+ C‖w‖Lp
≤ C
(
(2µ + λ)
6−3p
2p + µ
6−3p
2p
)
‖∇u‖
6−p
2p
L2
‖ρu˙‖
3p−6
2p
L2
+
C
2µ+ λ
(
‖ρu˙‖
3p−6
2p
L2
‖P − P (ρ˜)‖
6−p
2p
L2
+ ‖P − P (ρ˜)‖Lp
)
≤ CNp(2µ + λ)
6−3p
2p ‖∇u‖
6−p
2p
L2
‖ρu˙‖
3p−6
2p
L2
+
C
2µ+ λ
(
‖ρu˙‖
3p−6
2p
L2
‖P − P (ρ˜)‖
6−p
2p
L2
+ ‖P − P (ρ˜)‖Lp
)
. (2.16)
✷
Lemma 2.3 ([45]) Let the function y satisfy
y′(t) = g(y) + b′(t) on [0, T ], y(0) = y0,
with g ∈ C(R) and y, b ∈W 1,1(0, T ). If g(∞) = −∞ and
b(t2)− b(t1) ≤ N0 +N1(t2 − t1),
for all 0 ≤ t1 ≤ t2 ≤ T with some N0 ≥ 0 and N1 ≥ 0, then
y(t) ≤ max{y0, ξ¯}+N0 <∞ on [0,T],
where ξ¯ is a constant such that
g(ξ) ≤ −N1, for ξ ≥ ξ¯.
3 The proof of Theorem 1.1
In this section, we will first establish the time-independent upper bound of the density ρ.
Assume that (ρ, u) is a smooth solution to (1.1)-(1.3) on R3 × (0, T ) for some positive time
T > 0. Set σ = σ(t) = min{1, t} and denote
A1(T ) = sup
0≤t≤T
σ
∫
R3
|∇u|2 +
∫ T
0
∫
R3
σ
ρ|u˙|2
µ
,
A2(T ) = sup
0≤t≤T
σ2
∫
R3
ρ|u˙|2
µ
+
∫ T
0
∫
R3
σ2|∇u˙|2,
A3(T ) = sup
0≤t≤T
∫
R3
ρ|u|3
µ3
.
(3.1)
The following proposition plays a crucial role in this section.
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Proposition 3.1 Assume that the initial data satisfies (1.5), (1.6) and (1.7). If the solution
(ρ, u) satisfies
A1(T ) +A2(T ) ≤ 2(γ − 1)
1
6E
1
2
0
µ
1
2
, A3(σ(T )) ≤ 2(γ − 1)
1
12E
1
4
0
µ
1
4
, 0 ≤ ρ ≤ 2ρ¯, (3.2)
then for any (x, t) ∈ R3 × [0, T ], the following estimates hold:
A1(T ) +A2(T ) ≤ (γ − 1)
1
6E
1
2
0
µ
1
2
, A3(σ(T )) ≤ (γ − 1)
1
12E
1
4
0
µ
1
4
, 0 ≤ ρ ≤ 7
4
ρ¯, (3.3)
provided
(γ − 1) 13E0
µ
≤ ε. Here
ε =min
{
ε23, (2C(ρ¯,M))
− 32
3 µ8, (4C(ρ¯))−4
}
,
and
ε3 = min
{
(CE7)
−3
∣∣∣
(1<γ≤ 3
2
)
, (CE11)
−2
∣∣∣
(γ> 3
2
)
, ε2
}
,
ε2 = min
{
C(ρ¯)−2(γ − 1)− 23E−32 µ5
∣∣∣
(1<γ≤ 3
2
)
, C(ρ¯)−1µ
9
4E
− 3
4
2
∣∣∣
(γ> 3
2
)
, ε1
}
,
ε1 = min
{(
4C(ρ¯)
)−6
, 1
}
.
Here, C depending on ρ¯,M and some other known constants but independent of µ, λ, γ−1 and
t (see (3.71), (3.74)). E2, E7 and E11 are defined by (3.29), (3.53) and (3.65) respectively.
Proof. Proposition 3.1 can be derived from Lemmas 3.2-3.9 below.
Lemma 3.2 Under the conditions of Proposition 3.1, it holds that
sup
0≤t≤T
∫
R3
P ≤ (γ − 1)E0, (3.4)
∫ T
0
∫
R3
|∇u|2 ≤ E0
µ
. (3.5)
Proof. Multiplying (2.1)1 by G
′(ρ) and (2.1)2 by u and integrating over R
3 × [0, T ], then
using (2.3), one gets
sup
0≤t≤T
∫
R3
(
1
2
ρ|u|2 +G(ρ)
)
+
∫ T
0
∫
R3
(
µ|∇u|2 + (λ+ µ)|divu|2) ≤ E0, (3.6)
which gives (3.4) and (3.5). ✷
The following is the key a priori estimate which is essential to close the a priori assump-
tions (3.2).
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Lemma 3.3 Under the conditions of Proposition 3.1, assume further that 1 < γ ≤ 3
2
, we
have ∫ σ(T )
0
∫
R3
|∇u|2 ≤ (γ − 1)
2
3E
2
3
0
µ
E1, (3.7)
where E1 = C(ρ,M)
(
1 +
(γ − 1) 29
µ
2
3
)
.
Proof. First, assume that
(γ − 1) 13E0
µ
≤ 1. Multiplying (2.1)2 by u and then integrating
the resulting equality over R3, and using integration by parts, we have
1
2
d
dt
∫
R3
ρ|u|2 +
∫
R3
(
µ|∇u|2 + (λ+ µ)|divu|2) = ∫
R3
Pdivu. (3.8)
Integrating (3.8) over [0, σ(T )], using (3.4) and Cauchy inequality, we have
sup
0≤t≤σ(T )
1
2
∫
R3
ρ|u|2 +
∫ σ(T )
0
∫
R3
(µ
2
|∇u|2 + (λ+ µ)|divu|2
)
≤ 1
2
∫
R3
ρ0|u0|2 + C
µ
∫ σ(T )
0
∫
R3
|P |2
≤ 1
2
‖ρ0‖
L
3
2
‖u0‖2L6 +
C(ρ)(γ − 1)E0
µ
≤ C(ρ,M)(γ − 1) 23E
2
3
0
1 + (γ − 1) 13E 130
µ

≤ C(ρ,M)(γ − 1) 23E
2
3
0
(
1 +
(γ − 1) 29
µ
2
3
)
, (3.9)
where 1 < γ ≤ 3
2
has been used. This completes the proof of Lemma 3.3.
✷
Lemma 3.4 Under the conditions of Proposition 3.1, it holds that
A1(T ) ≤ C(2µ + λ)
µ
∫ T
0
σ‖∇u‖3L3 +
Cγ
µ
∫ T
0
∫
R3
σP |∇u|2
+
C(2µ+ λ)
µ
∫ σ(T )
0
‖∇u‖2L2 +
C(γ − 1)E0
µ2
, (3.10)
A2(T ) ≤ CA1(T ) + Cγ
2
µ2
∫ T
0
∫
R3
σ2|P∇u|2 + C
(
2µ+ λ
µ
)2 ∫ T
0
∫
R3
σ2|∇u|4. (3.11)
Proof. The proof of (3.10) and (3.11) is duo to Hoff [9] and Huang-Li-Xin [16]. For m ≥ 0,
multiplying (2.1)2 by σ
mu˙, integrating the resulting equality over R3, we have∫
R3
σmρ|u˙|2 =
∫
R3
(−σmu˙ · ∇P + µσm∆u · u˙+ (λ+ µ)σm∇divu · u˙)
12
=3∑
i=1
Ii. (3.12)
Integrating by parts gives
I1 = −
∫
R3
σmu˙ · ∇P
=
∫
R3
σmdivutP +
∫
R3
σmdiv(u · ∇u)P
=
d
dt
∫
R3
σmdivuP −m
∫
R3
σm−1σ′divuP
−
∫
R3
σmdivuP ′ρt +
∫
R3
σmdiv(u · ∇u)P
≤
(∫
R3
σmdivuP
)
t
−mσm−1σ′
∫
R3
divuP
+(γ − 1)σm
∫
R3
P |divu|2 + C
∫
R3
σmP |∇u|2, (3.13)
I2 =
∫
R3
µσm∆u · u˙
= −
∫
R3
µσm∇u · ∇ut +
∫
R3
µσm∆u(u · ∇u)
≤ −µ
2
(∫
R3
σm|∇u|2
)
t
+
µm
2
σm−1σ′
∫
R3
|∇u|2 + Cµσm
∫
R3
|∇u|3 (3.14)
and
I3 =
∫
R3
(λ+ µ)σm∇divu · u˙
≤ −µ+ λ
2
(
σm
∫
R3
|divu|2
)
t
+
m(µ+ λ)
2
σm−1σ′
∫
R3
|divu|2
+C(µ+ λ)σm
∫
R3
|∇u|3. (3.15)
Substituting (3.13)-(3.15) into (3.12) shows that
d
dt
(
µ
2
σm‖∇u‖2L2 +
(λ+ µ)
2
σm‖divu‖2L2 − σm
∫
R3
divuP
)
+
∫
R3
σmρ|u˙|2
≤ −mσm−1σ′
∫
R3
divuP + Cγ
∫
R3
σmP |∇u|2 + C(2µ+ λ)σm
∫
R3
|∇u|3
+
m(4µ+ 3λ)
2
σm−1σ′
∫
R3
|∇u|2. (3.16)
Applying (3.4), integrating (3.16) over (0, T ), we get
sup
0≤t≤T
(
µ
4
σm‖∇u‖2L2 +
(λ+ µ)
2
σm‖divu‖2L2
)
+
∫ T
0
∫
R3
σmρ|u˙|2
13
≤ C(γ − 1)E0
µ
+ C
∫ σ(T )
0
∫
R3
|P ||divu|+ m(4µ+ 3λ)
2
∫ σ(T )
0
∫
R3
|∇u|2
+C(2µ+ λ)
∫ T
0
σm
∫
R3
|∇u|3 + (3γ − 2)
∫ T
0
∫
R3
σmP |∇u|2
≤ C(γ − 1)E0
µ
+ C(2µ+ λ)
∫ σ(T )
0
‖∇u‖2L2 + C(2µ+ λ)
∫ T
0
σm
∫
R3
|∇u|3
+Cγ
∫ T
0
∫
R3
σmP |∇u|2. (3.17)
Choosing m = 1, one gets (3.10).
Next, form ≥ 0, operating σmu˙j [∂/∂t+div(u·)] on (2.1)j2, summing over j, and integrating
the resulting equation over R3 × [0, T ], we obtain after integration by parts
sup
0≤t≤T
(
1
2
σm
∫
R3
ρ|u˙|2
)
− m
2
∫ T
0
σm−1σ′
∫
R3
ρ|u˙|2
= −
∫ T
0
∫
R3
σmu˙j [∂jPt + div(∂jPu)] + µ
∫ T
0
∫
R3
σmu˙j
[
∆ujt + div(u∆u
j)
]
+(λ+ µ)
∫ T
0
∫
R3
σmu˙j [∂t∂jdivu+ div(u∂jdivu)]
=
3∑
i=1
IIi. (3.18)
Integrating by parts leads to
II1 = −
∫ T
0
∫
R3
σmu˙j [∂jPt + div(∂jPu)]
=
∫ T
0
∫
R3
σm∂j u˙
jPt +
∫ T
0
∫
R3
σm∂ku˙
j(∂jPu
k)
= −
∫ T
0
∫
R3
σmdivu˙P ′ (ρdivu+ u · ∇ρ) +
∫ T
0
∫
R3
σmdivu˙divuP
+
∫ T
0
∫
R3
σmdivu˙u · ∇P −
∫ T
0
∫
R3
σm∂ku˙
j∂ju
kP
≤ Cγ
∫ T
0
∫
R3
σmP |∇u˙||∇u|
≤ µ
4
∫ T
0
∫
R3
σm|∇u˙|2 + Cγ
2
µ
∫ T
0
∫
R3
σm|P∇u|2, (3.19)
II2 = µ
∫ T
0
∫
R3
σmu˙j
[
∆ujt + div(u∆u
j)
]
= −µ
∫ T
0
∫
R3
σm|∂iu˙j|2 + µ
∫ T
0
∫
R3
σm∂iu˙
j∂i(u
k∂ku
j)
14
−µ
∫ T
0
∫
R3
σm∂ku˙
j∂i(u
k∂iu
j)− µ
∫ T
0
∫
R3
σm∂ku˙
j∂iu
k∂iu
j
≤ −µ
∫ T
0
∫
R3
σm|∇u˙|2 + Cµ
∫ T
0
∫
R3
σm|∇u˙||divu|2 + Cµ
∫ T
0
∫
R3
σm|∇u˙||∇u|2
≤ −µ
∫ T
0
∫
R3
σm|∇u˙|2 + Cµ
∫ T
0
∫
R3
σm|∇u˙||∇u|2
≤ −3µ
4
∫ T
0
∫
R3
σm|∇u˙|2 + Cµ
∫ T
0
∫
R3
σm|∇u|4. (3.20)
Similarly,
II3 ≤ −µ+ λ
2
∫ T
0
∫
R3
σm|divu˙|2
+C(µ+ λ)
(
1 +
λ
µ
)∫ T
0
∫
R3
σm|∇u|4 + µ
4
∫ T
0
∫
R3
σm|∇u˙|2. (3.21)
Substituting (3.19)-(3.21) into (3.18) shows that
sup
0≤t≤T
σm
∫
R3
ρ|u˙|2 + µ
∫ T
0
∫
R3
σm|∇u˙|2 + (µ + λ)
∫ T
0
∫
R3
σm|divu˙|2
≤ C
∫ T
0
σm−1σ′
∫
R3
ρ|u˙|2 + Cγ
2
µ
∫ T
0
∫
R3
σm|P∇u|2
+
C(2µ+ λ)2
µ
∫ T
0
∫
R3
σm|∇u|4, (3.22)
where (1.4) has been used. Taking m = 2, we immediately obtain (3.11). The proof of
Lemma 3.4 is completed. ✷
Lemma 3.5 Under the conditions of Proposition 3.1, it holds that
sup
0≤t≤σ(T )
∫
R3
|∇u|2 +
∫ σ(T )
0
∫
R3
ρ|u˙|2
µ
≤ E2, (3.23)
sup
0≤t≤σ(T )
t
∫
R3
ρ|u˙|2
µ
+
∫ σ(T )
0
∫
R3
t|∇u˙|2 ≤ E3, (3.24)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ min
{(
4C(ρ¯)
)−6
, 1
}
, ε1.
Proof. First, we assume that
(γ − 1) 13E0
µ
≤ 1. Multiplying (2.1)2 by ut, integrating the
resulting equality over R3 and using (2.7), we have
d
dt
(
µ
2
‖∇u‖2L2 +
(λ+ µ)
2
‖divu‖2L2 −
∫
R3
divuP
)
+
∫
R3
ρ|u˙|2
=
∫
R3
ρu˙(u · ∇u)−
∫
R3
divuPt
15
≤ C(ρ)
(∫
R3
ρ|u˙|2
) 1
2
(∫
R3
ρ|u|3
) 1
3
‖∇u‖L6 +
∫
R3
divudiv(Pu) + (γ − 1)
∫
R3
P |divu|2
≤ C(ρ)
2µ+ λ
(∫
R3
ρ|u˙|2
) 1
2
(∫
R3
ρ|u|3
) 1
3 (
(CN6 + 1)‖ρu˙‖L2 + ‖P‖L6
)
−
∫
R3
Pu · ∇divu+C(ρ)(γ − 1)
∫
R3
|∇u|2
≤ C(ρ)µ(CN6 + 1)
2µ+ λ
(∫
R3
ρ|u˙|2
)
A
1
3
3 (σ(T )) +
C(ρ)µ
2µ + λ
(∫
R3
ρ|u˙|2
) 1
2
A
1
3
3 (σ(T ))‖P‖L6
− 1
2µ+ λ
∫
R3
Pu · ∇G+ 1
2(2µ + λ)
∫
R3
divuP 2 + C(ρ¯)(γ − 1)‖∇u‖2L2
≤ C(ρ)
(∫
R3
ρ|u˙|2
)
A
1
3
3 (σ(T )) +C(ρ¯)A
1
3
3 (σ(T ))‖P‖2L6 +C(ρ¯)(γ − 1)‖∇u‖2L2
+
C
2µ+ λ
‖P‖L3‖∇u‖L2‖ρu˙‖L2 +
C
2µ + λ
(‖∇u‖2L2 + ‖P‖4L4)
≤ C(ρ)
(∫
R3
ρ|u˙|2
)
A
1
3
3 (σ(T )) +C(ρ¯)A
1
3
3 (σ(T ))(γ − 1)
1
3E
1
3
0 + C(ρ¯)(γ − 1)‖∇u‖2L2
+
1
4
‖√ρu˙‖2L2 +
C(ρ)
(2µ + λ)2
(γ − 1) 23E
2
3
0 ‖∇u‖2L2 +
C
2µ+ λ
‖∇u‖2L2 +
C(ρ)
2µ+ λ
(γ − 1)E0
≤ C(ρ)
(∫
R3
ρ|u˙|2
)
A
1
3
3 (σ(T )) +C(ρ¯)A
1
3
3 (σ(T ))(γ − 1)
1
3E
1
3
0 + C(ρ¯)(γ − 1)‖∇u‖2L2
+
1
4
‖√ρu˙‖2L2 +
C(ρ)
(2µ + λ)2
(γ − 1) 23E
2
3
0 ‖∇u‖2L2 +
C
2µ+ λ
‖∇u‖2L2
+
C(ρ)
2µ+ λ
(γ − 1)E0, (3.25)
where we have used (2.12). Integrating (3.25) over (0, σ(T )), we obtain that
sup
0≤t≤σ(T )
{
µ
2
‖∇u‖2L2 +
(λ+ µ)
2
‖divu‖2L2 −
∫
R3
divuP
}
+
1
2
∫ σ(T )
0
∫
R3
ρ|u˙|2
≤ C(ρ¯)A
1
3
3 (σ(T ))(γ − 1)
1
3E
1
3
0 +C(ρ¯)(γ − 1)
∫ σ(T )
0
‖∇u‖2L2
+
C(ρ)
(2µ + λ)2
(γ − 1) 23E
2
3
0
∫ σ(T )
0
‖∇u‖2L2 +
C
2µ+ λ
∫ σ(T )
0
‖∇u‖2L2
+
C(ρ)
2µ+ λ
(γ − 1)E0 + CµM, (3.26)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤
(
4C(ρ¯)
)−6
.
Case 1: 1 < γ ≤ 3
2
.
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Using(3.7), we get
sup
0≤t≤σ(T )
{‖∇u‖2L2 + (λ+ µ)‖divu‖2L2}+ 1µ
∫ σ(T )
0
∫
R3
ρ|u˙|2 ≤ E12 , (3.27)
where
E12 =
C(γ − 1) 29
µ
2
3
+
C(γ − 1) 139 E1
µ
4
3
+
C(γ − 1) 89E1
µ
8
3
+
C(γ − 1) 49E1
µ
7
3
+
C(γ − 1) 23
µ
+ CM,
and we have also used the facts that
(γ − 1) 13E0
µ
≤ 1 and µ+ λ > 0.
Case 2: γ >
3
2
.
Using(3.5), we have
sup
0≤t≤σ(T )
{‖∇u‖2L2 + (λ+ µ)‖divu‖2L2}+ 1µ
∫ σ(T )
0
∫
R3
ρ|u˙|2 ≤ E22 , (3.28)
where
E22 =
C(γ − 1) 29
µ
2
3
+
C(γ − 1) 23
µ
+
C(γ − 1) 19
µ
7
3
+
C
µ2
+
C(γ − 1) 23
µ
+ CM.
Combining (3.27)-(3.28), the result leads to (3.23), where
E2 = max
{
E12 , E
2
2
}
. (3.29)
Taking m = 1 and T = σ(T ) in (3.22), we obtain that
σ
∫
R3
ρ|u˙|2 + µ
∫ σ(T )
0
∫
R3
σ|∇u˙|2 + (µ + λ)
∫ σ(T )
0
∫
R3
σ|divu˙|2
≤ µE2 + Cγ
2
µ
∫ σ(T )
0
∫
R3
σ|P∇u|2 + C(2µ+ λ)
2
µ
∫ σ(T )
0
∫
R3
σ|∇u|4
≤ µE2 + Cγ
2
µ
(∫ σ(T )
0
∫
R3
P 4
) 1
2
(∫ σ(T )
0
∫
R3
σ2|∇u|4
) 1
2
+
C(2µ+ λ)2
µ
∫ σ(T )
0
∫
R3
σ|∇u|4
≤ µE2 + Cγ
2(γ − 1) 13E
3
4
2
µ
5
4
+
Cγ2(γ − 1) 12E
1
4
2
µ
7
4
+C
(
2 +
λ
µ
)2E 322
µ
1
2
+
(γ − 1) 13E
1
2
2
µ
3
2

≤ µE3, (3.30)
where
E3 = E2 +
Cγ2(γ − 1) 13E
3
4
2
µ
9
4
+
Cγ2(γ − 1) 12E
1
4
2
µ
11
4
+ C
(
2 +
λ
µ
)2E 322
µ
3
2
+
(γ − 1) 13E
1
2
2
µ
5
2
 .
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To get (3.30), we have used the following estimate∫ σ(T )
0
∫
R3
σ|∇u|4
≤ sup
0≤t≤σ(T )
‖∇u‖L2
∫ σ(T )
0
σ‖∇u‖3L6
≤ E
1
2
2
∫ σ(T )
0
σ
(
(4µ + λ)3
(2µ + λ)3µ3
‖ρu˙‖3L2 +
‖P‖3
L6
(2µ + λ)3
)
≤ CE
1
2
2
µ3
sup
0≤t≤σ(T )
σ‖ρu˙‖L2
∫ σ(T )
0
‖ρu˙‖2L2 +
CE
1
2
2 (γ − 1)
1
2E
1
2
0
µ3
≤ CE
1
2
2
µ3
(µA2(T ))
1
2 µE2 +
CE
1
2
2 (γ − 1)
1
3
µ
5
2
≤ CE
3
2
2
µ
3
2
+
CE
1
2
2 (γ − 1)
1
3
µ
5
2
, (3.31)
due to Ho¨lder inequality, (2.12), (3.2), the facts that
(γ − 1) 13E0
µ
≤ 1 and µ + λ > 0. The
proof of Lemma 3.5 is completed. ✷
Lemma 3.6 Under the conditions of Proposition 3.1, we have
sup
0≤t≤T
∫
R3
|∇u|2 +
∫ T
0
∫
R3
ρ|u˙|2
µ
≤ C(E2 + 1), (3.32)
sup
0≤t≤T
σ
∫
R3
ρ|u˙|2
µ
+
∫ T
0
∫
R3
σ|∇u˙|2 ≤ C(E3 + 1), (3.33)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ ε1.
Proof. By (3.2) and Lemma 3.5, we immediately get Lemma 3.6. ✷
Next, we will close the a priori assumption on A3(T ).
Lemma 3.7 Under the conditions of Proposition 3.1, it holds that
A3(σ(T )) ≤
(γ − 1)
1
6E
1
2
0
µ
1
2

1
2
, (3.34)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ min
{
C(ρ¯)−2(γ − 1)− 23E−32 µ5
∣∣∣
(1<γ≤ 3
2
)
, C(ρ¯)−1µ
9
4E
− 3
4
2
∣∣∣
(γ> 3
2
)
, ε1
}
, ε2. (3.35)
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Proof. Case 1: 1 < γ ≤ 3
2
.
A3(σ(T )) = sup
0≤t≤σ(T )
∫
R3
ρ|u|3
µ3
≤ 1
µ3
sup
0≤t≤σ(T )
‖ρ‖L2‖u‖3L6
≤ C(ρ¯)
µ3
(γ − 1) 12E
1
2
0 E
3
2
2
≤
(γ − 1) 16E 120
µ
1
2
 12 , (3.36)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ C(ρ¯)(γ−1)− 23E−32 µ5, where we have used Ho¨lder inequality, Sobolev
inequality and Lemma 3.5.
Case 2: γ >
3
2
.
Using Ho¨lder inequality, (3.6), (3.23) and 2(γ − 1) ≥ 1, we obtain
A3(σ(T )) = sup
0≤t≤σ(T )
∫
R3
ρ|u|3
µ3
≤ C(ρ¯)
µ3
sup
0≤t≤σ(T )
‖ρ 12u‖
3
2
L2
‖u‖
3
2
L6
≤ C(ρ¯)(γ − 1)
1
4E
3
4
0 E
3
4
2
µ3
≤
(γ − 1) 16E 120
µ
1
2
 12 , (3.37)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ C(ρ¯)µ 94E−
3
4
2 . ✷
Lemma 3.8 Under the conditions of Proposition 3.1, it holds that
A1(T ) +A2(T ) ≤ (γ − 1)
1
6E
1
2
0
µ
1
2
, (3.38)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ min
{
(CE7)
−3
∣∣∣
(1<γ≤ 3
2
)
, (CE11)
−2
∣∣∣
(γ> 3
2
)
, ε2
}
, ε3,
where E7 and E11 will be determined in (3.53) and (3.65).
Proof. First we assume that
(γ − 1) 13E0
µ
≤ 1. It follows from Lemma 3.4 that
A1(T ) +A2(T )
≤ C(γ − 1)E0
µ2
+
C(2µ + λ)2
µ2
∫ T
0
∫
R3
σ2|∇u|4 + C(2µ + λ)
µ
∫ T
0
σ‖∇u‖3L3
19
+
Cγ2
µ2
∫ T
0
∫
R3
σ2|P∇u|2 + Cγ
µ
∫ T
0
∫
R3
σP |∇u|2 + C
(
2µ + λ
µ
)∫ σ(T )
0
‖∇u‖2L2
≤ C(γ − 1)E0
µ2
+
8∑
i=4
IIi. (3.39)
Now we give the estimates of II4 − II8 in the following two cases. The subsequent estimates
proceed with different techniques for 1 < γ ≤ 3
2
and γ >
3
2
.
Case 1: 1 < γ ≤ 3
2
.
For II4, due to (2.12), we just estimate
∫ T
0
∫
R3
σ2|∇u|4 as follows:
∫ T
0
∫
R3
σ2|∇u|4 ≤ CN44 (2µ + λ)−3
∫ T
0
σ2‖ρu˙‖3L2‖∇u‖L2
+C(2µ+ λ)−4
∫ T
0
σ2‖ρu˙‖3L2‖P‖L2
+C(2µ+ λ)−4
∫ T
0
σ2‖P‖4L4
=
3∑
i=1
IIIi. (3.40)
Using Ho¨lder inequality, (3.2), (3.4) and Lemma 3.6, we have
III1 ≤ CN44 (2µ + λ)−3 sup
0≤t≤T
(σ2‖ρu˙‖2L2)
1
2
∫ T
0
σ‖ρu˙‖2L2‖∇u‖L2
≤ CN44 (2µ + λ)−3µ
1
2A
1
2
2 (T ) sup
0≤t≤T
(‖∇u‖2L2)
1
2
∫ T
0
σ‖ρ‖2L3‖∇u˙‖2L2
≤ CN44 (2µ + λ)−3µ
1
2A
1
2
2 (T )(γ − 1)
2
3E
2
3
0
(
E2 + 1
) 1
2
(
E3 + 1
)
≤ CN44 (2µ + λ)−3µ
1
4 (γ − 1) 34E
11
12
0
(
E2 + 1
) 1
2
(
E3 + 1
)
. (3.41)
Next, it follows from Ho¨lder inequality, (3.2), (3.4) and Lemma 3.6 that
III2 ≤ C(2µ+ λ)−4 sup
0≤t≤T
(σ2‖ρu˙‖2L2)
1
2
∫ T
0
σ‖ρu˙‖2L2‖P‖L2
≤ C(2µ+ λ)−4µ 12A
1
2
2 (T ) sup
0≤t≤T
‖P‖L2
∫ T
0
σ‖ρ‖2L3‖∇u˙‖2L2
≤ C(2µ+ λ)−4µ 14 (γ − 1) 54E
17
12
0
(
E3 + 1
)
. (3.42)
Thus, one gets from (2.8), (3.41) and (3.42) that∫ T
0
σ2‖G‖4L4 ≤ C
(
(2µ + λ)‖∇u‖L2 + ‖P‖L2
)
‖ρu˙‖3L2
20
≤ C(2µ + λ)µ 14 (γ − 1) 34E
11
12
0
(
E2 + 1
) 1
2
(
E3 + 1
)
+Cµ
1
4 (γ − 1) 54E
17
12
0
(
E3 + 1
)
≤ (2µ + λ)µ 14 (γ − 1) 34E
11
12
0 E4, (3.43)
where E4 = C
(
E2 + 1
) 1
2
(
E3 + 1
)
+ C(γ − 1) 13µ− 12
(
E3 + 1
)
. Here we have used the facts
that
(γ − 1) 13E0
µ
≤ 1 and µ+ λ > 0.
To estimate III3, one deduces from (2.1)1 that P satisfies
Pt + u · ∇P + γPdivu = 0. (3.44)
Multiplying (3.44) by 3σ2P 2 and integrating the resulting equality over R3 × [0, T ], one gets
that
3γ − 1
2µ + λ
∫ T
0
σ2‖P‖4L4
= −σ2‖P‖3L3 + 2σσ′
∫ T
0
‖P‖3L3 −
3γ − 1
2µ+ λ
∫ T
0
σ2
∫
R3
P 3G
≤ C‖P‖3L3 +
3γ − 1
4µ+ 2λ
∫ T
0
σ2‖P‖4L4 +
C(3γ − 1)
2µ+ λ
∫ T
0
σ2‖G‖4L4 . (3.45)
The combination of (3.43) with (3.45) implies∫ T
0
σ2‖P‖4L4 ≤ C(2µ+ λ)(γ − 1)E0 + C(2µ+ λ)µ
1
4 (γ − 1) 34E
11
12
0 E4
≤ (2µ + λ)(γ − 1) 34E
11
12
0 µ
1
4E5, (3.46)
where E5 = C(γ − 1)
2
9µ−
1
6 + CE4.
Substituting (3.41), (3.42) and (3.46) into (3.40) shows that∫ T
0
∫
R3
σ2|∇u|4 ≤ (2µ + λ)−3µ 14 (γ − 1) 34E
11
12
0 E6, (3.47)
where E6 = CN
4
4E4 + CE5. Thus,
II4 = C
(
2µ + λ
µ
)2 ∫ T
0
∫
R3
σ2|∇u|4 ≤ (γ − 1)
3
4E
11
12
0 E6
(2µ + λ)µ
7
4
. (3.48)
To estimate II5, using Ho¨lder inequality, (3.5) and (3.47), we have
II5 =
C(2µ + λ)
µ
∫ T
0
σ‖∇u‖3L3
≤ C(2µ + λ)
µ
(∫ T
0
∫
R3
|∇u|2
) 1
2
(∫ T
0
∫
R3
σ2|∇u|4
) 1
2
21
≤ C (γ − 1)
3
8E
23
24
0 E
1
2
6
µ
11
8 (2µ + λ)
1
2
. (3.49)
For II6, using Ho¨lder inequality, (3.46) and (3.47), one gets
II6 =
Cγ2
µ2
∫ T
0
∫
R3
σ2|P∇u|2
≤ Cγ
2
µ2
(∫ T
0
∫
R3
σ2|P |4
) 1
2
(∫ T
0
∫
R3
σ2|∇u|4
) 1
2
≤ Cγ
2E
1
2
5 E
1
2
6 (γ − 1)
3
4E
11
12
0
µ
7
4 (2µ + λ)
. (3.50)
It holds from Ho¨lder inequality, (3.5) and (3.46)-(3.47) that
II7 =
Cγ
µ
∫ T
0
∫
R3
σP |∇u|2
≤ Cγ
µ
(∫ T
0
∫
R3
σ2|P |4
) 1
4
(∫ T
0
∫
R3
σ2|∇u|4
)1
4
(∫ T
0
∫
R3
|∇u|2
) 1
2
≤ CγE
1
4
5 E
1
4
6 (γ − 1)
3
8E
23
24
0
µ
11
8 (2µ + λ)
1
2
. (3.51)
Finally, relations (3.7), (3.39) and (3.48)-(3.51) give rise to
A1(T ) +A2(T ) ≤ C(γ − 1)E0
µ2
+
C(γ − 1) 34E
11
12
0 E6
(2µ + λ)µ
7
4
+
C(γ − 1) 38E
23
24
0 E
1
2
6
µ
11
8 (2µ + λ)
1
2
+
Cγ2E
1
2
5 E
1
2
6 (γ − 1)
3
4E
11
12
0
µ
7
4 (2µ + λ)
+
CγE
1
4
5 E
1
4
6 (γ − 1)
3
8E
23
24
0
µ
11
8 (2µ+ λ)
1
2
+
C(2µ+ λ)(γ − 1) 23E
2
3
0 E1
µ2
≤ C
(γ − 1) 16E 120
µ
1
2
 43 E7, (3.52)
where
E7 =
(γ − 1) 23
µ
+
(γ − 1) 49E6
µ
11
6
+
(γ − 1) 118E
1
2
6
µ
11
12
+
(γ − 1) 49E
1
2
5 E
1
2
6
µ
11
6
+
γ(γ − 1) 118E
1
4
5 E
1
4
6
µ
11
12
+
(
2 +
λ
µ
)
(γ − 1) 49E1
µ
1
3
, (3.53)
22
and we have also used the facts that
(γ − 1) 13E0
µ
≤ 1 and µ + λ > 0. It thus follows from
(3.52) that
A1(T ) +A2(T ) ≤ C
(γ − 1) 16E 120
µ
1
2
 43 E7 ≤ (γ − 1) 16E 120
µ
1
2
, (3.54)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ (CE7)−3.
Case 2: γ >
3
2
.
In view of (3.40), one gets ∫ T
0
∫
R3
σ2|∇u|4 ≤
3∑
i=1
IIIi. (3.55)
For III1, using (3.2) and Lemma 3.6, we have
III1 ≤ CN44 (2µ+ λ)−3 sup
0≤t≤T
(σ2‖ρu˙‖2L2)
1
2
∫ T
0
σ‖ρu˙‖2L2‖∇u‖L2
≤ CN44 (2µ+ λ)−3µ
1
2A
1
2
2 (T ) sup
0≤t≤T
(‖∇u‖2L2)
1
2
∫ T
0
σ‖ρu˙‖2L2
≤ CN44 (2µ+ λ)−3µ
3
2A
1
2
2 (T )A1(T )(E2 + 1)
1
2
≤ CN44 (2µ+ λ)−3µ
3
4 (γ − 1) 14E
3
4
0 (E2 + 1)
1
2 . (3.56)
It follows from (3.2), (3.4) and Lemma 3.6 that
III2 ≤ C(2µ + λ)−4 sup
0≤t≤T
(σ2‖ρu˙‖2L2)
1
2
∫ T
0
σ‖ρu˙‖2L2‖P‖L2
≤ C(2µ + λ)−4µ 34 (γ − 1) 34E
5
4
0 (E2 + 1)
1
2 . (3.57)
Thus, one gets from (2.8), (3.56) and (3.57) that∫ T
0
σ2‖G‖4L4 ≤ (2µ + λ)µ
3
4 (γ − 1) 14E
3
4
0 E8, (3.58)
where
E8 = C(E2 + 1)
1
2
(
1 +
(γ − 1) 13
µ
1
2
)
. (3.59)
Using (3.45),
1
γ − 1 < 2 and
(γ − 1) 13E0
µ
≤ 1, we obtain
∫ T
0
σ2‖P‖4L4 ≤ C(2µ+ λ)(γ − 1)E0 + C(3γ − 1)(2µ + λ)µ
3
4 (γ − 1) 14E
3
4
0 E8
23
≤ C(2µ+ λ)µ 34 (γ − 1)E
3
4
0
[
E
1
4
0 µ
− 3
4 + (3γ − 1)(γ − 1)− 34E8
]
≤ C(2µ+ λ)µ 34 (γ − 1)E
3
4
0
[
E
1
4
0 µ
− 3
4 + 2
3
4 (3γ − 1)E8
]
≤ (2µ + λ)µ 34 (γ − 1)E
3
4
0 E9, (3.60)
where E9 = Cµ
− 1
2 + C(3γ − 1)E8.
Substituting (3.56), (3.57) and (3.60) into (3.55), we get∫ T
0
∫
R3
σ2|∇u|4 ≤ (2µ+ λ)−3µ 34 (γ − 1) 14E
3
4
0 E10, (3.61)
where E10 = CN
4
4 (E2 + 1)
1
2 + Cµ
1
2 (γ − 1) 13 (E2 + 1)
1
2 + C(γ − 1) 34E9. Thus,
II4 ≤ C
(2µ+ λ
µ
)2
(2µ+ λ)−3µ
3
4 (γ − 1) 14E
3
4
0 E10 ≤
C(γ − 1) 14E
3
4
0 E10
µ
5
4 (2µ + λ)
. (3.62)
Using the same spirit of deriving (3.49)-(3.51), we obtain
II5 ≤ C(2µ + λ)
µ
(E0
µ
) 1
2
(
(2µ + λ)−3µ
3
4 (γ − 1) 14E
3
4
0 E10
) 1
2
,
≤ C(γ − 1)
1
8E
7
8
0 E
1
2
10
µ
9
8 (2µ + λ)
1
2
,
II6 ≤ Cγ
2(γ − 1) 58E
3
4
0 E
1
2
9 E
1
2
10
µ
5
4 (2µ + λ)
,
II7 ≤ Cγ(γ − 1)
5
16E
7
8
0 E
1
4
9 E
1
4
10
µ
9
8 (2µ + λ)
1
2
,
II8 ≤ C(2µ + λ)E0
µ2
≤ C(2µ+ λ)(γ − 1)E0
µ2
.
(3.63)
Consequently, after a bit tedious but straightforward calculation, relations (3.7), (3.39)
and (3.63) give rise to
A1(T ) +A2(T ) ≤ C(γ − 1)E0
µ2
+
C(γ − 1) 14E
5
4
0 E10
µ
3
4 (2µ + λ)
+
C(γ − 1) 18E
7
8
0 E
1
2
10
µ
9
8 (2µ + λ)
1
2
+
Cγ2(γ − 1) 58E
3
4
0 E
1
2
9 E
1
2
10
µ
5
4 (2µ + λ)
+
Cγ(γ − 1) 516E
7
8
0 E
1
4
9 E
1
4
10
µ
9
8 (2µ+ λ)
1
2
+
C(2µ+ λ)(γ − 1)E0
µ2
≤ C
(γ − 1) 16E 120
µ
1
2
 32 E11, (3.64)
where
E11 =
(γ − 1) 23
µ
+
E10
µ
+
E
1
2
10
µ
3
4
+
γ2(γ − 1) 38E
1
2
9 E
1
2
10
µ
3
2
+
γ(γ − 1) 148E
1
4
9 E
1
4
10
µ
3
4
24
+(
2 +
λ
µ
)
(γ − 1) 23 . (3.65)
Here we have used the facts that
1
γ − 1 < 2,
(γ − 1) 13E0
µ
≤ 1 and µ+ λ > 0. It thus follows
from (3.64) that
A1(T ) +A2(T ) ≤ C
(γ − 1) 16E 120
µ
1
2
 32 E11 ≤ (γ − 1) 16E 120
µ
1
2
, (3.66)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ (CE11)−2.
By (3.54) and (3.66), for Case 1 and Case 2, we conclude that if
(γ − 1) 16E
1
2
0
µ
1
2
≤ min
{
(CE7)
−3
∣∣∣
(1<γ≤ 3
2
)
, (CE11)
−2
∣∣∣
(γ> 3
2
)
, ε1, ε2
}
, ε3,
then
A1(T ) +A2(T ) ≤ (γ − 1)
1
6E
1
2
0
µ
1
2
. (3.67)
The proof of Lemma 3.8 is completed.
✷
Next, we will derive the time-independent upper bound for the density ρ. The approach
is motivated by Huang-Li-Xin in [16] and Li-Xin in [22].
Lemma 3.9 Under the conditions of Proposition 3.1, it holds that
sup
0≤t≤T
‖ρ‖L∞ ≤ 7ρ¯
4
(3.68)
for any (x, t) ∈ R3 × [0, T ], provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ min
{
ε3, (2C(ρ¯,M))
− 16
3 µ4, (4C(ρ¯))−2
}
, ε.
Proof. Denoting Dtρ = ρt + u · ∇ρ and expressing the equation of the mass conservation
(1.1)1 as
Dtρ = g(ρ) + b
′(t),
where
g(ρ) , − ρP
2µ+ λ
, b(t) , − 1
2µ+ λ
∫ t
0
ρGdτ.
In accordance with Lemma 2.1, (2.7), (2.8), (3.1) and Lemma 3.8, for all 0 ≤ t1 < t2 ≤ σ(T ),
we get
|b(t2)− b(t1)| ≤ C
∫ σ(T )
0
‖(ρG)(·, t)‖L∞dt
25
≤ C(ρ¯)
2µ+ λ
∫ σ(T )
0
‖G(·, t)‖
1
2
L6
‖∇G(·, t)‖
1
2
L6
dt
≤ C(ρ¯)
2µ+ λ
∫ σ(T )
0
‖ρu˙‖
1
2
L2
‖∇u˙‖
1
2
L2
dt
≤ C(ρ¯)
2µ+ λ
(∫ σ(T )
0
‖ρu˙‖
2
3
L2
t−
1
3 dt
) 3
4
(∫ σ(T )
0
t‖∇u˙‖2L2dt
) 1
4
≤ C(ρ¯,M)
2µ + λ
(∫ σ(T )
0
(‖ρu˙‖2L2t)
1
3 t−
2
3 dt
) 3
4
≤ C(ρ¯,M)
2µ + λ
sup
0≤t≤σ(T )
(‖ρu˙‖2L2t) 116
(∫ σ(T )
0
(‖ρu˙‖2L2t)
1
4 t−
2
3dt
) 3
4
≤ C(ρ¯,M)µ
1
16
2µ + λ
(∫ σ(T )
0
‖ρu˙‖2L2t
) 3
16
(∫ σ(T )
0
t−
8
9dt
) 9
16
≤ C(ρ¯,M)
µ
3
4
A1(σ(T ))
3
16
≤ C(ρ¯,M)
µ
3
4
( (γ − 1) 16E 120
µ
1
2
) 3
16
, (3.69)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ ε3. Therefore, for t ∈ [0, σ(T )], one can choose N0 and N1 in Lemma
2.3 as follows:
N1 = 0, N0 =
C(ρ¯,M)
µ
3
4
(γ − 1) 16E 120
µ
1
2
 316 ,
and ζ¯ = 0. Then
g(ζ) = − ζP (ζ)
2µ+ λ
≤ −N1 = 0 for all ζ ≥ ζ¯ = 0.
Thus
sup
0≤t≤σ(T )
‖ρ‖L∞ ≤ max
{
ρ¯, 0
}
+N0 ≤ ρ¯+ C(ρ¯,M)
µ
3
4
(γ − 1) 16E 120
µ
1
2
 316 ≤ 3ρ¯
2
, (3.70)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ min
{
ε3, (2C(ρ¯,M))
− 16
3 µ4
}
. (3.71)
On the other hand, by virtues of Lemma 2.1, (2.7), (3.1) and Lemma 3.8, for t ∈ [σ(T ), T ],
one deduces that
|b(t2)− b(t1)| ≤ C(ρ¯)
2µ+ λ
∫ t2
t1
‖G(·, t)‖L∞dt
26
≤ 1
2µ+ λ
(t2 − t1) + C(ρ¯)
2µ+ λ
∫ T
σ(T )
‖G‖4L∞
≤ 1
2µ+ λ
(t2 − t1) + C(ρ¯)
2µ+ λ
∫ T
σ(T )
‖G‖2L6‖∇G‖2L6
≤ 1
2µ+ λ
(t2 − t1) + C(ρ¯)
2µ+ λ
∫ T
σ(T )
‖∇G‖2L2‖∇u˙‖2L2
≤ 1
2µ+ λ
(t2 − t1) + C(ρ¯)
2µ+ λ
∫ T
σ(T )
‖ρu˙‖2L2‖∇u˙‖2L2
≤ 1
2µ+ λ
(t2 − t1) + C(ρ¯)A2(T )
∫ T
σ(T )
‖∇u˙‖2L2
≤ 1
2µ+ λ
(t2 − t1) + C(ρ¯)A22(T )
≤ 1
2µ+ λ
(t2 − t1) + C(ρ¯)
( (γ − 1) 16E 120
µ
1
2
)2
, (3.72)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ ε3.
Therefore, one can choose N1 and N0 in Lemma 2.3 as
N1 =
1
2µ + λ
, N0 = C(ρ¯)
(γ − 1) 16E 120
µ
1
2
2 .
Note that
g(ζ) = − ζP (ζ)
2µ+ λ
≤ −N1 = − 1
2µ+ λ
for all ζ ≥ 1,
one can set ζ¯ = 1. Thus
sup
σ(T )≤s≤T
‖ρ‖L∞ ≤ max
{
3
2
ρ¯, 1
}
+N0 ≤ 3
2
ρ¯+ C(ρ¯)
(γ − 1) 16E 120
µ
1
2
2
≤ 7ρ¯
4
,
(3.73)
provided
(γ − 1) 16E
1
2
0
µ
1
2
≤ min
{
ε3, (2C(ρ¯,M))
− 16
3 µ4, (4C(ρ¯))−2
}
. (3.74)
The combination of (3.70) and (3.73) completes the proof of Lemma 3.9. ✷
Proof of Theorem 1.1: With Lemma 3.9 and the higher norm estimates of the smooth
solution (ρ, u) in [16], Theorem 1.1 follows.
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4 The proof of Theorem 1.2
In this section, we will prove Theorem 1.2. Let
A1(T ) = sup
0≤t≤T
σ
∫
R3
|∇u|2 +
∫ T
0
∫
R3
σ
ρ|u˙|2
µ
,
A2(T ) = sup
0≤t≤T
σ3
∫
R3
ρ|u˙|2
µ
+
∫ T
0
∫
R3
σ3|∇u˙|2,
A3(T ) = sup
0≤t≤T
∫
R3
ρ|u|3
µ3
.
(4.1)
Throughout the rest of the paper, we denote generic constant by C depending on ρ¯,M
and some other known constants but independent of µ, λ, γ − 1, ρ˜ and t, and we write C(α)
to emphasize that C may depend on α. For simplicity of presentation, we shall assume that
(γ − 1 + ρ˜)Eα0
µβ
≤ 1, (4.2)
where
1
10
≤ α ≤ 100, 2
3
≤ β ≤ 12. It’s worth noting that the assumption (4.2) is not essential
for our paper. Without this assumption, E12-E21 in the proof of Theorem 1.2 should be more
complex. The following proposition plays a crucial role in this section.
Proposition 4.1 Assume that the initial data satisfies (1.11), (1.12) and (1.13), 1 < γ < 2.
If the solution (ρ, u) satisfies
0 ≤ ρ ≤ 2ρ¯, A1(T ) ≤ 2

(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3

3
8
,
A2(T ) ≤
2
(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3
, A3(σ(T )) ≤ 2

(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3

1
2
,
(4.3)
then

0 ≤ ρ ≤ 7
4
ρ¯, A1(T ) ≤

(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3

3
8
,
A2(T ) ≤
(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3
, A3(σ(T )) ≤

(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3

1
2
,
(4.4)
(x, t) ∈ R3 × [0, T ], provided (γ − 1)
1
36E
1
4
0
µ
1
3
≤ ρ˜
2C
and
(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3
≤ ε. Here
ε =min
{
ε6, (2C(ρ¯,M))
− 16
3 µ4, (4C(ρ¯))−2
}
,
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and
ε6 = min
{(
C(E18 + E19 + E20)
)−17
,
(
C(E18 + E19 + E21)
)−8
, ε5
}
,
ε5 = min
{(
C(E15E17 + E16)
)−4
, ε4
}
,
ε4 = min
{(
4C(ρ¯)
)−6
, 1
}
.
Proof. Proposition 4.1 follows from Lemmas 4.2-4.8 below.
Lemma 4.2 Let (ρ, u) be a smooth solution of (1.1)-(1.3) with 0 ≤ ρ ≤ 2ρ¯, ρ¯ ≥ ρ˜ + 1 and
0 < γ − 1 < 1. Then there exists a positive constant C such that∫
R3
|ρ− ρ˜|3 ≤ C(ρ¯)(γ − 1) 14E0. (4.5)
Proof. A straightforward calculation implies that
G(ρ) = ρ
∫ ρ
ρ˜
P (s)− P (ρ˜)
s2
ds =
1
γ − 1[ρ
γ − ρ˜γ − γρ˜γ−1(ρ− ρ˜)].
Next, we claim that
G(ρ) ≥
(γ − 1)
− 1
4 |ρ− ρ˜|γ−1, |ρ− ρ˜| > (γ − 1) 13 ,
(γ − 1)− 14 |ρ− ρ˜|3, |ρ− ρ˜| ≤ (γ − 1) 13 .
(4.6)
Case 1: |ρ− ρ˜| > (γ − 1) 13 .
Without loss of generality, we only consider the case of ρ− ρ˜ > (γ − 1) 13 . Now we define
f(ρ) = ργ − ρ˜γ − γρ˜γ−1(ρ− ρ˜)− (γ − 1) 34 (ρ− ρ˜)γ−1,
and note that
f(ρ˜) = 0, f ′(ρ) = γργ−1 − γρ˜γ−1 − (γ − 1) 74 (ρ− ρ˜)γ−2.
Thus
f(ρ) = f ′(ξ)(ρ − ρ˜), (4.7)
where ξ = (1− θ)ρ+ θρ˜ (0 < θ < 1). Then
f ′(ξ) = γξγ−1 − γρ˜γ−1 − (γ − 1) 74 (ξ − ρ˜)γ−2
= γ(γ − 1)(ξ − ρ˜) [(1− θ1)ξ + θ1ρ˜]γ−2 − (γ − 1)
7
4 (ξ − ρ˜)γ−2 (0 < θ1 < 1)
= (γ − 1)(1 − θ)(ρ− ρ˜)
[
γ((1 − θ1)ξ + θ1ρ˜)γ−2 − (γ − 1)
3
4 (ξ − ρ˜)γ−3
]
> (γ − 1)(1 − θ)(ρ− ρ˜)
[
Cρ¯γ−2 −C(γ − 1) 34 (γ − 1)γ−33
]
> (γ − 1)(1 − θ)(ρ− ρ˜)
[
Cρ¯γ−2 −C(γ − 1) 112
]
> 0, (1 < γ < 2),
29
when γ − 1 ≤ Cρ¯12(γ−2) ≤ C
ρ¯12
= η. This together with (4.7) implies the first inequality of
(4.6).
Case 2: |ρ− ρ˜| ≤ (γ − 1) 13 .
Similar to Case 1, we only consider the case of 0 ≤ ρ− ρ˜ ≤ (γ − 1) 13 . Now let
g(ρ) = ργ − ρ˜γ − γρ˜γ−1(ρ− ρ˜)− (γ − 1) 34 (ρ− ρ˜)3,
and note that
g′(ρ) = γργ−1 − γρ˜γ−1 − 3(γ − 1) 34 (ρ− ρ˜)2,
g′′(ρ) = γ(γ − 1)ργ−2 − 6(γ − 1) 34 (ρ− ρ˜).
Thus g(ρ˜) = g′(ρ˜) = 0, so that
g(ρ) = g′′(ζ)(ρ− ρ˜)2, (4.8)
where ζ = (1− θ2)ρ+ θ2ρ˜ (0 < θ2 < 1). Then
g′′(ζ) = γ(γ − 1)ζγ−2 − 6(γ − 1) 34 (ζ − ρ˜)
= γ(γ − 1) [(1− θ2)ρ+ θ2ρ˜]γ−2 − 6(1− θ2)(γ − 1)
3
4 (ρ− ρ˜)
> (γ − 1)
[
Cρ¯γ−2 − C(γ − 1) 112
]
> 0,
when γ − 1 ≤ η. This together with (4.8) implies the second inequality of (4.6). We thus
obtain (4.6). Combining (3.6) and (4.6), we get∫
Σ1
|ρ− ρ˜|3 ≤ C(ρ¯)
∫
Σ1
|ρ− ρ˜|γ−1 ≤ C(ρ¯)(γ − 1) 14
∫
R3
G(ρ) ≤ C(ρ¯)(γ − 1) 14E0,∫
Σ2
|ρ− ρ˜|3 ≤ (γ − 1) 14
∫
R3
G(ρ) ≤ (γ − 1) 14E0,
where Σ1 =
{
x ∈ R3 : |ρ(x, t)− ρ˜| > (γ − 1) 13
}
,
Σ2 =
{
x ∈ R3 : |ρ(x, t)− ρ˜| ≤ (γ − 1) 13
}
.
Thus ∫
R3
|ρ− ρ˜|3 =
∫
Σ1
|ρ− ρ˜|3 +
∫
Σ2
|ρ− ρ˜|3 ≤ C(ρ¯)(γ − 1) 14E0.
On the other hand, for 1 > γ − 1 > η, it is clear that G(ρ) ≥ C(ρ¯)(ρ− ρ˜)2. Then∫
R3
|ρ− ρ˜|3 ≤ C(ρ¯)
∫
R3
|ρ− ρ˜|2 ≤ C(ρ¯)η− 14 (γ − 1) 14E0 ≤ C(ρ¯)(γ − 1)
1
4E0.
This completes the prove of the Lemma 4.2.
30
Lemma 4.3 Under the conditions of Proposition 4.1, we have
∫ σ(T )
0
∫
R3
|∇u|2 ≤ C(γ − 1)
1
13E
25
36
0 E12
µ
12
13
+
Cρ˜E0
µ
, (4.9)
provided
(γ − 1) 136E
1
4
0
µ
1
3
≤ ρ˜
2C
.
Proof. Multiplying (2.1)2 by u and then integrating the resulting equality over R
3, and
using integration by parts, we have
1
2
d
dt
∫
R3
ρ|u|2 +
∫
R3
(
µ|∇u|2 + (λ+ µ)|divu|2) = ∫
R3
(P − P (ρ˜))divu. (4.10)
Now, we turn to estimate the term on the right-hand side of (4.10),∫
R3
(P − P (ρ˜))divu ≤ ‖P − P (ρ˜)‖L3‖∇u‖
L
3
2
≤ ‖P − P (ρ˜)‖L3‖u‖
1
2
L2
‖∇u‖
1
2
L2
≤ C
µ
‖P − P (ρ˜)‖
4
3
L3
‖u‖
2
3
L2
+
µ
16
‖∇u‖2L2
≤ C
µ
(γ − 1) 19E
4
9
0 ‖u‖
2
3
L2
+
µ
16
‖∇u‖2L2 . (4.11)
Since
ρ˜
∫
R3
|u|2 ≤
∫
R3
|ρ− ρ˜||u|2 +
∫
R3
ρ|u|2
≤
(∫
R3
|ρ− ρ˜|3
) 1
3
(∫
R3
|u|3
) 2
3
+ E0
≤ C(γ − 1) 112E
1
3
0 (µ
− 1
2‖u‖2L2 + µ
1
2‖∇u‖2L2) + E0
≤ C(γ − 1)
1
12E
1
3
0
µ
1
2
‖u‖2L2 + C(γ − 1)
1
12E
1
3
0 µ
1
2‖∇u‖2L2 + E0
≤ ρ˜
2
‖u‖2L2 + C(γ − 1)
1
12E
1
3
0 µ
1
2 ‖∇u‖2L2 + E0, (4.12)
provided
(γ − 1) 136E
1
4
0
µ
1
3
≤ ρ˜
2C
,
(γ − 1) 118E
1
12
0
µ
1
6
≤ 1. Then
∫
R3
|u|2 ≤ C(γ − 1)
1
12E
1
3
0 µ
1
2‖∇u‖2
L2
ρ˜
+
CE0
ρ˜
≤ C(γ − 1) 118E
1
12
0 µ
5
6 ‖∇u‖2L2 +
Cµ
1
3E
3
4
0
(γ − 1) 136
. (4.13)
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Combining (4.11) and (4.13), then using Young inequality, we get∫
R3
(P − P (ρ˜)) divu ≤ C
µ
(γ − 1) 19E
4
9
0
(γ − 1) 154E 1360 µ 518 ‖∇u‖ 23L2 + µ 19E
1
4
0
(γ − 1) 1108
+ µ
16
‖∇u‖2L2
≤ C(γ − 1)
7
54E
17
36
0
µ
13
18
‖∇u‖
2
3
L2
+
(γ − 1) 11108E
25
36
0
µ
8
9
+
µ
16
‖∇u‖2L2
≤ C(γ − 1)
7
36E
17
24
0
µ
19
12
+
C(γ − 1) 11108E
25
36
0
µ
8
9
+
µ
8
‖∇u‖2L2 . (4.14)
Substituting (4.14) into (4.10) and integrating the resulting inequality over [0, σ(T )], we get
sup
0≤t≤σ(T )
1
2
∫
R3
ρ|u|2 +
∫ σ(T )
0
∫
R3
(µ
2
|∇u|2 + (λ+ µ)|divu|2
)
≤ 1
2
∫
R3
(ρ0 − ρ˜)|u0|2 + 1
2
∫
R3
ρ˜|u0|2 + C(γ − 1)
7
36E
17
24
0
µ
19
12
+
C(γ − 1) 11108E
25
36
0
µ
8
9
≤ C‖ρ0 − ρ˜‖L3‖u0‖2L3 + Cρ˜‖u0‖2 +
C(γ − 1) 736E
17
24
0
µ
19
12
+
C(γ − 1) 11108E
25
36
0
µ
8
9
≤ C(γ − 1) 112E
5
6
0 + Cρ˜E0 +
C(γ − 1) 736E
17
24
0
µ
19
12
+
C(γ − 1) 11108E
25
36
0
µ
8
9
≤ C(γ − 1) 113E
25
36
0
(
(γ − 1) 1156E
5
36
0 +
(γ − 1) 736− 113E
1
72
0
µ
19
12
+
(γ − 1) 11108− 113
µ
8
9
)
+ Cρ˜E0.(4.15)
Claim: ∫ σ(T )
0
∫
R3
|∇u|2 ≤ C(γ − 1)
1
13E
25
36
0 E12
µ
12
13
+
Cρ˜E0
µ
, (4.16)
where
E12 = 1 +
1
µ
+
(γ − 1) 351404
µ
113
117
. (4.17)
In fact, (4.15) implies
∫ σ(T )
0
∫
R3
|∇u|2
≤ C(γ − 1)
1
13E
25
36
0
µ
(γ − 1) 1156E 5360 + (γ − 1) 736− 113E
1
72
0
µ
19
12
+
(γ − 1) 11108− 113
µ
8
9
+ Cρ˜E0
µ
=
C(γ − 1) 113E
25
36
0
µ
12
13
(γ − 1) 1156E 5360
µ
1
13
+
(γ − 1) 736− 113E
1
72
0
µ
19
12
+ 1
13
+
(γ − 1) 11108− 113
µ
8
9
+ 1
13
+ Cρ˜E0
µ
32
=
C(γ − 1) 113E
25
36
0
µ
12
13

(γ − 1)E 536×1560
µ12
 1156 +
(γ − 1)E 172× 468550
µ
103
156
× 468
55
 46855 1
µ
+
(γ − 1) 11108− 113
µ
8
9
+ 1
13
}
+
Cρ˜E0
µ
≤ C(γ − 1)
1
13E
25
36
0 E12
µ
12
13
+
Cρ˜E0
µ
, (4.18)
where (4.2) has been used. ✷
Lemma 4.4 Under the conditions of Proposition 4.1, we have
A1(T ) ≤ sup
0≤t≤T
{
4
µ
∫
R3
σdivu(P − P (ρ˜))
}
+
C (γ − 1 + P (ρ˜))E0
µ
+
C
µ
∫ T
0
∫
R3
σ|P − P (ρ˜)||∇u|2 + C(2µ + λ)
µ
∫ T
0
σ‖∇u‖3L3 (4.19)
and
A2(T ) ≤ CA1(σ(T )) + C
(
1
µ2
+
(γ − 1)2
µ2
)∫ T
0
∫
R3
σ3|P − P (ρ˜)|4
+C
(
1
µ2
+
(γ − 1)2
µ2
+
(2µ + λ)2
µ2
)∫ T
0
∫
R3
σ3|∇u|4 + CP (ρ˜)
2
µ2
E0. (4.20)
Proof. The proof of Lemma 4.4 is similar to Lemma 3.4, we just need to deal with the first
terms in (3.12) and (3.18) again. Here J1 and J2 denote I1 and II1 in Lemma 3.4 respectively.
Integrating by parts gives
J1 = −
∫
R3
σmu˙ · ∇P
=
∫
R3
σmdivut(P − P (ρ˜)) +
∫
R3
σmdiv(u · ∇u)(P − P (ρ˜))
=
d
dt
(∫
R3
σmdivu(P − P (ρ˜))
)
−mσm−1σ′
∫
R3
σmdivu(P − P (ρ˜))
+
∫
R3
σm
(
(γ − 1)P (divu)2 + (P − P (ρ˜))∂iuj∂jui + P (ρ˜)(divu)2
)
(4.21)
and
J2 = −
∫ T
0
∫
R3
σmu˙j [∂jPt + div(∂jPu)]
=
∫ T
0
∫
R3
σm∂j u˙
jPt +
∫ T
0
∫
R3
σm∂ku˙
j(∂jPu
k)
= (1− γ)
∫ T
0
∫
R3
σmdivu˙divu(P − P (ρ˜))− γP (ρ˜)
∫ T
0
∫
R3
σmdivu˙divu
33
−
∫ T
0
∫
R3
σm∂ku˙
j∂ju
k(P − P (ρ˜))
≤ µ
4
∫ T
0
∫
R3
σm|∇u˙|2 + C
(
1
µ
+
(γ − 1)2
µ
)∫ T
0
∫
R3
σm|P − P (ρ˜)|4
+C
(
1
µ
+
(γ − 1)2
µ
)∫ T
0
∫
R3
σm|∇u|4 + CP (ρ˜)
2
µ
∫ T
0
∫
R3
σm|∇u|2. (4.22)
Then, from (3.17) and (3.22), we have
sup
0≤t≤T
(
µ
4
σm‖∇u‖2L2 +
(λ+ µ)
2
σm‖divu‖2L2
)
+
∫ T
0
∫
R3
σmρ|u˙|2
≤ sup
0≤t≤T
{∫
R3
σmdivu(P − P (ρ˜))
}
−
∫ σ(T )
0
∫
R3
mσm−1divu(P − P (ρ˜))
+C
∫ T
0
∫
R3
σm
(
(γ − 1)P (divu)2 + (P − P (ρ˜))|∇u|2 + P (ρ˜)(divu)2
)
+C(2µ+ λ)
∫ T
0
σm
∫
R3
|∇u|3 (4.23)
and
σm
∫
R3
ρ|u˙|2 + µ
∫ T
0
∫
R3
σm|∇u˙|2 + (µ + λ)
∫ T
0
∫
R3
σm|divu˙|2
≤ C
∫ T
0
σm−1σ′
∫
R3
ρ|u˙|2 + C
(
1
µ
+
(γ − 1)2
µ
)∫ T
0
∫
R3
σm|P − P (ρ˜)|4
+C
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)∫ T
0
∫
R3
σm|∇u|4
+
CP (ρ˜)2
µ
∫ T
0
∫
R3
σm|∇u|2. (4.24)
Choosing m = 1 in (4.23) and m = 3 in (4.24), one gets (4.19) and (4.20). ✷
Lemma 4.5 Under the conditions of Proposition 4.1, it holds that
sup
0≤t≤σ(T )
∫
R3
|∇u|2 +
∫ σ(T )
0
∫
R3
ρ|u˙|2
µ
≤ E13, (4.25)
sup
0≤t≤σ(T )
σ
∫
R3
ρ|u˙|2
µ
+
∫ σ(T )
0
∫
R3
σ|∇u˙|2 ≤ E14, (4.26)
provided (
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3
≤ min
{(
4C(ρ¯)
)−6
, 1
}
, ε4,
34
where
E13 = C(ρ¯) + C(M + 1) + C
(
1
µ
+ γ + P (ρ¯)
)
(E12 + 1) , (4.27)
E14 = E13 + C(ρ¯)
(
1 + (γ − 1)2)+ C ( 1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)2
E313
µ4
+C
(
1
µ2
+
(γ − 1)2
µ2
+
(2µ + λ)2
µ2
)
E
1
2
13
µ
3
2
+ Cρ˜2γ−1. (4.28)
Proof. By an argument similar to the proof of Lemma 3.5, one can derive from (3.25) that
d
dt
(
µ
2
‖∇u‖2L2 +
(λ+ µ)
2
‖divu‖2L2 −
∫
R3
divu(P − P (ρ˜))
)
+
∫
R3
ρ|u˙|2
=
∫
R3
ρu˙(u · ∇u)−
∫
R3
divuPt
≤ C(ρ)
(∫
R3
ρ|u˙|2
)1
2
(∫
R3
ρ|u|3
) 1
3
‖∇u‖L6 +
∫
R3
divudiv((P − P (ρ˜))u)
+(γ − 1)
∫
R3
P |divu|2 + P (ρ˜)
∫
R3
|divu|2
≤ C(ρ)
(∫
R3
ρ|u˙|2
)
A
1
3
3 (σ(T )) + C(ρ¯)A
1
3
3 (σ(T ))(γ − 1)
1
12E
1
3
0
+
C
2µ+ λ
(
‖∇u‖2L2 + ‖P − P (ρ˜)‖4L4
)
+
C(ρ)
(2µ+ λ)2
‖P − P (ρ˜)‖2L3‖∇u‖2L2
+
1
4
‖√ρu˙‖2L2 + C(ρ¯)(γ − 1)‖∇u‖2L2 + P (ρ˜)‖∇u‖2L2 . (4.29)
Integrating (4.29) over (0, σ(T )) and using (4.14) give that
µ
2
‖∇u‖2L2 +
(λ+ µ)
2
‖divu‖2L2 −
∫
R3
divu(P − P (ρ˜)) + 1
2
∫ σ(T )
0
∫
R3
ρ|u˙|2
≤ C(ρ¯)A
1
3
3 (σ(T ))(γ − 1)
1
12E
1
3
0 +
C
(2µ + λ)
∫ σ(T )
0
‖P − P (ρ˜)‖4L4
+C
 1
(2µ + λ)
+
(γ − 1) 16E
2
3
0
(2µ+ λ)2
+ (γ − 1) + P (ρ˜)
∫ σ(T )
0
‖∇u‖2L2 + Cµ(M + 1).
provided
(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3
≤ (4C(ρ¯))−6 .
Then, using Lemma 3.2, Lemma 4.2 and (4.3), we have
sup
0≤t≤σ(T )
∫
R3
|∇u|2 +
∫ σ(T )
0
∫
R3
ρ|u˙|2
µ
35
≤ C(ρ¯)(γ − 1)
1
12E
1
3
0
µ

(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3

1
6
+
C(γ − 1) 14E0
µ2
+
C
µ
 1
(2µ + λ)
+
(γ − 1) 16E
2
3
0
(2µ+ λ)2
+ (γ − 1) + P (ρ˜)
∫ σ(T )
0
‖∇u‖2L2 +C(M + 1)
≤ C(ρ¯)(γ − 1)
1
12E
1
3
0
µ
+
C(γ − 1) 14E0
µ2
+ C(M + 1)
+
C
µ
(
1
(2µ+ λ)
+
(γ − 1) 16E
2
3
0
(2µ + λ)2
+ (γ − 1) + P (ρ˜)
)(
(γ − 1) 113E
25
36
0 E12
µ
12
13
+
ρ˜E0
µ
)
.(4.30)
Using (4.2), we get
C(ρ¯)(γ − 1) 112E
1
3
0
µ
+
C(γ − 1) 14E0
µ2
+ C(M + 1)
+
C
µ
 1
2µ + λ
+
(γ − 1) 16E
2
3
0
(2µ+ λ)2
+ (γ − 1) + P (ρ˜)
(γ − 1) 113E 25360 E12
µ
12
13
+
ρ˜E0
µ

= C(ρ¯)
(
(γ − 1)E40
µ12
) 1
12
+ C
(
(γ − 1)E40
µ8
) 1
4
+ C(M + 1)
+C
(
1
2µ+ λ
+
(
(γ − 1)E40
(2µ + λ)12
) 1
6
+ (γ − 1) + P (ρ˜)
)
(γ − 1)E 325360
µ12
 113 E12 + 1

≤ C(ρ¯) + C(M + 1) + C
(
1
µ
+ γ + P (ρ¯)
)
(E12 + 1) = E13. (4.31)
Next taking m = 1 in (4.24), we have
σ
∫
R3
ρ|u˙|2 + µ
∫ σ(T )
0
∫
R3
σ|∇u˙|2 + (µ + λ)
∫ σ(T )
0
∫
R3
σ|divu˙|2
≤
∫ σ(T )
0
∫
R3
ρ|u˙|2 +
(
1
µ
+
(γ − 1)2
µ
)∫ σ(T )
0
∫
R3
σ|P − P (ρ˜)|4
+C
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)∫ σ(T )
0
∫
R3
σ|∇u|4 + CP (ρ˜)
2
µ
∫ σ(T )
0
∫
R3
σ|∇u|2
≤
∫ σ(T )
0
∫
R3
ρ|u˙|2 +C(ρ¯)
(
1
µ
+
(γ − 1)2
µ
)
‖P − P (ρ˜)‖3L3 +
CP (ρ˜)2
µ
∫ σ(T )
0
∫
R3
σ|∇u|2
+C
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)∫ σ(T )
0
σ‖∇u‖L2‖∇u‖3L6
=
4∑
i=1
Ki. (4.32)
36
In fact, we just need to deal with K3. Using (2.12) and Cauchy inequality, we get
K3 = C
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)∫ σ(T )
0
σ‖∇u‖L2‖∇u‖3L6
≤
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)
C
(2µ + λ)3
sup
0≤t≤σ(T )
‖∇u‖L2
∫ σ(T )
0
σ‖√ρu˙‖3L2
+
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)
C
(2µ+ λ)3
sup
0≤t≤σ(T )
‖∇u‖L2
∫ σ(T )
0
σ‖P − P (ρ˜)‖3L6
≤
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)
CE
1
2
9
(2µ + λ)3
sup
0≤t≤σ(T )
σ
1
2‖√ρu˙‖L2
∫ σ(T )
0
‖√ρu˙‖2L2
+
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)
CE
1
2
9
(2µ+ λ)3
∫ σ(T )
0
σ‖P − P (ρ˜)‖3L6
≤ 1
4
sup
0≤t≤σ(T )
σ‖√ρu˙‖2L2 +
(
1
µ
+
(γ − 1)2
µ
+
(2µ+ λ)2
µ
)2
CE13
(2µ+ λ)6
(∫ σ(T )
0
‖√ρu˙‖2L2
)2
+
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)
CE
1
2
9 (γ − 1)
1
8E
1
2
0
(2µ + λ)3
≤ 1
4
sup
0≤t≤σ(T )
σ‖√ρu˙‖2L2 +
(
1
µ
+
(γ − 1)2
µ
+
(2µ+ λ)2
µ
)2
CE39µ
2
(2µ+ λ)6
+
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)
CE
1
2
9 (γ − 1)
1
8E
1
2
0
(2µ + λ)3
. (4.33)
Substituting (4.33) into (4.32), and using (4.30), we have
sup
0≤t≤σ(T )
σ
∫
R3
ρ|u˙|2
µ
+
∫ σ(T )
0
∫
R3
σ|∇u˙|2
≤ E13 + C(ρ¯)
(
1
µ2
+
(γ − 1)2
µ2
)
(γ − 1) 14E0 +
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)2
CE39µ
(2µ + λ)6
+
(
1
µ2
+
(γ − 1)2
µ2
+
(2µ + λ)2
µ2
)
CE
1
2
9 (γ − 1)
1
8E
1
2
0
(2µ + λ)3
+
CP (ρ˜)2E0
µ3
≤ E13 + C(ρ¯)
(
1 + (γ − 1)2)((γ − 1)E40
µ8
) 1
4
+
(
1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)2
CE39
µ5
+
(
1
µ2
+
(γ − 1)2
µ2
+
(2µ + λ)2
µ2
)
CE
1
2
13
µ
3
2
(
(γ − 1)E40
µ12
) 1
8
+ Cρ˜2γ−1
ρ˜E0
µ3
≤ E13 + C(ρ¯)
(
1 + (γ − 1)2)+ C ( 1
µ
+
(γ − 1)2
µ
+
(2µ + λ)2
µ
)2
E39
µ5
37
+C
(
1
µ2
+
(γ − 1)2
µ2
+
(2µ + λ)2
µ2
)
E
1
2
13
µ
3
2
+ Cρ˜2γ−1 = E14, (4.34)
where (4.2) has been used. ✷
Next, we will close the a priori assumption on A3(σ(T )).
Lemma 4.6 Under the conditions of Proposition 4.1, it holds that
A3(σ(T )) ≤

(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3

1
2
, (4.35)
provided (
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3
≤ min
{
(C(E15E17 + E16))
−4 , ε4
}
, ε5. (4.36)
Proof. Multiplying (2.1)2 by 3|u|u and integrating the resulting equation over R3, using
Lemma 2.1, Lemma 2.2 and Ho¨lder inequality, we obtain
d
dt
∫
R3
ρ|u|3
≤ Cµ
∫
R3
|u||∇u|2 + C
∫
R3
|P − P (ρ˜)||u||∇u|
≤ Cµ‖u‖L6‖∇u‖L2‖∇u‖L3 + C‖P − P (ρ˜)‖L3‖u‖L6‖∇u‖L2
≤ Cµ 12‖∇u‖
5
2
L2
(
‖√ρu˙‖
1
2
L2
+ ‖P − P (ρ˜)‖
1
2
L6
)
+ C‖P − P (ρ˜)‖L3‖∇u‖2L2 . (4.37)
Integrating (4.37) over (0, σ(T )) and using Ho¨lder inequality, one gets
sup
0≤t≤σ(T )
∫
R3
ρ|u|3
≤ Cµ 12
∫ σ(T )
0
‖∇u‖
5
2
L2
‖√ρu˙‖
1
2
L2
+ Cµ
1
2
∫ σ(T )
0
‖∇u‖
5
2
L2
‖P − P (ρ˜)‖
1
2
L6
+C
∫ σ(T )
0
‖P − P (ρ˜)‖L3‖∇u‖2L2 + sup
0≤t≤σ(T )
∫
R3
ρ0|u0|3
≤ Cµ 12
(∫ σ(T )
0
‖∇u‖4L2
) 1
2
(∫ σ(T )
0
‖√ρu˙‖2L2
) 1
4
(∫ σ(T )
0
‖∇u‖2L2
) 1
4
+Cµ
1
2 sup
0≤t≤σ(T )
‖P − P (ρ˜)‖
1
2
L6
sup
0≤t≤σ(T )
‖∇u‖
1
2
L2
∫ σ(T )
0
‖∇u‖2L2
+C sup
0≤t≤σ(T )
‖P − P (ρ˜)‖L3
∫ σ(T )
0
‖∇u‖2L2 +
∫
R3
|ρ0 − ρ˜||u0|3 +
∫
R3
ρ˜|u0|3
38
≤ Cµ 12 sup
0≤t≤σ(T )
‖∇u‖L2
(∫ σ(T )
0
‖∇u‖2L2
) 3
4
(∫ σ(T )
0
‖√ρu˙‖2L2
) 1
4
+Cµ
1
2 sup
0≤t≤σ(T )
‖P − P (ρ˜)‖
1
2
L6
sup
0≤t≤σ(T )
‖∇u‖
1
2
L2
∫ σ(T )
0
‖∇u‖2L2
+C sup
0≤t≤σ(T )
‖P − P (ρ˜)‖L3
∫ σ(T )
0
‖∇u‖2L2 + C‖ρ0 − ρ˜‖L3‖u0‖L6‖u0‖2L4
+Cρ˜‖u0‖3L3 . (4.38)
By Lemma 3.2, Lemma 4.2, Lemma 4.3 and Lemma 4.5, we obtain
sup
0≤t≤σ(T )
∫
R3
ρ|u|3
µ3
≤ C
µ2
(∫ σ(T )
0
‖∇u‖2L2
) 3
4
(
E
3
4
13
µ
1
4
+
E
1
4
13(γ − 1)
1
48E
1
12
0
µ
1
2
E
1
4
0
µ
1
4
+
(γ − 1) 112E
1
3
0
µ
E
1
4
0
µ
1
4
)
+
C
µ3
‖ρ0 − ρ˜‖L3‖∇u0‖
5
2
L2
‖u0‖
1
2
L2
+
Cρ˜
µ3
‖u0‖
3
2
L2
‖∇u0‖
3
2
L2
≤ C
(γ − 1) 113E 25360 E12
µ
12
13
+
ρ˜E0
µ
 34 E15 + C(γ − 1) 112E 7120 M 54
µ3
+
Cρ˜E
3
4
0 M
3
4
µ3
≤ C
(γ − 1) 113E 25360 E12
µ
12
13
+
ρ˜E0
µ
 34 E15 + C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 34 E16
≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 34 (E15E17 +E16)
≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 12 , (4.39)
provided
(γ − 1) 136E
1
4
0
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
≤ (C(E15E17 + E16))−4, where
E15 =
E
3
4
13
µ
9
4
+
E
1
4
13
µ
5
2
+
1
µ
9
4
, E16 =
M
5
4
µ2
+M
3
4 , E17 =
(
E12 +
ρ˜
1
3
µ
)3
4
. (4.40)
In what follows, we give the details of the calculations of E15-E17. (4.2) gives
E15 =
1
µ2
E 3413
µ
1
4
+
E
1
4
13(γ − 1)
1
48E
1
12
0
µ
1
2
E
1
4
0
µ
1
4
+
(γ − 1) 112E
1
3
0
µ
E
1
4
0
µ
1
4

39
=
1
µ2
E 3413
µ
1
4
+
E
1
4
13
µ
1
2
(
(γ − 1)E160
µ12
) 1
48
+
1
µ
1
4
(
(γ − 1)E70
µ12
) 1
12

=
E
3
4
13
µ
9
4
+
E
1
4
13
µ
5
2
+
1
µ
9
4
, (4.41)
E16 =
(γ − 1)E
19
48
0 M
5
4
µ
11
4
+
ρ˜
7
8E
9
16
0 M
3
4
µ
11
4
=
(γ − 1)E 1930
µ12
 116 M 54
µ2
+M
3
4
 ρ˜E 9140
µ
22
7
 78
=
M
5
4
µ2
+M
3
4 (4.42)
and
C
(γ − 1) 113E 25360 E12
µ
12
13
+
ρ˜E0
µ

3
4
= C
(γ − 1) 136E 140
µ
1
3
(γ − 1) 23468E
4
9
0 E12
µ
23
39
+
 ρ˜ 16E 140
µ
1
3
4 ρ˜ 13
µ

3
4
= C
(γ − 1) 136E 140
µ
1
3
(γ − 1)E 49× 468230
µ12
 23468 E12 +
 ρ˜ 16E 140
µ
1
3
4 ρ˜ 13
µ

3
4
≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 34 (E12 + ρ˜ 13
µ
) 3
4
= C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 34 E17. (4.43)
✷
Lemma 4.7 Under the conditions of Proposition 4.1, it holds that
A1(T ) ≤

(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3

3
8
, (4.44)
A2(T ) ≤
(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3
, (4.45)
40
provided (
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3
≤ ε6,
where
ε6 = min
{(
C(E18 + E19 + E20)
)−17
,
(
C(E18 +E19 + E21)
)−8
, ε5
}
and E18-E21 are given by (4.62), (4.64), (4.66) and (4.74) respectively.
Proof. First, we will prove (4.45). Recalling (4.20), we have
A2(T ) ≤ CA1(σ(T )) + C
(
1
µ2
+
(γ − 1)2
µ2
)∫ T
0
∫
R3
σ3|P − P (ρ˜)|4
+C
(
1
µ2
+
(γ − 1)2
µ2
+
(2µ + λ)2
µ2
)∫ T
0
∫
R3
σ3|∇u|4 + CP (ρ˜)
2
µ2
E0. (4.46)
Now, we turn to estimate the term
∫ T
0
∫
R3
σ3|∇u|4. Due to (2.11),
∫ T
0
∫
R3
σ3|∇u|4
≤ C
(
1
(2µ + λ)2
+
1
µ2
)∫ T
0
σ3‖∇u‖2L3‖
√
ρu˙‖2L2 +
C
(2µ + λ)4
∫ T
0
σ3‖√ρu˙‖|2L2‖P − P (ρ˜)‖2L3
+
C
(2µ + λ)4
∫ T
0
σ3‖P − P (ρ˜)‖4L4 =
3∑
i=1
Li. (4.47)
By using Ho¨lder inequality, Young inequality and (4.3), L1 can be estimated as follows,
L1 = C
(
1
(2µ+ λ)2
+
1
µ2
)∫ T
0
σ3‖∇u‖2L3‖
√
ρu˙‖|2L2
≤ C
(
1
(2µ+ λ)2
+
1
µ2
)∫ T
0
σ3‖∇u‖
2
3
L2
‖∇u‖
4
3
L4
‖√ρu˙‖|2L2
≤ C
µ2
(∫ T
0
σ3‖∇u‖4L4
)1
3
(∫ T
0
σ3‖∇u‖L2‖
√
ρu˙‖|3L2
) 2
3
≤ 1
4
∫ T
0
σ3‖∇u‖4L4 +
C
µ3
∫ T
0
σ3‖∇u‖L2‖
√
ρu˙‖|3L2
≤ 1
4
∫ T
0
σ3‖∇u‖4L4 +
C
µ3
sup
0≤t≤T
(
σ
1
2 ‖∇u‖L2
)
sup
0≤t≤T
(
σ
3
2‖√ρu˙‖L2
)∫ T
0
σ‖√ρu˙‖2L2
≤ 1
4
∫ T
0
σ3‖∇u‖4L4 +
C
µ3
A
3
2
1 (T )A
1
2
2 (T ). (4.48)
41
It follows from Lemma 4.2 and (4.3) that
L2 =
C
(2µ + λ)4
∫ T
0
σ3‖√ρu˙‖|2L2‖P − P (ρ˜)‖2L3
≤ C
(2µ + λ)4
sup
0≤t≤T
(‖P − P (ρ˜)‖2L3) ∫ T
0
σ3‖√ρu˙‖2L2
≤ C(γ − 1)
1
6E
2
3
0 A1(T )
(2µ + λ)4
. (4.49)
Following a process similar to [16], we focus on estimating the term
∫ T
0
‖P − P (ρ˜‖4L4 .
One deduces from (2.1)1 that P − P (ρ˜) satisfies
(P − P (ρ˜))t + u · ∇(P − P (ρ˜)) + γ(P − P (ρ˜))div u+ γP (ρ˜)div u = 0. (4.50)
Multiplying (4.50) by 3σ3(P −P (ρ˜))2 and integrating the resulting equality over R3× [0, T ],
using divu =
1
2µ+ λ
(G+ P − P (ρ˜)), we get
3γ − 1
2µ+ λ
∫ T
0
∫
R3
σ3|P − P (ρ˜)|4
=
∫
R3
σ3(P − P (ρ˜))3 − (3γ − 1)
2µ + λ
∫ T
0
∫
R3
σ3(P − P (ρ˜))3G+ 3
∫ σ(T )
0
∫
R3
σ2(P − P (ρ˜))3
−3γP (ρ˜)
∫ T
0
∫
R3
σ3(P − P (ρ˜))2divu
≤ C sup
0≤t≤T
(‖P − P (ρ˜)‖3L3) + C
∫ σ(T )
0
∫
R3
σ2(P − P (ρ˜))3 + C(3γ − 1)
2µ+ λ
∫ T
0
∫
R3
σ3|G|4
+
3γ − 1
2(2µ + λ)
∫ T
0
∫
R3
σ3|P − P (ρ˜)|4 + CP (ρ˜)
2(2µ + λ)
3γ − 1
∫ T
0
∫
R3
σ3|∇u|2
≤ C(γ − 1) 14E0 + C
2µ+ λ
∫ T
0
∫
R3
σ3|G|4 + 3γ − 1
2(2µ + λ)
∫ T
0
∫
R3
σ3|P − P (ρ˜)|4
+
C(2µ+ λ)P 2(ρ˜)E0
µ
. (4.51)
It follows from (2.9) that
L3 =
C(γ − 1) 14E0
(2µ + λ)3
+
C
(2µ + λ)2
∫ T
0
σ3‖√ρu˙‖2L2‖∇u‖2L3
+
C
(2µ + λ)4
∫ T
0
σ3‖√ρu˙‖2L2‖P − P (ρ˜)‖2L3 +
CP (ρ˜)2E0
(2µ + λ)2µ
≤ C(γ − 1)
1
4E0
(2µ + λ)3
+
1
4
∫ T
0
σ3‖∇u‖4L4 +
1
(2µ + λ)3
∫ T
0
σ3‖√ρu˙‖3L2‖∇u‖L2
42
+
1
(2µ + λ)4
sup
0≤t≤T
(‖P − P (ρ˜)‖2L3) ∫ T
0
σ3‖√ρu˙‖2L2 +
CP (ρ˜)2E0
(2µ + λ)2µ
≤ C(γ − 1)
1
4E0
(2µ + λ)3
+
1
4
∫ T
0
σ3‖∇u‖4L4 +
1
(2µ + λ)4
sup
0≤t≤T
(‖P − P (ρ˜)‖2L3) ∫ T
0
σ3‖√ρu˙‖2L2
+
1
(2µ + λ)3
sup
0≤t≤T
(
σ
1
2 ‖∇u‖L2
)
sup
0≤t≤T
(
σ
3
2‖√ρu˙‖L2
)∫ T
0
σ‖√ρu˙‖2L2 +
CP (ρ˜)2E0
(2µ + λ)2µ
≤ C(γ − 1)
1
4E0
(2µ + λ)3
+
1
4
∫ T
0
σ3‖∇u‖4L4 +
(γ − 1) 16E
2
3
0 A1(T )
(2µ + λ)4
+
A
3
2
1 (T )A
1
2
2 (T )
(2µ+ λ)3
+
CP (ρ˜)2E0
(2µ + λ)2µ
. (4.52)
Substituting (4.48)-(4.52) into (4.47) shows that∫ T
0
∫
R3
σ3|∇u|4
≤ C(γ − 1)
1
4E0
µ3
+
CA
3
2
1 (T )A
1
2
2 (T )
µ3
+
C(γ − 1) 16E
2
3
0 A1(T )
µ4
+
CP (ρ˜)2E0
µ3
. (4.53)
And also we get∫ T
0
∫
R3
σ3|P − P (ρ˜)|4 ≤ Cµ(γ − 1) 14E0 + CµA
3
2
1 (T )A
1
2
2 (T )
+C(γ − 1) 16E
2
3
0 A1(T ) + C
(2µ+ λ)2
µ
P 2(ρ˜)E0. (4.54)
Next, we turn to estimate A1(σ(T )). (4.19) shows that
A1(σ(T )) ≤ 4
µ
∫
R3
σdivu(P − P (ρ˜)) + C(γ − 1)E0
µ
+
CP (ρ˜)E0
µ
+
C(2µ+ λ)
µ
∫ σ(T )
0
σ‖∇u‖3L3 +
C
µ
∫ σ(T )
0
∫
R3
σ|P − P (ρ˜)||∇u|2. (4.55)
Based on Lemma 2.2, Lemma 4.5 and (4.3), the last two terms in the right hand side of (4.55)
can be estimated as follows:
C(2µ + λ)
µ
∫ σ(T )
0
σ‖∇u‖3L3
≤ C
∫ σ(T )
0
σ‖∇u‖
3
2
L2
‖∇u‖
3
2
L6
≤ C
µ
3
2
∫ σ(T )
0
σ‖∇u‖
3
2
L2
(‖√ρu˙‖L2 + ‖P − P (ρ˜)L6‖)
3
2
≤ C
µ
3
2
sup
0≤t≤σ(T )
(
σ
1
4 ‖∇u‖
1
2
L2
)
sup
0≤t≤σ(T )
(
‖∇u‖
1
2
L2
)(∫ σ(T )
0
σ‖√ρu˙‖2L2
) 3
4
(∫ σ(T )
0
‖∇u‖2L2
) 1
4
43
+
C
µ
3
2
sup
0≤t≤σ(T )
(
‖P − P (ρ˜)‖L6
) 3
2
(∫ σ(T )
0
‖∇u‖2L2
)3
4
≤ CA1(T )E
1
4
13
µ
3
2
(∫ σ(T )
0
‖∇u‖2L2
) 1
4
+
C(γ − 1) 116E
1
4
0
µ
3
2
(∫ σ(T )
0
‖∇u‖2L2
) 3
4
(4.56)
and
C
µ
∫ σ(T )
0
∫
R3
σ|P − P (ρ˜)||∇u|2 ≤ C(ρ¯)
µ
∫ σ(T )
0
∫
R3
|∇u|2. (4.57)
Substituting (4.56)-(4.57) into (4.55), one has
A1(σ(T )) ≤ sup
0≤t≤σ(T )
{
4
µ
∫
R3
σdivu(P − P (ρ˜))
}
+
C(γ − 1)E0
µ
+
CP (ρ˜)E0
µ
+
CA1(T )E
1
4
13
µ
3
2
(∫ σ(T )
0
‖∇u‖2L2
) 1
4
+
C(γ − 1) 116E
1
4
0
µ
3
2
(∫ σ(T )
0
‖∇u‖2L2
)3
4
+
C(ρ¯)
µ
∫ σ(T )
0
∫
R3
|∇u|2. (4.58)
It follows from (4.14) that
A1(σ(T )) ≤ C(γ − 1)
7
36E
17
24
0
µ
31
12
+
C(γ − 1) 11108E
25
36
0
µ
17
9
+
C(γ − 1)E0
µ
+
CP (ρ˜)E0
µ
+
CA1(T )E
1
4
13
µ
3
2
(∫ σ(T )
0
‖∇u‖2L2
) 1
4
+
C(γ − 1) 116E
1
4
0
µ
3
2
(∫ σ(T )
0
‖∇u‖2L2
)3
4
+
C(ρ¯)
µ
∫ σ(T )
0
∫
R3
|∇u|2. (4.59)
Collecting (4.9), (4.46), (4.52), (4.53) and (4.59) implies that
A2(T ) ≤ C(γ − 1)
7
36E
17
24
0
µ
31
12
+
C(γ − 1) 11108E
25
36
0
µ
17
9
+
C(γ − 1)E0
µ
+
CP (ρ˜)E0
µ︸ ︷︷ ︸
N1
+
CA1(T )E
1
4
13
µ
3
2
(γ − 1) 113E 25360 E12
µ
12
13
+
ρ˜E0
µ
 14
︸ ︷︷ ︸
N2
+
C(γ − 1) 116E
1
4
0
µ
3
2
(γ − 1) 113E 25360 E12
µ
12
13
+
ρ˜E0
µ
 34
︸ ︷︷ ︸
N3
44
+
C(ρ¯)(γ − 1) 113E
25
36
0 E12
µ
25
13
+
C(ρ¯)ρ˜E0
µ2︸ ︷︷ ︸
N4
+
(
1 +
1
µ4
+
(γ − 1)2
µ4
+
(2µ+ λ)2
µ4
)
︸ ︷︷ ︸
N5
×
(
C(γ − 1) 14E0
µ
CA
3
2
1 (T )A
1
2
2 (T )
µ
+
C(γ − 1) 16E
2
3
0 A1(T )
µ2
+
CP (ρ˜)2E0
µ
)
︸ ︷︷ ︸
N6
+
CP (ρ˜)E0
µ2︸ ︷︷ ︸
N7
. (4.60)
Next we focus on dealing with N1-N6. In fact, (4.2) leads to
N1 +N2 ≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 1817 {(γ − 1) 101612E 1814080
µ
455
204
+
(γ − 1) 1331836E
263
612
0
µ
235
153
+
(γ − 1) 3334E
25
34
0
µ
11
17
+
(γ − 1) 521216E
13
4896
0 E
1
4
12E
1
4
13
µ
2657
1768
}
+ C
 ρ˜ 16E 140
µ
1
3
2 ρ˜E 320
µ
3
2
 29 ρ˜γ− 59
+C
 ρ˜ 16E 140
µ
1
3
 98 ρ˜ 112
µ
17
12
= C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 1817 {(γ − 1)E 5432020
µ12
 101612 1
µ
1
4
+
(γ − 1)E 7891330
µ12
 1331836 1
µ
2
3
+
(γ − 1)E 25330
µ
2
3
 3334 +
(γ − 1)E 169150
µ12
 521216 E 1412E 1413
µ
3
2
+
 ρ˜ 16E 140
µ
1
3
 1617  ρ˜E 320
µ
3
2
 29 ρ˜γ− 59
+
 ρ˜ 16E 140
µ
1
3

1
136
ρ˜
1
12
µ
17
12
}
≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 1817 E18, (4.61)
where
E18 =
1
µ
1
4
+
1
µ
2
3
+ 1 +
E
1
4
12E
1
4
13
µ
3
2
+ ρ˜γ−
5
9 +
ρ˜
1
12
µ
17
12
. (4.62)
N3 +N4 ≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 1817 { (γ − 1) 3213536E 4138160
µ
813
442
+
(γ − 1) 21442E
263
612
0
µ
347
221
45
+(
(γ − 1)E40
µ12
) 1
16
 ρ˜ 16E 140
µ
1
3
 3317 ρ˜ 14
µ
1
2
+
 ρ˜ 16E 140
µ
1
3
 5017 ρ˜ 13
µ
2
3
}
= C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 1817 {(γ − 1)E 53699630
µ12
 3213536 1
µ
3
4
+
(γ − 1)E 263612× 442210
µ12
 21442 1
µ
+
ρ˜
1
4
µ
1
2
+
ρ˜
1
3
µ
2
3
}
≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3

18
17
E19, (4.63)
where
E19 =
1
µ
3
4
+
1
µ
+
ρ˜
1
4
µ
1
2
+
ρ˜
1
3
µ
2
3
. (4.64)
N5 ×N6 +N7 ≤ C
(
1 +
1
µ4
+
(γ − 1)2
µ4
+
(2µ + λ)2
µ4
)(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 1817
×
{
(γ − 1) 1568E
25
34
0
µ
11
17
+
(γ − 1) 19792E
1
1088
0
µ
817
816
+
(γ − 1) 751E
41
102
0
µ
28
17
+
 ρ˜ 16E 140
µ
1
3
 1617  ρ˜E 320
µ
 13 ρ˜2γ− 23}+ C
 ρ˜ 16E 140
µ
1
3
4 ρ˜γ− 23
µ
2
3
= C
(
1 +
1
µ4
+
(γ − 1)2
µ4
+
(2µ + λ)2
µ4
)(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3

18
17
×
{(γ − 1)E 1030
µ
44
15
 1568 + ((γ − 1)E90
µ12
) 1
36
× 1
272 1
µ
+
(γ − 1)E 41140
µ12
 751 }
+C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 1817  ρ˜ 16E 140
µ
1
3
 5017 ρ˜γ− 23
µ
2
3
≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 1817 E20, (4.65)
E20 =
(
1 +
1
µ4
+
(γ − 1)2
µ4
+
(2µ + λ)2
µ4
)(
1 +
1
µ
)
+
ρ˜γ−
2
3
µ
2
3
. (4.66)
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It thus follows (4.61), (4.63) and (4.65) that
A2(T ) ≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 1817 (E18 + E19 + E20)
≤ (γ − 1)
1
36E
1
4
0
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
, (4.67)
provided
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 ≤ (C(E18 + E19 + E20))−17.
Finally, to finish the proof of Lemma 4.7, it remains to prove (4.44). With (4.19) and (4.58)
at hand, we just have to estimate the terms
2µ + λ
µ
∫ T
σ(T )
σ‖∇u‖3L3 and
C
µ
∫ T
σ(T )
∫
R3
σ|P −
P (ρ˜)||∇u|2. By Ho¨lder inequality, we have
2µ+ λ
µ
∫ T
σ(T )
σ‖∇u‖3L3 ≤ C
(∫ T
σ(T )
‖∇u‖2L2
) 1
2
(∫ T
σ(T )
‖∇u‖4L4
) 1
2
≤
(
CE0
µ
) 1
2
(∫ T
σ(T )
‖∇u‖4L4
) 1
2
(4.68)
and
C
µ
∫ T
σ(T )
∫
R3
σ|P − P (ρ˜)||∇u|2
≤ C
µ
(∫ T
σ(T )
∫
R3
|P − P (ρ˜)|4
) 1
4
(∫ T
σ(T )
∫
R3
|∇u|4
) 1
4
(∫ T
σ(T )
∫
R3
|∇u|2
) 1
2
. (4.69)
It follows from Lemma 4.3, (4.51), (4.53), Lemma 4.4, (4.68) and (4.69) that
A1(T ) ≤ A1(σ(T )) + C(2µ + λ)
µ
∫ T
σ(T )
σ‖∇u‖3L3 +
C
µ
∫ T
σ(T )
∫
R3
σ|P − P (ρ˜)||∇u|2
≤ C(γ − 1)
7
36E
17
24
0
µ
31
12
+
C(γ − 1) 11108E
25
36
0
µ
17
9
+
C(γ − 1)E0
µ
+
CP (ρ˜)E0
µ︸ ︷︷ ︸
N8
+
CA1(T )E
1
4
13
µ
3
2
(γ − 1) 113E 25360 E12
µ
12
13
+
ρ˜E0
µ
 14
︸ ︷︷ ︸
N9
+
C(γ − 1) 116E
1
4
0
µ
3
2
(γ − 1) 113E 25360 E12
µ
12
13
+
ρ˜E0
µ
 34
︸ ︷︷ ︸
N10
47
+
C(ρ¯, ρ˜)
µ
(γ − 1) 113E 25360 E12
µ
12
13
+
ρ˜E0
µ

︸ ︷︷ ︸
N11
+
CE
1
2
0
µ
1
2
(γ − 1) 14E0
µ3
+
A
3
2
1 (T )A
1
2
2 (T )
µ3
+
(γ − 1) 16E
2
3
0 A1(T )
µ4
+
P (ρ˜)2E0
µ3
 12
︸ ︷︷ ︸
N12
.(4.70)
Following a process similar to N1-N7, one gets N8-N12 as follows:
N8 +N9 = N1 +N2 ≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3

18
17
E18
≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 12 E18, (4.71)
N10 +N11 = N3 +N4 ≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 1817 E19
≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 12 E19 (4.72)
and
N12 ≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 12 (γ − 1)
1
9E
7
8
0
µ
11
6
+
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 132 E 120
µ2
+
(γ − 1) 572E
17
24
0 A1(T )
µ
7
3
+
ρ˜γ−
1
12E
7
8
0
µ
11
6

≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 12

(γ − 1)E 6380
µ12
 19 1
µ
1
2
+
(
ρ˜
2C
) 1
32 E
1
2
0
µ2
+
 ρ˜ 16E 140
µ
1
3
 132 E 120
µ2
+
(γ − 1)E 5150
µ12
 572 1
µ
1
2
+
 ρ˜E 320
µ
22
7
 712 ρ˜γ− 23 }
≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 12
 1µ 12 +
(
ρ˜E160
µ12
) 1
32 1
µ
13
8
+
 ρ˜E 19520
µ2
 1192 1
µ2
+ ρ˜γ−
2
3

48
≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 12 E21, (4.73)
where
E21 =
1
µ
1
2
+
1
µ
13
8
+
1
µ2
+ ρ˜γ−
2
3 , (4.74)
and we have used
(γ − 1) 136E
1
4
0
µ
1
3
≤ ρ˜
2C
.
Substituting (4.71), (4.72) and (4.73) into (4.70), we obtain
A1(T ) ≤ C
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3

1
2
(E18 + E19 + E21)
≤
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 38 , (4.75)
provided
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 ≤ (C(E18 + E19 + E21))−8. ✷
Now we are in a position to close the a priori assumption on ρ.
Lemma 4.8 Under the conditions of Proposition 4.1, it holds that
sup
0≤t≤T
‖ρ‖L∞ ≤ 7ρ¯
4
(4.76)
for any (x, t) ∈ R3 × [0, T ], provided(
(γ − 1) 136 + ρ˜ 16
)
E
1
4
0
µ
1
3
≤ ε , min
{
ε6, (2C(ρ¯,M))
− 16
3 µ4, (4C(ρ¯))−2
}
.
Proof. In fact, the proof is similar to the one in Lemma 3.9, then we just list some differ-
ences. Here we rewrite (3.69) as follows:
|b(t2)− b(t1)| ≤ C(ρ¯)
µ
3
4
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 316 . (4.77)
Therefore, for t ∈ [0, σ(T )], one can choose N0 and N1 in Lemma 2.3 as follows:
N1 = 0, N0 =
C(ρ¯)
µ
3
4
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
 316 ,
and ζ¯ = 0. Then
g(ζ) = − ζP (ζ)
2µ+ λ
≤ −N1 = 0 for all ζ ≥ ζ¯ = 0.
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Thus
sup
0≤t≤σ(T )
‖ρ‖L∞ ≤ max{ρ¯, 0} +N0 ≤ ρ¯+ C(ρ¯)
µ
3
4
((γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
) 3
16 ≤ 3ρ¯
2
, (4.78)
provided
(γ − 1) 136E
1
4
0
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
≤ min
{
ε6, (2C(ρ¯,M))
− 16
3 µ4
}
. (4.79)
On the other hand, for t ∈ [σ(T ), T ], we can rewrite (3.72) as follows:
|b(t2)− b(t1)| ≤ 1
2µ+ λ
(t2 − t1) + C(ρ¯)
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
2 , (4.80)
provided
(γ − 1) 136E
1
4
0
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
≤ ε6. Therefore, one can choose N1 and N0 in Lemma 2.3 as
N1 =
1
2µ + λ
, N0 = C(ρ¯)
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
2 .
Note that
g(ζ) = − ζP (ζ)
2µ+ λ
≤ −N1 = − 1
2µ+ λ
for all ζ ≥ 1,
one can set ζ¯ = 1. Thus
sup
σ(T )≤s≤T
‖ρ‖L∞ ≤ max
{
3
2
ρ¯, 1
}
+N0 ≤ 3
2
ρ¯+ C(ρ¯)
(γ − 1) 136E 140
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
2
≤ 7ρ¯
4
, (4.81)
provided
(γ − 1) 136E
1
4
0
µ
1
3
+
ρ˜
1
6E
1
4
0
µ
1
3
≤ min
{
ε6, (2C(ρ¯,M))
− 16
3 µ4, (4C(ρ¯))−2
}
. (4.82)
The combination of (4.78) and (4.81) completes the proof of Lemma 4.8. ✷
Now, the proof of Proposition 4.1 is completed. Next, following a process similar to that
in the proof of Theorem 1.1, we can prove that the results obtained in Proposition 4.1 still
hold in the case of γ ≥ 2. At last, we will derive the time-dependent higher norm estimates
of the smooth solution (ρ, u). In fact, the proofs are the same as the ones in [16]. For the
convenience, we omit them here.
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