In a recent work [5] various Markov and ergodicity properties of the nonlinear filter, for the classical model of nonlinear filtering, were studied. It was shown that under quite general conditions, when the signal is a Feller-Markov process with values in a complete separable metric space E then the pair process (signal, filter) is also a FellerMarkov process with state space E × P(E), where P(E) is the space of probability measures on E. Furthermore, it was shown that if the signal has a unique invariant measure then, under appropriate conditions, uniqueness of the invariant measure for the above pair process holds within a certain restricted class of invariant measures. In many asymptotic problems concerning approximate filters [6, 7] it is desirable to have the uniqueness of the invariant measure to hold in the class of all invariant measures. In this paper we first show that for a rich class of filtering problems, when the signal has a unique invariant measure, the property of "asymptotic stability" for the filter holds. Using this property of asymptotic stability we then provide sufficient conditions under which the (signal,filter) pair has a unique invariant measure. We also show that, in a certain sense, the property of asymptotic stability is necessary for the uniqueness of the invariant measure.
Introduction
Stochastic nonlinear filtering is one of the central areas of application of stochastic calculus [16, 20, 22] . The basic object of the study is a pair of stochastic processes (X t , Y t ) t≥0 where (X t ) is called the signal process and (Y t ) the observation process. The central problem in nonlinear filtering is the study of the measure valued process (Π t ) which is the conditional distribution of X t given σ{Y s : 0 ≤ s ≤ t}. This measure valued process is called the nonlinear filter. In the classical setting of nonlinear filtering, which is considered in this paper, the signal is taken to be a Markov process with values in some Polish space E and the observations are given via the relation:
where (W t ) is a standard d dimensional Brownian motion independent of (X t ) and h, referred to as the observation function, is a map from E → IR d .
The nonlinear filter is computed using three pieces of information: the initial law of the signal (denoted hereafter as γ), the transition probability function of the Markov process (X t , Y t ) and the observation trajectory. In most practical problems one does not have access to the exact initial law or the transition probability function. Even in the ideal situation, in order to do explicit computations various approximations need to be made. Thus it is of central importance to study the sensitivity of the filter to errors in both the initial law and the transition probability function. Most of the available work in literature focuses on the short time behavior of approximate filters. The general picture that emerges from these "short time" results is that under appropriate conditions if the errors in the parameters are small then the distance (appropriately measured) between the optimal filter and the suboptimal filter built with incorrect parameters is also small, however the bound on the distance between the two filters grows exponentially in time. These bounds suggest that over a long time interval a filter built with incorrect parameters becomes useless.
In this work, in contrast to the above mentioned results, we are interested in the long term behavior of the nonlinear filter. In recent years asymptotic study of the nonlinear filter has generated significant interest [18, 27, 19, 28, 25, 3, 12, 2, 10, 21, 8, 1, 13, 23, 6, 7, 24, 11, 14, 5, 4, 15, 9] . In [6, 7] it was shown that various desirable long time properties for a rich class of approximate filters hold if the pair process: (signal, filter) has a unique invariant measure.
The study of invariant measures for filtering processes was initiated by Kunita [18] . In this classic paper Kunita showed, using the uniqueness of the solution of the Kushner-Stratonovich equation, that in the classical filtering model if the signal is Feller-Markov with a compact, separable Hausdorff state space E then the optimal filter is also a Feller-Markov process with state space P(E), where P(E) is the space of all probability measures on E . Furthermore, [18] shows that if the signal in addition has a unique invariant measure µ for which (2.11) holds then the filter Π(·) has a unique invariant measure. In subsequent papers Kunita [19] and Stettner [27] extended the above results to the case where the state space is a locally compact Polish space. Furthermore, in [19] it is shown that for signals with a locally compact state space the pair process: (signal, filter) has a unique invariant measure within a certain restrictive class of invariant measures. In all the above papers [18, 19, 27] the observation function h is assumed to be bounded. In a recent paper [5] the results of Kunita-Stettner were extended to the case of unbounded h and signals with state space an arbitrary Polish space. The proofs in [5] are of independent interest since unlike the arguments in [18, 19, 27] they do not rely on the uniqueness of the solution to KushnerStratonovich equation.
As pointed out above, the asymptotic results in [6, 7] crucially rely on the assumption of uniqueness of invariant measure for the pair process. Thus it becomes of central importance to obtain conditions under which this uniqueness holds. The results in [19, 5] on the uniqueness of the invariant measure (within a restrictive class) for the pair process are inadequate for the asymptotic study of approximate filters undertaken in [6, 7] for the reason that the results in these latter papers require the uniqueness to hold in the class of all invariant measures. In view of that, in this paper, we take a different approach to this uniqueness question. To the best of our knowledge the only results (excepting the stable linear case) addressing this uniqueness problem are in [28] and [9] . In [28] it was shown that if the signal is a discrete time, finite state, aperiodic, irreducible Markov chain and the observations are given via the discrete time analog of (1.1) then the pair process admits a unique invariant measure. The results in [9] showed, for a class of discrete time signals with compact state space, that if the signal process is Feller-Markov with a unique invariant measure and furthermore the filter is "asymptotically stable" then the pair process: (signal, filter) has a unique invariant measure. A modification of the argument in [9] (See Theorem 3.6) shows that the result continues to hold for the continuous time model with the state space of the signal an arbitrary Polish space.
In view of the above result it becomes important to understand when the property of "asymptotic stability" holds. One of our aims in this paper is to obtain sufficient conditions for asymptotic stability of the filter. Roughly speaking, the property of asymptotic stability says that the distance per unit time between the optimal filter and an incorrectly initialized filter converges to 0 as time approaches ∞. More precisely, one can show that for every ν ∈ P(E) there exists a family of measurable maps {Λ t (ν)} t≥0 from C=C([0, ∞) :
represents the suboptimal filter which is constructed under the erroneous assumption that the initial law of the signal is ν instead of γ. For ν ∈ P(E) denote by Q ν the measure induced by (Y t ) on C when the Markov process (X t ) has the initial law ν. Let µ 1 , µ 2 ∈ P(E). We say that the filter is (µ 1 , µ 2 ) asymptotically stable if for all continuous and bounded
converges to 0 as T → ∞, where IE Qµ 1 denotes the expectation with respect to the measure Q µ 1 .
In recent years various authors have considered the problem of asymptotic stability under different hypothesis [25, 3, 12, 2, 10, 21, 8, 1, 13, 23, 11, 14, 5, 4, 15, 9] . The notion of asymptotic stability that we introduce in this paper is much weaker than that studied in the above cited papers and as a result it can be verified for a broader class of filtering problems. Another reason for us to focus on this notion of asymptotic stability is that in a certain sense (to be made precise below) it is a necessary condition for the uniqueness of the invariant measure of the pair process to hold. Furthermore, as Theorem 3.6 shows, (δ x , µ 2 ) asymptotic stability for all µ 2 ∈ P(E), x a.e. [µ], suffices for the uniqueness of the invariant measure for the pair (signal, filter) to hold, where for x ∈ E, δ x denotes the probability measure concentrated at the point x.
The study of asymptotic stability was pioneered by Ocone and Pardoux [25] . In [25] it was shown that if the observation function h is bounded and the signal is Feller-Markov on a locally compact, Polish space for which assumption (A) of Section 2 holds then for appropriate µ 1 , µ 2 ∈ P(E) and continuous bounded real valued functions φ(·) on E:
Let (T t ) denote the semi-group corresponding to the Markov process (X t ). Also , for ν ∈ P(E), let
The conditions that are assumed on µ 1 , µ 2 in [25] are as follows.
(A1) µ 1 T t and µ 2 T t converge weakly to µ as t → ∞, where
Our first objective in this paper is to show that if condition (A1) is weakened to the assumption that the families {µ 1 T t } t≥0 , {µ 2 T t } t≥0 are tight then the filter is (µ 1 , µ 2 )-asymptotically stable. This is done in Theorem 3.1. The proof of the theorem relies on Propositions 3.10 and 3.11, the proofs of which are deferred until Section 4. Next, in Theorem 3.6, we show that if the signal admits a unique invariant measure µ and the filter is (δ x , µ 2 ) -asymptotically stable for all µ 2 ∈ P(E); x a.e.
[µ] then the pair process : (signal, filter) has a unique invariant measure. The proof follows via a modification of the argument in [9] . Conversely, in Theorem 3.8, it is shown that if the (signal, filter) pair admits a unique invariant measure and for some µ 1 , µ 2 ∈ P(E) the families {µ 1 T t } t≥0 , {µ 2 T t } t≥0 and {IE Qµ 1 (Λ t (µ 2 ))} t≥0 are tight then the filter is (µ 1 , µ 2 ) asymptotically stable. Note that the tightness of the above families always holds when the state space of the signal is compact. Also the tightness of the third family follows from that of the second if
It is important to observe that in Theorems 3.6 and 3.8 assumption (A) is not made.
As an immediate consequence of the above results we show, in Theorem 3.9, that if Assumptions (A), (B1) and (B2) hold then the pair process has a unique invariant measure. Condition (B1) is sometimes referred in the literature as the statement that the Markov process is bounded in probability (cf. [26] ). An important class of problems where (B2) is satisfied is when the transition probability measures p(x, t, dy) for the signal have nowhere vanishing densities with respect to some reference measure (cf. Proposition 3.3).
Notation and the filtering model:
Let E be a complete separable metric space and let (Ω, F, P ) be a probability space. Let (X t ) be a homogeneous Markov process with values in E with transition probability function p(x, t, B), i.e. for t, τ > 0, x ∈ E and B ∈ B(E)
where for a Polish space S, B(S) denotes the Borel sigma field on S. Denote the distribution of X 0 by γ, i.e.
Denote by D=D([0, ∞), E), the Skorohod space of E valued cadlag functions on [0, ∞) and let ξ t (·) be the coordinate process on D, i.e. ξ t (θ)=θ(t) for θ ∈ D.
We will assume that (X t ) admits a cadlag version, i.e for all (s, x) ∈ [0, ∞) × E there exists a probability measure P s,x on D such that for 0 ≤ s < t < ∞, and U ∈ B(E),
For notational simplicity, P 0,x will hereafter be denoted as P x .
We will also assume that the Markov process is Feller, i.e. the map x → P s,x is a continuous map from E to P(D), where for a Polish space S, P(S) denotes the space of probability measures on S.
The observation process is given as follows:
where h : E → IR d is a continuous and bounded mapping and (W t ) is a IR dvalued standard Wiener process, assumed to be independent of (X t ). Denote by Π t the conditional distribution of X t given past and current observations, i.e. for A ∈ B(E),
In order to study an incorrectly initialized filter we will introduce the following canonical setting. Let (β t ) be the canonical process on C=C([0, ∞) :
for η ∈ C. Let Q be the standard Wiener measure on (C, B(C)). Also set
and define for ν ∈ P(E), s > 0
where P s,ν ∈ P(D) is defined as:
Let Z t :Ω → IR be the stochastic process such that for all 0 ≤ s ≤ t:
for all ν ∈ P(E), where ·, · denotes the inner product in IR d . For the existence of such a common version see Theorem 3 in [17] . Next, for 0 ≤ s ≤ t, let
For a Polish space S let M(S) denote the space of positive, finite measures on S and BM (S) denote the space of bounded measurable functions on S. For f ∈ BM (S) and m ∈ M(S) we will denote S f (x)dm(x) by m, f or m(f ).
Finally define for 0 ≤ s ≤ t and ν ∈ M(E) a P(E) valued random variable Λ st (ν) via the normalization of Γ st (ν), i.e.
Also with an abuse of notation we will sometimes denote Γ 0t (ν) and Λ 0t (ν) by Γ t (ν) and Λ t (ν) respectively.
As a consequence of the Kallianpur-Striebel formula (See [16] ) it follows that for f ∈ BM (E)
By a filter initialized incorrectly at the probability measure γ 1 we mean the P(E) valued process, Π
LetF be the Q-completion of B(C) andÑ be the class of Q-null sets iñ
Next we introduce the probability measure on C under which the canonical process has the same law as the observation process. For an arbitrary ν ∈ P(E) let Q ν ∈ P(C) be defined by
It is easy to see that P oY −1 = Q γ .
We now define our basic notion of asymptotic stability.
Definition 2.1 Let µ 1 , µ 2 ∈ P(E). We say that the filter is (µ 1 , µ 2 )-
converges to 0 in Q µ 1 -probability as T → ∞.
In the next section we will obtain conditions under which, for given µ 1 , µ 2 ∈ P(E), (µ 1 , µ 2 )-asymptotic stability holds. Let (T t ) denote the semigroup corresponding to the Markov process (X t ), i.e. for f ∈ BM (E),
For a Polish space S let C b (S) denote the space of continuous and bounded functions on S. One of the basic conditions that will be assumed in many results of this paper is the following.
A: There is a unique invariant probability measure, µ, for the semigroup (T t ). Furthermore for all f ∈ C b (E):
3 Asymptotic stability and the uniqueness of invariant measure:
In this section we first state our main result, Theorem 3.1, on asymptotic stability. We then provide sufficient conditions for Assumption (2) in Theorem 3.1 to hold. Next, we show that if the filter has appropriate asymptotic stability properties then there must be a unique invariant measure for the pair: (signal, filter). As a converse to this result, we show that if the pair process has a unique invariant measure and certain tightness conditions are satisfied then the filter is asymptotically stable. From above results we obtain, as an immediate consequence, sufficient conditions for the uniqueness of the invariant measure to hold. We then state two propositions (Propositions 3.10 and 3.11) which play key roles in the proof of Theorem 3.1. The proofs of these propositions are deferred until Section 4. Finally, in this section, we present the proof of Theorem 3.1 using these propositions.
The main theorem of this section is the following.
Theorem 3.1 Assume that the assumption (A) holds. Let µ 1 , µ 2 ∈ P(E) be such that:
(1) For i = 1, 2 {µ i T t ; t ≥ 0} is a tight family of probability measures on E.
(2) The measure Q µ 1 is absolutely continuous with respect to Q µ 2 (We write
Then the filter is (µ 1 , µ 2 )-asymptotically stable, i.e for all φ ∈ C b (E)
Condition (2) in the above theorem is satisfied for a rich class of problems. We give in the following proposition and the corollary below sufficient conditions for (2) to hold. First, however, we present the following lemma from [5] .
and
Proof: Let, for i = 1, 2, γ i= Λ (µ i ). By assumption, γ 1 << γ 2 , a.e. Q. Fix t ∈ (0, ∞) and let A ∈ A t 0 . Then:
where the second equality above follows from Lemma 3.2. Next note that,
where K ∈ (0, ∞) is arbitrary. Also note that
Note that
Furthermore for L > 0
and Γ 0, (µ 1 ) is A 0 measurable. Combining the above observations we have that for all A ∈ A t
Since t ∈ (0, ∞) is arbitrary the above relation holds for all A ∈ C. Now let A ∈ C be such that Q µ 2 (A) = 0. Then the above display yields that
Letting L → ∞ and then K → ∞ we have that Q µ 1 (A) = 0. This proves the proposition.
Corollary 3.4 Let µ 1 , µ 2 ∈ P(E). Suppose that there exists ∈ (0, ∞)
Proof: In view of the above proposition it suffices to show that Λ (µ 1 ) << Λ (µ 2 ), a.e. Q. Let N 1 ⊂ C be the Q null set such that for all η ∈ N 1 , q 0 (θ, η) > 0 a.s. P 0,µ 1 and a.s. P 0,µ 2 . Now fix η ∈ N c 1 and let B ∈ B(E) be such that Λ (µ 2 )(η), I B = 0. This implies that,
Since q 0 (θ, η) > 0, a.s. P µ 2 it follows that µ 2 T (B) = 0. The absolute continuity of µ 1 T with respect to µ 2 T then yields that µ 1 T (B) = 0. But this clearly implies that
Hence Λ (µ 1 )(η), I B = 0. This proves that Λ (µ 1 )(η) is absolutely continuous with respect to Λ (µ 2 )(η). This proves the lemma. We now introduce the measure on (Ω,F) which corresponds to the law of the process (X t , Y t ) t≥0 . For ν ∈ P(E) define 5) where N is the class of all R 0,ν null sets. Now for fixed ν ∈ P(E) definê R 0,ν on (Ω,F) as follows:
Then it can be shown thatR
The following theorem is taken from [5] . Let F t denote the sigma field : σ{X s , Y s ; 0 ≤ s ≤ t}.
Theorem 3.5 ([5])
Fix ν ∈ P(E). Let Π ν t be defined as
Then ((X t , Π ν t ), F t ) is a E ×P(E) valued Feller-Markov process on (Ω, F, P ) with associated semigroup {S t } 0≤t<∞ defined as follows. For F ∈ BM (E × P(E)),
for (x, λ) ∈ E × P(E).
The following theorem, the essential idea of whose proof was presented in [9] , gives conditions for existence and uniqueness of (S t ) invariant measure. Theorem 3.6 (cf. [9] ) Suppose that there is a unique (T t ) invariant measure µ and further suppose that the filter is (δ x , ν) asymptotically stable for all ν ∈ P(E), x a.e. [µ]. Then there exists a unique (S t ) invariant measure.
Proof: From Theorem 6.4 of [5] it follows that there is at least one (S t ) invariant probability measure. We note that in Theorem 6.4 of [5] assumption (A) is made, however that assumption is only used to assure a certain uniqueness property and the existence of the invariant measure does not rely on it. Now suppose that m 1 and m 2 are two (S t ) invariant measures. We will show that for a measure determining class C 0 of real valued functions on (E × P(E)) we have that for all F ∈ C 0
The class C 0 is defined as:
where for a metric space S, C b (S) denotes the space of bounded and continuous functions and C 2 b (IR k ) is the space of functions on IR k which are continuous and bounded together with their partial derivatives up to second order. Now fix F ∈ C 0 and let φ, φ 1 , · · · , φ k and H be as in the definition of C 0 . Then there exists a C (depending on F ) such that
Note that since there is a unique (T t ) invariant measure µ it follows that m i (dx × P(E)) = µ(dx) for i = 1, 2. Now let µ 1 , µ 2 be regular conditional probability functions such that m i (dx, dα) = µ i (x, dα)µ(dx); i = 1, 2. Using the (S t ) stationarity of m i we have that the left side of (3.7) equals, for all T ∈ (0, ∞) and i = 1:
while the right hand side of (3.7) equals the same expression for i = 2. Thus
Next using the definition of the semigroup (S t ) we have that for x ∈ E and α i ∈ P(E); i = 1, 2
By the assumption on asymptotic stability we have that for i = 1, · · · k;
as T → ∞, for all α ∈ P(E) and x a.e.
[µ].
Using (3.11), (3.10) in (3.9) we have via an application of dominated convergence theorem that
for all F ∈ C 0 . Since C 0 is a measure determining class we have that m 1 = m 2 . This completes the proof of the theorem.
As a converse to the above theorem we have Theorem 3.8 below. However, we first present the following lemma. Define a semigroup of operators on BM (P(E)) as follows. For F ∈ BM (P(E)) and ν ∈ P(E)
From Theorem 5.2 of [5] we have that (T t ) is a Feller semigroup and from Theorem 6.2 of [5] we have that there is a unique (T t ) invariant measure: M ∈ P(P(E)).
Following Stettner ([27])
, define for ν ∈ P(E), m ν t , M ν t ∈ P(P(E)) as follows. For A ∈ B(P(E)),
where I A denotes the indicator function for the set A.
Lemma 3.7 Let F ∈ C b (P(E)) and let ν ∈ P(E) be such that {νT t } t≥0 is tight. Then:
Proof:
The proof is similar to Proposition 3 of Stettner ([27] ). Recall that (T t F )(ν) = P(E) F (π)dm ν t (π). Thus the result will follow if we show that the measures νT t dt; τ > 0} is tight and so we have that there exists an increasing family of compact subsets of E, denoted as {K n ; n ≥ 1} such that 1 τ
where the next to last inequality follows on applying Chebychev's inequality and noting that IE Qν (Λ t (ν)(K c n )) = νT t (K c n ). This completes the proof of the lemma. Theorem 3.8 Suppose that there is a unique (S t ) invariant probability measure: m. Let µ 1 , µ 2 ∈ P(E) be such that the families {µ 1 T t } t≥0 and {Q µ 1 (Λ t (µ 2 ))} t≥0 are tight. Then the filter is (µ 1 , µ 2 )-asymptotically stable.
Proof: Let φ ∈ C b (E). We need to show that
converges to 0 as T → ∞. The expression above can be rewritten as:
Observing that Λ t (µ 1 ), φ = IER 0,µ 1 φ(ξ t ) | A t 0 , a.s.R 0,µ 1 and that Λ t (µ 2 ), φ is A t 0 measurable, we have that the third term on the right side of (3.14) equals
Using this notation the expression on the right side of (3.14) can be rewritten as
Define for ∈ (0, ∞); ρ T , η T ∈ P(E × P(E)) as follows. For A 1 ∈ B(E) and A 2 ∈ B(P(E)):
We claim that the families {ρ T } T ≥0 ; {η T } T ≥0 are tight in P(E × P(E)). To see that, note that since {µ 1 T t } t≥0 is tight in P(E) by assumption, it suffices to show that the family {
is tight in P(P(E)) for i = 1, 2. This family for i = 2 is tight since by assumption the family {IE Qµ 1 (Λ t (µ 2 ))} t≥0 is tight. Also, for i = 1 this family is same as { 1 T T 0 µ 1 T t dt} t≥0 the tightness of which follows from Lemma 3.7. This proves the claim. Furthermore, observe that the expression in (3.15) can be written in terms of ρ T and η T as:
By the Feller property of (S t ), the tightness argued above and the uniqueness of (S t ) invariant measure it follows via a routine argument that
In order to complete the proof of the theorem it suffices to show that F φ , m equals G φ , m . Next observe that
Finally note that:
where the last equality follows on observing once more that
Comparing the above two sets of displays we have the result.
As an immediate consequence of Theorems 3.1, 3.5, 3.6 we have the following result. (B1) For all ν ∈ P(E), {νT t } t≥0 is a tight family in P(E).
Then there exists a unique (S t ) invariant measure.
The key steps in the proofs of Theorem 3.1 are Propositions 3.10 and 3.11 below. Once these are proved, Theorem 3.1 follows via a straightforward triangle inequality. Proposition 3.10 Suppose that assumption (A) holds. Let µ 1 ∈ P(E) be
Now suppose that µ 2 ∈ P(E) is such that {µ 2 T t } t≥0 is tight and
(3.17)
Proposition 3.11 Let τ > 0 be fixed. Suppose that Assumption (A) holds.
Let µ 1 , µ 2 ∈ P(E) be such that the families {µ 1 T t } t≥0 and {µ 2 T t } t≥0 are tight. Then for all φ ∈ C b (E),
converges to 0 as τ 0 → ∞.
Assuming the above propositions we can now present the proof of Theorem 3.1.
Proof of Theorem 3.1: Let µ 1 , µ 2 ∈ P(E) be arbitrary and let φ ∈ C b (E). Then
where ||φ|| ∞= sup x∈E |φ(x)|. Now the Theorem follows from Proposition 3.10 and Proposition 3.11 on taking τ 0 → ∞ and then τ → ∞.
Proofs:
In this section we will present the proofs of Propositions 3.10 and 3.11. We begin with the following lemma which is an immediate consequence of Lemma 3.2.
Lemma 4.1 Let µ 1 ∈ P(E) and let τ > 0. Then for all t ≥ τ
Proof: Note that from Lemma 3.2 we have that
Using this observation along with the fact that under Q the sigma fields A t 2 are independent for 0 ≤ t 1 ≤ t 2 ≤ t 3 we have that
where for ν ∈ P(E) and A ∈ B(E),
This proves the lemma.
Lemma 4.2 Let µ 1 ∈ P(E). Also let F ∈ BM (P(E)) and τ > 0 be fixed.
Then for all t ≥ τ :
Proof: Observe that
Applying Lemma 4.1 we have that the right side of (4.3) equals
Lemma 4.3 Let µ 1 ∈ P(E) and τ > 0. Fix t > τ . Then for all φ ∈ BM (E),
Proof: An application of Bayes formula yields that
We will now show that the numerator of the expression on the right hand side almost surely equals:
Observe that
Combining (4.5) with (4.4) gives the result.
Let C c (P(E)) be the class of all convex functions in C b (P(E)).
Lemma 4.4 Let F ∈ C c (P(E)). Suppose that assumption (A) holds. Let M be, as before, the unique (T t ) invariant measure. Let ν ∈ P(E) be such that {νT t } t≥0 is tight. Then
Proof: For τ 0 > τ , denote the probability measure
Since F is convex we have that T τ F is convex (For a proof see Lemma 3.2 of Kunita [18] ). Therefore,
This immediately yields that
By our assumption, {νT t ; t > 0} is tight and so the family {λ τ,τ 0 = 1 τ 0 −τ τ 0 τ νT t dt; τ 0 > τ } is also tight. Using the Feller property of (T t ) and the uniqueness of (T t ) invariant measure we now have that λ τ,τ 0 converges weakly to µ as τ 0 → ∞. Furthermore since T t is Feller, we have that
Next from the uniqueness of (T t ) invariant measure it follows that (cf. Section 6, [5] 
From (4.6) it now follows that for all τ ≥ τ , lim sup
Since F is bounded the above statement is equivalent to lim sup
Now since > 0 is arbitrary, we have the lemma.
Proof of Proposition 3.10: The expectation in (3.16) can be written as:
We now consider (3.17) . The proof follows as in [25] . Let's define
From the first part of the proposition we have that
Using (4.11) and (4.12) we have that
The proof is now completed on taking limit as K → ∞ in the above expression.
We now proceed to the proof of Proposition 3.11. Define a Markov semigroup (T t ) on BM (E × E) as follows. For f 1 , f 2 ∈ BM (E) define f 1 ⊗ f 2 as follows.
The semigroupT t is now characterized by the relation: Proof : Clearly µ ⊗ µ is one invariant measure for (T t ). Now let ν 1 be some other invariant measure for (T t ). Define the probability measureν 1 on (E, B(E)) as follows. For A ∈ B(E), ν 1 (A)=ν 1 (A × E).
Observe that if f ∈ C b (E) then definingf (x, y)=f (x) we have that E (T t f )(x)ν 1 (dx) = E×E (T tf )(x, y)ν 1 (dx, dy) = E×Ef (x, y)ν 1 (dx, dy)
Henceν 1 is (T t ) invariant. By uniqueness of the (T t ) invariant measure we have that ν 1 (· × E) =ν 1 (·) = µ(·). Similarly, ν 1 (E × ·) = µ(·). Now let f, g ∈ C b (E). Then using the invariant properties of the measure ν 1 and µ we have
(T t f )(x) ((T t g)(y) − µ(g)) ν 1 (dx, dy) ≤ ||f || ∞ E×E |T t g(y) − µ(g)|ν 1 (dx, dy) = ||f || ∞ E |T t g(y) − µ(g)|µ(dy).
Finally from (2.11) the last expression converges to 0 as t → ∞. Hence ν 1 = µ ⊗ µ. 
; x, y ∈ E Then G ∈ C b (E × E).
Proof:
Let for i = 1, 2, x (i) n be a sequence in E converging to x (i) . From Theorem 5.1 of [5] it follows that Γ t (δ x (i) n ), φ (i) converges in (Q) probability to Γ t (δ x (i) ), φ (i) . Also since h is bounded This proves the lemma.
Proof of Proposition 3.11: Observe that the expression in (3.18) can be bounded above by
where, Ξ(µ 1 , µ 2 , t)= | Λ t−τ,t (µ 1 T t−τ ), φ − Λ t−τ,t (µ 2 T t−τ ), φ | .
Now note that
IE Qµ 1 (Ξ(µ 1 , µ 2 , t)) = IE Q (Γ t (µ 1 )(E)Ξ(µ 1 , µ 2 , t)) = IE Q (Γ t−τ,t (µ 1 T t−τ )(E)Ξ(µ 1 , µ 2 , t)) , (4.18) where the second equality is a consequence of Lemma 4.1. Next a triangle inequality shows that Γ t−τ,t (µ 1 T t−τ )(E)Ξ(µ 1 , µ 2 , t)
≤ | Γ t−τ,t (µ 1 T t−τ ), φ − Γ t−τ,t (µ 2 T t−τ ), φ | + ||φ|| ∞ |Γ t−τ,t (µ 1 T t−τ )(E) − Γ t−τ,t (µ 2 T t−τ )(E)|.
Using this observation along with Lemma 4.7 we have that
converges to 0 as τ 0 → ∞. This completes the proof of the proposition.
