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R/~um~. On d~finit une mesure de la complexit6 d'un syst~me de rt~cfiture sur les mots comme 
le hombre maximum d'616ments d'une cha~ne issue d'un mot f. Le principal r~sultat obtenu ici 
est la majoration de cette complexit~ par I./1 k dans le cas ofl le syst~me ne comprend qu'une seule 
r~gle w-* v avec [wl = Ivl =/~ 
Abstract. A measure of the complexity of a rewriting system on its terms is defined as the maximum 
number of elements of a chain starting in a term f. The main result derived here is that we increase 
this complexity by a factor I)q k in the case where the syste~n consists of only one rule w-* v with 
lwl=Ivl=k. 
Mots ci~s. Congruence, syst~me de r66criture, mots, sous-mots. 
Key words. Congruence, rewriting system, term, subterm. 
Introduction 
Etant donnts un alphabet A et un ensemble R de relations liant les 61~ments du 
monoide libre A*, on dtfinit la congruence engendrte par R, notte JR], comme la 
plus petite relation d'tquivalence contenant R et compatible avec la concattnation 
des mots; le quotient de A* par JR] est alors le mono'ide dtfini par les g~ntrateurs 
Aet les relations R. 
D~cider de l'tquivalence de deux mots modulo [R] est le classique 'probl~me du 
mot' (voir [13]). S'il est bien connu que ce probl~me st en gtn~ral ind~cidable, 
certains auteurs ont donn~ des conditions uflisantes ur R pour l'existence d'un 
algorithme de dtcision, Adjan Eli, Book [4], Huet [6], Knuth and Bendix [7] and 
Nivat [12]. 
Une des m6thodes de d6cision consiste/t associer A Run syst~me ~R de r~gles de 
r66criture. Un tel syst~me st un ensemble de couples de roots de A* not6 ~R = 
(w-~ v I w, v ¢ A*}. Appliquer une r6gle de fit /t un mot f contenant le facteur w 
consiste A remplacer w par v dam f. Un mot ne contenant aucun w comme facteur 
est alors dit irr~ductible. 
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Le syst~me ~ de r~gles de r66criture est dit complet si ~ partir d'un mot f 
quelconque, l'application de r66critures e termine et donne un mot irrrductible f~ 
indrpendant des r~gles appliqures, drpendant uniquement de la classe ~ laquelle 
appartient f. A une relation R, on peut toujours associer un syst~me de r~gles ~ tel 
que deux mots f et g sont 6quivalents modulo [R] si et seulement si il existe une 
suite de r~critures conduisant f et g sur le m~me mot. Dans le cas o6 on peut 
trouver un tel syst~me complet et fini, il est alors clair que le probl~me du mot est 
r~solu. 
Un autre type de considrrations sur ces questions est li6 h la throrie des langages 
et plus prrcisrment h la drfinition de langages: on consid~re le langage drfini par 
une classe (ou une union de classes) de [R]; on peut alors 'lire' certaines propri&rs 
de ces langages ur la congruence lle-m~me [3, 8, 5]. 
Notre propos est ici d'examiner pour un syst~me de r66criture ~R et pour un mot 
f le nombre de fois successives o/l une r~gle de ~R peut &re appliqure. Ceci est en 
quelque sorte une mesure de la complexit6 de l'algorithme de r66criture. Nous 
drmontrons en particulier que si fit ne contient qu'une seule r~gle w--> v telle que 
I wl i> I vl, alors le nombre de r66critures uccessives ~ partir d'un mot f de longueur 
nest  major6 par n Iwl, le cas ditficile 6tant bien entendu celui o/l Iw[ = Ivl. Nous 
conjecturons d'autre part que la borne est de fait n2/4. 
Deux preuves distinctes de ce rrsultat sont proprosres ici, chacune d'entre elle 
utilise une 'mesure' sur le mot f d'oh est issue la chaSne de r66criture. Pour la 
premiere c'est une fonction des indices des positions dans f d'une lettre donnre; 
pour la seconde ce sont les dittrrentes apparitions de mots g comme sous-mots de 
f. Nous donnons enfin une relation entre ces deux mesures, celle-ci permet de 
prrciser qu'en grnrral la seconde donne une meilleure borne que la premiere pour 
le probl~me posr. 
1. Notations et pr~liminaires 
A* drsigne 1¢ mono~de libre engendr6 par l'alphabet A, ses 616ments sont appelrs 
des roots. La longueur d'un mot f est not6 IJ]; If]x drsigne le nombre d'occurrences 
de la lettre x dans le mot f. On utilise 6galement la notation f (1 ) . . . f (n )  pour 
drcrire le mot f de longueur n, f( i)  drsignant la lettre en position i. 
On appelle syst~me de r#dcriture un ensemble de paires (w, v) d'r lrments de A* 
telles que w soit diffrrent de v; chaque paire est considrrre comme une r~gle t est 
notre w--> v. 
Par drfinition, un mot f se r66cdt en un mot f '  (notr: f ->f )  si 
f=f l  w f2 et f '= f l  v f2. 
Une chafne de rddcriture issue d'un mot f  est une suite de mots ( f~)o~,  telle que 
(i) fo=f ,  
(ii) Vi, 0<~ i < r,f~ ~f~÷~. 
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On dit que r est la longueur de la cha fne. 
On souhaite d6terminer une majoration de r en fonction de la longueur de f dans 
le cas o/l fit est r6duit/t une seule r~gle. Si Iwl> Iv[, alors la chaSne est telle que 
If, I < If -,I, ainsi on peut bomer la longueur des cha$nes de r66critures par ])q. 
Consid6rons tout d'abord quelques exemples ur l'alphabet A = {a, b}. 
Exemple 1.1 
w = bab, v = abba. 
Si l'on consid~re f= babb, on obtient 
babb ~ abbab ~ ababba. 
On observe que le mot initial babb a 6t6 reconstitu6, on peut donc obtenir fi partir 
de babb une chaSne de r66cdture de longueur arbitrairement grande. 
Exemple 1.2 
aba --> babb. 
Effectuer une r66criture ntraSne la diminution d'une unit6 du nombre d'occur- 
rences de la lettre a, on en d6duit que la longueur d'une chaSne de r66cdture 
issue d'un mot f est de longueur born6e par [)qa- 
Exemple 1.3 
ba ~ ab. 
En associant /l chaque occurrence de la lettre b dans un mot f le nombre 
d'occurrences de la lettre a qui se trouve/L droite de celle ci on observe qu'effectuer 
une r66cdture/l l'aide de cette r~gle fait diminuer d'une unit6 cette valeur pour le 
b d6plac6, les valeurs associ6es aux autres occurrences de b 6tant inchang6es. 
On en d6duit que les chaSnes de r66cdture issues d'un mot font  une complexit6 
bom6e par ])q2. 
Definitions. On dit qu'un ordre > sur les mots est compatible avec une r~gle de 
r66criture w -~ w si 
f- f f>f'. 
On rappelle qu'un mot g est facteur d'un mot f s'il existe deux mots u et v de 
A* tels.que f = u g v. 
Etant donn6 un ordre total sur les lettres de l'alphabet A, on dit qu'un mot f est 
plus petit qu'un mot g dans l'ordre lexicographique si: Soit g =fg '  soit si i d6signe 
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le plus petit entier pour lequel f ( i )  ~ g(i), f ( i )  est plus petit que g(i) pour l'ordre 
donn6 sur A. 
Lemme 1.4. Soit w-->v une r~gle de rddcriture sur A* telle que Iwl=lvI et soit f un 
mot de A*, toute cha~ne issue de f est de Iongueur finie. 
Preuve. Si la longueur de west ~gale ~ celle de v, sachant que wet v sont distincts, 
on a w = u x w' et v = u y v' (o6 u, w' et v' sont des-roots et x, y des lettres de A 
distinctes). 
On choisit un ordre total sur les lettres de A tel que x > y et on consid~re l'ordre 
lexicographique induit sur A*. 
Sur A I~ cet ordre est compatible avec la r66criture par w-> v; ainsi route chaSne 
issue de f est de longueur finie. [] 
Remarque 1.5. Soit w--> v une r~gle telle que [w I = Iv[ et soit m le cardinal de A. 
L'ordre lexicographique induit une majoration de la longueur des chaSnes, issues 
d'un mot f, par m Ijq. 
En effet, 6tant donn6s deux mots f et g de m6me longueur, on d6finit la distance 
de f a get  ron  note d(f, g) le hombre suivant: 
d(f,, g)=card{hllhl=l.f] etmax(f, g )> h > min(f, g)}, 
o6 max(f, g) d6signe le plus grand de fe t  g et min(f, g) le plus petit pour l'ordre 
lexicographique. 
Soit f=f (1 ) . . . f (n )  en soit f~ un mot irr6ductible obtenu a partir de f $ l'aide 
de la r~gle (w, v). 
Supposons que f ( j ) . . . f (k )= wet  soit g le mot obtenu en substituant v
f ( j ) . . . f (k )  clans f ;  alors on a 
d(f, g) = m"-kd(w, v). 
Finalement on a d(f,f~)<~ m". 
Pour un mot f  donn6 et une r~gle de r66eriture w-~ v, on note Mw-,~(f) la longueur 
maximum d'une cha~ne de r66criture issue de f. 
Consid6rons 
MA(k , f )= max Mw~v(f). 
v,w~A k 
II est alors clair que MA(k,f) ne d6pend pas de A mais du cardinal m de A puisqu'un 
changement de lettres n'intervient pas dans le processus de r~6cfiture; on note ainsi 
Mm(k,f) cette fonction et Mm(k, n)--maxl~=, M~(k,f) .  
Remarque 1.6. Mra(k~ n)~ M2(k ~ n). 
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En effet, soit w--> v une r~gle de r66cfiture telle que Iw[ = ]v[ = k. Soit fun  mot 
de longueur n, et soit C Une cha$ne de r66cdture issue de f : f - ->f l ->""->f~,  w et 
v peuvent se mettre sous la forme w = g b w' et v = g a v' o6 g est un mot de A*, b 
e ta  des lettres distinctes, et w' et v' des roots. 
Soit ~ l'alphabet {a, b}; consid6rons l'homomorphisme h de A* dans B* d6fini 
par 
h(b)=b et h(x)=a Wx#b.  
On pose wl = h(w), vl = h(v), f '=  h( f ) ,  f~= h(fi). 
Soit R' la r~gle Wl --> v~; il est clair que Iw, I = Ioll -- k et Wl # v~. De plus ~ la chaSne 
de r66criture C, on peut faire correspondre la chaSne C', de m6me longueur, dont 
le mot initial est f '  et les r -1  premieres r66critures ont effectu6es de la fagon 
suivante: 
si f i=A1 wf~2 et fi+! =f~l vfi,2 
alors f~ = h(Al) wl h(f/,2) et f~+l = h(f~,l) vl h(A2). 
Remarque 1.7. Soit w--> v une r~gle de r66cdture. Pour calculer une borne de la 
longueur des cha~nes de r66cdture, on peut supposer que wet  v ne commencent 
pas et ne finissent pas par le m6me facteur. 
En effet si w =g w 'd  et v =g v'd,  alors la longueur des chaSnes de r66criture 
obtenues h l'aide de w--> v est born6e par celles obtenues avec la r~gle w'--> v'. 
2. Mesure de la position des lettres dans un mot 
k On d6finit sur le monoide A* les fonctions so, oil k est un entier e ta  une lettre 
de A de la mani~re suivante: So i t f  un mot de longueur net  soient 1 <~ Pl < P2 <" • "< 
pj <~ n les entiers tels que f(p~) = a pour p~ ~ {Pb . . . ,  P~} et f (q )  ~ a sinon 2, alors 
J 
E pL 
i= l  
Lemme 2.1. Etant donn6s deux mots de A* notds wet  v que l'on suppose diff6rents, 
il existe une lettre aet  un entier k infdrieur ou dgal ~ Iw[a tels que 
Preuve. Soit (P~i) (respectivement (q~i)) la suite des indices o6 la lettre x apparait 
dans w (respectivement v). 
S'il existe une lettre a telle que [w[o ~ Ivlo, alors il suflit de prendre k =0;  en effet, 
o o et q°,+...+q°,=]v[o 
et, par hypoth~se, [wlo # Jv]o. 
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Sinon, il existe deux lettres a et b distinctes telles que 
w=ubw'  et v=uav '  
Soit t = Iwlo. 
Sachant qu'il existe j tel que w(j)= a et v(j)~s a, les suites d'entiers (p~,~)t~<_, 
et (qa.~)~i~, sont diff6rentes, on ne peut donc avoir les t  6galit6s: 
Z Pa, i= Z qa, i
done il existe un entier k appartenant ~ [1 . . .  t] tel que 
s~(w)~ s~(v). [] 
Lemme 2.2. Soit w ~ vune r~gle de re~criture, il existe une lettre a et un entier k tels 
que pour tous roots m~ et m2 on air 
Ska(m, wm2)--ska(ml vm2)=s~(w)--s~(v)¢O. 
Preuve. Le Lemme 2.1 prouve l'existence d'une lettre a telle que l'ensemble D = 
{il i~ N et s~(w)~ si(v)} soit non vide. 
Soit k le plus petit 616ment de D, montrons que pour tous mots m t et m E on a 
sk~(m~ wm2)--sk(mt vm2)= S ka(W)--sk(v). 
Soient (Pi) (respectivement (qi)) la suite des positions de a dans w (respectivement 
dans v) et soit (xi) la suite des positions de a dans m 2. On a 
Lwi~ +lm~l. 
(1) sk(ml wm2)-=sk(ml)+ ~, (]mllh'pi) k (]ml wla-xi) k, 
i= l  i= l  
(2) sk(m 1 m2) = s~(m,)+l~. +L,,,~.l. v (Im,I + qi) k (Ira,/.)1 "]- Xi) k. 
i=1  i= l  
Sachant que Iwl = Ivl, on en d6duit que Ira1 w[ = Ira= vl; donc en faisant la diff6rence 
entre les expressions (1) et (2) on obtient 
I~a lvla 
(1 ) - (2 )= (Im,l+pi) k -  2 (]mlD+qi) k. 
i= l  i= l  
Remarquons tout d 'abord que: {wlo¢lvl~c~k=O; dans ce cas, (1 ) - (2 )= 
Iw lo - lv lo= s°(w)-P(v). 
Supposons que Iwlo = Ivlo. 
IW]o 
(1) - - (2 )= E (Imll+pgk-(lmll+q,) k 
i=!  
j=o  i=!  
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Sachant que k est le plus petit entier pour lequel la somme des puissances ki~me 
diff6rent, on en d6duit que dans l'expression ci-dessus pour j dans [1 . . .  k], 
2 Pki-J-- ~ q k-j=O" 
i= l  i=1 
Finalement on a 
[] 
Th6ori~me 2.3. Soit w ~ v une rbgle de rddcriture telle que [w I >I I vl, et soit i le plus petit 
• ~ i+1 entier tel qu'il existe a dans A vdrifiant s'~(w) # si,,(v); alors Mw-,o(f) ~ ]j~ 
Preuve. Soit f=f l  ~f2 ~ ' ' "  ~f~ une eha~ne de r66cdture issue de f Soit n = If]. 
Sachant que Iwl i> Ivl, l 'ensemble des entiers k tel qu'il existe a et sk(w)# sk(v) 
est non vide. 
Soit i le plus petit entier de cet ensemble h eta  une lettre lui correspondant. 
D'apr~s le Lemme 2.3 on a 
Vmt, m2~A* s~(mt wm2) -s i (m,  vm2)=s~, , (w) -s i (v)#O.  
S i Donc la suite ( a(f))~<~i~<s est strictement monotone h valeurs enti~res dans l'inter- 
valle [1 . . .  n i+l] done s~< n i+1. [] 
Corollaire 2.4. Etant donnde une r~gle de r#dcriture w ~ v avec [wl = Iv], la longueur 
d'une cha~ne de r6dcriture quelconque partant d'un mot f de longueur n est born#e 
par n Iwl. 
Exemples. Soit R : baab ~ abba. Pour le lettre a, on obtient 
P1=2, p2=3,  q l= l ,  
Pl +P2 = 5, 
p2 + p~ = 13, 
ainsi i = 2, cette m6thode fournie pour borne Ijq 3. 
Soit R : baabbba -~ abbbaab. Pour la lettre a, on obtient 
q2 = 4 ,  
ql + q2 = 5, 
ql 2 + q2 = 17, 
p, = 2, P2 = 3, P3 = 7, 
s°(w)= 3, s°(v)= 3, 
s ] (w)=62,  sE(v)=62, sa(w)=378,  
done i = 3 et on obtient une borne en [fl 4. 
ql = 1, q2=5, q3=6, 
sl(w) = 12, s~(v)= 12, 
s](v) = 342, 
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3. Coemcients binomiaux des mots 
Nous allons utiliser les sous-mots et les coefficients binomiaux des roots dont on 
peut trouver une description d6taill6e dam [9, Chapitre 6]. Ceci foumira une autre 
preuve du Th6or~me 2.3 qui entra~nera de fait une borne plus fine sur la longueur 
des chalnes (4i~me partie). 
Definition 3.1. On appelle sous-mot de f toute sous-suite g de (f(i))~i<<_lyl. On dit 
que g divise f et on note g/f. 
Exemple. aabb / aababb. 
Definition 3.2. Soient f et g deux mots de A*; on appelle coefficient binomial de f 
et get  on note (~) le nombre de sous-suites de f 6gales ~ g. 
Par convention, (1/) = 1 pour tout mot f de A*. 
Exemple. (~ l ' )  = 3. 
Proposition 3.3. La division est un ordre partiel sur A* compatible avec la con- 
cat,nation. 
Dans la suite de l'expos6, nous utiliserons la fonction 8 d6finie comme suite: 
Soient aet  b deux lettres de l'alphabet A, 
si a = b alors 8(a, b) = 1 
sinon 8 (a, b) = 0. 
Proposition 3.4. Pour tous roots f et g et toutes lettres a et b de A on a 
(i) IJ <lgl 
(ii) y° b)(~). = (A)+ 8(o  
Lemme 3.5. Soit w- .  vune r~gle r66criture teUe que [w I = [v[. Soit m un mot de longueur 
minimale v~.rifiant : 
On a, pour tous mots m~ et m2, 
(m~wm2)_ (m~vm2)  =(w)_ (v ) .  
Calcul de longueurs de cha?nes de r66criture 79 
Preuve 
(m'wm2)  =(mm')+(mm2)+(W)+d, 
ofi d est 6gal au nombre de sous-suites de m~ w m 2 6gales • m dont une partie 
distincte de m est prise dans w et le compl6ment dans m Iet  m2, or m 6tant de 
longueur minimale pour (1), on en d6duit que ce nombre de sous-suites est le m~me 
pour ml v m2, donc 
(mlVmm2) = (~)  + (m2) +(mY) + d, 
d'o6 le r6sultat. [] 
Th6or6me 3.6. Soit w~ v une rdgle de r66cr/ture telle que Iw I = [vl; G l'ensemble des 
roots h tels que ('~) # (~) et k la longueur minimale des ~ldments de G. Toute chafne 
de r~deriture issue d'un mot f est de longueur inf6rieure ,~ Ill k. 
Preuve. Puisque w # v, l'ensemble G des mots h tels que 
(h )  #(h)  est non vide. 
Soit m un mot de G de longueur minimale k; notons 
(:) 
D'apr~s le Lemme 3.5 on a, pour tout couple de roots (m~, m2), 
(mtwm2)  (mtmV m2 )
u ~- - -Co  
m 
Alors, pour une cha~ne de r66criture (f~) issue de f, la suite ((,{)) est strictement 
monotone, de pasc  et prenant des valeurs enti~res dans l'intervalle [1 . . .  [j]k] (en 
effet Vi (,~) < [j~l,nl). 
Donc la chalne (fi) est de longueur inf6rieure ou 6gale ~t [j]k. [] 
Exemple. Soit baab --> abba. 
=2= =2= 
a ab  ' a ba " 
( (o) 
=0 et  =2.  
aba aba 
Dans cette m6thode on donne pour borne [j~3. 
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k 4. Lien entre les fonctions So et les coefficients binomiaux 
Ces deux entit6s sont reli6es par la premiere relation suivante particuli~rement 
simple: 
so ,, 
Remarque 4.1. En effet ees deux nombres comptent les occurrences de la lettre a 
dans f 
Un peu plus difficile ~ d6montrer est la propri&6 suivante. 
Propri6t6 4.2 
Pour la preuve nous utilisons le lemme suivant. 
Lemme 4.3. Pour tout couple de mots f et g ( f  # 1) et pour toute lettre a, on a 
( f ) - -~  8(a , f ( i ) ) ( f (1 ) " ' f ( i -1 ) ) .  
ga i=l g 
Preuve. On effectue une r6currence sur la longueur de f 
Dans le cas off celle ci est 6gale/t 1, la somme du second membre se r6duit ~ un 
seul terme: 8( a,f)(  ~g) ; celui ci est non nul et 6gal/t 1 dans le cas off g est le mot 
vide et f=  a or il enest  de mSme pour ( f ) .  
Si f est de longueur n + l, en posant f=f 'x  oil x ~ A, la relation (ii) de la 
Proposition 3.4 donne 
f '  = ff +6(a,b) . 
\ ga / ga 
L'hypoth6se de r6currence appliqu6e ~ f '  donne alors le r6sultat. [] 
Preuve de la Propri6t6 4.2. Y~x~A (~) vaut d'apr6s le Lemme 4.3, 
12q ( f ( i ) . . . f x ( i -1 ) )  Z Z 6(a,f( i ))  
x~A i= 1 
En 6changeant l'ordre dans lequel sont effectu6es les sommes, on trouve 
~, 6(a,f( i ))  ~, , or Y. 
i=l  x~A X x~A 
f (1 ) . . . f ( i -1 ) )  
X 
=i -1 .  
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Donc on 
Ainsi, 
obtient 
Ifl 
8(a,f(i))(i--1). 
i=1 
( f )+x~A(  f )=( fa )  +1~ 
Ceci peut s'6crire aussi comme 
IJq 
~, 8(a,f(i))i, 
i= l  
ce qui est une autre fa~on d'exprimer sl(f) et cela termine la preuve de la Propri6t6 
4.2. [] 
Pour obtenir une identit6 plus g6n6rale, nous utilisons le produit d'infiltration 
(voir [9]), rappelons en la d6finition et quelques propri6t6s. 
Soient A un alphabet et Z l'anneau des entiers relatifs. Z(A) designe l'alg~bre 
des polyn6mes en variables non commutatives h coefficients dans Z;  les 616ments 
de Z(A) sont les expressions formelles, r-----~feA. (r,f)f oil (r,f), 616ment de Z, 
d6signe le coefficient de f dans r; les coefficients (r,f) sont presque tous nuls. 
Shuffle de deux roots 
Le shuffle est une op6ration binaire, not6e tu d6finie sur Z(A) par 
- V feA* , f tu l= 1 mf=f ,  
- Va, b e A et f, g e A*, fatugb = (fmgb)a+(famg)b, 
- Ws, t ~ Z(A~, 
sLUt= ~, (s,f)(t, g)(fmg). 
f, geA* 
Produit d" infiltration 
Le produit d'infiltration est une op6ration binaire sur Z(A), not6e 1' 
inductivement par 
- VfeA*, f~ 1 = 1 ~f=f,  
- Va, b~A,f ,  g~A*, 
(fa ~ gb ) = ( f  '~ gb )a + (fa ~ g.)b + 8( a, b )(f'~ g)a, 
- Vs, t e Z (A) ,  
s~t= • (s,f)(t,g)(fTg). 
f ,g~ A* 
Nous utiliserons la propd&6 suivante: 
Vf, g, h e A*, = m~.  {fl' g, m) . g 
d6finie 
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Soient r un 616ment de Z(A)  et h un mot de A*, on note (h) l'entier 6gal 
~s~A* (r, g)(h). La propd6t6 ci-dessus s'6nonce alors de la fa~on suivante: 
h =(:,,). 
On rappelle que A t d6signe l'ensemble des mots de A* de longueur j. Cette 
notation d6signera 6galement le polyn6me de Z(A) dont les coefficients des mots 
de longueurj est 1, les autres 6tant nuls. On utilisera les deux formulations uivantes: 
i,~=j(g J) et ( f ) .  
Proposition 4A 
AJ ~ A=(j+ 1)A j+' +jA j. 
Preuve. Remarquons tout d'abord que pour tout mot f et toute lettre x de A on a 
f~x=fmx+l~. f ,  
d'ofi 
donc 
f~A=fmA+l~. f  
AJ ~ A = AJ ,,, A + jA j, 
c'est/l dire, 
AJ ~ A = (j + I )AJ+I +jAJ. [] 
Soit u(k,j) la double suite d6finie par la r6currence suivante: 
- Vk, u(k, 0 )= 1, 
- Vj> k, u(k,j) =0, 
- u ( l ,a )= l ,  
- u(k,j) = ( j+ 1)u(k- l , j )+ ju (k -  1, j -  1). 
Proposition 4.5. Pour tout mot f, pour tous entiers k et i tels que 
On a 
O<-k<~f et l<~i~<lJ ] 
k ( f (1 ) . . . f ( i - -1 ) )  i k= ~ u(k,j) 
jffiO A j " 
Preave. On fait une preuve par r6currence sur l'entier/c 
Base: La relation est vraie pour k = O. 
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Induction: Supposons la relation vraie pour l'entier k et calculons i k+l. On peut 
remarquer que 
i= 1+(  f (1 ) ' ' ' f ( i -  I)) 
A 
D'apr~s l'hypoth~se de r6currence, 
,(, l,) X u(k,j) 
j=o m j " 
Soit  
k+1 ( f ( l ) . . . f ( i -1 ) )  ik+l= X u(k+ l , j)  
j=o A J " 
On peut maintenant 6noncer et prouver le th6or6me liant les sommes ~(f) et les 
coefficients (~). [] 
Th6or6me 4.6. Soient fun mot de A *, a une lettre t k un entier ; on a la relation suivante : 
s~(y)= 2 u(k,j) 
j=o I j ga 
Soit en d6veloppant 
i k+'= ~, u(k,j) 
j=O g J g 
+[x~A(f(1)' ' ' f( i--1))](j~oU(lqJ)g~AJ(f(l) ' ' ' f( i--1))) g 
Le calcul du second membre de cette somme (en inversant les sommations) donne 
C= ~k u(k,j) ~., ( f (1 ) . . . f ( i -1 ) ) ( f (1 ) . . . f ( i -1 ) )  
j=0  Ig[-----J g X 
x~A 
Or 
(f(1) . . . f ( i -1 , ) ( f (1)  x =(f(1,  g ( ( i -1 , ) ,  
donc, d'apr~s la Proposition 4.6, 
C=j=o~. u(k.,j)[(j+l,[igl~+,(f(l'"'f(i-l')]+j[g~l=g I J(f(l'"'f(i-l')]]'g 
Finalement en regroupant les sommes ur les mots de m~me longueur, et en utilisant 
la d6finition de la suite u, on obtient 
..l (,(,, , ,  1,)] 
i k+'= Y~ u(k+l, j)  
j=o  I J g 
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Preuve .  On  a 
t/1 
sk(f)  = ~ 6(f ( i ) ,  a)i k. 
i= l  
Si on remplace i k par son expression donn6e dans la Proposition 4.5 on obtient 
s~( f )= ~ 6(f(i), a) u(k,j) 
i=1 J I J g 
= Y~ u(tgj) ~ 8(a,f( i))  
j=0  [ j i=1 g 
D'apr6s le Lemme 4.4, ceci est 6gal 
2 u(k, j)  
j=o  I J 
d'ofa le r6sultat. [] 
Soit w~ v, une r~gle de r66criture d6finie sur l 'alphabet A. On suppose Iwl = Ivl. 
La premiere preuve du Th6or6me 2.3 d&ermine une valeur k~ telle que la longueur 
des cha~nes de r66cdture issues d 'un mot f  soit bom6e par I J] k,; de m~me la deuxi~me 
preuve de ce th6or~me fournit une deuxi~me valeur k2. On se propose de montrer 
que la deuxi~me fournit une meilleure borne et plus pr6cis6ment. 
Avec les notation d6finies ci-dessus on a le  r6sultat suivant. 
Corollaire 4.7. k 2 ~ kl. 
(Cette in6galit6 pouvant &re stdcte ou large.) 
Preuve .  Soit w ~ vune  r6gle de r66cdture teUe que 
Iwl=lvl. 
i = Soient a une lettre et i le plus petit entier tel que s~(w) ~ sa(v), on a vu que k~ i + 1. 
Soit k2 le plus petit entier tel que 
D'apr~s le Th~or~me 4.6, on a 
" [;( t] s~(w) = u(k,, j)  w . j=0 I j ga 
i Sachant que s~(w)~ s,,(v), on en d6duit 
# . 
ga ga 
Donc k2 ~< i + 1 d'o/l le r6sultat. [] 
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Remarque 4.8. Soit la r~gle 
baaaabbba --> ababaabab. 
On a 
s°(w)=s°(v)=5, sL(w)=sl(v)=23, 
S2(W) = S2(V) : 135, S~(W)=953 et 
Donc i = 3 et k~ = 4. De plus, (w)=(:) 
(;) (;) = = 12, a a 
(w) 
baa = 10, 
Donc k2 = 3 et k2 < k~. 
Pour la r~gle baab ~ abba, on a k~ 
s3(v)=881. 
(:) =(:)=4 
ba ba = 8, 
= k2=3. 
5. Lien entre ies u(k,j) et les nombres de Stirling de seconde esp~ce I 
On consid~re la suite des u(k,j); on propose d'&ablir un lien entre cette suite et 
celle foumie par les nombres de Stifling de seconde esp~ce (voir par exemple 
[2, p. 35]). 
Remarquons que dans le cas oh l'alphabet A est r6duit ~t une lettre, la formule 
du Th6or~me 4.8 devient, pour k ~< n, 
jk= ~. u(k,j) . (2) 
j=~ j=0 1 
rl 
Calculons ~.j=lj k. Notons A(K, J) l'ensemble des applications de l'ensemble K 
dans l'ensemble J, avec card(K) = k et card(J)=• 
On a card(A(K, J ) )=jk .  
On d6finit des sous-ensembles A(K, J, I) de A(K, J) de la fa~on suivante: 
A( K, J, I)= { f i fe  A( K, J) et card( f (K ) )= 1}. 
On obtient une partition de A(K, J)  en consid6rant 
Donc 
{A(K,J,l)ll<~l<-j}. 
J 
card(A(K, J ) )=  ~ card(A(K, J, 1)). 
l - -1 
G. Viennot (communication personnelle). 
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Caleulons card(A(K, J, 1)). Pour d6finir un 616ment de A(K, J, I), on doit tout 
d'abord choisir l 616ments parmi j done on a (0 ehoix possibles. 
Une fois ees l 616ments ehoisis, on peut d6finir l! S(k, l) surjections possibles de 
K sur ces 1 616ments (off S(k, l) d6signe le nombre de Stifling de seeonde sp6ee). 
Finalement, 
card(A(K, J, I))=(~) 
Puis 
Or 
Done 
l!S(k,l). 
~, = l!S(k,l) 
j= l  j= l j= i  
=~ l,S(k,l,[~ (~)]. 
l=l  j= l  
jfz \ l+l]" 
jk= ~ l[S(k, l)( n+l~ 
j=l !=1 l + l ]" 
[n+l~ n Si on remplaee t t+~ j par (7)+ (l+~), on obtient 
j=l t=l 1+1 " 
Si on exprime cette somme en mettant (7) en facteur et compte tenu du fait que 
S(k, l) =0 pour l>  k, il vient 
jk= y, (l!S(k, l)+(l+ 1)!S(k, l+ 1)) l+ 1 " 
j= l  !=O 
Done, en eomparant avee (2), 
u(k,j)=j!S(lqj)+(j+ 1)!S(k, j+ 1). 
Remarque. On peut aussi d6montrer eette formule h partir des relations de r6eurrenee 
liant les u(k,j) et les S(k,j) ~ savoir 
S(k,j) = S(k- 1,j- 1)+ S(k,j), 
u(k,j)=ju(k- l , j -  1)+( j+ 1)u(k -  1,j). 
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