New Construction of Complementary Sequence (or Array) Sets and Complete
  Complementary Codes (II) by Wang, Zilong et al.
ar
X
iv
:1
91
0.
10
31
0v
1 
 [c
s.I
T]
  2
3 O
ct 
20
19
New Construction of Complementary Sequence (or Array) Sets
and Complete Complementary Codes (II)
Zilong Wang1, Dongxu Ma1,2, Erzhong Xue1, Guang Gong2, Srdjan Budiˇsin3
1 State Key Laboratory of Integrated Service Networks, Xidian University
Xi’an, 710071, China
2Department of Electrical and Computer Engineering, University of Waterloo
Waterloo, Ontario N2L 3G1, Canada
3 RT-RK, Novi Sad 21000, Serbia
zlwang@xidian.edu.cn, xidiandongxuma@foxmail.com, 2524384374@qq.com
ggong@uwaterloo.ca,budishin@gmail.com
October 24, 2019
Abstract
Previously, we have presented a framework to use the para-unitary (PU) matrix-based approach
for constructing new complementary sequence set (CSS), complete complementary code (CCC),
complementary sequence array (CSA), and complete complementary array (CCA). In this paper,
we introduce a new class of delay matrices for the PU construction. In this way, generalized Boolean
functions (GBF) derived from PU matrix can be represented by an array of size 2× 2× · · · × 2. In
addition, we introduce a new method to construct PU matrices using block matrices. With these two
new ingredients, our new framework can construct an extremely large number of new CSA, CCA,
CSS and CCC, and their respective GBFs can be also determined recursively. Furthermore, we can
show that the known constructions of CSSs, proposed by Paterson and Schmidt respectively, the
known CCCs based on Reed-muller codes are all special cases of this new framework. In addition,
we are able to explain the bound of PMEPR of the sequences in the part of the open question,
proposed in 2000 by Paterson.
Index Terms Complementary sequence set, Complete complementary code, Hadamard matrix,
Generalized Boolean function, PMEPR.
1 Introduction
Sequences in complementary sequence sets (CSSs), including Golay sequences [11, 12], which found
many applications in combinatorics and telecommunications, have been studied for several decades. A
very important motivation to study sequences in CSSs is that they theoretical guarantee low peak-to-
mean envelope power ratio (PMEPR) [18] in OFDM system by selecting them as codewords. Moreover,
if these sequences are chosen as some cosets of a linear code, they simultaneously provide good error
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correction capability [14, 29]. However, the appropriate choice of linear code and coset representatives
for PMEPR control remains an open problem.
A Golay complementary sequence pair was generalized to a complementary array pair (CAP) in
[13, 21]. An open question was posed in [8]: why do standard Golay sequences occur as complete
cosets of the first-order Reed-Muller code, whereas the non-standard Golay sequences [15] do not? An
m-dimensional array of size 2× 2× · · · × 2︸ ︷︷ ︸
m
can be described by a generalized Boolean function (GBF)
of m variables. It is shown in [10] that if an array of size 2 × 2 × · · · × 2 lies in a CAP, any function
in the affine offset of such array must lies in some CAPs too. Since the standard Golay sequence pairs
can be constructed from CAPs in which array size is 2 × 2 × · · · × 2, whereas the non-standard Golay
sequences [15, 9] cannot, this open question in [8] is fully answered in [10]. It is nature to generalize a
CAP to a complementary array set (CAS)[31]. Then if a 2× 2 × · · · × 2 array lies in a CAS of size N ,
either the function obtained by permuting the Boolean variables of such array, or the function in the
affine offset of such array, must lies in some CASs of the same size. Thus, the PMEPR of the first-order
Reed-Muller coset [20] of GBF in a CAS is bounded by the set size of the CAS.
The concept of complete mutually orthogonal complementary set or complete complementary code
(CCC) were also introduced in [30]. CCC is the source to design zero correlation zone (ZCZ) sequences,
which can be used to eliminate the multiple access interference and multi-path interference in QS-CDMA
system. Several important methods to construct ZCZ sequences presented in [7, 16, 24, 25, 26] are all
based on the construction of CCC. In particular, CCC from Reed-Muller codes was used to construct
such ZCZ sequence sets in [25]. Similar to the idea generalizing CSSs to CASs, we generalize CCCs to
complete complementary arrays (CCAs) in [31].
The connection between a single-variable para-unitary (PU) matrix and the construction of CCC and
CSS was mentioned in [1, 5, 21]. In [31], we proposed a new perspective that a multivariate polynomial
matrix satisfying both “PU” and “polyphase” conditions can be used to construct CCA, CCC, CAS
and CSS. Examples for the ternary sequences of size 3, binary and quaternary sequences of size 4 in
[31], showed that the proposed PU method is quite powerful, since the most sequences derived from
these PU matrices are never reported before. However, there are some limitations for the PU approach
in [31]. For example:
(1) The size of arrays proposed in [31] is limited to N ×N × · · · × N if the size of CAS is N = 2n.
However, any function in the affine offset of such array is still in some CAS of the same size. Can
GBFs derived from CASs in [31] be represented the arrays of size 2× 2× · · · × 2?
(2) The well known CSS constructions in [22, 27] and CCC construction in [25] are not contained in
the proposed PU construction in [31]. Does there exist a framework using PU matrices which can
explain both CSSs in [22, 27] and CCCs in [25]?
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We will provide the solutions to the above questions in this paper.
The first contribution of this paper is that we modify the multivariate polynomial matrices in [31]
by introducing a new delay matrix which is the array version of the delay matrix in [19]. In this way,
we obtain new CCA and CAS in which arrays are all of size 2 × 2 × · · · × 2. Then we can use these
arrays to construct new CCC and CSS.
The second contribution of this paper is that we propose a general method to construct the PU
matrix, from which we present a construction of CCC (Theorems 11 and 12 in Section 6), and a
construction of CSS (Corollaries 4 and 6 in Section 6). Furthermore, the GBFs of sequences in CCC
and CSS are given recursively.
Thirdly, we show that CSS constructions in [22, 27] and CCC construction in [25] are special cases
of our proposed constructions. In addition, we shall explain the sequences shown in the part of the
open question of [22] which lies in CSS of size 8, but has PMEPR = 3.449. From the construction in
this paper, the GBF of such sequence clearly lies in a CAS of size 4. Sequences derived from CASs may
shed light on PMEPR control problem with higher code rate.
The rest of our paper is organised as follows. In the next section, we introduce most of our notations,
give a brief viewpoint of m-dimensional arrays of size 2× 2× · · · × 2, and define CCA, CCC, CAS and
CSS. The concepts of PU matrices and generating matrices are also given. In Section 3, we introduce
a new class of delay matrices, which allow us to represent the GBFs derived in [31] in the arrays of
size 2 × 2 × · · · × 2. We provide the relationship between the generating matrices and corresponding
function matrices in Section 4, which will be frequently used in our proof. In Section 5, we explain the
CSS constructions in [22, 27] and CCC construction in [25] by our PU method. We develop a general
method to construct the PU matrices, and present a framework to construct CCC and CSS in Section
6. We conclude the paper with some conclusions and open problems in Section 7.
2 Preliminaries
In this section, we give the basic notations and background knowledge of this paper.
2.1 Sequences and Arrays
For q ≥ 2, a q-ary sequence f of length L is defined as f = (f(0), f(1), · · · , f(L− 1)), where each entry
f(y) ∈ Zq (y ∈ ZL), the residue class ring modulo q. Usually, this sequence can be represented by a
function f(y) : ZL → Zq, which is called the corresponding function of sequence f .
Moreover, we can also associate sequence f with a polynomial defined by
F (Z) =
L−1∑
y=0
ωf(y)Zy (1)
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which is called the Z-transform of sequence f . Here ω = e
2pi
√−1
q is a q-th primitive root of unity.
Note that both the corresponding function f(y) and the Z-transform F (Z) are uniquely determined
by the sequence f , and vice versa. So we can use either corresponding function f(y) or Z-transform
F (Z) to represent a sequence.
Next, we extend the above concepts from sequences to arrays.
An m-dimensional q-ary array of size L0 × L1 × · · · × Lm−1 can be represented by a corresponding
function
f(y) = f(y0, y1, · · · , ym−1) : ZL0 × ZL1 × · · ·ZLm−1 → Zq
where y = (y0, y1, · · · , ym−1) and yk ∈ ZLk .
The generating function of array f(y0, y1, · · · , ym−1) is defined by
F (z) =
L0−1∑
y0=0
L1−1∑
y1=0
· · ·
Lm−1−1∑
ym−1=0
ωf(y0,y1,··· ,ym−1)z
y0
0 z
y1
1 · · · z
ym−1
m−1 (2)
where z = (z0, z1, · · · , zm−1).
In particular, an m-dimensional q-ary array of size 2× 2× · · · × 2︸ ︷︷ ︸
m
can be represented by a corre-
sponding generalize Boolean function (GBF):
f(x) = f(x0, x1, · · · , xm−1) : Z
m
2 → Zq
where x = (x0, x1, · · · , xm−1) and each xk is a Boolean variable. Note that we always use x to represent
Boolean variable, and use y to represent variable over ZL in this paper.
It is clear that a sequence f(y) : ZL → Zq can be regarded as a 1-dimensional array. In this sense,
Z-transform of a sequence can also be regarded as the generating function of the sequence.
On the other hand, a sequence f(y) : Z2m → Zq can be associated with a GBF f(x) : Z
m
2 → Zq
by setting y =
∑m−1
k=0 xk · 2
k. And their respective generating functions F (z) and F (Z) can be related
by restricting zk = Z
2k . The diagram of arrays, sequences and their respective generating functions is
shown in Figure 1.
2.2 CSS and CCC
We define the conjugate function of F (z) in (2) as
F (z) =
L0−1∑
y0=0
L1−1∑
y1=0
· · ·
Lm−1−1∑
ym−1=0
ω−f(y0,y1,··· ,ym−1)z
y0
0 z
y1
1 · · · z
ym−1
m−1 .
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f(x) oo
F (z) =
∑
x ω
f(x)zx00 z
x1
1 · · · z
xm−1
m−1
//
y =
∑m−1
k=0 xk · 2
k

F (z)
zk = Z
2k

f(y) oo
F (Z) =
∑2m−1
y=0 ω
f(y)Zy
// F (Z)
Figure 1: Arrays, sequences and their generating functions
A set of sequences {f0,f1, · · · ,fN−1} of length L is called a complementary sequence set (CSS) of
size N if their generating functions {F0(Z), F1(Z), · · · , FN−1(Z)} satisfy
N−1∑
j=0
Fj(Z) · Fj(Z
−1) = N · L.
Two CSSs S1 = {f1,0,f1,1, · · · ,f1,N−1} and S2 = {f2,0,f2,1, · · · ,f2,N−1} are said to be mutually
orthogonal if their generating functions {Fi,0(Z), Fi,1(Z), · · · , Fi,N−1(Z)} (i = 1, 2) satisfy
N−1∑
j=0
F1,j(Z)F2,j(Z
−1) = 0.
Let Si = {fi,0,fi,1, · · · ,fi,N−1} (0 ≤ i < N) be a CSS of size N , and these sets {Si} are pairwise
mutually orthogonal. Such a collection of Si is called complete mutually orthogonal complementary sets
or complete complementary codes (CCCs).
We generalize the above definitions from sequences to arrays. Note that in this paper we are only
interested in the q-ary arrays of size 2 × 2 × · · · × 2, which can be represented by a GBF f(x) =
f(x0, x1, · · · , xm−1).
Definition 1 Let f1(x) and f2(x) be two GBFs from Z
m
2 to Zq where x = (x0, x1, · · · , xm−1). The
aperiodic cross-correlation of f1 and f2 at shift τ = (τ0, τ1, · · · , τm−1) (τk = −1, 0 or 1) is defined by
Cf1,f2(τ ) =
∑
x∈Zm2
ωf1(x+τ)−f2(x)
where ωf1(x+τ)−f2(x) = 0 if f1(x+ τ ) or f2(x) is not defined.
If f1 = f2 = f , the aperiodic autocorrelation of function f at shift τ is denoted by
Cf (τ ) = Cf,f (τ ).
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Let F1(z), F2(z) be the generating functions of f1(x) and f2(x) respectively. Here we denote
F (z0, z1, · · · , zm−1) · F (z
−1
0 , z
−1
1 , · · · , z
−1
m−1) = F (z) · F (z
−1) for short. We have
F1(z) · F2(z
−1) =
∑
τ
Cf1,f2(τ )z
τ0
0 z
τ1
1 · · · z
τm−1
m−1 (3)
for −1 ≤ τi ≤ 1.
Definition 2 A set of GBFs {f0(x), f1(x), · · · , fN−1(x)} from Z
m
2 to Zq is called a complementary
array set (CAS) of size N if their generating functions {F0(z), F1(z), · · · , FN−1(z)} satisfy
N−1∑
j=0
Fj(z) · Fj(z
−1) = N · 2m.
It is clear that the sequences {f0,f1, · · · ,fN−1}, associated with functions {f0(x), f1(x), · · · , fN−1(x)}
which is a CAS, form a CSS.
Two CASs S1 = {f1,0, f1,1, · · · , f1,N−1} and S2 = {f2,0, f2,1, · · · , f2,N−1} are said to be mutually
orthogonal if their generating functions {Fi,0(z), Fi,1(z), · · · , Fi,N−1(z)} (i = 1, 2) satisfy
N−1∑
j=0
F1,j(z)F2,j(z
−1) = 0.
Let Si = {fi,0, fi,1, · · · , fi,N−1} be a CAS of size N , and these sets {Si} (0 ≤ i < N) are pairwise
mutually orthogonal. Such a collection of Si is called complete mutually orthogonal complementary array
set (CCA). It is clear that the sequences associated with these functions form a complete complementary
code (CCC).
Let pi be a permutation of symbols {0, 1, · · · ,m−1}, and pi·f = f(pi·x) = f(xpi(0), xpi(1), · · · , xpi(m−1)).
Then, for two GBFs f1 and f2, we have
Cpi·f1,pi·f2(τ ) =
∑
x∈Zm2
ωf1(pi·(x+τ))−f2(pi·x) =
∑
x∈Zm2
ωf1(x+pi·τ)−f2(x) = Cf1,f2(pi · τ ). (4)
Furthermore, let f ′ =
∑m−1
k=0 ckxk + c be an affine function from Z
m
2 to Zq for ck, c ∈ Z2. We have
Cf1+f ′,f2+f ′(τ ) = ω
f ′(τ)−c
∑
x∈Zm2
ωf1(x+τ)−f2(x) = ωf
′(τ)−cCf1,f2(τ ). (5)
Then, the following fact can be obtained immediately by formula (3), (4) and (5).
Fact 1 (1) If a set of GBFs {f0, f1, · · · , fN−1} forms a CAS, then {pi · f0 + f
′, pi · f1 + f
′, · · · , pi ·
fN−1 + f
′} is also a CAS.
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(2) If Si = {fi,0, fi,1, · · · , fi,N−1} (0 ≤ i < N) forms a CCA, then S
′
i = {pi ·fi,0+f
′, pi ·fi,1+f
′, · · · , pi ·
fi,N−1 + f
′} (0 ≤ i < N) is also a CCA.
The above fact was also proved in Lemma 8 of of [10] for the case of complementary pair.
For a GBF f from Zm2 to Zq, let N0 be the number of pairs (pi, f
′) such that pi · f + f ′ = f , and
N1 the number of functions in the set {pi · f + f
′|pi ∈ Π, f ′ ∈ L} where Π is the collection of all the
permutations of symbols {0, 1, · · · ,m− 1} and L is the collection of all the affine functions from Zm2 to
Zq. From the orbit-stabilizer theorem [23], we have
N1 =
m! · qm+1
N0
.
One important example is the Rudin-Shapiro function f =
∑m−2
k=0 xkxk+1, which is an array in CAS
of size 2 (CAP). All the standard Golay sequences are obtained by pi · f + f ′ and the number of the
standard Golay sequences is N1 =
1
2m!q
m+1 for N0 = 2.
2.3 Para-Unitary Matrices
We first introduce three types of matrices related to arrays (or sequences), corresponding functions, and
generating functions.
Suppose that ai,j(y) are m-dimensional q-ary arrays of size L0×L1×· · ·×Lm−1 for 0 ≤ i < M, 0 ≤
j < N . Define a matrix A˜(y), where the entries are A˜i,j(y) = ai,j(y) for 0 ≤ i < M, 0 ≤ j < N , i.e.,
A˜(y) =

a0,0(y) a0,1(y) . . . a0,N−1(y)
a1,0(y) a1,1(y) . . . a1,N−1(y)
...
...
. . .
...
aM−1,0(y) aM−1,1(y) . . . aM−1,N−1(y)
 , (6)
and a matrix A(y) where the entries are Ai,j(y) = ω
ai,j(y) for 0 ≤ i < M, 0 ≤ j < N , i.e.,
A(y) =

ωa0,0(y) ωa0,1(y) . . . ωa0,N−1(y)
ωa1,0(y) ωa1,1(y) . . . ωa1,N−1(y)
...
...
. . .
...
ωaM−1,0(y) ωaM−1,1(y) . . . ωaM−1,N−1(y)
 . (7)
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We can also write the generating functions of these arrays in the form of a matrix A(z), i.e.,
A(z) =

A0,0(z) A0,1(z) . . . A0,N−1(z)
A1,0(z) A1,1(z) . . . A1,N−1(z)
...
...
. . .
...
AM,0(z) AM−1,1(z) . . . AM−1,N−1(z)
 (8)
where Ai,j(z) is the generating function of array ai,j(y). In the rest of this paper, we call A˜(y) the
corresponding function matrix of A(z), and A(z) the generating matrix of A˜(y).
For the sequences case (arrays of dimension 1), the generating matrix is a single-variable polynomial
matrix. For the arrays case, the generating matrix is a multivariate polynomial matrix. In this paper,
we are interested in the multivariate polynomial matrices with certain properties.
Definition 3 Let M(z) be a square multivariate polynomial matrix. If
M(z) ·M †(z−1) = c · I
where (·)† denotes the Hermitian transpose, c is a constant, and I is an identity matrix. We say that
M(z) is a multivariate para-unitary (PU) matrix.
If M(z) is not only a PU matrix, but also the generating matrix of a function matrix M˜ (y), we
can construct CCA, CCC, CAS and CSS according to Theorem 1 in [31].
Moreover, if each entry in M˜(y) is an array of size 2 × 2 × · · · × 2 which can be represented by a
GBF, we can construct more CCAs, CCCs, CASs and CSSs according to Fact 1. In this situation, we
always use the form M˜(x) instead of M˜(y), where each entry M˜i,j(x) = fi,j(x) is a GBF from Z
m
2
to Zq. The main objective of this paper is to find a general method to construct M(z) satisfying the
above conditions and to give GBF form of fi,j.
The simplest example of PU matrices is the Hadamard matrices. A complex Hadamard matrix H
of order N is called Butson-type [2] if all the entries ofH are q-th roots of unity andHH† = N ·I. For
a Butson-type Hadamard matrix H , define its phase matrix H˜ by H˜i,j = s if Hi,j = ω
s. For given N
and q, we denote the set of all Butson-type Hadamard matrices and all phase Butson-type Hadamard
matrices by H(q,N) and H˜(q,N), respectively.
Two Butson-type Hadamard matrices, H1,H2 ∈ H(q,N) are called equivalent, if there exist diago-
nal unitary matrices Q1,Q2 where each diagonal entry is a q-th root of unity and permutation matrices
P1, P2 such that:
H1 = P1 ·Q1 ·H2 ·Q2 · P2. (9)
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Let H˜1 and H˜2 be two phase matrices induced by Butson-type Hadamard matrices H1 and H2,
respectively. We say H˜1 and H˜2 are equivalent if and only if H1 and H2 are equivalent.
We conclude this section by giving the definition of Kronecker product of matrices.
Definition 4 If A is a square matrix of order n1 and B is a square matrix of order n2, then the
Kronecker product A⊗B is a block matrix of order n1 · n2, given by
A⊗B =

a0,0 ·B a0,1 ·B · · · a0,n1−1 ·B
a1,0 ·B a1,1 ·B · · · a1,n1−1 ·B
...
...
. . .
...
an1−1,0 ·B an1−1,1 ·B · · · an1−1,n1−1 ·B
 .
3 A Construction by Generalized Delay Matrices
The functions derived from the construction in [31] are actually m-dimensional arrays of size N ×N ×
· · · × N . For the case N = 2n, we shall prove these functions are also mn-dimensional arrays of size
2× 2× · · · × 2. Then we can apply Fact 1 to obtain more new CCCs and CSSs.
3.1 A Construction of Multivariate PU Matrices
In Section 4 of [31], the delay matrixD(z) is defined by a single-variable diagonal polynomial matrix of
order N . In this paper, for the case N = 2n, we generalized the delay matrix to a diagonal polynomial
matrix of multi-variables by the Kronecker product of D(z), where D(z) is the single-variable delay
matrix of order 2 with the form
D(z) =
[
1 0
0 z
]
.
Definition 5 A delay matrix D(z) with multi-variables z = (z0, z1, · · · , zn−1) can be represented by
the Kronecker product of D(zu) for 0 ≤ u < n, i.e.,
D(z) = D(zn−1)⊗ · · · ⊗D(z1)⊗D(z0). (10)
It is obvious that D(z) is also a diagonal matrix, so we can write D(z) by
D(z) = diag(φ0(z), φ1(z), · · · , φn−1(z))
where φu(z) (0 ≤ u < n) is a function of z.
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Example 1 Let z = (z0, z1). The delay matrix D(z0, z1) can be written in the form
D(z0, z1) =
[
1 0
0 z1
]
⊗
[
1 0
0 z0
]
=

1 0 0 0
0 z0 0 0
0 0 z1 0
0 0 0 z1z0
 =

z01 · z
0
0 0 0 0
0 z01 · z
1
0 0 0
0 0 z11 · z
0
0 0
0 0 0 z11 · z
1
0
 .
From the above example, each element φu(z) in the main diagonal can be expressed by z
u1
1 · z
u0
0 ,
where (u0, u1) is the binary expansion of u. In general, a delay matrixD(z) can be explicitly represented
by the following way.
Theorem 1 Let (u0, u1, · · · , un−1) be the binary expansion of integer u, i.e., u =
∑n−1
v=0 uv · 2
v. Then
the delay matrix D(z) in Definition 5 can be expressed as
D(z) =

φ0(z) 0 · · · 0
0 φ1(z) · · · 0
...
...
. . .
...
0 0 · · · φn−1(z)

where
φu(z) =
n−1∏
v=0
zuvv . (11)
We omit the proof of Theorem 1, since it can be easily done by mathematical induction.
Let H{k} be an arbitrary Butson-type Hadamard matrix chosen from H(q,N) for 0 ≤ k ≤ m and
D(zk) be the delay matrix from Definition 5 where zk = (zkn, zkn+1, · · · , zkn+n−1) for 0 ≤ k < m. And
let z = (z0, z1, · · · , zm−1) = (z0, z1, · · · , znm−1). We define a multivariate polynomial matrixM(z) as
follow.
M(z) = H{0} ·D(z0) ·H
{1} ·D(z1) · · ·H
{m−1} ·D(zm−1) ·H
{m} (12)
=
(
m−1∏
k=0
(
H{k} ·D(zk)
))
·H{m}.
Remark 1 The M(z) defined here is similar to that in [31, eq.(14)], but the delay matrices are chosen
differently. Let pi be a permutation of {0, 1, · · · ,mn− 1} and zt = Z
2pi(t) in M(z) for 0 ≤ t < mn, we
obtain a single-variable matrix M(Z), which was first proposed in [19].
Similar to M(z) defined in [31, eq.(14)], we have the following result.
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Theorem 2 M(z) defined in formula (12) is a PU matrix, i.e., M(z) ·M †(z−1) = 2(m+1)n · I.
Moreover, M(z) is the generating matrix of a corresponding function matrix M˜(x) whose entries are
GBFs from Zmn2 to Zq.
Proof It is obvious that M(z) ·M †(z−1) = 2(m+1)n · I. We expand M(z) in the following form.
M(z) =
∑
0≤x0,x1,··· ,xmn−1≤1
(
M (x0, x1, · · · , xmn−1) · z
x0
0 z
x1
1 · · · z
xmn−1
mn−1
)
where matrixM(x0, x1, · · · , xmn−1) is the coefficient matrix of matrixM(z) of item z
x0
0 z
x1
1 · · · z
xmn−1
mn−1 .
Let Ei be a single-entry matrix with 1 at (i, i) and zero elsewhere. Based on formula (11), the delay
matrix D(zk) can be represented by
D(zk) =
N−1∑
yk=0
(Eyk · φyk(zk))
where
yk =
n−1∑
v=0
xkn+v · 2
v. (13)
On the other hand,
M(z) =
(
m−1∏
k=0
(
H{k} ·D(zk)
))
·H{m}
=
(
m−1∏
k=0
(
H{k} ·
N−1∑
yk=0
(Eyk · φyk(zk))
))
·H{m}
=
N−1∑
y0=0
· · ·
N−1∑
ym−1=0
((
m−1∏
k=0
(
H{k} ·Eyk ·
)
·H{m}
)
·
m−1∏
k=0
φyk(zk)
)
=
∑
0≤x0,x1,··· ,xmn−1≤1
(
m−1∏
k=0
(
H{k} ·Eyk ·
)
·H{m}
)
· zx00 z
x1
1 · · · z
xmn−1
mn−1 .
Thus we have
M(x0, x1, · · · , xmn−1) =
(
m−1∏
k=0
(
H{k} ·Eyk
))
·H{m},
and each entry
Mi,j(x0, x1, · · · , xmn−1) = H
{0}
i,y0
·
(
m−1∏
k=1
H{k}yk−1,yk
)
·H
{m}
ym−1,j . (14)
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Then, for given i and j, there must exist GBF fi,j from Z
mn
2 to Zq such that
Mi,j(z) =
∑
0≤x0,x1,··· ,xmn−1≤1
(
ωfi,j(x0,x1,··· ,xmn−1) · zx00 z
x1
1 · · · z
xmn−1
mn−1
)
which complete the proof. 
3.2 Generalized Boolean Functions and Sequences
In this subsection, we intend to find the explicit GBF form of the entries of M˜(x) (x = {x0, x1, · · · , xmn−1}).
From (14) in the previous subsection, we know that the GBF fi,j(x) can be determined by
ωfi,j(x0,x1,··· ,xmn−1) = H
{0}
i,y0
·
(
m−1∏
k=1
H{k}yk−1,yk
)
·H
{m}
ym−1,j
where yk =
∑n−1
v=0 xkn+v·2
v. Replace the GBF fi,j(x0, x1, · · · , xmn−1) by the function fi,j(y0, y1, · · · , ym−1),
we have
ωfi,j(y0,y1,··· ,ym−1) = H
{0}
i,y0
·
(
m−1∏
k=1
H{k}yk−1,yk
)
·H
{m}
ym−1,j
which coincides with formula (18) in [31]. Therefore, the functions obtained here must be the same as
those in [31]. However, function fi,j(y0, y1, · · · , ym−1) obtained in [31] actually determine an array of
size N ×N × · · · ×N for N = 2n, while the function fi,j(x0, x1, · · · , xmn−1) in the current paper is an
array of size 2× 2× · · · × 2. Although functions are the same, we can achieve more CCCs and CSSs by
applying Fact 1. We briefly review the results in Section 5 of [31] and provide deeper results for GBF.
We first recall the algebraic background in Section 5 of [31]. G1 = (ZN , ·) is a semi-group, and Zq is a
ring. The semigroup ring of G1 over Zq, denoted by Zq[G1], is the set of mappings: g: ZN → Zq. And let
G2 = (Z
m
N , ·) where the operator · denotes element-wise production. The function f(y0, y1, · · · , ym−1) :
Z
m
N → Zq is treated as an element in the semigroup ring Zq[G2] where G2 = (Z
m
N , ·). And Zq[G2] is also
a Zq-module. In this paper, if we replace G1 = (ZN , ·) by (Z
n
2 , ·), all the results are still valid.
Let i and j be two integers with binary expansion i =
∑n−1
v=0 iv ·2
v and j =
∑n−1
v=0 jv ·2
v, respectively.
For convenience, we write binary vectors i = (i0, i1, · · · , in−1) and j = (j0, j1, · · · , jn−1), respectively.
Let gi be a function: Z
n
2 → Zq such that gi(j) = δi,j where δi,j is the Kronecker-delta function, i.e.,
gi(j) =

1, if i = j,
0, if i 6= j.
The explicit form of the GBF gi can be given by the following lemma.
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Lemma 1 Let x
{0}
v denote the negation of xv, i.e. x
{0}
v = 1− xv. Conversely, let x
{1}
v = xv. We have
gi(x0, x1, · · · , xn−1) =
n−1∏
v=0
x{iv}v .
Since i = (i0, i1, · · · , in−1) is the binary expansion of integer i, we use gi instead of gi for convenience.
Example 2 For N = 4 = 22, the basis functions are
g0 = g(00)(x0, x1) = (1− x1)(1 − x0),
g1 = g(10)(x0, x1) = (1− x1)x0,
g2 = g(01)(x0, x1) = x1(1− x0),
g3 = g(11)(x0, x1) = x1x0.
Denote xk = (xkn, xkn+1, · · · , xkn+n−1). The vector function gχ(xk) : Z
m
2 → Z
N
q is defined by
gχ(xk) = (gχ(0)(xk), gχ(1)(xk), · · · , gχ(N−1)(xk)) (15)
where χ is a permutation of symbols {0, 1, · · · , N − 1}. Suppose that S
H˜
(q,N) is a set containing all
the representatives of the equivalent classes of the phase Butson-type matrices.
Fact 2 [31, Corollary 3] Let χLk , χRk be two permutations of symbols {0, 1, · · · , N − 1}. The functions
f(x) which is associated with the entries of M˜(x) can be given in a general form
f(x0, x1, · · · , xmn−1) =
m−1∑
k=1
gχLk (xk−1)H˜
{k}(gχRk (xk))
T +
m−1∑
k=0
N−1∑
i=0
ckigi(xk) (16)
where H˜{k} ∈ S
H˜
(q,N), cki ∈ Zq for 0 ≤ k < m, 0 ≤ i ≤ N − 1.
From the fact above, any function f(x0, x1, · · · , xmn−1) derived from M˜ (x) is separated into two
parts, which is called “linear” and “quadratic” terms with respect to basis gi respectively.
Here, SL(q,N) = {
∑m−1
k=0
∑N−1
i=0 ckigi(xk)} in (16) is called the “linear” terms with respect to basis
gi(xk), which is a free Zq-submodule of dimension m(N − 1)+1. Note that any GFB g(xk) from Z
n
2 to
Zq not only can be represented by the linear combination of basis gi(xk), but also can be represented
by the linear combination of another basis
∏n−1
v=0 x
iv
kn+v where (i0, i1, · · · , in−1) is the binary expansion
of integer i for 0 ≤ i < N , i.e.,
g(xk) =
N−1∑
i=0
(
cki ·
n−1∏
v=0
xivkn+v
)
for cki ∈ Zq.
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Theorem 3 An explicit expression of SL(q,N = 2
n) can be given in the following way.
SL(q,N) =
{
m−1∑
k=0
N−1∑
i=1
(
cki ·
n−1∏
v=0
xivkn+v
)
+ c0 | cki , c0 ∈ Zq, 0 ≤ k ≤ m− 1, 1 ≤ i ≤ N − 1
}
.
Example 3 Let N = 4 in Theorem 3, we have
SL(q, 4) =
{
m−1∑
k=0
ekx2kx2k+1 +
2m−1∑
k=0
ckxk + c0 | ek, ck, c0 ∈ Zq, 0 ≤ k ≤ 2m− 1
}
.
Then, we consider the term
∑m−1
k=1 gχLk (xk−1)H˜
{k}(gχRk (xk))
T in (16), which is called the “quadratic”
term. Let S′Q(q,N) be a set containing all the functions of the form gχL(x0)H˜gχR(x1)
T for ∀H˜ ∈
S
H˜
(q,N). We define SQ(q,N) as the quotient set of S
′
Q(q,N) modulo SL(q,N).
Fact 3 (Theorem 4 in [31]) All the functions f(x0, x1, · · · , xmn−1) in M˜(x) can be given in a general
form
f(x0, x1, · · · , xmn−1) =
m−1∑
k=1
hk(xk−1,xk) + SL(q,N) (17)
where hk(·, ·) ∈ SQ(q,N)(1 ≤ k ≤ m− 1), cki , c0 ∈ Zq, (0 ≤ k ≤ m− 1, 1 ≤ i ≤ N − 1).
It is clear that the collection of the affine functions is a subset of SL(q,N). Analogue to Theorems
7 and 8 in [31], we have following two results.
Theorem 4 Let f(x0, x1, · · · , xmn−1) be a function of the form (17) and h(·, ·) ∈ SQ(q, 2
n). Then
fi(x0, x1, · · · , xmn−1) = f(x0, x1, · · · , xmn−1) + h(i,x0), i ∈ Z
n
2
form a CAS of size 2n. For any permutation pi of symbols {0, 1, · · · , nm− 1}, the sequences described
by
fi(xpi(0), xpi(1), · · · , xpi(mn−1)), 0 ≤ i < 2
n
form a CCS of size 2n and length 2mn.
Theorem 5 Let f(x0, x1, · · · , xmn−1) be a function with the form in (17) and h(·, ·), h
′(·, ·) ∈ SQ(q, 2
n).
Then
fi,j(x0, x1, · · · , xmn−1) = f(x0, x1, · · · , xmn−1) + h(i,x0) + h
′(xm−1, j), i, j ∈ Z
n
2
form a CCA. For ∀pi, the sequences described by
fi,j(xpi(0), xpi(1), · · · , xpi(mn−1)), 0 ≤ i, j < 2
n
form a CCC.
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From the discussions above, for the case N = 2n, the linear term SL(q,N) is directly given in
Theorem 3 in this paper, and the quadratic term SQ(q,N) is the same as that in [31]. The difference
between sequences in this paper and those in [31] is the permutation pi. In Theorems 4 and 5 of this
paper, pi is any permutation of symbols {0, 1, · · · ,mn − 1}, whereas pi is any permutation of symbols
{0, 1, · · · ,m − 1} in [31]. Thus, without taking the duplication into consideration, the number of the
sequences proposed here is about (mn)!
m! times that in [31]. We take N = q = 4 as an example to see
the differences between the sequences obtained here and those in [31]. The comparison of the number
of permutations from Theorem 5 and [31] for some special cases, can be found in the Table 1 of [19].
Example 4 For N = q = 4, SL(4, 4) is given in Example 3. SQ(4, 4), containing 24 functions, is the
same as that in Section 6.4 in [31]. Let pi be an arbitrary permutation of symbols {0, 1, · · · , 2m− 1}.
The collection of quaternary complementary sequences of size 4 obtained here can be represented by
S′(4, 4) =
{
m−1∑
k=1
hk(xpi(2k−2), xpi(2k−1), xpi(2k), xpi(2k+1)) +
m−1∑
k=0
ekxpi(2k)xpi(2k+1) +
2m−1∑
k=0
ckxk + c0
}
for hk(·, ·, ·, ·) ∈ SQ(4, 4)(1 ≤ k ≤ m− 1) and ek, ck, c0 ∈ Z4, 0 ≤ k ≤ m− 1.
In this paper, for ∀f ∈ S′(4, 4),
f,
f + 2xpi(0),
f + 2xpi(1),
f + 2xpi(0) + 2xpi(1),

f,
f + 2xpi(0) + xpi(1),
f + 2xpi(1),
f + 2xpi(0) + 3xpi(1),

f,
f + 3xpi(0) + xpi(1) + 2xpi(0)xpi(1),
f + 2xpi(0) + 2xpi(1),
f + xpi(0) + xpi(1) + 3xpi(0)xpi(1).
form complementary sets of size 4, respectively.
While in [31],
S(4, 4) =
{
m−1∑
k=1
hk((x2pi(k−1), x2pi(k−1)+1), (x2pi(k), x2pi(k)+1)) +
m−1∑
k=0
ekx2kx2k+1 +
2m−1∑
k=0
ckxk + c0
}
where pi is an arbitrary permutation of symbols {0, 1, · · · ,m− 1}.
For ∀f ∈ S(4, 4),
f,
f + 2x2pi(0),
f + 2x2pi(0)+1,
f + 2x2pi(0) + 2x2pi(0)+1,

f,
f + 2x2pi(0) + x2pi(0)+1,
f + 2x2pi(0)+1,
f + 2x2pi(0) + 3x2pi(0)+1,

f,
f + 3x2pi(0) + x2pi(0)+1 + 2x2pi(0)x2pi(0)+1,
f + 2x2pi(0) + 2x2pi(0)+1,
f + x2pi(0) + x2pi(0)+1 + 3x2pi(0)x2pi(0)+1.
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form complementary sets of size 4, respectively.
4 Basic Theory on the Generating Matrices and Correspond-
ing Function Matrices
In the previous section, we propose a new type of delay matrix, which significantly increases the number
of the sequences obtained by the PU method in [31]. We aim to find a generalized framework for the PU
method in the rest of paper. However, it is difficult to express the entries of the corresponding function
matrix of PU matrix. In this section, we present some basic results on the generating matrices and
their corresponding function matrices. We shall study the sequences case first, which is much simpler,
and then generalize the results to the arrays case.
4.1 Sequences Case
Let A˜(y1) be a corresponding function matrix of size R×N of the form (6), where each entry ar,i(y1) is
a function from ZL1 to Zq. Similarly, suppose B˜(y2) is a corresponding function matrix of size N × S,
where each entry bi,s(y2) is a function from ZL2 to Zq. The reason we call it sequences case is that the
entries of A˜(y1) and B˜(y2) can also be seen as sequences of length L1 and L2 respectively.
Let A(z1) and B(z2) be the generating matrices of A˜(y1) and B˜(y2), respectively. Recall the
definition in [31, Def.7] of the Kronecker-delta function gi : ZN → Zq and the delay matrix D(z0) of
order N , i.e., D(z0) = diag{z
0
0 , z
1
0 , · · · , z
N−1
0 }.
Theorem 6 Let A(z1), B(z2) and D(z0) be defined above, and y = {y0, y1, y2}, z = {z0, z1, z2}. Then
R× S multivariate polynomial matrix
C(z) = A(z1) ·D(z0) ·B(z2)
is the generating matrix of the function matrix C˜(y) where each entry is a function from ZN×ZL1×ZL2
to Zq with the expression
cr,s(y0, y1, y2) =
N−1∑
i=0
(ar,i(y1) + bi,s(y2)) gi(y0) (18)
for 0 ≤ r < R, 0 ≤ s < S.
Proof The generating matrices A(z1) and B(z2) can be expanded in the following form.
A(z1) =
L0−1∑
y1=0
A(y1) · z
y1
1
16
and
B(z2) =
L2−1∑
y2=0
B(y2) · z
y2
2
where Ar,i(y1) = ω
ar,i(y1) and Bi,s(y2) = ω
bi,s(y2), respectively, for 0 ≤ r < R, 0 ≤ s < S, and
0 ≤ i < N .
The delay matrix D(z0) can be expressed in the form
D(z0) =
N−1∑
y0=0
Ey0 · z
y0
0
where Ei is a single-entry matrix with 1 at (i, i) and zero elsewhere.
Then we have
C(z) = A(z1) ·D(z0) ·B(z2)
=
L0−1∑
y1=0
A(y1) · z
y1
1
N−1∑
y0=0
Ey0 · z
y0
0
L2−1∑
y2=0
B(y2) · z
y2
2
=
L0−1∑
y1=0
N−1∑
y0=0
L2−1∑
y2=0
A(y1)Ey0B(y2)z
y0
0 z
y1
1 z
y2
2 .
Suppose that C(y) = A(y1) ·Ey0 ·B(y2). Each entry can be represented by
Cr,s(y0, y1, y2) = Ar,y0(y1)By0,s(y2) = ω
ar,y0(y1)+by0,s(y2).
Consider the definition of the Kronecker-delta function gi, we have
ar,y0(y1) + by0,s(y2) =
N−1∑
i=0
ar,i(y1)gi(y0) +
N−1∑
i=0
bi,s(y2)gi(y0)
which is an array from ZN × ZL1 × ZL2 to Zq, denoted by cr,s(y0, y1, y2). Let C˜(y) be a function
matrix with entry cr,s(y0, y1, y2) at position (r, s). Then C(z) is the generating matrix of C˜(y) which
completes the proof. 
4.2 Arrays Case
In this subsection, we generalize the corresponding function A˜(y1) and B˜(y2) in the previous subsection
from sequences case to arrays case.
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Define multivariate variables

z0 = (z0, z1, . . . , zn−1),
z1 = (zn, zn+1, . . . , zn+m1−1),
z2 = (zn+m1 , zn+m1+1, . . . , zn+m1+m2−1),
(z0, z1, z2) = (z0, z1, . . . , zn+m1+m2−1),
(19)
and Boolean variables 
x0 = (x0, x1, . . . , xn−1) ∈ Z
n
2 ,
x1 = (xn, xn+1, . . . , xn+m1−1) ∈ Z
m1
2 ,
x2 = (xn+m1 , xn+m1+1, . . . , xn+m1+m2−1) ∈ Z
m2
2 ,
(x0,x1,x2) = (x0, x1, . . . , xn+m1+m2−1) ∈ Z
n+m1+m2
2 .
(20)
Let A˜(x1) be a corresponding function matrix of size R × N (N = 2
n) with the form (6), where
each entry ar,i(x1) is a function from Z
m1
2 to Zq (or an array of size 2× 2× · · · × 2). Similarly, suppose
B˜(x2) is a corresponding function matrix of size N × S, where each entry bi,s(x2) is a function from
Z
m2
2 to Zq.
Let A(z1) and B(z2) be the generating matrices with form (8) of A˜(y1) and B˜(y2), respectively.
Recall the definition of Kronecker-delta function gi : Z
n
2 → Zq in Lemma 1 and the delay matrix D(z0)
of order N in Definition 5, i.e., D(z0) = D(zn−1)⊗ · · · ⊗D(z0).
Theorem 7 Suppose a R× S multivariate polynomial matrix C(z0, z1, z2) is defined as follow.
C(z0, z1, z2) = A(z1) ·D(z0) ·B(z2).
Then C(z0, z1, z2) is the generating matrix of the function matrix C˜(x0,x1,x2) where each entry is a
GBF from Zn+m1+m22 to Zq with the expression
cr,s(x0,x1,x2) =
N−1∑
i=0
(ar,i(x1) + bi,s(x2)) gi(x0) (21)
for 0 ≤ r < R, 0 ≤ s < S.
We omit the proof of this theorem since it is straightforward from Theorem 6.
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5 A Construction of CCA with Block Matrices
In Subsection 6.1 of [31], it has been shown that the PU matrix of order 2, denote by U , derived by
our approach (i.e. the main construction given by [31, eq.(14)]) is the generating matrix of the function
matrix
U˜ = f(x)
[
1 1
1 1
]
+
q
2
[
0 xpi(0)
xpi(m−1) xpi(0) + xpi(m−1)
]
(22)
where
f(x) =
q
2
m−1∑
k=1
xpi(k−1)xpi(k) +
m−1∑
k=0
ckxk + c0. (23)
and pi is a permutation of {0, 1, · · · ,m − 1}. It coincides with the known results on Golay array pair
[10]. However, if the order of the PU matrices is larger than 2, the current PU construction (12) cannot
generate the CSSs in [22, 27] nor CCCs in [25]. In this section, we dedicate to illustrate the CSSs in
[22, 27], CCCs in [25], and new results by a more generalized PU construction.
5.1 Step 1
In this subsection, we shall propose a new method to construct PU matrix of order 2n+1 by PU matrices
of order 2.
Definition 6 Let P be a permutation matrix of order 2n+1 with entries
Pu,v =
{
1, if v ≡ 2u (mod2n+1 − 1)
0, otherwise
(24)
for 0 ≤ u, v < 2n+1. In other word, Pu,v = 1 if and only if (un, u0, . . . , un−1) = (v0, v1 . . . , vn) where
(u0, u1, . . . , un) and (v0, v1, . . . , vn) are binary expansions of integers u and v respectively.
For 0 ≤ j < 2n, let U{j}(z) be the generating matrix of function matrix U˜{j}(x) with the form
(22), where the function f(x) and permutation pi are replaced by f{j}(x) and pij , respectively. Suppose
that H{0},H{1} ∈ H(q, 2n), and their corresponding phase matrices are H˜{0}, H˜{1}.
Theorem 8 Let matrices P , H{0}, H{1} and U{j}(z) be given as above. Define a multivariate poly-
nomial matrix of order 2n+1
G(z) =
[
H{0} 0
0 H{1}
]
P

U{0}(z) 0 · · · 0
0 U{1}(z) · · · 0
...
...
. . .
...
0 0 · · · U{2
n−1}(z)
P T . (25)
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Then G(z) is a PU matrix, and it is the generating matrix of G˜(x) whose entries are functions from
Z
m
2 to Zq with the expression
G˜u,v(x) = f
{j}(x) +
q
2
αxpij(0) +
q
2
βxpij(m−1) + H˜
{α}
i,j (26)
where u = α · 2n + i and v = β · 2n + j (0 ≤ α, β ≤ 1 ,0 ≤ i, j < 2n).
Proof It is obvious that G(z) is a PU matrix. From Definition 6, we know that the entries of the
permutation matrix P equals to 1 at position (j, 2j) and (j+2n, 2j+1) for 0 ≤ j < 2n. Let A and B be
two matrices of order 2n+1 such that B = PAP T . Then the entries Bj,j = A2j,2j , Bj,j+2n = A2j,2j+1,
Bj+2n,j = A2j+1,2j , and Bj+2n,j+2n = A2j+1,2j+1. We have
P ·

U{0}(z) 0 · · · 0
0 U{1}(z) · · · 0
...
...
. . .
...
0 0 · · · U{2
n−1}(z)
 ·P T =
[
V0,0(z) V0,1(z)
V1,0(z) V1,1(z)
]
where Vα,β(z) (0 ≤ α, β ≤ 1) is a diagonal matrix
Vα,β(z) = diag{U
{0}
α,β (z), U
{1}
α,β (z), · · · , U
{2n−1}
α,β (z)}.
Note that U
{j}
α,β (z) is the generating function of f
{j}(x) + q2αxpij(0) +
q
2βxpij(m−1) for 0 ≤ j < 2
n.
The multivariate polynomial matrix G(z) can be interpreted by a block matrix
G(z) =
[
G0,0(z) G0,1(z)
G1,0(z) G1,1(z)
]
or alternatively,
G(z) =
[
H{0} 0
0 H{1}
][
V0,0(z) V0,1(z)
V1,0(z) V1,1(z)
]
=
[
H{0}V0,0(z) H
{0}V0,1(z)
H{1}V1,0(z) H
{1}V1,1(z)
]
.
Thus each block matrix
Gα,β(z) =H
{α}Vα,β(z)
and each entry of G(z) can be given by
Gu,v(z) = H
{α}
i,j U
{j}
α,β (z)
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which is the generating polynomial of
G˜u,v(x) = f
{j}(x) +
q
2
αxpij(0) +
q
2
βxpij(m−1) + H˜
{α}
i,j
where u = α · 2n + i and v = β · 2n + j for 0 ≤ α, β ≤ 1 and 0 ≤ i, j < 2n. 
Example 5 Here we give an example of G(z) of order 8. For convenience, the PU matrices U{j}(z)
of order 2 are denoted by
[
Aj Bj
Cj Dj
]
, and their corresponding function matrices U˜{j}(x) are denoted
by
[
aj bj
cj dj
]
for 0 ≤ j < 4.
Let P be the permutation matrix of order 8 in Example 6. Then the entry Pu,v = 1 if and only if
(u, v) belongs to {(0, 0), (1, 2), (2, 4), (3, 6), (4, 1), (5, 3), (6, 5), (7, 7)}, i.e.,
P =

1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1

.
Then we have
P ·

A0 B0
C0 D0
A1 B1
C1 D1
A2 B2
C2 D2
A3 B3
C3 D3

·P T =

A0 B0
A1 B1
A2 B2
A3 B3
C0 D0
C1 D1
C2 D2
C3 D3

If we set
H{0} =H{1} =

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 ,
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we have
G(z) =

A0 A1 A2 A3 B0 B1 B2 B3
A0 −A1 A2 −A3 B0 −B1 B2 −B3
A0 A1 −A2 −A3 B0 B1 −B2 −B3
A0 −A1 −A2 A3 B0 −B1 −B2 B3
C0 C1 C2 C3 D0 D1 D2 D3
C0 −C1 C2 −C3 D0 −D1 D2 −D3
C0 C1 −C2 −C3 D0 D1 −D2 −D3
C0 −C1 −C2 C3 D0 −D1 −D2 D3

and its corresponding function matrix can be expressed by
G˜(x) =

a0 a1 a2 a3 b0 b1 b2 b3
a0 a1 +
q
2 a2 a3 +
q
2 b0 b1 +
q
2 b2 b3 +
q
2
a0 a1 a2 +
q
2 a3 +
q
2 b0 b1 b2 +
q
2 b3 +
q
2
a0 a1 +
q
2 a2 +
q
2 a3 b0 b1 +
q
2 b2 +
q
2 b3
c0 c1 c2 c3 d0 d1 d2 d3
c0 c1 +
q
2 c2 c3 +
q
2 d0 d1 +
q
2 d2 d3 +
q
2
c0 c1 c2 +
q
2 c3 +
q
2 d0 d1 d2 +
q
2 d3 +
q
2
c0 c1 +
q
2 c2 +
q
2 c3 d0 d1 +
q
2 d2 +
q
2 d3

.
5.2 Step 2
Define multivariate variables 
z0 = (z0, z1, . . . , zm−1),
z1 = (zm, zm+1, . . . , zm+n−1),
(27)
and Boolean variables 
x0 = (x0, x1, . . . , xm−1) ∈ Z
m
2 ,
x1 = (xm, xm+1, . . . , xm+n−1) ∈ Z
n
2 .
(28)
Let G(z0) be a PU matrix of order 2
n+1 obtained from Theorem 3, and G˜(x0) its corresponding
function matrix, whose entry at position (u = α · 2n + i, v = β · 2n + j) is
G˜u,v(x0) = f
{j}(x0) +
q
2
αxpij(0) +
q
2
βxpij(m−1) + H˜
{α}
i,j . (29)
Suppose that H{2},H{3} ∈ H(q, 2n), and their corresponding phase matrices are H˜{2}, H˜{3}. Recall
D(z1) =D(zm+n−1)⊗ · · ·D(zm+1)⊗D(zm). Then we have the following theorem.
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Theorem 9 Let matrices G(z0), H
{2}, H{3} be given as above. Then
M(z0, z1) = G(z0)
[
D(z1) 0
0 D(z1)
][
H{2} 0
0 H{3}
]
(30)
is a PU matrix. And it is the generating matrix of M˜(x0,x1) whose entries are functions from Z
m+n
2
to Zq with the expression
M˜u,v(x0,x1) =
2n−1∑
i=0
(
f{i}(x0) +
q
2
αxpii(0) +
q
2
βxpii(m−1) + H˜
{α}
l,i + H˜
{β+2}
i,j
)
gi(x1) (31)
where u = α · 2n + l and v = β · 2n + j for 0 ≤ α, β ≤ 1 and 0 ≤ l, j < 2n.
Proof It is obvious thatM(z0, z1) is a PU matrix. The multivariate polynomial matrices G(z1) and
M(z0, z1) can be interpreted by four block matrices
G(z0) =
[
G0,0(z0) G0,1(z0)
G1,0(z0) G1,1(z0)
]
and
M(z0, z1) =
[
M0,0(z0, z1) M0,1(z0, z1)
M1,0(z0, z1) M1,1(z0, z1)
]
respectively. From the definition, we have
M(z0, z1) =
[
G0,0(z0) G0,1(z0)
G1,0(z0) G1,1(z0)
][
D(z1) 0
0 D(z1)
][
H{2} 0
0 H{3}
]
=
[
G0,0(z0)D(z1)H
{2} G0,1(z0)D(z1)H
{3}
G1,0(z0)D(z1)H
{2} G1,1(z0)D(z1)H
{3}
]
which imply
Mα,β(z0, z1) = Gα,β(z0)D(z1)H
{β+2}
for 0 ≤ α, β ≤ 1.
By applying Theorem 7, we have
M˜α·2n+l,β·2n+j(x0,x1) =
2n−1∑
i=0
(
G˜α·2n+l,β·2n+i(x0) + H˜
{β+2}
i,j
)
gi(x1)
which completes the proof by putting (29) in the above formula. 
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In Theorem 9, suppose H˜
{0}
0,i = H˜
{2}
i,0 = 0 in formula (31) for 0 ≤ i ≤ 2
n − 1, and α = β = 0. We
have
M˜0,0(x0,x1) =
2n−1∑
i=0
f{i}(x0)gi(x1).
We use it to illustrate the CSSs in [22, 27] and CCCs in [25].
Corollary 1 The function
f(x0,x1) =
2n−1∑
i=0
f{i}(x0)gi(x1) (32)
from Zm+n2 to Zq lies in a CAS of size 2
n+1.
Notice that if f(x0,x1) is given in formula (32), we have
f(x0,x1)|x1=i = f
{i}(x0).
Therefore, sequences proposed in [27] are exactly associated with the function pi · f(x0,x1) where
f(x0,x1) is given in formula (32) and pi is an arbitrary permutation of binary variables (x0,x1).
Sequences proposed in [22] are a subset of those in [27] where permutations pii in f
{i}(x1) are identical
for all i and f(x0,x1) is a quadratic function.
Suppose H{k} = H(0 ≤ k ≤ 3) in formula (31), where Hi,j = (−1)
i·j, i and j are the binary
expansions of integer i and j respectively, and i · j denotes the dot product over Z2. The following
result is obtained immediately from Theorem 9.
Corollary 2 Let f(x0,x1) be of the form (32). The functions
fu,v(x0,x1) = f(x0,x1) +
q
2
(i · x0 + j · x0) +
q
2
α
2n−1∑
i=0
xpii(n)gi(x0) +
q
2
β
2n−1∑
i=0
xpii(n+m−1)gi(x0) (33)
form a CCA of size 2n+1, where u = α · 2n + i and v = β · 2n + j for 0 ≤ α, β ≤ 1 and 0 ≤ i, j < 2n.
Suppose that all permutations pii are identity permutation for 0 ≤ i ≤ 2
n − 1. The following result
is obtained immediately from above corollary.
Corollary 3 Let f(x0,x1) be of the form (32) and every pii in f
{i}(x0) identity permutation. The
functions
fu,v(x0,x1) = f(x0,x1) +
q
2
(i · x0 + j · x0 + αxn + βx(n+m−1)) (34)
form a CCA of size 2n+1, where u = α · 2n + i and v = β · 2n + j for 0 ≤ α, β ≤ 1 and 0 ≤ i, j < 2n.
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The CCC proposed in [25] is a special case of Corollary 3 by applying permutation pi acting on binary
variables (x0,x1), when f(x0,x1) is a quadratic function.
From the discussions above, using our new methods to construct PU matrices, sequences and CSSs
proposed in [22, 27] and CCCs proposed in [25] can be derived from Theorem 9. Furthermore, except
for those in [22, 25, 27], the rest of parameters for CSS and CCC are new.
6 Generalizations
In this section, we generalize the results in Theorems 8 and 9, and propose PU constructions for a large
number of new CSSs and CCCs.
The first generalization is straightforward from Theorem 8 by replacing Hadamard matrices H{α}
(α = 0, 1) by PU matrices V {α}(z1) of order 2
n. Let V˜ {α}(x1) be the corresponding function matrix
of V {α}(z1) . Note that here we use multivariate variables

z0 = (z0, z1, . . . , zm−1),
z1 = (zm, zm+1, . . . , zm+m′−1),
(35)
and Boolean variables 
x0 = (x0, x1, . . . , xm−1) ∈ Z
m
2 ,
x1 = (xm, xm+1, . . . , xm+m′−1) ∈ Z
m′
2 .
(36)
Theorem 10 Let matrices V {1}(z1), V
{2}(z1), U
{j}(z0) be given as above, and permutation matrix
P given in Definition 6. Define a multivariate polynomial matrix of order 2n+1 as follow.
G(z0, z1) =
[
V {0}(z1) 0
0 V {1}(z1)
]
· P ·

U{0}(z0) 0 · · · 0
0 U{1}(z0) · · · 0
...
...
. . .
...
0 0 · · · U{2
n−1}(z0)
P T . (37)
Then G(z0, z1) is a PU matrix. And it is the generating matrix of G˜(x0,x1) whose entries are functions
from Zm+m
′
2 to Zq with the expression
G˜u,v(x0,x1) = f
{j}(x0) +
q
2
αxpij(0) +
q
2
βxpij(m−1) + V˜
{α}
i,j (x1) (38)
where u = α · 2n + i and v = β · 2n + j for 0 ≤ α, β ≤ 1 and 0 ≤ i, j < 2n.
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Moreover, let U{j}(z0) (0 ≤ j < 2
n) and V {α}(z1) (0 ≤ α < 2
n′) of order 2n
′
and 2n, be para-
unitary matrices whose corresponding function matrices are U˜{j}(x0) and V˜
{α}(x1), respectively. Note
that z0, z1,x0,x1 are defined the same as those in (35) and (36).
Theorem 11 Let P be a permutation matrix of order 2n+n
′
with each entry Pu,v = 1 if and only if
v ≡ 2n
′
u (mod 2n+n
′
−1), and U{j}(z0) (0 ≤ j < 2
n), V {α}(z1) (0 ≤ α < 2
n′) are given above. Define
a multivariate polynomial matrix of order 2n+n
′
as follow.
G(z0, z1) =

V {0}(z1) 0 · · · 0
0 V {1}(z1) · · · 0
...
...
. . .
...
0 0 · · · V {2
n′−1}(z1)
·P ·

U{0}(z0) 0 · · · 0
0 U{1}(z0) · · · 0
...
...
. . .
...
0 0 · · · U{2
n−1}(z0)
P T .
(39)
Then G(z0, z1) is a PU matrix of order 2
n+n′ . And it is the generating matrix of G˜(x0,x1) whose
entries are functions from Zm+m
′
2 to Zq with the expression
G˜u,v(x0,x1) = U˜
{j}
α,β (x0) + V˜
{α}
i,j (x1) (40)
where u = α · 2n + i and v = β · 2n + j for 0 ≤ α, β ≤ 2n
′
and 0 ≤ i, j < 2n.
We omit the proof of Theorem 11 since it is similar to the proof of Theorem 8.
Remark 2 If U{j}(z0) = U(z0) for 0 ≤ j < 2
n and V {α}(z1) = V (z1) for 0 ≤ α < 2
n′ in Theorem
11, then
G(z0, z1) = U(z0)⊗ V (z1).
Corollary 4 Suppose f0(x0) and f1(x1) are two arrays lying in CCAs of size 2
n and 2n
′
, respectively.
Then the GBF
f(x0,x1) = f0(x0) + f1(x1)
is an array of size 2× 2× · · · × 2︸ ︷︷ ︸
m+m′
lying in a CAS of size 2n+n
′
. Sequence associated with GBF f(x0,x1)
lies in a CSS of size 2n+n
′
.
Proof It can be verified by setting u = v = 0 in Theorem 11. 
Next we generalize the results in Theorem 9. Let V (z1) and U
{β}(z2) (0 ≤ β < 2
n′) of order 2n+n
′
and 2n, be PU matrices whose corresponding function matrices are V˜ (x1) and U˜
{β}(x2), respectively.
Note that here z0, z1, z2 and x0,x1,x2 are defined the same as those in (19) and (20), respectively.
Then we have the following theorem.
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Theorem 12 Let matrices V (z1) and U
{β}(z2) (0 ≤ β < 2
n′) be given as above. Then
M(z0, z1, z2) = V (z1)

D(z0) 0 · · · 0
0 D(z0) · · · 0
...
...
. . .
...
0 0 · · · D(z0)
 ·

U{0}(z2) 0 · · · 0
0 U{1}(z2) · · · 0
...
...
. . .
...
0 0 · · · U{2
n′−1}(z2)

(41)
is a PU matrix. And it is the generating matrix of M˜(x0,x1,x2) whose entries are functions from
Z
m1+m2+n
2 to Zq with the expression
M˜u,v(x0,x1,x2) =
2n−1∑
i=0
(
V˜u,β·2n+i(x1) + U˜
{β}
i,j (x2)
)
gi(x0) (42)
where 0 ≤ u, v < 2n+n
′
, v = β · 2n + j for 0 ≤ β < 2n
′
and 0 ≤ j < 2n.
We omit the proof of Theorem 12 since it is similar to the proof of Theorem 9 by applying Theorem
7. Similarly, we have the following results.
Corollary 5 Let matrices V (z1) and U
{β}(z2) (0 ≤ α < 2
n′) be given as above. Then
M(z0, z1, z2) =

U{0}(z2) 0 · · · 0
0 U{1}(z2) · · · 0
...
...
. . .
...
0 0 · · · U{2
n′−1}(z2)


D(z0) 0 · · · 0
0 D(z0) · · · 0
...
...
. . .
...
0 0 · · · D(z0)
V (z1)
is a PU matrix.
Corollary 6 Suppose {f
{1}
i (x1)}0≤i<2n+n′ and {f
{2}
i (x2)}0≤i<2n are two CASs lying in CCAs of size
2n+n
′
and 2n, respectively. Then we have function
f(x0,x1,x2) =
2n−1∑
i=0
(f
{1}
i (x1) + f
{2}
i (x2))gi(x0)
is an array of size 2×2×· · ·×2 lying in a CAS of size 2n+n
′
. Sequence associated with GBF f(x0,x1,x2)
lies in a CSS of size 2n+n
′
.
Proof It can be verified by setting u = v = 0 in Theorem 12. 
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Example 6 It is experimentally shown in the section of conclusions and open problems in [22], the
PMEPR of first order Reed-Muller coset of function
f(x0, x1, x2, x3, x4) = x0x1 + x0x4 + x1x4 + x2x4 + x3x4
equals to 3.449. However all the theorems in [22] give a bound of only 8, since it lies in a CSS of size
8. Note that an explanation of this example is given in [3]. Here we illustrate such function lies in a
CAS of size 4 by applying Corollary 6.
Let n = 2, n′ = 0, f
{2}
i = 0 for 1 ≤ i ≤ 3, and f
{1}
i be given below

f
{1}
0 (x1, x3, x4) = x1x4 + x3x4,
f
{1}
1 (x1, x3, x4) = x1x4 + x3x4 + x1 + x4,
f
{1}
2 (x1, x3, x4) = x1x4 + x3x4 + x4,
f
{1}
3 (x1, x3, x4) = x1x4 + x3x4 + x1.
It is obvious that {f
{1}
0 , f
{1}
3 } and {f
{1}
1 , f
{1}
2 } are both Golay array pairs. So {f
{1}
0 , f
{1}
1 , f
{1}
2 , f
{1}
3 }
lies in a CAS of size 4. Then it is easy to check
f(x0, x1, x2, x3, x4) =
3∑
i=0
f
{1}
i (x1, x3, x4)gi(x0, x2),
so f(x0, x1, x2, x3, x4) lies in a CAS of size 4 by Corollary 6, and the PMEPR of the first order Reed-
Muller coset of this function is bounded by 4.
7 Conclusions and Open Problems
In this paper, we continue our construction of CCA, CCC, CAS and CSS by PU method. We introduced
a new delay matrix in this paper, and proved that all GBFs derived from CCAs and CASs of order 2n in
[31] are arrays of size 2×2×· · ·×2. Then any sequence associated with permuting the Boolean variables
of such GBFs, or the affine offset of these GBFs, must lie in some CSSs of size 2n. Furthermore, we
proposed a general method to construct the desired PU matrices from which we presented a recursive
framework to construct CCCs ( Theorems 11 and 12 ), and a recursive framework to construct CSSs (
Corollaries 4 and 6 ). Our constructions include CSS constructions in [22, 27] and CCC construction
in [25] as special cases. We also gave an alternative explanation for the example in [22] in the section
of conclusions, which is much simpler than previous methods.
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We call the matrix M(z) in (12) a seed PU matrix. The seed PU matrices are the basic source for
our recursive framework. From the discussions in this paper, we understand that the known CCC and
CSS constructions [3, 4, 6, 17, 22, 25, 27, 28, 33] with explicit GBF form are all based on the seed PU
matrices of order 2. This is the reason why most of the quaternary sequences in CSSs of size 4 in [31]
were never reported before. This observation makes the GBFs derived from seed PU matrices of order
2n quite significant.
We pay attention back to GBFs derived from seed PU matrices. Explicit GBF form of linear term
SL(q,N) was given in Theorem 3, but we still need to calculate quadratic term SH˜(q,N). However, the
number of equivalence classes of the Butson-type Hadamard matrices in H(q,N) is still open until now.
In addition, the numbers of χLk and χRk which are permutations of symbols {0, 1, · · · , N − 1}, are both
N !. Then, the computation complexity of quadratic term is about (N !)2 from only one representative
of Butson-type Hadamard matrices. As we know, there is one representative of binary Butson-type
Hadamard of order 2, similarly, the cases of order 4 and 8. And the computation complexities of these
three cases are 4, 576 and 403202, respectively. The computation is heavy even if N = 8.
Could we find a general explicit GBF form derived from seed PU matrices for specified Butson-type
Hadamard matrices, e.g. Fourier matrices or Walsh matrices?
On the other hand, one import motivation to study CSS is for PMEPR control. From our recursive
framework, binary and quaternary sequences in CSSs of order 4 are determined by the seed PU matrices
of order 2 and 4. Binary and quaternary GBFs of seed PU matrices of order 2 and 4 have been explicitly
given in [31]. Is there a general form for all (or a large subset of) binary and quaternary sequences in
the CSSs of size 4 proposed in this paper?
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