In this paper, we first introduce the concept of elementary linear subspace, which has similar properties to those of a set of coordinates. We then use elementary linear subspaces to derive properties of maximum rank distance (MRD) codes that parallel those of maximum distance separable (MDS) codes.
I. INTRODUCTION
The idea of using the rank as a metric comes from Delsarte [1] . Error-control codes with the rank metric [2] - [5] have been receiving some attention due to their applications in storage systems [3] , public-key cryptosystems [4] , and space-time coding [5] . In particular, as areal density of current storage equipments, which require that information be stored on two-dimensional surfaces, grows ever higher, it becomes more important to protect data against two-dimensional errors. Codes against several types of two-dimensional errors have been studied in the literature: Most two-dimensional codes are designed to correct a single cluster error of rectangular shape [6] - [11] or other shapes [12] , [13] ; Other works consider the rank of the error array [2] , [3] , or crisscross errors [3] , [14] , [15] . Codes with the rank metric have been considered to protect data against crisscross errors (two-dimensional errors that are confined to a number of rows Part of the material in this paper was presented at IEEE ITW 2006 in Chengdu, China. or columns or both), which occur in various storage applications [3] , [16] - [21] such as memory chip arrays, helical tapes, and linear magnetic tapes.
The pioneering works in [2] and [3] have established many important properties of codes with the rank metric. In [2] , a Singleton bound on the minimum rank distance of rank metric codes was established, and codes that attain the equality were called maximum rank distance (MRD) codes. An explicit construction for a subclass of MRD codes, which is referred to as Gabidulin codes henceforth, was also proposed in [2] , and this construction was extended in [22] . In [3] , an equivalent bound was established and an explicit construction was introduced, which essentially also leads to Gabidulin codes. In [3] , it was shown that MRD codes are also optimal in the sense of Singleton bound in crisscross weight, a metric 1 considered in [3] , [14] for crisscross errors. Decoding algorithms that parallel the extended Euclidean algorithm (EEA) and the Berlekamp-Massey algorithm were proposed for MRD codes in [2] and [3] respectively.
In this paper, we investigate the error performance of MRD codes. The main results of this paper are new upper bounds on the error probability of bounded rank distance decoders for MRD codes. Our bounds indicate that the decoder error probability of MRD codes with error correction capability t decreases exponentially with t 2 . To derive these bounds, we assume all errors with the same rank are equally likely.
In Section VI-A, we argue that this error model approximates crisscross errors. Furthermore, although our bounds are derived based on this assumption on the error model, our simulation results in Section VI-B
show that our bounds are applicable to other error models as well. Note that if the additive error has a rank no more than the error correction capability t, a bounded distance decoder produces the correct codeword.
When the error has a rank greater than t, a bounded distance decoder produces either a decoder failure or a decoder error. Thus, our bounds on the decoder error probability when the error has rank greater than t characterizes the error performance of the code. We remark that our bounds are analogous to the upper bounds on the error probability of bounded Hamming distance decoders for maximum distance separable (MDS) codes in [23] . Assuming all errors with the same Hamming weight are equiprobable, the decoder error probability of MDS codes was bounded by 1 t! in [23] . We also note that the decoder error probability considered in this paper is different from the decoding error probability in [14] in several aspects: The latter refers to the probability that the decoder does not decode correctly, that is, it includes both decoder errors and decoder failures; The latter is based on a different channel (error) model.
The derivation of our bounds is a nontrivial extension of the approach in [23] . Some by-products of the derivation are significant in themselves: 1 It is also referred to as the cover weight in [14] .
• We introduce the concept of elementary linear subspace (ELS) and derive its properties, which are similar to those of a set of coordinates.
• Using elementary linear subspaces, we derive useful properties of MRD codes. In particular, we prove a combinatorial property of MRD codes, derive a bound on the rank distribution of these codes, and show that the restriction of an MRD code on an ELS is also an MRD code. These properties parallel those of MDS codes.
We also investigate the error performance of MRD codes by numerical simulations. Our simulation results show that our bounds seem applicable to the error probability of bounded rank distance decoders for MRD codes when other error models are used. Due to the widespread applications of MDS codes (Reed-Solomon codes in most cases) in storage systems, we also compare the error performance of MRD codes and MDS codes against crisscross errors by simulations.
The rest of the paper is organized as follows. Section II gives a brief review of the rank metric, Singleton bound, and MRD codes. In Section III, we derive some combinatorial properties which are used in the derivation of our upper bounds. In Section IV, we first introduce the concept of elementary linear subspace and study its properties, and then obtain some important properties of MRD codes. In Section V, we derive our upper bounds on the decoder error probability of MRD codes. Section VI presents our simulation results for MRD and MDS codes, and the error performance of MRD codes is compared with that of MDS codes.
II. PRELIMINARIES

A. Rank metric
In [2] and [3] , the rank metric is defined in different approaches. In this paper we follow the approach in [2] . Consider an n-dimensional vector x = (x 0 , x 1 , . . . , x n−1 ) ∈ GF(q m ) n . Assume {α 0 , α 1 , . . . , α m−1 } is a basis set of GF(q m ) over GF(q), then for j = 0, 1, . . . , n−1, x j can be written as x j = m−1 i=0 x i,j α i , where x i,j ∈ GF(q) for i = 0, 1, . . . , m − 1. Hence, x j can be expanded to an m-dimensional column vector (x 0,j , x 1,j , . . . , x m−1,j ) T with respect to the basis set {α 0 , α 1 , . . . , α m−1 }. Let X be the m × n matrix obtained by expanding all the coordinates of x. That is,
The rank norm of the vector x (over GF(q)), denoted as rk(x|GF(q)), is defined to be the rank of the matrix X over GF(q), i.e., rk(x|GF(q)) def = rank(X) [2] . All the ranks are over the base field GF(q) unless otherwise specified in this paper. To simplify notations, we denote the rank norm of x as rk(x) henceforth. The rank norm of x is also the number of coordinates in x that are linearly independent over GF(q). The field GF(q m ) may be viewed as a vector space over GF(q).
The coordinates of x thus span a linear subspace of GF(q m ), denoted as S(x), and the rank of x is the dimension of S(x). For all x, y ∈ GF(q m ) n , it is easily verified that d(x, y) def = rk(x − y) is a metric over GF(q m ) n , referred to as the rank metric henceforth [2] . Hence, the minimum rank distance d R of a code is simply the minimum rank distance over all possible pairs of distinct codewords. A code with a minimum rank distance d R can correct all errors with rank up to
The number of vectors of rank 0 ≤ u ≤ min{m, n} in GF(q m ) n is given by N u = term is the Gaussian binomial [24] , defined as 
B. The Singleton bound and MRD codes
The minimum rank distance of a code can be specifically bounded. First, the minimum rank distance d R of a code of length n over GF(q m ) is obviously bounded above by min{m, n}. Codes that satisfy d R = m are studied in [25] . Also, it can be shown that d R ≤ d H [2] , where d H is the minimum Hamming distance of the same code. Due to the Singleton bound on the minimum Hamming distance of block codes [26] , the minimum rank distance of a block code of length n and cardinality M over GF(q m ) thus
In this paper, we refer to the bound in (1) as the Singleton bound for rank metric codes and codes that attain the equality as MRD codes. Note that although an MRD code is not necessarily linear, Equation (1) implies that its cardinality is a power of q m .
III. COMBINATORIAL RESULTS
In this section, we derive some combinatorial properties which will be instrumental in the derivation of our upper bounds on the decoder error probability of MRD codes in Section V. First, we derive bounds on A(m, u). Note that a trivial upper bound on A(m, u) is q mu . Let us now derive some lower bounds on A(m, u).
. The first part of Lemma 1 follows from the fact that M u increases with u, with maximum M m = 1 ln(q)
The second part of Lemma 1 thus follows. Corollary 1: For n ≥ 0 and 0 ≤ t ≤ n, we have n t < q t(n−t)+σ(q) . Proof: By definition, n t = A(n, t)/A(t, t). Since A(n, t) ≤ q nt and by Lemma 1, A(t, t) > q t 2 −σ(q) . Thus,
Hence, we need to consider only the case where m = 2p, with p ≥ 1. Let us further show that D(2p, p)
is a monotonically decreasing function of p since
The maximum of D(2p, p) is hence given by D(2, 1) = be a basis set of V such that rk(
are equal to some nonzero coordinate a i,j scaled by some element of GF(q).
Applying this transformation to all the vectors in A, we obtain B = {b i }. Clearly, B is a basis set consisting of row vectors in GF(q) n for V.
We also remark that not all linear subspaces are elementary. For example, the span of a vector of rank u > 1 has dimension 1, but requires u vectors of rank 1 to span it. Next, we show that the properties of elementary linear subspaces are similar to those of sets of coordinates.
Lemma 4:
There exists a bijection between E v (q m , n) and E v (q, n).
Proof: Let V be an ELS of GF(q m ) n with an elementary basis B. For any positive integer a, denote the span of B over GF(q a ) as
and consider the mapping f :
Since the number of linear subspaces in GF(q) n with dimension v is given by n v , Lemma 4 implies that
where V ⊕V denotes the direct sum of V andV.
Proof: We will provide a constructive proof. Let V ′ = f (V) and let B be a basis of V ′ , then there existsV ′ with basisB such that V ′ ⊕V ′ = GF(q) n . Note that B ∪B is a basis set of GF(q) n . Denote f −1 (V ′ ) asV. We now want to show that V ⊕V = GF(q m ) n . First, dim(V) = n − v, hence we only March 11, 2008 DRAFT need to show that V ∩V = {0}. Suppose there exists y = 0 in V ∩V, then there is a nontrivial linear relationship over GF(q m ) among the elements of B and those ofB. This may be expressed as
Applying the trace function to each coordinate on both sides of (3), we obtain bi∈B∪B Tr(y i )b i = 0, which implies a linear dependence over GF(q) of the vectors in B andB. This contradicts the fact that B ∪B is a basis. Therefore, V ⊕V = GF(q m ) n .
We say thatV is an elementary complement of V. Even though an elementary complement always exists, we remark that it may not be unique.
The diameter of a code for the Hamming metric is defined in [26] as the maximum Hamming distance between two codewords. Similarly, we can define the rank diameter of a linear subspace.
Definition 2:
The rank diameter of a linear subspace L of GF(q m ) n is defined to be the maximum Also, if rk(x) = u, then x is not contained in any ELS of dimension less than u.
Proof: Suppose x = (x 0 , x 1 , . . . , x n−1 ) has rank u, then x has u linearly independent coordinates.
Without loss of generality, assume the first u coordinates are linearly independent. Thus, for j = 0, · · · , n − 1,
x i a i , with a i ∈ GF(q) n for 0 ≤ i ≤ u − 1. Let A be the ELS of GF(q m ) n spanned by a i 's, then dim(A) = u and x ∈ A. This proof can be easily adapted to the case where rk(x) < u. Suppose x ∈ B with rk(x) = u, where B is an ELS with dim(B) = t < u.
Then, δ(B) ≥ rk(x) = u > t = dim(B), which contradicts Proposition 2. March 11, 2008 DRAFT Let L be a linear subspace of GF(q m ) n and letL be complementary to L, i.e., L ⊕L = GF(q m ) n .
We denote the projection of x on L alongL as x L [27] . Remark that x = x L + xL. Note that for any given linear subspace L, its complementary linear subspaceL is not unique. Thus, x L depends on both L andL, and is well-defined only when both L andL are given. All the projections in this paper are with respect to a pair of fixed linear subspaces complementary to each other.
Definition 3: Let x ∈ GF(q m ) n and L be a linear subspace. The vector x vanishes on L if there exists a linear subspaceL complementary to L such that x = xL.
Lemma 6: Given a vector x ∈ GF(q m ) n of rank u, there exists an ELS with dimension n − u on which x vanishes. Also, x does not vanish on any ELS with dimension greater than n − u.
Proof: By Lemma 5, there exists A ∈ E u (q m , n) such that x ∈ A. LetĀ be an elementary complement of A. Thus, x vanishes onĀ by definition. Also, suppose x vanishes on an ELSB with dimension greater than n − u. Then there exists an ELS B with dimension < u such that x ∈ B, which contradicts Lemma 5.
The decomposition over two complementary ELS's induces a mapping from GF(q m ) n to GF(q m ) v .
The r V function is linear: ∀x, y ∈ GF(q m ) n and ∀a ∈ GF(q m ), r V (x + y) = r V (x)+r V (y) and r V (ax) = ar V (x). Also, for any x ∈ GF(q m ) n , rk(r V (x)) = rk(x V ).
Proof:
The linearity is straightforward. We can express x V = r V (x)B where B = (b T 0 , . . . , b T v−1 ) T is a v × n matrix over GF(q) with full rank. Therefore rk(x V ) = rk(r V (x)).
Definition 5: For V ∈ E v (q m , n) with an elementary basis B = {b 0 , . . . , b v−1 }, letV be an elementary complement of V with an elementary basisB = {b v , . . . , b n−1 }. For any x ∈ GF(q m ) n , we define
Proof: Note that
where B = (b T 0 , . . . , b T n−1 ) T is an n × n matrix over GF(q) with full rank. Therefore rk(s V,V (x)) = rk(x).
Corollary 3:
For any x ∈ GF(q m ) n and two complementary ELS's V andV, 0 ≤ rk(x V ) ≤ rk(x) and rk(x) ≤ rk(x V ) + rk(xV ). March 11, 2008 DRAFT Corollary 3 illustrates the difference between ELS's and sets of coordinates. When V andV are two complementary sets of coordinates, the Hamming weight of a vector x ∈ GF(q m ) n is the sum of the Hamming weights of the projections of x on V andV.
B. Properties of MRD codes
We now derive some useful properties for MRD codes, which will be instrumental in Section V.
These properties are similar to those of MDS codes. Let C be an MRD code over GF(q m ) with length n (n ≤ m), cardinality q mk , redundancy r = n − k, and minimum rank distance d R = n − k + 1. Note that C may be linear or nonlinear. First, we derive the basic combinatorial property of MRD codes.
Lemma 9 (Basic combinatorial property):
For K ∈ E k (q m , n) and its elementary complementK and any vector k ∈ K, there exists a unique codeword c ∈ C such that c K = k. Lemma 9 allows us to bound the rank distribution of MRD codes.
Lemma 10 (Bound on the rank distribution):
Let A u be the number of codewords in C with rank u.
Proof: By Lemma 6, any codeword c with rank u ≥ d R vanishes on an ELS with dimension v = n−u. Thus (4) can be established by first determining the number of codewords vanishing on a given ELS of dimension v, and then multiplying by the number of such ELS's,
, V is properly contained in an ELS K with dimension k since v ≤ k − 1. By Lemma 9, c is completely determined by c K . Given an elementary basis set of K, it suffices to determine r K (c). However, c K vanishes on V, hence v of the coordinates of r K (c) must be zero. By Lemma 6, the other k−v coordinates must be nonzero. Hence, a codeword that vanishes on V is completely determined by k − v arbitrary nonzero coordinates. There are at most (q m − 1) k−v = (q m − 1) u−r choices for these coordinates, and hence at most (q m − 1) u−r codewords that vanish on V.
Note that the exact formula for the rank distribution of linear MRD codes was derived in [2] . However, the bound in (4) is more instrumental for the present application.
Definition 6 (Restriction of a code):
It is well known that a punctured MDS code is an MDS code [28] . We now show that the restriction of an MRD code to an ELS is also MRD.
Lemma 11 (Restriction of an MRD code):
For an ELS V with dimension n ≥ v ≥ k, C V is an MRD code with length v, cardinality q mk , and minimum rank distance d R = v − k + 1 over GF(q m ).
Proof: Clearly, C V is a code over GF(q m ) with length v and cardinality q mk . For c = d ∈ C,
The Singleton bound on C V completes the proof.
V. PERFORMANCE OF MRD CODES
We evaluate the error performance of MRD codes using a bounded rank distance decoder. We assume that the errors are additive and that all errors with the same rank are equiprobable. A bounded rank distance decoder produces a codeword within rank distance t of the received word if it can find one, and declares a decoder failure if it cannot. In the following, we first derive bounds on the decoder error probability assuming the error has rank u. In the end, we derive a bound on the decoder error probability that does not depend on u at all. Thus, it is independent of the weight of the error. Clearly, if u ≤ t, the decoder produces the correct codeword. When the error has rank greater than t, the decoder produces either a decoder failure or a decoder error. We denote the probabilities of decoder error and failure for the bounded distance decoder -for error correction capability t and an error of rank u -as P E (t; u) and P F (t; u) respectively. If u ≤ t, then P F (t; u) = P E (t; u) = 0. When u > t, P E (t; u) + P F (t; u) = 1.
In particular, if t < u < d R − t, then P E (t; u) = 0 and P F (t; u) = 1. Thus we investigate the case where u ≥ d R − t and P E (t; u) characterizes the performance of the code.
We assume that the MRD code is linear, and without loss of generality that the all-zero codeword is sent. Thus, the received word can be any vector with rank u with equal probability. We call a vector decodable if it lies within rank distance t of some codeword. If D u denotes the number of decodable vectors of rank u, then for u ≥ d R − t we have
Hence the main challenge is to derive upper bounds on D u . We have to consider two cases, u ≥ d R and
where V t = t i=0 N i is the volume of a ball of rank radius t.
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Proof: Any decodable vector can be uniquely written as c + e, where c ∈ C and rk(e) ≤ t. For a fixed e, C + e is an MRD code, which satisfies Equation (4) . Therefore, the number of decodable words of rank u is at most 
Proposition 4:
Proof: Recall that a decodable vector of rank u can be expressed as c + e, where c ∈ C and 
The number of possible ELS's of dimension v is n v . The bound in (7) follows by multiplying the bound on D V by n v , the number of possible ELS's of dimension v. We also obtain a bound similar to (6) 
Proof: Equation (8) implies
Using the following combinatorial relation [24] :
Finally, we can derive our bounds on the decoder error probability.
Proposition 6: For d R − t ≤ u < d R , the decoder error probability satisfies
For u ≥ d R , the decoder error probability satisfies
Proof: The bound in (11) follows directly from Equation (5) and Proposition 5, while the bound in (12) follows directly from Equation (5) and Proposition 3.
The result may be weakened in order to find a bound on the decoder error probability which depends on t only. But, we need a bound on V t first.
Lemma 13: Let V t def = t i=0 N i be the volume of a ball in GF(q m ) n with rank radius t. Then V t ≤ n t q mt . Proof: Without loss of generality, assume the ball is centered at zero. ¿From Lemma 5, every vector x in the ball belongs to some ELS V with dimension t. Since |V| = q mt and |E t (q m , n)| = n t , it follows that V t ≤ n t q mt . Proposition 7: For u ≥ d R − t, the decoder error probability satisfies
Proof: First suppose that u ≥ d R . Applying A(m, u) > q mu−σ(q) in Lemma 1, Lemma 13, and Corollary 1 to (12), we obtain P E (t; u) < q −mr+t(m+n−t)+2σ(q) . Since n ≤ m and 2t ≤ r, it follows
March 11, 2008 DRAFT Lemma 1, Lemma 13, and Corollary 1 to (11), we obtain P E (t; u) <
Note that the bound in Proposition 7 does not depend on the rank of the error at all. This implies that the bound applies to any error vector provided the errors with the same rank are equiprobable. Based on conditional probability, we can easily establish
Corollary 4:
For an MRD code with d R = 2t + 1 and any additive error, the decoder error probability of bounded rank distance decoders satisfies
VI. SIMULATION RESULTS
A. Error Models
In Section V, we assumed that all errors with same rank were equiprobable. We argue that this error model is an approximation of crisscross errors. Let us assume q = 2 for simplicity. A codeword of MRD codes of length n over GF(2 m ) can be represented by an m × n array of bits. Suppose some of the bits are corrupted by crisscross errors. If the errors are confined to a row (or column), then such an error pattern can be viewed as the addition of an error array which has non-zero bits on only one row (or column) and hence has rank 1. It is reasonable to assume each row is corrupted equally likely and so is each column. Thus, all the errors that are restricted to u > 1 rows (or columns) are equally likely.
Finally, if we assume the probability of a corrupted row is the same as that of a corrupted column, then all crisscross errors with crisscross weight u [3] are equally likely. The weight u of the crisscross error is no less than the rank of the error [3] . However, in many cases the weight u equals the rank. Hence, assuming all errors with the same rank are equiprobable is an approximation of crisscross errors.
In this section, we want to evaluate our bounds with respect to the decoder error probability for three different error models. We consider errors with fixed rank -error model on which our bounds are based -as well as crisscross errors and errors with fixed Hamming weight. The latter two error models may be more relevant to some applications. Note that MRD codes are viewed as two-dimensional codes over GF(q) for crisscross errors, and they are considered as block codes over GF(q m ) when errors with either fixed rank or fixed weight are considered. For crisscross errors, we assume any row (column respectively) has a probability p r (p c respectively) of being in error. If a row (or column) error occurs, a random nonzero row (or column) vector is added to the row (or column) considered. Note that this crisscross error model is similar to but different from that in [14] . In this paper we restrict ourselves to the case where p r = p c for simplicity. For errors with fixed Hamming weight, we also consider assume that all errors with same Hamming weight are equiprobable as in [23] .
B. Simulation Results
Let us denote our bounds given in Proposition 6 and Corollary 4 as B 1 (t; u) and B 2 (t) respectively.
In our simulations, we used Gabidulin codes [2] with the following parameters: q = 2, m = n = 16, and
Our simulations are based on the following process: first a random message word in GF(q m ) k is encoded using the generator matrix of the Gabidulin code, then an error generated based on the error model is added to the codeword, and finally a bounded rank distance decoder based on the EEA in [2] is used to decode the received word. Similar to the decoding of Reed-Solomon codes, decoder failures are declared based on the output of the EEA. Each decoder error probability is computed after at least 100 occurrences of decoder errors to ensure reliability of simulation results.
In Figure 1 , our bounds on the decoder error probability and simulation results with different t values are shown. For the fixed rank error model, the rank of the error is set to 6, and u = 6 is also used to calculate B 1 (t; u). For the fixed Hamming weight error model, the Hamming weight of the error is set to 6. For the crisscross error model, p r and p c are both set to 6/32. In Figure 2 , t is set to 3 and our bounds and the simulated decoder error probabilities are shown as functions of u. For the three error models, the u axis in Figure 2 We observe that B 2 (t) is tighter than B 1 (t; u) in all cases. Also, B 1 (t; u) is quite tight in some cases (see Figure 1) . Under the fixed rank error model, our bounds and the simulated decoder error probability decrease exponentially with t 2 . It is interesting to note that the decoder error probabilities under the other two error models also decrease exponentially with t 2 . Also, B 2 (t) bounds from above the decoder error probabilities for the other two error models, and even the bound B 1 (t; u) is applicable in all except one case in Figure 2 . Thus, although B 2 (t) is derived based on the fixed rank error model, it seems applicable to the decoder error probability of MRD codes under other error models. for fixed Hamming weight error, wH = 6; for crisscross error, pr = pc = 6/32. 
C. Comparison with MDS codes
In this section we compare the error performance of MRD codes with that of MDS codes against crisscross errors. Recall that the rank of a crisscross error is not more than its Hamming weight. Thus, if the rank of the crisscross error is no more than t, then an (n, k, 2t + 1) MRD code will always decode successfully, whereas the Hamming weight of the error may be greater than t, thus overwhelming an (n, k, 2t + 1) MDS code with a bounded Hamming distance decoder. In this simulation, we use a (16, 8) Gabidulin code with a bounded rank distance decoder and a (16, 8) shortened RS code with a bounded
Hamming distance decoder.
As illustrated in Figure 3 , the decoder success probability of the MRD code is approximately one order of magnitude higher than that of the MDS code. The difference may be more meaningful when the expected value of the error rank is at most (m + n)p r since for p r ≤ t m+n we expect a high decoder success probability for MRD codes. For example, when p r = p c are 0.1 and 0.125 respectively, the decoding success probability for the MRD code is approximately 0.8 and 0.6 respectively, whereas the decoding success probability for the MDS code is less than 0.2 for the same two cases. Our simulation results suggest that the MRD code are more resilient against crisscross errors than MDS codes. 
