Abstract
Introduction
Structural equation modeling (SEM) methods and software tools make possible for researchers to simultaneously specify and test measurement and structural models involving latent variables. Mathematically, latent variables are aggregations of their indicators and measurement error. The indicators are quantitative responses, often provided along Likert-type scales, to questionstatements in questionnaires.
Two main classes of SEM have been experiencing increasing use in e-collaboration research, as well as in empirical research in many other fields where multivariate statistical methods are typically used. One of these two main classes is SEM based on the partial least squares (PLS) method, a composite-based (as opposed to factor-based) method that does not explicitly account for measurement error. This class of SEM methods owes much of its existence to the work of Herman Wold, who devised a set of computationally efficient and nonparametric algorithms that serve as an alternative to the more restrictive covariance-based approach to SEM.
Covariance-based SEM accounts for measurement error and yields fairly precise parameter estimates; also, it has been widely used in the past, although it is arguably experiencing some decline in recent years. Among the reasons for this decline are that covariance-based SEM is somewhat difficult to use and restrictive in its assumptions (i.e., it assumes multivariate normality); and, perhaps more importantly, covariance-based SEM does not estimate factors as part of its iterative parameter convergence process, which can be seen as a major limitation (Kock, 2015a; 2015b) .
The other main class of SEM methods seeing increasing use is factor-based SEM (Kock, 2015b) , which fully accounts for the measurement errors that are part of the factors in a model. This latter SEM class in some cases builds on coefficients generated by PLS algorithms, although it is very different from PLS-based SEM. The increasing use of this latter type of SEM is due in part to the ease-of-use and extensive features of software tools that implement it, such as WarpPLS (Kock, 2010; 2015a) , which we use here in our analyses, building on an illustrative model. We use WarpPLS not only because it implements factor-based SEM, but also because it provides the most extensive set of features among comparable SEM software. Among these features is a comprehensive set of model fit and quality indices, as well as various coefficients that can be used in a variety tests -e.g., full collinearity variance inflation factors, used in multicollinearity and common method bias tests.
Among latent variables that can be used in e-collaboration research, job performance is a particularly important one. After all, it measures what one usually wants to ultimately improve with the use of practically any e-collaboration tool in any organization -the job performance of individuals working in teams. In this study, we provide a comparative assessment of scores generated based on a self-reported job performance measurement instrument vis-à-vis official annual performance evaluation scores produced by immediate supervisors. The results discussed here suggest that the self-reported job performance measurement instrument is not only more than adequate, but may well be a better measure than official evaluation scores produced by supervisors.
Illustrative model and data
Our discussion is based on the illustrative model depicted in Figure 1 . This illustrative model addresses the organizational effect of the use of social networking sites (SN), such as Facebook and LinkedIn, on job performance (JP). In the model, this effect (i.e., of SN on JP) is hypothesized to be indirect and mediated by intermediate effects on job satisfaction (JS) and organizational commitment (OC). These hypotheses are generally supported by the structural model coefficients; notable among these are the path coefficients and P values indicated next to each arrow in the model. This illustrative model is based on an actual study. Note that in the model the effect of SN on OC also appears to be primarily indirect and mediated by JS. Our illustrative model is consistent with theoretical developments and past empirical studies relating the use of social networking sites and job performance (Moqbel et al., 2013; . The impact of social networking site use on job performance is a topic that can be seen as falling within the broader scope of the e-collaboration research area (Kock, 2005; 2008; Kock & Lynn, 2012) .
The figure has been created with the SEM analysis software WarpPLS (Kock, 2010; 2015a) . As such the figure displays the software's standard notation for summarized latent variable description. In this notation the alphanumeric combination under each latent variable's label (e.g., "JS") in the model describes the measurement approach used for that latent variable and the number of indicators. For instance, the alphanumeric combination "(R)5i" means reflective measurement with 5 indicators.
The latent variables have been measured through indicators based on the question-statements listed in Appendix A. The data was collected from 193 working professionals across the USA. These working professionals used social networking sites, with different degrees of use intensity. Use of social networking sites in general was considered in the data collection, not specifically use of social networking sites during business hours or while formally at work. The underlying theoretical basis of the model builds on the notion that social networking site use in general is likely to lead to positive emotions, with an overall positive effect on job performance. Therefore, the use of social networking sites is seen through this model as akin to mood-improving activities that could be performed within or outside work hours, such as recreational exercise and meditation, in terms of the activities' overall positive effect on one's performance at work.
Assessment of self-perceived measure: Validity, reliability and collinearity
In our analysis we employed a factor-based SEM algorithm that estimates parameters based on the two-stage process described by Kock (2015b) , with the key difference that the factor-based SEM algorithm used here employs a consistent reliability estimate developed by Theo K. Dijkstra during his Ph.D. work conducted under Herman Wold. Wold is widely regarded as the originator of the classic PLS-based methods for SEM, which does not build on factors and thus does not take measurement error into account when estimating model parameters.
Our factor-based SEM algorithm is implemented in WarpPLS starting in version 6.0. Dijkstra's "consistent PLS" reliability estimate, which is utilized by this factor-based SEM algorithm, itself uses coefficients generated via the PLS Mode A algorithm employing the centroid scheme. This is the basic scheme for PLS Mode A, developed by Wold, and also implemented in WarpPLS. The factor-based SEM algorithm we used here yields results that are very similar to those previously implemented in WarpPLS by factor-based SEM methods employing Cronbach's alpha, a more widely used measure of reliability -which nevertheless tends to underestimate the true reliability when factor-indicator correlations (i.e., loadings) are highly heterogeneous. All of these factor-based SEM algorithms implemented in WarpPLS generally display the same precision as covariance-based SEM with full-information maximum likelihood.
In Table 1 we show several coefficients associated with JP. Some of these coefficients were calculated with respect to other variables, following standard approaches for measurement instrument quality assessment. They include the loadings associated with each of JP's three indicators (top-left of table), the correlations with other latent variables in the model (top-right), the composite reliability and Cronbach's alpha coefficients associated with JP (bottom-left), the average variance extracted and its square root (bottom-right), and the full collinearity variance inflation factor associated with JP in the context of our illustrative model (also bottom-right). These coefficients illustrate the quality of the self-perceived measure used for JP. 1.390 Notes: LVs = latent variables other than JP; AVE = average variance extracted; VIF = variance inflation factor; the square root of the AVE is normally used in discriminant validity tests.
The loadings for the three indicators associated with JP were equal to or greater than the threshold value of 0.5, and the P values associated with these loadings were all significant at the 0.001 level. Moreover, the average variance extracted for JP was greater than the threshold value of 0.5. Taken as a whole, these results suggest that the measurement instrument used for JP presents good convergent validity (Kock, 2011; 2014; 2015a; Kock & Lynn, 2012) . In fact, the lowest loading for JP was 0.843 and the average variance extracted was 0.814, both well above the generally accepted threshold of 0.5.
The square root of the average variance extracted for JP was 0.902. This is far greater than any of the three correlations involving JP and the other three latent variables in the model, which are shown in the table. Therefore we can safely conclude that the measurement instrument used for JP displays good discriminant validity in the context of our model (Kock, 2011; 2014; 2015a; Kock & Lynn, 2012) . The composite reliability and Cronbach's alpha coefficients were 0.929 and 0.924 respectively, both greater than the conservative threshold value of 0.7, suggesting that the measurement instrument used for JP has good reliability (Kock, 2011; 2014; 2015a) .
Finally, the full collinearity variance inflation factor associated with JP was 1.390. This coefficient is a model-wide measure of multi-collinearity, calculated in a way that incorporates the variations in the other variables in the model, and that allows us to test whether respondents viewed JP as conceptually different from all of the other latent variables. This 1.390 value is well below the recommended threshold of 3.3 (Kock & Lynn, 2012) , suggesting that JP is not collinear with any of the other latent variables in the model, and thus is perceived as conceptually unique within our model. Moreover, this low 1.390 value is also below the recommended threshold of 3.3 for common method bias; this is the same threshold used for multi-collinearity assessment (for details, see: Kock, 2015c; Kock & Lynn, 2012) . This suggests that JP is not contaminated with pathological common method variance (Kock, 2014; 2015a; 2015c) . As previously demonstrated (Kock, 2015c) , common method variance tends to lead to high model-wide collinearity levels, leading to biases that are often not captured by discriminant validity or other classic common method bias tests; but that are captured by the test based on full collinearity variance inflation factors proposed by Kock (2015c) and Kock & Lynn (2012) . As can be inferred from the above discussion, this latter test is also used for multi-collinearity assessment.
Assessment of self-perceived measure against official supervisor evaluations
The measurement instrument for JP was also validated against actual performance evaluation scores received by employees from immediate supervisors. Two steps were used in this validation. In the first step, we created two models containing two variables, JPself and JPsupv, and conducted linear and nonlinear analyses. JPself refers to self-perceived job performance, measured using the instrument for JP in Appendix A. JPsupv refers to official annual performance evaluation scores received from immediate supervisors. In the second step, we combined the indicators of these two variables into one latent variable, and again conducted validity and reliability assessments. These steps are discussed in more detail below.
First step: Segregated indicators. In the first step the following simple models, with only two variables each, were analyzed linearly and nonlinearly: JPself  JPsupv, and JPsupv  JPself. The reason for two models instead of one is that nonlinear results vary depending on the direction of a link; the linear results are the same. The linear and nonlinear path coefficients obtained were 0.502 (P<0.001) and 0.546 (P<0.001), respectively, for the model JPself  JPsupv. For the model with the link reversed, namely JPsupv  JPself, the linear and nonlinear path coefficients obtained were 0.502 (P<0.001) and 0.503 (P<0.001), respectively.
These results suggest that the association between the variables JPself and JPsupv is strong enough to justify using either of these two variables as a proxy for the other (Kock & Lynn, 2012) . These results also suggest that, if only one of the two variables were to be used, the better choice would arguably be JPself, because it is the better predictor of the two (Kock & Gaskins, 2016); Pearl, 2009) , as indicated by the nonlinear coefficients.
Second step: Combined indicators. In the second step we combined the indicators of the two variables into one new latent variable to further assess the compatibility of the two variables, and thus their proxy potential. The indicators of the variable JPself refer to the three corresponding question-statements in Appendix A. The variable JPsupv has only one indicator, namely the annual performance evaluation scores received from immediate supervisors.
The new latent variable with four indicators passed the criteria for validity and reliability assessment discussed earlier. Its composite reliability was 0.916, its Cronbach's alpha was 0.874, and its average variance extracted was 0.736. The loadings obtained for each of the indicators were the following: 0.879, 0.936, 0.929 and 0.658. The first three loadings refer to the three corresponding question-statements in Appendix A; the last loading refers to the annual performance evaluation scores received from immediate supervisors.
As can be seen, the composite reliability and Cronbach's alpha coefficients suggest acceptable reliability in connection with the new latent variable with four indicators. The average variance extracted and loadings, the latter all significant at the P<0.001 level, suggest acceptable convergent validity. These results provide further evidence in favor of the conclusion that JPself and JPsupv are fairly compatible, and thus could be used as proxies for each other.
However, the loading for 0.658 was below the more conservative threshold of 0.7 for convergent validity (Kock, 2014; 2015a) , and also significantly lower than those for JP1, JP2 and JP3. Moreover, both the variability and range of variation for JPself were greater than for JPsupv, which suggests that the former variable provides a more fine-grained measure of job performance. Interestingly, the means for the indicators of JPself were lower than the mean for the single JPsupv indicator, suggesting that self-evaluations might have been more realistic. These results, combined with the results from the first step, suggest that it might be advisable to use only JPself (made up of JP1, JP2 and JP3) in SEM analyses, instead of the expanded latent variable with four indicators.
Conclusion
The results of the assessments discussed here not only suggest that the self-reported job performance measurement instrument used in our illustrative study is more than adequate, but also that it is probably a better measure than official annual performance evaluation scores received from immediate supervisors. In other words, anonymous self-evaluations of job performance may be better, from a measurement instrument quality perspective, than official annual performance evaluation scores produced by supervisors.
Therefore, we recommend that researchers employ the measurement instrument for job performance provided in Appendix A, or an extended measurement instrument that builds on the question-statements provided in Appendix A. An extended measurement instrument can be generated by adding question-statements whose meaning is likely to be seen as redundant with the three existing question-statements (see Appendix B). An example would be: "I am proud of my performance in my current job."
Having more redundant question-statements in the measurement instrument for job performance means that more redundant indicators would be available, which would likely lead to greater reliability values and thus lower measurement error magnitudes. It should be noted that redundant indicators present high levels of collinearity among themselves, which is a desirable property in a reflective latent variable measurement instrument such as the one we used here for job performance. This desirable measurement model property, at the individual latent variable level, is undesirable at the structural model (i.e., the inner model). The structural model includes the latent variable scores (or factor scores) and the links among latent variables. A high level of collinearity among latent variables, indicated by one or more full collinearity variance inflation factors above a threshold (e.g., 3.3 or, less conservatively, 5), is generally undesirable in part because it tends to lead to path coefficient distortion and instances of Simpson's paradox (Kock & Gaskins, 2016) .
A key reason why anonymous self-evaluations of job performance may be better than official annual performance evaluation scores produced by supervisors may be that the former are anonymous while the latter are not. That is, the identities of the supervisors are known to the employees they evaluate. As such, supervisors may tend to generate evaluation scores that are a poorer reflection of their employees' performance than the employees own self-reported job performance evaluations. More specifically, supervisors may be tempted to overstate their employees' performance, perhaps to avoid conflict and ensure their employees' loyalty.
