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STRICHARTZ ESTIMATES AND FOURIER RESTRICTION
THEOREMS ON THE HEISENBERG GROUP
HAJER BAHOURI, DAVIDE BARILARI, AND ISABELLE GALLAGHER
Abstract. This paper is dedicated to the proof of Strichartz estimates on the Heisen-
berg group Hd for the linear Schro¨dinger and wave equations involving the sublaplacian.
The Schro¨dinger equation on Hd is an example of a totally non-dispersive evolution equa-
tion: for this reason the classical approach that permits to obtain Strichartz estimates
from dispersive estimates is not available. Our approach, inspired by the Fourier trans-
form restriction method initiated in [41], is based on Fourier restriction theorems on Hd,
using the non-commutative Fourier transform on the Heisenberg group. It enables us to
obtain also an anisotropic Strichartz estimate for the wave equation, for a larger range
of indices than was previously known.
1. Introduction
1.1. Strichartz estimates. In the past decades, Strichartz estimates for linear evolution
equations such as the Schro¨dinger and wave equations, have been a central tool in the study
of semilinear and quasilinear equations, which appear in numerous physical applications.
In many cases and particularly in Rn, the proof of those inequalities, which involve space-
time Lebesgue norms, is a combination of an abstract functional analysis argument known
as the TT ∗-argument (see [28]) and of a dispersive estimate. Concerning the Schro¨dinger
equation on Rn
(S)
{
i∂tu−∆u = 0
u|t=0 = u0 ,
the dispersive estimate writes (for t 6= 0)
(1.1) ‖u(t, ·)‖L∞(Rn) ≤
1
(4π|t|)n2 ‖u0‖L1(R
n) ,
and can be easily derived from the explicit expression of the solution, which is based on
Fourier analysis:
u(t, ·) = e
i
|·|2
4t
(4πit)
n
2
⋆ u0 .
The dispersive inequality (1.1) which expresses that waves with different frequencies move
at different velocities, gives rise when u0 is in L
2(Rn) to the following Strichartz estimate
(see for instance [13, 14, 15, 20, 34]) for the solution to the free Schro¨dinger equation
(1.2) ‖u‖Lq(R,Lp(Rn)) ≤ C(p, q)‖u0‖L2(Rn) ,
where (p, q) satisfies the scaling admissibility condition
(1.3)
2
q
+
n
p
=
n
2
with q ≥ 2 and (n, q, p) 6= (2, 2,∞) .
It is worth noticing that the dispersive inequality (1.1) also yields the following Strichartz
inequalities for the inhomogeneous Schro¨dinger equation, which have proven to be of
paramount importance in the study of semilinear and quasilinear Schro¨dinger equations
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(one can for instance consult the monograph [4] and the references therein): if (p, q)
and (p1, q1) satisfy the admissibility condition (1.3), then
‖u‖Lq(R,Lp(Rn)) ≤ C(p, q, p1, q1)
(
‖u0‖L2(Rn) + ‖i∂tu−∆u‖Lq′1 (R,Lp′1 (Rn))
)
,
denoting by a′ the dual exponent of any a ∈ [1,∞].
In the case of the wave equation on Rn
(W )
{
∂2t u−∆u = 0
(u, ∂tu)|t=0 = (u0, u1) ,
the solution of which may be written by means of the Fourier transform F (in the case
when Fu0 and Fu1 are supported in a ring) as
(1.4) u(t) =
∑
±
F−1(e±it|ξ|γ±(ξ)) , γ±(ξ) def= 1
2
(Fu0(ξ)± 1
i|ξ|Fu1(ξ)
)
,
the dispersive estimate writes (for t 6= 0)
(1.5) ‖u(t, ·)‖L∞(Rn) ≤
C
|t|n−12
(‖u0‖L1(Rn) + ‖u1‖L1(Rn)) .
Its proof requires more elaborate techniques involving oscillatory integrals and the ap-
plication of a stationary phase theorem. This dispersive estimate leads to the following
Strichartz estimate (see for instance [4, 28, 34] and the references therein)
(1.6) ‖u‖Lq(R,Lp(Rn)) ≤ C(p, q)
(‖∇u0‖L2(Rn) + ‖u1‖L2(Rn)) ,
where (p, q) satisfies the scaling admissibility condition
(1.7)
1
q
+
n
p
=
n
2
− 1 with p, q ≥ 2 and q <∞ .
If (p, q) and (p1, q1) satisfy (1.7), one can also infer
‖u‖Lq(R,Lp(Rn)) ≤ C(p, q, p1, q1)
(
‖∇u0‖L2(Rn) + ‖u1‖L2(Rn) + ‖∂2t u−∆u‖Lq′1 (R,Lp′1(Rn))
)
.
When some loss of dispersion occurs, as for instance in the case of compact Riemannian
manifolds and of some bounded domains, or as was highlighted by Bahouri, Ge´rard and
Xu in [10] in the case of the Schro¨dinger operator on Hd (where it is shown that there
is no dispersion at all), the Euclidean strategy referred to above fails and the problem
of obtaining Strichartz estimates is considered as very difficult. Strichartz estimates in
the setting of compact Riemannian manifolds and bounded domains (with a possible loss
of derivatives) have been obtained in a number of works (see for instance Bourgain [16],
Burq, Ge´rard and Tzvetkov [17], Ivanovici, Lebeau and Planchon [31] and the references
therein). The case of the hyperbolic space (noncompact and negatively curved) is also
considered in [2].
Even if the study of PDEs associated with sublaplacians on nilpotent groups is nowadays
classical (see for instance the pioneering works [27, 30, 37]), obtaining Strichartz estimates
for the Schro¨dinger operator on the Heisenberg group is still open and has to our knowledge
never been tackled. Note that the Heisenberg group is one of the simplest examples
of a noncommutative Lie group, whence our interest in proving those estimates in this
setting. We are confident that our methods should apply to more general nilpotent Lie
groups, provided some harmonic and Fourier analysis tools (that will be introduced in the
setting of Hd in Section 3) are extended from the Heisenberg framework to the context of
these groups. This is for instance the case of H-type groups or more generally of step 2
stratified Lie groups: in [22] and [7] the lack of dispersion for the associated Schro¨dinger
operators is indeed proved. We also refer to [11, 12] for a discussion about the link between
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dispersion, restriction estimates and the heat semigroup and to [26] for a study of the cubic
Schro¨dinger equation on the Heisenberg group.
In this paper our main goal is thus to establish Strichartz estimates for the solutions to
the linear Schro¨dinger equation on the Heisenberg group Hd, involving the sublaplacian,
as well as for the wave equation. As already mentioned, in [10] the authors show the
absence of dispersion – they actually prove that the Schro¨dinger equation on Hd behaves
as a transport equation with respect to one direction, known as the vertical direction (i.e.,
along the orbits of the Reeb vector field). But as will be clear later, a salutary fact is that
the Schro¨dinger operator on Hd behaves rather well in the complement to that vertical
direction. This enables us to derive anisotropic Strichartz estimates for the Schro¨dinger
operator on Hd, by adapting the Fourier transform restriction analysis initiated in [39]
and [41] in the Euclidean case (see also [25]); this also leads to new, anisotropic Strichartz
estimates for the wave equation, at least for the radial case. The approach we set up here
is somewhat more challenging than in the Euclidean case because the Fourier analysis on
the Heisenberg group is an intricate tool.
1.2. Basic facts about the Heisenberg group. Let us start by recalling that the d-
dimensional Heisenberg group Hd can be defined as T ⋆Rd×R where T ⋆Rd is the cotangent
bundle, endowed with the noncommutative product law
(1.8) (Y, s) · (Y ′, s′) def= (Y + Y ′, s + s′ + 2σ(Y, Y ′)) ,
where1 w = (Y, s) = (y, η, s) and w′ = (Y ′, s′) = (y′, η′, s′) are elements of Hd, while σ
denotes the canonical symplectic form on T ⋆Rd defined by
(1.9) σ(Y, Y ′) def= 〈η, y′〉 − 〈η′, y〉 for all (Y, Y ′) ∈ T ⋆Rd × T ⋆Rd ,
with 〈η, y〉 the value of the one-form η at y.
With this point of view, the Haar measure on Hd is simply the Lebesgue measure on the
space T ⋆Rd×R. In particular, one can define the following (noncommutative) convolution
product for any two integrable functions f and g:
(1.10) f ⋆ g(w)
def
=
∫
H
d
f(w · v−1)g(v) dv =
∫
H
d
f(v)g(v−1 · w) dv .
Even though the convolution on the Heisenberg group is noncommutative, if one defines
the Lebesgue spaces Lp(Hd) to be simply Lp(T ⋆Rd×R), then one still obtains Ho¨lder and
Young inequalities, in their classical and weak versions. In order to distinguish the vertical
coordinate from the others, we shall also be using, for any two real numbers 1 ≤ p, r ≤ ∞,
the anistropic Lebesgue spaces Lp,r(Hd) endowed with the mixed norms
‖f‖Lp,r(Hd)
def
= ‖f‖Lp(T ⋆Rd,Lr(R)) =
(∫ (∫
|f(Y, s)|r ds
) p
r
dY
) 1
p
.
In the framework of the Heisenberg group, the scale invariance is investigated through
the family of dilation operators (δa)a>0 (which are compatible with the product law (1.8))
defined by
(1.11) δa(Y, s)
def
= (aY, a2s) .
As the determinant of δa is a
2d+2, it is natural to define the homogeneous dimension of Hd
to be Q
def
= 2d+ 2.
1The variable Y is called the horizontal variable, while the variable s is known as the vertical variable.
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The Schwartz class S(Hd) coincides with S(R2d+1), and can be characterized by the action
of the sublaplacian
∆Hu
def
=
d∑
j=1
(X 2j u+ Ξ2ju) ,
where the horizontal vector fields Xj and Ξj are defined for j ∈ {1, . . . , d} by
(1.12) Xj def= ∂yj + 2ηj∂s and Ξj def= ∂ηj − 2yj∂s .
We also define the horizontal gradient
∇Hu def= (X1u, . . . ,Xdu,Ξ1u, . . . ,Ξdu) .
The purpose of this paper is to establish Strichartz estimates for the linear Schro¨dinger
and wave equations on Hd associated with the sublaplacian
(SH)
{
i∂tu−∆Hu = f
u|t=0 = u0 ,
(WH)
{
∂2t u−∆Hu = f
(u, ∂tu)|t=0 = (u0, u1) .
As in the Euclidean case, among the most notable achievements of Fourier analysis on the
Heisenberg group that we review in Section 3, one can mention that one can explicitly
solve those equations by means of the Fourier transform. However as shown by the fol-
lowing proposition established in [10], (SH) is a model for totally non-dispersive evolution
equations.
Proposition 1.1 ([10]). There exists a function u0 in the Schwartz class S(Hd) such that
the solution to the free Schro¨dinger equation (SH) (with f ≡ 0) satisfies
u(t, Y, s) = u0(Y, s+ 4td) .
Remark 1.2. Since the translation (Y, s) 7→ (Y, s + s0) leaves the Lebesgue measure
invariant for all s0 ∈ R, the solution constructed in Proposition 1.1 satisfies
∀p ∈ [1,∞] , ‖u(t, ·)‖Lp(Hd) = ‖u0‖Lp(Hd)
which shows that one cannot hope for a dispersion phenomenon of the type (1.5).
Proof. In order to establish Proposition 1.1, let us introduce a family of functions on Hd
which are the analogues of the solutions associated with plane waves in the classical Eu-
clidean case, namely
(t, x) ∈ R× Rn 7−→ ei|ξ|2t+i〈ξ,x〉 ∈ S1
which of course satisfy
(i∂t −∆)ei|ξ|2t+i〈ξ,x〉 = 0 .
Similarly, consider the family of functions
(1.13) Θλ : (Y, s) ∈ Hd 7−→ eisλe−λ|Y |2 ∈ C .
One can readily check that
(1.14) −∆HΘλ = 4λdΘλ ,
therefore the functions
(t, Y, s) ∈ R×Hd 7−→ Θλ(Y, s + 4td) ∈ C
satisfy
(i∂t −∆H)
(
Θλ(Y, s+ 4td)
)
= 0 .
Now let g be a function in D(]0,∞[), and define
u(t, Y, s)
def
=
∫
R
Θλ(Y, s+ 4td)g(λ) |λ|ddλ .
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It stems from the Lebesgue derivation theorem that u solves the Cauchy problem (SH)
with f ≡ 0 and initial data
(1.15) u0(Y, s) =
∫
R
Θλ(Y, s)g(λ) |λ|ddλ ,
which easily ends the proof of the proposition. 
Actually, as we shall see in Section 3 page 12, there is a family of functions (Θ
(ℓ)
λ )ℓ∈N
on Hd such that2
(1.16) (i∂t −∆H)
(
Θ
(ℓ)
λ (Y, s+ 4t(2ℓ+ d))
)
= 0 .
This readily ensures that the solution to the free Schro¨dinger equation (SH) associated to
the Cauchy data
u
(ℓ)
0 (Y, s)
def
=
∫
R
Θ
(ℓ)
λ (Y, s)g(λ) |λ|ddλ ,
with g ∈ D(]0,∞[), behaves as a transport equation, with velocity depending on ℓ. More
precisely, we have
(1.17) (i∂t −∆H)u(ℓ)0 = i(∂t − 4(2ℓ+ d)∂s)u(ℓ)0 ,
which again highlights the fact that one cannot hope for a dispersion phenomenon of the
type (1.5).
Remark 1.3. In [10] the authors also prove that every solution to the wave equation
on Hd satisfies the dimension-independent dispersive estimate
(1.18) ‖u(t, ·)‖L∞(Hd) ≤
C
|t| 12
(‖u0‖L1(Hd) + ‖u1‖L1(Hd)) ,
and show by an example similar to the ones above that this estimate is optimal. The rate
of decay in (1.18) regardless to the dimension is due to the fact that only the center is
involved in the dispersive effect. Note also that compared with the Euclidean framework,
there is an exchange in the rates of decay between the wave and the Schro¨dinger equations
on Hd. It is also proved in [10] that the dispersive estimate (1.18) gives rise to a Strichartz
estimate
‖u‖Lqt (R,Lp(Hd)) ≤ Cp,q,p1,q1
(
‖∇
H
du0‖L2(Hd) + ‖u1‖L2(Hd) + ‖f‖
L
q′
1
t (R,L
p′
1 (Hd))
)
with
1
q
+
Q
p
=
Q
2
− 1 and q ≥ 2Q− 1.
1.3. Statements of the results. Our first goal in this paper is to establish the following
Strichartz estimates for the Schro¨dinger equation on Hd for radial data — note that the
Fourier transform in the radial setting is much easier to handle, and the geometry of sets
on the Fourier side is also much easier to describe in the radial case (see for example (4.1)
in Section 4.1 for the sphere), so we restrict our attention to that framework in this
article. A function f on Hd is said to be radial if it is invariant under the action of
the unitary group U(d) of T ⋆Rd, which implies that f can be written under the form
f(Y, s) = f(|Y |, s).
Theorem 1. Given (p, q) and (p1, q1) belonging to the admissible set
AS def=
{
(p, q) ∈ [2,∞]2 / q ≤ p and 2
q
+
2d
p
=
Q
2
}
,
2The function Θ
(0)
λ corresponds to the function Θλ given by (1.13).
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there is a constant Cp,q,p1,q1 such that the solution to the Schro¨dinger equation (SH)
associated with radial data satisfies the following Strichartz estimate (denoting by a′ the
dual exponent of any a ∈ [1,∞])
(1.19) ‖u‖
L∞s
(
R,Lqt (R,L
p(T ∗Rd))
) ≤ Cp,q,p1,q1(‖u0‖L2(Hd) + ‖f‖
L1s
(
R,L
q′
1
t (R,L
p′
1(T ∗Rd))
)) .
In the case of the wave equation we obtain the following Strichartz estimate.
Theorem 2. With the above notation, given (p, q) and (p1, q1) belonging to the admissible
set
AW def=
{
(p, q) ∈ [2,∞]2 / q ≤ p and 1
q
+
2d
p
=
Q
2
− 1
}
,
there is a constant Cp,q,p1,q1 such that the solution to the wave equation (WH) associated
with radial data satisfies the following Strichartz estimate:
‖u‖
L∞s
(
R,Lqt (R,L
p(T ∗Rd))
) ≤ Cp,q,p1,q1(‖∇Hdu0‖L2(Hd) + ‖u1‖L2(Hd)
+ ‖f‖
L1s(R,L
q′
1
t (R,L
p′
1(T ∗Rd)))
)
.
Our strategy of proof of the estimates is closely related to the method developed in [39]
(the reader may consult [40] and the references therein for an overview on this subject in
the Euclidean framework, as well as Section 2 below) consisting in reducing the problem to
the study of the restriction operator on a manifold in Fourier space — with additional non
negligible technicalities owing to the complexity of the Fourier transform on the Heisenberg
group. That is actually the main achievement of this paper. At this stage, one should
mention the Fourier restriction theorem on Hd due to Mu¨ller ([35]), where the author
investigated the restriction of the Heisenberg Fourier transform on the unit sphere and
emphasized the separate roles of the horizontal and vertical variables of Hd.
Other results extending the restriction theorem of Mu¨ller to more general nilpotent
groups through spectral analysis have been considered in [18, 19] and [32, 33]. Finally, let
us mention that applications of non commutative Fourier analysis have been also used to
study the heat equation associated to sublaplacians on groups, see for instance [1]. For
our purposes, we need Fourier restriction estimates in a direct product of the Heisenberg
group and the real line, which will be obtained by combining the methods of Mu¨ller [35]
and Tomas-Stein [41].
Remark 1.4. Notice that the relations between p and q given in the admissibility sets AS
and AW are dictated by scaling, and are the same as in the Euclidean case Rn, where Q
is replaced by n on the right-hand side (but not on the left one, due to the anisotropy).
Remark 1.5. Switching s and t in the proofs of Theorems 1 and 2, one readily gets
the following Strichartz estimates with a reduced range of indices due to the presence
of a velocity coefficient with respect to the variable s underlined above in (1.17). More
precisely regarding the Schro¨dinger equation (SH) associated with radial data, there holds
‖u‖L∞t (R,Lqs(R,Lp(T ∗Rd)) ≤ Cp,q,p1,q1
(
‖u0‖L2(Hd) + ‖f‖
L1t (R,L
q′
1
s (R,L
p′
1(T ∗Rd))
)
,
for (p, q) and (p1, q1) belonging to the admissible set
A˜S def=
{
(p, q) ∈ [2,∞]2 / q ≤ p with 1
p
+
1
q
<
1
2
and
2
q
+
2d
p
=
Q
2
}
.
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Concerning the wave equation (WH), the estimate reads
‖u‖L∞t (R,Lqs(R,Lp(T ∗Rd)) ≤ Cp,q,p1,q1
(
‖∇
H
du0‖L2(Hd) + ‖u1‖L2(Hd)
+ ‖f‖
L1t (R,L
q′
1
s (R,L
p′
1(T ∗Rd)))
)
,
for (p, q) and (p1, q1) belonging to the admissible set
A˜W def=
{
(p, q) ∈ [2,∞]2 / q ≤ p with 1
p
+
1
q
<
1
2
and
1
q
+
2d
p
=
Q
2
− 1
}
.
1.4. Layout. The proof of Theorems 1 and 2 is addressed in Section 5. A short illustration
of the proof in the (well-known) Euclidean case is provided in Section 2 for the convenience
of the reader. The Fourier transform on Hd and the space of frequencies Ĥ
d
are defined
and described in Section 3, while Section 4 is dedicated to the study of the restriction of
the Heisenberg Fourier transform to the unit sphere of the frequency space Ĥ
d
: this is not
strictly necessary to the proof of our main results but will be a way of introducing our
methods, by recovering the results of Mu¨ller [35] in a slightly simpler setting. Finally in
the Appendix we recall some properties of λ-twisted convolutions which are needed in the
proof.
To avoid heaviness, all along this article C will denote a positive constant which may
vary from line to line. We also use f . g to denote an estimate of the form f ≤ Cg.
Acknowledgments. The authors wish to thank warmly Jean-Yves Chemin for numerous
enlightening discussions.
The second author was supported by the Grant ANR-15-CE40-0018 “Sub-Riemannian
Geometry and Interactions” of the French ANR.
2. Fourier restriction theorem and its applications in the Euclidean space
In this section we recall some classical results on the Fourier restriction problem and its
application to PDEs in the classical, Euclidean setting for the convenience of the reader,
since we shall follow a similar approach in our framework. To keep the notation consistent
with the case of the Heisenberg group that follows, we distinguish Rn and its dual R̂
n
,
which is of course isomorphic to Rn itself.
2.1. Restriction theorems. The Fourier transform F(f) of a function f in L1(Rn) is
continuous, thus it makes sense to restrict F(f) to any subset of R̂n. However, the Fourier
transform of a function in L2(Rn) is, in general, only in L2(R̂
n
), hence completely arbitrary
on a set Ŝ of R̂
n
of measure zero.
Indeed, in general, the Fourier transform of a function in Lp for p > 1 cannot be
restricted to an hyperplane. As one can easily check, the function f : Rn → R defined by
(2.1) f(x) =
e−|x′|2
1 + |x1|
, x = (x1, x
′) ∈ Rn,
belongs to Lp(Rn), for all p > 1, but its Fourier transform does not admit a restriction on
the hyperplane Ŝ of R̂
n
defined by Ŝ = {ξ ∈ R̂n / ξ1 = 0}.
Tomas and Stein made the surprising discovery that one can restrict the Fourier trans-
form of Lp(Rn) functions, for p > 1 (and close to 1), to hypersurfaces Ŝ that are “suffi-
ciently curved”, as for instance the sphere. More generally, given a hypersurface Ŝ ⊂ R̂n
endowed with a smooth measure dσ, the restriction problem asks for which pairs (p, q) an
inequality of the form
(2.2) ‖F(f)|
Ŝ
‖
Lq(Ŝ,dσ)
≤ C‖f‖Lp(Rn)
8 H. BAHOURI, D. BARILARI, AND I. GALLAGHER
holds for all f in S(Rn). Despite all the recent progresses in this field, this question is not
completely settled in its general form and remains a topical issue. For a general survey
on these questions we refer to the book of Stein [38] and the text of Tao [40]. In what
follows, we focus on the case q = 2. By a duality argument, the above question for q = 2
is equivalent to asking whether the adjoint operator R∗S defined by
R∗Sg
def
= F−1(gdσ)
is continuous from L2(Ŝ, dσ) to Lp
′
(Rn), where p′ is the dual exponent of p. A basic
counterexample shows that the range of p for which the estimate holds cannot be the
entire interval 1 ≤ p ≤ 2; for details we refer to [39].
Example 1 (Knapp). Let Ŝ be the (n − 1)-dimensional sphere in R̂n endowed with the
standard measure dµ. Let gδ be the characteristic function of a spherical cap
Ĉδ
def
= {x ∈ Ŝ : |x · en| < δ} .
With some computation one can prove that as δ → 0,
‖gδ‖L2(Ŝ,dµ) ∼ δ(n−1)/2, ‖F−1(gδ)‖Lp′ (Rn) ≥ Cδn−1δ−(n+1)/p
′
,
hence the estimate can hold only if p′ ≥ (2n+ 2)/(n − 1), i.e., if p ≤ (2n+ 2)/(n + 3).
The above range is indeed the correct one in the case of a surface with non vanishing
curvature. This is the statement of the so-called Tomas-Stein theorem.
Theorem 3 ([41]). Let Ŝ be a smooth compact hypersurface in R̂
n
with non vanishing
Gaussian curvature at every point, and let dσ be a smooth measure on Ŝ. Then there
holds for every f ∈ S(Rn) and every p ≤ (2n+ 2)/(n + 3),
‖F(f)|
Ŝ
‖
L2(Ŝ,dσ)
≤ Cp‖f‖Lp(Rn) .
A similar result is possible for surfaces with vanishing Gaussian curvature (that are not
flat). In this case the range of p is smaller depending on the order of tangency of the
surface to its tangent space. The assumption about compactness of Ŝ can be removed by
replacing dσ with a compactly supported smooth measure.
2.2. Application of restriction theorems to some PDEs. Restriction estimates have
several applications, from spectral theory to number theory. Here we recall some of these
to PDEs: indeed, the restriction theorem can be efficiently applied to obtain Strichartz
estimates on the solutions to some PDEs. Here we focus on the Schro¨dinger and wave
equations, for which these estimates were first discovered by Strichartz in his seminal
work [39].
Let us first consider the classical Schro¨dinger equation (S) in Rn, recalled in the introduc-
tion page 1. Given a solution u(t, x) of this equation, the Fourier transform û(t, ξ) with
respect to the spatial variable x satisfies
(2.3) i∂tû(t, ξ) = −|ξ|2û(t, ξ), û(0, ξ) = û0(ξ).
Solving the corresponding ODE and taking the inverse Fourier transform one has
(2.4) u(t, x) =
∫
R̂
n
ei(x·ξ+t|ξ|
2)û0(ξ)dξ .
Formula (2.4) can be interpreted as the restriction of the Fourier transform on the parab-
oloid Ŝ in the space of frequencies R̂
n+1
= R̂× R̂n, defined as
Ŝ
def
=
{
(α, ξ) ∈ R̂× R̂n | α = |ξ|2
}
.
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Let us endow Ŝ with the measure dσ = dξ induced by the projection π : R̂×R̂n → R̂n onto
the second factor. More formally one should write3 dσ = (π|−1
Ŝ
)♯dξ. Notice that π|Ŝ is
invertible and dσ is not the intrinsic surface measure of Ŝ, which is written in coordinates
as dµ =
√
1 + 2|ξ|dξ.
Given û0 : R̂
n → C define g : Ŝ → C as g = û0 ◦ π|Ŝ . In other words g(|ξ|2, ξ) = û0(ξ).
By construction, for û0 ∈ L2(R̂n) one has g ∈ L2(Ŝ, dµ) and ‖u0‖L2(R̂n) = ‖g‖L2(Ŝ,dµ).
Then
u(t, x) =
∫
R
n
ei(x·ξ+t|ξ|
2)û0(ξ)dξ =
∫
Ŝ
eiy·zg(z)dσ(z)
where y = (t, x) and z = (α, ξ). Theorem 3, in dual form, tells us that
(2.5) ‖F−1(gdσ)‖
Lp′ (R̂
n+1
)
≤ Cp ‖g‖L2(Ŝ,dµ) ,
for all g ∈ L2(Ŝ, dµ) and all p′ ≥ 2(n + 2)/n (we stress that we apply the result in
dimension n+ 1, i.e., in R× Rn = Rn+1).
Hence applying the statement to g related to a initial data u0 such that û0 is supported
on a unit ball (which can be translated in a compact support for dσ) one has by the
Plancherel formula
(2.6) ‖u‖Lp′ (Rn+1) ≤ C‖u0‖L2(Rn) ,
for all p′ ≥ 2(n + 2)/n.
A scaling argument and the density of spectrally localized functions in L2(Rn), give for
p′ = 2 + 4n and all u0 ∈ L2(Rn)
(2.7) ‖u‖
L
2n+4
n (R,L
2n+4
n (Rn))
≤ C‖u0‖L2(Rn) .
One can similarly prove a Strichartz estimate for the wave equation (W ) in the Euclidean
space recalled on page 2, by using the representation formula (1.4). The solution can be
seen as a sum of two parts, each of which is the restriction of the Fourier transform on
one of the two halves of the cone
Ŝ±
def
=
{
(α, ξ) ∈ R̂× R̂n | α2 = |ξ|2,±α > 0
}
,
each of which endowed with the measure defined by the projection π : R̂× R̂n → R̂n onto
the second factor (cf. the discussion above).
Now let us first assume that γ± is frequency localized in a unit ring C1 centered at zero.
Then for any p′ ≥ 2(n + 2)/n we have
‖u‖Lp′ (Rn+1) ≤ C‖F−1H γ±‖L2(Rn) .
As above, for p′ = (2n + 2)/(n − 2), we conclude by scaling arguments and the density
in L2(Hd) of functions whose Fourier transform is compactly supported in rings centered
at zero.
Remark 2.1. Notice that to apply the Fourier restriction to evolution PDEs and obtain
Strichartz estimates, one applies the result to a surface in the space Rn+1 = R × Rn,
namely the paraboloid and the cone for the Schro¨dinger and wave equation, respectively.
When dealing with equations defined on the Heisenberg group Hd, one is naturally lead
to consider surfaces in the space R ×Hd, which is not equal to Hd′ for some d′. Hence it
is not enough to know restriction theorems in Ĥ
d
(cf. Section 4) but one needs to adapt
these results to surfaces in R̂× Ĥd (cf. Section 5).
3Given T :M → N and µ measure on M we can define a measure T♯µ on N as T♯µ(A) = µ(T
−1(A)).
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3. Fourier analysis on Hd
3.1. The Fourier transform on Hd. As the Heisenberg group is noncommutative, defin-
ing the Fourier transform of integrable functions on Hd by means of characters is not rel-
evant. The standard way consists in using irreducible representations of Hd, and in that
case the Heisenberg Fourier transform FHf(λ) is not a complex valued function on some
“frequency space” as in the Euclidean case, but a family of bounded operators on L2(Rd)
(see Corwin and Greenleaf [21] for instance for more details). Starting from the so-called
Schro¨dinger representation, in [6] and [5] the authors introduce an alternative definition
of the Fourier transform on Hd in terms of functions acting on some frequency set H˜
d
.
This point of view (which turns out to be equivalent to the classical definition) consists
in defining the Fourier transform of an integrable function f on Hd by projecting FH(λ)
onto the orthonormal basis of L2(Rd) given by Hermite functions. This enables to see the
Fourier transform of a function f in L1(Hd) as the mean value of f modulated by some
oscillatory functions in the following way:
(3.1) FHf(ŵ) def=
∫
H
d
eisλW(ŵ, Y ) f(Y, s) dY ds ,
for any ŵ
def
= (n,m, λ) in H˜
d def
= N2d×R \ {0}, with W the Wigner transform of the
(renormalized) Hermite functions
(3.2) W(ŵ, Y ) def=
∫
R
d
e2iλ〈η,z〉Hn,λ(y + z)Hm,λ(−y + z) dz .
Here Hm,λ stands for the renormalized Hermite function on R
d, namely Hm,λ(x)
def
=
|λ| d4Hm(|λ| 12x), with (Hm)m∈Nd the Hermite orthonormal basis of L2(Rd) given by the
eigenfunctions of the harmonic oscillator:
−(∆− |x|2)Hm = (2|m| + d)Hm ,
specifically
(3.3) Hm
def
=
( 1
2|m|m!
) 1
2
d∏
j=1
(− ∂jH0 + xjH0)mj ,
with H0(x)
def
= π−
d
4 e−
|x|2
2 , m!
def
= m1! · · ·md! and |m| def= m1 + · · · +md.
In this setting, the classical statements of Fourier analysis hold in a similar way to the
Euclidean case, namely the inversion and Fourier-Plancherel formulae read
(3.4) f(w) =
2d−1
πd+1
∫
H˜
d
eisλW(ŵ, Y )FHf(ŵ) dŵ
and
(3.5) (FHf |FHg)
L2(H˜
d
)
=
πd+1
2d−1
(f |g)L2(Hd) ,
with the notation
(3.6)
∫
H˜
d
θ(ŵ) dŵ
def
=
∫
R
∑
(n,m)∈N2d
θ(n,m, λ)|λ|d dλ .
By straightforward computations we find that
(3.7) −∆H
(
eisλW(ŵ, Y )) = 4|λ|(2|m| + d)eisλW(ŵ, Y ) ,
for any ŵ = (n,m, λ) in H˜
d
, which readily implies that
FH(∆Hf)(ŵ) = −4|λ|(2|m| + d)FH(f)(ŵ) .
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This formula allows to give a definition of a function whose Fourier transform is compactly
supported, in the following way.
Definition 3.1. We say that a function f on Hd is frequency localized in a ball BΛ
centered at 0 of radius Λ if there exists an even function ψ in D(R) supported in B1 and
equal to 1 near 0 such that4
f = ψ(−Λ−2∆H) f ,
which is equivalent to stating that for any ŵ = (m,n, λ) in H˜
d
,
FH(f)(n,m, λ) = ψ(Λ−24|λ|(2|m| + d))FH(f)(n,m, λ) .
Similarly we say that a function f on Hd is frequency localized in a ring CΛ centered at 0 of
small radius Λ/2 and large radius Λ if there exists an even function φ in D(R) supported
in C1 and equal to 1 in a ring C′ contained in C1 such that
f = φ(−Λ−2∆H) f ,
which is equivalent to stating that for any ŵ = (m,n, λ) in H˜
d
,
FH(f)(n,m, λ) = φ(Λ−24|λ|(2|m| + d))FH(f)(n,m, λ) .
One of the interests of this definition lies in the following proposition, whose proof may
be found in [9] and [10].
Lemma 3.2. With the above notation,
• if f is frequency localized in BΛ, then for all 1 ≤ p ≤ q ≤ ∞, k ∈ N and β ∈ N2d
with |β| = k, there is a constant Ck depending only on k such that
(3.8) ‖X βf‖Lq(Hd) ≤ CkΛk+Q(
1
p
− 1
q
)‖f‖Lp(Hd) ,
where X β denotes a product of |β| vectors fields of type (1.12);
• if f is frequency localized in CΛ, then for all p ≥ 1 and s ∈ R, there is a constant Cs
depending only on s such that
(3.9)
1
Cs
Λs‖f‖Lp(Hd) ≤ ‖(−∆H)
s
2 f‖Lp(Hd) ≤ CsΛs‖f‖Lp(Hd) ·
It will be useful later on to observe that for any function f in L1(Hd) and any positive
real number a, there holds
(3.10) ∀ŵ = (n,m, λ) ∈ H˜d , FH(f ◦ δa)(ŵ) = a−QFH(f)(n,m, a−2λ) .
Let us also emphasize that if f and g are two functions of L1(Hd) then for any ŵ = (n,m, λ)
in H˜
d
,
(3.11) FH(f ⋆ g)(ŵ) = (FHf · FHg)(ŵ) def=
∑
p∈Nd
FHf(n, p, λ)FHg(p,m, λ) .
In the radial framework (recall that f is radial if it is invariant under the action of the
unitary group U(d) of T ⋆Rd), which is our concern in this paper, it turns out that for any
function f in L1rad(H
d) there holds
(3.12) FH(f)(n,m, λ) = FH(f)(n,m, λ)δn,m = FH(f)(|n|, |n|, λ)δn,m .
The interested reader can consult for instance [8, 24, 36]. Actually the Fourier trans-
form FH acts in the following way on radial functions:
FH(f)(ℓ, ℓ, λ) =
(
ℓ+ d− 1
ℓ
)−1 ∫
H
d
eisλW˜(ℓ, λ, Y )f(Y, s) dY ds ,
4where ψ(−∆H) is defined by the functional calculus of the self-adjoint operator −∆H.
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with (see for example [8, 23, 36] for further details)
(3.13) W˜(ℓ, λ, Y ) def=
∑
n∈Nd
|n|=ℓ
W(n, n, λ, Y ) = e−|λ||Y |2L(d−1)ℓ (2|λ||Y |2) ,
where L
(d−1)
ℓ stands for the Laguerre polynomial of order ℓ and type d− 1 given for x ≥ 0
by
L
(d−1)
ℓ (x)
def
=
ℓ∑
k=0
(−1)k
(
ℓ+ d− 1
ℓ− k
)
xk
k!
·
Note that the family of functions (Θ
(ℓ)
λ )ℓ∈N mentioned in the introduction of this paper,
satisfying the transport equation (1.16), is defined by the formula
Θ
(ℓ)
λ (Y, s)
def
= eisλW˜(ℓ, λ, Y ) .
Equation (1.16) then follows simply from the fact that
−∆HΘ(ℓ)λ = 4|λ|(2ℓ + d)Θ(ℓ)λ .
Obviously the inversion and Fourier-Plancherel formulae write in that case
f(w) =
2d−1
πd+1
∑
ℓ∈N
∫
R
eisλW˜(ℓ, λ, Y )FH(f)(ℓ, ℓ, λ) |λ|d dλ
and
(f |g)L2(Hd) =
2d−1
πd+1
∑
ℓ∈N
(
ℓ+ d− 1
ℓ
)∫
R
FH(f)(ℓ, ℓ, λ)FH(g)(ℓ, ℓ, λ) |λ|d dλ .
Moreover since for any element R of U(d), the automorphism θR of H
d defined by
θR(Y, s)
def
= (R(Y ), s)
preserves the Haar measure of Hd, we have
(f ⋆ g) ◦ θR = (f ◦ θR) ⋆ (g ◦ θR) ,
which implies that the space L1rad(H
d) equipped with its standard structure of linear space
and with the convolution product is a commutative sub-algebra of L1(Hd). We deduce
that in this framework, (3.11) reduces to
(3.14) FH(f ⋆ g)(ℓ, ℓ, λ) = FHf(ℓ, ℓ, λ)FHg(ℓ, ℓ, λ) .
Finally it will be important to observe that there holds for all w = (Y, s) in Hd, in the
radial setting,
(3.15)
∑
n∈Nd
|n|=ℓ
FH(f ◦ τw)(n, n, λ) = FH(f)(ℓ, ℓ, λ)e−isλe−|λ||Y |2L(d−1)ℓ (2|λ||Y |2) ,
where τw denotes the left translate defined by τw(w
′) def= w · w′.
3.2. Frequency space for the Heisenberg group. In [6], the authors show that the
following distance d̂ on H˜
d
= N2d×R \ {0}
(3.16) d̂(ŵ, ŵ′) def=
∣∣λ(n+m)− λ′(n′ +m′)∣∣
1
+
∣∣(n −m)− (n′ −m′)|1 + d|λ− λ′| ,
where | · |1 denotes the ℓ1 norm on Rd, is appropriate and that the completion of the set H˜d
for this distance is the set
Ĥ
d def
=
(
N
2d×R\{0})∪Ĥd0 with Ĥd0 def= {(x˙, k) ∈ Rd∓×Zd} and Rd∓ def= (R−)d∪(R+)d .
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It readily stems from (3.1) that the following continuous embedding holds:
(3.17) FH : L1(Hd) →֒ L∞(Ĥd) .
Combining the Fourier-Plancherel formula (3.5) together with interpolation theory, we
deduce that, for all 1 ≤ p ≤ 2, the Hausdorff-Young inequality holds
‖FHf‖
Lp′(Ĥ
d
)
≤ ‖f‖Lp(Hd) ,
where p′ is the dual exponent of p.
This new approach enabled the authors in [5] to extend FH to S ′(Hd), the set of tempered
distributions: note that since the Schwartz class S(Hd) coincides with S(R2d+1) then
similarly S ′(Hd) is noting else than S ′(R2d+1). As in the Euclidean case, this extension
is done by duality and the starting point is the characterization of S(Ĥd) as the range5
of S(Hd) by FH. Actually in [5], the authors prove that the Fourier transform FH is a
bicontinuous isomorphism between the spaces S(Hd) and S(Ĥd), and that the map FH
can be continuously extended from S ′(Hd) into S ′(Ĥd) in the following way:
(3.18) FH :
 S ′(H
d) −→ S ′(Ĥd)
T 7−→
[
θ 7→ 〈T, tFHθ〉S′(Hd)×S(Hd)
]
,
where
(3.19) tFHθ(y, η, s) def= π
d+1
2d−1
(F−1
H
θ)(y,−η,−s) .
Let us also emphasize that if T is a tempered distribution on Hd, then for all f in S(Hd)
and all w in Hd,
(3.20) (T ⋆ f)(w) = 〈T, fˇ ◦ τw−1〉S′(Hd)×S(Hd) ,
where fˇ(w)
def
= f(w−1).
4. A restriction theorem on the sphere in the frequency space Ĥ
d
Our purpose here is to recover a Fourier restriction result on the sphere of Ĥ
d
due to
Mu¨ller [35]. Our approach is rather different to [35] as we use the Fourier transform as a
key tool in obtaining a representation of the Fourier restriction operator, whereas Mu¨ller
uses a spectral representation. As will be seen in Paragraph 5.1 in the proof of Strichartz
estimates for the wave and Schro¨dinger operators on Hd, the interest of our approach is
that it can easily be applied to more general frameworks.
4.1. Study of the surface measure on the sphere of the frequency space. The aim
of this section is to recover the Heisenberg Fourier transform restriction result of Mu¨ller
in [35]. To this end, let us start by introducing S
Ĥ
d the unit sphere on Ĥ
d
: denoting by 0̂
the origin of Ĥ
d
(that is the point of Ĥ
d
corresponding to (x˙, k) = (0, 0), with the notation
of Paragraph 3.2), the sphere of Ĥ
d
centered at the origin with radius 1 is defined by
(4.1) S
Ĥ
d
def
=
{
(n, n, λ) ∈ Ĥd / (2|n| + d)|λ| = 1
} ⋃{
(x˙, 0) ∈ Ĥd0 / |x˙|1 = 1
}
,
5We refer to [5] for the definition of S(Ĥ
d
).
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and the surface measure dσS
Ĥ
d
is given for all θ in S(Ĥd) by the following formula:
(4.2) 〈dσS
Ĥ
d
, θ〉S′(Ĥd)×S(Ĥd) =
∑
n∈Nd
1
(2|n|+ d)d+1
(
θ
(
n, n,
1
2|n|+ d
)
+ θ
(
n, n,
−1
2|n|+ d
))
.
We observe that one can show that the measure of Ĥ
d
0 with respect to dŵ is zero, and
thus in all that follows, we shall agree that the measure dŵ has been extended by 0 to the
whole of Ĥ
d
0, and we shall keep the same notation dŵ for the measure on the whole of Ĥ
d
.
More generally, if S
Ĥ
d(
√
R) denotes the sphere of Ĥ
d
centered at the origin 0̂ of ra-
dius
√
R, let us prove that for all θ in FH(Srad(Hd)), there holds6
(4.3) 〈dσ
S
Ĥ
d(
√
R), θ〉S′(Ĥd)×S(Ĥd)
=
∑
n∈Nd
Rd
(2|n|+ d)d+1
(
θ
(
n, n,
R
2|n|+ d
)
+ θ
(
n, n,
−R
2|n|+ d
))
.
We start indeed with the general formula∫
Ĥ
d
θ(ŵ) dŵ =
∫ ∞
0
(∫
S
Ĥ
d (
√
R)
θ(ŵ) dσS
Ĥ
d
(
√
R)
)
dR ,
for all θ in FH(Srad(Hd)). In view of (3.6) and (3.12), we have
(4.4)
∫
Ĥ
d
θ(ŵ) dŵ =
∑
n∈Nd
∫
R
θ(n, n, λ) |λ|ddλ ,
which thanks to the Fubini theorem and the change of variable R = (2|n|+ d)|λ| yields∑
n∈Nd
∫
R
θ(n, n, λ) |λ|ddλ
=
∑
n∈Nd
∫ ∞
0
Rd
(2|n| + d)d+1
(
θ
(
n, n,
R
2|n|+ d
)
+ θ
(
n, n,
−R
2|n|+ d
))
dR ,
which proves (4.3).
In order to investigate boundedness properties of the restriction of FH to S
Ĥ
d , we shall
adapt the Euclidean proof due to Tomas-Stein (see [41], and Section 2 of this paper). To
this end, let us first compute F−1
H
(dσS
Ĥ
d
). By definition, the tempered distribution
G
def
= F−1
H
(dσS
Ĥ
d
)
satisfies for all θ in S(Ĥd)
〈dσS
Ĥ
d
, θ〉S′(Ĥd)×S(Ĥd) = 〈G,
tFHθ〉S′(Hd)×S(Hd) .
Let us prove the following proposition.
Proposition 4.1. With the above notation, G is the bounded function on Hd defined by
(4.5) G(Y, s) =
2d
πd+1
∑
n∈Nd
1
(2|n|+ d)d+1 cos
( s
2|n|+ d
)
W
(
n, n, 1,
Y√
2|n|+ d
)
·
6According to the definition of d̂ introduced in (3.16), if A > 1 then the sphere S
Ĥ
d(A) is a much more
complex set than the unit sphere, and that is why we focus here on the radial framework.
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Proof. According to (3.19) and to the fact that the Fourier transform FH is a bicontinuous
isomorphism between the spaces S(Hd) and S(Ĥd), we have (with θ def= FHf)
(4.6) 〈dσS
Ĥ
d
, θ〉S′(Ĥd)×S(Ĥd) =
πd+1
2d−1
〈G, f˜〉S′(Hd)×S(Hd) ,
with f˜(y, η, s)
def
= f(y,−η,−s).
Now observe that
(4.7) θ
(
n, n,
1
2|n|+ d
)
=
∫
H
d
e
−i s
2|n|+d W
(
n, n, 1,
Y√
2|n|+ d
)
f(Y, s) dY ds .
Indeed, we have by easy computations
W
(
n, n,
1
2|n|+ d
,Y
)
=W
(
n, n, 1,
Y√
2|n|+ d
)
,
which gives rise to (4.7) according to the definition of FH and to the fact that for all λ
in R \ {0}, the function W(n, n, λ, Y ) is real valued.
Besides by an obvious change of variable, one also has
W
(
n, n,−1, Y√
2|n|+ d
)
=W
(
n, n, 1,
Y√
2|n|+ d
)
,
which implies that
(4.8) θ
(
n, n,− 1
2|n|+ d
)
=
∫
H
d
e
i s
2|n|+d W
(
n, n, 1,
Y√
2|n|+ d
)
f(Y, s) dY ds .
Invoking (4.2), this gives rise to
〈dσS
Ĥ
d
, θ〉S′(Ĥd)×S(Ĥd) =
∑
n∈Nd
2
(2|n|+ d)d+1
×
∫
H
d
cos
( s
2|n|+ d
)
W
(
n, n, 1,
Y√
2|n|+ d
)
f(Y, s) dY ds ,
which by an obvious change of variable ends the proof of Formula (4.5).
Furthermore, we have the following classical combinatorial identity
(4.9) #
{
n ∈ Nd, |n| = ℓ} = (ℓ+ d− 1
ℓ
)
,
and since the modulus of the Wigner transform of the (renormalized) Hermite functions
defined by (3.2) is bounded by one, Stirling’s formula implies that G belongs to L∞(Hd).
The result follows. 
Remark 4.2. Arguing as for the unit sphere, we readily gather that for all θ belonging
to FH(Srad(Hd)), there holds
〈dσ
S
Ĥ
d(
√
R), θ〉S′(Ĥd)×S(Ĥd) = 〈GR,
tFHθ〉S′(Hd)×S(Hd) ,
where, in view of (3.10), GR is given by
(4.10) GR(Y, s)
def
= Rd(G ◦ δ√R)(Y, s) .
We thus recover Formula (19) derived by Mu¨ller in [35].
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4.2. The restriction theorem. Now let us state the restriction theorem, due to Mu¨ller
in [35], and sketch its proof for the convenience of the reader.
Theorem 4 ([35]). If 1 ≤ p ≤ 2, then
(4.11) ‖FH(f)|S
Ĥ
d
‖L2(S
Ĥ
d) ≤ Cp‖f‖Lp,1(Hd) ,
for all radial functions f in Srad(Hd).
Remark 4.3. In light of (4.2), Theorem 4 writes[ ∑
n∈Nd
1
(2|n|+ d)d+1
(∣∣∣FH(f)(n, n, 1
2|n|+ d
)∣∣∣2 + ∣∣∣FH(f)(n, n, −1
2|n|+ d
)∣∣∣2)] 12
≤ Cp‖f‖Lp,1(Hd) ,
for f in Srad(Hd). Besides, since S(Hd) is dense in the space Lp,1(Hd), when the estimate
of Theorem 4 holds we can define FHf on S
Ĥ
d (a.e. with respect to dσS
Ĥ
d
), for each
function f in Lp,1(Hd). Let us also emphasize that the gain we get here with respect
to the horizontal variable Y is better than the one obtained in Euclidean case, since the
index p ranges from 1 to 2 with no further restriction, contrary to the Euclidean case (recall
Theorem 3). Note that a counterexample for large values of p (namely p > 4n/(2n − 1))
is provided in [35].
Remark 4.4. By duality, Inequality (4.11) is equivalent to the following estimate
(4.12) ‖F−1
H
(θ|S
Ĥ
d
)‖Lp′ (Hd) ≤ Cp ‖θ|S
Ĥ
d
‖L2(S
Ĥ
d) ,
for all 2 ≤ p′ ≤ ∞ and all θ in FH(Srad)(Hd).
Proof of Theorem 4. First note that the case when p = 1 is a straightforward consequence
of (3.17). Then by interpolation, it suffices to investigate the case when p = 2. For that
purpose, we shall proceed using purely Fourier analysis arguments, and sketch the proof
due to Mu¨ller (see [35] for further details). Our goal here is to establish the following
estimate ∑
ℓ∈N
(∣∣∣Θ˜(ℓ, ℓ, 1
2ℓ+ d
)∣∣∣2 + ∣∣∣Θ˜(ℓ, ℓ, −1
2ℓ+ d
)∣∣∣2) ≤ C2‖f‖2L2,1(Hd) ,
where
(4.13)
Θ˜(ℓ, ℓ, λ)
def
=
[ (ℓ+ d− 1
ℓ
)−1 1
(2ℓ+ d)d+1
] 1
2
∑
n∈Nd
|n|=ℓ
FHf(n, n, λ)
=
[(ℓ+ d− 1
ℓ
)−1 1
(2ℓ+ d)d+1
] 1
2
∫
H
d
e−isλW˜(ℓ, λ, Y ) f(Y, s) dY ds .
This amounts to proving that the operator T defined by
Tf
def
=
(
Θ˜
(
ℓ, ℓ,
1
2ℓ+ d
))
ℓ∈N
,
with Θ˜ obtained from f through (4.13), is bounded from L2,1(Hd) into ℓ2(N), or equiva-
lently that its adjoint T ∗ is bounded from ℓ2(N) into L2,∞(Hd).
Now for any sequence a = (aℓ)ℓ∈N in ℓ2(N), the operator T ∗ is given by
T ∗(a)(Y, s) =
∞∑
ℓ=0
aℓ e
−is 1
2ℓ+d K
(
ℓ,
1
2ℓ+ d
,Y
)
,
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with
K
(
ℓ,
1
2ℓ+ d
,Y
)
def
=
[ (ℓ+ d− 1
ℓ
)−1 1
(2ℓ+ d)d+1
] 1
2 W˜(ℓ, λ, Y ) .
But by Lemma 4.2 in [35], we know that for all ℓ, m in N
(4.14)
∫
T ⋆Rd
∣∣∣K(ℓ, 1
2ℓ+ d
,Y
)∣∣∣ ∣∣∣K(m, 1
2m+ d
,Y
)∣∣∣dY = O( 1
max(ℓ,m)
)
.
We deduce that
‖T ∗(a)‖L2,∞(Hd) .
∑
ℓ≤m
|aℓ||am|
m
=
∑
m
|am|bm ,
with bm
def
=
1
m
∑
ℓ≤m
|aℓ|. This ensures the result thanks to the following Hardy inequality
(see [3]):
(4.15) ‖b‖ℓp(N) ≤ Cp‖a‖ℓp(N) ,
available for all 1 < p <∞, which achieves the proof of Theorem 4. 
5. Proof of Strichartz estimates
5.1. Restriction theorem on R̂ × Ĥd. As we explained in Section 2 (cf. in particular
Remark 2.1), to apply efficiently restriction estimates to PDEs to get Strichartz estimates,
one has to investigate the Tomas-Stein restriction theorem on submanifolds of the product
R̂× Ĥd, where R̂ stands for the dual group of R. In the following we set
D
def
= R×Hd and D̂ def= R̂× Ĥd .
5.1.1. The Fourier transform on R × Hd. A combination of Fourier analysis on the real
line and on the Heisenberg group leads directly to an efficient Fourier theory on D whose
Haar measure is obviously nothing else than the Lebesgue measure. We define the Fourier
transform of f in L1(D) as follows:
(5.1) FDf(α, ŵ) def=
∫
D
eitαeisλW(ŵ, Y ) f(t, Y, s) dt dY ds ,
for any (α, ŵ) ∈ D̂. The Fourier transform FD inherits all the properties of FH and of the
Fourier transform on the real line F . In particular, the inversion and Fourier-Plancherel
formulae take the following forms:
(5.2) f(t, w) =
2d−2
πd+2
∫
D̂
eitαeisλW(ŵ, Y )FDf(α, ŵ) dα dŵ
and
(5.3) (FDf |FDg)L2(D̂) =
πd+2
2d−2
(f |g)L2(D) .
In the sequel, we shall say that a function f on D is radial if it is invariant under the
action of U(d), in the sense that for any R of U(d) and any (t, Y, s) of D, we have
f(t, R(Y ), s) = f(t, Y, s) .
It readily stems from Relation (3.12) that if f belongs to L1rad(D), then for all (α, ŵ) ∈ D̂,
(5.4) FD(f)(α, n,m, λ) = FD(f)(α, |n|, |n|, λ)δn,m .
To avoid any confusion, we shall denote in what follows by ⋆D the noncommutative con-
volution product on D, namely
(5.5) f ⋆D g(t, w)
def
=
∫
D
f(t− t′, w · v−1)g(t′, v) dt′ dv ,
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which of course enjoys Young’s inequalities and satisfies
(5.6) FD(f ⋆D g)(α, ŵ) =
∑
p∈Nd
FDf(α, n, p, λ)FDg(α, p,m, λ) .
Patching Fourier analysis on the real line and on the Heisenberg group, one can easily
check that L1rad(D) is a commutative sub-algebra of L
1(D) where (5.6) reduces to
(5.7) FD(f ⋆D g)(α, |n|, |n|, λ) = FDf(α, |n|, |n|, λ)FDg(α, |n|, |n|, λ) .
Besides, it is worth noticing that FD is a bicontinuous isomorphism between the space S(D)
(which coincides with S(R2d+2)) and S(D̂) — which can be defined naturally from the
definition of S(Ĥd). The map FD can then be continuously extended from S ′(D) into S ′(D̂)
by duality according to the following formula:
FD :
 S
′(D) −→ S ′(D̂)
T 7−→
[
θ 7→ 〈T, tFDθ〉S′(D)×S(D)
]
,
with
(5.8) tFDθ(t, y, η, s) def= π
d+2
2d−2
(F−1
D
θ)(−t, y,−η,−s) .
5.1.2. A surface measure. Let us define the set
(5.9) Σ
def
=
{
(α, ŵ) =
(
α, (n, n, λ)
) ∈ D̂ /α = 4|λ|(2|n| + d)} .
We endow Σ with the measure dΣ induced by the projection π : R̂ × Ĥd → Ĥd onto the
second factor. Following the notation of Section 2, dΣ = (π|Σ)−1♯ dŵ. More explicitly,
recalling (4.4), for all Θ in S(D̂), we have
〈dΣ,Θ〉S′(D̂)×S(D̂) =
∫
Σ
Θ(α, ŵ) dΣ(α, ŵ)
def
=
∑
n∈Nd
cd+1n
∫ ∞
0
(
Θ
(
α, n, n, αcn
)
+Θ
(
α, n, n,−αcn
))
αd dα ,
where to simplify notation we have set
cn
def
=
(
4(2|n|+ d))−1 .
Notice that if Θ : Σ ⊂ D̂ → C is defined as Θ = θ ◦ π|Σ, where θ : Ĥd → C, then by
construction for all 1 ≤ p ≤ ∞
(5.10) ‖Θ‖Lp(Σ,dΣ) = ‖θ‖
Lp(Ĥ
d
)
.
Our purpose here is to show that every (appropriate) function f has a Fourier trans-
form FDf that restricts to Σ. Actually as in the classical case, this restriction property
is best dealt with in compact subsets of Σ. Thus, we shall consider Σ endowed with the
surface measure dΣloc
def
= ψ(α)dΣ defined by
(5.11)
∫
Σ
Θ(α, ŵ) dΣloc(α, ŵ)
def
=
∑
n∈Nd
cd+1n
×
∫ ∞
0
(
Θ
(
α, n, n, αcn
)
+Θ
(
α, n, n,−αcn
))
αd ψ(α) dα ,
with ψ any smooth, nonnegative, even function, compactly supported in R with an L∞
norm at most 1.
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Proceeding as for the restriction theorem on the sphere of Ĥ
d
, let us first compute
GΣloc
def
= F−1
D
(dΣloc) .
Proposition 5.1. With the above notation, GΣloc is the bounded function on D defined
by
(5.12) GΣloc(t, w) = 2π
∫ ∞
0
Gα(w) e
−it αψ(α) dα ,
where GR is given by (4.10).
Proof. Arguing as in the proof of Proposition 4.1 and using the fact that the Fourier
transform FD is a bicontinuous isomorphism between the spaces S(D) and S(D̂), there
holds (with Θ
def
= FDf)
(5.13) 〈dΣloc,Θ〉S′(D̂)×S(D̂) =
(π
2
)d
〈GΣloc , f˜〉S′(D)×S(D) ,
with f˜(t, y, η, s)
def
= f(−t, y,−η,−s). By definition, we have for any non negative real
number α
Θ
(
α, n, n,±αcn
)
=
∫
D
e∓isαcn W
(
n, n, 1, α
1
2
√
cn Y
)
e−it αf(t, Y, s) dt dY ds ,
which implies in view of (5.11) that
〈dΣloc,Θ〉S′(D̂)×S(D̂) =
∑
n∈Nd
2cd+1n
×
∫ ∞
0
∫
D
cos
(
sαcn
)
W
(
n, n, 1, α
1
2
√
cn Y
)
e−it αf(t, Y, s) dt dY dsαdψ(α) dα .
This achieves the proof of the result thanks to the Fubini theorem and Formula (4.10),
after an obvious change of variables. 
5.1.3. Restriction theorem. Our aim now is to establish the following restriction result for
the “dual set” Σloc of D̂ defined by (5.9) and endowed with the measure dΣloc.
Theorem 5. If 1 ≤ q ≤ p ≤ 2, then
(5.14) ‖FD(f)|Σloc‖L2(dΣloc) ≤ Cp,q‖f‖L1s(R,Lqt (R,Lp(T ∗Rd)) ,
for all radial functions f in Srad(R×Hd).
Remark 5.2. By duality, Theorem 5 may be rephrased as follows : for any 2 ≤ p′ ≤ q′ ≤
∞, there holds
(5.15) ‖F−1
D
(Θ|Σloc)‖L∞s (R,Lq′t (R,Lp′(T ∗Rd)) ≤ Cp,q‖Θ|Σloc‖L2(dΣloc) ,
for all Θ ∈ FD(Srad(R×Hd)).
Proof of Theorem 5. We handle differently the cases 1 ≤ p < 2 and p = 2. To undertake
the case 1 ≤ p < 2, we shall follow the Euclidean strategy outlined in Section 2. To
this end, let us introduce RΣloc the restriction operator on Σloc defined for any function f
in S(D) by
RΣlocf
def
= FD(f)|Σloc =
( ∫
D
eisλ+itαW(ŵ, Y ) f(t, Y, s) dY ds dt
)
|Σloc
,
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and by R∗Σloc its adjoint. By definition
〈RΣlocf,RΣlocf〉L2(Σloc) =
∑
n∈Nd
cd+1n
∫ ∞
0
(∣∣Θ(α, n, n, αcn)∣∣2
+
∣∣Θ(α, n, n,−αcn)∣∣2)ψ(α)αd dα ,
with Θ
def
= FD(f), which readily implies that
(5.16) 〈RΣlocf,RΣlocf〉L2(Σloc) =
∑
n∈Nd
cd+1n
×
∫ ∞
0
[
Θ
(
α, n, n, αcn
) ∫
D
eisαcn+itαW
(
n, n, αcn, Y
)
f(t, Y, s) dt dY ds
+Θ
(
α, n, n,−αcn
) ∫
D
e−isαcn+itαW(n, n,−αcn, Y ) f(t, Y, s) dt dY ds]ψ(α)αd dα .
In view of (5.11), this leads to
(5.17) 〈RΣlocf,RΣlocf〉L2(Σloc) = 〈R∗ΣlocRΣlocf, f〉L2(D) ,
with (for w = (Y, s))
(5.18) (R∗ΣlocRΣlocf)(t, w) =
∫
Σ
eisλ+itαW(ŵ, Y )FD(f)(α, ŵ)dΣloc(α, ŵ) .
Since f belongs to Srad(D), combining (3.12) together with (3.13) and (3.15) we infer that
the operator R∗ΣlocRΣloc writes in the radial setting
7 :
(5.19) (R∗ΣlocRΣlocf)(t, Y, s) =
∫
Σ
FD(f ◦ τ(−t,Y,−s))(α, ŵ) dΣloc(α, ŵ) .
By (3.20) and (5.13), this gives rise to
(5.20) (R∗ΣlocRΣlocf)(t, Y, s) =
(π
2
)d
(GΣloc ⋆D fˇ)(−t,−Y, s) ,
for all f in Srad(D).
Now applying the Ho¨lder inequality to (5.17), we deduce that
‖RΣlocf‖2L2(Σloc) ≤ ‖R∗ΣlocRΣlocf‖L∞s (R,Lq′t (R,Lp′ (T ∗Rd)))‖f‖L1s(R,Lqt (R,Lp(T ∗Rd)))
≤ Cd‖fˇ ⋆D GΣloc‖L∞s (R,Lq′t (R,Lp′(T ∗Rd)))‖f‖L1s(R,Lqt (R,Lp(T ∗Rd))) ,
for some irrelevant constant Cd which may change from line to line. Then as in the
Euclidean case, to complete the proof of Estimate (5.14), we are reduced to proving
that R∗ΣlocRΣloc is bounded from L
1
s(R, L
q
t (R, L
p(T ∗Rd))) into L∞s (R, L
q′
t (R, L
p′(T ∗Rd))).
For that purpose, let us start by observing that in light of (4.10) and (5.12), we have
f ⋆D GΣloc(t, Y, s) = Cd
∑
ℓ
1
(2ℓ+ d)d+1
×
∑
±
∫ ∞
0
f ⋆D
(
e±iαℓ−itαW˜
(
ℓ, αℓ, Y
))
αd ψ(α)dα ,
where W˜ is given by (3.13) and where we have defined
αℓ
def
=
α
4(2ℓ+ d)
·
7where of course (f ◦ τ(τ,w))(t, v) = f(t+ τ, w · v).
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An easy computation shows that for any real number λ,
f ⋆D
(
e±iλs−itαW˜(ℓ, λ, Y )
)
= e±iλs−itα
(
fα,±λ ⋆±λ W˜(ℓ, λ, Y )
)
,
where ⋆λ denotes the twisted convolution defined in (A.1), and with
(5.21) fα,β(Y )
def
=
∫
eisβ+itαf(t, Y, s)dtds .
Defining ψ+(α)
def
= ψ(α)1α>0, it follows that
f ⋆D GΣloc(t, s, Y ) = Cd
∑
ℓ
1
(2ℓ+ d)d+1
×
∑
±
∫ ∞
0
e±isαℓ−itα
(
fα,±αℓ ⋆±αℓ W˜
(
ℓ, αℓ, Y
))
αd ψ(α) dα
= Cd
∑
ℓ
∑
±
1
(2ℓ+ d)d+1
Fα→t
(
e±isαℓαdψ+(α)
(
fα,±αℓ ⋆±αℓ W˜
(
ℓ, αℓ, Y
)))
.
Now let us fix s ∈ R and Y ∈ T ∗Rd, and compute the Lq′t (R) norm of the function of t
appearing on the right-hand side of the equality, for q′ ≥ 2: by the Hausdorff-Young
inequality we find
‖f ⋆D GΣloc‖Lq′t (R) .
∑
ℓ
∑
±
1
(2ℓ+ d)d+1
∥∥∥e±isαℓαdψ(α)(fα,±αℓ ⋆±αℓ W˜(ℓ, αℓ, Y ))∥∥∥
Lqα(R
+)
.
Now noticing that as soon as q′ ≥ p′ ≥ 2, thanks to Minkowski’s inequality we have for
any function g defined on R× T ∗Rd
(5.22)
‖Fα→tg‖Lq′ (R,Lp′(T ∗Rd)) ≤ ‖Fα→tg‖Lp′ (T ∗Rd,Lq′(R))
. ‖g‖Lp′ (T ∗Rd,Lq(R))
. ‖g‖Lq(R,Lp′(T ∗Rd)) ,
we deduce that for q′ ≥ p′ > 2 (since we assumed here that 1 ≤ p < 2)
‖f ⋆D GΣloc‖L∞s (R,Lq′t (R,Lp′(T ∗Rd))) .
∑
ℓ
∑
±
1
(2ℓ+ d)d+1
×
∥∥∥αdψ(α)(fα,±αℓ ⋆±αℓ W˜(ℓ, αℓ, Y ))∥∥∥
Lqα(R,Lp
′(T ∗Rd))
.
But by (A.2), there holds∥∥∥(fα,± α4(2ℓ+d) ⋆± α
4(2ℓ+d)
W˜
(
ℓ,
α
4(2ℓ+ d)
, Y
))∥∥∥
Lp′ (T ∗Rd)
. ℓ
d−1+ 2
p′ α
− 2d
p′ ‖FRf(α, ·)‖Lp,1(Hd) ,
which (since p′ > 2) implies that
‖f ⋆D GΣloc‖L∞s (R,Lq′t (R,Lp′(T ∗Rd))) .
∥∥∥‖FR(f)(α, ·)‖Lp,1(Hd) αd(1− 2p′ ) ψ(α)∥∥∥
Lqα(R)
.
Then, applying a Ho¨lder estimate in α followed by the Hausdorff-Young inequality, we get
for any a ≥ 2
‖f ⋆D GΣloc‖L∞s (R,Lq′t (R,Lp′(T ∗Rd)) . ‖FR(f)‖Laα(R,Lp,1(Hd))‖α
d(1− 2
p′
)
ψ(α)‖Lbα(R)
. ‖f‖La′t (R,Lp,1(Hd))‖α
d(1− 2
p′
)
ψ(α)‖Lbα(R) ,
where of course a′ is the conjugate exponent of a and
1
a
+
1
b
=
1
q
·
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Finally selecting a′ = q and thanks again to Minkowski’s inequality, we get for all real
numbers q′ ≥ p′ > 2
‖f ⋆D GΣloc‖L∞s (R,Lq′t (R,Lp′ (T ∗Rd)) . ‖f‖L1s(R,Lqt (R,Lp(T ∗Rd))
which completes the proof of the result in the case when 1 ≤ q ≤ p < 2.
Finally the proof in the case when p = 2 is in the same spirit than the one concerning
the unit dual sphere of the Heisenberg group already outlined in the proof of Theorem 4.
By definition, our aim here is to show that (for q ≤ 2)∑
ℓ∈N
∫ ∞
0
(∣∣∣Θ˜(α, ℓ, ℓ, α
2ℓ+ d
)∣∣∣2 + ∣∣∣Θ˜(α, ℓ, ℓ, −α
2ℓ+ d
)∣∣∣2)ψ(α)αd dα . ‖f‖2
L1s(R,L
q
t (R,L
2(T ∗Rd)))
,
where with the notation introduced in (4.13) and on page 17
(5.23)
Θ˜
(
α, ℓ, ℓ, λ
)
def
=
[ (ℓ+ d− 1
ℓ
)−1 1
(2ℓ+ d)d+1
] 1
2
∑
n∈Nd
|n|=ℓ
FDf(α, n, n, λ)
=
∫
D
e−itαe−isλK(ℓ, λ, Y ) f(t, Y, s)dt dY ds .
For that purpose, let us establish that the operator TD defined on Srad(D) by
TDf
def
=
(
Θ˜
(
α, ℓ, ℓ, αℓ
))
ℓ∈N
,
where f is related to Θ through (5.23), is bounded from L1s(R, L
q
t (R, L
2(T ∗Rd))) into the
space L2(N×R) endowed with the measure ℓ2(N) ⊗ L2(R+, ψ(α)αd dα), or equivalently
that its adjoint T ∗
D
is bounded from L2(N×R) into L∞s (R, Lq
′
t (R, L
2(T ∗Rd))).
For a(α) = (aℓ(α))ℓ∈N in L2(N×R), the operator T ∗D is given by
T ∗D(a)(t, Y, s) =
∞∑
ℓ=0
∫ ∞
0
aℓ(α) e
−itα e−isαℓ K
(
ℓ, αℓ, Y
)
ψ(α)αd dα .
Combining (5.22) together with the Hausdorff-Young inequality, we find that for any
fixed s in R, there holds
‖T ∗D(a)(·, ·, s)‖Lq′t (R,L2(T ∗Rd)) . ‖g‖Lq(R,L2(T ∗Rd)) ,
where
g(α, Y )
def
= αdψ(α)
∞∑
ℓ=0
aℓ(α)K
(
ℓ, αℓ, Y
)
.
Now taking advantage of (4.14) and performing an obvious change of variable, we get∥∥∥ ∞∑
ℓ=0
aℓ(α)K
(
ℓ, ℓ, αℓ, Y
)∥∥∥2
L2(T ∗Rd)
. αd
∑
m
|am(α)|bm(α) ,
where of course bm(α)
def
=
1
m
∑
ℓ≤m
|aℓ(α)| . Thanks to the Hardy inequality (4.15), this
ensures that
‖g(α, ·)‖L2(T ∗Rd) . α
3d
2 ψ(α)‖a(α)‖ℓ2(N) ,
which by Ho¨lder’s inequality gives rise to
‖g‖Lq(R,L2(T ∗Rd)) . ‖αdψ
1
2 (α)‖
L
2−q
2q (R)
‖a‖L2(N×R) .
This achieves the proof of the Fourier restriction estimate (5.14). 
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Remark 5.3. In the case of the wave equation, we consider the sets
(5.24) Σ±
def
=
{
(α, ŵ) =
(
α, (n, n, λ)
) ∈ D̂ /α2 = 4|λ|(2|n| + d) , ±α > 0} .
Each of those is endowed with the measure induced by the projection π : R̂ × Ĥd → Ĥd
onto the second factor. Explicitly, for all Θ in S(D̂), we have
〈dΣ±,Θ〉S′(D̂)×S(D̂) =
∫
Σ
Θ(α, ŵ) dΣ(α, ŵ)
def
=
∑
n∈Nd
cd+1n
∫ ∞
0
(
Θ
(
α, n, n, α2cn
)
+Θ
(
α, n, n,−α2cn
))
αd dα .
Following the same argument as above, one proves (5.15) for the corresponding localized
measures.
5.2. Strichartz estimates for the Schro¨dinger operator on Hd. The aim of this
section is to prove the Strichartz estimate stated in Theorem 1. By duality arguments,
one can reduce to the free Schro¨dinger equation. Let u0 be a function in Srad(Hd) and
consider the Cauchy problem
(SH)
{
i∂tu−∆Hu = 0
u|t=0 = u0 .
As in the Euclidean case, Fourier analysis allows us to explicitly solve (SH). More precisely,
taking the partial Fourier transform with respect to the variable w in the Heisenberg group,
we obtain for all (t, ŵ) in R× H˜d i
d
dt
FH(u)(t, n,m, λ) = −4|λ|(2|m| + d)FH(u)(t, n,m, λ)
FH(u)|t=0 = FHu0 .
By integration, this leads to
FH(u)(t, n,m, λ) = e4it|λ|(2|m|+d)FH(u0)(|n|, |n|, λ)δn,m .
Then applying the inverse Fourier formula (3.4), we infer that the solution of the Cauchy
problem (SH) can be expressed as follows:
(5.25) u(t, Y, s) =
2d−1
πd+1
∫
Ĥ
d
eisλW(ŵ, Y ) e4it|λ|(2|m|+d) FH(u0)(|n|, |n|, λ)δn,m dŵ .
That explicit representation of the solution to (SH) can be re-expressed as the inverse
Fourier transform in D̂ of FH(u0) dΣ, where as defined in Paragraph 5.1.2, dΣ is the
measure in D̂ given for any regular function Φ on D̂:
(5.26)
∫
D̂
Φ(α, ŵ) dΣ(α, ŵ) =
∫
Ĥ
d
Φ(4|λ|(2|m| + d), ŵ) dŵ ,
and which is determined by Formula (5.11).
Now in order to establish Estimate (1.19), let us first discuss the case of initial data
frequency localized, in the sense of Definition 3.1, in the unit ball B1; then we shall
generalize this to any ball of radius Λ by a scaling argument, and finally the result will
follow by density.
So let us start by assuming that u0 is frequency localized in the unit ball. Then by the
restriction inequality (5.15), and (5.10) we have for any 2 ≤ p ≤ q ≤ ∞
‖u‖L∞s (R,Lqt (R,Lp(T ∗Rd)) ≤ C‖FHu0‖L2(Ĥd) = C‖u0‖L2(Hd) ,
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where we used Plancherel formula. Now if u0 is frequency localized in the ball BΛ, then
by virtue of (3.10) the function
u0,Λ
def
= u0 ◦ δΛ−1
is frequency localized in B1, and it gives rise to the solution
uΛ(t, Y, s)
def
= u(Λ−2t,Λ−1Y,Λ−2s)
of (SH). Since
‖uΛ‖
L∞s (R,L
q
t
(R,Lp(T∗Rd)))
= Λ
2
q
+ 2d
p ‖u‖
L∞s (R,L
q
t
(R,Lp(T∗Rd)))
and
‖u0,Λ‖L2(Hd) = Λd+1‖u0‖L2(Hd) ,
we infer that for u0 frequency localized in the ball BΛ, there holds
‖u‖
L∞s (R,L
q(Rt,L
p(T∗Rd)))
≤ CΛd+1− 2q− 2dp ‖u0‖L2(Hd) .
It suffices now to choose p and q satisfying
2
q
+
2d
p
= d+ 1 =
Q
2
to conclude the proof of the estimate by density of spectrally localized functions in L2(Hd).
This ends the proof of Theorem 1. 
5.3. Strichartz estimates for the wave operator on Hd. The aim of this section is to
prove the Strichartz estimate stated in Theorem 2. The method is identical to the previous
section: again we reduce to the free wave equation and consider for (u0, u1) in Srad(Hd)
frequency localized in a unit ring in the sense of Definition 3.1, the Cauchy problem
(WH)
{
∂2t u−∆Hu = 0
(u, ∂tu)|t=0 = (u0, u1) .
Taking the Fourier transform we find that for all (t, ŵ) in R× H˜d,
d2
dt2
FH(u)(t, n,m, λ) = −4|λ|(2|m| + d)FH(u)(t, n,m, λ)
(FHu,FH∂tu)|t=0 = (FHu0,FHu1) .
By integration, this leads to
FH(u)(t, n,m, λ) =
∑
±
e±2it
√
|λ|(2|m|+d)FH(γ±)(|n|, |n|, λ)δn,m ,
where similarly to (1.4) we have defined
FH(γ±)(n, n, λ) def= 1
2
(
FH(u0)± 1
i
√
4|λ|(2n + d)FH(u1)
)
.
Then applying the inverse Fourier formula (3.4), we infer that the solution of the Cauchy
problem (WH) can be expressed as follows:
(5.27) u(t, Y, s) =
∑
±
2d−1
πd+1
∫
Ĥ
d
eisλW(ŵ, Y ) e±2it
√
|λ|(2|m|+d)FH(γ±)(|n|, |n|, λ)δn,m dŵ .
This can be written as the inverse Fourier transform in D̂ of FH(γ±) dΣ±, where we recall
that by Remark 5.3, for any regular function Φ on D̂
(5.28)
∫
D̂
Φ(α, ŵ) dΣ±(α, ŵ) =
∫
Ĥ
d
Φ(
√
4|λ|(2|m| + d), ŵ) dŵ .
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By hypothesis γ± is frequency localized in a unit ring. Then for any 2 ≤ p ≤ q ≤ ∞,
we have by virtue of the restriction inequality (5.15)
‖u‖L∞s (R,Lqt (R,Lp(T ∗Rd))) ≤ C‖F
−1
H
γ±‖L2(Hd) .
Next if γ± is frequency localized in the ring CΛ, then by (3.10) the function
u0,Λ
def
= u0 ◦ δΛ−1
is frequency localized in the ring C1 and gives rise to the solution
uΛ(t, Y, s)
def
= u(Λ−1t,Λ−1Y,Λ−2s)
of (WH). Since
‖uΛ‖
L∞s (R,L
q
t
(R,Lp(T∗Rd)))
= Λ
1
q
+ 2d
p ‖u‖
L∞s (R,L
q
t
(R,Lp(T∗Rd))
and
‖u0,Λ‖L2(Hd) = Λd+1‖γ±‖L2(Hd) ,
we infer that for u0 frequency localized in the ring CΛ, there holds
‖u‖
L∞s (R,L
q(Rt,L
p(T∗Rd)))
≤ CΛd+1− 1q− 2dp ‖γ±‖L2(Hd) .
Then by Bernstein’s Lemma 3.2, and in particular estimate (3.9), followed by Plancherel’s
inequality we infer that
‖u‖
L∞s (R,L
q(Rt,L
p(T∗Rd)))
≤ CΛd− 1q− 2dp
(
‖∇
H
du0‖L2(Hd) + ‖u1‖L2(Hd)
)
.
To conclude the proof of the estimate, it suffices now to choose p and q satisfying
1
q
+
2d
p
= d =
Q
2
− 1
and to use the density in L2(Hd) of functions whose Fourier transform is compactly sup-
ported away from zero. This proves Theorem 2. 
Appendix A. Proof of a technical result
We have used the following lemma due to Mu¨ller (see [35]), whose proof we sketch
below.
Lemma A.1. Defining for f , g in S(T ⋆Rd) and λ in R \ {0} the λ-twisted convolution
(A.1) (f ⋆λ g)(Y )
def
=
∫
T ⋆Rd
f(Y − w)g(w)e2iλσ(Y,w)dw ,
with σ defined in (1.9), the following estimate holds: there exists a positive constant Cd
such that
(A.2) ‖f ⋆λ W˜(ℓ, λ, ·)‖Lp′ (T ⋆Rd) ≤ Cd |λ|
− 2d
p′ ℓ
(d−1)(1− 2
p′
) ‖f‖Lp(T ⋆Rd) ,
for all 1 ≤ p ≤ 2 and all integers ℓ ≥ 1, where the function W˜(ℓ, λ, Y ) is defined by (3.13).
Proof of Lemma A.1. Let us start by establishing that for f , g in S(T ⋆Rd) and 1 ≤ p ≤ 2,
the following estimate holds:
‖f ⋆λ g‖Lp′ (T ⋆Rd) ≤ Cp,d |λ|
− d
p′ ‖f‖Lp(T ⋆Rd)‖g‖
2
p′
L2(T ⋆Rd)
‖g‖1−
2
p′
L∞(T ⋆Rd)
.
By definition,
(f ⋆λ g)(Y ) =
∫
T ⋆Rd
f(Y − w)g(w)e2iλσ(Y,w)dw ,
which easily implies by Young’s inequalities that
‖f ⋆λ g‖L∞(T ⋆Rd) ≤ ‖f‖L1(T ⋆Rd)‖g‖L∞(T ⋆Rd) .
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Therefore invoking the method of real interpolation, we are reduced to showing that
‖f ⋆λ g‖L2(T ⋆Rd) ≤ Cd |λ|−
d
2 ‖f‖L2(T ⋆Rd)‖g‖L2(T ⋆Rd) ,
and this follows by an easy dilation argument from the well-known fact that (L2(T ⋆Rd), ⋆1)
is a Hilbert algebra (see for instance [29]).
Let us now focus on Estimate (A.2). We first recall that
W˜(ℓ, λ, Y ) =
∑
|n|=ℓ
Ln(|λ|
1
2 Y ) ,
where for Z = (Z1, · · · , Zd) in T ⋆Rd, we denote Ln(Z) = e−|Z|2Πdj=1Lnj (2|Zj |) with Lnj
the Laguerre polynomial of order nj and type 0.
Define now for n ∈ Nd the operator Tn on L2(T ⋆Rd) by
(A.3) Tnf
def
= f ⋆λ Ln(|λ|
1
2 ·) ,
so that
(A.4) Tf = f ⋆λ W˜(ℓ, λ, ·) =
∑
|n|=ℓ
Tnf .
Then using the fact that the Laguerre polynomials (Lk)k∈N are pairwise orthogonal on [0,∞[
with respect to the measure e−xdx, we infer that the family of operators (Tn)|n|=ℓ is also
pairwise orthogonal, and thus denoting by ‖T‖ the norm of T defined by (A.4) as an
operator on L2(T ⋆Rd), we can conclude that
(A.5) ‖T‖L(L2(T ⋆Rd)) = max|n|=ℓ ‖Tn‖L(L2(T ⋆Rd)) .
Since ‖Ln(|λ| 12 ·)‖L2(T ⋆Rd) = |λ|−
d
2 ‖Ln‖L2(T ⋆Rd), one obtains
‖Tn‖L(L2(T ⋆Rd)) . |λ|−d .
In view of (A.5), this implies that
‖f ⋆λ W˜(ℓ, λ, ·)‖L2(T ⋆Rd) . |λ|−d ‖f‖L2(T ⋆Rd) .
Finally, by definition
‖W˜(ℓ, λ, ·)‖L∞(T ⋆Rd) . ℓd−1 ,
which ensures that
‖f ⋆λ W˜(ℓ, λ, ·)‖L∞(T ⋆Rd) . ℓd−1 ‖f‖L1(T ⋆Rd) ,
and completes the proof of Estimate (A.2) by interpolation.

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