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Introduction
Abundant research has documented the pitfalls of overconfidence in financial decisionmaking. For example, investors so affected are likely to trade too much (e.g., Barber and Odean (2000) ) and under-diversify (Goetzmann and Kumar (2008) ), while susceptible managers are prone to excessive M&A activity (Malmendier and Tate (2008) ) and market entry (Camerer and Lovallo (1999) ). Daniel Kahneman, in his recent bestseller Thinking, Fast and Slow (2011) , argues that professional forecasters are often bested by simple algorithms because they "try to be too clever, think outside the box, and consider complex combinations of features in making their predictions (p. 224) ." This is another way of saying that they are overconfident: they believe they know more than they actually do.
While forecast disagreement can occur because of heterogeneity in information, information-updating frequency and model choice (Capistran and Timmermann (2009a) ), behavioral bias might also contribute. The purpose of this paper is to explore the impact of overconfidence on forecasting stock market returns in the context of surveys of professional forecasters. The questions we ask ourselves are these. Does overconfidence weaken forecast accuracy? And, given that there is heterogeneity in performance in part induced by heterogeneity in overconfidence, is there a payoff to filtering out weaker forecasters to improve survey accuracy, where weakness is based either on past performance or the tendency to exhibit markers of overconfidence?
Excess market returns have proved to be notoriously difficult to predict out of sample.
While there is an extensive literature documenting return predictability within sample using such fundamental variables as dividend yields, interest rates and term spreads, as pointed out by Goyal and Welch (2008) , this has not translated into out-of-sample performance as (typically) measured by out-of-sample R 2 (OS-R 2 ) relative to a naïve 2 benchmark such as the historical average equity premium. 1 Nevertheless Rapach, Strauss and Zhou (2010) have shown that a combination forecast methodology whereby several predictive variables are optimally combined can lead to a modicum of out-ofsample success. The same holds in Ferreira and Santa-Clara (2011) where the components of stock market returns are predicted separately. Nevertheless predictability is modest, in the former case being less than 4% (using quarterly data) and in the latter case less than 2% (using monthly).
While it is logical to expect that panels of professional forecasters, not only with such predictive variables at their disposal but also armed with experiential judgment, should easily be able to outperform naïve benchmarks, the Kahneman perspective encourages skepticism in this regard. Take the ZEW survey in Germany, which since February 2003 has solicited point forecasts for the DAX. 2 While the mean forecast of the excess market return coming from this survey produces OS-R 2 of 6.19% (with p-value=0.073) for March 2003-June 2010, success is concentrated in the first year as OS-R 2 = 1.09% (p-value=0.239) during February 2004 -June 2010 Some forecasters are weaker than others and these may skew the consensus. We conjecture that weak forecasters may be weak in part because they are more overconfident than other forecasters. One possibility is that, relying too much on intuition, they have a tendency to make extreme forecasts. Denrell and Fang (2010) document that those who have made a very accurate recent prediction -since markets are volatile this often implies an extreme prediction -are likely to be inferior forecasters going forward. Indeed our data indicate that survey respondents with higher forecast standard deviations have higher mean squared prediction errors (MSPEs Overconfidence can also manifest itself in the tendency to be too sure of one's views, leading to overly narrow confidence intervals. 4 This tendency is echoed in the model of Daniel, Hirshleifer and Subrahmanyam (1998) , where overconfident investors put too much stock in private information and exert pressure on prices in the direction of their information, with the result that if such investors dominate markets overreaction and eventual reversal in security prices can ensue. We further document that forecasters whose confidence intervals are wide enough to contain the eventual DAX realization more often than other forecasters are better forecasters in the sense that they have lower MSPEs. This is not tautological because better forecasters actually have narrower confidence bounds.
Next consensus forecast improvement is considered. We show that filtering out from the survey inferior forecasters can lead to modest but statistically significant improvements in accuracy. For example, if we drop the 30% of forecasters whose prior MSPEs over the preceding three forecasts was highest, OS-R 2 reaches 4.18%, which is significant at 2%. It is not obvious that this should be so since one might expect that inferior forecasts would be as likely to be too high (relative to the realization) as too low. Evidently, some error clustering is occurring, consistent with what has been found for analysts (Hirshleifer and Teoh (2003) ). We also document that there is a payoff to dropping forecasters without regard to past performance but who exhibit one marker of overconfidence, namely the tendency to make extreme forecasts. For example, if we drop the 70% of forecasters whose prior forecast volatility is highest over the preceding 12 months, OS-R 2 reaches 4.43%, which is significant at 3%.
In what follows, we begin by providing appropriate background on the ZEW DAX survey. In section 3 we explore the characteristics of successful forecasters and the contributing role of overconfidence. In the penultimate section, we document that filtering out weaker forecasters can lead to meaningful out-of-sample predictability.
Finally, in section 5, we discuss our findings and sum up.
ZEW survey
The ZEW Finanzmarkttest is a monthly survey of over 300 private sector forecasters in Germany. From 1991 to the present it has solicited predicted directional changes (rise/fall/unchanged) in a series of key macroeconomic and financial market variables for the key industrialized economies as of six months in the future. 5 Starting in February 2003, ZEW survey respondents were also asked to provide quantitative forecasts and confidence intervals for the DAX. Specifically, point estimates for the DAX six months in the future, as well as lower and upper bounds forming 90% confidence intervals began to be solicited. These are the forecasts that we investigate here. 6 The cleaned dataset has over 20,000 forecaster-survey observations, with a survey minimum/mean/maximum of 135/228/269.
To avoid the overlapping data problem inherent in the fact that forecasts are made monthly for six-month-ahead DAX levels, we here follow the methodology of Deaves, Lüders and Schröder (2010) , where one-month point forecasts and 90% confidence intervals are imputed from six-month. It is assumed that forecasters believe that the growth rate in the DAX will be constant over the next six months. More specifically, letting L6, F6 and U6 be the six-month interval lower bound, forecast point estimate and interval upper bound respectively, the one-month forecast point estimate (F1) is calculated as: 5 Most of these individuals work for a commercial bank, investment bank, insurance company or investment department of a large German company. For example, participants are asked to predict the inflation rate, long-term and short-term interest rates, economic activity, and stock market levels for these countries. 6 The final survey in our dataset is May 2010.
(1) 1 = (
where DAX0 is the (respondent-specific) current level of the DAX. On the assumption of i.i.d. DAX one-month returns, the standard deviation of one-month returns is 1/√6 times the six-month standard deviation. Confidence intervals are chosen to reflect what is believed to be the correct number of standard deviations on each side of the point estimate, as follows:
Respondents typically are given several weeks to make their forecasts, with first solicitation occurring usually near the end of the preceding month. For example, for the September 2004 survey the first received response was on August 28, and the last on September 14. For these reasons, equations (1)-(3) require adjustment. Since they are not told to do otherwise, logically respondents would be making their forecasts for exactly six months in the future. If we use these equations without adjustment, respondents' imputed one-month forecasts (and intervals) would be for different DAX dates and thus would not be comparable. The way to obviate this problem is to use a respondent-specific imputation that doesn't generate a one-month ahead forecast (and interval) but rather yields a one-month-ahead-of-the-end-of-forecast-month forecast (and interval), as follows:
(1 ) 1 = ( 6 0 ) (30+ )/180 * 0,
where d is the number of days from forecast receipt to the end of the forecast month.
Averaging subsets of these imputed forecasts provides the ZEW consensus forecasts that are investigated here.
Characteristics of successful forecasters
In this section we explore the characteristics of successful forecasters, where forecast success is calculated using MSPE. Certain of the variables considered are logical ex ante markers of superior performance, while others are potentially linked to overconfidence. Beginning with logical ex ante markers of superior performance, as described in section 2, forecasts are made at different times. Those made later, when more information is likely to be available, would be expected to be better forecasts. Cross-sectionally, individuals tend to have different survey response habits, with some tending to forecast early and others doing so towards the end of the survey month. STALENESS_MEAN, which is defined as the average number of days prior to the end of the survey month the forecaster in question submits her forecast, captures this. The expectation is that those contributing early and thus having higher STALENESS_MEAN will tend to have higher MSPE.
Second, forecasters submit not only point forecasts (which are used to assess MSPE) but also 90% confidence intervals surrounding their point forecasts. Logically those who feel they have a better sense of where the DAX is going should submit narrower confidence intervals. Thus average (scaled) confidence interval width (CONF_INT_MEAN), defined as (U6-L6)/DAX0, provides information on confidence.
Importantly, this is not the same as overconfidence, which requires a comparison of perceived and revealed ability. The expectation is that those with lower CONF_INT_MEAN will tend to have lower MSPE. Of course it is possible that their confidence is entirely unfounded, in which case there will be no impact.
Third, the tendency to produce extreme forecasts thereby relying to a great extent on one's own intuition points in the direction of overconfidence. Consistent with Denrell and Fang (2010), the expectation is that those whose forecasts tend to be more variable (i.e., have a higher standard deviation (SD)) will be weaker forecasters. Such a relationship is far from obvious, since, given the volatility that exists in stock indexes, a "perfect foresight" forecaster will have extremely variable forecasts. It is expected that SD and MSPE are positively related.
Finally, frequent submission is likely to be a signal of attention. On the other hand, consistent with the inattention model of Peng and Xiong (2006) , those participating sporadically are signaling inattention and perhaps a reduced ability to see where markets are moving. We define EXPERIENCE as the overall number of forecasts submitted during the sample, with the expectation that higher EXPERIENCE is associated with lower MSPE. Diminishing returns seem likely: logically going from 10 forecasts to 20 is a stronger incremental signal of interest than going from 50 to 60, since everyone responding 50 times or more is exhibiting commitment. For these reasons we perform not only regressions with EXPERIENCE but also those including a squared term (EXPERIENCE_2), with the expectation that the coefficient on the latter should be positive to reflect convexity vs. MSPE. for the difference in means between the extreme groups. If overconfident forecasters tend to make weak forecasts, then this would imply that High forecasters will have a lower HIT_PERCENTAGE than Low forecasters. There is evidence to this effect. In all four cases, Low has a higher average HIT_PERCENTAGE than does High. When there are at least 5-20 survey responses, the difference is statistically significant at 10% or better.
Filtering the ZEW survey
There are compelling reasons to pool forecasts (Timmermann (2009) (2009b)). Trimming or filtering out poor forecasters (or models) who mostly contribute noise has been shown to improve forecast combinations (e.g., Aiolfi and Favero (2005) ). 9
Here we consider the mean ZEW DAX forecast either with or without filtering based on prior performance. 10 The purpose is to investigate whether elimination of some of the weaker forecasters improves forecast combination accuracy. While we later document that one factor driving inferiority is overconfidence, for now the focus is merely on unconditional performance. In order to generate out-of-sample forecasts it is important that filtering be based on known information. Specifically we eliminate the z% of forecasters whose prior MSPEs fall in the bottom z% of all forecasters participating in a given month. We consider increments of 10% (10-90%) along with 95%, 99% and "All but best." The latter means that only the forecaster with the lowest prior MSPE is kept. 11
When utilizing past information, the two choices are a recursive or rolling window. 12
In the former case, all previous data are conditioned on while in the latter a constantlength window is maintained. The advantage of the former is that all information is used, but the disadvantage is some of this information might be so stale that it is best ignored. For example, suppose there are two ways to forecast the DAX, one primarily technical and the other primarily fundamental, with some forecasters employing the first approach and others the second. 13 Further suppose that the return generating function for the DAX is regime-dependent. Under the first regime, a technical approach would generate better forecasts, while under the second regime a fundamental approach would outperform. The problem with using a recursive approach is that it is less sensitive to the current regime since it could well be the case that a forecaster looks good because her technique performed well early in the sample when one regime was in place but her recent performance has been weaker now that a second regime is in effect. By varying the length of the rolling window one can get a sense of the optimal amount of past data to condition on. In truth, however, such a comparison is going to have an in-sample flavor, as there is no guarantee that this optimal window length will continue to be optimal going forward.
To evaluate the out-of-sample performance of the ZEW mean equity premium forecast, we calculate OS-R 2 , after Campbell and Thompson (2008) . This calculation requires a forecast methodology against which the ZEW forecast is compared. The simplest benchmark is the mean realized equity premium. Against such a benchmark, OS-R 2 is calculated as follows:
where m is the number of in-sample observations; q is number of out-of-sample 13 Dick and Menkhoff (2013) use this categorization in investigating ZEW exchange rate forecasts. observations; 0 is the initial out-of-sample forecast of the equity premium; + is the realized equity premium at m+k in the out-of-sample period; ̂+ _ is the ZEW mean out-of-sample equity premium forecast at m+k; and ̅ + _ is the historical mean equity premium calculated using data up to m+k. Note that 2 gauges the proportional reduction in MSPE for the ZEW mean forecast relative to the benchmark. 14 When 2 > 0, the ZEW forecast on average outperforms the historical mean forecast according to the MSPE metric. 15 Based on Clark and West (2007) , the null hypothesis that 2 ≤ 0 is tested against the alternative hypothesis that 2 > 0 in two steps. First, define the MSPE-adjusted statistic as follows: forecasts, and so on. Note that to be considered for inclusion we impose the screen that at least 10 forecasts must have been made by a forecaster during the holdout window (i.e., prior to the forecast to be evaluated). It can be observed in Figure 1 that while filtering improves matters somewhat the OS-R 2 is never significant even at 10%. 16 Evidently, there is little obvious value added in using a recursive approach. 17
In Figure 2 the same one-, two-and three-year windows as in Figure 1 are utilized, this time though using a rolling methodology. Again, we employ the screen that at least 10 forecasts over the rolling window must have been made. The first evaluated forecast is done in an identical fashion to the recursive approach, but moving forward the window size is kept constant, implying that early observations are ignored in forecast evaluation. Again, in all cases at least 10 observations over the preceding one, two or three years are required in order to be considered for inclusion. A rolling one-year approach reveals some improvement vs. no filtering with OS-R 2 s for 30-50% filters ranging from 2.66-3.38% with p-values at 10% or better. The superiority of a one-year vs. two-and three-year windows suggests that it is best to limit the window length so that forecasting success in the more distant past is ignored. Figure 3 investigates how narrow the window should be in order to maximize combination forecast improvement. Four approaches are displayed. The first (Min_10_for_12) repeats the rolling one-year window used in Figure 2 as a point of departure. The other three filters employ rolling windows of six months (Min_5_for_6), three months (Min_2_for_3) and one month (Min_1_for_1). It is also necessary to specify a minimum number of prior forecasts in the rolling window (again noting that the window does not include the forecast under consideration). For six months/three months/one month, the minimum is five/two/one. To interpret the Min_1_for_1 case, included forecasters must participate in two consecutive surveys, the one whose success is being examined as well as the one immediately preceding (where past success is based on how close the latter forecast was to the eventual DAX).
Beginning with Min_1_for_1, the highest OS-R 2 observed in Figure 3 (6.75%, p-value=0.063) is without filtering. Thus, exclusion of forecasters is not helpful: in fact it worsens matters, and for filters of 70% or more it is very much counterproductive. This should not be surprising since a track record of a single previous forecast (beyond the one under examination) is naturally rife with noise, and is clearly subject to the Denrell and Fang (2010) extreme-forecast success critique. Nevertheless it should be noted that there is a marginal gain from attention due to the fact that only those forecasters participating twice in a row are considered. The reference point in this regard is an OS-R 2 of 6.19% (p-value = 0.073), which applies to the case when we only assess the mean forecast without any past history requirement.
As for the other two (new) cases in Figure 3 , filtering improves matters for both the rather short 6-month and 3-month rolling windows. For example, for the very narrow three-month window (where we insist that a forecaster was active for the majority (i.e., 2 of 3) of prior forecasts), the OS-R 2 s range from 3.35-4.18% for 10-50% filters. These values are statistically significant at the 5% level when compared to the historical mean.
Related to Figure 3 is Figure 4 . Figure 4 ascertains the success of filtering, utilizing the same four approaches, but now the unfiltered mean forecast (rather than the historical mean) is the benchmark against which we compare filtered mean forecasts (which is why we begin at 10%). Broadly speaking, filtering out inferior forecasters is somewhat helpful, with a moderate amount of filtering producing the best results. Again, for the Min_2_for_3 case, the OS-R 2 (vs. no filtering) at a 10% filter is 1.45% with a p-value of 0.090. 18
Next we investigate whether those weaker forecasters who are filtered out are dropped in part because of their overconfidence. Turning to Table 4 , which employs the screen that a forecaster for potential inclusion must have made at least five forecasts over the previous six months, we provide the average levels (both mean and median) of relevant variables for three groups of forecasters, designated as 'Most,' 'Between' and 'Least,'
based on the percentage of the time that a forecaster is filtered out over the sample period (where the Most group contains individuals who are filtered out the most and the Least group contains individuals who are filtered out the least). Focusing on variables from Table 2 , it is salient that forecasters with narrow forecast intervalsrecall such forecasters are signaling confidence -are less likely to be filtered out. Further, one indicator of overconfidence, the standard deviation of point estimates, is also positively associated with a reduced likelihood to be included in the survey. While Table 2 suggests that overconfident forecasters (in the sense that they release extreme forecasts) are weak forecasters (i.e., they have higher MSPEs), Table 4 suggests that those forecasters who are often filtered out based on prior MSPEs also turn out to be overconfident forecasters (in the sense that their forecasts are too extreme).
Apart from academic interest, what if were considering hiring various individuals in a forecasting capacity, but while we had no track record of their forecasting performance we did possess proxies (perhaps obtained through the administration of a questionnaire) for various manifestations of overconfidence. The results presented here impel us to think twice before retaining applicant forecasters who reveal themselves to be overconfident. Figure 5 , where forecasters are filtered out not because of previous forecasting performance but because of prior point forecast standard deviation. It is apparent that there is a payoff to filtering out forecasters who display overconfidence through their past tendency to make extreme forecasts. In Figure 5 , six-month to three-year rolling windows are used. Take the one-year rolling window: while the OS-R 2 is close to zero, using 60-90% filters generates OS-R 2 s of 3.92-4.43% which are statistically significant at less than 5%.
Corroboration of this view exists in

Discussion and concluding remarks
The ability to forecast market returns is critical for many decision-makers. It matters for market timing, asset allocation, pension fund deficit calculation and corporate planning.
While it is recognized that returns have at best a modest predictable component, any improvements that can be garnered over such naïve models as the short rate plus the average realized equity premium are without doubt worth pursuing. Panels of expert forecasters are a ready source of informed opinion, but it is not clear how to make the best use of panel data.
We have considered how overconfidence impacts forecast performance.
Overconfidence as proxied by the tendency to make extreme forecasts leads to poor performance. Further, controlling for the fact that good forecasters have some knowledge of their skill which causes them to generate more narrow confidence intervals, it is still true that overconfidence as proxied by the hit ratio (i.e., percentage of the time that an interval contains the eventual realization) is associated with poor performance. It is beneficial to have information on the sources of forecast weakness because if one has such information but the forecaster under the microscope has an insufficient track record one can still make educated guesses about future performance.
Given forecaster heterogeneity it is logical to explore whether filtering out weak forecasters is a viable strategy. Filtering can be done directly by conditioning on past performance. Particularly useful when performance information is sparse is the fact that conditioning can also be done indirectly by taking into account overconfidence markers. Fairly short rolling windows, which delicately balance ignoring relevant information and noise reduction, work best. (2013)). First, for each forecaster in every survey month, we convert respondents' confidence intervals into individual volatility estimates by using the Davidson and Cooper (1976) method to recover respondent-specific probability distributions under normality. Second, we standardize them relative to all forecasters participating in the same survey month and then average across all months for which there was participation. Panels A through D differ in the minimum number of forecasts that a forecaster must submit in order to remain in the sample, with minima of n=5, 10, 20, and 30, respectively. The t-statistics are reported below the coefficients and corrected for heteroscedasticity using the White (1980) correction. Note that ***, **, and * indicate significance at 1%, 5%, and 10%, respectively. 
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