Particle Image Velocimetry is a measurement technique which is well adapted to the study of the structure of turbulent flows as it study allows to obtain quantitative information on the spatial structure of the velocity field. This contribution presents an experimental approach to characterize the measurement noise of a PIV system and the spatial response of such a method. This approach is based on a specific spectral analysis of the velocity vector field deduced from several PIV experiments. This study was done in two steps. The first step was to measure the noise level of PIV and to determine a model for the PIV transfer function from a series of displacement fields measured in a quiet flow. The second step was to compute spectra from velocity fields obtained in a turbulent boundary layer in a plane parallel to the wall. These spectra showed that PIV behaves like a band pass filter. This series of experiments allows to build a model for the prediction of the PIV spectrum based on the real one. This model confirms that the PIV noise is white. It allows to optimize the interrogation window size in order to obtain the best compromise between the spectral response and the spatial resolution.
Introduction
The use of Particle Image Velocimetry is now spread for the measurement of spatial phenomena in flows (Stanislas et al 1998) . The largest scales of the flow are limited by the field size. The smallest scales are also not caught, partly due to the limited resolution and partly to the noise. However, the use of PIV for the understanding of turbulence is still a domain of research with offers large possibilities of progress. During the last ten years, the PIV method has undergone a strong evolution. This "revolution" concerns pre-processing, accuracy, spatial resolution and noise (Lourenco & Krothapalli 2000) , as well as post-processing (Raffel et al 1998) , with tools such as double spatial correlation, pattern recognition, Proper Orthogonal Decomposition (Carlier et al 2000) . But, the spatial frequency measured by means of a PIV system and the transfer function of PIV have not been deeply investigated. The effect of the measurement noise on the turbulence spectra is not well known. These different points are addressed in the present contribution.
In the study of turbulence, the flow characterization by means of spectral analysis is a useful tool to determine the energy level of each turbulence scale. The standard method to do so is to put a hot wire in the flow and to compute the power spectrum from the recorded signal. This method gives the temporal spectrum and needs a Taylor hypothesis based on the local isotropy of turbulence to determine the spatial one (Hinze 1975) . One advantage of PIV as compared to single point measurement techniques is to give access directly to the spatial spectrum. Westerweel (1994) was the first to compare power spectra from PIV measurement in pipe flow with DNS results. He showed that the PIV spectrum is in agreement with DNS up to a cut-off wave number. The value of this cut-off wave number depends on the Signal to Noise Ratio. The SNR is the ratio between the RMS values of fluctuations and the measurement noise. If, due to the noise, the SNR decreases, the cut-off wave number decreases. Later, Westerweel et al (1997) , using experiments of grid-generated turbulence, showed the improvement brought by discrete image shifting on the power spectra computed from Digital PIV. They did a theoretical study of the noise reduction due to image shifting as a function of turbulence intensity. They did compare power spectra with and without image shifting to validate the theoretical study. It was shown that the noise level in the Fourier space can be decreased by an order of magnitude when the image shifting technique is used.
Without looking directly at the spectrum, Willert & Gharib (1991) have discussed the low-pass filtering effect of PIV, due to the averaging over the Interrogation Windows (IW). They showed that the spatial cut-off wavelength is twice the window size according to the Nyquist criterion. They deduced these results from a spatial wavelength response which looks like an unsigned sinc function. Guichard et al (1998) did generate synthetic images from DNS results. They compared spectra from DNS and from the PIV analysis. They also evidenced the low pass filtering effect due to the PIV method. But they could not evidence the evolution of the frequency cut-off with the inverse of the IW size. The obtained evolution was affected by the fact that the noise level increases when the window size decreases and modifies the cut-off frequency. Moreover, They observed that the PIV spectrum is in poorer agreement with the DNS spectrum when the window size decreases. Finally they had some difficulty to conclude on the ability of PIV to measure spectrum with good accuracy. In the present contribution a comparison of PIV and Hot Wire Anemometry (HWA) spectra will be performed. The results obtained will be compared with those of Guichard et al (1998) and Westerweel et al (1997) .
In the first part, an experimental approach based on a spectral analysis of the vector field will be presented to characterize the PIV noise. In the second part a comparison of PIV and Hot Wire Anemometry (HWA) spectra will be done (Bruun 1995) . A model taking into account the noise will be proposed to predict the PIV spectrum from the HWA one. A technique of window size optimization will be proposed based on the comparison of PIV and HWA spectra.
Characterization of the measurement noise
In this paragraph, the measurement noise is studied experimentally by a spectral characterization. This consists to determine the response to a "zero" input signal. This is obtained by means of a motionless flow. This should be sensitive at least to the effect of the background, speckle and camera noise together with the effect of the two pulse shape difference. The noise due to particle motion will be studied afterwards.
A motionless flow is supposed to be obtained by means of a PIV experiment carried out in a glass aquarium filled with quiet water. The x axis is horizontal and the y axis vertical. In this experiment, the measured particle displacement should be zero. For that purpose, the PIV delay was chosen as small as possible in order to neglect the particle displacement between the exposures (25 µs). The camera used was a Pulnix progressive scan TM9701. Its CCD has a size of 768 x 484 pixels 2 of 11.6 x 13.6 µm 2 each. The video signal was digitized at a rate of 30 im/s by means of an ICPCI board plugged in a PC computer. A 50 mm focal lens was used with f# = 8. The magnification was 0.11. The seeding was the natural suspended particles contained in water. Their diameter is estimated as about 1 µm. The light sheet was generated by a BMI pulsed YAG laser with 2 x 250 mj of energy at 15 Hz. The sheet thickness in the field of view was about 2 mm. Following Adrian (1991) , the depth of field was about 14 mm which avoids any problem to focus the particle images. In this configuration, the Airy disk diameter is of the order of 12 µm which gives a size of the order of 1.5 pixel (Adrian(1997)) . By looking at the particle images, the image size appeared to be of the order of 2.5 to 3 pixels along x by 1.5 to 2 pixels along y. These differences are attributed to the transfer functions of the CCD and of the lens. An estimation of particle images number was made, which leads to an order of 0.02 ppp (particles per pixel). This value is a little bit small, the optimal value should be around 0.035 ppp (Willert et Gharib (1991) ). Raffel & al (1998) discussed the influence of the background level on the noise. The present experiment was done in a dark room which contribute to obtain a background level close to zero. The analysis was made by the classical cross-correlation method without shift (the displacement being close to zero) with a 3 point Gaussian peak fitting in each direction. The displacement being zero, the results were weakly affected by the peak-locking effect which tends to reduce the noise intensity.
By this method, the systematic and random errors can be estimated taking into account the full PIV chain. The mean values and standard deviation of displacements along x and y were obtained. These results are given in Whatever the analysis window size is, a systematic error of the order of 0.02 pixel can be observed on the displacement along x. This value increases slightly with the window size. The standard deviation decreases when the window size increases according to the results of all authors described in the introduction. Its values along x are systematically about two times larger than the vertical ones. This is in agreement with the results obtained by Raffel et al for 16 x 16 interrogation windows. Reporting the present particle image diameters in the curve of figure 5.23 in Raffel et al (1998) leads to a RMS of 0.08 pixel in the x direction and of 0.055 pixel in the y one. The results are in less good agreement for the other window sizes.
From the 125 vector fields recorded, power spectra were computed along x, varying the window sizes X (along x) and Y (along y), this for different overlapping values. For that purpose, a Fourier transform was computed by FFT from each vector line. The power spectrum is classically computed by the product of the Fourier transform with its conjugate value divided by the length of the field. The spectra are averaged along y according to an homogeneity hypothesis. The mean spectrum of each field is also averaged on the 125 realizations to obtain a better convergence.
Figures 1 a and b present the power spectra respectively along x and y in the case of a 32 x 32 interrogation window. The spectra are plotted as a function of k, where k is the wave number taken along x. It could be taken along y without changing the results. The results are given for 3 different values of the overlapping (50, 75 and 87.5 %). As can be seen the obtained spectra correspond to a white noise multiplied by a squared sinc function : (sinc (k X/2)) 2 . The sinc function is indeed the Fourier transform of a gate function which corresponds to the interrogation window. This sinc function shows a reduction of the signal when the frequency increases. For a decrease of -3db, one gets a value of k 1 = 0.0875 rad/pix which corresponds to the cut-off frequency of the filter. In figure 1 a and b, the use of an overlapping higher than 50% does not give a better frequency response but is interesting to evidence the sinc function. Due to the windowing effect, a cut-off wave number of 2.8/X is obtained.
If a PIV record is considered as a continuous signal, the analysis using a sampling window can thus be considered as an averaging procedure over this window. This leads, by Fourier transform, to a multiplication by a sinc function. According to Lourenco & Krothapalli (2000) , the power spectra of the PIV noise can then be expressed as :
Where E noise is the white noise level obtained by fitting the spectrum with equation (1). This model is also plotted in figure 1 a and b with E noise = 17.5 10 -3 pix 3 and 4.4 10 -3 pix 3 respectively for E 11 and E 22 . The noise level is thus about 4 times higher for E 11 than for E 22 in agreement with the values of the standard deviation in table 1. As can be seen, there is a small gap at high frequency between the spectra and the model around the point where the sinc function goes to zero. However if this function is disconvoluted from the measured spectra, the signal obtained is very close to a white noise.
At low wave numbers, E 11 presents some variations which give a gap with the white noise. This gap is probably due to the transfer function of the video camera sensor, the data transfer of which is made along x. This brings a disturbance in the spectra which can be linked to the systematic error observed in Table 1 . This phenomenon is probably specific to the PIV chain used. In the following, the results presented correspond to E 22 and are generalized to Eii. Overlapping 50% Overlapping 75%
Overlapping 87.5% Equation (1) kmin k1
(a) (b) Figure 1 : power spectra of displacements from no motion PIV maps, analysis with 32 x 32 a) along x and b) along y.
Theoretically, the lower significant frequency is the inverse of the field length which, in this case, gives k min = 8.1 rad/m. This value is shown in figure 1 by a vertical dashed line.
The PIV measurement transfer function is thus comparable to a low pass filter which is characterized by a square sinc function due to the window effect. It presents a cut-off wave number of 2.8/X, X being the physical window size, whatever the overlapping is.
From figures 1 a and b, it is clear than an overlapping larger than 50% presents no interest as far as the spectral resolution is concerned. But an overlapping of 75% will be used here after in order to detect easily the sinc function. An approach based on spectral computation varying the window size X was done in a first step. This study shows that the cut-off frequency computed from k c X = 2.8 is universal. The first result was then to change the representation of the spectra to Eii = Eii(k X/2) which is universal in this case. The noise level is constant at a value of 17.5 10 -3 pix 3 . The following step was to compute the spectra only varying Y. 
Figure 2 a and b show spectra respectively in the classical and the new representation computed for different window sizes (16, 32 and 64 pixels) with an aspect ratio of 1. The model given by equation (2) is also plotted in this figure. It can be observed that the spectra are in good agreement with the model. ζ = E noise Y is nearly constant. In the present case, it takes a constant value of 0.56 pix 4 . This result confirms that the cut-off frequency due to the sinc function depends only on the window size X in the direction where the spectrum is computed. The noise level E noise depends only on the window size Y in the opposite direction.
From these results, to obtain a good spectrum, the idea could be to choose a rectangular window with a small X to increase the cut-off frequency and a large Y to decrease E noise . The problem would then be in the y direction. The best compromise is thus to use square windows.
This result is in agreement with the fact that the standard deviation σ u of the displacement decreases when the window size increases. σ u is indeed the square root of the integral of the power spectra. Taking into account equation (2), σ u can be directly obtained by :
where
. With 50% of overlapping, the integral term has to be limited to π and I = 1.418. The intensity σ u of the noise is thus proportional to the inverse of the square root of the interrogation window area. Table 2 presents the value of ζ 1 and ζ 2 deduced from figure 2 b and the estimation of σ u and σ v computed with equation (2) respectively for the displacement along x and y. Although the interrogation window sizes are different, the density ζ is quasi constant for a given direction. The small differences are probably due to an effect of convergence of the spectra. In 
Spectral analysis of PIV velocity fields from a turbulent flow
In order to better characterize the measurement noise and the PIV response in presence of a turbulent signal, an experiment was carried out in a boundary layer wind tunnel (Carlier (2001) ). This experiment allows to compare Hot Wire Anemometry spectra with PIV spectra. The boundary layer is turbulent. The Reynolds number, based on momentum thickness, is 7800. The boundary layer thickness is about 0.3 m and the free stream velocity is 3 m/s. The HWA measurement were obtained with a classical method by recording the instantaneous velocity during a long period (300 s) with a sampling frequency of 2200 Hz (Shannon theorem was fulfilled). The number of samples was 1 260 000. The Kolmogoroff frequency being of the order of 1 kHz, a filter was used to avoid the folding effect with a cut-off frequency of 2 kHz. The hot wire length was of 0.5 mm, corresponding to 4 wall units which is comparable to the Kolmogoroff scale. The spectra were obtained by computing the Fourier transform of the HW signal with the same FFT algorithm as for PIV (average of about 300 spectra of 4096 samples). A Taylor hypothesis was used to convert from time to space (Hinze 1975) .
The PIV records were obtained in a plane parallel to the wall at a distance of about 30 wall units. The laser sheet thickness was of the order of 0.5 mm corresponding to 4 wall units. The same PIV system as in paragraph 2 was used with the same magnification and f# number. The whole flow was seeded with Poly-Ethylene Glycol. The delay between both laser pulses was chosen to obtain a dynamic range of the order of 3 pixels (150 µs). With this range the turbulence intensity was of 0.45 pixel. An overlapping of 75% was also used in order to evidence the sinc function due to the window averaging in the Fourier space. A total of 200 fields were recorded to compute the spectrum. The particle image size was of the same order as in the previous experiment. The number of particles was close to 0.04 ppp (particles per pixel), that is twice the value in paragraph 2. This should be favorable on the noise point of view.
In the case of PIV results obtained in a small region of a turbulent flow, the signal is not periodic. This non periodicity makes a discontinuity when FFT is used to compute spectrum. If the signal is comparable in size with one largest structure of the turbulent flow, the discontinuity increases the noise which becomes of the same order as the signal. In this case, a treatment to make the sample periodic is necessary. Figure 3 a shows the spectrum computed from a signal corresponding to a small part of a sin wave (0 < x < π/2) f(x) = sin(π x) + 1/13 sin(π x/13). The exact solution gives two Dirac functions for k = 1 and k = 13. If no treatment of periodicity is done, the noise due to the discontinuity is of the same order as the signal. Different treatments were tested : -multiplying the signal by a sin function, -subtracting the straight line which pass by the first and the last sample to the signal. This two methods improve the computation but are not enough, the derivative of the signal has also to be periodic. The proposed solution are : -multiplying the signal by a squared sin function or -using a symmetry around the last point of the sample when the sin function is multiplied or the straight line is subtracted to the signal. As can be seen in figure 3 a the symmetrical straight line treatment gives the less noisy spectrum for the complete range of frequency.
The treatment methods were also tested on the sample of 200 PIV velocity fields. Figure 3 b confirms that the symmetrical straight line is the best method. The symmetrical and squared sin functions present a noise level higher for the smallest frequency.
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1.E-02 Figure 4 a and b present the comparison between HWA and PIV spectra respectively for 32 x 32 and 64 x 64 interrogation windows. Beside these two spectra, a straight line with a -2 slope is also plotted on these figures. In this case the length of the field was about 80 mm, which leads to k min = 80 rad/m. This value is indicated by a short dashed line in the figures. The PIV spectrum is in agreement with HWA from k min to a wave number of the order of 500 rad/m in figure 4 a (32 x 32 IW) and 900 rad/m in figure 4 b (64 x 64 IW). The difference appearing above these wave numbers, which is due to noise, will be discussed later. By considering that the HWA is close to the exact spectrum, a first approximation model of the PIV spectrum can be proposed as :
Where E noise is computed from E noise = ζ / X for square windows. For the present experiment, the value of ζ which gives a good fit is 6.6 10 -9 m 4 /s 2 . In pixel unit, a value of ζ = 1.352 pix 4 is obtained which is higher than in the experiment of paragraph 2. The difference will be discussed further downstream. For both analysis windows, this model is in agreement with the PIV spectrum approximately up to where the sinc function goes to zero. Around and above this value, a significant difference exist, as in the experiment of paragraph 2. The PIV spectrum does not go to zero. Here it goes nearer to the -2 envelop of the sinc function. This should be attributed to the fact that ζ is larger here than in the experiment of paragraph 2 and also to some folding of high frequency noise. Thus, this model supports the idea that the difference between PIV and HWA is due to the combined effect of PIV noise and the use of an interrogation window for the PIV analysis. The same result as in paragraph 2 can be deduced : The PIV method behaves as a low pass filter. The cut-off wave numbers k c can be deduced from k c = 2.8/X, X being the analysis window size in physical units. This cut-off, indicated by the long dashed line in figures 4 a and b takes the value 850 rad/m and 430 rad/m respectively for the 32 x 32 and 64 x 64 interrogation windows. As can be observed in both figures, these wave numbers decrease when the window size increases while the real cut-off of the PIV spectrum behaves the opposite. This is due to the fact that, for a given PIV recording set-up, ζ is constant and thus E noise increases when X decreases.
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1.E-03 (4), analysis a) with 64x64 pix 2 and b) with 32x32 pix 2 . It is now well know that sub-pixel shift reduce the peak-locking effect and then improve the accuracy. Foucaut et al (2003) showed that the Whittaker interpolation used by Scarano and Reithmuller (2000) is well adapted to the PIV processing. They explained that this technique is better because it respects the sampling theorem. In order to evidence the peak-locking effect, Figure 5 a shows a comparison of the PDF of the u component of the velocity fluctuation. This PDF is computed from each vector line of the 200 velocity field. The PIV analysis is performed with an integer shift (as in figure 4 ) and with a sub-pixel shift using the Whittaker interpolation. These results are also compared with Hot Wire Anemometry which shows that the PDF of the flow is nearly Gaussian. The results with the integer shift analysis show a small peak locking effect which tends to reduce the probability close to zero. This effect is cancelled with the Whittaker sub-pixel shift which is closer to the hot wire results. To study this effect on the noise, spectra are computed from the same data. The comparison presented in figure 5 b does not show a significant difference between both analysis method. This allows to conclude that the peak-locking evidenced by the PDF function is a random noise which level is negligible as compared to the signal in the Fourier space. In conclusion, the peak-locking effect is detectable in the PDF function. It can be removed with a sub-pixel shift based on the Whittaker interpolation. Nevertheless, even if the dynamic range used in the present experiment is small, it does not modify the largest part of the spectrum. u/u'
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Optimization of the interrogation window size
Based on the previous analysis, an optimization of the PIV window size can be proposed. It is based on a Signal to Noise Ratio of 1 at the cut-off frequency. The noise can be estimated as E noise = ζ / X if a square interrogation window is used. Taking into account equation (3), the noise at the cut-off frequency writes :
Figure 6 a shows the line of equation (5) and the HWA spectrum. At the point where equation (5) cuts the spectrum, SNR = 1. The cut-off frequency is then obtained and the optimized IW size can be deduced. In the case of the present experiment, a size of 36 pixels is obtained. using this value, a new analysis was performed and the spectrum was computed. Figure 6 b shows the comparison of the PIV and HWA spectra with the model of equation (4). As can be seen, the PIV spectrum follows correctly the HWA one up to k c = 750 rad/m which was the goal. By this method, a compromise is obtained between the frequency response, and the spatial resolution in the physical domain.
The drawback of this method is that a spectrum of the flow must be known a priori. Generally, when turbulence is studied with PIV, an other measurement technique is used to obtain converged point statistics (HWA, LDV). These techniques allow to obtain the spectrum. In a future work, a method of optimization which needs no spectrum will be studied in order to deduce the interrogation window size directly from a first analysis.
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Conclusion
For the study of turbulent flows, the interest of Particle Image Velocimetry is to obtain quantitative information on the spatial structure of the flow. The present contribution shows an experimental approach to characterize the measurement noise of a PIV system and the spatial response of such a method. This approach is based on a specific spectral analysis of the velocity vector field deduced from several PIV experiments. The present study was based on two kinds of experiments. The first one has allowed to measure the noise level of PIV and to determine a model for the PIV transfer function from a series of displacement fields measured in a quiet flow. This model evidences the behavior of the noise against the interrogation window size and a cut-off frequency due to the windowing effect. It introduces a spectral noise density which is constant for a recording set-up. The second experiment was to measure velocity fields in a turbulent boundary layer in a plane parallel to the wall at 30 wall units. From the 200 fields spectrum was computed. From a comparison with Hot Wire Anemometry spectrum, the results showed that the PIV behave like a band pass filter : the low (k min ) and high (k c ) cut-off frequencies depend respectively on the field size and the interrogation window size. These series of experiments allow to build a model (equation 4) for the prediction of the PIV spectrum based on the real one (obtained with HWA). This model confirms that the PIV noise is white. It allows to optimize the interrogation window size in order to obtain the best compromise between the spectral response and the spatial resolution. The high cut-off frequency can then be optimized to obtain the larger possible bandwidth for a given noise level. An analysis with a continuous local shift using the Whittaker interpolation is also tested. In this analysis the peak-locking is canceled. As far as the spectrum is concerned, the results do not show improvement. This allows to conclude that the peak locking error is a white noise of small level. This error is not detectable in the Fourier space. The RMS value of the noise can be estimated from the noise density allowing to quantify the measurement accuracy. The final characteristics of this experiment are summarized in table 3 which shows the noise density, the window sizes tested, k max (maximal significant value of k), E noise , the noise level σ u (equation 3) and an estimation of the accuracy σ u /U (U being the dynamic range of 3 pixels). In this table ζ is considered as a constant (as in paragraph 2). Even if the noise level E noise or σ u are minimum for X = 64 pixels, the maximum wave number is obtained for the optimal size X = 36 pixels. In this case, the accuracy is of the order of 2.6% which is good given the dynamic of 3 pixels.
X (pix)
ζ ( Table 3 : accuracy of the experiment for different interrogation window sizes.
