Dynamic factors estimated from panels of macroeconomic indicators are used to predict future recessions using probit models. Three factors are considered: a bond and exchange rates factor; a stock market factor; a real activity factor. Three results emerge. First, models that use only financial indicators exhibit a large deterioration in fit after 2005. Second, models that use factors yield better fit than models that use indicators directly. Out-of-sample forecasting exercises confirm these results for 3-, 6-, and 12-month horizons using both ex-post revised data and real-time data. Third, results show evidence that data revisions affect factors less than individual indicators.
Introduction
Forecasting recessions (i.e., periods of decline in economic activity) is considered to be of special interest in macroeconomics as well as for policy makers and private economic agents. However, the prediction of business cycle phases in real-time (or shortly after) is particularly difficult since business conditions are never directly observable and the Business Cycle Dating Committee of the NBER makes its announcements long after the fact (often more than a year). For example, the NBER determined that a peak in economic activity (beginning of a recession) occurred in the U.S. economy in December 2007. This announcement, however, was not made until December 2008. In fact, over the past 30 years, the NBER has made its announcements between 6 to 20 months after the corresponding peak or trough.
In this context, a common strategy among those interested in modeling business conditions in real-time consists in generating recession probabilities using binary class models (e.g., probit, logit) for current or future NBER recession dates. The existing literature has focused mainly on probit models that use macroeconomic indicators directly. For example, Estrella and Mishkin (1998) find that the 3-month less 10-year term spread and stock price indexes are the most useful predictors of future U.S.
recessions. Similarly, Wright (2006) finds that using the level of the federal funds rate together with the term spread improves the performance of the predictive probit models. Recently, Katayama (2010) analyzed the forecasting performance of several binary class models for NBER recessions using combinations of 33 macroeconomic indicators and a 6-month horizon. He concludes that the combination of the term spread, month-to-month changes in the S&P 500 index, and the growth rate of nonfarm employment generates the sequence of out-of-sample recession probabilities that better fits NBER recession dates. Other relevant contributions to this literature include Dueker (1997) , Chauvet and Potter (2005) , Kauppi and Saikkonen (2008), Hamilton (2011) , Owyang et al. (2012) , Berge (2014) , and Ng (2014) , among others.
In this paper, I use dynamic factors estimated from small panels of macroeconomic indicators (macro factors) to forecast NBER recession dates using probit models. The goal is to compare forecasts from the factor-augmented probit models with forecasts from models that use only macroeconomic indicators. Three monthly macro factors are considered: (1) a bond and exchange rates factor extracted from 22 financial indicators;
(2) a stock market factor extracted from 4 stock market indicators; (3) a real activity factor extracted from 4 "coincident" macroeconomic indicators. Recently, Chen et al. (2011) used static factors estimated by principal components from a large number of time series also to forecast future NBER recessions.
1 This approach based on large panels of macroeconomic indicators has been found useful in many forecasting exercises (see, e.g., Watson, 2002a,b, 2006) . However, using dynamic factors estimated from small panels has some advantages. First, the small panel approach allows us to account for two important issues when evaluating the (pseudo) real-time out-of-sample performance of the forecasting models: (1) data availability at the time the forecast would have been made; (2) the effect of data revisions on the predicted probabilities.
The first issue is addressed by properly taking into account the fact that real activity indicators are available with some lag. The second issue is addressed by comparing the out-of-sample forecasting performance of the models using both ex-post revised data and real-time data. In addition, factors estimated from small panels can be easier to interpret than factors estimated from large panels. Finally, recent work by Kauppi and Saikkonen (2008) , Nyberg (2010), and Ng (2012) , among others, has found 1 Bellégo and Ferrara (2012) use a similar approach to forecast recessions in the euro area.
evidence that including dynamic elements (e.g., lags of the binary response variable)
in the probit models can yield more accurate forecasts of U.S. recessions than standard probit models. But due to the long delay in NBER announcements, these dynamic models require important assumptions about what is known at the time of forecasting
(specifically, what is the state of the economy in recent months). Since the real activity factor is a good predictor of the state of the economy (Chauvet and Piger, 2008) , the models considered in this paper offer an alternative to the dynamic probit models that does not require knowledge of recent NBER turning points.
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The main results of this paper can be summarized as follows. First, probit models that use only financial indicators as predictors of future NBER recessions exhibit a large deterioration in fit after 2005. On the other hand, probit models that use both financial and real activity indicators directly or through a macro factor maintain their fit throughout the sample and exhibit a better forecasting performance during the 2008-09 recession. Second, probit models that use macro factors as predictors yield better in-sample fit than models that use indicators directly. Relative to the models proposed in Estrella and Mishkin (1998), Wright (2006) , and Katayama (2010) , the improvement can be substantial. Third, (pseudo) out-of-sample forecasting exercises designed to mimic real-time conditions confirm that forecasts from the probit models based on macro factors dominate forecasts from models previously considered in the literature. These results hold for 3-, 6-, and 12-month forecasting horizons using both ex-post revised data and real-time data. Finally, the results in this paper provide some 2 Additional evidence supporting the use of small panels is provided in Camacho et al. (2013) and Fossati (2014) . For example, Fossati (2014) compares the performance of a "small data" dynamic factor and a "big data" principal components factor as predictors of current NBER recessions using both binary class models and Markov-switching models. The results show that models based on the "small data" dynamic factor generate the sequence of out-of-sample class predictions that better approximates NBER recession dates. In addition, Camacho et al. (2013) show decreasing returns to adding more indicators with similar signal-to-noise ratios.
evidence on the issue of data revisions and factor models. In particular, data revisions appear to affect the real activity factor less than the individual real activity indicator (employment), a result conjectured in Berge and Jorda (2011) and Chen et al. (2011) .
As a result, probit models based on macro factors provide the best and most robust predictive performance for NBER recessions at all horizons considered in this paper. This paper is organized as follows. Section 2 discusses the estimation of a dynamic macro factor from each of the three panels of macroeconomic indicators using Bayesian methods. Section 3 presents the predictive probit regressions and forecast evaluation statistics. Section 4 presents the empirical results. The in-sample results are presented in section 4.1. Out-of-sample results using both ex-post revised data and real-time data are presented in section 4.2. Section 5 concludes.
Estimation of Macro Factors
In this paper, instead of estimating latent common factors from a large panel of monthly macroeconomic indicators using principal components as in Watson (2002a,b, 2006) , among others, I consider three small panels of indicators. These are:
(1) a bond and exchange rates data set of 22 financial indicators including interest rates, interest rate spreads, and exchange rates; (2) a data set of 4 stock market indicators including stock price indexes, dividend yield, and price-earnings ratio; (3) a data set of 4 real activity indicators including industrial production, personal income less transfer payments, real manufacturing trade and sales, and employment. Dynamic factors estimated from each of these panels have been found useful in many forecasting exercises.
For example, Ludvigson and Ng (2009) show that an important amount of variation in the two-year excess bond returns can be predicted by factors estimated from panels (1) and (2) .
3 Likewise, panel (3) has been used in Watson (1991), Diebold and Rudebusch (1996) , Kim and Nelson (1998) , Chauvet (1998) , Chauvet and Piger (2008) , Camacho et al. (2013), and Fossati (2014) , among others, to model real-time business conditions.
For each of these three panels, I estimate a dynamic factor model using Bayesian methods and the following framework.
4 Let x be a T × N panel of macroeconomic indicators where x it , i = 1, . . . , N , t = 1, . . . , T , has a factor structure of the form
where
dynamic factor loadings, and e it is the idiosyncratic error. The dynamics of the latent factor are driven by an autoregressive process such that
). In addition, the dynamics of the idiosyncratic errors are also driven by autoregressive processes such that
For example, with N = 4, this is the dynamic factor model considered in Stock and Watson (1991) .
For each of the three panels, the dynamic factor model is estimated recursively, starting with the sample period 1967:1-1988:1 and ending with the sample period 1967:1-2010:12 (i.e., the full sample). Prior to estimation, the data is transformed to ensure stationarity and standardized. 5 The factor model specification is completed by assuming s = 2 and p g = p e = 1 for every panel so that
. . , N . For estimation, the dynamic factor model is written in state-space form and estimated via Gibbs sampling following Kim and Nelson (1999) and Ludvigson and Ng (2009) . Identification is achieved by setting the factor loading on the first time series in each panel to 1, i.e. λ 10 = 1.
Finally, the parameters λ ij and ψ i are initialized to zero, φ, σ 2 g , and σ 2 i are initialized to 0.5, and principal components is used to initialize the dynamic factor. The Gibbs sampler runs 6,000 times. After discarding the first 1,000 draws (burn-in period), posterior means are computed using a thinning factor of 10, i.e. computed from every 10th draw. As a result, the subsequent analysis is based on the means of these 500
draws. The full sample estimated macro factors (ĝ it for i = 1, 2, 3) are presented in Figure 1 .
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Predictive Regressions and Forecast Evaluation
The definition of the recession indicator follows Wright (2006) and is similar to the hitting probabilities considered in Chauvet and Potter (2005) . Let y t t+h be a binary variable which equals 1 if the NBER's Business Cycle Dating Committee subsequently declared any of the months t + 1 through t + h as a recession and 0 otherwise. A forecast of the probability of a recession in the next h months (p t t+h ) from a probit 5 A complete description of the series and transformations is given in the appendix.
regression is then given by
where Φ(·) is the standard normal cumulative distribution function, β is a vector of coefficients, and z t is a k × 1 vector of predictors including an intercept.
Among the many potential predictors considered in the literature, the slope of the yield curve (or term spread) has been found to be a robust predictor of U.S.
recessions. Estrella and Mishkin (1998) , for example, conclude that the 3-month less 10-year term spread is the single best predictor of future recessions when looking at a horizon of two to four quarters. In addition, they find that stock price indexes can improve predictions and conclude that a model that uses these two financial indicators together gives a better out-of-sample predictive performance than one that uses the term spread alone. Similarly, Wright (2006) finds that a model using both the term spread and the level of the federal funds rate yields a better performance than a model using the term spread alone. Recently, Katayama (2010) analyzed the forecasting performance of 33 macroeconomic indicators using a 6-month horizon and concludes that the combination of the term spread, month-to-month changes in the S&P 500 index, and the growth rate of non-farm employment generates the sequence of out-ofsample recession probabilities that better fits subsequently declared NBER recession dates. Based on these studies, four indicators are selected as candidate regressors: (1) the 3-month less 10-year term spread (310TS); (2) the level of the federal funds rate (FFR); (3) the growth rate of the S&P 500 stock market index (SP500); (4) the growth rate of non-farm employment (EMP). In addition to these four indicators, I consider the three macro factors discussed in the previous section. As a result, in this paper I consider a regressor set of seven indicators (310T S t , F F R t , SP 500 t , EM P t ,ĝ 1t ,ĝ 2t , ĝ 3t ), with probit models restricted to a maximum number of three predictors (plus an intercept). In total, sixty-three alternative models are evaluated.
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Predicted recession probabilities for months t + 1 through t + h are generated based the information available at month t. In the case of the financial indicators, the factor g 1t (bond and exchange rates), and the factorĝ 2t (stock market), the information set includes data up to time t. In the case of the real activity indicator and the factorĝ 3t
(real activity), however, the information set includes data only up to time t − 1. As a result, real activity indicators enter the predictive regressions lagged one month.
I evaluate the in-sample fit of each candidate model using McFadden's pseudo-R 2 (R 2 mf ) and the Bayesian Information Criterion (BIC). The R 2 mf is defined as
where lnL is the value of the log likelihood function evaluated at the estimated parameters and ln L 0 is the log likelihood computed only with a constant term. The BIC for a model with k predictors is defined by
whereσ is the regression's standard error and T is the sample size.
Out-of-sample predicted probabilities of recession are evaluated using two statistics.
The first statistic is the quadratic probability score (QPS), equivalent to the mean squared error, which is defined by
where T * is the effective number of out-of-sample forecasts andp t t+h is the predicted probability of recession for months t + 1 through t + h for a given model. The QPS can take values from 0 to 2 and smaller values indicate more accurate predictions. Finally, recession probabilities are evaluated using the log probability score (LPS), which is given by
The LPS can take values from 0 to +∞ and smaller values indicate more accurate predictions. Compared to the QPS, the LPS score penalizes large errors more heavily.
See, e.g., Katayama (2010) and Owyang et al. (2012) .
Results

In-Sample Results
Each of the predictive probit regressions is first estimated using data starting in 1967:1 and ending in 2005:12, as in Wright (2006) While the analysis considers a total of sixty-three alternative predictive models, results for only ten models are discussed here. 7 Table 1 summarizes, in no particular order, the ten models discussed in this paper. Model 1, the baseline model, uses the 3-month less 10-year term spread as predictor. Model 2 uses both the term spread and 7 Results for the remaining models are available upon request.
the level of the federal funds rate. This model is found to give the best performance in Wright (2006) . Models 3 uses both the term spread and month-to-month percentage changes in the S&P 500 stock market index. This model is found to give the best performance in Estrella and Mishkin (1998) . Model 4 adds the growth rate of nonfarm employment to model 3. This is the best performing model in Katayama (2010) .
The remaining six models are the ones that exhibit the best performance in this paper:
i.e., models that were ranked at least as top 3 by at least one of the forecast evaluation statistics discussed in the previous section. Note that all the top performing models include at least one macro factor as predictor. For example, models 5 and 6 include the real activity factor, model 7 includes the stock market factor, and models 8 and 9
include both the real activity and stock market factors. Finally, model 10 is a factoronly probit model.
[ and the BIC, all the top ranked models include at least one macro factor as predictor (see Table 1 ). Overall, model 8 (which uses 310T S,ĝ 2t , andĝ 3t ) is the best fitting model when looking at recessions over the next 3 months.
[ 
Out-of-Sample Results
To provide a more accurate assessment of the predictive regressions, in this section I evaluate the out-of-sample performance of the models in two (pseudo) real-time forecasting exercises. The first exercise uses ex-post revised data, corresponding to the February 2011 vintage, to generate out-of-sample predicted recession probabilities for each of the sixty-three models and the three forecast horizons (h = 3, 6, and 12 months). The first forecast is made for 1988:2 and the last for 2010:12 − h. As a result, the hold-out sample includes 272 out-of-sample predictions when h = 3, 269
predictions when h = 6, and 263 predictions when h = 12. In these three cases, the hold-out sample includes the last three recessions. The dynamic factors are estimated recursively, each period using revised data up to time t, and expanding the estimation window by one observation each month. The probit models are also estimated recursively and used to generate a recession probability for months t + 1 through t + h based the information available at month t. Again, in the case of the financial indicators and the macro factorsĝ 1t andĝ 2t , the information set includes data up to t. In the case of the real activity indicators and the real activity factorĝ 3t , the information set includes data only up to t − 1 (i.e., lagged one month). Table 2 (panel B) reports the out-of-sample QPS and LPS for h = 3 months.
These forecast evaluation statistics suggest that the out-of-sample performance of the models that use macro factors is better than the models that use macroeconomic indicators directly. For example, replacing employment with the real activity factor (i.e., comparing models 4 and 6) improves the model's ranking from 8th to 2nd based on the QPS and from 12th to 2nd based on the LPS. Furthermore, all the top ranked models include at least one macro factor as predictor, a result consistent with what was found in-sample. Overall, model 8 (which uses 310T S,ĝ 2t , andĝ 3t ) is the best fitting model when looking at recessions over the next 3 months. 9 Relative to model 4, the model found to give the best performance in Katayama (2010) , model 8 reduces the QPS by 13% and the LPS by 12%. Again, the general result is that probit models that use real activity indicators directly or via the real factor exhibit a substantially better forecasting performance than models based only on financial indicators. Relative to models proposed in Estrella and Mishkin (1998) and Wright (2006), model 8 reduces the QPS by 44% to 48% and the LPS by 44% to 51% when looking at a 3-month horizon.
Tables 3 and 4 (panel B) report the out-of-sample QPS and LPS for h = 6 and h = 12 months, respectively. The main results are similar to those found for h = 3.
First, probit models that use macro factors give better out-of-sample fit than models that use indicators directly. Additionally, models that use both financial and real activity indicators give better out-of-sample fit than models with financial indicators alone. Overall, model 8 is the best fitting model at all horizons. For h = 6 and h = 12, the improvement relative to the models proposed in Estrella and Mishkin (1998) and
Wright (2006) can be substantial. For example, model 8 reduces the QPS by 41%
to 45% and the LPS by 37% to 49%. The improvement in out-of-sample forecasting performance relative to the model proposed in Katayama (2010) is smaller. Specifically, model 8 reduces the QPS by 11% to 17% and the LPS by 10% to 11%.
The second exercise examines the robustness of the results obtained above using real-time vintage data (i.e., data as it was available at the time the prediction would have been generated) instead of using ex-post revised data. This, of course, is only relevant for the real activity indicators. Again, the first forecast is made for 1988:2 and the last for 2010:12 − h. Macro factors are estimated recursively, each period using real-time data available at time t, and expanding the estimation window by one observation each month. The probit models are also estimated recursively and used to generate a recession probability for months t + 1 through t + h based the information available at month t with the real activity indicators and the real activity factor lagged one month. Tables 2, 3 , and 4 (panel C) report the out-of-sample QPS and LPS using realtime data for h = 3, 6, and 12 months, respectively. The results from this exercise confirm the overall conclusions from the previous exercise using revised data. In particular, models that use macro factors give better out-of-sample fit than models that use macroeconomic indicators directly. Based on real-time predicted recession probabilities, model 8 is again the best fitting model at all horizons. For example, relative to the models proposed in Estrella and Mishkin (1998) and Wright (2006), model 8 reduces the QPS by 32% to 41% and the LPS by 29% to 45%. Relative to the model proposed in Katayama (2010) , model 8 reduces the QPS by 14% to 16% and the LPS by 12% to 14%. As a result, the improvement in out-of-sample forecasting performance relative to the model proposed in Katayama (2010) is more important when using real-time data.
Figures 2, 3, and 4 show the out-of-sample predicted probabilities of recession based on revised and real-time data for h = 3, 6, and 12 months, respectively. Results for models 2, 3, 4, and 8 are presented. NBER recession months are shown as shaded areas. Vertical lines before each recession indicate the date we would like to see the probabilities rise (i.e., h months before the beginning of the recession). As noted above, the out-of-sample predictive performance of model 2 (Estrella and Mishkin, 1998) and model 3 (Wright, 2006) is poor. For h = 3 and h = 6, recession probabilities from these models are low for most of the hold-out sample. For h = 12, predicted probabilities are high before actual recession periods, consistent with the improved R 2 mf found in-sample, but drop too soon. On the other hand, including real activity indicators contributes to make stronger predictions with probabilities that are closer to 1 before and during NBER recessions. As can be seen, model 4 (Katayama, 2010) and model 8 (which uses 310T S,ĝ 2t , andĝ 3t ) exhibit a better performance, with high predicted probabilities preceding actual recession periods. Overall, model 8 is the best performing model as it generates recession probabilities that are smooth and closer to 0 during expansions and to 1 during recessions, a result consistent with the out-of-sample QPS and LPS scores reported above.
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Another result that emerges from these figures is that recession probabilities generated by model 8 are smooth when computed using both ex-post revised data as well as with real-time data. In fact, in the case of model 8, recessions probabilities generated with real-time data generally overlap with probabilities generated using revised data.
On the other hand, model 4 generates recession probabilities that are smooth when computed using ex-post revised data while much more volatile when using real-time data. This result is consistent with the larger deterioration in out-of-sample forecasting performance observed in model 4 (relative to model 8 and other models using macro factors) when probabilities are generated using real-time data. Therefore, this result provides some evidence on the issue of data revisions and factor models. As conjectured in Berge and Jorda (2011) and Chen et al. (2011) , data revisions appear to affect the real activity factor less than the individual real activity indicators (in this case employment).
Conclusion
This paper uses dynamic latent factors estimated from small panels of macroeconomic indicators to predict future NBER recession dates. The results show that probit models based on macro factors exhibit a better predictive performance than models that use macroeconomic indicators directly. These results hold in-sample and out-of-sample, for a forecasting horizon of 3, 6, and 12 months, and using both ex-post revised data and real-time data. Additionally, this paper shows that data revisions appear to affect the macro factors less than the individual indicators. Overall, probit models based on macro factors provide the best and most robust predictive performance for NBER recessions at all horizons considered in this paper.
Data Appendix
The following table lists the short name, transformation applied, and a data description of each series in the three groups considered. All bond, exchange rates, and stock market series are from FRED (St. Louis Fed), unless the source is listed as GFD (Global Financial Data), or AC (author's calculation). Vintage data for the real factor are from Camacho et al. (2013) . The transformation codes are: 1 = no transformation; 2 = first difference; 3 = first difference of logarithms. and BIC is the Bayesian Information Criterion from the maximum likelihood estimation of the probit models at a horizon of h months. QPS is the quadratic probability score and LPS is the log probability score. Models are ranked from 1 to 63. Note: R 2 mf is McFadden's pseudo-R 2 and BIC is the Bayesian Information Criterion from the maximum likelihood estimation of the probit models at a horizon of h months. QPS is the quadratic probability score and LPS is the log probability score. Models are ranked from 1 to 63. Note: R 2 mf is McFadden's pseudo-R 2 and BIC is the Bayesian Information Criterion from the maximum likelihood estimation of the probit models at a horizon of h months. QPS is the quadratic probability score and LPS is the log probability score. Models are ranked from 1 to 63. Out-of-sample predicted probabilities of a recession within the next 3 months for models 2, 3, 4, and 8. Revised (blue / dark) and real-time data (magenta / light). Shaded areas denote NBER recession months. Vertical lines denote the date we would like to see the probabilities rise (i.e., 3 months before the beginning of the recession).
Model ( Out-of-sample predicted probabilities of a recession within the next 6 months for models 2, 3, 4, and 8. Revised (blue / dark) and real-time data (magenta / light). Shaded areas denote NBER recession months. Vertical lines denote the date we would like to see the probabilities rise (i.e., 6 months before the beginning of the recession).
Model ( Out-of-sample predicted probabilities of a recession within the next 12 months for models 2, 3, 4, and 8. Revised (blue / dark) and real-time data (magenta / light). Shaded areas denote NBER recession months. Vertical lines denote the date we would like to see the probabilities rise (i.e., 12 months before the beginning of the recession).
