INTRODUCTION
inding solutions of nonlinear algebraic equation is one of the most important tasks in computations and analysis of applied mathematical and engineering problems [1, 2] . The iteration algorithm for nonlinear algebraic systems can be classified into two main groups: bracketing techniques and fixed point methods. The bracketing techniques can be addressed as the well-known bisection [3, 4] , Regula Falsi method [5] , Cox method [6] . The group of fixed point methods includes a long list of research contributions, among them are Halley method [7] , Jaratt method [8] , King's method [9] .
The Newton method is a well-known technique for solving non-linear equations. It considered as an improved version of the classical fixed point method with iteration function containing the information of derivative at each iteration step. The Newton method has a fast convergence rate of iteration process when a starting point is on the neighborhood of the exact solution of equation under consideration. The development contributions of Newton method are archived based on the improvement of convergence order, accuracy and computational time [10] [11] [12] [13] [14] . In a work by Frontini and Sormani [10, 11] , a modification of the Newton's method which produces iterative methods with order of convergence three has been proposed to find multiple roots of a nonlinear algebraic equations. In [12] , a research on the fourth-order convergence of Newton method was carried out by Chun and Ham. In their approach, per iteration requires two evaluations of the function and one of its firstderivative. For the order of convergence five, analyses of convergence and numerical tests were presented in [13] , and based on these analyses, a class of new multi-step iterations was developed. The higher-order convergence analysis problem of the Newton method is an interesting topic for future researches in order to obtain solutions of nonlinear algebraic systems with effectiveness and high precision.
The objective of the present paper is to generalize the classical Newton formula by introducing a new correction function h t that plays as a correction coefficient for the ratio of f x to ' f x at per iteration step. The form of h t depends on the convergence condition of iteration method. In our study, the second-order convergence condition is used to obtain a family of modified Newton iteration method. 
Let n n e x = -be a difference value between the exact solution and approximate solution value at n-th iteration step. It is well-known that the formula (2) has the second-order convergence with the solution error at (n+1)-th iteration step being 
has the second-order convergence with solution error
1 n e at (n+1)-th iteration step
where the coefficient 2 c determined by (4), and
Proof. Expanding the Taylor series of n n f x f e = about the solution point and
From Eq. (8), the derivative ' n f x can be derived as follows
Using Eqs. (8) and (9), the ratio n u of n f x to ' n f x can be estimated as follows
where the expression of n u is retained at the second-order of the error n e .
The Taylor expansion of n h u in the neighborhood of zero point gives
Substituting Eq. (10) into Eq. (11) for n u , and the result into Eq. (5), we get
Eq. (12) can be rewritten in the form of solution error
The expression (13) shows that the second-order condition of iteration (5) 
The proof is complete.
THE CHOICE OF CORRECTION FUNCTIONS The addition of the correction function h t
gives a generalized form of the classical Newton iteration method. The Newton method is recovered if the function h t is taken to be unity, i.e. 1 h t = . The importance of the function h t is that it decides the magnitude of coefficient 2 0
' 0 c h h -of solution error in the expression (14) . In the case that value of n e is very small, and can neglect the higher-order than 3 of n e , the error 1 n e at (n+1)-th iteration step can be estimated as a quadratic function of n e : The expression (15) 
Example 2
The second example is to solve the following equation The selection of a starting point for iteration is important because it affects to the convergence and approximate solution values of the iteration process. In Fig. 5 , if the starting point is dropped on the red color region, the solution 1 1 z = can be obtained from the iteration process. In the blue region, however, the iteration solution series tend to the second solution 2 
Example 4: Another complex equation
Let us solve the following complex equation: Figs. 7 and 8. The distribution of starting points is not symmetric. The red, blue and green color regions show the convergence of both iteration methods for 1 2 3 , , z z z , respectively. Also, the black region is the divergent one of iterations.
5 CONCLUSIONS Solving nonlinear algebraic equations plays an important role in areas of applied mathematics because this is usually a final stage in dealing with a series of implementation processes to find solutions of problems of mathematics and engineering. The Newton iteration method is simple and can be easy to implement to a specified algebraic equation. The our present study gives a family of iteration methods in which the classical Newton formula is a special case. The following results can be drawn from the family of modified Newton iteration method:
-The order of convergence of modified iterations in the family with different forms of the correction function is still remained to be two as the classical Newton method, as shown in Theorem 1. According to the definition of convergence order of iteration methods and Theorem 1, we have -The obtained results show that the choice of correction functions affects to the convergence of the modified iterations and the number of iteration steps can grow considerably if the starting point is far from the desired solution of the nonlinear equation. In general, the number of iteration steps of modified Newton method is larger than that of the classical Newton method. If an appropriate correction function is chosen, however, the difference between the iteration step numbers of modified and classical Newton methods may be not considerable.
-The basins of attraction in 1D and 2D demonstrate convergent regions of iterations in which a starting point can approach to exact solutions. Our study has proposed the use of several forms of the correction function. It is seen that the correction function 2 1/ 1 h t = can be a good choice for our iteration formulae because this function possesses a property that ' 0 0 h = leading to the estimated error of iteration solution
