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We present a rotationally invariant Hirsch-Fye quantum Monte Carlo algorithm in which the spin
rotational invariance of Hund’s exchange is approximated by averaging over all possible directions
of the spin quantization axis. We employ this technique to perform benchmark calculations for
the two- and three-band Hubbard models on the infinite-dimensional Bethe lattice. Our results
agree quantitatively well with those obtained using the continuous-time quantum Monte Carlo
method with rotationally invariant Coulomb interaction. The proposed approach is employed to
compute the electronic and magnetic properties of paramagnetic α iron and nickel. The obtained
Curie temperatures agree well with experiment. Our results indicate that the magnetic transition
temperature is significantly overestimated by using the density-density type of Coulomb interaction.
PACS numbers: 71.15.Mb, 71.20.Be, 71.27.+a
I. INTRODUCTION
The theoretical description of the electronic proper-
ties of transition metal compounds with partially filled d
and f -shells and strong Coulomb interaction between the
electrons remains a challenging, fundamental problem in
condensed matter physics.1,2 The interplay between elec-
tronic and lattice degrees of freedom in such materials
results in their diverse physical properties and rich phase
diagrams making these compounds particularly attrac-
tive for technological applications.3 Moreover, orbital de-
generacy is an important and often inevitable cause of
this complexity. Together with the Hund’s exchange in-
teraction, it has important implications for the electronic
and magnetic properties of correlated materials, leading
to formation of local moments and complicated multiplet
structures.
The electronic properties of correlated materials can
be understood by employing the so-called LDA+DMFT
approach,1,4 a combination of ab initio local density ap-
proximation (LDA) of the density functional theory and
dynamical mean-field theory (DMFT). Nowadays, the
LDA+DMFT technique has become a state-of-the-art
method for realistic description of correlated electron ma-
terials from first principles. This approach provides a
systematic many-body treatment of the effect of local
electronic correlations by taking into account temporal
fluctuations while spatial fluctuations are neglected. Ap-
plications of LDA+DMFT for correlated electron com-
pounds such as transition metals and their oxides have
provided important insights into our understanding of
the electronic and magnetic properties of these materi-
als. In particular, by employing the LDA+DMFT tech-
nique it has become possible to obtain a good quantita-
tive description of localized as well as delocalized electron
states. In addition, the approach allows one to determine
the electronic and magnetic properties of correlated com-
pounds in both paramagnetic and magnetically ordered
states.
Nevertheless, there are two important limitations
of conventional implementations of the LDA+DMFT
method. The first originates from the single-site (lo-
cal) nature of DMFT. In particular, the key assump-
tion of the theory is the limit of infinite spatial dimen-
sion, which allows one to perform an exact mapping of
a complex lattice model (such as the Hubbard model) to
a quantum impurity with an energy-dependent external
bath, resulting in k-independent self-energy. However,
in some cases the non-local spatial correlations can be
essential to provide a correct description of the proper-
ties of correlated materials.5 For instance, the standard
LDA+DMFT calculations are not able to capture the re-
duction of magnetic transition temperature due to long-
wavelength spin waves. To resolve this problem several
methods have been recently proposed,6 which we leave
beyond the scope of our paper.
The second limitation concerns the spin rotational
symmetry of the Hund’s exchange interaction. Since cor-
related materials often have several bands at the Fermi
level, it requires specific treatment of the local Coulomb
interaction, which in a cubic environment consists of the
intra- and inter-orbital Coulomb interactions U and U ′,
Hund’s exchange J , and the pair-hopping coupling J ′.
These interactions obey spin and orbital rotational sym-
metry, thereby U = U ′ + J + J ′ ensures the rotational
invariance in the orbital space and J = J ′ can be as-
sumed whenever the spin-orbital coupling is negligible.
Unfortunately, it is difficult to handle all these multi-
band interactions including Hund’s exchange coupling
and the pair hopping term with the quantum Monte
Carlo (QMC) method. In particular, a straightforward
implementation leads to a severe sign problem making
such simulations unfeasible. Therefore, at present, the
most material-specific calculations employ the approxi-
2mate form of the Coulomb repulsion restricted to the
Ising-type exchange interaction. These calculations often
provide a good quantitative description of the electronic,
magnetic, and structural properties of correlated materi-
als as a function of the reduced temperature T/TC, where
TC is the calculated temperature of magnetic ordering.
7,8
However, the correct symmetry of the exchange interac-
tion turns out to be essential for quantitative description
of the electronic and magnetic properties of correlated
systems.9–14
This problem can be overcome by using some quantum
impurity solvers such as numerical renormalization group
(NRG),15 exact diagonalization (ED),16 continuous-time
quantum Monte Carlo (CT-QMC),17 and others,11,13,18
which allow one to treat the Coulomb interaction in its
general form with preserved spin rotational symmetry.
These calculations performed for the two- and three-band
Hubbard models on the infinite-dimensional Bethe10,12
and hypercubic11 lattices show a substantial overestima-
tion of the magnetic transition temperature for the ap-
proximate Ising-type form of the exchange Coulomb in-
teraction with respect to the rotationally invariant one.
In accordance with this, recent LDA+DMFT calculations
of correlated compounds also indicate that the magnetic
transition temperatures appear to be significantly overes-
timated by using the density-density type of Coulomb in-
teraction.7,13,19 However, applications of these techniques
so far have been mostly limited to simple model systems
and only a few realistic calculations for 3d compounds
have been recently presented.20 This is mostly because of
high computational costs (exponential with the number
of orbitals) of these methods implemented with the full
rotationally invariant Coulomb interaction which makes
such calculations for 3d and 4f materials extremely ex-
pensive. Obviously, the LDA+DMFT investigations of
correlated materials with the Coulomb interaction in its
general form with preserved spin rotational symmetry re-
main problematic and pose a great theoretical challenge.
In this paper, we present an implementation of the
LDA+DMFT approach which allows us to take into ac-
count rotational symmetry of the exchange Coulomb in-
teraction. This approach is formulated in terms of the
Hirsch-Fye quantum Monte Carlo algorithm21 where the
spin rotational invariance of Hund’s exchange is approx-
imated by averaging over all possible directions of the
spin quantization axis. It provides a robust and com-
putationally efficient method which allows us to simu-
late the five-orbital systems at high temperatures. Us-
ing this technique we perform benchmark calculations for
the two- and three-band Hubbard models on the infinite-
dimensional Bethe lattice. In addition, we employ the
proposed approach to calculate the electronic and mag-
netic properties of paramagnetic α iron and nickel. To
outline the importance of rotational symmetry of the ex-
change Coulomb interaction we compare our results with
those obtained by using the density-density approxima-
tion.
This paper is organized as follows. In Sec. II we present
a detailed formulation of the proposed approach which
allows one to treat rotational invariance of the exchange
interaction. In Sec. III we employ this technique to com-
pute the electronic and magnetic properties of the two-
and three-band models on the Bethe lattice, paramag-
netic α iron, and nickel. The obtained results are com-
pared with those of previous calculations and experimen-
tal data. Finally, conclusions are presented in Sec. IV.
II. METHOD
The multiband Hamiltonian with full rotationally in-
variant on-site Coulomb interaction can be written in the
following form:22
Hˆ = U
∑
m
nˆm↑nˆm↓ (1)
+
1
2
∑
mm′σ
m 6=m′
{(U − 2J)nˆmσnˆm′σ + (U − 3J)nˆmσnˆm′σ
− J(cˆ†mσ cˆmσ cˆ
†
m′σ cˆm′σ + cˆ
†
mσ cˆ
†
mσ cˆm′σ cˆm′σ)},
where cˆ+mσ (cˆmσ) denotes the creation (annihilation) op-
erator of an electron with spin σ (=↑, ↓) at orbital m,
nˆmσ = cˆ
+
mσ cˆmσ, U is the screened Coulomb interaction
parameter, and J is the Hund’s exchange coupling. The
first three terms in Hamiltonian (1) correspond to the
density-density part of Coulomb interaction and contain
the exchange interaction in the Ising-type form. The re-
maining part consists of spin-flip (4th) and pair hopping
(5th) terms. Using the z-projection of the spin operator,
Sˆzm = (nˆm↑ − nˆm↓)/2, and the orbital occupancy opera-
tor, Nˆm = nˆm↑ + nˆm↓, the density-density part can be
rewritten as
Hˆdd = U
∑
m
nˆm↑nˆm↓ (2)
+
1
2
∑
mm′
m 6=m′
{U¯NˆmNˆm′ − 2JSˆ
z
mSˆ
z
m′},
where U¯ = U−5J/2 is the average value of the Coulomb
interaction. The spin-flip term in Eq. (1) can be ex-
pressed via operators Sˆxm = (cˆ
†
m↑cˆm↓ + cˆ
†
m↓cˆm↑)/2 and
Sˆym = −i(cˆ
†
m↑cˆm↓ − cˆ
†
m↓cˆm↑)/2 as
∑
σ
cˆ†mσ cˆmσ cˆ
†
m′σ cˆm′σ = 2(Sˆ
x
mSˆ
x
m′ + Sˆ
y
mSˆ
y
m′). (3)
The pair hopping term acts only on high energy states
with two electrons on the same orbital and thereby can
be neglected. However, taking into account the spin-
flip term in Eq. (1) is crucial for the correct description
of spin dynamics. Therefore, the Coulomb interaction
3Hamiltonian can be written as
Hˆ = U
∑
m
nˆm↑nˆm↓ (4)
+
1
2
∑
mm′
m 6=m′
{U¯NˆmNˆm′ − 2J ~ˆSm ~ˆSm′}.
Hamiltonian (4) with exchange term taken as a vec-
tor product, J ~ˆSm ~ˆSm′ , is invariant with respect to the
spin quantization axis rotations while the density-density
counterpart with the Ising-type exchange term, JSˆzmSˆ
z
m′ ,
is not.
To restore the spin rotational symmetry of Hamilto-
nian (2) we here employ the method originally proposed
by Hubbard.23 The Coulomb interaction in Ref. 23 was
considered in the following form:
UNˆ↑Nˆ↓ =
1
4
UNˆ2 − USˆ2z =
1
4
UNˆ2 − U(~e~ˆS)2, (5)
where Nˆσ =
∑
m nˆmσ, Nˆ = Nˆ↑ + Nˆ↓, Sˆz =
∑
m Sˆ
z
m, ~S is
the total spin of the atom, and ~e is an arbitrary unit vec-
tor that can be interpreted as a quantization axis direc-
tion. In order to restore the spin rotational symmetry in
Eq. (5), averaging over all possible directions of ~e was in-
troduced using the functional integral technique.23 Here
we implement this method with the Hirsch-Fye quantum
Monte Carlo algorithm (HF-QMC).21
The HF-QMC is based on the discrete Hubbard-
Stratonovich transformation which employs the identity
exp[−∆τUµν{nˆµnˆν −
1
2
(nˆµ + nˆν)}]
=
1
2
∑
sµν=±1
exp{λµνsµν(nˆµ − nˆν)}, (6)
where µ and ν are combined spin-orbital indices, sµν is
an Ising-like variable taking the values ±1, Uµν stands for
the matrix element of the Coulomb interaction operator,
and λµν = arcosh[exp(∆τUµν/2)]. The imaginary time
interval [0, β] is divided into L slices of length ∆τ , so
that τl = l∆τ , where l = 1, 2, ..L, and β denotes the
inverse temperature.
Using the Trotter decomposition, the partition func-
tion of the system can be approximated as
Z = Tr e−β(Hˆ0+Hˆint) = Tr
L∏
l=1
e−∆τ(Hˆ0+Hˆint)
≃ Z∆τ ≡ Tr
L∏
l=1
e−∆τHˆ0e−∆τHˆint, (7)
where Hˆ0 is the non-interacting (quadratic in fermion op-
erators) part of Hamiltonian (1) and Hˆint describes the
Coulomb interaction. Therefore, the partition function
can be written as a sum over all auxiliary field configu-
rations:
Z∆τ =
1
2NfL
∑
{s}=±1
z(s), (8)
where z(s) is the partition function for a particular con-
figuration of auxiliary fields, {s} denotes the set of all
auxiliary fields, and Nf =M(2M − 1) is the number of
auxiliary fields for M orbitals.
In the case of the density-density form of the local
Coulomb interaction, the single-electron dynamical po-
tential has only the z component and can be expressed
as
Vµ(τl) =
∑
ν( 6=µ)
λµνsµν(τl)σµν , (9)
σµν =
{
1, µ < ν
−1, µ > ν
. (10)
For the quantization axis defined by polar angle θ and az-
imuthal angle φ, the single-electron dynamical potential
can be written as
V ′(τ) = T †(θ, φ)V (τ)T (θ, φ), (11)
where V (τ) is the potential calculated by Eq. (9) for the
quantization axis chosen to coincide with the z axis, and
T (θ, φ) stands for a transformation matrix in the spin
variables and reads as
T (θ, φ) =
(
cos(θ/2)eiφ/2 sin(θ/2)e−iφ/2
− sin(θ/2)eiφ/2 cos(θ/2)e−iφ/2
)
. (12)
By integrating over all possible directions of the quantiza-
tion axis, we obtain the partition function of the system
with preserved spin rotational symmetry:
Z˜∆τ =
1
21+NfL π2
∑
{s}=±1
∫ 2pi
0
dφ
∫ pi
0
dθ z(s, θ, φ). (13)
Here, z(s, θ, φ) is the partition function for a particu-
lar configuration of auxiliary fields with the quantization
axis defined by angles θ and φ. Similarly to the original
HF-QMC algorithm, it can be demonstrated that
z(s, θ, φ) = det[G−1(s, θ, φ)], (14)
where G(s, θ, φ) is the Green’s function for a particular
configuration of auxiliary fields, angles θ and φ. The
resulting Green’s function has the following form
G˜∆τ =
C
Z˜∆τ
∑
{s}=±1
∫ 2pi
0
dφ
∫ pi
0
dθ G(s, θ, φ) z(s, θ, φ), (15)
where C = 1/(21+NfL π2). To integrate over all auxil-
iary field configurations and all possible directions of the
quantization axis in Eq. (15), we employ the quantum
Monte Carlo technique in which det[G−1(s, θ, φ)] is in-
terpreted as a stochastic weight. Similarly to the original
HF-QMC algorithm, the Green’s functions of two config-
urations with potentials V and V ′ are related to each
other as
G′ = A−1G, A = I + (I −G)(exp(V ′ − V )− I), (16)
where I denotes the unit matrix. However, in contrast to
the HF-QMC, Eq. (16) now contains off-diagonal in the
4spin indices elements. In the case of a single auxiliary
spin-flip, the fast matrix update algorithm has the same
form as in the HF-QMC method. Note, however, that all
equations have the matrix form in the spin indices. The
ratio of stochastic weights for two configurations which
differ by the quantization axis direction can be calculated
as
det[G(s, θ, φ)]
det[G′(s, θ′, φ′)]
= det[A]. (17)
If the new quantization axis direction defined by angles
θ′ and φ′ is accepted, the corresponding Green’s function
G′(s, θ′, φ′) is calculated via the full update procedure
using Eq. (16).
The physical meaning of the proposed rotationally in-
variant algorithm can be expressed as averaging over all
possible directions of fluctuating spin polarization in the
3d shell, in contrast to polarization along the z-axis only
in the density-density Hamiltonian. Thereby this tech-
nique allows one to take into account not only the longi-
tudinal spin fluctuations but also the transverse ones.
III. RESULTS AND DISCUSSION
In this section, we first present results of our model
calculations in comparison with previous studies. In par-
ticular, we employ the proposed approach to compute
the two- and three-band Hubbard models on the infinite-
dimensional Bethe lattice. We benchmark these calcu-
lations with the previously published results of the CT-
QMC computations.10 To study the role of symmetry
of the exchange interaction we compare our results with
those obtained by employing the density-density form of
the local Coulomb interaction. In particular, we compute
the uniform magnetic susceptibility χ(T ) = dM(T )/dHz
by calculating magnetization M(T ) =
∑
m(nm↑ − nm↓)
induced by the external magnetic field Hz applied along
the z axis (these calculations include the polarization
of the impurity Weiss field). In our calculations, we
adopted a few magnetic fields in the range from 0.01 to
0.04 eV to ensure linearity of response. The temperature
dependence of magnetic susceptibility χ(T ) is fitted to
the Curie-Weiss law χ(T ) = C/(T − TC), where C is a
material-specific constant and TC is the Curie temper-
ature. Next we investigate the electronic and magnetic
properties of paramagnetic iron and nickel. We outline
the importance of the correct spin rotational symmetry
of the exchange interaction to describe the properties of
these materials. These results are presented in Secs. III
B and III C.
A. Two- and three-band models
In recent years the properties of the two- and three-
orbital Hubbard models have been extensively inves-
tigated by using dynamical mean-field approach.9–11,24
Here we would like to refer to Ref. 10 where the two- and
three-orbital Hubbard models on the infinite-dimensional
Bethe lattice were studied by means of the continuous-
time quantum Monte Carlo method with full rotationally
invariant Coulomb interaction. In particular, it was es-
tablished that the effect of spin-flip interactions consid-
erably depends on a band filling. It was shown that the
Mott-Hubbard physics dominates due to the strong effec-
tive Coulomb interaction U in the particle-hole symmet-
ric case, while away from half-filling formation of local
magnetic moments is more plausible due to the Hund’s
exchange. In agreement with previous studies,11–13 it
was also shown that using the density-density form of
the Coulomb interaction results in an overestimation of
the magnetic transition temperature. For the bench-
mark purposes we here reproduce these calculations by
employing the proposed rotationally invariant HF-QMC
method.
In Fig. 1 (upper panel) we present our results for
the inverse uniform magnetic susceptibility calculated for
the two-band Hubbard model on the infinite-dimensional
Bethe lattice. We have chosen the same set of parameters
as in Ref. 10. Namely, we consider the two-band model
at half-filling with U = 4t for Coulomb interaction and
J = 1.2t for Hund’s exchange, where t is a half of the
non-interacting bandwidth. The calculated Curie tem-
peratures are 0.49t and 0.39t for the conventional and
rotationally invariant HF-QMC, respectively. These find-
ings are in good quantitative agreement with the results
of the CT-QMC calculations which give TC ∼ 0.49t and
0.42t for the density-density and rotationally invariant in-
teractions. Similar calculations with U = 8t (see Table I)
give TC ∼ 0.49t and 0.36t for the density-density and ro-
tationally invariant HF-QMC methods, respectively. We
notice that the effective local moments calculated by the
conventional and rotationally invariant HF-QMC meth-
ods agree well with those obtained by the CT-QMC.
To proceed further, we investigate the properties of the
three-band Hubbard model with U = 8t and J = 1.2t at
one-third electron filling (two-electron occupancy). In
Fig. 1 (lower panel) we present our results for the inverse
uniform magnetic susceptibility. Our results for U = 4t
and half-filling are summarized in Table I. For both sets
of parameters, the broken rotational symmetry of the
Coulomb interaction leads to an overestimation of the
Curie temperature. However, in agreement with Ref. 10,
this overestimation is found to be more pronounced at
the 1/3 filling than at the half-filling. This is due to the
Hund’s exchange interaction which plays a dominating
role away from half-filling. The Curie temperatures cal-
culated by the rotationally invariant HF-QMC algorithm
are 0.69t and 0.15t for the 1/2 and 1/3 electron filling, re-
spectively. These findings are in good quantitative agree-
ment with the results of rotationally invariant CT-QMC
calculations which give 0.70t and 0.14t for the half-filling
and one-third filling, respectively. Our findings clearly
indicate that the Curie temperature is overestimated by
employing the density-density form of Coulomb interac-
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FIG. 1. (Color online) Temperature dependence of the inverse
uniform magnetic susceptibility as obtained by DMFT for the
two-band (upper panel) and three-band (lower panel) Hub-
bard models on the infinite-dimensional Bethe lattice. The
straight lines depict the least-squares fit to the Curie-Weiss
law. The extracted Curie temperatures and effective local
magnetic moments are presented in Table I. The CT-QMC
results were taken from Ref. 10.
tion. Hence, the retaining of spin rotational symmetry is
crucial for the correct description of the magnetic tran-
sition temperature.
We find good quantitative agreement between the re-
sults obtained by rotationally invariant HF-QMC and
CT-QMCmethods. This demonstrates the validity of our
method for accurate description of the magnetic proper-
ties of correlated electron systems. We note that trans-
verse spin fluctuations can be regarded as an important
source of magnetic response softening. It is expected that
the proper treatment of the spin rotational symmetry of
Coulomb interaction is even more important in the five-
band case.
B. α iron
Elemental iron is one of the oldest and experimentally
best studied itinerant ferromagnets. Various properties
of iron can be understood on the basis of band-structure
calculations.25,26 In particular, these calculations provide
a good description of the low-temperature ferromagnetic
phase of Fe. However, applications of conventional band-
structure techniques to describe the properties of param-
TABLE I. Curie temperatures (in units of t) and effective
local magnetic moments (in µB) as obtained by DMFT for
the two- and three-band Hubbard models on the infinite-
dimensional Bethe lattice. The results corresponding to
the density-density interaction are denoted as HF-QMC and
CT-QMC. The calculations were carried out with J = 1.2t.
The CT-QMC results were taken from Ref. 10.
Bands Filling U/t Impurity solver TC µeff
2 1/2 4 CT-QMC 0.49 2.02
HF-QMC 0.49 2.02
Rot. Inv. CT-QMC 0.42 1.99
Rot. Inv. HF-QMC 0.39 1.98
2 1/2 8 CT-QMC 0.50 2.21
HF-QMC 0.49 2.22
Rot. Inv. CT-QMC 0.40 2.20
Rot. Inv. HF-QMC 0.36 2.19
3 1/2 4 CT-QMC 0.83 2.41
HF-QMC 0.84 2.42
Rot. Inv. CT-QMC 0.70 2.41
Rot. Inv. HF-QMC 0.69 2.35
3 1/3 8 CT-QMC 0.27 2.54
HF-QMC 0.29 2.56
Rot. Inv. CT-QMC 0.14 2.55
Rot. Inv. HF-QMC 0.15 2.48
agnetic iron, in particular, close to the α− γ phase tran-
sition, do not lead to satisfactory results. This is mainly
due to the presence of local magnetic moments above
the Curie temperature which are important for quanti-
tative description of paramagnetic state. In this respect,
the LDA+DMFT approach provides the best formalism
which allows one to unify the localized and itinerant elec-
tron behavior in metallic magnets.
Applications of LDA+DMFT have shown to provide
a good quantitative description of the electronic, mag-
netic, and structural properties of iron.7,8,27–32 However,
an agreement was achieved only in terms of the reduced
temperature T/TC , while the calculated Curie temper-
ature TC was found to be almost twice larger than the
experimental value of 1043 K (Ref. 33). Recently the
properties of iron have been investigated by means of ~J-
QMC method, which uses the static approximation for
the charge degrees of freedom and treats the exchange
Coulomb interaction in the rotationally invariant form.13
These calculations indicate that substantial part of the
Curie temperature overestimation comes from the ap-
proximate (density-density) treatment of the exchange
Coulomb interaction.
We now calculate the electronic structure and mag-
netic properties of paramagnetic bcc iron by employing
the LDA+DMFT implemented with the rotationally in-
variant HF-QMC method. We first calculate the non-
magnetic LDA electronic structure of α iron using the
tight-binding linear muffin-tin orbital (TB-LMTO) ap-
6proach.34 For these calculations we adopt lattice constant
a = 2.866 A˚. We construct an effective low-energy Hamil-
tonian in the basis of Fe spd Wannier orbitals using the
Nth-order muffin-tin (NMTO) method.35 Here we adopt
common definitions for the screened Coulomb interac-
tion and Hund’s exchange parameters in the 3d shell,
namely, U ≡ F 0 and J ≡ (F 2 + F 4)/14, where F 0, F 2,
and F 4 are the Slater integrals. We take U = 2.3 eV
and J = 0.9 eV in accordance with the previous estima-
tions7,27,28,36 and solve the five-orbital impurity problem
within DMFT.
In Fig. 2 we present the partial density of states and
the corresponding imaginary parts of the self-energies ob-
tained by the rotationally invariant HF-QMC method at
T = 1160 K in comparison with the non-magnetic LDA
results. Our calculations reproduce the splitting in the
density of states of the eg orbitals near the Fermi level,
which is absent in the LDA calculations. This result
agrees well with the previous calculations13,27,28 as well
as with the experimental data and is one of the char-
acteristic features of α iron. The calculated self-energy
for the t2g states exhibits a Fermi-liquid-like behavior,
whereas the eg self-energy diverges at low frequencies.
Our calculations with J = 0 recover the Fermi-liquid-like
behavior for the eg states resulting in the suppression of
the splitting. This indicates that the splitting can be
attributed to the exchange Coulomb interaction.27 We
found no evidence for the Hubbard subbands formation
in the calculated quasiparticle spectrum. Thereby we
conclude that in α iron the correlation effects are mainly
affected by the strength of the Hund’s coupling J rather
than by the Coulomb interaction U which allow us to re-
fer α iron as a Hund’s metal. We note that importance
of the Hund’s exchange in multiorbital systems has been
recently studied in Ref. 37.
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FIG. 3. (Color online) Temperature dependence of the inverse
uniform magnetic susceptibility for α iron as obtained by the
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the Curie-Weiss law. The experimental value T expC = 1043 K
is denoted by the (black) arrow. The experimental value of the
effective local magnetic moment is µexpeff = 3.13µB (Ref. 33).
The temperature dependence of the inverse uniform
magnetic susceptibility calculated by the LDA+DMFT
shows a linear behavior at high temperatures (Fig. 3) in
accordance with the Curie-Weiss law. It is clearly seen
that the HF-QMC limited to the Ising-type exchange in-
teraction substantially overestimates the Curie tempera-
ture value and yields TC ∼ 2050 K. The rotationally in-
variant HF-QMC method gives TC ∼ 1260 K, which is in
good agreement with the experimental value of 1043 K
(Ref. 33). The calculated values of the effective local mo-
ment extracted from the uniform magnetic susceptibility
are µeff ∼ 2.87 µB and 2.61 µB for the HF-QMC with
density-density and rotationally invariant interactions,
respectively. Our estimates are in reasonable agreement
with the experimental value of 3.13 µB (Ref. 33), which
appears to be underestimated by both methods.
We note that preserving the spin rotational symme-
try turns out to be crucial for quantitative description of
magnetic properties of correlated materials. In particu-
lar, for α iron this leads to substantial improvement of
the magnetic transition temperature value.
C. Nickel
Elemental nickel is another example of itinerant elec-
tron ferromagnets which together with iron serves as
a benchmark material for electronic structure methods.
Various low temperature properties of nickel can be
understood by employing standard band-structure ap-
proaches.26,38 Nevertheless, these techniques generally
fail to reproduce many characteristic features of nickel,
such as an existence of satellite structure39 at −6 eV, 3d
electron bandwidth,40 and the value of exchange split-
ting.40 Applications of LDA+DMFT to study the elec-
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Inset: imaginary parts of the obtained self-energies
tronic and magnetic properties of nickel have given a
good quantitative description of many of these phenom-
ena.7,28,30–32,41,42 The calculated magnetic properties of
nickel are shown to be in good agreement with experi-
ment. In contrast to iron, the overestimation of the mag-
netic transition temperature for nickel by LDA+DMFT
with the Ising-type exchange interaction is not so signifi-
cant.7,43 However, as demonstrated below, preserving the
spin rotational symmetry leads to the underestimation of
the Curie temperature.
We now compute the electronic structure and mag-
netic properties of paramagnetic nickel by employing the
LDA+DMFT implemented with rotationally invariant
HF-QMC method. To obtain the non-magnetic LDA
electronic structure of fcc nickel we employ the tight-
binding linear muffin-tin orbital approach. The calcula-
tions were performed for the lattice constant a = 3.524 A˚.
Using these results we construct an effective low-energy
Hamiltonian in the basis of Ni spd Wannier orbitals
by employing the NMTO method. In accordance with
the previous estimations,31,42 we take U = 2.3 eV and
J = 1.0 eV for the screened Coulomb interaction and
Hund’s exchange, respectively.
In Fig. 4 we present the partial densities of states and
the imaginary parts of the self-energies obtained by the
rotationally invariant algorithm at T = 1160 K in com-
parison with the non-magnetic LDA results. The inclu-
sion of electronic correlations results in a small reduc-
tion of the bandwidth of nickel with respect to the non-
magnetic LDA result. In addition, a satellite-like struc-
ture emerges at about −5.5 eV. In contrast to iron, the
obtained self-energies for both the t2g and eg orbitals ex-
hibit the Fermi-liquid-like behavior. This can also be seen
from the calculated amplitudes of the effective damping
ℑΣ(0) which are −0.03 eV and −0.02 eV for the t2g and
eg states of nickel, respectively, while ℑΣ(0) ∼ −0.24 eV
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FIG. 5. (Color online) Spin-spin correlation functions on the
real and imaginary (inset) energy axes for α iron and nickel
calculated by LDA+DMFT at T = 2.5 TC.
for the t2g states of α iron. This indicates a more coherent
nature of the electronic properties of nickel in compari-
son with iron. To quantify this qualitative difference7,43
we calculate spin-spin correlation functions for iron and
nickel. In Fig. 5 we present the impurity spin-spin cor-
relation functions on the real and imaginary energy axes
calculated for α iron and nickel at T = 2.5TC (TC refers
here to the corresponding calculated value of the Curie
temperature). The height of peak on the real energy axis
can be interpreted as a value of the local magnetic mo-
ment. The pronounced peak for iron indicates the pres-
ence of well localized magnetic moments above TC, while
magnetism of nickel is more itinerant.
In Fig. 6 we show the temperature dependence of
the inverse uniform magnetic susceptibility calculated by
LDA+DMFT. From these data we estimate the values
of the Curie temperature. By employing the density-
density approximation we find TC ∼ 840 K, whereas the
inclusion of the spin rotational symmetry leads to an al-
most twice smaller value of about 400 K. Both results are
in reasonable agreement with the experimental value of
631 K. To proceed further, we compute the effective local
magnetic moments by the HF-QMC and rotationally in-
variant methods which give µeff ∼ 1.55 µB and 1.49 µB,
respectively. These findings are in good agreement with
the experimental value of 1.62 µB (Ref. 33). The fact
that in α iron the LDA+DMFT with proper spin rota-
tional symmetry results in an overestimated value of TC ,
while it appears to be underestimated in nickel, can be
dealt with non-local effects which are neglected in DMFT
or with the more itinerant nature of magnetism in nickel
than in α iron.
IV. CONCLUSIONS
In conclusion, we have presented an implementation
of the LDA+DMFT approach which allows one to take
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FIG. 6. (Color online) Temperature dependence of the in-
verse uniform magnetic susceptibility for Ni as obtained by
LDA+DMFT. The straight lines depict the least-squares fit
to the Curie-Weiss law. The experimental value T expC = 631 K
is denoted by the (black) arrow. The experimental value of the
effective local magnetic moment is µexpeff = 1.62 µB (Ref. 33).
into account the spin rotational symmetry of the ex-
change Coulomb interaction. The computational scheme
is based on extension of the Hirsch-Fye quantum Monte
Carlo algorithm in which the spin rotational invariance
of Hund’s exchange is approximated by averaging over
all possible directions of the spin quantization axis. The
proposed approach provides a robust and computation-
ally efficient method which allows us to compute high
temperature electronic properties of the five-orbital sys-
tems. We have used this approach to perform bench-
mark calculations for the two- and three-band Hubbard
models on the infinite-dimensional Bethe lattice. Our
results agree quantitatively well with those obtained us-
ing the continuous-time quantum Monte Carlo technique.
The proposed method is employed to compute the elec-
tronic and magnetic properties of paramagnetic α iron
and nickel. The obtained Curie temperatures agree well
with experiment. Our results indicate that the density-
density approximation for the Coulomb interaction leads
to a substantial overestimation of the magnetic transition
temperature.
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