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ABSTRACT 
In a previous memorandum (TM-69-2034-7) a procedure was 
discussed for deriving optimum linear phase-locked loop (PLL) FM 
receivers that demodulate Unified S-Band type signals with minimum 
mean square errors. However, the subcarrier signals were assumed 
to be non-overlapping in the subcarrier frequency band, and the 
optimization was constructive in that the PLL forms for the demod- 
ulators were presupposed by experience. 
The following report presents the derivation of an opti- 
mum demodulator that produces minimum mean square error estimates 
of interfering subcarrier signals that are phase modulated as a sum 
on a carrier. These subcarrier signals are interfering in that 
they overlap in the subcarrier band. The derivation presented here 
is nonconstructive in that no a priori knowledge of the form the 
demodulator should have is assumed. The approach taken here is 
considerably more general than that in the previous memorandum men- 
tioned, and can be applied to find receivers for signals that are 
more complex than interfering frequency multiplexed FM or PM sub- 
carrier signals, 
An example is considered where there are two PM subcarrier 
signals that overlap in the subcarrier band. One has a broadband 
video spectrum and the other has a narrow bandpass spectrum centered 
about a subcarrier frequency. The spectra for these subcarrier 
signals is chosen to simulate the problem of simultaneously demod- 
ulating interfering TV and bandpass voice signals. This problem 
is encountered in the system used to transmit Apollo color TV from 
moon to earth. 
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A well known method for t r a n s m i t t i n g  N signals a,(t), 
1. 
i=l , .  , , ,N u s i n g  a s i n g l e  carrier d%? sin w t j-c, to F r ~ c ~ u a n c y  
6: 
m u l t i p l e x  t h e  N s i g n a l s  and phase modu la t e  t h e  c a r r i e r  w i t %  the 
19 
B M m  X " 
@, 
ai ( t )  The r e s u l t i n g  t r a n s m i t t e d  waveform i s  
i-1 
s ( t )  = s i n [ o c t  + x ( t )  1 .  I n  f r e q u e n c y  m u l t i p l e x i n g  ai  ( t )  ,
i = 1 , * . . , ~ ,  s u f f i c i e n t  s u b c a r r i e r  bandwidth  mus t  h e  a l l o c a t e d  i f  
t h e r e  i s  t o  b e  no  i n t e r f e r e n c e  of t h e  s u b c a r r i e r s .  Fo r  t h i s  
r e s t r a i n t  on t h e  s u b c a r r i e r s ,  Si ( m )  S ( L O )  f 0 f o r  a l l  w and if j 1 
where i , j = 1 , 2 ,  ..., N .  
I n  a p r e v i o u s  memorandum a  p r o c e d u r e  was d i s c u s s e d  
f o r  f i n d i n g  an  optimum l i n e a r  demodu la to r  i n  t h e  minimum-mean- 
s q u a r e  e r r o r  s e n s e  f o r  demodu la t ing  a i ( t ) ,  i=l, ..., N ,  when t h e  
s p e c t r a  S i (w) . ,  i = l , . . , ,  d i d  n o t  o v e r l a p  i n  t h e  s u b c a r r i e r  
f r e q u e n c y  band ( r e f . 1 ) .  With t h i s  d e m o d u l a t o r ,  e s t i m a t e s  were 
made of  a i ( t )  a t  t i m e  t g i v e n  s ( r ) + n ( i )  , - - < r l t  where  n ( t )  w a s  
w h i t e  G a u s s i a n  n o i s e .  For a  s u f f i c i e n t  i n p u t  SNR, t h e  demodula- 
tor was r e a l i z e d  as a  phase  l o c k e d  l o o p  and t h e  s o l u t i o n  f o r  t h e  
components o f  t h i s  l o o p  was pe r fo rmed  by c o n s i d e r i n g  e a c h  sub-  
c a r r i e r  i n d e p e n d e n t l y  o f  t h e  o t h e r  N-1 members of  x ( t ) ,  
An example where t h e  s u b c a r r i e r  s p e c t r a  a r e  o r t h o q o n a l  
such t h a t  Si ( w )  S . ( w )  5 0  f o r  if j i s  t h e  o r i g i n a l  t e l e v i s i o n  I 
sys tem used on t h e  l u n a r  s u r f a c e .  The d e s i q n  n rov ided  a 0 . 5  MHz  
bandwidth TV s u b c a r r i e r  s i g n a l  t h a t  was t r a n s m i t t e d  t o  e a r t h  by 
t h e  Lunar Flodule ' s  S-Band sys tem.  Frequency m u l t i p l e x e d  w i t h  
t h i s  TV s i g n a l  were two s u b c a r r i e r s  a t  1 . 0 2 4  M H z  and 1 .25  MHz 
c a r r y i n g  p u l s e  code modula t ion  t e l e m e t r y  and v o i c e  and b iomedica l  
t e l e m e t r y  ( r e f .  2 )  . 
I n  some sys tems t h e  o r t h o g o n a l  p r o p e r t y  of t h e  sub- 
c a r r i e r  s p e c t r a  may n o t  h o l d .  T h i s  was t h e  s i t u a t i o n  when t h e  
S-Band t e l e v i s i o n  s i g n a l  was changed from a  0 . 5  MHz black-and- 
w h i t e  t o  2.0 MHz c o l o r  baseband s i g n a l .  With t h i s  change some s i g n a l  
p r o c e s s i n g  a f t e r  demodula t ion  i s  r e q u i r e d  t o  reduce  t h e  i n t e r -  
f e r e n c e  i n  t h e  TV s i g n a l  caused by t h e  v o i c e  and t e l e m e t r y  sub- 
c a r r i e r s  around 1 MHz.  The amount of i n t e r f e r e n c e  between t h e  
o v e r l a y i n g  s u b c a r r i e r s  i s  a  f u n c t i o n  of t h e  p o s i t i o n s  of t h e  
v o i c e  and t e l e m e t r y  s u b c a r r i e r  s p e c t r a  w i t h  r e s p e c t  t o  t h e  c o l o r  
TV spec t rum and t h e  phase  modula t ion  i n d i c e s  of  t h e  s u b c a r r i e r s .  
I n  t h e  p r e s e n t  memorandum a  demodulator  i s  d e r i v e d  
f o r  e s t i m a t i n g  s u b c a r r i e r  s i g n a l s  ai  ( t )  , i=l,.  . ,N, given  
s ( T )  +n ( T )  , -co<r l t ,  where t h e  modula t ion  components i n t e r f e r e  i n  
t h e  s u b c a r r i e r  band. The n o i s e  n ( t )  i s  assumed t o  be w h i t e  and 
Gauss ian  w i t h  a  two-sided s p e c t r a l  d e n s i t y  N0/2  watts /Hz.  The 
demodulator  d e r i v e d  i s  a s y m p t o t i c a l l y  optimum w i t h  r e s p e c t  t o  
mean s q u a r e  e r r o r  f o r  l a r y e  v a l u e s  of t h e  c a r r i e r  ~ o w e r - t o - n o i s e  
d e n s i t y  r a t i o  2P/No. Express ions  a r e  o b t a i n e d  f o r  t h e  ~ e r f o r m a n c e  
o f  t h e  demodula tor  above t h r e s h o l d .  T h i s  performance i s  
measured i n  t e r m s  of t h e  mean s q u a r e  e r r o r s  i n  e s t i m a t i n g  a i ( t ) ,  
i=l, ..., N ,  a s  f u n c t i o n s  o f  2P/N and t h e  c a r r i e r  phase  modula- 
0 
t i o n  i n d e x  B c .  
DISCUSSION 
I n  t h i s  s e c t i o n  an optimum demodulator  is  d e r i v e d  f o r  
e s t i m a t i n g  s u b c a r r i e r  s i g n a l s  a i ( t ) ,  i=l, ..., N from an i n p u t  
s i g n a l - p l u s - n o i s e  of t h e  form s ( r ) + n ( r )  = fi s inIwcr  + x ( ~ ) l + n ( ~ )  
N 
where X ( T )  = 8, a i ( ~ ) ,  and -w<r$t .  The requ i rement  -m<r:t 
i=1 
means t h e  e s t i m a t o r  w i l l  b e  r e a l i z a b l e  i n  t h a t  on ly  p a s t  knowledge 
o f  s+n  i s  used  t o  e s t i m a t e  a i ( t )  and no knowledge of t h e  f u t u r e  
o f  s + n  i s  n e c e s s a r y .  
The f o l l o w i n g  assumpt ions  w i l l  b e  made i n  t h e  d e r i v a -  
t i o n  o f  t h e  optimum demodulator .  
(1) The r e c e i v e d  waveform i s  s ( T )  +n ( r  ) , -a< r ~ t ,  
where s ( r )=JZfi  s i n [ w c r + x ( r )  w i t h  P and w c  
N 
c o n s t a n t s  and x ( t )  = B, 1 a i ( t ) .  The i n t e r -  
i=l 
f e r e n c e  i s  n (t) , an a d d i t i v e  w h i t e  Gauss ian  
n o i s e ,  w i t h  z e r o  mean and a two-sided power 
s p e c t r a l  d e n s i t y  e q u a l  t o  No/2  watts /Hz.  
(2) I n  x (t) , B c  i s  a p o s i t i v e  c o n s t a n t  and each 
a i ( t )  i s  a s t a t i o n a r y  Gauss ian  p r o c e s s  w i t h  
z e r o  mean and an  a u t o c o r r e l a t i o n  f u n c t i o n  
Ri ( T )  . The Gauss ian  assumption f o r  t h e  
a i ( t )  i s  n o t  u n r e a l i s t i c  f o r  some communi- 
c a t i o n  problems,  b u t  t h e r e  a r e  many c a s e s  
where i t s  use  i s  q u e s t i o n a b l e .  The Gaussian 
asswmption i s  no more r e s t r i c t i v e  t h a n  
assuming knowledge abou t  on ly  t h e  mean and 
a u t o c o r r e l a t i o n  f u n c t i o n  of a random 
p r o c e s s .  Working o n l y  w i t h  t h e  mean v a l u e  
and a u t o c o r r e l a t i o n  f u n c t i o n  i s  o f t e n  t h e  
o n l y  u s e f u l  approach I n  n o n l i n e a r  modulat ion 
problems.  The power spect rum of a i  ( t )  g iven  
by Si ( w )  = F  [Ki ( T )  ] has  f requency  components 
t h a t  are v e r y  low compared t o  wc.  That  i s ,  
x ( t )  h a s  a  v i d e o  spect rum w i t h  an upper cu t -  
o f f  f r equency  t h a t  i s  s m a l l  compared t o  wc .  
Usua l ly  t h e  s i g n a l  s p e c t r a  Si ( w )  a r e  
assumed t o  b e  r a t i o n a l .  Any s i g n a l  model 
w i t h  a n o n - r a t i o n a l  spect rum can normal ly  be  
approximated  by a  s i g n a l  t h a t  h a s  a  r a t i o n a l  
spec t rum ( re f ,  3 )  . 
( 3 )  The i n t e r f e r e n c e  n ( t )  and the ai ( t )  , i=l,. . ,N, 
a r e  m u t u a l l y  independent  random p r o c e s s e s .  
Then K a S n ( t l t t 2 )  = 0 = X a a a  ( t l t t2)  f o r  
L 1 j 
l<i, - j l N  and i # j .  Of c o u r s e ,  t h e  s p e c t r a  S i (w)  
may overlap in the subcarrier band even 
though the ai (t) are independent processes. 
( 4 )  The criterion for optimization is the 
minimization for each i=l,...,N of the mean- 
square error (MMSE) aBi (t) between the true 
value ai (t) and the estimate 5 i (t) made with 
the demodulator. In other words the expecta- 
2 tions [ ( ( t  - ai(t)) - I ,  i=l,...,N, are 
minimized. This is a point estimation criterion 
in that the past and present values of s+n are 
processed to give a PIMSE estimate of ai (t) , 
i=l,. ..,N at the present point in time t. 
2.2  Optimum Demodulator For ai (t) 
The problem posed here is one of multidimensional 
waveform estimation at time t where the modulation technique is 
nonlinear but without memory. If - a(t) and a (t) define the 
-E 
column vectors 
t h e  r ece ived  waveform t o  be  demodulated i s  a s c a l a r  func t ion  
and t h e  mean square  e r r o r  i n  e s t ima t ing  - a ( t )  a t  t ime t i s  
where T denotes  t h e  t r anspose  of a column vec to r .  
To f i n d  t h e  demodulator t h a t  minimizes ( 3 ) ,  a d i r e c t  
approach could be  taken analogous t o  t h e  approach t h a t  l eads  t o  
t h e  Wiener-Hopf i n t e g r a l  equa t ion  i n  l i n e a r  modulation problems 
( r e f . 4 ,  s ec .6 .1 ) .  A d i r e c t  approach has  been used by Snyder 
( r e f . 5 ) .  A l t e r n a t e l y  i n  t h i s  memorandum t h e  MMSE demodulator i s  
found i n d i r e c t l y  by f i r s t  ob t a in ing  t h e  maximum a p o s t e r i o r i  
(MAP) i n t e r v a l  e s t i m a t o r  f o r  - a ( t )  on t h e  i n t e r v a l  (-m, t] ( r e f .  4 ,  
c h a p t . 5 ) .  This i n d i r e c t  approach i s  e a s i e r  t o  fo l low than  t h a t  
t aken  i n  r e f e rence  4 .  A d i s c u s s i o n  of MAP i n t e r v a l  e s t i m a t o r s  
and t h e  d e r i v a t i o n  of t h e  e s t i m a t o r  f o r  t h e  rece ived  waveform ( 2 )  
a r e  provided i n  Appendix I .  From Appendix I t h e  MAP i n t e r v a l  
e s t i m a t e s  a r e  
<t  and i=1,. , . ,N. Here r ( 2 )  i s  t h e  r e c e i v e d  waveform f o r  - - a < t ' -  
and 
The e s t i m a t e  ii (t '  ) , - m < t l c t  - i s  t h e  convo lu t ion  of a f i l t e r  
' < t  and an i n p u t  s i g n a l .  S i n c e  impulse  r e s p o n s e  K .  ( t '  ) , - w < t  - 
1 
Ki ( T )  i s  t h e  a u t o c o r r e l a t i o n  f u n c t i o n  of a .  1 (t) where S .  L ( w )  has  
f r equency  components t h a t  a r e  v e r y  low compared w i t h  w c ;  S i ( t 1 ) ,  
- m < t l z t ,  i s  a l s o  g i v e n  by t h e  c o n v o l u t i o n  
where i=1, ..., N and - m < t 1 5 t .  
I n  ( 6 )  X e f f  ( z )  i s  t h e  e f f e c t i v e  i n p u t  t o  t h e  f i l t e r  
g i v e n  by (1-33) 
+ fi n , (z )  c o s  x ( z )  1 . ( 7  
The two terms nl  and n2 a r e  d e r i v e d  from t h e  a d d i t i v e  n o i s e  n ( t ) .  
No S i n c e  n ( t )  i s  assumed w h i t e  w i t h  d e n s i t y  T, nl ,  n2  and 2 are 
independen t ,  and s i n  k and c o s  2 have lowpass s p e c t r a ;  n1 s i n  f + 
No 
n Z  cos k = n '  i s  a l s o  w h i t e  n o i s e  w i t h  t h e  d e n s i t y  -- 2 ( r e f  . 4 ) .  
Equations ( 6 )  and ('7) may be represented by the block diagram 
shown in Fig. 1. 
Fig. 1 is similar to the lowpass equivalent model of 
a multi-filter phase locked loop used to obtain point estimates 
of phase modulation components (ref. 1, Fig. 4). There are two 
main problems to consider with respect to Fig. 1. First the 
filters in Fig. 1 have the impulse responses Ki(tt) for --<tf<t. - 
But since Ki(?) is an even function of T, the filter response 
at t' to an impulse applied at z can be nonzero when t>z>tl. 
This implies that the N loop filters in Fig. 1 are unrealizable 
and that the MAP interval estimator cannot be constructed. 
Since lim Ki ( r )  = 0 for the ai (t) of interest, one might con- 
T++- 
sider introducing time delay into the unrealizable filters to 
get realizable approximations for them. Unfortunately the 
unrealizable filters are present in a feedback path, and this 
means that time delay cannot be tolerated. The second prob- 
lem is to derive from Fig. 1 an optimum point estimator for 
the vector a(t) - that gives the MMSE estimate. 
2.3 A Realizable Approximation of the Optimum Demodulator 
Let each unrealizable filter Ki(7) be replaced by a 
realizable filter hri(7) interior to the loop and an unrealizable 
filter hUi(~) exterior to the loop as shown in Fig. 2. Since 
hui(') is exterior to the feedback path, time delay can be intro- 
duced to get a realizable equivalent with delay for hui('). The 
model in Fig. 2 is an approximation of the model in Fig. 1. Thus 
t h e  estimates o f  ai(t) are shown as gi(t) i n  Fig.2 rather  than  
Pi (t) as i n  F i g .  1. For  P i g .  2 t h e  reference i s  
This  does n o t  equa l  t h e  sum of t h e  a i ( t )  i n  gene ra l  s i n c e  t h e  
ai (t) a r e  ob ta ined  by f i l t e r i n g  the kr i  (t) w i t h  de lay .  I f  i(t) 
i s  a s u f f i c i e n t l y  close e s t i m a t e  of x ( t )  s o  t h a t  s i n [ x  ( t)  --ji (t) 
= x ( t ) - % ( t )  most of t h e  t ime,  the system i n  Fig.2 i s  approximately 
l i n e a r ,  If the sine operat ion can be replaced by i t s  argument 
( see  Appendix XI, Equation ( 2 - 2 ) )  t h e  mean square e r r o r s  i n  mak- 
i ng  p o i n t  e s t i m a t e s  of x ( t )  and a i ( t ) ,  i=l,. . , N ,  a t  time t 
given r ( r ) ,  -w<r<t ,  can be found f o r  any h r i ( r )  and hui(') 
s e l e c t e d .  I f  t h e s e  2 N  f i l t e r s  a r e  der ived  by f i r s t  f i n d i n g  t h e  
optimum l i n e a r  W S E  t r a n s f e r  func t ions  from x ( t )  t o  x ( t )  and 
x (t) t o  ai ( t)  , i=l, .. . , N ,  us ing Wiener-Hopf i n t e g r a l  equa t ions :  
t h e  mean squa re  e r r o r s  i n  e s t ima t ing  x ( t )  and a i ( t )  w i l l  be t h e  
minimm p o s s i b l e  f o r  t h e  s t r u c t u r e  i n  Fig.2. 
A lower bound B ( a ( t ) )  - on mean square  e r r o r  i n  e s t ima t -  
i n g  - a ( % )  given r ( T )  , - ~ < ~ l t ,  can be found f o r  t h e  c l a s s  of a l l  
p o s s i b l e  p o i n t  e s t i m a t o r s  of - a(t) ( s e e  Appendix 11). I f  t h e  
i n p u t  S N R  i s  s u f f i c i e n t l y  l a r g e  such t h a t  t h e  l i n e a r i t y  condi t -  
i on  holds i n  F ig .2 ,  and i f  h r i ( ~ )  and h u i ( r ) ,  1 . .  a r e  
de r ived  using Wiener-Hopf i n t e g r a l  equa t ion  s o l u t i o n s  i n  Fig.2;  
t h e  e r r o r  E l  ( a ( t ) - i ( t )  -  ) * ( a [ t ) - - g ( t ) )  - ~ = : E ~ ( Z ( ' C ) ) *  Therefore ,  f o r  
l a r g e  SNR i n t o  t h e  demodulator t h e  r e a l i z a b l e  approximakion 
shown i n  Fig .2  i s  t h e  optimum p o i n t  e s t i m a t o r  of - a ( t )  i n  t h e  
blMSE s ense .  
2 . 4  Der iva t ion  of Optimum hri 
I f  hr i I  i=l, . . . I N  a r e  chosen t o  make x ( t )  t h e  l i n e a r  
MMSE e s t i m a t e  of x ( t )  g iven x(-r) and n '  ( T )  f o r  - m < ~ l t ;  it i s  
a s su red  t h a t  t h e  l i n e a r  assumption f o r  F ig .2  i s  j u s t i f i e d  f o r  
s u f f i c i e n t l y  l a r g e  SNR a t  t h e  demodulator i npu t .  When 
s i n [ x ( t ) - k ( t ) ]  can be r ep l aced  by x ( t ) - % ( t )  i n  Fig .2 ,  t h e  whi te  
n o i s e  n '  (t) can be t r a n s f e r r e d  t o  t h e  i n p u t  as a  whi te  no i se  
added t o  x ( t )  . This t r a n s l a t e d  no i se  i s  denoted by n" ( t )  , and 
has  t h e  two s i d e d  power s p e c t r a l  d e n s i t y  N " = N ~ / ~ P  6: watts/Hz. 
The l i n e a r  r e l a t i o n s h i p  between x (t) i n "  ( t)  and 2 (t) i s  shown i n  
Fig .3 .  The p a r a l l e l  combination of hri,  i = l , . . . , N ,  i s  def ined  
by f o e  (t) . I f  hog (t) d e f i n e s  t h e  l i n e a r  r e a l i z a b l e  f i l t e r  t h a t  
g i v e s  t h e  MMSE e s t i m a t e  of x (t) given  x ( T )  i n "  ( - r )  , - m < ~ ~ t ;  t h en  
t h e  optimum f o g  (t) fo l lows  from 
where Fok and Hoe a r e  t h e  F o u r i e r  t ransforms of  f o g  and hoe ,  
N 2  
r e s p e c t i v e l y ,  and K=2P B,/No. S ince  f o e  = hri, 
i=l 
I f  each  a i ( t )  has  a r a t i o n a l  power spectrum, it i s  of t h e  form 
where N i  and Di a r e  polynomials i n  w wi th  r e a l  c o e f f i c i e n t s .  
S ince  x ( t )  i s  t h e  sum of t h e  independent components a i ( t ) ,  
i=l,. . ,N; t h e  spectrum of x ( t )  i s  j u s t  
The optimum r e a l i z a b l e  l i n e a r  f i l t e r  hoQ i s  t h e  s o l u t i o n  of t h e  
Wiener-Hop£ equa t ion  ( r e f .  6 ,  sec .  5-5, eq. 5.73) 
For t h e  r a t i o n a l  s p e c t r a  Si(w) of i n t e r e s t ,  t h e  s o l u t i o n  of (13) 
i s  
where 1 1' r e p r e s e n t s  t h e  upper w-plane po les  and zeros  
of t h e  r a t i o n a l  f u n c t i o n  w i t h i n  t h e  b racke t s  ( r e f . 6 ,  sec .5 .6 ,  
eq. 5 . 9 9 ) .  Then i f  (14) i s  s u b s t i t u t e d  i n  ( 1 0 )  
I f  D i ( w )  and Ni(o) y i e l d  t h e  upper w-plane po le s  and zeros  of 
Si ( w )  whi le  D: ( w )  and N: ( w )  are t h e i r  con juga tes ,  r e s p e c t i v e l y ,  
then  
where a  p a r t i a l  f r a c t i o n  expansion i s  used t o  g e t  t h e  second 
+ = [Di(w)Dt(w)]+ = D i ( w ) .  For t h e  MMSE e q u a l i t y ,  and 1 1 . ~ 1  1 
e s t i m a t e  of ~ ( t )  using a  r e a l i z a b l e  l i n e a r  f i l t e r ,  t h e  choice  of 
Hri  i=1,. . . , N ,  a r e  a r b i t r a r y  a s  long a s  t h e  sum s a t i s f i e s  (16) . 
The l o g i c a l  choice  f o r  each Hri i s  Hri  ( j  w)=ki (to) /Di ( w )  . That  i s ,  
t h  . t h  t h e  i- f i l t e r  corresponds t o  t h e  po le s  of t h e  1- component 
spectrum of Sx ( w )  . 
2 , 5  Der iva t ion  of Optimum hUi 
I f  t h e  demodulator i n p u t  S N R  i s  s u f f i c i e n t l y  l a r g e ,  
s i n  [x-%I ' x-k and t h e  system i n  F i g .  2 can be rep laced  by t h a t  of 
F ig .4 .  The f u n c t i o n  of t h e  system reduces t o  e s t ima t ing  each N 
ai (t) from t h e  sum ai ( t )  +nsi (t) +nit (t) , where n s i  (t) = a j  ( t)  j = l ,  j+i  
may now be considered a s  an a d d i t i o n a l  n o i s e  term added t o  t h e  
whi t e  n o i s e  n" (t) . Since  ai ,  i=l,.  . , N ,  and n" ( t) a r e  a l l  
Gaussian p roces ses ,  t h e  optimum f i l t e r  t h a t  g i v e s  t h e  iviMSE 
e s t i m a t e  of ai (t) i s  l i n e a r  ( r e f .  4 ,  sec .  6.1,  prop. 7 )  . This 
f i l t e r  w i l l  be  de f ined  by t h e  impulse response h o i ( t ) ;  o r ,  
e q u i v a l e n t l y ,  by t h e  F o u r i e r  t ransform Hoi ( j  w )  of hoi (t) . If 
h o i  ( t )  i s  al lowed t o  be  u n r e a l i z a b l e  f o r  t h e  moment, t h e  optimum 
e s t i m a t o r  of ai (t) is  ( r e f .  4 ,  eq .  119) 
The t r a n s f e r  f u n c t i o n  from t h e  i n p u t  of F i g . 4  t o  
- 
a (t) i s  de f ined  by 
r i  
This  t r a n s f e r  f u n c t i o n  i s  de r ived  i n  Appendix I11 i n  terms of 
t h ~  t r ? - s f e r  func t ions  Hri ( j  w )  , i=1,. . ,N .  The r e s u l t  i s  
f o r  each  i=1... . , N ,  where K = l / N 1 ' .  S ince  S . ( t )  L i s  t h e  response of 
t h e  f i l t e r  hui (t) t o  t h e  e x c i t a t i o n  ari (t) ,
This  i s  t h e  d e s i r e d  t r a n s f e r  func t ion  of t h e  optimum f i l t e r  
hui ( t )  f o r  each i=1, . . . ,N . The f i l t e r  is  u n r e a l i z a b l e  when 
H o i  ( j w )  i s  g iven  by (17) . Since  t h e  f i l t e r s  h r i ( t )  a r e  r e a l i z a -  
b l e ,  Hi ( j o )  is  t h e  t r a n s f e r  func t ion  of a  r e a l i z a b l e  f i l t e r .  
S u b s t i t u t i n g  (15) through ( 1 9 )  i n t o  (20) g ives  
where Di (o)  /ki (o)  fo l lows  from t h e  p a r t i a l  f r a c t i o n  expans i o n  
+ (16) and 1 1- i s  t h e  complex conjugate  of I 1 * 
I f  a  de lay  6 > 0  i s  in t roduced  i n  each p o s t  loop f i l t e r  
( 2 1 )  t h e  t r a n s f e r  f u n c t i o n  becomes HUi ( j  w )  exp [- jw6 1 . I n  t h e  
t i m e  domain hui (t) becomes hui ( t - 6 )  and li (t)  becomes ai ( t - 6 )  * 
The impulse response h u i ( t )  can be nonzero f o r  nega t ive  t b u t  
l i m  n ( t ) = O  may be assumed. Then i f  6 i s  s u f f i c i e n t l y  l a r g e ,  
t - t - m  
u i  
h u i  ( t -6 ) -0  f o r  a l l  t < O ;  and t h e  f i l t e r  w i th  t h e  impulse response 
hui(t-6)  can be  assumed r e a l i z a b l e .  The advantage of us ing  de l ay  
t o  g e t  r e a l i z a b l e  f i l t e r s  from ( 2 1 )  i s  t h a t  t h e  e r r o r s  i n  esti- 
mating a i ( t ) ,  i=1,. . . ,N, a r e  t h e  same a s  f o r  t h e  u n r e a l i z a b l e  
f i l t e r s .  I f  Hoi(jw) had been r e s t r a i n e d  t o  be r e a l i z a b l e ,  then 
(20) would g i v e  a r e a l i z a b l e  f i l t e r  f o r  each i and t h e r e  would 
be  no need f o r  t i m e  de lay .  However, t h e  e r r o r s  i n  e s t i m a t i n g  
t h e  a i ( t )  would then  be  i nc reased .  
2.6 MMSE I n  Es t imat ing  x ( t )  And ai (t) 
The e r r o r  i n  e s t ima t ing  x ( t )  from x ( r ) + n M ( ? ) ,  - m < r i t ,  
i s  given by ( r e f .  6 ,  eq. 5.100) 
where t h e  optimum f i l t e r  has  t h e  t r a n s f e r  func t ion  Hoe i n  ( 1 4 ) .  
The e r r o r  i n  e s t i m a t i n g  a i  ( t )  g iven x  ( T )  +nl' ( T )  I 
Si ( w )  [Sx(w) - S .  ( w )  + N " 1  1 1 a 2  = - dw (23) 
o i  217 s x ( u )  + N" 
when t h e  t i m e  de l ay  & + + m e  The e r r o r  i n  (23) i s  j u s t  t h e  e r r o r  
achieved when an optimum u n r e a l i z a b l e  f i l t e r  i s  used t o  e s t i m a t e  
ai (t) from x ( r )  +n" ( T )  , - w < T < + w .  I t  i s  u s u a l l y  accep tab le  t o  l e t  
6 be  s e v e r a l  t i m e s  g r e a t e r  t han  t h e  l a r g e s t  t ime cons t an t  of  t h e  
c o r r e l a t i o n  f u n c t i o n s  K ~ ( T ) ,  i = l r . . . , N O  
2.7 Examples Where N = 2  And Sl(w) s2(w)$0 
I n  Appendix I V  an example i s  d i scussed  where Sx (u )  = 
and 
2 2 p  / [ ( w - w 2 )  + p21 S2 ( W )  = a 2  p2/1 (w+w2) + ~ 2 1  + a 2  2 
The f i l t e r s  H r i ( j w )  and Hui(jw) a r e  de r ived  f o r  i = 1 , 2  and ex- 
2 2 p r e s s i o n s  f o r  t h e  e r r o r s  ool, oO2 and o 2  a r e  found f o r  t h e  
0 
optimum e s t i m a t i o n  of a l ( t )  and a 2 ( t )  w i th  de l ay  and of x ( t )  
w i th  no de lay .  The i n p u t  used t o  e s t i m a t e  a l ( t ) ,  a 2 ( t )  and 
x ( t )  was x ( . r ) + n f t ( . r ) ,  - w < - r < t .  - 
Graphs of S1, S2 and N" a r e  shown superimposed i n  Fig.5 
f o r  t h e  va lues  al=pl=l,  a2=p2=0.2, N n = O . l  and w2=9.8. Also shown 
i n  Fig .  5 i s  another  p o s s i b l e  S l (o )  of t h e  form C s i n 2  (Ao/2)/ 
(i4w/2I2 where A and C a r e  p o s i t i v e  cons t an t s .  For A=C=0.9 t h e  
t o t a l  a r e a  over ( - c ~ < w < + c ~ )  under t h e  two Sl ( w )  curves i s  equa l  
t o  al=l, and t h e  a r e a  over  t h e  i n t e r v a l  ( - 7 < w < + 7 )  i s  0.91. The 
91% power frequency occurs  a t  t h e  f i r s t  n u l l  o f  t h e  func t ion  
C s i n 2 ( w ~ / 2 ) / ( w ~ / 2 )  . Using a l t e r n a t e l y  t h e  r a t i o n a l  and ir- 
2 
r a t i o n a l  f u n c t i o n s  f o r  Sl(w) a s  shown i n  Fig .5 ,  t h e  e r r o r s  G~~~ 
o2 and o: were computed us ing  ( 2 2 )  and (23)  . The computations 0 2  
w e r e  made f o r  a range of t h e  normalized whi te  n o i s e  N" and v a r i o u s  
c e n t e r  f r equenc ie s  o of S2 ( w )  . The range of  N" used v a r i e d  wi th  2 
For each w 2 ,  N" was bounded by Nmax and 0 . 0 1  Nmax where Nmax 
gave 02=0.25. Th i s  v a l u e  of  loop e r r o r  was taken t o  be t h e  t h r e s -  0 
hold  of l i n e a r  o p e r a t i o n  f o r  t h e  loop a s  N" inc reased .  
2 Graphs of  al/ool, a2/o:2 and o: a r e  p l o t t e d  i n  Figs.6-8,  
r e s p e c t i v e l y ,  f o r  t h e  c a s e  of Sl(w) and S 2 ( u )  given i n  ( 2 4 )  and 
t h e  s p e c i f i c  a l l  a 2 ,  pl and p2 shown i n  Fig .5 .  S ince  al and a2 
equa l  t h e  average powers of t h e  modulating s i g n a l s  a l ( t )  and 
a 2 ( t ) ,  and s i n c e  021 and o:2 are t h e  mean square  e r r o r s  i n  e s t i m a t -  
i n g  al ( t) and a2 ( t )  ; t h e  o r d i n a t e s  i n  F igs .  6 and 7 may be de f ined  
a s  t h e  o u t p u t  s igna l - to -no i se  r a t i o s  ( S N R ' S )  of t h e  demodulators 
f o r  a l ( t )  and a 2 ( t ) ,  r e s p e c t i v e l y .  S imi l a r  graphs a r e  given i n  
2 Figs .9-11 f o r  C/Aool, a / u 2  b u t  u 2  where t h e  i r r a t i o n a l  func t ion  2 0 2  0 
shown i n  F ig .  5 is  used f o r  Sl ( w )  and S2  ( w )  i s  unchanged. Since 
C/A i s  t h e  average power of a l  ( t)  f o r  t h e  case  of t h e  i r r a t i o n a l  
S1(w), t h e  o r d i n a t e s  i n  Figs.9 and 1 0  a r e  again  t h e  ou tpu t  S N R ' s  
of  t h e  demodulators f o r  a l  ( t)  and a 2  ( t )  . A l l  f unc t ions  i n  
F i g s . 6 - l l  a r e  p l o t t e d  w i t h  r e s p e c t  t o  l/N". Hence s i n c e  
NH=N0/ZP B, t h e  demodulator ou tpu t  SNR's a r e  monotonically 
i n c r e a s i n g  func t ions  of t h e  i n p u t  s i g n a l  power-to-noise power 
s p e c t r a l  d e n s i t y  r a t i o  2P/No f o r  a f i x e d  c a r r i e r  phase modulation 
index  6,. For  g iven  i n p u t  s i g n a l  power P and n o i s e  d e n s i t y  
N o / 2 ,  t h e  ou tpu t  SNR's a l s o  i n c r e a s e  w i t h  B c .  However, any 
improvement gained by i n c r e a s i n g  B c  i s  accompanied by an i n c r e a s e  
i n  t h e  bandwidth around w c  needed t o  t r a n s m i t  s ( t , a ( t )  - ) with  
f i d e l i t y .  Hence, t h e  s i z e  of B c  i s  bounded by bandwidth r e s t r a i n t s .  
The r a t i o n a l  Sl(w) cons idered  i s  a decreas ing  func t ion  of  
w .  Thei. a s  t h e  c e n t e r  frequency w 2  of S 2 ( w )  i s  inc reased  and a l l  
2 
o t h e r  parameters  a r e  f i x e d ,  t h e  e r r o r s  ool and a:2 must decrease  
f o r  any given N" .  This  fo l lows  s i n c e  t h e  i n t e r f e r e n c e  between 
al (t) and a 2  ( t )  decreases  w i t h  i n c r e a s i n g  w2>0. However, s i n c e  
t h e  i r r a t i o n a l  S ( w )  cons idered  has  p e r i o d i c  n u l l s  t h e  func t ions  l 
2 
u and u:2 o s c i l l a t e  a s  w 2  i n c r e a s e s  from zero.  These observa- 01 
t i o n s  a r e  borne o u t  by t h e  graphs i n  F igs .6 ,7 ,9  and 1 0 .  I t  i s  
obvious t h a t  t h e  e s t i m a t i o n s  of a l ( t )  and a 2 ( t )  are b e s t  i n  the 
MMSE sense  when t h e i r  mutual i n t e r f e r e n c e  i s  minimized. For t h e  
rational Sl(wl example the best performance will occur when 
w . For the irrational Sl(w) example the best performance 2 
will also occur as w but there are locally optimum values of 2 
wZ around the nulls of Sl(w). For the case of two subcarrier 
signals it follows from (23) that 0 2 ~  and ot2 are simultaneously 
minimized by minimizing the integral of Sl(w)S2(w)/[S1(w)+S2(w)+Nw1. 
This integral is minimum, of course, when Sl(w) and S2 (w) are or- 
thogonal in frequency. 
CONCLUSIONS 
An asymptotically optimum (A.O.) phase demodulator 
has been derived for recovering MMSE estimates of interfering 
frequency multiplexed subcarrier signals. The demodulator 
is A.O. since it becomes the best as the input-carrier-power to 
input-noise-spectral-density 2P/M0 becomes large. In practice, 
as ~P/N, increases from zero, a value is reached called the 
threshold above which the A.O. demodulator applies. This 
threshold phenomenon is characteristic of phase or frequency 
modulation and results from the nonlinear nature of the modula- 
tion. The threshold is easily derived from an upper bound placed 
2 
on the phase error o0  of equation (22). 
Components of the A.O. demodulator are derived as 
optimum filter transfer functions Hri ( j  W) and Hui (jw) that 
depend on the particular forms of the subcarrier signal spectra 
and the value of 2P/Nd The impulse functions hri(t) and hui(t), 
i=l,.,.,N, for the filters in the 8.0. demodulator of Fig, 4 
are the inverse Fourier transforms of H (jw) and Hui(ju). 
ri 
The interference between subcarrier signals due to overlap 
in their power spectra in the subcarrier band complicates the 
derivation of the A V O ,  demodulator components, but only moderately. 
The forms of these transfer functions are given in (16) and 
Since the filters hri (t) , i-1,. . . ,N, are interior to 
the feedback loop in Fig. 4, no time delay can be tolerated 
in them, and they are realized as optimum filters that process 
inputs up to t for MMSE estimates at t. But the filters hUi(t), 
i=1, ..., N, are post loop, and the subcarrier signal estimates 
at the outputs of the filters can be improved by introducing 
time delay into hui(t), i=1, ..., N. AS the time delay is increased, 
the subcarrier signal estimation errors approach the lower bounds 
in (23). The filters to be used in the A.O. demodulator are all 
realizable, but time delay is necessary for the hui (t) , i=l,. . . ,N, 
in order to achieve the irreducible errors in (23). If time 
delay cinnot be tolerated, the filters hui(t), i=l,...,N, are 
the realizable linear filters that give the MMSE estimates of 
the subcarrier signals at time t given inputs at these filters 
fcr all time up to t. The estimation errors for this case follow 
from (22). 
The development through section 2.6 applies to any N 
subcarrier signals that may be interfering, but are statistically 
independent wide sense stationary ~~ussian processes with zero means. 
Examples are discussed in section 2.7 that demonstrate the 
theory. For the case of N=2 and overlapping subcarrier signal 
spectra, the equations (22) and (23) are applied to find the 
2 2 2 
total loop tracking error oo and the MMGE's uol and oO2 in esti- 
mating the two subcarrier signals. The performance of the A.O. 
2 
demodulator is measured in terms of oo and the signal-to-noise 
ratio (SNR) defined to be the ratio of subcarrier-signal-vari- 
2 
ance to subcarrier-estimation-error. The two SNR's and o o  are 
plotted vs. Bc(2P/No) where Bc is the carrier phase modulation 
index common to all subcarrier signals. The position in fre- 
quency of the two subcarrier signals in the subcarrier band 
is used as a parameter. As 2P/No decreases with Bc fixed, a 
L 
line is reached where oo = 0.25. For 2P/No above this line 
2 
u < 0.25 and the A.O. demodulator is applicable. The line 
0 
2 
for oo = 0.25 is defined to be the threshold of the A.O. de- 
modulator. 
In the examples one subcarrier signal has a broadband 
video spectrum while the other has a narrow bandpass spectrum 
centered about a subcarrier frequency. In one case the broad- 
band video spectrum is C sin2 (Aw/2) / (Aw/2) with alternating 
peaks and valleys similar to the spectrum of a TV signal. As 
the center frequency of the narrow bandpass signal is shifted, 
the oscillations in the performance of the the demodulator are 
determined. More exact but tractable mathematical models exist 
for the spectrum of stationary picture TV signals (ref. 9). 
These spectra can be used in the equations derived in this memo- 
randum to compute performance of the F.O. demodulator for a 
stationary TV signal with an interfering voice subcarrier signal. 
4.0 REMARKS 
This memorandum has addressed the particular problem 
of demodulating interfering subcarrier signals phase modulated 
directly onto the carrier. The problem of demodulating inter- 
fering subcarrier signals frequency modulated directly onto 
the carrier can be solved by a parallel treatment. For the 
case of multilevel phase or frequency modulation of a carrier, 
the techniques of this memorandum can be applied to get an A.O. 
demodulator for the subcarrier signals in the MMSE sense. How- 
ever, there are mathematical difficulties in evaluating the 
performance of these demodulators when multilevel modulation 
is used and the subcarrier signals are interfering. A com- 
plete solution of this more difficult problem is not known at 
this time. 
a.0. w 
W. D. Wynn 
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FIGURE 3 - THREE EQUIVALENT REPRESENTATIONS OF THE LINEAR 
APPRQXIMATION OF FIGURE 2 FOR ESTIMATION OF x(t) 
GIVEN x(t)+ n" It). 
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FIGURE 5 - GRAPHS OF TWO SIGNAL SPECTRA S1 (a) WITH EQUAL TOTAL POWER AND 91% 
POWER FREQUENCY a= 7.0, AND THE SIGNAL SPECTRUM S2 ( 4 A T  ATVPlCAL 
SUBCARRIER FREQUENCY g2.0NE UNl FORM NORMALlZED NOlSE DENSITY M"' 
IS SHOWN AS A DASHED LINE. 
FIGURE 6 - RATIO OF SIGNAL POWER TO ESTIMATION ERROR (SNR) AT 
OUTPUT OF FIRST DEMODULATOR. RATIONAL St (a) WITH 
al  =pl = I ; a 2 =  p p = 0 . 2  
FIGURE 7 - RATIO OF SiGMAL POWER TO ESTOIWATION ERROR (SNRI AT 
OUTPUT OF SECOND DEMODULATOR. RATIONAL S1 (a) WITH 
a, = pI = 1; a2 = p2 = 0.2 

FIGURE 9 - RAT68 OF SIGNAL POWER TO ESTIMATION ERROR (SNR) 
AT OUTPUT OF FIRST DEMODULATOR. [RRATIONAL 
S, ( a ) W l T H C = A = 0 . 9 ; a 2 = p 2 =  0.2 
FIGURE 10 - RAT lO  OF SIGNAL. POWER TO ESTiMAIiON ERROR (SNR) 
AT OUTPUT OF SECOND DEMODULATOR. IRRATIONAL 
S1 ( a) WITH 6 = A = 0.9; a2 = p2 = 0.2 

APPENDIX I 
I n t e r v a l  E s t i m a t i o n  of Mul t id imens iona l  Waveforms 
The t h e o r y  o f  i n t e r v a l  e s t i m a t i o n  of an N d imens iona l  
waveform - a ( t )  i s  d i s c u s s e d  i n  r e f e r e n c e  4 ,  s e c t i o n  5 . 4 .  The 
purpose  o f  t h i s  appendix  i s  t o  summarize t h e  r e s u l t s  of  r e f e r -  
ence  4 ,  s e c t i o n  5 . 4  a s  they  app ly  t o  t h e  m u l t i s u b c a r r i e r  phase  
modulated s i g n a l  d e s c r i b e d  i n  t h i s  memorandum. 
N o t a t i o n a l l y ,  a  s e t  of  N s c a l a r  t i m e  f u n c t i o n s  (messages)  
al  (T) , . . . , aN ( T )  d e f i n e d  on an i n t e r v a l  T E [ !$ ,Tf  ] i s  r e p r e s e n t e d  by 
t h e  N-vector 
There  may be M s c a l a r  t i m e  f u n c t i o n s  ( c a r r i e r s )  sl (t) , s2  (t) , 
. . ,sM (t) t h a t  depend upon - a ( 7 )  o v e r  ITi , T ~ ] .  Each member si 
s h o u l d  t h e n  be w r i t t e n  as si (t ,a( r )  ) , T i ~ t ,  r'Tf The M f u n c t i o n s  
s can be r e p r e s e n t e d  a s  an M-vector i 
A s imple  example of (1 -2 )  i s  t h e  ca se  of M c a r r i e r s  each 
t h  
modulated by N F M  s u b c a r r i e r  messages. The i- member of ( 1 - 2 )  
t hen  has  t h e  form 
C N t s i ( t , a ( r ) )  - = s i n  w c i t  + d j  a , ( r ) . d ~  . I 3 ( 1- 3) j=1 i 
I f  each  si i n  (1-2)  i s  t r a n s m i t t e d  over a  channel t h a t  co r rup t s  i t  
wi th  an a d d i t i v e  n o i s e  ni (t) , t h e  M rece ived  s i g n a l s  ri (t) , i=l, 
..., M ,  can be  r ep re sen ted  i n  v e c t o r  form by 
t h 
where t h e  i- member of t h i s  v e c t o r  equa t ion  s a t i s f i e s  
The wavef o m  si ( t ,  - a ( T )  ) can be a  non l inea r  func t ion  of - a ( r )  as  
i n d i c a t e d  by (1-3) . The s i g n i f i c a n c e  of T i n  (1-2)  i s  t h a t  
memory can e x i s t  i n  t h e  ope ra t ion  of modulating - s by y a. Again, 
an example i s  (1 -3 ) .  I f  t h e r e  i s  no memory, t h e  va lue  of - s a t  
t ime t depends only upon t and - a ( t ) .  For t h e  no memory case  
s ( t , a ( ~ ) )  = s ( t , a ( t ) ) .  An example of no memory modulation i s  
- - - - 
m u l t i p l e  s u b c a r r i e r  phase modulation of  - s .  Here each si ( t ,  - a (t) ) 
would be given by (1-3) i f  t h e  i n t e g r a l  were removed and 
r ep l aced  by a .  ( t )  .
3 
I n  t he  fol lowing d i scuss ion  of optimum i n t e r v a l  
e s t i m a t o r s  it i s  assumed t h a t  t h e  messages ai ( t )  , i=l, * ,N, 
a r e  sample func t ions  from cont inuous,  j o i n t l y  Gaussian random 
9 roces ses .  The components of - n ( t )  a r e  a l s o  assumed t o  have 
t h e s e  p r o p e r t i e s .  Under t h e s e  r e s t r i c t i o n s  t h e  a n a l y s i s  of 
optimum i n t e r v a l  e s t i m a t o r s  of - a i s  t r a c t a b l e .  The covar iance 
f u n c t i o n s  of - a ( t )  and - n ( t )  can be  w r i t t e n  
and 
The t h  t h  element i n  t h e  i-- row and j- column of K a  i s  E [ai  (t) a .  (u) 1 = 
- 
3 
( t , u ) ,  l ~ i ,  j2N. t h  t h  The element i n  t h e  i- row and j- column of 
K is  E Ini ( t )  n  . (u)  J = R" ( t  , u )  , 1 ,  1 .  Interdependence could 
-n - 7 i j  
a l s o  e x i s t  between - n and - a ,  and i t  i s  p o s s i b l e  t o  i n c o r p o r a t e  
t h i s  g e n e r a l i z a t i o n  i n t o  t h e  a n a l y s i s ,  b u t  such w i l l  no t  be done 
i n  t h i s  memorandum. I f  t h e  elements of - a and - n have non-zero 
means t h e  mathematical  d e t a i l s  a r e  only s l i g h t l y  more complicated 
than  i n  t he  case  of zero means. I t  s u f f i c e s  to cons ider  t h e  case  
of z e r o  means f o r  - a  and - n.  With t h e s e  c o n d i t i o n s  t h e  p r o c e s s e s  
a  and n  a r e  comple te ly  d e s c r i b e d  by (1-6)  and 7  I r e s p e c t i v e l y .  
- - 
The v e c t o r  random p r o c e s s  - a ( t )  can b e  expanded i n t o  t h e  
v e c t o r  o r t h o g o n a l  series ( r e f .  4 ,  s e c t i o n  3-7) 
where 1 . i . m .  means l imi t - in- the-mean,  Y ( t )  i s  a  nonrandom 
-r 
lq-vector f o r  e a c h  r ,  and a, i s  a s c a l a r  random v a r i a b l e .  The 
v e c t o r s  Y (t) a r e  v e c t o r  e i g e n f u n c t i o n s  cor respond ing  t o  t h e  
-r 
i n t e g r a l  e q u a t i o n  
The s c a l a r  random v a r i a b l e s  a, a r e  g i v e n  by 
S i n c e  t h e  v e c t o r  ~ ( t )  i s  assumed Gauss ian  w i t h  z e r o  mean, ai  and 
a  a r e  s t a t i s t i c a l l y  independen t  i f  i # j ;  and E [ a i  a .  3 1 = p i  Sij j 
where S i j  = 1 f o r  i = j  and z e r o  o t h e r w i s e .  
One optimum i n t e r v a l  e s t i m a t e  of - a ( t )  on [Ti,Tf] i s  t h e  
MAP e s t i m a t e  d e f i n e d  as  fo l lows .  Given any i n t e g e r  K > O ,  t h e  
N-vector g K ( t )  i s  de f ined  by 
t h  This  i s  t h e  K- p a r t i a l  sum of - a ( t )  i n  (1-8) , where a, and 'Yr 
a r e  de r ived  i n  (1-9) and (1-10)  . I f  -aK i s  s u b s t i t u t e d  f o r  a  i n  
- 
( 1 - 4 )  t h e r e  r e s u l t s  t h e  new M-vector equa t ion  
From ( 1 - 1 2 )  a  MAP e s t i m a t e  of t h e  random v a r i a b l e s  a r t  r= l ,*  - I K I  
can be made ( r e f .  4 ,  s e c t i o n  4.6) . With t h i s  MAP e s t ima te  
denoted by pr ,  f o r  each r ,  an e s t i m a t e  of _aK(t) i n  (1-11) is 
gene ra t ed  by 
The W i n t e r v a l  e s t ima te  of - a ( t )  o r  [TifTfl  i s  def ined  by 
( t ) w h e r e  
-map 
When it i s  unders tood  t h a t  a MAP i n t e r v a l  e s t i m a t e  i s  be ing  made 
t h e  "map" s u b s c r i p t  i s  o m i t t e d ,  and - 2 d e n o t e s  1 - 1 4  The l i m i t  
( 1 - 1 4 )  i s  known t o  s a t i s f y  t h e  v e c t o r  i n t e g r a l  e q u a t i o n  (1-15) 
f o r  t h e  no memory modula t ion  c a s e  - s ( t , a ( r ) )  - = s ( t , g ( t ) )  ( r e f .  4 ,  
e q u a t i o n  5-160) . 
and 
where Qn i s  d e f i n e d  by 
- 
w i t h  
Also ,  - D ( t , a ( t )  - ) i s  a  m a t r i x  w i t h  N rows and P I  columns where t h e  
t h  t h  t e r m  i n  t h e  i-- row and j- column i s  asi ( t ,  - a ( t )  ) / a a j  (t) . 
A sys tem t h a t  per forms o p e r a t i o n s  on t h e  r e c e i v e d  
v e c t o r  waveform - r ( t )  = s ( t , a ( t ) )  - + - n ( t )  , T.  1- < t i T f ,  i s  c a l l e d  a  
MAP i n t e r v a l  e s t i m a t o r  o f  - a (t)  on [Ti  , T f ] .  The t h r e e  e q u a t i o n s  
a r e  r e p r e s e n t e d  by t h e  feedback sys tem i n  F i g .  12. The double  
l i n e s  i n d i c a t e  v e c t o r  t r a n s f e r  and t h e  sum and p r o d u c t  a r e  
v e c t o r  o p e r a t i o n s .  
The p a r t i c u l a r  s i g n a l  demodulator  i n v e s t i g a t e d  i n  t h i s  
memorandum p r o c e s s e s  t h e  waveform 
where n ( t )  i s  w h i t e  Gauss ian  n o i s e  w i t h  t h e  two-sided power 
s p e c t r a l  d e n s i t y  No/2 wat ts /Hz.  S i n c e  t h e  s u b c a r r i e r s  a i ( t )  a r e  
s t a t i s t i c a l l y  independen t ,  R i j  ( t t u )  = 0 ,  i # j ,  i n  (1 -6 ) .  Also  
s i n c e  n ( t )  i s  a  s c a l a r  w h i t e  p r o c e s s ,  (1-7) becomes 
t h e n  from (1-18) 
and u s i n g  ( 1 - 1 9 )  and ( - 2 1  , (1-16) and (1-17) reduce t o  the 
s imp le  forms 
L 
r ( t )  = lj-- r ( t )  , 9 0 
and 
With s ( t , a ( t )  - ) a  s c a l a r  f u n c t i o n  of t h e  v e c t o r  - a ( t )  , 
T hi s  r e s u l t  i s  t h e  same f o r  each  j=1 ,  ..., N .  S u b s t i t u t i n g  (1-22) 
t h  
through (1-25) i n t o  (1-15) t h e  j- component of i(t) i s  
where j=1 ,  ..., N and Ti  2 t 5 Tf . 
The N e q u a t i o n s  (1-26) can  be  r e a l i z e d  by t h e  'feedback 
sys tem i n  F ig .13 .  The o p e r a t i o n  i n  (1-26) i s  t h e  convo lu t ion  of  
K .  ( t , z )  w i t h  t h e  " s i g n a l "  
3 
2 8,427 cos B ( z )  { r ( z )  - kZ? s i n  6 ( z )  1 
No 
where 
S i n c e  r ( z )  = s i n  ~ ( z )  + n ( z ) ,  (1 -27)  i s  a l s o  e q u a l  t o  
+ n ( z )  cos  6 ( z )  1 
The n o i s e  n (t) i s  d e f i n e d  t o  b e  w h i t e  w i t h  a two-sided 
s p e c t r a l  d e n s i t y  No/2. T h i s  assumption i s  p o s s i b l e  s i n c e  t h e  
spec t rum of n ( t )  i s  uni form o v e r  a  b road  band around w c  i n  t h e  
channe l  c a r r y i n g  r ( t ) .  The t r u e  spect rum of  n ( t )  i s  n o t  i n f i n i t e  
i n  w i d t h ,  b u t  t h i s  i d e a l i z a t i o n  is u s e f u l  s i n c e  t h e  c o r r e l a t i o n  
f u n c t i o n  of  n  ( t)  i s  t h e n  s i n g u l a r .  The spec t rum of n ( t )  i s  Sn ( w )  
d e p i c t e d  i n  F ig .14 .  By p h y s i c a l  r e a s o n i n g ,  O 5 W z w c .  When 
Sn ( w c + A )  = Sn ( w c - A )  f o r  O < A L W ,  t h e r e  e x i s t s  t h e  r e p r e s e n t a t i o n  
of n ( t )  g i v e n  by 
n ( t )  = J Z [ n l ( t )  cos w , t  - n 2 ( t )  s i n  w c t l  f (1-29) 
where 
R n ( r )  = 2R1(-r) cos wcr , 
and 
= ~ [ n ~ ( t )  n 2 ( t + r )  I = R ~ ( T )  R ~ ( T )  = E [ n l ( t )  n l ( t + ~ ) l  
S i n c e  n ( t )  i s  Gauss ian  w i t h  z e r o  mean, nl ( t )  and n Z  ( t )  a r e  
s t a t i s t i c a l l y  independen t  Gauss ian  p r o c e s s e s  w i t h  z e r o  means. 
The F o u r i e r  t r a n s f o r m  of Rn (T) i s  
where Sl ( a )  = F [Rl ( T )  1 Then 
The s p e c t r a  Sl ( w )  and S2 ( w )  a r e  a l s o  shown i n  ~ i g . 1 4 .  From 
(1-29) , 
1 
n ( z ) c o s  6 ( z )  = - 1 ( z )  cos(2wCz + & ( z ) )  - n 2 ( z )  s in(2wcz + X ( z ) )  
JZ 
+ n l ( z )  c o s  G ( z )  + n Z ( z )  s i n  G ( z )  
B E L L G O M M ,  I N C .  I-LI 
The s p e c t r a  of  t h e  s i n e  o r  c o s i n e  of x ( t )  and G ( t )  a r e  lowpass 
and narrow compared w i t h  o and W as i n d i c a t e d  i n  F i g . 1 4 .  The 
c 
p r o d u c t  of K .  ( t , z )  and any t e rm of (1-28) a t  2 w  w i l l  c o n t r i b u t e  
I C 
i n s i g n i f i c a n t l y  t o  t h e  v a l u e  of t h e  i n t e g r a l  i n  (1 -26) .  The p a r t  
of' (1-28) t h a t  e f f e c t s  t h e  v a l u e  of  t h e  convo lu t ion  i n t e q r a l  i s  
1 + - Lnl ( z )  cos x ( z )  + n 2  ( z )  s i n  x ( z )  1 
fi 
With t h e  narrowband assumption t h a t  g i v e s  ( 1 - 3 3 ) ,  t h e  feedback 
c o n n e c t i o n  s ( t , & ( t ) )  i n  F i g . 1 3  can  be o m i t t e d .  Also t h e  t e r m  
nl ( 2 )  cos " 2 )  i n 2  ( z )  s i n  X ( z )  i s  w h i t e  Gauss ian  n o i s e  w i t h  a  
two-sided d e n s i t y  spect rum No/2 ( r e f . 6 ,  s e c t i o n  2 . 7 ) .  The sys tem 
i n  F i g .  1 f o l l o w s  d i r e c t l y  from F i g . 1 3  i n  l i g h t  of (1-33) .  
APPENDIX I1 
D e r i v a t i o n  Of The Lower Bound On 
Mean Square  E r r o r  i n  E s t i m a t i n g  - a ( t )  
I n  s e c t i o n  2 . 3  a  r e a l i z a b l e  approximat ion  of t h e  MAP 
i n t e r v a l  e s t i m a t o r  of - a ( t )  was g i v e n  i n  F i g . 2 .  For  l a r g e  S N R  
i n t o  t h i s  r e a l i z a b l e  demodulator  t h e  sys tem became l i n e a r ,  and it 
was a s i m p l e  m a t t e r  t o  f i n d  t h e  sys tem components t h a t  gave a PQlSE 
p o i n t  estimate of ~ ( t )  a t  time t .  I t  was a l s o  s t a t e d  i n  s e c t i o n  
2 . 3  t h a t  i f  s u f f i c i e n t  d e l a y  was a l lowed i n  t h e  pos t - loop f i l t e r s  
h u i  ( t)  , i=1,. . . , N ;  t h e  MMSE ach ieved  w i t h  t h e  s t r u c t u r e  of F ig .2  
when t h e  i n p u t  SNR became l a r g e  was t h e  s m a l l e s t  p o s s i b l e  of  any 
p o i n t  e s t i m a t o r  of g ( t ) .  From 2 3  t h e  MMSE i n  t h e  p o i n t  e s t i m a t e  
t h  
o f  t h e  i- component of - a ( t )  a t  t was 
Nlj#i 
si,u,[ , s ,  3 ( w )  + 
j = 1  
I t  i s  p o s s i b l e  t o  d e r i v e  a lower bound on t h e  MMSE i n  
p o i n t  e s t i m a t i n g  - a ( t )  a t  t t h a t  can b e  ach ieved  w i t h  any demodula- 
t o r ,  r e a l i z a b l e  o r  n o t .  When t h i s  bound i s  computed p r e s e n t l y  f o r  
t h e  MMSE i n  e s t i m a t i n g  each component ai (t) of - a (t) , t h e  bound 
w i l l  b e  e q u a l  t o  ( 2 - 1 ) ,  i=1, ..., N. T h i s  p roves  t h a t  if s u f f i c i e n t  
t i m e  d e l a y  i s  i n t r o d u c e d  i n  t h e  f i l t e r s  h u i ( t )  t h e  l i n e a r  
demodulator  i n  F i g ,  4 i s  t h e  optimum p o i n t  e s t i m a t o r  o f  - a ( t )  a t  
t i m e  t i n  t h e  PWSE s e n s e  when t h e  a v a i l a b l e  i n p u t  i s  x (T) +nu (T) , 
- m < ~ ~ t .  TO invoke F i g . 4 ,  however, t h e  i n p u t  SNR must be l a r g e  
2 enough t h a t  o t  i n  (22)  i s  s m a l l .  For  s m a l l  G o ,  s i n l x - k l  =x-k i n  
F i g . 2 ,  and F i g . 4  r e s u l t s .  A f r e q u e n t l y  used  t h r e s h o l d  of l i n e a r -  
2  i t y  i s  t h e  v a l u e  0 % = 1 / 4 .  For  oo<1/4 ,  F i g . 4  i s  assumed t o  app ly .  
2 S i n c e  t h e  mean s q u a r e  e r r o r  i n  e s t i m a t i n g  x ( t )  by &( t )  i s  o o ,  t h e  
Chebychev i n e q u a l i t y  from p r o b a b i l i t y  t heo ry  s t a t e s  t h a t  ( r e f . 7 ,  
page 150) 
Then t h e  p r o b a b i l i t y  t h a t  I x (t) - k (t)  1 exceeds  7r/4 r a d i a n s  a t  
-2 2  t ime  t is less t h a n  a when 0 0 < 1 / 4 .  
The d e s i r e d  lower bound f o r  t h e  mean s q u a r e  e r r o r  i n  
p o i n t  e s t i m a t i n g  - a ( t )  a t  t can b e  found by f i r s t  d e r i v i n g  a 
lower bound f o r  t h e  mean s q u a r e  e r r o r  i n t e r v a l  e s t i m a t e  of - a ( t )  
on an i n t e r v a l  [Ti ,Tf] ,  Ti<Tf. The mean s q u a r e  e r r o r  of t h e  
i n t e r v a l  estimate i s  d e f i n e d  by ( r e f .  4 ,  s ec t ; -on  5 .4 .4 )  
where E (  1 i s  t h e  e x p e c t e d  v a l u e  of t h e  v e c t o r  random v a r i a b l e  
g e n e r a t e d  by t h e  i n t e g r a l  o p e r a t i o n ,  and - aE (t) i s  the e r r o r  
v e c t o r  d e f i n e d  by (1). A lower bound m a t r i x  -B R w i l l  b e  found f o r  
R i n  t h e  s e n s e  t h a t  R1-R i s  nonnega t ive  d e f i n i t e .  R e f e r r i n g  t o  
--I -B 
( 2 - 3 )  i t  i s  s e e n  t h a t  t h e  d i a g o n a l  terms i n  t h e  m a t r i x  sB r e p r e -  
s e n t  lower  bounds on t h e  mean s q u a r e  e r r o r s  i n  e s t i m a t i n g  
a i  ( t)  i=l, * .  . ,N. 
The lower bound m a t r i x  RB i s  d e f i n e d  by 
-a  
where - J ( t l , x )  i s  t h e  i n v e r s e  of t h e  ' 
J ( t '  ,x) and i s  d e f i n e d  by t h e  m a t r i x  i n t e g r a l  e q u a t i o n  ( r e f .  4 ,  
- 
page 4 5 4 )  
where < t ' ,  x : T f  = = K ( t '  , X I ,  Ti -
-a 
- 
To f i n d  lower bounds on t h e  e lements  of ItI, (2-5) must b e  s o l v e d  
and ( 2 - 4 )  m u s t  b e  e v a l u a t e d  w i t h  x = t ' .  For  t h e  s c a l a r  s i g n a l  
Pa 
s ( t , a ( t ) )  - = a s i n  + 8, x a i ( t  that is a of the 
i==l 
v e c t o r  - a ( t ) ,  and t h e  s c a l a r  a d d i t i v e  n o i s e  n ( t )  w i t h  uni form 
s p e c t r a l  d e n s i t y  N o / 2 :  t h e  i n v e r s e  k e r n e l  v e c t o r  
Q ( u ,  z )  = ( 2 / N o )  6 (u -z )  , an impulse  of w e i g h t  2/N a t  z=u, and 
--n 0 
- 
D ( u ,  a ( u )  ) i s  t h e  v e c t o r ,  
- - 
as ( u ,  a ( u )  
- 
aaN ( u )  
and 
t h e n  
t h  t h  
where t h e  t e r m  i n  t h e  i--- row and j-- column of  t h e  N x N  m a t r i x  
i j sds is  j u s t  R d s ( u , z ) .  S u b s t i t u t i n g  t h e  2 /No  v a l u e d  impulse  f o r  
Q ( u , ~ )  and (2-8) i n t o  (2-5) g i v e s  
-n 
- 
-1 -1 J ( t f , x )  +---  
- 
J - ( t '  , u )  F&, ( u , u )  --a K- ( u , x ) d u  = E a ( t l  - r 
f o r  Ti 5 t', x 5 Tf . (2-9) 
S i n c e  
S i n c e  c o s  [wet + x ( t )  1 i s  assumed t o  be a narrowband p r o c e s s  
c e n t e r e d  around w c ,  t h e  c o n t r i b u t i o n  of t h e  2 w c  t e r m  i n  ( 2 - 1 0 )  
can  b e  n e g l e c t e d  i n  comparison t o  t h e  P 6:  t e r m  i n  t h e  i n t e g r a l  
T 
of ( 2 - 9 ) .  Then i n  (2-9)  t h e  e f f e c t i v e  p a r t  of Ss i s  P 8: I I 
where - I i s  a u n i t  N-vector ,  and - I - i s  a NxN u n i t  m a t r i x  ( a l l  
o n e s ) .  
The e lements  of - a ( t )  a r e  assumed t o  b e  s t a t i s t i c a l l y  
independent p r o c e s s e s  w i t h  z e r o  means. Then, 
that is an N X N  matrix with all off diagonal terms equal to zero. 
-1 The matrix - J (t' ,x) is 
Post multiplication of (2-12) by t h e  unit vector - I g ives  
T 
PremuLtiplication of (2-11) by - I gives 
Then t h e  i n t e g r a n d  of ( 2 - 9 )  i s  
t h  t h  The t e rm i n  t h e  r---- row and p- column of -a K can b e  deno ted  as K 
- 
r ?? 
and when r=p=i, K =Ki.  From (2-11) K = O  i f  r f p .  From ( 2 - 9 )  t h e  
rl? r P  
t e r m  K (ti,x) is g i v e n  by t h e  s c a l a r  i n t e g r a l  e q u a t i o n  
r P  
f o r  l<r, p5N. and T . < t \  x2Tf ( 2 - 1 6 )  
- 1- 
The se t  of e q u a t i o n s  d e s c r i b e d  by ( 2 - 1 6 )  can be  s o l v e d  
s i m u l t a n e o u s l y  f o r  J-l (t ' ,x) . For  f i x e d  r ,  c o n s i d e r  t h e  sum of 
r P  
(2-16) o v e r  a l l  p. T h i s  i s  
f o r  l < r < N  - ; T i < t l ,  xlTf . (2-17) 
-1 But w i t h  h r ( t l , x )  = J r p ( t l . x ) .  (2-17) h a s  t h e  form of t h e  
p= 1 
Wiener-Hopf i n t e g r a l  e q u a t i o n  
f o r  l < r ~ N  , T i z t t r  x'Tf . 
If hr (t' ,x) i s  found by s o l v i n g  (2-18) , t h i s  can b e  used t o  f i n d  
-1 J (tg , x )  , p + r ,  d i r e c t l y  from (2-16) .  I n  t h i s  manner a l l  ~ - ' ( t '  , x )  
r p  r ?? 
a r e  found f o r  l g r ,  pgN. 
The s o l u t i o n  of (2-18) i s  d i f f i c u l t  f o r  most c a s e s .  One 
c l a s s  of problems where t h e  s o l u t i o n  o f  (2-18) i s  d i r e c t  i s  where 
a (t) i s  s t a t i o n a r y  and Ti+-- ( r e f .  4 ,  page 4 4 4 )  . Then 
- 
Kr (t' ,x)+Kr ( t l - x )  and hr ( t '  ,u )+hr  ( t i - - u )  . I f  i n  a d d i t i o n  Tf++a,  
t h e  s o l u t i o n  of (2--18) i s  s i m p l e ,  a s  can  be s e e n  by c o n s i d e r i n g  
f o r  l < r < N  - - and --"<t'{ X < + W  . (2-19) 
With t h e  change of v a r i a b l e s  t l-X=T and v = t f - u ,  u-X=T-v, u= -"+ 
V= + w p  U= f w +  V= - w r  and dv= -du. Then (2-19) becomes 
f o r  - C O < T < + m  . 
S i n c e  (2-20) i s  d e f i n e d  f o r  - rn<~<+w,  t h e  F o u r i e r  t r a n s f o r m  of  
each s i d e  can  be t a k e n ,  and s i n c e  t h e  l e f t  s i d e  i s  a  c o n v o l u t i o n  
i n t e g r a l ,  t h e  r e s u l t  i s  
where Hr(jw) = F [ h r ( v ) l  and Sr(w) = F I K r ( r ) l  for 12r2N- 
F o r  t h e  s t a t i o n a r y  problem w i t h  Ti+=", Tf-++", t ' - x = i  
and v=tg-E, ( 2 - 1 6 )  becomes 
f o r  p f r  and - - W < T C + ~  
T h i s  can be t r ans fo rmed  t o  g i v e  
S i n c e  
- 
-1 
t h e  t r a n s f o r m  of J,, ( r )  follows by s u b t r a c t i n g  all F ( 1 ,  r f p ,  
from Nr ( j w )  . Then f o r  l l r ~ N ,  
The v a l u e  ~ ~ ' ( 0 )  i s  a lower bound on t h e  e r r o r  i n  e s t i m a t i n g  
rr 
a, ( t )  on t h e  i n t e r v a l  - g i v e n  x ( ~ )  + n" ( T )  f o r  - m < r < + m =  
I f  on ly  X ( T )  + n "  ( T ) ,  - - -<~<t  - i s  g i v e n ,  b u t  t h e  e s t i m a t e  i s  de layed  
i n  t ime by 6 ,  - ' ( o )  i s  a g a i n  t h e  lower bound on e s t i m a t i n g  a r ( t )  Jrr  
on t h e  i n t e r v a l  ( - a r t ]  a s  6++m. S i n c e  
s u b s t i t u t i o n  of (2-24) g i v e s  
2 
where ~ ~ ( 1 )  i s  t h e  mean s q u a r e  e r r o r  i n  t h e  i n t e r v a l  e s t i m a t e  of 
-1 
ar lt? on ( - m f t ]  w i t h  d e l a y  6++m. S i n c e  Jrr ( 0 )  i s  t h e  same f o r  
each t, it i s  a l s o  e q u a l  t o  t h e  lower bound on t h e  mean s q u a r e  
e r r c r  i n  p o i n t  e s t i m a t i n g  a r ( t )  a t  t g i v e n  x ( i )  + n " ( ~ ) ,  - - a < ~ ~ t ,  
and &Lay & - + + m e  But t h e  MMSE f o r  t h e  p o i n t  e s t i m a t i o n  of a r ( t )  
u s i n g  t h e  sys tem i n  F i g .  4 was d e r i v e d  i n  s e c t i o n  2-6 a s  o t r  i n  
-1 2  ( 2 3 ) .  S i n c e  J r r ( 0 )  and oOr a r e  t h e  same, t h e  sys tem i n  F i g . 4  i s  
t h e  optimum p o i n t  e s t i m a t o r  of - a ( t )  a t  t i n  t h e  MMSE s e n s e  when 
P
d e l a y  6++- i s  a l lowed  f o r  hui (t) , i=1,.  . ,N. 
APPENDIX I11 
Der iva t ion  O f  The Trans fe r  Funct ion Hi (jw) I n  Equation (18) 
To compute t h e  optimum l i n e a r  f i l t e r s  h u i ( t )  i n  F ig .4 ,  
it i s  necessary t o  d e r i v e  t h e  t r a n s f e r  func t ion  from t h e  inpu t  of 
Fig .4  t o  t h e  p o i n t  of t h e  response "i(t). By d e f i n i t i o n  t h i s  
t r a n s f e r  f u n c t i o n  i s  
From Fig .4  t h e  Four i e r  t rans form of a r i ( t )  i s  
where 
2 K =  1 / N "  = 2P Bc/No and Y(jw) = ) - A ~ ~ ( ~ u )  . 
i=l 
Combining (3-1) and (3-2) g ives  
f o r  i = l I , . . , N  . 
There are N independent equations in the N transfer functions 
( j ) .  This system could be solved directlv, but it is 1 
simpler to find the Hi(jw) by the follo~~ing argument. 
Tile transform Arl ( j ~ )  is the response of the feed- 
- 
hack system in Fig. 15. If (3) , J=1,. . . ,N denotes the input of 
th the J-- summing point from the left in Fig.15, and ( 0 )  is the 
output point of the amplifier K; the transfer function from 
(J) to ( 0 )  is a member of the sequence, 
(N) tC3 ( 0 )  : G~ = K/[1 + K HrNl ! 
(J) to (0) : - G~ - GJ+lJ'[l + G ~ + l  H r ~ l  
The transfer function from (1) to Arl(jw) is 
Substitution of GN into GNel, G ~ - l  into GNm2, etc. 
gives 
This is (19) f o r  i=l. By symmetry: 
H. ( j w )  = K H ( j w )  
1 x i  
f o r  i=1, ..., N a 
S u b s t i t u t i o n  o f  (3-7) i n t o  ( 3 - 3 )  leads t o  a n  i d e n t i t y .  That i s ,  
( 3 - 7 )  checlcs as the s o l u t i o n  of ( 3 - 3 )  
APPENDIX I V  
An Example Where N=2 And Sl(w) s ~ ( w )  jc 0 
Let sX(w) = S, (a) + S2 (w) 
where 
and 
Then 
where s=jw and the A's are as follows, 
The pa ramete r s  t o  b e  s e l e c t e d  a r e  p l ,  p 2 ,  a l ,  a 2 ,  a.nd N "  . 
2 S i n c e  Sx(w) i s  a  f u n c t i o n  of w , we can w r i t e  
where D k  and yk have p o s i t i v e  r e a l  p a r t s  and Y ( w )  = 
3 
(w- jBk) / (w- jYk)  c o n s i s t s  of  a l l  f a c t o r s  of l+Sx(w)/Ntt  i n  
I<= a. 
t h e  upper h a l f  o f  t h e  w-plane. The f a c t o r  Y *  ( w )  i s  t h e  conju-  
g a t e  of Y ( w )  . Then Y (w) = [ l + ~ ~ ( w ) / ~ " ] +  and Y* ( w )  = [1+SX(w)/w" ' - .  
The t r a n s f e r  f u n c t i o n  of t h e  optimum r e a l i z a b l e  f i l t e r  
f o r  e s t i m a t i n g  x ( t )  from x ( ~ ) + n  " ( r ) ,  ~ l t ,  i s from ( 1 4 )  
Then (3.5) g i v e s  
BELLCQMM,  I N G .  IV- 3 
The p o l e s  jyk of Y ( u )  f o l l o w  d i r e c t l y  from t h e  q u a d r a t i c  f a c t o r s  
i n  t h e  denominator  of l+Sx  ( u )  /N" . These a r e  
I y l  = 1 p l f  j y 2  = j p 2  - u 2  and j y 3  = j p 2  + 2 
The z e r o s  j B k  of i ( u )  must b e  found by f a c t o r i n g  t h e  s i x t h  o r d e r  
polynomial  i n  t h e  numerator  of  l+Sx  ( a )  /N" . 
The p o l e s  of Hrl+HrZ a r e  s imple .  The f u n c t i o n  H r l  i s  
a s s o c i a t e d  w i t h  t h e  p o l e  jy 1 and H r 2  w i t h  t h e  remainder ,  s i n c e  
jyl i s  t h e  o n l y  p o l e  a r i s i n g  from S l ( u ) .  Using a p a r t i a l  f r a c t -  
i o n  expans ion  f o r  Hr1+Hr2 a s  i n  ( 1 6 )  gives 
and 
where 
The c o n j u g a t e  r e l a t i o n s h i p  between j k 2  and j k 3  f o l l o w s  from t h e  
p r o p e r t y  
Then 
and 
where 
The two t e r n s  of H r 2  combine t o  g i v e  
H r 2  ( j w )  = N" (4-5) 
where R e  [ ] d e n o t e s  t h e  r e a l  p a r t .  
BELLCBMM, I N C .  IV- 5 
The minimum mean-square  e r r o r  i n  e s t i m a t i n g  x ( t )  
g i v e n  x ( r ) + n W  ( r )  , t .  - i s  known from ( 2 2 )  as a  f u n c t i o n  of 
Bk, Y k r  and N " .  T h i s  e r r o r  i s  a l s o  g i v e n  by ( r e f .  6 ,  page 1 4 6 )  
The optimum r e a l i z a b l e  f i l t e r s  w i t h  6-sec delay f o r  
e s t i m a t i n g  a l ( t )  and  a 2  ( t )  g i v e n  t h e  i n p u t  x ( r ) + n W  ( r )  , r ' t ,  
have b e e n  d e r i v e d .  For i=l and 2 
Si ( w )  
u  
where f rom ( 1 7 )  Hoi,(j ) = 
NIIY ( w )  Y* ( w )  
Then 
and 
u 1 (4-8) Wo2(jw) = - N" * 
where P ( w )  = -A (1) u6 + A(2)  w 4  - A ( 3 )  w 2  + A ( 4 )  . 
From ( 2 3 )  t h e  l ower  bounds on  t h e  mean-square  e r r o r s  
i n  e s t i m a t i n g  a l ( t )  and  a 2 ( t )  w i t h  d e l a y  a r e ,  r e s p e c t i v e l y ,  
and  
These  e r r o r s  a r e  o b t a i n e d  i n  t h e  l i m i t  a s  6--. F o r  s u f f i c i e n t l y  
l a r g e  d e l a y ,  t h e s e  a r e  t h e  mean-square  e r r o r s  f o r  optimum es t i -  
m a t i o n  of a l ( t )  and  a 2  ( t )  a t  t i m e  t + S  g i v e n  t h e  i n p u t  x ( r ) + n n  (r) 
f o r  ~ 2 - k .  
S i n c e  
and  ~ ( w )  Y *  ( w )  = 1 + Sx(w) /NU,  
BELLCOMM,  INC. IV-7 
Then 
and 
If Nl and N2 are two values of N" the assumption 
implies W 1 ~  N2. Similarly for the case where the rolls of S1 and 
2 2 
S, are interchanged. Hence Nl ) N -+ o (Nl) 2 ool (N2) and 2 01 L 
2 
0  0 2  (Nl) 2 0 E 2  IN2). The mean square errors are monotonic with NI. 
BELLCBMM, INC. IV- 8 
The e r r o r  i n t e g r a l s  have  t h e  s i m p l e  form 
and 
2 2  
where P ( w )  = - ~ ( l )  w6 + ~ ( 2 )  w 4  - ~ ( 3 )  w 2  + A ( 4 )  = m(w + B ~ )  
k==l  
and t h e  C ' s  and D k  a r e  c o n s t a n t s .  S i n c e  P ( w )  i s  two o r d e r s  
g r e a t e r  t h a n  t h e  i n t e g r a n d  numerator  f o r  each  i n t e g r a l ,  t h e  
2 2 t h e o r y  of r e s i d u e s  can be  used t o  e v a l u a t e  aol and u O 2 .  More 
s p e c i f i c a l l y  ( r e f .  8 ,  page 3 6 8 )  i f  Q ( z )  i s  a  f u n c t i o n  a n a l y t i c  i n  
t h e  upper h a l f  of t h e  z-p lane  e x c e p t  a t  a  f i n i t e  number of p o l e s ,  
none o f  which l i e s  on t h e  r e a l  a x i s ,  and i f  I z ~ ( z ) ]  converges  
un i fo rmly  t o  z e r o  a s  z-+rn through v a l u e s  f o r  which 0 2 a r g  - < a ,  
t h e n  Q ( o ) d o  i s  e q u a l  t o  2n- j  t i m e s  t h e  sum of t h e  r e s i d u e s  a t  
t h e  p o l e s  of Q ( z )  i n  t h e  upper h a l f  o f  t h e  z-plane.  L e t t i n g  
2  2  Q l i w )  and Q 2 ( o )  b e  t h e  i n t e g r a n d s  i n  ool and ao2 ,  it i s  n o t  
d i f f i c u l t  t o  show t h a t  t h e  requ i rements  of t h e  r e s i d u e  theorem 
h o l d  a t  l e a s t  f o r  t h e  v a l u e s  of t h e  A ' s ,  C ' s  and D ' s  used.  Hence 
t v  e v a l u a t e  o2 o b  and a z 2  t h e  r e s i d u e s  of Q1(z )  and Q 2 ( 2 ) ,  r e s p e c t -  
i v e l y ,  a r e  e v a l u a t e d  i n  t h e  upper h a l f  of  t h e  z-plane.  
Since 
where Re[Bk]>O for k=1,2,3; the roots of P ( z )  with positive 
imaginary parts must be z= +jBk, k=1,2 and 3. Then 
and 
For (l), the residue at jBrr r=1,2,3 is defined by 
For (2) , the residue at j B, r=1,2,3 is 
By t h e  r e s i d u e  theorem 
The t r a n s f e r  f u n c t i o n  from the demodulator  i n p u t  t o  
t h e  p o i n t  of t h e  r e s p o n s e  Ci(t) w a s  found t o  be  
Assuming a  d e l a y  of 6'0 s u f f i c i e n t l y  l a r g e ,  t h e  p o s t  loop f i l t e r  
hui h a s  t h e  t r a n s f e r  f u n c t i o n  Hui ( j w )  = Hoi ( j u ) / H i ( j u )  t h a t  is 
c l o s e l y  approximated by a  r e a l i z a b l e  t r a n s f e r  f u n c t i o n .  S u b s t i -  
t u t i n g  Hol ( j w )  and H l ( j w )  g i v e s  
S u b s t i t u t i n g  HoZ ( j w )  and H2 ( j w )  g i v e s  




