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Abstract
In this work we give a new lower bound on the chromatic number of a Mycielski graph Mi.
The result exploits a mapping between the coloring problem and a multiprocessor task scheduling
problem. The tightness of the bound is proved for i = 1; : : : ; 8. c© 2001 Elsevier Science B.V.
All rights reserved.
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1. Introduction and notation
Let G be an undirected graph, with vertex (node) set V and edge set E. A proper
coloring is a function f :V → {1; 2; : : : ; |V |} such that f(i) = f(j) for each (i; j) ∈ E,
i.e. no two adjacent nodes are assigned the same color. Given a graph G, the smallest
number of colors for which there exists a proper coloring of G is called chromatic
number and is denoted by 
(G). The chromatic number problem is, in the general
case, NP-complete [5]. Moreover, let !(G) and (G) be respectively the size of
the maximum clique and the size of the maximum stable set of a graph G, i.e. the
maximum number of nodes in V mutually adjacent and the maximum number of nodes
in V mutually non adjacent.
When facing with exact algorithms for NP-complete problems it is important, in
order to verify their e@ectiveness, to use, along with randomly generated instances,
benchmark instances such as particular structured graphs. Referring to the chromatic
number problem there are instance classes that are widely used for testing algorithms:
Register graphs [3], Geometric graphs, Book graphs [7], Game graphs [7], Miles
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graphs [7], Queen graphs [4], Mycielski graphs [10]. In particular, from the experi-
mental results presented in the literature (see for example [2,9,13]), Mycielski graphs
seem to be, with respect to the others, hard-to-color instances. This can be explained
by examining the structure of these graphs.
Given a graph G with vertex set {v1; v2; : : : ; vn}, we can get the Mycielski transforma-
tion (G) of G by creating a new graph with vertex set: {x1; x2; : : : ; xn; y1; y2; : : : ; yn; z}
and edges (xh; xk) i@ (vh; vk) ∈ E, (xh; yk) i@ (vh; vk) ∈ E, and (yh; z) for all h. If we
let M1 be the Mycielski graph with two nodes and one single edge, Mi is recursively
deGned as Mi+1 = (Mi). For the sake of simplicity in the sequel referring to a graph
Mi we deGne Xi = {x1; x2; : : : ; xn}, Yi = {y1; y2; : : : ; yn}, and zi = {z}.
Some structural properties of these graphs can be underlined:
(i) each Mi is triangle free, i.e. !(Mi) = 2,
(ii) has increasing chromatic number equal to i + 1,
(iii) the subgraph induced by the nodes {x1; x2; : : : ; xn} of Mi+1 is the same subgraph
induced by the nodes {v1; v2; : : : ; vn} of Mi.
According to the above deGnitions and property (iii), we deGne Xi the set of nodes in
Mi which induces a Mi−1, Xi−1⊂Xi the set of nodes in Mi which induces a Mi−2, and
Xi−2⊂Xi−1⊂Xi the set of nodes in Mi which induces a Mi−3
As such, these graphs seem diIcult to color using an implicit enumeration algorithm
like branch and bound: in fact, exact algorithms in the literature solve instances up to
M4 [9] and M5 [2,13].
This is explainable because neither !(Mi) nor the linear relaxation of the independent
set formulation of the problem can provide tight lower bounds. The results presented in
the literature show that the dual integer solution of the linear relaxation of the program
[9] yields to weak bounds, especially if we deal with large i.
The some reasons apply to the slight improvement on !(Mi) obtained for low in-
dexed instances by the lower bound expression |Vi|=(Mi)	 which is always less or
equal to three and becomes closer to !(Mi) as i increases.
Our idea is to transform the coloring problem of Mi in a scheduling problem and
derive a new lower bound from the latter that is tight for i= 1; : : : ; 8 and in particular
is tight for Mycielski benchmark graphs currently used by exact algorithms.
2. Transforming the coloring problem in a multiprocessor task scheduling problem
Starting from a Mycielski graph Mi = (Vi; Ei) let us deGne one instance of a multi-
processor task scheduling problem with prespeciGed processor allocation [1].
There are |Ei| processors and |Vi| non-preemptive tasks of unit execution time.
Each task j in order to be executed requires the simultaneous allocation of a set
Pj of processors. Processors are allocated to tasks so that the intersection graph of the
task processor set is the given Mycielski graph. This can be done by the following
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algorithm:
Algorithm Assign Processors
Input: A Mycielski graph Mi;
Output: An allocation of processors to tasks;
begin algorithm
Step 1 k = 1;
Pj = ∅ ∀j ∈ Vi;
for j := 1 to |Vi| do
for each j′ ¿ j adjacent to j do
Step 1.1 if the processor k =∈ Pj then Pj = Pj ∪ k;
Step 1.2 if the processor k =∈ Pj′ then Pj′ = Pj′ ∪ k;
Step 1.3 k = k + 1;
end algorithm.
Remark 1. The algorithm Assign Processors uses a number k of processors equal
to |Ei|.
Remark 2. The number of processors assigned to each task is equal to the degree of
the corresponding node.
We recall that a mapping  :V→2N , where N is an arbitrary Gnite set, is an inter-
section representation of G if it has the following property:
( j; j′) ∈ E ⇔ (j) ∩ (j′) = ∅:
Let (G) be the minimum cardinality |N | of a set N for which an intersection repre-
sentation  :V→2N of G exists. The quantity (G) is commonly called the intersection
number of a graph G [6,12,14]. It was proved by Marczewski [8] that (G)¡∞ for
any G, i.e. every graph has an intersection representation. In particular it is known
[12] that given a graph G its intersection number is equal to its edge clique cover-
ing number. As Mi is triangle free its edge clique covering number is |Ei| and then
(Mi) = |Ei|. Thus
Claim 1. The minimum number of processors such that the intersection graph of the
processor task requirements is the given Mycielski graph Mi is exactly |Ei|.
Now notice that tasks j and j′ for which Pj ∩ Pj′ = ∅ cannot be executed
simultaneously (i.e. in parallel). Let us denote a set of tasks which can be executed
simultaneously ‘feasible set’ of tasks. A schedule s is deGned by assigning a starting
time to each task such that processor constraints are satisGed. Let Cs be the length of
a schedule s. A schedule is optimal if it is of minimum length. We denote the optimal
schedule length by Cmax.
Moreover, we denote by Si the set of all schedules of the instance corresponding to
Mi, such that Cimax = mins∈Si Cs.
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One time instant in the schedule can be considered as a color assigned to the tasks
(nodes) scheduled in that instant, thus the following claim can be formalized:
Claim 2. The minimum completion time Cimax of the multiprocessor task scheduling
problem obtained from Mi is equal to 
(Mi).
Denition 1. Let us deGne by as; t the idle area at the instant t in a schedule s ∈ Si,
i.e. the number of idle processors at that instant in that schedule.
Let a1i be the di@erence between the total number of processors |Ei| and the maximum
number of di@erent processors that can work simultaneously in the same instant, i.e.
a1i = min
s∈Si ; t
as; t (1)
is the minimum number of processors idle at the same time.
Let Pj be the set of processors assigned to the task j ∈ Vi, and let mins∈Si
∑Cs
t=1 as; t
be the minimum total idle area obtainable among all schedules in Si corresponding to
Mi. It is known that [11]
Cimax =
⌈∑|Vi|
j=1 |Pj|+mins∈Si
∑Cs
t=1 as; t
|Ei|
⌉
:
Recalling Remark 2 the number of processors assigned to a task is equal to the
number of its adjacent tasks (nodes) in Mi, and then
∑|Vi|
j=1 |Pj| = 2|Ei|. The previous
expression becomes
Cimax = 2 +
⌈
mins∈Si
∑Cs
t=1 as; t
|Ei|
⌉
:
We have reduced the initial problem of Gnding the chromatic number of Mi to
Gnding mins∈Si
∑Cs
t=1 as; t . The latter is a combinatorial optimisation problem where one
has to Gnd a complete schedule s∗ ∈ Si with the minimum total idle area. Note that
in the above inequality the term 2 is the cardinality of the maximum clique; thus the
term mins∈Si
∑Cs
t=1 as; t =|Ei|	 represents an additive quantity over the clique bound. In
the next section we compute a lower bound on mins∈Si
∑Cs
t=1 as; t =|Ei|	 by analysis of
cases. In particular, we need only two cases to prove the tightness of the lower bound
on 
(Mi) for i = 1; : : : ; 8.
3. Lower bound calculation
A lower bound on mins∈Si
∑Cs
t=1 as; t can be computed by considering that for each
instant of any schedule s ∈ Si there are at least a1i processors which are idle (non-
processing any task). Next we will also prove a1i ¿ 0.
As there are no precedence relations among tasks, feasible sets in the optimal sched-
ule s∗ can be rearranged such that as∗;16as∗;2;6; : : : ;6as∗;Cimax . In general, we can
M. Caramia, P. Dell’Olmo /Discrete Mathematics 235 (2001) 79–86 83
consider the whole set of feasible sets and order them f1; f2; : : : in non-decreasing
values of idle area, obtaining
Cimax∑
t=1
as∗ ; t¿a1i + a
2
i + · · ·+ aC
i
max
i ; (2)
where a1i ; a
2
i ; : : : ; a
Cimax
i are the idle areas associated respectively with feasible sets
f1; f2; : : : ; fCimax .
Let LBi be a lower bound on Cimax, then recalling (1) the following expression holds:
Cimax∑
t=1
as∗ ; t¿a1i +
Cimax∑
t=2
as∗ ; t :
Case 1: as∗;1 = a1i
If the above hypothesis is veriGed we have
Cimax∑
t=1
as∗ ; t = a1i +
Cimax∑
t=2
as∗ ; t :
The number of edges of Mi can be recursively deGned as
|Ei|= |Ei−1|+ 2|Ei−1|+ |Yi|= 3|Ei−1|+ |Yi|; (3)
|E1|= 1; (4)
where by construction of Mi:
• |Ei−1|: number of edges of Mi−1 that is the subgraph induced by Xi (see property
(iii) in Section 1);
• 2|Ei−1|: number of edges linking nodes of Yi with nodes of Xi;
• |Yi|: number of edges linking nodes of Yi to z, i.e. degree of z;
By hypothesis of Case 1 we have
Cimax= 2 +
⌈
mins∈Si
∑Cs
t=1 as; t
|Ei|
⌉
= 2 +
⌈
a1i +
∑Cimax
t=2 as∗; t
|Ei|
⌉
:
In the scheduling problem associated with a Mycielski graph Mi the minimum idle
area obtainable is given by
a1i = |Ei| −
∑
j∈Yi
|Pj|= |Ei| − 2|Ei−1| − |Yi|; (5)
where
∑
j∈Yi |Pj| is the maximum number of processors which can work simultaneously
in any schedule of the problem associated with Mi. Substituting (3) into (5) we have
a1i = |Ei−1|¿ 0:
Once we scheduled at instant 1 the tasks in Yi, we can state that we need at least
Ci−1max instants of time to schedule the remaining tasks, as we have to schedule among
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the remaining tasks a Mi−1, i.e. the subgraph induced by Xi. This leads to have an
idle area at least equal to |Ei|Ci−1max − 2|Ei|+ 2|Ei−1|+ |Yi| obtained by subtracting the
processors of all the remaining tasks to be scheduled (2|Ei| − 2|Ei−1| − |Yi|) from the
lower bound of the area |Ei|Ci−1max of the schedule from 2 to Cimax where the remaining
tasks can be executed, obtaining:
Cimax¿2 +
⌈
a1i + |Ei|Ci−1max − 2|Ei|+ 2|Ei−1|+ |Yi|
|Ei|
⌉
:
Thus, we have
Cimax¿2 +
⌈ |Ei−1|+ |Ei|Ci−1max − 2|Ei|+ 2|Ei−1|+ |Yi|
|Ei|
⌉
;
Cimax¿
⌈
2|Ei|+ |Ei−1|+ |Ei|Ci−1max − 2|Ei|+ 2|Ei−1|+ |Yi|
|Ei|
⌉
;
Cimax¿
⌈ |Ei|Ci−1max + 3|Ei−1|+ |Yi|
|Ei|
⌉
:
Substituting (3) into the previous inequality we have
Cimax¿
⌈ |Ei|Ci−1max + |Ei|
|Ei|
⌉
;
Cimax¿C
i−1
max + 1: (6)
Claim 3. Cimax = i + 1 for each i.
Proof. In order to prove Claim 3 we Gnd an admissible schedule s with completion
time Cis, and hence an upper bound on C
i
max. An easy way to do this is described by
the following recursive expression that takes into account the property of Mi to contain
a Mi−1 (the subgraph induced by the node set Xi) as a proper induced subgraph:
Cimax6C
i−1
max + 1: (7)
In fact, starting from a schedule of Mi−1, i.e. the subgraph induced by Xi, having
completion time Ci−1max , all tasks in Yi can be executed in the same instant C
i−1
max + 1
as they form a feasible set. This means that we can assign to the node set Yi the
same color Ci−1max + 1. Moreover, zi can be processed in any arbitrary instant in the set
{1; : : : ; Ci−1max}.
From (6) and (7) we have
Cimax = C
i−1
max + 1: (8)
Eq. (8) can be solved with C1 =2, obtaining Cimax = i+1, which proves the thesis.
Case 2: as∗;1¿a1i
If in the optimal schedule there is no a1i , then we can neglect those schedules
having at instant 1 a feasible set formed only by a subset of tasks in Yi, otherwise
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from the optimal schedule we would have moved the remaining tasks in Yi to that
instant obtaining back the result of Case 1.
Secondly, it is trivial to consider at instant 1 those feasible sets, di@erent from
a1i , which leave a Mi−1 as a proper induced subgraph otherwise we fall in the same
computation of Case 1, i.e. we have LBi = i + 1.
By construction, the Grst feasible set, in terms of area idle, that does not overlap with
Case 1, is formed by zi, zi−1 and the greatest (i.e. with minimum idle area) feasible
set from Xi−2. This feasible set returns the following area idle aki :
aki = |Ei| − (6|Ei−3|+ 2|Yi−2|+ 2|Yi−1|+ |Yi|):
Hence,
Cimax¿2 +
aki C
i
max
|Ei| (9)
and the lower bound is
LBi = 2 +
⌈
aki LB
i
|Ei|
⌉
: (10)
Thus,
LBi =
⌈
2|Ei|
|Ei| − aki
⌉
: (11)
In order to compute the above expression, let us deGne Vi and Yi in terms of i:
|Vi|= 3 ∗ 2i−1 − 1;
|Yi|= (3 ∗ 2
i−1 − 1)− 1
2
= 3 ∗ 2i−2 − 1
and let us solve the recursive expression (3), (4) as follows:
|Ei|= 3i−1 +
i−2∑
k=0
3k |Yi−k |= 3i−1 +
i−2∑
k=0
3k(3 ∗ 2i−k−2 − 1)
= 3i−1 +
i−2∑
k=0
3k+12i−k−2 −
i−2∑
k=0
3k = 3i−1 +
3 ∗ 2i
4
i−2∑
k=0
(
3
2
)k
−
i−2∑
k=0
3k
=
7
2
3i−1 − 3
2
2i +
1
2
: (12)
Now substituting the above value in (11) we obtain
LBi =
⌈
7=3 ∗ 3i + 3 ∗ 2i + 1
7=27 ∗ 3i + 3=4 ∗ 2i − 2
⌉
:
Note that as i grows LBi tends to 9.
The following claim can be easily veriGed:
Claim 4. LBi = i + 1 for i = 1; : : : ; 8.
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As we are dealing with a lower bound we have to consider as LBi the expression
found in Case 2.
4. Conclusions
A lower bound on the chromatic number of Mi has been deGned exploiting
analogies between a coloring problem and a multiprocessor task scheduling problem.
The proposed bound is tight for i = 1; : : : ; 8.
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