Abstract. In this paper, we show the existence of a unique, regular solution to the flow of the H-system with Dirichlet boundary condition. The solution exists at least up until the time of energy concentration. If this solution satisfies a certain energy inequality, then it can be continued to a global solution with the exception of at most finitely many singularities. The behavior of the singularities also are discussed.
1. Introduction. Let M ⊂ R 2 be a bounded set with smooth boundary. Define is called an H-surface (supported by M ). If u is a conformal representation of a surface S; i.e., u satisfies the relations
then H(u) is the mean curvature of S at u. In this paper, we will study the existence and behavior of the singularities for the heat flow of the H-system associated with (1.1). That is,
where, u 0 ∈ H 1 (M ), χ ∈ H
The existence of a global regular solution to (1.2) has been shown by Rey [7] 
3 ) and
(1.
3)
The assumption of small initial data is essential for their proof, since this leads to an energy inequality and a boundedness property for the solution of (1.2), which in general does not hold. Moreover, Struwe [9] studied the free boundary problem associated with (1.2):
a.e. on (∂M ) T ∂ n u(t, x) ⊥ T u(t,x) Σ, a.e. on (∂M )
where Σ is a surface diffeomorphic to the sphere, T u(t,x) Σ denotes the tangent space to Σ at u(t, x), and u o ∈ {u ∈ H 1 (M ) : u(∂M ) ⊂ Σ}. Assuming H is constant, he showed the existence of a local regular solution to (1.4) . Although the free boundary condition complicates matters, the assumption, u| ∂M ∈ Σ, allows for a certain boundedness property of the solutions.
Here we will study the existence and the behavior of the singularities of (1.2). We will permit H to be a function of u and will not be restricted to small initial data. We will show the existence of a unique, regular solution to (1.2) up until the first time of an energy concentration. In general, the solution does not satisfy an energy inequality; however, in the event that it does, we can show the existence of a global solution which is smooth everywhere except at possibly finitely many singularities. We will conclude by discussing the behavior of these singularities.
The main difficulties we encounter in our discussion is the lack of the energy inequality and the unboundness of the L ∞ -norm of the solution. These issues will be addressed throughout the remainder of the paper which is organized as follows. In section 2 we give the notation used in the remainder of the paper. In section 3, local existence is established. The a priori estimates required to prove the remaining existence theorems and the characterization of the singularities are derived in section 4. The existence of a solution up until the time of energy concentration will be proved in section 5, global existence is proved in section 6, and the behavior of the singularities in sections 7.
Notation. Denote the standard Sobolov and Hölder spaces as
, and C m+α,n+β (M T ) respectively. As in [9] , let
)} where the derivatives are taken in the distributional sense.
We will denote the energy of u as
and for convenience, D(u; M ) = D(u). In addition, define the functional
where
Note that the critical points of E H (u) in H 1 (M ) are weak solutions of the steady state equation, (1.1).
Finally, we will denote
3. Local Existence. We will need to employ the following Sobolov type inequality.
Proof. : For any p > 4, define an operator
The differential of K at the point v is
By [6] [IV, Theorem 9.1], there exists a unique solution in W 2,1
Moreover, evaluating K at u 0 yields
. By the Inverse Function Theorem, there exists a neighborhood
is invertible. Define the function
For small enough δ, (g δ , u 0 , χ) ∈ N 2 , so there exists a unique u ∈ N 1 ∈ W 2,1
Hence, there exists a unique solution, u ∈ W 2,1
. Finally, applying [6] [IV, Theorem 5.2] to (3.8) gives us that
4. Some A-priori Estimates.
Lemma 4.1. For any smooth bounded domain Ω ⊂ R 2 , and function
with a constant c > 0 depending only on the shape of Ω.
See [6] [II, Theorem 2.2 and Remark 2.1] for the proof of lemma 4.1. As indicated in [8] , using lemma 4.1 and a covering argument one can show the following. Recall the definition (2.5) and (2.6) of D(u) and E H (u) in section 2. 
Moreover, for any
, and any function η ∈ C ∞ 0 (B R (x 0 )) depending only on the distance |x − x 0 | and non-increasing as a function of this distance, there holds
Remark: We will henceforth refer to R 0 determined in lemma 4.2.
We will now derive L 2 -estimates for ∂ t u and ∇u.
) and E H (u(t)) are absolutely continuous in t ∈ [0, T ], and
Proof. : Taking the derivative of D(u(t)) and using Greene's identity, we obtain
Using this fact and computing
Integrating this last equation on [0, T ] gives the final result.
We will frequently use the quantity
throughout the remainder of the paper. We will use the quantity Furthermore, we will need to employ the following function for the next lemma.
By the theory of elliptic equations, there exists a unique solution g ∈ H 2 (M ) to (4.14) such that
where c > 0 depends only on M .
. Then there exist constants c 1 and 1 > 0, depending only on H such that for any solution u ∈ V (M T ) of (1.2) and any R ∈ (0, R 0 ] there holds the estimate
Proof. : Let g be the function defined in (4.14). Since g ∈ H 2 (M ) and u − g ∈ H 1 0 (M ), then by the Calderon-Zygmund inequality
Y. CHEN AND S. LEVINE
Using (4.15) and Poincare's Inequality, we can estimate the above by
). (4.16)
To find a bound for M T |∆u| 2 dxdt, multiply (1.2) by −∆u and integrate by parts.
By lemmas 4.2 and 4.3, the above inequality becomes
Combining (4.17) and (4.16) we have
.
Taking 1 small enough, we get
. Then there exist constants c 2 and 2 > 0, depending only on H, such that for all solutions u ∈ V (M T ) of (1.2), for all R ∈ (0, R 0 ], and for all x 0 ∈ M there holds the estimate:
2 and integrating over M T we find that
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Choosing 2 and δ small enough, if (R) < 2 we get
Therefore,
Then there exist constants
and for any 0 < α < 1,
where c = c(R, α).
where f = 2∇u · ∇ξ − u∆ξ − 2H(u)u x ∧ u y ξ. Applying [6] [VII,Theorem 10.4] and using the function g from (4.14) we have that
By lemma 3.1, for any 0 < r < R and any p > 4 and α = (1 − 4 p ) we have
where C = C(α) > 0. Therefore, it only remains to show that
to complete the lemma. To that end, choose 0 < ρ < R 2 such that
We claim that
By way of contradiction, suppose and denote In order to arrive at our final contradiction, we only have left to show that there exists a constant C > 0 such that
If C does not exist, then there exists a sequence {v i } satisfying 
Therefore, there exists a subsequence {v i k } of {v i } and a function v such that
where 0 < α < α. Thus, it follows from (4.38) that . However, (4.37) and (4.39) gives us that
), this is impossible so (4.34) must be true. Therefore, if (4.30) holds, then
Choosing 3 small enough leads to a contradiction, so (4.29) must hold. Therefore, setting σ = R 3 in (4.28) and using (4.29) gives us R 6
and so
Finally (4.25) yields
where C = C(R, α).
Uniqueness. Lemma 4.7. For any
. The proof of lemma 4.7 can be found in [5] .
are weak solutions to (1.2) with the same initial condition u(0, x) = v(0, x) and the same boundary condition
Proof. : Let w = u − v. Since u and v are solutions to (1.2), we have
If we multiply the above inequality by |w|, integrate over M , and apply lemma 4.7 we get 230 Y. CHEN AND S. LEVINE
. After integrating over [0, t] for any t ≤ T , we find that
Since w(0) = u(0) − v(0) = 0, the above inequality becomes
Hence, w = 0 in L 2 (M t ), so w = 0 a.e..
Existence up until Time of Energy Concentration.
Theorem 5.1.
and regular on M × (0, T ) where T > 0 is characterized by the condition
for all R > 0, with a constant > 0 depending only on H. Then by lemma 4.
By (5.44), lemma 4.6, and theorem 3.2, we may assume that δ m ≥ T . Using lemmas 4.2, 4.3, 4.4, and 4.5, we get that
where C = C(R, α). For any compactly embedded M ⊂ M , a standard covering argument results in
where C = C(R, α, τ, T ). By weak compactness, there exists a subsequence of {u m }, which for convenience we will still denote by {u m }, and a function u ∈ V (M T ) such that as m → ∞,
In addition, (5.46) implies that
We claim that (5.47) implies that u is a weak solution of (1.2) on V (M T ). In fact, by (5.47), as m → ∞ we have that
and
From (5.49), the Sobolov Embedding Theorem gives us that, 
Finally, by (5.51), (5.52), and (5.53), as m → ∞,
is a solution of (1.2) in the sense of distribution so the equation holds in L 2 (M T ) and a.e.. Moreover, from (5.46) and (5.48), ∇u ∈ C α, a classical solution of (1.2) . This solution can in fact be extended up until the first time of energy concentration. More specifically, at time t = T , if (5.41) does not hold for any x ∈ M then we have that u ∈ C([0, T ]; H 1 (M )). In particular, u(T ) ∈ H 1 (M ). Therefore, the above argument guarantees the existence of a solution to (1.2) using u(T ) as the new initial data and the solution can be continued to a larger time interval. Repeating this argument, the solution can be continued up until the first time of energy concentration, that is, when t = T 1 . Moreover, the solution is regular on M × (0, T 1 ). 
where C = C(R, α). In this case, we can conclude that u ∈ C 2+α,1+ 
. In addition, suppose that for any 0 ≤ t 1 ≤ t 2 , u satisfies the energy inequality,
(6.55)
Then there exists a unique solution u of (1.2) on M × [0, ∞), which is smooth on M × (0, ∞), with the exception of finitely many singularities (x
for all R > 0, with depending only on H.
Proof. : Theorem 5.1 guarantees the existence of a unique, regular solution to (1.2) on M × (0, T 1 ) where T 1 > 0 is the time of the first singularity. By the additivity of the energy and (6.55), there can only be finitely many singularities at that time,
. Therefore, for any R ∈ (0, R 0 ] and any 
(ii) If x 0 ∈ ∂M and dist(xm,∂M ) Rm → ∞, then statement (i) holds.
where R 2 a = {(x, x)|y > −a}. Proof. : First we will prove (ii). Let (x 0 , T 1 ) be a point satisfying (7.57) where x 0 ∈ ∂M and T 1 > 0. By the finiteness of the singular set, there exists a δ > 0 such that
Let {R m } be a sequence of real numbers such that R m 0. By lemma 4.6, there exists a sequences {x m } and {τ m } such that x m → x 0 , τ m T 1 and
where c 2 is from lemma 4.5. Define
satisfies the equation
By lemma 4.3, we have that
By lemma 4.5 and (7.58), for any
So we can conclude that,
Then, for all t ∈ [−C Set t = η m on both sides of (7.59). Letting m → ∞ and using (7.64) and (7.67) we can conclude that u satisfies the equation ∆u = 2H(u)u x ∧ u y in R 2 .
(7.68) Moreover, u is non-constant by (7.65) and (7.67). Therefore, taking t m = τ is the sequence desired in the theorem. The proof of x 0 ∈ M follows an analogous argument to the one we have just presented, so it will be omitted for brevity. It only remains to show (ii) case 2. Suppose Note that on the set {x (2) = −a}, we have that R m x + x m → x 0 . Also, for all x such that R m x + x m ∈ ∂M , w m (x, t) = χ(R m x + x m ). So by lemma 4.6 and (7.62) we can conclude that 
