Abstract-Facial expression synthesis is a process of generating new face shapes from a given face and still retain the distinct facial characteristics of the initial face. The generated facial expressions can be used to improve the performance of existing face identification systems, or to enhance human recognition. Earlier work on synthesizing face shapes used 2D face images. Only recently, the work moved to using 3D face shapes given the availability and improvement in 3D scanner technologies. The advantage of 3D faces over 2D image data is that 3D face holds more geometric shape data and is invariant to poses and illumination. This paper aims to give an overview of the methods used for 3D facial expression synthesis. We present an overview of 3D face expression synthesis, its applications and benefits and then we review some of the most resent 3D face expression synthesis approaches.
INTRODUCTION
Facial expression synthesizing is a growing field of research in computer vision and biometrics. This is because of several advantages it holds, especially in the areas of face recognition and face reconstruction. Facial expression can be described as the movement or position of facial muscles on the skin that could convey the emotional state of an individual. People have a unique ability to understand facial expressions of other individuals. Computers on the other hand do not have this ability. As people become heavily dependent on computers, it will be useful if computers can recognize human facial expressions in order to improve human-computer interaction. This has led to several research interests springing up in the area of computer vision. One of which is synthesizing facial expressions. Synthesizing facial expression simply means artificially creating or replicating human facial expression on an image or 3D face data and in this paper we shall be discussing several approaches to synthesizing realistic human facial expressions, specifically on 3D faces.
Facial expression synthesis has several benefits when applied to certain systems as an add-on module. For example, it can improve the performance of face recognition systems, because a slight expression change can greatly distort recognition accuracy [8] [4] [7] . Facial recognition is a process of identifying a face by matching it against a library of known faces. An experiment by Chang et al. [7] revealed 90% recognition rate without any facial expression, but when facial expression was added, the recognition rate dropped significantly to between 25% to 50%. Synthesizing neutral face expression can be used to solve this problem when implemented in a face recognition environment.
Facial expression synthesis can also be of benefits as an add-on to gender classification algorithms. Existing gender classification methods only deals with neutral faces [14] [16] . Neutral facial expression can be synthesized from other kinds of facial expression before gender classification is carried out.
Cartoons or anime production studios can also use facial expression synthesis methods to reduce the amount of frames required to animate a facial expression onto a character's face. Video game developers can also synthesize realistic facial expressions on 3D models and avatars.
Facial expression synthesis can also improve HumanComputer Interaction. For example, in future, front camera sensors on a mobile device can be used to track the facial expression of the user in order to guess his or her emotional state. This information can help the device carry out certain task like telling a joke if it senses the device owner is in a sad mood. It can also be used to improve access control on the mobile device. The mobile user is not required to have a neutral facial expression to log in. The device can grant access no matter the expression on the user's face. Lastly, facial expression synthesis can serve as add-on to existing aging systems by synthesizing facial expressions used for comparing young and old face data of the individual. These are just a few of the many benefits of facial expression synthesis.
II. BACKGROUND AND LITERATURE REVIEW
In order to synthesize facial expression, we need to understand the human facial anatomy and how facial expressions are created. Facial muscle contractions and relaxation in conjunction with the movement of the mandible creates different forms of facial articulations and expressions. As seen in Fig. 1 , specific face muscles in conjunction with skull bones, specifically the mandible Fig. 1 (b) , are responsible for the generation of various facial expressions on the human face. These sets of muscles deform in specific patterns to create various facial expressions or facial appearance as a whole, like during speech, yawning etc.
Psychologists Paul Ekman and Wallace V. Friesen in 1978 [1] studied the human facial anatomy and created Facial Action Coding System (FACS) framework to explain how facial muscle contractions alter appearance in relation to the creation of expressions. They used Action Unit (AU) to describe each facial muscle contraction or relaxation. All facial expressions can be represented by AUs and can be further described by intensity, asymmetry and duration. Nearly any anatomically possible facial expression can be manually coded by human using FACS. Image source [4] This is done by constructing it into components of AUs and temporal muscle segments to produce the facial expression. Ekman and his colleagues also created EMFACS (Emotion Facial Action Coding System) [21] , which consider only emotion-related facial actions. Several synthesizing of facial expression methods used FACS as a reference for facial muscle manipulation [2] [19] [13] . For example, Ekman and his colleague's work on FACS inspired researchers to synthesis facial expressions using muscle-based facial model [13] , which we shall discuss in a later section of this paper along with other facial expression synthesis methods.
For over two decades there have been many approaches towards implementing facial expression synthesis. Facial expression synthesis methods could be categorized into two major categories, Geometric or Three-dimensional (3D) manipulations and Image manipulation [23] [24] [20] . In this paper, we shall focus on 3D geometric manipulation approaches that have been used for synthesizing realistic facial expressions on 3D face, such as interpolation, physics-based muscles which comprises of mass-spring mesh muscle, vector muscle and layer spring mesh muscles. Others are pseudo muscle models, free form deformation, Spline pseudo muscle, Statistical-based methods, leaning-based method, morphing and finally MPEG-4 facial animation parameters.
A. Interpolation
Interpolation function is used to specify smooth motions between two key frames over a normalized time interval [24] [9]. One of the advantages of using interpolation is that it creates a primitive facial expression easily at a fast pace. The disadvantage of the method is the output of the synthesized facial expressions, whereby it is limited in range of realistic facial configuration. Interpolation can be combined with simultaneous image morphing to create a wide range of facial expression changes [25] . Geometric interpolation directly updates the 3D positions of the face mesh vertices, while parameter interpolation controls functions that indirectly move the vertices. Sera et al. [26] achieved mouth shape change by carrying out linear interpolation of spring muscle force parameters, rather than the positions of the vertices. Image source [24] 
B. Physics-based approach
Physics-based muscle approach can be categorized into mass-spring method, vector muscle method and layered spring mesh muscles. These methods are carried out on blend shapes data. Blend shape data is the linear weighted sum of a number of topologically conforming shape primitives [18] .
Mass-spring mesh muscle method distributes muscle forces in an elastic spring mesh that models skin deformation [27] . Realistic facial expressions are generated when forces are applied to the elastic meshes via muscle arcs. Early work on facial expression synthesis using mass-spring was by Platt and Badler [27] . Their research focused on muscle modeling relating to the structure of the human face. Later work by [28] proposed a facial model with muscles represented as collections of fictional blocks in defined regions of the facial structure. The model is made up of 38 regional muscle blocks interconnected in a spring-network. Only recently, Kahler et al. [29] presented a convenient editing tool that provides an interactive way to specify mass-spring muscles into 3D geometry. Three-dimensional face data used here are blend shapes.
Vector muscle approach is a physics-based approach that deforms a facial mesh using motion fields in delineated regions of influence. It models the action of muscles upon skin, exploiting the delineated deformation field. FACS framework was applied in Vector Muscle (VM) approach to facial expression synthesis by [2] . The disadvantage of using this approach is that the positioning of vector muscles into anatomically correct positions was a daunting task. Manual trial and error had to be done with no guarantee of efficient or optimal placement. Placing the VM into incorrect positions only resulted in anomalous or undesirable animation of the meshes that make up the face model [30] .Vector muscles are widely used on blend shapes because of their compact representation of independence of the facial mesh structure. . Image source [9] Another physics based approach is the layered spring mesh muscles method. The method models detailed anatomical structure and dynamics of a human face [31] . It consists of three-layers of deformable mesh corresponding to facial skin, fatty tissue and muscle tied to bone. The method could achieve high facial expressions and anatomy realism. The down side is that it requires extensive computation when simulating volumetric deformations with 3D lattices. To reduce computation time and also maintain similar quality, a simplified mesh system can be employed [32] . Fig. 4 shows the topology of the skin after lattice construction. 960 polygons are used to model the tissue, resulting to approximately 6,500 spring units. Fig. 4(b) illustrates the tissue distortion when the corner of the lip is raised due to the influence of the zygomaticus muscle (FACS action unit 12). The inner frontalis muscle (FACS action unit 1) raises the inner portion of the brow.
C. Pseudo muscle models
Pseudo muscle model approach achieves realistic facial expression synthesis results by approximating human facial anatomy. Facial muscle forces are simulated in the form of free form deformations and Splines [27] [33] [24] . The examples of this method are Free Form Deformation (FFD) and Spline pseudo muscles. These methods are carried out on blend shapes data. FFD deforms volumetric objects by manipulating control points in a 3D lattice [34] . Different types of surface primitives can be deformed using FFDs, such as polygonal meshes; quadratic, parametric, and implicit surfaces; and solid models. A variation is the EFFD (Extended Free Form Deformation) [35] , which allows the extension of the control point lattice into a cylindrical structure. Deformed geometry (only epidermis is displayed for clarity).
Image source [31] Another free form variation is the Rational Free Form Deformation (RFFD) [36] , which incorporates weight factors for each control point. Spline pseudo muscles supports even, flexible deformations, allowing for localized deformation on a face surface and reduces the computational complexity involved. The number of unnecessary control points can be reduced by the use of a hierarchical Spline model [39] . Bicubic or B-splines offers both smoothness and flexibility, which are difficult to achieve with conventional polygonal models. The disadvantage of using native B-splines for complex surfaces becomes more apparent when a deformation is required to be finer than the patch resolution [24] . Hierarchical B-splines are an economical and more compact method to represent a Spline surface in order to achieve high rendering speed. Muscles coupled with hierarchical Spline surfaces are capable of creating a variety of facial expressions.
D. Statistical-based methods
Statistical-based methods synthesize expressions based on a collection of face data samples [22] [33] [6] . Here, realistic facial expressions can be synthesized in real-time with low computational cost. Active Shape Models and Statistical Discriminant Model are examples of statistical approach used to synthesis facial expressions.
Using Active Shape Models (ASM) [40] , new facial expressions can be generated as surface points are moved along the most discriminant and expressive vector direction in the training set space. Developed by T. Cootes and C. Taylor [11] , ASMs is a statistical model shape of objects that iteratively deform to fit to an example of the object in a new image. Point Distribution Model (PDM) [11] is used to constrain the shapes so that they will only vary in ways seen in a training set of labeled examples. A set of points is used to represent the shape of an object, which is controlled by the shape model. ASM is widely used in the analysis of 2D and 3D faces [3] [4] and medical images [2] .
Minoi et al. [6] synthesized realistic facial expressions on 3D face data using Statistical Discriminant Model (SDM). SDM is based on an idea of using a two-stage separating hyper-plane to interpret and reconstruct face data [17] . SDM requires a pre-alignment of the captured images to a common template in order to minimize variations that are not necessarily related to differences between the faces. Principal Component Analysis (PCA) [3] [42] [15] [5] is first used to reduce the dimensionality of the original face data. Secondly, Maximum uncertainty Linear Discriminant Analysis (mLDA) [41] is used to characterize the face data groupings. Reconstruct of face data can be done based on the most discriminant change vectors. This method was tested on Binghamton University 3D Facial Expression Database (BU-3DFE ) [6] .
E. Learning-base method
One of the recent works in expression synthesis was by Gang et al. [20] . They focused on the task of recovering neutral 3D face of a person, given a 3D face model with facial expression. They used a learning-based approach to remove facial expression residue from samples, and then use the inferred expression residue from the input expressional face model to recover the neutral one. The result of their experiment carried out on BU-3DFE dataset [38] showed some significant effectiveness in their approach. They used a generic face model with 11 landmarks to align and unify the test samples so that they can focus on the problem of synthesizing neutral facial expression on the test face.
F. Morphing
Yang et al. [45] proposed a 3D morphing target method using Graphic Processing Unit (GPU) for real time facial expression synthesis. They used the following seven steps algorithm; create morph target expressions, evaluate difference vector, initializing morph data structure, loading data into vertex buffer object, linking attributes to shader and rendering facial expressions. An advantage of their approach is the quick and efficient computation resulting from the fast morphing process that is integrated in the GPU pipeline. This is valuable because it achieves a high Frames per Seconds (FPS) when applied in the development of 3D games to enhance immersion and realistic appearance of avatars.
Another work by Blanz et al. [44] generated new facial expressions and attributes on morphable 3D faces. Beginning from an example set of 3D face models, they derive a morphable face model by transforming the shape and texture of the examples into a vector space representation. New faces and expressions were modeled by adding or subtracting shape and texture vectors specific to the attribute. Applying performance based technique [43] , facial expressions are synthesized by recording two scans of the same subject with different expressions, and adding the expression residue differences onto a different subject in a neutral expression.
G. MPEG-4 facial animation parameters (FAPS)
Patel et al. [10] generated six facial expressions with the help of MPEG-4 Facial Animation Parameters (FAPS) on 3D face model generated from a 2D face data. They have also tested and evaluated their results using BU-3DFE datasets. Their system was made up of three components. The first is responsible for identifying the distinct features of the face like mouth, contour of the face, eyes and eyebrows. The second component is responsible for automatically adapting the generic 3D model into face specific 3D models via geometric transformations. Finally, facial expression synthesis is carried out on the generated face model. Fig. 6 illustrates how feature extraction was done and expression is synthesized on the face models.
(a) (b) 
III. DISCUSSION
To the best of our knowledge, we have looked at several approaches to synthesizing facial expression on 3D face data, and can see some trends in this interesting area of research. One of which is the type of 3D face data used in evaluating the algorithms. Some 3D data are computer generated blend shape faces. Some other 3D data are from converting 2D picture images of real human faces into 3D face data [10] . Also due to the advancement in 3D image capturing technology, we also have 3D faces that are captured from human subjects. These face data are then preprocessed and used for different purposes like for instance in evaluating face recognition algorithms. The few examples of 3D face data sets captured using 3D capturing devices are the Imperial College London, United Kingdom [4] [3] and Binghamton University 3D Facial Expression Dataset (BU-3DFED) [38] . Another thing to note is that the different 3D face expression synthesizing methods are most suitable for specific purposes. For example, a statistical based method is mostly applied in face recognition while physic-based approach is applied in computer animation and gaming. Table I shows a summary of the discussed methods for synthesizing facial expressions on 3D face data.
IV. CONCLUSION
In this paper, we have looked at different approaches to synthesize facial expressions and they are summarized as follows; Physics, Pseudo muscle models, Statistical, Learning based, morphing and facial animation parameters. As an addon, 3D facial expression synthesis can improve the performance of face recognition systems and gender classification algorithms. It is also used in animation studio productions and video games and can improve humancomputer interaction when applied to mobile applications. Blend shapes / Generic 3D data** 3D character facial expression animation, adverts or gaming.
Easily creates a primitive facial expression at a fast pace.
Output of the synthesized facial expressions is limited in range of realistic facial configuration. Mass-spring Mesh [27] Blend shapes / Generic 3D data 3D character facial expression animation, adverts or gaming.
Realistic facial expressions are generated when forces are applied to the elastic meshes via muscle arcs.
Synthesizing facial expressions cannot be automated. An editing tool [29] can be used to provide an interactive way to specify mass-spring muscles into 3D geometry. Vector Muscle [2] Blend shapes / Generic 3D data 3D character facial expression animation, adverts or gaming.
Models the action of muscles upon skin, exploiting the delineated deformation field.
Positioning of vector muscles into anatomically correct positions was a daunting task. Manual trial and error had to be done with no guarantee of efficient or optimal placement. Layered Spring Mesh [31] Blend shapes / Generic 3D data 3D facial expression construction, animation of facial skin, fatty tissue and muscle.
Achieves high facial expressions and anatomy realism by modeling detailed anatomical structure and dynamics of a human face.
Requires extensive computation when simulating volumetric deformations with 3D lattices.
Free form deformation (FFD) [35] [36] Blend shapes / Generic 3D data 3D facial expression construction and animation. Complex surfaces become more difficult to deformation when it is required to be finer than the patch resolution.
ASM [40] Imperial College London 3D Face database / BU-3DFED
As an add-on to improve face recognition or Human computer Interaction.
Lower computational cost due to faster personal / mobile computing. Requires significant differences in facial expression in the face database for training in order to achieve discriminant values that represent different facial expressions to be synthesized.
SDM [6][17]
Imperial College London 3D Face database / BU-3DFED
As an-add on to improve face recognition or Human computer Interaction.
Lower computational cost due to faster personal / mobile computing. Requires significant differences in facial expression in the face database for training in order to achieve discriminant values that represent different facial expressions to be synthesized. Two-step Non-rigid Alignment / Poisson-based framework [20] BU-3DFED
Fast processing. Each expression removal test completes in less than one minute.
Generic face model with 11 landmarks was used to align and unify the test samples. More Land marks will help to capture more facial features and therefore more facial expression characteristics. Morphing [44] [45] Blend shapes / Generic 3D data 3D face animation and morphing between different facial expressions for 3D games characters. This enhances immersion and realistic appearance of avatars.
Quick and efficient computation resulting from the fast morphing process that is integrated in the GPU pipeline.
Highly dependent on GPU. If the GPU is of low specification the processing speed is reduced.
MPEG-4 [10]
3D face reconstruction from one single image / BU-3DFED
As an add-on to improve face recognition or Human computer Interaction Automatic, robust, fast and accurate.
Generated facial expressions were not very realistic.
** Generic 3D data mentioned in this table refers to 3D faces that were modeled using any 3D modeling software like Maya.
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