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Fostered by the advent of Internet, access to vast amounts of information has become 
increasingly important in our society. In our daily lives we are surrounded by information 
resources that assist us in all kinds of ways: we switch on the computer to look up some-
one’s telephone number or address, we pick up the phone to get up-to-date information 
about traffic or our share prices and we switch on the television to check flight information 
on Teletext. It is with good reason that our present-day society is referred to as the informa-
tion society; it has become impossible to imagine life today without access to all kinds of 
information services.  
Not only the availability but also the accessibility of the information is of vital impor-
tance in an information society. The concept of pervasive computing plays an important 
part: there is a great demand for information services that can be used anywhere and any-
time. With people moving away from their desktop computers, we see a steady growth of 
wireless communication: people want to be able to get directions, access personal informa-
tion, or book travel arrangements all while on the move.  
Making a phone call is one of the traditional ways to access information services us-
ing a mobile device. However, many companies and agencies are replacing (expensive) 
human agents by automated speech-enabled access to their services, whether customers 
like it or not. Graphical interaction using a pen on a small screen is another ‘traditional’ 
way of accessing information using a mobile device. Unfortunately, both traditional inter-
action modes come with problems that may make mobile information access a troublesome 
experience. Pen interaction, for example, is limited by the size of the screens and keypads 
on mobile devices, which makes reading or entering data hard. Voice-only interaction on 
the other hand may not be practical for rendering detailed information that must be memo-
rized and suffers from speech recognition inaccuracy.  
Clearly, the emergence of mobile communication has created a need for new interac-
tion styles that can enhance access to information services. Multimodal communication is a 
form of interaction that holds the promise of solving the problems associated with tradi-
tional unimodal interaction by combining pen and speech interaction and taking the best of 
both worlds. The following quotes illustrate that companies consider multimodal interac-





“Multimodal interaction offers an exciting vision for the future of human-
computer communication. […] Focusing on the users of multimodal systems 
is the best way to ensure that we successfully reach the Star Trek vision of the 
future.”  
- Microsoft:  S. L. Hura (2003) 
“One trend is that it [mobile computing] will be multimodal -- able to deal 
with voice and text input -- and that will be a significant requirement in the 
future. As the devices get smaller, and the physics of our hands don't change, 
voice as a natural human interface will become more important.”   
- IBM:  R. Atkins (2002) 
“It's no surprise that by 2006, one third of all application usage is projected 
to be multimodal. The impact of multimodality will be everywhere, and it is 
entirely foreseeable that soon, we will not be able to imagine interacting with 
applications without using both voice and visual techniques at will.” 
- Kirusa, Inc.:  M. Sajor (2002) 
 
Multimodality has the potential to increase usability, flexibility and efficiency of mobile 
access to information services. However, design, development and deployment of multi-
modal interfaces are hampered by a lack of knowledge about the success conditions of this 
type of interfaces. For instance, very little is known yet about the suitability of both pen 
and speech interaction, about how to combine information from pen and speech and about 
many other factors affecting the usability of the interface. Usability of multimodal access to 
information services using a mobile device is the central theme of this thesis. It first inves-
tigates the effects of several aspects of interaction design on the usability of the multimodal 
interface, focusing on information services that employ a form-filling metaphor. In addi-
tion, it is evaluated whether a well-designed multimodal interface is capable of enhancing 
the usability of an information service compared to pen-only and speech-only interfaces.  
 
This thesis is structured as follows. The first chapter provides a general framework for dis-
cussing the usability of multimodal interfaces for mobile access to information services. 
This chapter consists of three sections. First, the concept of multimodality is defined and 
different types of multimodal interfaces are presented. Subsequently, several aspects of a 
system’s architecture and its main components will be discussed. Finally, several evalua-
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tion methods for multimodal systems are presented and the most important issues concern-
ing the set-up of an experiment are discussed. Chapters 2 through 5 form the body of the 
thesis. In chapters 2 through 4 a number of issues concerning the usability of multimodal 
interaction for access to information services are addressed and in chapter 5 the usability of 
the multimodal interface is compared with the usability of unimodal interfaces. Chapter 6 is 
a critical reflection on these investigations in which the main findings of the four experi-
ments are interrelated and discussed in a general sense. This chapter also presents the con-
clusions of the research, together with their implications for multimodal interaction design 
and includes directions for future work. 
 4 
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This chapter first provides the general framework for a discussion of the usability of mul-
timodal interaction: the term multimodal interaction and related terms are defined, three 
taxonomies that can be used to classify multimodal systems are described and the issues 
related to mobile multimodal access to information services that will be addressed in this 
thesis are presented. Subsequently, several aspects related to the implementation of pen and 
speech based multimodal interfaces are discussed: the general architecture of such a system 
is described and the issue of turn-taking in multimodal interaction is discussed, as well as 
the most important aspects of several system components, such as the speech recognizer, 
the dialogue manager, and the fusion module. Finally, several aspects of evaluation of mul-
timodal services are addressed, such as why, what, when, and how to evaluate. Further-
more, a number of important issues concerning the set-up of usability experiments and the 
analysis of the data are discussed. 
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1.1 Multimodal human-computer interaction 
This section provides the basic framework for a discussion of the usability of multimodal 
human-computer interaction (HCI). First, the terms ‘modality’ and ‘multimodal’ are de-
fined in the context of human-computer interaction. Subsequently, a specific type of mul-
timodal interfaces is discussed, namely those that use speech as the prevalent modality. 
Three taxonomies are presented that classify the different types of speech-centric multimo-
dal interfaces that are currently in use. Finally, the research issues related to speech-centric 
multimodal interaction that will be addressed in this thesis are discussed. 
1.1.1 Media and modalities  
Humans communicate with each other in a variety of ways. Apart from speech, people of-
ten use, for instance, gestures or facial expressions to convey a certain message to another 
person. The same applies when humans are interacting with computers: they may not only 
use the keyboard, but also the mouse, their ears, or even speech and gestures. In the frame-
work of human-computer interaction we should carefully distinguish media from modali-
ties. Many different definitions have been used in various studies addressing multimodal 
HCI (Gibbon et al., 2000; Maybury & Wahlster, 1998; Nigay & Coutaz, 1993), but most 
authors seem to agree on the idea that the term modality is associated with the human 
senses that are used to process information, whereas the term media is related to the mate-
rial or device that is used to convey the information. In this study, the terms media and mo-
dality will be used according to the following definitions (Gibbon et al., 2000): 
 
Media:  Physical devices to capture input from or present feedback to a human com-
munication partner. E.g. microphone, keyboard, mouse, camera. 
 
Modality:  The way a communicating agent conveys information to a communication 
partner (human or machine). E.g. speech, gaze, hand gestures, facial expres-
sions.  
 
Besides unimodal human-computer systems, in which users can operate using only one 
modality, the last decade has shown a growing research interest in multimodal systems, 
which allow the user to communicate with the system using multiple modalities. In accor-
dance with the distinction between modalities and media that was just presented, these mul-
timodal systems should be distinguished from multimedia systems: multimedia systems use 
multiple devices for user input and system feedback (such as keyboard and touch screen), 
1.1  Multimodal human-computer interaction 
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but in contrast with multimodal systems, they do not necessarily involve more than one of 
the human senses (Gibbon et al., 2000). Although the range of human senses allows for a 
wide variety of multimodal systems, there is a particular interest in interfaces in which one 
or more recognition-based modalities - such as speech, gestures or vision - are combined 
with input modes that do not require recognition - such as mouse or keyboard input - in 
order to reduce recognition uncertainty, improve error handling and increase the robustness 
of the system. Recognition-based multimodal systems combine for instance manual input 
with eye-gaze or speech with lip-reading (Oviatt, 2003). The information from different 
sources can be combined on several levels, ranging from low-level audio-visual features to 
more abstract semantic interpretations (see section 1.2.3). Throughout this thesis, the term 
multimodal system will be used in the following sense (Gibbon et al., 2000):  
  
Multimodal system:  A system that represents and manipulates information from differ-
ent human communication channels at different levels of abstrac-
tion.  
 
Interactive systems can benefit from multimodality in many ways, both from a technologi-
cal and from a user-centered point of view (Hura, 2002; Maybury & Wahlster, 1998; 
Oviatt, 2003). One of the benefits from a user-centered viewpoint is that using multiple 
modalities allows for an interaction style that is close to the way humans interact with each 
other. This may feel very natural, which in turn makes interaction easy to learn and effi-
cient. Furthermore, multimodal interfaces give the user the freedom to choose the most 
appropriate modality given a specific task or situation. From a technological point of view, 
multimodality may help to improve the accuracy of the system by making use of the re-
dundancies or complementarities of the modalities. By doing so, systems become more 
robust and stable. 
1.1.2 Speech-centric multimodal interfaces 
In this thesis the focus is on interfaces that use speech as one of the modalities. Speech can 
be combined with other modalities in numerous ways. For instance, speech recognition can 
be combined with lip-reading to improve accuracy. Other applications combine speech rec-
ognition with eye gaze to determine whether the speech is directed to the computer or not, 
or to determine where the information that was spoken should be filled in on a virtual form 
(Maglio et al., 2000; Tan et al., 2003). Speech may also be interpreted in combination with 
2D or 3D gestures (Bolt, 1980, Kaiser et al., 2003). Since this thesis is concerned with the 
usability of mobile access to information services, it explores the combination of speech 
and pen interaction, as these are the two input modes that are traditionally associated with 
Chapter 1. Introduction 
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mobile communication. Pen interaction here is limited to pointing at objects on a screen; 
handwriting and two-dimensional pen gestures are not supported. 
There are several reasons why interfaces that support both speech and pen interaction 
may be more natural, efficient and robust than interfaces that only allow for either speech 
or pen-based interaction. First of all, pen and speech offer contrastive functionality; users 
will presumably select the input mode that they judge to be least error prone for particular 
semantic content, which leads to error avoidance (Cohen, 1992; Oviatt & Olsen, 1994). 
Especially on devices with limited screen size, using pen input for selection may be cum-
bersome. Therefore, users may use speech to choose from long lists of options and pen in-
put to issue commands. Contrastive functionality also plays an important role in the context 
of error handling: users tend to switch to another modality after a recognition error, which 
facilitates error recovery (Oviatt & VanGent, 1996). The freedom of choice offered by mul-
timodal interfaces enhances the naturalness of the interaction and the user’s feeling of hav-
ing control.  
A second reason why multimodal interfaces may perform better than unimodal inter-
faces is the fact that if multiple modalities are used in a synergistic way, the imperfect indi-
vidual modalities may support and reinforce each other. The strength of one modality may 
be used to overcome the weakness of the other modality and thus reduce the number of 
errors (Oviatt & Cohen, 2000).  
A third reason that research has suggested for the superior performance of multimo-
dal interfaces is the lower linguistic complexity of the language that is used when users 
interact multimodally. This would reduce the risk of errors in speech recognition and natu-
ral language processing (Oviatt et al., 1994; Oviatt, 1997). However, in their experiments 
with a pen and speech-based multimodal map application, Kvale et al. (2003) observed that 
average utterance durations were similar when using speech only and when using pen and 
speech simultaneously. The experiments described in chapters 2 and 3 of this thesis dem-
onstrate that when interacting with our conversational multimodal interface several users 
provided more relevant information in a single utterance than they were actually prompted 
for; the linguistic complexity of their utterances increased especially when they got more 
experienced. Moreover, in chapter 5 it is shown that the recognition rates for multimodal 
and speech-only implementations of the same system were equal.  
1.1.3 Classification of speech-centric multimodal interfaces 
Speech-centric multimodal interfaces for human-computer interaction can be categorized in 
various ways. The three classifications that are discussed in this section (based on the task 
type, on the way modalities can be combined and on the interaction paradigm) provide the 
framework for a discussion about multimodal issues by categorizing multimodal applica-
1.1  Multimodal human-computer interaction 
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tions from different perspectives and on the basis of different interface characteristics. Note 
that these classifications apply to all types of speech-centric multimodal systems, not only 
to those that combine pen and speech. 
Task type 
The first classification is based on the type of task that is supported by the interface or the 
goal that is pursued by the user by interacting with the system. The following task catego-
ries can be distinguished (Gibbon et al., 2000):  
Command and control: Applications in which the user utilizes the system to control a 
process or carry out a command, such as controlling car equipment or desktop appli-
cations. E.g. the VICO project (Bernsen & Dybkjær, 2001).  
Information and transactions: Applications in which the interface provides access to a 
service, such as directory assistance, stock exchange and flight information. E.g. the 
MUST project (Almeida et al., 2002) and the SmartKom project (Wahlster et al., 
2001). 
Data entry and manipulation: Applications in which the user creates and manipulates 
data that is stored in electronic format, such as dictation and word processing applica-
tions or design tools. E.g. IBM’s Human-Centric Word Processor (Vergo, 1998) and 
the COMIC project (Den Os & Boves, 2004).  
Entertainment: Applications that offer an interactive environment for gaming and other 
types of entertainment. E.g. the EMBASSI project (Kirste et al., 2001) and the NICE 
project (Gustafson et al., 2004). 
Education: Tutoring applications that support people during learning tasks, such as lan-
guage tutoring. E.g. the ATLAS project (Freedman, 1999). 
The list of task types is by no means exhaustive and will grow longer as research in multi-
modal interaction evolves and multimodal interfaces will support more and more task 
types. Moreover, multimodal applications may fit into more than one task category.  
Modality combination 
Nigay and Coutaz (1993) propose a more abstract classification of multimodal systems, 
which is based on the way the modalities can be combined with each other. They specify a 
taxonomy along three dimensions: Use of modalities, fusion and levels of abstraction (see 
Figure 1-1).  
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The “Use of modalities” dimension expresses the temporal availability of the modali-
ties: some interfaces allow users to employ different modalities simultaneously (parallel), 
whereas in other interfaces specific modalities are used for specific parts of the interaction 
(sequential). The “Fusion” dimension denotes the possibility of combining the information 
that is conveyed using the different modalities. For example, in some applications the in-
formation conveyed using speech is completely independent from the information con-
veyed using a keyboard, whereas in other interfaces the information from both modalities is 
interpreted in a combined manner. Nigay and Coutaz distinguish a third dimension (“Lev-
els of abstraction”), which refers to the different levels at which the information from the 
modalities can be integrated. For example, information from tightly synchronized modali-
ties, such as lip movements and speech, may be combined on the feature/signal level, 
whereas integration of less tightly coupled input modalities such as pen and speech may 
take place on a more abstract semantic level (see section 1.2.3). The distinction on the 
“Level of abstraction” dimension is equivalent to the distinction that is made in the litera-
ture between early (signal level) fusion and late (semantic level) fusion. On each level of 
abstraction, four classes of multimodal interaction can be defined using the “Fusion” and 
“Use of modalities” dimensions (see Figure 1-1).  
Exclusive use: Although the interface offers multiple modalities throughout the interaction, 
these can only be used in a sequential way and the information from the modalities is 
interpreted independently.  
Alternate use: The interface offers multiple modalities, which may only be used sequen-
tially. However, the information provided through the different modalities is inter-













1.1  Multimodal human-computer interaction 
    11
preted in a coordinated way. For example, deictic references like “this” in “move this 
up” may be resolved by looking for pen selections in the following interaction move.  
Concurrent use: The interface offers multiple modalities, which are simultaneously active, 
but input from both modalities is interpreted independently.  
Synergistic use: The interface offers multiple modalities that can be used simultaneously, 
and the input from different modalities is processed in a coordinated manner. In this 
case, for example, deictic references in spoken input are disambiguated by simultane-
ous input from another modality.   
In chapter 2 it is described how this taxonomy can be applied to describe the interaction 
patterns observed in a pen and speech based form-filling interface.  
Nigay and Coutaz’s (1993) taxonomy is similar to the one proposed by the World 
Wide Web Consortium (W3C) (W3C, 2000). Here, multimodal interaction is classified as 
“sequential”, “uncoordinated simultaneous”, or “coordinated simultaneous” (also referred 
to as “composite”). The sequential / simultaneous distinction in this taxonomy corresponds 
with the “fusion” dimension as used by Nigay and Coutaz, whereas the uncoordi-
nated/coordinated distinction is similar to the “use of modalities” dimension. W3C does not 
specify “coordinated sequential” interaction (the “alternate” class in the Nigay and Coutaz 
taxonomy): sequential interaction is always assumed to be uncoordinated.  
Interaction metaphors 
A third classification of multimodal systems concerns the interaction metaphor that is 
adopted. Three basic interaction metaphors may be distinguished: direct manipulation, 
navigation and human interaction (Fineman, 2004). Especially the distinction between the 
use of direct manipulation interaction metaphors (the computer as a tool) versus the use of 
human interaction metaphors (the computer as a conversational partner or intelligent agent) 
has received a lot of attention in the literature (Den Os & Boves, 2004; Preece et al., 2002; 
Shneiderman & Maes, 1997). Advocates of the human interaction point of view believe 
that agent-based interfaces are much more versatile, that they alleviate problems that are 
due to the increasing complexity of systems, and that they offer users the opportunity to 
delegate some of their tasks (Maes, 1994; Negroponte, 1997). Proponents of the direct ma-
nipulation approach, on the other hand, argue that users dislike intelligent agents because 
they want to be able to understand and predict system behavior and stay in control of what 
happens: direct manipulation and information visualization should be used instead (Shnei-
derman, 1997). The users’ preference for one of these interaction metaphors may be deter-
mined by many different factors, including their knowledge of the domain and previous 
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experience. The consequences of adopting either a direct manipulation or human interac-
tion metaphor for the design of a multimodal system are discussed in chapter 3.  
 
It must be noted that the classes of multimodal applications that are defined by these three 
classifications are not completely independent. For example, some task types (such as en-
tertainment applications) may be more effectively modeled after the conversational agent 
metaphor than others. Also, some tasks may benefit from integrated interpretation of the 
modalities, such as map-based information services, whereas for other task types independ-
ent interpretation suffices.  
1.1.4 Issues in multimodal interaction 
A large body of research has focused on multimodal interfaces, addressing technological 
issues (such as performance of the recognizers used or system architecture) as well as de-
sign and usability issues (for example, user feedback and adaptation). For a comprehensive 
overview of applications and research issues, see Dybkjaer et al. (2004) and Oviatt et al. 
(2000).  
In this thesis, several usability issues related to multimodal interaction in the specific 
context of mobile access to form-filling information services are investigated. First of all, 
in chapter 2 we address user adaptation to multimodal interaction: In what way does the 
interaction with a conversational multimodal interface change as users get more experi-
enced in using the interface? This study sheds light on how a multimodal interface should 
behave in order to support users with different levels of experience. The multimodal system 
that was used in this study is based on an existing spoken dialogue system for train timeta-
ble information, developed in the ARISE project (Sanderman et al., 1998). The multimodal 
system was created by extending the ARISE spoken dialogue system with graphical interac-
tion facilities that could be used on top of the spoken dialogue.  
In chapter 3 we address aspects of multimodal interaction design: How can the differ-
ent modalities best be employed and combined in a multimodal interface? We present a 
study on the usability of two interaction paradigms for the form-filling task, in which we 
compared an interface that was designed after a conversational interaction metaphor (the 
system that was used in the first experiment) with an interface based on the direct manipu-
lation metaphor (this system was created by extending an existing graphical user interface 
with a ‘tap-and-talk’ speech input facility to replace keyboard input).   
In chapter 4 we investigate the issue of error handling: How can multimodality help 
to improve the robustness of the system as a whole and to gracefully recover from errors? 
By comparing different error handling mechanisms we explored how multiple modalities 
can best be combined to ensure optimal error handling. For this study, we used the tap-an-
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talk interface (because the previous experiment pointed out that the tap-and-talk interface 
was preferred over a conversational interface) and extended it with an additional error cor-
rection facility.   
Finally, in chapter 5 we address modality allocation and combination: Under what 
conditions is a multimodal system preferred to a unimodal system and what modalities are 
most appropriate for a form-filling task? By comparing the extended multimodal interface 
that was evaluated in chapter 4 with a unimodal speech-driven interface and a pen-only 
graphical user interface, we tried to establish the usability of using speech interaction in 
combination with pen input for access to information services.  
Besides usability-oriented issues, all investigations also address technological issues 
related to multimodal interaction, such as speech recognition performance and interface 
implementation issues. 
1.2 Interface implementation 
This section presents and discusses issues related to the implementation of speech and pen 
based multimodal user interfaces. First, the general architecture of such a system is de-
scribed. Then the issue of turn-taking in multimodal interaction is discussed. The subse-
quent sections discuss several important aspects of the individual components of multimo-
dal system architecture that make the system robust and efficient.  
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1.2.1 System architecture  
In multimodal speech and pen based systems two input channels are usually processed and 
analyzed in parallel by specialized recognizers. The information from both channels is then 
combined by a fusion module and sent to a dialogue manager, which interacts with the ap-
plication back-end and returns relevant information to the available output modalities (see 
Figure 1-2).  
For these complex interfaces, tailor-making all individual components is not feasible. 
Therefore, systems used in multimodal research are usually built by integrating existing 
components, possibly slightly adapted and tuned for the task and the requirements of the 
integration platform. There are many ways to combine existing components in an inte-
grated architecture. Yet, the information flow in most state-of-the-art multimodal systems 
boils down to a pipeline in which several self-contained and independent components are 
addressed in a fixed, linear order. In these systems there is no feedback from one module to 
previous modules. Heterogeneous systems that require more flexibility may employ an 
agent-based architecture. Very broadly, agents may be thought of as software entities that 
have the ability to undertake action autonomously in their particular embedded environ-
ment, according to a typically general set of requests or desired goals, and that are able to 
communicate with other agents as determined by their own initiative. In some agent-based 
systems the agents communicate directly with each other. In other agent-based architec-
tures the agents express what needs to be done without specifying who should do it and in 
what way it should be done. In the latter type of systems a central module coordinates the 
activities of the agents on the basis of a set of strategies for achieving goals.  
Several platforms have been developed that support the development and implemen-
tation of distributed, multi-component, multimodal architectures (Lewin, 2000). Efficiency 
and flexibility are the key requirements for such platforms. The Galaxy II platform is a 
hub-based architecture in which a central module (the hub) is used to mediate all message-
based interactions between the modules (Seneff et al., 1998). Although the Galaxy platform 
supports a true multi-agent architecture, it is mainly used for implementing message-
passing architectures in which the hub determines the data flow, based on a fixed script. 
The Open Agent Architecture (OAA) is an agent-based framework in which a collection of 
heterogeneous agents are integrated in a distributed environment. OAA allows both users 
and agents to express their requests in terms of what is to be done, without specifying who 
has to carry out the task and how it should be carried out. This is done by a facilitator (Mar-
tin et al., 1999). The OAA platform has been used for a substantial number of multimodal 
applications. Both Galaxy and OAA rely heavily on a central module that routes and facili-
tates the inter-module communication. Such a central module can easily become a bottle-
neck. To avoid this, the Multiplatform architecture (Herzog et al., 2003) offers a message-
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passing platform on which a large number of independent components can run in parallel 
and exchange data via multiple dedicated pools (which are comparable to blackboards).  
The majority of the multimodal speech and pen architectures are half-duplex systems 
in which system output and user input are strictly separated in time. In these systems user 
input is limited to a fixed time window following the end of a system prompt. The input 
from the two modalities is therefore strictly synchronized. Full-duplex systems allow for 
more flexible interaction: system output and user input may occur at the same time. More-
over, these systems may also support asynchronous use of the two modalities. Because of 
their sequential nature pipeline architectures can only handle half-duplex processing, 
whereas agent-based systems also allow for full-duplex, asynchronous processing. In this 
way, the type of architecture that is used in a system influences the turn-taking strategy that 
can be applied.  
1.2.2 Turn-taking 
Turn-taking involves segmentation of the interaction into parts where one of the dialogue 
partners has the floor. In human conversation, turn-taking is based on many cues, including 
non-verbal cues such as eye-gaze and gestures. Human conversation can tolerate a substan-
tial amount of overlap between turns. Moreover, humans tend to adapt their turn-taking 
behavior to that of their interlocutor (Garrod & Pickering, 2004; Ten Bosch et al., 2004). 
As mentioned before, in spoken dialogue systems user turns are usually determined more 
rigidly on the basis of a time-window that starts right after the system prompt has ended 
and ends either after a fixed period or when the user has stopped speaking (end-of-
utterance detection). These systems are half-duplex: user turns and system turns are strictly 
separated, i.e. the user cannot speak while the system is speaking and vice versa. Some 
spoken dialogue systems are less strict in this respect and allow the user to start speaking 
during the system turn (barge-in). Enabling barge-in requires the system to continuously 
detect user speech. To prevent false barge-in the system should be able to adequately dis-
tinguish speech from non-speech sounds. Moreover, echo cancellation may be required in 
order to filter out the system prompt from the user’s response before it is sent to the speech 
recognizer.  
Multimodal systems offer alternative barge-in facilities, for example using pen input 
instead of speech. Pen barge-in eliminates the problems involved with echo cancellation. In 
tightly synchronized half-duplex systems, pen barge-in would entail that the current system 
prompt is stopped and the turn is passed on to the user. In full-duplex systems that allow 
pen and speech to be less strictly synchronized, pen input does not necessarily interrupt the 
system prompt; this decision depends on the information provided by pen input. For exam-
ple, if the pen input contains information that provides an answer to the question that is 
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being asked by the system, this question might be aborted and the dialogue manager may 
move on to the next question. If pen input provides unrelated information, the system might 
finish the current system prompt. In this way, the turn-taking strategy affects the fusion and 
dialogue management components, as well as fission and output.  
1.2.3 System components  
The following paragraphs will discuss in a concise way several aspects of the components 
of a multimodal architecture for speech and pen interaction that are essential for robust and 
efficient interaction, viz. automatic speech recognition, fusion, dialogue management and 
the graphical display. 
Automatic speech recognition 
The two most important issues for an automatic speech recognizer in a multimodal dia-
logue system are its performance and its efficiency. The ability to react instantaneously to 
what a user says is essential in speech-driven systems, because any latency will reduce the 
smoothness of the interaction, which in turn may annoy the user. In order to ensure that the 
result of a user action becomes visible without delays (for example, in the form of a recog-
nized value that is shown on the screen), efficient speech processing and adequate end-of-
turn detection are essential. End-of-utterance detection is usually done on the basis of a 
silence threshold. Optimization of the length of this silence threshold is crucial: it should 
allow for speaker hesitations and short pauses, while at the same time it should be short 
enough not to harm the smoothness of the interaction.  
Speech recognition performance is still a serious bottleneck in spoken dialogue sys-
tems (Litman & Pan, 1999; Sturm et al., 1999b). Speech recognition errors strongly influ-
ence the way people perceive a speech driven information system: they dislike interactive 
systems that make many errors (Karat et al., 1999). Moreover, speech recognition errors 
reduce the efficiency of a system. One way to improve the performance of a speech recog-
nizer is to apply lexicon and language model adaptation. Reduction of the number of lexi-
con entries and tuning the language model simplify the task of the recognizer and thus may 
improve performance (Wessel et al., 1999; Xu & Rudnicky, 2000). Adaptation can be 
based on the system question, for example by using a lexicon and language model that con-
tain only station names to recognize responses to the question “What is your departure sta-
tion?”. However, this is only possible in systems where the user is restricted to giving the 
specific information that is requested by the system (system-directed interaction). If the 
user is unrestricted in his formulations and the amount of information he provides (as is the 
case with user-driven or mixed-initiative interaction), adaptation on the basis of the system 
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question is hardly possible. Adaptation can also be done by removing from the lexicon and 
language model all words that have been negated by the user before. In multimodal sys-
tems, adaptation of lexicon and language model can also be done on the basis of pen input. 
For instance, if the user indicates a specific field using the pen before or while speaking, 
the lexicon and language model can be limited to contain only the possible values for this 
field.  
Besides by reducing the number of errors, the speech recognizer can contribute to 
improving the efficiency and robustness of a service in another, more indirect way: by de-
livering confidence measures as an indication of the reliability of the recognition result. 
Confidence measures can be calculated in many different ways on the level of the acoustic 
models, the search process or the word graphs or concept graphs (see Souvignier et al., 
2000; Wessel et al., 2001). How these confidence measures can be applied in a multimodal 
system to improve the efficiency and the robustness of the interaction, will be discussed in 
more detail in the subsections about the fusion module and the dialogue manager.  
Finally, multimodal systems may benefit from using an N-best list of recognition al-
ternatives, which can be used efficiently if it is displayed on the screen in order to facilitate 
pen-based error correction. In speech-driven systems, using the N-best list in an effective 
and efficient way in the spoken dialogue is much less straightforward.  
Fusion 
The fusion module is responsible for the integration of the information from the two input 
channels in systems that support either alternate or synergistic use of the two modalities 
(see section 1.1.3). Two types of fusion can be distinguished based on where in the infor-
mation flow the fusion takes place: early fusion and late fusion. The early fusion approach 
combines the input channels on feature level, after which recognition and interpretation are 
done on the combined features. Early fusion is usually applied in systems with a tight cou-
pling and synchronization of the two modalities, such as audio-visual speech recognition 
applications, in which speech recognition is combined with lip-reading. Because combined 
features are used, feature level fusion requires specialized recognizers that have to be 
trained with multimodal data.  
Pen and speech interfaces, in which the two modalities are less strongly coupled in 
temporal sense, generally adopt the late fusion approach. Here, the two input streams are 
processed and recognized in parallel; they are combined at a semantic interpretation level. 
In contrast with early fusion, because the two input streams are recognized in parallel, late 
fusion does not require specialized recognizers but can be done using existing unimodal 
recognizers. Integration of the modalities in the case of late fusion can be done in a frame-
based way, which refers to a pattern matching technique for merging attribute-value data 
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structures, or in a unification-based way, which is a logic-based method for integrating par-
tial meaning fragments (Oviatt, 2003). The integration algorithms that are applied in the 
fusion module must be able to handle information that is complementary (if the informa-
tion provided through different modalities can only be interpreted together), specialized (if 
the information provided by the two modalities is unrelated), redundant (if the information 
from the two modalities (partly) contains the same information), or conflicting. In the case 
of conflicting information, the fusion module may utilize the confidence measures that are 
provided by the speech recognizer to decide upon which information is to be considered 
correct: in case of low speech recognition confidence the information from the screen may 
be considered more reliable, whereas in case of high confidence the spoken information 
may be used.  
Dialogue management 
The dialogue management (DM) module controls and monitors the flow of the interaction, 
collects query information from the user and updates the information state accordingly. 
Furthermore, the dialogue manager interacts with the application back-end; in the case of 
information services this is an information database. Many DMs for transaction and infor-
mation services apply a slot-filling strategy. In this case, the DM interacts with the user to 
collect values that are required in order to retrieve the desired information from the infor-
mation database. Almost invariably, slots correspond to fields in a form, which is virtual in 
speech-only systems and which is on-screen in systems that include a graphical display. In 
some applications a fixed set of slots must be filled in order to retrieve the desired informa-
tion from the information database. For instance, in a timetable information system for 
public transport, the query to the information database should minimally contain the trajec-
tory, the date and the time. In systems that use a query language such as SQL, the way in 
which slot values are acquired is more flexible. Here, the information database may be con-
sulted after each user turn and after assessing the amount and precision of the retrieved in-
formation, the DM may decide if further information must be collected or whether the 
query parameters need to be relaxed (Gustafson et al., 2002; Souvignier et al., 2000). For 
instance, in a telephone directory assistance service providing a person’s first and last name 
may be sufficient to retrieve a unique telephone number, but if multiple entries exist with 
the same first and last name, the system may request additional information from the user.  
In order to ensure the robustness of the interaction, recognized values need to be 
grounded by means of verification. Verification can be done explicitly (i.e. the value is 
verified in a separate question) or implicitly (i.e. the verification question is incorporated in 
the next request for information by the system). The number of verification turns should be 
minimized in order to ensure a dialogue flow that is as efficient and natural as possible. 
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Confidence measures that are delivered by the speech recognition module may be used by 
the DM to determine whether to apply explicit or implicit verification or no verification at 
all (Bouwman & Hulstijn, 1998; Bouwman et al., 1999). Alternatively, in multimodal sys-
tems that combine speech with screen output, values may be verified visually by showing 
them on the screen.  
By keeping track of the dialogue history, the DM can take into account how many 
times a question has been asked, and what values the user has already negated. In this way 
situations in which the user is asked the same question over and over again can be avoided, 
which improves the naturalness and efficiency of the interaction.  
Another important task of the dialogue manager is to facilitate error handling. In 
speech-only systems, if the DM detects a recognition problem, it may either start a clarifi-
cation dialogue or switch to a more restricted dialogue style in order to solve the problem. 
Multimodal systems may enhance error handling, since they offer pen-based correction 
facilities in addition to speech-oriented error-handling strategies. An example is selection 
of the correct word from an on screen N-best list of recognition alternatives that is deliv-
ered by the speech recognition component.  
Graphical display 
The availability of a graphical display in a multimodal system may enhance the robustness 
of the system in several ways. First of all, showing for example a virtual form on the screen 
helps the user in building a conceptual model of the functionality of the system and the 
progress of the interaction. Moreover, the screen may enable the user to monitor the pro-
gress of the interaction by showing the recognized values and the system status. Finally, the 
screen display may offer alternative input facilities (besides speech) which may enhance 
correction of speech recognition mistakes, for instance by allowing the user to select from a 
list of recognition alternatives. Obviously, if the display is to be used on a small, mobile 
device, there are serious limitations as to the amount of information that can be presented 
on the screen, which limits, for example, the number of items in a drop-down list.  
The availability of a graphical interface may also improve the efficiency of the inter-
action. First of all, for some types of information pen input via the graphical interface may 
be inherently more efficient than speech input, for example if radio buttons can be used. 
Additionally, multimodal systems may improve efficiency by allowing for simultaneous 
input from both modalities. Last but not least, graphical output avoids some of the usability 
problems that plague speech-only systems, such as the inability of the user to create and 
maintain a correct mental picture of the service and the problems users experience with 
memorizing detailed spoken information.  
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Finally, in order to allow for effective interaction, the graphical interface should ad-
here to established design principles concerning the size of the buttons, the colors used, 
etc., such as those listed in (Tognazzini, n.d.). 
1.3 Evaluation of multimodal interfaces 
Evaluation is an essential aspect of the development process of interactive systems: designs 
and implementations need to be tested to establish whether they meet the user requirements 
and behave as expected. This section addresses several aspects concerning evaluation of 
multimodal services, such as why, what, when and how to evaluate. Furthermore, a number 
of important issues concerning the set-up of the experiments and the analysis of the data 
are discussed.  
1.3.1 Why evaluate 
There may be three different motivations for evaluation (Hirschman & Thompson, 1995). 
Adequacy evaluation is done to determine if the system is fit for its intended purpose: does 
it meet the user requirements, how well and at what cost? Diagnostic evaluation is aimed at 
diagnosing problems (deficiencies, limitations, errors) that need to be solved or improved. 
Performance evaluation assesses a system with respect to specific aspects, stages or im-
plementations. Performance evaluation is typically used for comparing alternative or suc-
cessive implementations of a service.  
1.3.2 What to evaluate  
Evaluation typically is concerned with the usefulness of a system. Usefulness has two as-
pects: usability and utility (Nielsen, 1993). Adequacy evaluations address the utility of a 
system. This property describes whether the required functionality is available and whether 
it is reachable for the user. Diagnostic evaluation and performance evaluation on the other 
hand are concerned with the usability of a system. This property describes how well a sys-
tem supports users in task performance. In the remainder of this section the focus is on 
evaluation of the usability of a service. However, it should be borne in mind that it is hard 
to avoid subjective judgments of usability being influenced by the perceived utility of a 
service. This issue will be addressed in more detail in section 1.3.6.  
Evaluations can be black box or glass box evaluations. Adequacy evaluations and per-
formance evaluations generally adopt a black box approach, in which the performance of 
the system is evaluated as a whole without looking at the individual components. Black 
box evaluations are often done for comparison with a system of a different manufacturer or 
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with a previous version of the system. Diagnostic evaluations may adopt the glass box ap-
proach, in which the performance of only one of the components of the system is evalu-
ated, while all the other components of the system are kept unchanged.  
1.3.3 When to evaluate 
Ideally, usability evaluation should be carried out at all stages of the engineering process, 
not only when the product is finished. Design and development of a system should be done 
in an iterative way, with cycles of design, test, measure and redesign. Moreover, the user 
should be involved in the design and development process as early as possible in order to 
guarantee the future usability of a system. Giving the goals, needs and desires of users ex-
tensive attention throughout the development of an interactive system is the key aspect of 
the User Centered Design approach (UCD). The importance of the UCD approach for de-
veloping interactive systems is now recognized among a large group of researchers and 
engineers (Karat & Karat, 2003; Vredenburg et al., 2002). 
1.3.4 How to evaluate 
Two broad types of usability evaluation methods can be distinguished: analytic methods 
and empirical methods (Preece et al., 2002).  
Analytic methods 
Analytic methods involve modeling or analysis of user interface features and their implica-
tions for use, often done by usability experts; these methods do not necessarily involve im-
plemented systems or actual users. The following list shows some examples.  
Cognitive walkthrough is aimed at identifying potential usability problems, often focused 
specifically on the learnability of the interface. The cognitive walkthrough is usually 
done by several designers or cognitive psychologists, who work through the design on 
the basis of an interface description, a description of the task the user is to perform, a 
list of the actions that are required to complete this task, and some information about 
who the users are and what kind of background and experience they have (Polson et 
al., 1992). For each task the expert considers what impact interaction will have on the 
user, what cognitive processes are required and what learning problems may occur.   
Heuristic evaluation is a less structured form of walkthrough by experts, which is aimed 
at debugging the design. For a heuristic evaluation several experts examine the system 
independently, evaluate it against a set of usability criteria (heuristics) and try to 
come up with ideas about what is good and bad about the interface (Nielsen, 1994). 
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The output of a heuristic evaluation is a list of identified usability problems with ref-
erences to the heuristics that were violated. Examples of heuristics are the require-
ment that the behavior of the system should be predictable and that the system should 
provide relevant and adequate feedback. An overview of the ten most widely used 
heuristics can be found in Nielsen (1994). Although these usability criteria have been 
devised for interactive systems in general, they are of such general nature that they 
apply to multimodal systems as well. However, they are not very specific with respect 
to when certain modality combinations can be used or how they should be combined. 
For this reason, Williams et al. (2002) proposed to complement Nielsen’s collection 
of heuristics with an additional set of heuristics, based on modality theory, addressing 
the usage of different modalities specifically. 
Model-based evaluations employ cognitive models or design rationales to evaluate the 
design. These models and rationales can predict user performance with an interface 
and can be used as a basis for design choices (Kieras, 2003). Unfortunately, models 
describing the cognitive processes that are involved in multimodal interaction are only 
beginning to evolve (Oviatt et al., 2004).  
Review-based evaluations use results from evaluations that have been reported in the lit-
erature to support or refute aspects of the design. Unfortunately, results from studies 
with multimodal or other interactive systems are often to a large extent dependent on 
the specific user group and situation in which they were collected, so that generalizing 
results to other contexts can only be done with great caution (Dix et al., 1993). 
Empirical methods 
Empirical methods collect usability data by observing or measuring activities of end users 
working with an actual implementation of the system in some form, perhaps a Wizard-of-
Oz simulation. Empirical evaluation involves measurement of variables that represent the 
performance of a system and that indicate what needs to be improved. The usability of a 
system may involve many different factors, such as learnability, efficiency, effectiveness, 
safety, etc. (Preece et al., 2002). Which of these factors are most important for a specific 
system depends on the task type that is supported by the system, its application domain and 
its target users. In this thesis, usability is defined in terms of the three key factors defined 
by the ISO 9241 Usability Standard (ISO, 1998): 
Effectiveness: The accuracy and completeness with which specified users can achieve 
specified goals in particular environments. 
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Efficiency: The resources expended in relation to the accuracy and completeness of the 
goals achieved. 
Satisfaction:  The comfort and acceptability of the work system to its users and other peo-
ple affected by its use.  
The most widely used empirical methods to assess usability are the following.  
Observational evaluation refers to a class of evaluations in which users are observed 
while carrying out a specific task (Preece et al., 2002). Users can be observed in a di-
rect way: for example, if they are asked to read aloud what they are doing and think-
ing (the think aloud method) or if the user and the evaluator cooperate in the evalua-
tion by asking each other questions (cooperative evaluation). Alternatively, users can 
be observed in an indirect way. In this case all user behavior is recorded (video, key 
stroke recordings, system log files, etc.) and analyzed afterwards.  
Experimental evaluation involves the controlled evaluation of specific aspects of the in-
teractive behavior of a system. To this end a hypothesis is formulated and a number of 
experimental conditions are created that differ only in the value of some controlled 
factors. All differences in user attitudes and behavior that are found during the test are 
then attributed to different levels in these factors. Experimental evaluation with real 
users can be done in the laboratory or in the field. Field studies measure the usability 
of a system under realistic usage conditions. The subjects are end users, with self-
defined goals in realistic situations. However, there is hardly any control over the us-
ers, which makes focusing on specific aspects hard. Moreover, extensive data collec-
tion in the field is difficult: making video (and even audio) recordings may be impos-
sible and user attitudes can only be collected afterwards; at this time it is difficult for 
users to recollect why they behaved in a certain way. Also, field tests are time-
consuming and expensive and therefore cannot be done very often during the engi-
neering process. Many experimental evaluations therefore take place in the labora-
tory. The laboratory setting makes extensive high-quality data collection possible. 
Moreover, in a laboratory situation the conditions under which user behavior is stud-
ied can be controlled, which facilitates the comparison of systems with respect to spe-
cific aspects or under specific circumstances. Even in such a controlled setting, how-
ever, it remains difficult to avoid that factors that are in fact outside the scope of the 
experiment influence user behavior and attitudes. For example, in the experiments 
that will be discussed in this thesis it was found that the user satisfaction scores and 
users’ preferences were to some extent affected by unintended factors such as the 
functionality of the system and privacy aspects related to using speech in public 
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places. Also, since the lab situation often is far from realistic, generalization from lab 
results to real-life usage may be hard.  
Query techniques involve questioning the user about their experience of using the system. 
This can be done in face-to-face interviews or in written questionnaires. As will be 
discussed later, query techniques are often combined with experimental evaluation. 
1.3.5 Evaluation measures  
As mentioned in the previous subsection, in this thesis the usability of a system is defined 
in terms of effectiveness, efficiency and user satisfaction. Effectiveness and efficiency are 
quantitative descriptions, which can be measured objectively (also known as performance 
measures). The most widely used objective measures that apply to speech-based multimo-
dal interfaces are listed here (Larsen, 2003b; Nielsen, 1993): 
• percentage of successful transactions 
• number of completed tasks and sub-tasks 
• number of user turns 
• dialogue or task completion times 
• mean user and system response times 
• percentage of correct system answers 
• percentage of repair utterances 
• percentage of user initiated turns 
• number of “help” requests 
• number of user barge-in’s 
• mean length of utterances 
• time spent recovering from errors 
Depending on the specific questions that should be answered by the evaluation, a suitable 
subset of these measures is selected. These may be supplemented by measures that evaluate 
the performance of the individual components of the system, for instance word error rate, 
which is a measure of speech recognition performance.  
User satisfaction is a qualitative description that cannot easily be determined by direct 
observation or data analysis, but which is typically done by asking test users about their 
opinions (subjective measures). The most widely used subjective measures are the user 
attitudes collected by means of interviews or questionnaires in which users are asked to 
respond to a number of issues related to their experiences and perceptions of interacting 
with the systems. Interviews are free-form and therefore very flexible, which facilitates the 
collection of detailed and in-depth information. However, interviews are also rather time-
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consuming and the results may be hard to analyze and interpret in comparison with the 
structured results from a questionnaire. Most usability questionnaires consist of a set of 
rating scales, such as Likert-scales or semantic differential scales (Preece et al., 2002). In 
the case of Likert-scales the questionnaire postulates a set of statements and the user is 
asked to indicate his degree of agreement with these statements (for example, “I enjoyed 
using the system”). A semantic differential scale uses two adjectives that are opposite along 
one dimension (for example, fast versus slow) and ask users to indicate which rating on this 
dimension is most appropriate for the system. Most questionnaires use scales ranging from 
1-5 or from 1-7. Scales with two or three response alternatives are generally considered to 
be inadequate because they do not contain much information (subjects can only indicate if 
they agree with a statement or not, there are no intermediate levels) and may frustrate users. 
Scales with nine or more response alternatives on the other hand may be difficult to inter-
pret for users in a consistent way (Cox, 1980).  
Interpretation of the results has to be done carefully for a number of reasons. First of 
all, one should take into consideration that subjective ratings of a system’s appeal are gen-
erally biased towards the peak difficulty and most pleasant experience rather than to the 
average difficulty and pleasure experienced by the user, since these are the moments that 
are remembered best. For these reasons, one should not rely solely on subjective ratings: 
interviews or questionnaires should always be accompanied by data about people’s actual 
behavior. On the other hand, this effect may partly be compensated by the fact that people 
tend to be very polite in their replies; they will only rate a system low if they had an ex-
perience that was truly unpleasant. To circumvent this effect, positively and negatively 
worded statements should be intermixed. This also prevents users from answering without 
considering each statement carefully.  
Questionnaires should be checked thoroughly for their validity and reliability. Reli-
ability is the ability of the questionnaire to evoke the same user responses when filled out 
by similar users in similar circumstances and thus concerns its internal consistency and 
reproducibility. The reliability of a questionnaire can be assessed by means of statistical 
measures such as the correlation of the answers to several questions pointing in the same 
direction or correlation of the answers given by the same subject at different points in time. 
The validity of a questionnaire is the level of confidence that the questions really measure 
what they are intended to measure. The validity of a questionnaire is much harder to deter-
mine than the reliability, but can for instance be based on its consistency with other ques-
tionnaires. Since creating a questionnaire and ensuring it has adequate reliability and valid-
ity takes a lot of time and resources, questionnaires that have been developed and standard-
ized by others should be reused, or taken as the basis for an instrument adapted to a specific 
experiment (Kirakowski, n.d.). One should be very careful, however, when adding, chang-
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ing or deleting items from a standardized questionnaire, because this may affect its validity 
and reliability. Unfortunately, for multimodal systems no standardized questionnaires are 
available yet (Larsen, 2003b). 
1.3.6 Experimental design and analysis 
The importance of validity and reliability is not limited to the questionnaires that are used 
for collecting subjective data, but also concerns various aspects of the experimental design. 
This subsection discusses a number of issues concerning the design and analysis of con-
trolled laboratory experiments, which should be taken into account in order to ensure the 
validity and reliability of the results obtained.  
Subjects 
The selection of subjects is an important issue because of the large differences that exist 
between users with respect to their behavior and their preferences. In many research areas 
the exact composition of the subjects pool is not so relevant as long as the group is suffi-
ciently large (such as for many psychological experiments). On the contrary, in usability 
evaluations it is important that the group of test subjects be representative of the target end 
users of the system. This is especially important for systems where speech is involved, 
since speech recognition performance may differ a lot between users. In general, the group 
of subjects should be balanced in gender (unless, of course, the system is to be used solely 
by either female or male users). Furthermore, the subjects should resemble the target users 
as much as possible with respect to age, level of education, and level of experience (with 
computers in general, with the application domain, and with multimodal systems specifi-
cally). Finally, the group of subjects should be sufficiently large. The minimum number of 
subjects required can be calculated by means of a power analysis on the basis of the in-
tended size of the effects and the expected means and standard deviations of the measure-
ment variables (Cohen, 1988). 
Tasks 
In contrast with field tests where the users are studied during their actual use of the system, 
in a laboratory evaluation subjects are asked to carry out a number of predefined tasks or 
scenarios. The advantage of using predefined tasks is that one can control the situation and 
test functions that are not frequently used under normal circumstances. Also, dialogues 
from different users and different systems can easily be compared. Moreover, predefined 
tasks may simplify evaluation because it can easily be established whether the user com-
pleted the task correctly or not (Sturm et al., 1999a). In order to ensure the validity of the 
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evaluation, the tasks that users are asked to carry out should meet a number of require-
ments. First of all, as far as possible the tasks should be representative of situations that 
may occur during the actual use of the system. Furthermore, the tasks should be chosen 
such that they allow the experimenter to really measure what the test was intended for. For 
instance, if a test is intended to show differences between error handling strategies in two 
different systems, the tasks should include or elicit situations where error handling occurs. 
Often, task descriptions are given in writing. However, especially in systems that use natu-
ral language input, one should take into account that subjects may be inclined to copy the 
wording that is used in these descriptions. Presenting task descriptions graphically may be 
a solution for this problem, although using graphics may only be feasible for simple tasks. 
Another issue when subjects are asked to carry out predefined tasks, for example to acquire 
specific information, is that these subjects do not really need the information they are ask-
ing for, which may affect the amount of effort they put in acquiring the correct information. 
This can be partly avoided by asking the subjects to note down the retrieved information 
and offering a reward if the correct information is correct.  
Data capture 
In most multimodal laboratory test systems each component automatically generates a log 
file that contains time-stamped information on user and system events. These log files form 
an important source of information for evaluation: some objective measures, such as time 
to task completion or the number of user turns, can be calculated directly from the log files. 
Other objective data, such as the task success rate or the number of error handling dia-
logues, require manual post-processing of the log files. These should be augmented with, 
for instance, orthographic transcriptions of user utterances and dialogue act annotations in 
order to be interpreted correctly. Especially for evaluation of multimodal interaction, video 
recordings of the dialogue may be useful for analyzing information that is hard to interpret 
on the basis of the log files, such as synchronous use of multiple modalities or pen interac-
tion on dynamically changing graphical interfaces. Several tools have been developed that 
facilitate transcription and annotation of multimodal dialogue recordings. A comprehensive 
description and evaluation of nine of these tools is provided in Garg et al. (2004).  
Data analysis 
Both objective and subjective data can best be analyzed by first looking at them. Graphs 
and plots of the collected data are very useful to get a rough idea of what has happened. 
Statistical analyses of the data should be done, however, to find out if any of the observed 
differences between two conditions are statistically significant or whether they are based on 
chance. What type of statistical analysis (t-test, ANOVA, non-parametric tests, etc.) should 
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be used depends on the type of data (whether they are discrete or continuous) and on the 
questions that should be answered. 
Several frameworks and theories have been developed that aim at establishing the re-
lation between subjective user satisfaction and preferences data and objective performance 
measures. The PARADISE evaluation framework is an example. It provides a methodology 
for calculating a performance function that predicts user satisfaction on the basis of a set of 
objective measures (Walker et al., 1998). The performance function is derived by multi-
variate linear regression using user satisfaction as the dependent variable and a range of 
objective measures as independent variables. The resulting performance function can be 
used to compare different systems, to compare different versions of the same system to see 
if previously identified problems have been solved, or to predict the future performance of 
new systems. The method is well described in the literature and has been applied in many 
user studies already. However, it comes with a number of potential weaknesses as well 
(Dybkjær et al., 2004). As was already discussed in section 1.3.4, user satisfaction may 
depend on factors other than the quantitative measures that can be derived from the log 
files (such as the utility of the system). The user studies in which the PARADISE method has 
been applied confirm this idea. The cost functions that were calculated on the basis of the 
quantitative measures could explain between 20% and 70% of the observed variance in 
user satisfaction. Also, since the questionnaires used in the PARADISE framework have not 
been tested for their reliability and validity, there is no guarantee that they actually measure 
user satisfaction. Finally, since it is a scenario-based approach, PARADISE can only be used 
in controlled laboratory experiments, not with actual users in realistic circumstances.  
The PROMISE framework that was developed in the SmartKom project (Beringer et 
al., 2002) extends the PARADISE framework for evaluation of multimodal interaction by 
adapting the user satisfaction questionnaire and by modifying the measurement of the 
quantitative measures to take into account that the system includes several modalities, 
which may be used in different combinations. Unfortunately, a number of problems dealing 
with the timing of multimodal input remained unsolved and, to the best of our knowledge, 
the PROMISE framework has not been applied in any evaluations yet.  
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We present a study on the effect of prolonged use on the way users interact with a multi-
modal form-filling system. The system accepts spoken input as well as pointing input and 
provides output both in speech and in graphics. We measured the usability of the system in 
a pre-test / post-test design and analyzed in detail the changes in interaction patterns due to 
exposure. The study shows that with practice users learn to develop interaction patterns that 
ensure reliable and efficient interaction, resulting in decreased dialogue duration and im-
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2.1 Introduction  
With the emergence of networked handheld devices, it has become possible to provide in-
formation services on mobile terminals that were up to now only available on desktop 
computers. However, interaction styles that are natural and easy to use on a desktop com-
puter may easily become cumbersome on miniaturized devices like palmtops or mobile 
phones. Whereas typing or pointing on a screen in general may feel as a natural way to 
provide input on a desktop computer, with small devices typing and pointing may easily 
become tiresome due to the absence of hardware keyboards and the inherent limitations on 
the length of menus. In order to fully exploit the capabilities of handheld devices, an obvi-
ous solution seems to be to deploy multimodal interfaces. It is generally assumed that com-
bining elements of graphical user interfaces and spoken dialogue systems will enable users 
to interact with mobile terminals in a more efficient and natural way (Maybury & Wahlster, 
1998; Oviatt et al., 1997). However, it does not follow automatically that a multimodal in-
terface will enable users to interact in the most efficient way right from the beginning. In-
stead, users may need practice to develop a stable interaction pattern that supports efficient 
use (Petrelli et al., 1997). In the present study we investigate the effect of prolonged use on 
the development of stable and efficient interaction patterns, using a multimodal form-filling 
interface for obtaining train timetable information that was developed in the MATIS project 
(Multimodal Access to Transaction and Information Services) (Sturm et al., 2001). The 
interface accepts both speech-based and pointing input and provides spoken as well as vis-
ual feedback.  
Sturm et al. (2002) report the results of a usability evaluation of the multimodal MA-
TIS interface. The goal of the evaluation study was to determine whether providing multiple 
modalities helps to improve the usability of the system as compared to more conventional 
unimodal systems, such as a spoken dialogue system and a graphical user interface (GUI). 
In this evaluation only novice users were asked to test the system. For public information 
systems this makes sense, since those systems should be suitable for use by inexperienced 
users without training. However, it may not be the right approach for evaluating interfaces 
that are used more frequently, such as those running on mobile devices that are typically 
used by the same person over longer periods of time. In such cases the user has the oppor-
tunity to gradually develop a preferred interaction pattern, and only monitoring the initial 
stage of use could lead to inappropriate conclusions. The experiments carried out by Suhm 
et al. (1999), Petrelli et al. (1997) and Karat et al. (2000) showed that user behavior indeed 
changes as users become more experienced in using a multimodal system. In the current 
paper, we therefore focus on the question whether prolonged use of the MATIS system in-
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deed enables users to develop preferred interaction patterns, what these interaction patterns 
are, and whether they improve the efficiency and effectiveness of the interaction and the 
user satisfaction.  
Multimodal interaction patterns can be characterized by means of the scheme de-
picted in Table 2-1 (Nigay & Coutaz, 1993).  
 
Table 2-1 Multimodal interaction.  
  Use of modalities 
  Parallel Sequential 
Combined synergistic alternate Fusion 
Independent concurrent exclusive 
 
The ’Fusion’ property concerns the question whether the system allows the user to express 
a piece of information by employing different modalities for different parts of the informa-
tion. For instance, zooming in on form-filling applications, where the pieces of information 
can be represented as attribute/value pairs (e.g. attribute: destination city; value: Amster-
dam), the attribute might be conveyed by a pointing gesture and the value by speech. The 
’Use of modalities’ property concerns the question whether the system allows the user to 
convey information in different modalities simultaneously or not. For the form-filling ex-
ample it would mean that the system can or cannot handle the actions in the different mo-
dalities when they occur simultaneously. These two binary properties combine to four 
types of multimodal interaction: synergistic, concurrent, alternate, and exclusive. When 
different modalities are used in parallel, we distinguish synergistic use where the user em-
ploys two modalities to provide a single attribute-value pair (the “put-that-there” paradigm 
(Bolt, 1980)) and concurrent use where both modalities are used to provide unrelated in-
formation. Different modalities can also be used sequentially; here, we distinguish alternate 
use where the user conveys a single piece of information (a single attribute-value pair) 
stepwise, employing different modalities at each step, and exclusive use where the user 
presents one piece of information using one modality and subsequently another, unrelated 
piece of information using another modality. With respect to the combined use of modali-
ties, it should be noted here that in fact most multimodal interaction is actually of the alter-
nate rather than of the synergistic type (Oviatt, 1999b). In the evaluation with novice users 
(Sturm et al., 2002a) we observed predominantly exclusive interaction patterns; the system 
would prompt the user for particular information and the user would reply either by speech 
or by a pointing gesture. That is, the initiative was with the system and the user obediently 
followed the requests for providing attribute values to the system. We assume that novice 
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users feel uncomfortable taking over the initiative, for instance because they do not know 
how to use the facilities that are offered to interact with a graphical user interface, or out of 
politeness; people tend to treat computers with the same sort of politeness that they would 
fellow human beings (Reeves & Nass, 1996). We expect, however, that with prolonged use 
users will get more self-confident, start to take over the initiative and develop a preference 
for alternate and synergistic interaction patterns, activating an attribute by means of a 
pointing gesture and providing the value by speech. In the next section, we will describe 
and motivate the system’s design. In Section 2.3 we describe the user test that has been 
carried out to study the effect of experience on the interaction. In Section 2.4 we present 
and discuss the results of the test, and in Section 2.5 we will draw conclusions.  
2.2 The MATIS System  
We changed an existing unimodal spoken dialogue system for railway information into a 
multimodal system by adding screen input and output, allowing for both spoken and 
graphical interaction. Detailed information about the system architecture can be found in 
(Sturm et al., 2001). Adding visual feedback to a spoken dialogue system has been shown 
to help the user in building a mental model of the task at hand and understanding the travel 
Figure 2-1 Screenshot of the Matis interface  
(button labels have been translated from Dutch). 
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advice (Terken & Riele, 2001). Therefore, during the spoken dialogue, the screen shows a 
graphical representation of the form to be filled in (see Figure 2-1), and gives feedback on 
the recognition result, the buttons that have been pushed and other information that pro-
vides the user with the current system status, such as an hourglass that appears when the 
system is processing the input. Furthermore, after all fields have been filled in, the screen 
displays the travel advice. As mentioned earlier, the system accepts both speech and point-
ing input and provides output in the form of speech and graphics.  
2.2.1 Speech input  
When the user activates the system, the system identifies itself and sets up a spoken dia-
logue to collect the query parameters. This prompting strategy supports novice users by 
guiding them through the task1. Furthermore, it creates a bias towards the speech mode, 
which is in agreement with the observed preference of users for the speech mode (Bilici et 
al., 2000; Suhm et al., 1999). The system can handle mixed initiative, i.e. situations where 
the user utterance contains more information than explicitly asked for in the system 
prompt. Speech is mandatory for providing initial values for the attributes ‘origin’, ‘desti-
nation’, ‘date’ (if not today or tomorrow), and ‘time’ (see Figure 2-1).  
2.2.2 Pointing input  
The facilities offered to interact in the graphical mode are illustrated in Figure 2-1. They 
will be described here in terms of the classification scheme depicted in Table 2-1.  
c The user can press radio buttons to select predefined mutually exclusive values (to-
day/tomorrow or departure/arrival). This facility allows for exclusive use, where a 
user uses different modalities for subsequent unrelated actions. As radio buttons are 
active during the whole dialogue, they also allow for concurrent use, i.e. the user 
presses a radio button while also providing an unrelated value in the spoken mode.  
d The user can press one of the microphone buttons to select the field that (s)he wants 
to fill, e.g. to correct recognition errors (pressing the microphone button will reset the 
field) or simply to speed up the dialogue. In the current implementation, pressing a 
microphone button for a given slot will interrupt the current system question and trig-
                                                          
1  One could also imagine a system in which the interaction is not guided by spoken system prompts, but by the 
user, who must press buttons to indicate the field that (s)he wants to fill using speech. In such a “tap-and-talk” 
implementation there would be no spoken dialogue at all, which would make the system faster, but possibly also 
less suitable for novice users. The results of a comparison between the current implementation and a tap-and-talk 
implementation are presented in (Sturm et al., 2003).  
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ger a short instruction (e.g. “Say the departure station”), after which the user can enter 
a value for the field using speech. This allows for alternate use: the user can exploit 
two different modalities to specify one attribute-value pair. The input from the two 
modalities is interpreted by means of late fusion (Oviatt, 2000).  
e In case of a recognition error users can also select another station name from a drop-
down list. Specifying a station name by speech and correcting the value by selecting 
another value from the drop-down menu would be a form of exclusive use in the to-
pology of Nigay and Coutaz, although this does not do full justice to the dependency: 
after a recognition error, the user switches to a different modality to correct the error. 
Note that the drop-down list can also be used in a concurrent way, e.g. by selecting an 
alternative station name while providing unrelated data in the spoken mode. In order 
to keep the length of the drop-down list limited, it only contains the recognition alter-
natives as specified in the N-best list of the speech recognizer, and all alternative sta-
tions in the cities that were in the recognizer’s N-best list. When the intended station 
name is not in the drop-down list, the user can clear the field by pressing the micro-
phone button (2).  
2.2.3 Speech output  
The spoken output of the system consists of open questions, instructions, and verification 
questions. Open questions are asked to fill the slots that have no value yet. Instructions 
(e.g. “Say the arrival station”) are triggered by the user when (s)he presses a microphone 
button indicating that (s)he wants to fill a certain field. Verification questions are asked 
when the value provided by the user has a confidence score that falls below a pre-set 
threshold. If the confidence score exceeds the threshold, the value is assumed to be correct 
and no verification question is asked. Values that are provided through the graphical inter-
action facilities are always assigned maximum confidence; these are never verified in the 
spoken dialogue. The user can interrupt the spoken output of the system by pressing but-
tons; barge-in using speech is not possible, however.  
2.2.4 Screen output  
The screen always shows the current state of the interaction. Visual feedback about the 
progress of the dialogue is given by showing on the screen the values that are extracted 
from the spoken replies of the user. In case a verification question is asked due to a low 
confidence level of the recognition result, the visual feedback and the spoken verification 
question are synchronized. Once a radio button has been pressed, it remains in that state 
until the user presses the alternative option. When a microphone button has been pressed, it 
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turns green to indicate that the recording has started. When the recording has stopped, after 
end-of-utterance detection or a time-out, this button returns to its original color.  
When all required information has been collected, a query is sent to the information 
database, which returns a travel advice. The database query is done automatically when all 
query parameters are available and verified, but the user can also force the database query 
by pressing the ’Search’ button, thus avoiding any remaining verification questions. The 
screen shows all the information in tabular form, while in the spoken dialogue only the 
main information is given (only the departure and arrival stations and the departure and 
arrival time). 
2.3 Methods  
2.3.1 System  
The MATIS interface has been conceived for small devices such as palmtops or mobile 
phones, but for practical reasons it was implemented as a Java-applet on a desktop com-
puter with a touch screen and no keyboard. The subjects called the system using an ordi-
nary telephone, equipped with a headset, so that they could use both hands for interaction 
by means of the touch screen.  
2.3.2 Subjects and tasks  
Eight subjects (five male and three female, between 14 and 73 years of age, with mixed 
educational backgrounds) participated in the test. They were paid for participating. Two 
subjects had no or very little experience with computers. Two subjects were regular train 
travelers; the others were only occasional travelers (less than twice a year). To get timeta-
ble information most subjects used the booklet supplied by the railway company or asked 
the person at the ticket counter. Only one subject had used the commercial version of a 
spoken dialogue system for train timetable information before, and only one subject had 
used another spoken dialogue system before.  
The experiment was carried out with a pre-test / post-test design (within-subjects) 
(see Table 2-2). All sessions were conducted in the usability lab of the UCE department of 
TU Eindhoven, which is furnished as a living room.  
Table 2-2 Set-up of user test. 
T1 T2 T3 T4 T5 T6 
Pre-test Practice Practice Practice Practice Post-test 
 Min. 30min Min. 30min Min. 30min Min. 30min  
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By way of introduction to the pre-test, the test leader explained and demonstrated all 
possible interaction styles by means of an exercise scenario. The overview and explanation 
of the interaction possibilities had been written down in a reference sheet to make sure all 
participants received the same introduction; this reference sheet was available for the sub-
jects during all sessions. Following the explanation, the subjects took the pre-test by com-
pleting six scenarios. The scenarios were presented graphically in order to avoid influenc-
ing the manner in which people express themselves (see Figure 2-2).  
 
The details of the scenarios are presented in Table 2-3. To ensure that the test would pro-
vide information about how users deal with speech recognition errors, some scenarios con-
cerned station names that are highly confusable with one or more of the other station names 
in the lexicon of the automatic speech recognizer (scenarios 4, 5 and 6).  
Table 2-3 Description of scenarios (in order of increasing difficulty). 
Scenario From To Date Time Dep./Arr. 
1 Eindhoven Breda tomorrow 15:00 depart 
2 Groningen Tilburg today 20:30 arrive 
3 Utrecht Leeuwarden Sunday 18:00 depart 
4 Harderwijk Zwijndrecht tomorrow 6:30 arrive 
5 Swalmen Amsterdam RAI tomorrow 7:30 arrive 
6 Weert Kerkrade Saturday 15:00 depart 
 
Once the subjects had finished the pre-test, they practiced with the system during three or 
four sessions of at least 30 minutes each (one session a day). During these sessions they 
either used scenarios offered by the experimenter or they devised their own scenarios. The 
subjects were asked explicitly to try out all the different interaction facilities offered by the 
Figure 2-2 Example of a test scenario:  
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system. During the practice sessions the experimenter was available to help out in problem 
situations, such as the system crashing. However, the experimenter never provided hints 
and tips about the actual use of the system during the practice sessions. After having suc-
cessfully completed 30 to 40 dialogues, the subjects were asked whether they thought they 
had developed stable interaction patterns. If so, the post-test was carried out, if not, they 
practiced for another 30 minutes. In the post-test the subjects carried out the same six sce-
narios that were used in the pre-test (see Table 2-3).  
2.3.3 Data capture and evaluation measures  
Speech and clicking actions of all dialogues were automatically logged (including time 
stamps). Additionally, all dialogues were videotaped. Based on this information, detailed 
analyses were made of the interaction patterns to find out whether prolonged use affected 
the way subjects interacted with the MATIS system. Also, effectiveness and efficiency were 
measured for the pre-test as well as for the post-test. Effectiveness was defined in terms of 
the number of dialogues completed successfully (the dialogue success rate). Efficiency was 
defined as task completion time (i.e. the time span between the start of the first user answer 
and the moment at which the query is sent to the information database). Both after the pre-
test and after the post-test the subjects completed a questionnaire containing statements 
concerning different aspects of the system, such as “The combination of speech and graph-
ics is useful” and “The system is slow” (see Table 2-9). The subjects expressed their agree-
ment or disagreement with the statements on a five-point Likert-scale (1 = I strongly dis-
agree, 3 = I agree nor disagree, 5 = I strongly agree). The Likert-scale judgments were used 
to measure user satisfaction.  
2.4 Results and discussion  
In total, 48 dialogues were recorded both for the pre-test and the post-test. In Sections 2.4.1 
and 2.4.2 we discuss objective measurements in terms of effectiveness and efficiency. In 
Section 2.4.3 we discuss whether users changed their interaction patterns as a function of 
prolonged use. In Section 2.4.4 we describe to what extent prolonged use affected the user 
satisfaction.  
2.4.1 Effectiveness  
The effectiveness of the interaction is defined in terms of the number of successfully com-
pleted dialogues (i.e. dialogues in which the user received the requested travel advice). 
Both in the pre-test and the post-test, 48 dialogues were recorded.  
Chapter 2. Effects of prolonged use 
38 
The overall effectiveness, measured across scenarios, increased from 87.5% in the 
pre-test to 93.8% in the post-test. In the pre-test six dialogues failed, whereas in the post-
test only three dialogues failed. Both in the pre-test and in the post-test three dialogues 
failed because the subject decided to end the dialogue due to persistent recognition errors. 
The other three failures in the pre-test were caused by the fact that the subjects did not no-
tice that the system recognized and filled in wrong values. Objectively, according to our 
criterion for a successfully completed dialogue, these must be considered failed dialogues, 
therefore we exclude these from further analysis, although one might also argue that, since 
the subjects did not attempt to correct the errors made, the dialogues should be considered 
to be successful. In that case there would be no difference in the overall effectiveness be-
tween the pre-test and the post-test. All analyses in the following sections are based on the 
objectively successful dialogues only (42 in the pre-test and 45 in the post-test).  
2.4.2 Efficiency  
Results on the efficiency of the dialogues are shown in Table 2-4. For each scenario the 
mean duration of a dialogue is shown in seconds measured from the start of the first user 
utterance to the query to the information database. The scenarios are presented in order of 
increasing difficulty.  
Table 2-4 Average dialogue duration (in seconds). 
Scenario Average dialogue duration 
 Pre-test Post-test 
1 66.8 37.5 
2 52.1 30.6 
3 69.8 50.1 
4 65.5 35.9 
5 134.5 45.5 
6 115.2 83.8 
Mean 79.8 46.5 
 
Table 2-4 shows that, on average, dialogues are completed faster in the posttest than in the 
pre-test: the mean duration decreased from 79.8 seconds in the pre-test to 46.5 seconds in 
the post-test, with gains ranging from 20 seconds to 89 seconds. Two analyses of variance 
were conducted, one with Pre-Post and Subjects as main factors and one with Pre-Post and 
Scenarios as main factors. The effect of Pre-Post was significant in both analyses (F(1,7) = 
16.76, p = .005 and F(1,5) = 18.29, p = .005, respectively). No interactions were signifi-
cant. From this we conclude that the effect of difference between pre-test and post-test is 
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robust, and that the reduction in average duration from pre-test to post-test is not signifi-
cantly different for different subjects (across scenarios) or different scenarios (across sub-
jects). As can be seen, in the pre-test the two most difficult scenarios resulted in durations 
that are substantially longer than those for the other four scenarios. In the post-test, sce-
nario 6 still has the longest duration, but the duration of scenario 5 has decreased with 89 
seconds to a level that is below the average duration. As this is a scenario where many 
speech recognition errors were made, obviously subjects succeeded in dealing with these 
errors more efficiently in the post-test. The relatively long duration for scenario 6 is proba-
bly due to a combination of factors, including the fact that subjects had to ask for a day 
other than today or tomorrow, so that radio buttons could not be used to provide the value 
for “Day”. In the next section we will explore possible explanations for the gains in effi-
ciency from pre-test to post-test.  
2.4.3 Interaction styles  
The MATIS interface offers two input modalities: speech and pointing. Table 2-5 shows the 
average number of actions per dialogue, split up into speech actions and pointing actions.  
Table 2-5 Distribution of user speech actions and pointing actions per dialogue. 
Modality Pre-test Post-test 
Speech 6.3 (73%) 4.7 (68%)
Pointing 2.3 (27%) 2.2 (32%)
Total 8.6 (100%) 6.9 (100%)
 
Table 2-5 shows that both in the pre-test and the post-test, most of the interaction is done 
using speech. This is not surprising, as the fields for departure station, arrival station, time, 
and day (if day is not today or tomorrow) can only be filled using speech (as explained in 
section 2 the station names can be corrected without using speech, by utilizing the drop-
down menu). The average number of speech and pointing actions decreased from 8.6 in the 
pre-test to 6.9 in the post-test. As can be seen in Table 2-5, this is mainly due to a decrease 
in the number of speech actions. In the next sections we will take a closer look at the data 
in Table 2-5 and explore three possible changes in user behavior that may explain the ob-
served patterns and efficiency gains:  
1. Verbal behavior: Users may change the way they speak to the system, either changing 
their speaking style or switching to mixed-initiative behavior;  
2. Changes in the use of modalities: Users may start to use other modalities as a function 
of practice;  
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3. Changes in the temporal pattern: There may be a change in the moment at which users 
conduct specific actions.  
2.4.4 Changes in verbal behavior  
As can be seen in Table 2-5, the observed decrease in average number of actions per dia-
logue is mostly due to a decrease in speech actions. One possible explanation is that users 
may learn to adjust their speaking style to the capabilities of the system, a tendency that has 
also been reported by (Karat et al., 2000). We observed, for example, that subjects tend to 
hyper-articulate in case of recognition errors, but return to normal speech as soon as they 
discover that hyper-articulating does not help. Such changes in speaking style may affect 
system behavior in several ways. First, one may expect a decrease of the number of recog-
nition errors, due to the fact that people learn to speak the way the system wants them to. 
Indeed, the number of misrecognitions per dialogue decreased from 1.14 (48/422) in the 
pre-test to 0.69 (31/453) in the post-test. This decrease can be attributed mainly to a de-
crease of the number of deletion errors (i.e. a word that has been spoken is not recognized 
by the system); the number of substitution errors (when a word that has been spoken is rec-
ognized as a different word by the system) was almost equal in both tests. Another effect of 
changes in speaking style may be that the confidence level of the recognized words in-
creases, which entails that less verification questions have to be asked. Indeed, the number 
of utterances that were recognized with a confidence exceeding the verification threshold 
increased from 2.78 (117/42) per dialogue in the pre-test to 3.13 (141/45) per dialogue in 
the post-test. The number of verification questions asked decreased accordingly, which 
partly explains the decrease in the number of speech actions.  
The analyses described above show that subjects indeed adjusted their speaking style 
to the capabilities of the system. The data show that this already explains a large part of the 
observed decrease in the number of speech actions and the increased efficiency.  
Also, subjects may have learned to use the mixed initiative capabilities of the system 
and provide more data in one utterance. Analyses of the recorded dialogues show that, al-
though in most cases subjects provide only one information item at a time, the number of 
occasions where two or more items are provided in one utterance increased from 0.86 
(36/42) per dialogue in the pretest to 1.04 (47/45) per dialogue in the post-test. The combi-
nation used most frequently is a combination of Departure and Arrival station.  
 
                                                          
2 The total number of successful dialogues in the pre-test  
3 The total number of successful dialogues in the post-test  
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2.4.5  Modality shifts 
Clearly, not only changes in verbal behavior, but also a different usage of the multimodal 
interface during the posttest may account for the decreased number of speech acts and the 
increased efficiency. During practice subjects may have developed different preferences for 
choosing to use either speech or pointing in specific situations.  
A first piece of evidence concerning the changes in user preferences for particular in-
teraction patterns comes from the use of radio buttons. A number of pre-defined values can 
be entered both by speech and by pressing a radio button (today/tomorrow and arri-
val/departure, see Figure 2-1). Table 2-6 shows how often subjects used radio buttons 
rather than speech to provide such a value. The percentages in Table 2-6 are based on the 
total number of times this value had to be provided in the successful dialogues. Arri-
val/departure had to be provided in all six scenarios, today/tomorrow occurred in four out 
of six scenarios; in the other two scenarios the radio buttons could not be used to specify 
the date.  
Table 2-6 Use of radio buttons. 
Modality Pre-test Post-test 
Today/ Tomorrow 16/30 (53.3%) 23/31 (74.2%) 
Arrival/ Departure 28/42 (66.7%) 35/45 (77.8%) 
Overall 44/72 (61.1%) 58/76 (76.3%) 
 
As can be seen, both in the pre-test and post-test subjects used radio buttons rather than 
speech for those values that could be provided in both modalities; but the preference was 
stronger in the post-test. In the pre-test 61.1% of the values were provided using radio but-
tons, increasing to 76.3% in the post-test. A McNemar test for the significance of changes 
showed that this increase is significant (χ2 = 12.07, p < .01) (Siegel & Castellan, 1988). 
This observation not only accounts for the reduction of the number of recognition errors, as 
explained in the previous sections, but it also partly accounts for the decreased number of 
speech acts in the post-test (see Table 2-5). The preference for pointing rather than using 
speech may be accounted for both by the reliability of radio buttons compared to speech 
and by the minimal effort of pressing a radio button (Bilici et al., 2000).  
A second piece of evidence regarding a change in users’ preferences for specific mo-
dalities concerns the way they deal with errors. When a wrong value has been filled in in 
one of the fields (either due to a recognition error or due to a mistake of the subject), the 
interface offers several facilities to correct this error. Subjects may correct the value by 
means of a spoken reaction (e.g. “No not from Amsterdam but from Rotterdam”). Or they 
may press the microphone button to clear the field and fill in a new value using speech. Or, 
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if the misrecognition concerns a station name, they may choose the correct value from a 
drop-down list. Table 2-7 shows how often these three options were used both in the pre-
test and in the post-test. As can be seen, subjects preferred pointing actions (using the mi-
crophone buttons and - in the post-test - the N-best list) to speech to correct errors. Fur-
thermore, the use of spoken replies to correct errors decreased from 37% in the pre-test to 
10% in the post-test. Although the N-best list was not used in the pre-test, subjects did dis-
cover this option during the practice sessions. Unfortunately, often the speech recognizer 
did not find any sufficiently likely recognition alternatives, so that in practice no N-best list 
was available. Also, if the N-best list was available, there would be no guarantee that it 
contained the correct value. After a few ineffective attempts to correct an error using the 
drop-down list, many subjects would give up using the drop-down list. As a consequence 
the drop-down list was only used three times in the post-test.  
Table 2-7  Preferred action types for correcting errors. 
Action type Pre-test Post-test 
Spoken dialogue 7 (37%) 2 (10%) 
Microphone button 12 (63%) 15 (75%) 
Drop-down list 0 (0%) 3 (15%) 
Total 19 (100%) 20 (100%) 
 
The net result of these shifts in preferences for specific modalities is a reduction in the 
number of speech actions. A further possibility for the user to reduce the number of speech 
actions is by using the microphone buttons in combination with the Search button, prevent-
ing the system from asking questions or avoiding the need to reply to questions. When a 
microphone button is pushed, the current system question is suppressed and the focus of 
the interaction is directed to the corresponding field. As a side effect, verification questions 
concerning values that were previously filled in are placed on a stack. When all values have 
been filled in and the Search button is pressed, the system will start querying the informa-
tion database. So, by pressing the Search button before all fields have been verified, the 
user implicitly answers all verification questions remaining on the stack, thereby suppress-
ing explicit verification questions and speeding up the interaction even more. The Search 
button was used in 33% of the dialogues in the pre-test and in 31% of the dialogues in the 
post-test, and the percentage of verification questions that was skipped by doing so was 
almost equal in the pre-test and the post-test, as well. Clearly, users had already discovered 
this possibility in the pre-test, and it can therefore not account for the decreased number of 
speech actions and the gain in efficiency from pre-test to post-test.  
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2.4.6 Shifts in the temporal pattern 
Because radio buttons are always active, they can be used not only to provide input in a 
mode that is more reliable than speech and that takes little effort, but also as a way to make 
the interaction faster. Users may press a radio button in response to a system prompt asking 
for that value (“exclusive use”). Alternatively, they may decide not to wait until the system 
asks a question, but press a radio button while at the same time answering an unrelated sys-
tem prompt (“concurrent use”) or while waiting for a reaction from the system to their last 
utterance (i.e. during “idle time”). An additional advantage of using the system in this way 
is that it saves time because it precludes the system from having to ask for this value later 
on. A relevant distinction that can be made, then, is one between cases where buttons are 
pressed as an answer to a system question, and cases where buttons are pressed while the 
user is doing other things. Table 2-8 shows the distribution of the use of radio buttons over 
these two categories.  
Table 2-8 Timing of radio buttons. 
Moment Pre-test Post-test 
As answer to system question  21/44 (48%) 14/58 (24%) 
During other actions  23/44 (52%) 44/58 (76%) 
 
Table 2-8 shows that in the pre-test the two options were used nearly equally often, 
whereas in the post-test in 76% of the cases the radio buttons were pushed while the user 
was engaged in another action. This indicates that with practice many subjects changed 
from a sequential multimodal interaction pattern to a simultaneous multimodal interaction 
pattern, therewith speeding up the dialogue. The arrival/departure button, for example, was 
pressed often while providing the time and this would prevent a subsequent question from 
the system concerning the arrival/departure attribute.  
2.4.7 Inter-subject variation  
There were clear differences between the interaction patterns of different users. Two users 
who used only speech in the pre-test, still preferred to be guided by the spoken system 
questions in the post-test. They left the initiative completely to the computer and took over 
the initiative only once or twice to correct a speech recognition error by pressing the mi-
crophone button. This interaction pattern strongly contrasts with that of the other subjects, 
who preferred to keep the initiative themselves and use the system more in a tap-and-talk 
manner, pressing buttons to fill in values and skip verification questions as much as possi-
ble.  
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2.4.8 User satisfaction  
Table 2-9 shows a summary of the answers to the Likert-scale statements. For ease of com-
parison both the statement and the scores have been inverted for the negative statements 4 
(“The system was slow”) and 11 (“I was distracted by the display”), so that high scores 
always denote positive judgments.  
Table 2-9 Answers to questionnaire (1 = disagree, 3 = agree nor disagree, 5 = agree).  
Statements and scores marked with *  have been inverted (see text). 
Rating Statement 
Pre Post 
s1. The system was easy to use 3.9 4.6 
s2. I always understood what was expected from me 4.5 4.8 
s3. Correcting errors was easy 2.9 3.4 
s4. The system was fast* 1.6* 1.5* 
s5. Speech and graphics were well tuned to one another w.r.t. contents  3.9 4.0 
s6. Speech and graphics were well tuned to one another w.r.t. timing  3.3 4.3 
s7. I liked being able to use speech as well as the touch screen  4.0 4.6 
s8. The system reacted adequately to the combined input  3.9 4.0 
s9. The length of the spoken utterances was good  4.3 4.0 
s10. Visualizing the fill-in form was useful 4.5 4.8 
s11. I was not distracted by the display *  2.7*  3.2* 
s12. Visualizing the travel advice was useful  4.9 5.0 
s13. Giving the travel advice in spoken form was useful 3.4 3.6 
s14. After a while I started using the system differently  2.9 3.8 
s15. I used the touch screen more often as I got more experienced  3.5 4.0 
 
Statements 1 through 13 in Table 2-9 are related to usability aspects. For 11 out of 13 ques-
tions the average score in the post-test is higher than that in the pre-test. In a sign test a 
score of 11 out of 13 in the right direction is significant (z = 2.63; p < .01) (Siegel & Cas-
tellan, 1988). Thus, we conclude that the usability judgments become more positive as a 
result of experience. Substantial improvements (i.e. an improvement of 0.5 or more) are 
observed for those aspects where we expected training to be of influence. In the posttest, 
subjects found the system easier to use (s1) and they were more satisfied about being able 
to use both speech and graphics (s7). Furthermore, during the post-test subjects judged 
speech and graphics to be better tuned to one another in time (s6) than during the pre-test 
(although objectively the timing was the same), and they felt they were less distracted by 
the display (s11). Apparently, while practicing with the system, the subjects developed a 
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mental model of the system from which they could understand and anticipate the system’s 
behavior.  
For a number of aspects no substantial changes were observed nor expected. These 
statements, such as the transparency of the interface (s2) and the visualization aspects (s10 
and s12), were already rated very highly in the pre-test, resulting in ceiling effects.  
Other aspects of the system were rated less favorably both in the pre-test and the post-
test and need to be improved. Although subjects considered correcting errors to be easier in 
the post-test than in the pre-test (s3), this aspect is judged to be poor in general. Obviously, 
the lack of possibilities to switch to another modality for specifying values that are poorly 
recognized is considered a major flaw. Furthermore, the spoken travel advice is not consid-
ered useful in combination with the visually displayed advice (s13), and although subjects 
indicate that they appreciate the visualization of the fill-in form, the mean for s11 (“I was 
not distracted by the display”) was lower than expected. The data show, however, that there 
was a bimodal distribution in the judgments for this statement; obviously, subjects dis-
agreed on this aspect. Finally, the speed of the system is judged to be poor (s4). However, 
we consider this to be a technical implementation issue, rather than a weakness of the inter-
face design.  
Statements specifically dealing with changes in interaction styles (s14 and s15) were 
rated substantially higher in the post-test than in the pre-test. The high scores in the post-
test indicate that subjects themselves perceived an effect of prolonged use.  
2.5 Conclusions  
In this paper we studied the effect of prolonged use on the interaction with a multimodal 
system. To this end we measured the usability of the interface in a pre-test / post-test de-
sign and analyzed the interaction patterns. Although the interface has been designed for 
implementation on small mobile devices (such as a PDA), in this study it was simulated on 
a desktop PC with a telephone. Obviously, implementation on a real PDA will affect the 
details of the users’ behavior and their mode preferences. However, we found interesting 
observations of a more general nature, concerning the way in which users deal with the 
possibilities and the limitations of the interface and their ability to develop interaction pat-
terns that ensure reliable and efficient interaction. Comparing the way subjects interacted 
with the system in the pre-test and the post-test, we observed several interesting changes in 
their behavior. Subjects learned to speak to the system in a way that is optimal for the 
speech recognizer, which unintentionally led to more efficient interaction. Also, subjects 
learned how to use the graphical interaction facilities to ensure more reliable data entry, for 
example by using the radio buttons and by using pointing actions to correct errors. Finally, 
Chapter 2. Effects of prolonged use 
46 
they learned to speed up the interaction consciously by providing more information in one 
utterance, by using buttons to suppress (verification) questions, and by using the graphical 
interaction facilities simultaneously with other actions (concurrent use). It should be noted 
however, that concurrent use of the system may have been encouraged by the fact that the 
system was slow, creating a lot of idle time. The detailed analysis of our results shows that 
users find ways to utilize the idle time to speed up the interaction and make it more effi-
cient. If the speed of the system increases, the need for and amount of concurrent use may 
decrease. In the pre-test all subjects were clearly trying to sort out the best way to interact 
with the system, generally allowing the system to guide the interaction. After about two 
hours of training all subjects had developed stable interaction patterns to which they would 
stick as much as possible. In the post-test the majority of the subjects preferred to keep the 
initiative thus striving for maximum control and efficiency. This observation is in accor-
dance with findings reported in (Walker et al., 1997a). In their comparison of a system 
driven dialogue strategy and a mixed initiative dialogue strategy it was observed that the 
system driven strategy was better suited for inexperienced users, whereas the experienced 
users preferred the mixed initiative approach. However, in our study, the interaction pat-
terns observed after training were quite diverse. Although most subjects preferred to take 
more initiative, two subjects preferred to sustain their initial behavior and be guided by the 
system in the spoken dialogue. Surprisingly, these were not the ones with the least com-
puter experience.  
The experiments described in (Litman & Pan, 1999) show that an adaptable interface 
generally performs better than an interface that is not adaptable. From the results of our 
study we conclude that our interface has been successful in enabling different types of us-
ers to sort out their own preferred interaction pattern. For each subject, the preferred inter-
action pattern seems to be the result of the perceived optimal balance between the effort 
(s)he has to put in the interaction and the efficiency with which the interaction takes place. 
The results also suggest however, that the interface may be improved in several respects: 
Correcting recognition errors in the graphical domain should be made easier. Due to unex-
pected delays in the communication between modules, the system was perceived as very 
slow, so we should improve the speed of the system. Finally, the spoken version of travel 
advice is not considered to be useful and may be removed in an improved version of the 
interface.  
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We investigated whether direct manipulation or conversational agent is the best metaphor 
for multimodal form-filling interfaces. To answer this question, two interfaces to the same 
information database were evaluated. One interface starts from a spoken dialogue system, 
to which a screen was added, while the spoken interaction was maintained; this system re-
sembles a conversational agent (CA). The other implementation is a form-filling GUI to 
which speech input was added and can be considered a direct manipulation interface (DM). 
We found that although in both systems both pen and speech could be used, the spoken 
dialogue in the CA system drives the users to use speech as the preferred modality, despite 
the fact that this is less efficient and effective. Contrary to the CA system, the DM system 
gives the user control of the pace of the dialogue, which is very much appreciated. Finally, 
we conclude that multimodal interfaces for form-filling applications that are well under-
stood by the prospective users can be modeled after the DM style interface, where the users 
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3.1 Introduction 
Ever since interactive systems started to move beyond command-based interaction an im-
portant research question has been what interaction metaphor these systems should adopt. 
Three basic interaction metaphors can be distinguished: direct manipulation (where the 
computer is viewed as a tool, as a passive collection of objects waiting to be manipulated), 
navigation (where the user can navigate through data the way they navigate through space) 
and human interaction (where the interface is viewed as a human being). The human inter-
action metaphor attributes a form of agency to the computer: they can act on their own. 
This is not the case for the other two metaphors (Fineman, 2004). Most interactive inter-
faces implement instances or combinations of these three basic metaphors. Especially the 
distinction between the direct manipulation metaphor and the human interaction or intelli-
gent agent approach has been the subject of considerable debate in the literature (Shnei-
derman & Maes, 1997). Proponents of the direct manipulation metaphor praise the fact that 
direct manipulation interfaces can be made very transparent by displaying the options the 
user has on a screen. Moreover, because the effects of the user’s actions are known a priori, 
direct manipulation interfaces are predictable, which makes them easy to learn and remem-
ber. Finally, they make the user feel in control of the interaction. Advocates of communica-
tion agents believe that agent-based systems are much more versatile and offer users the 
opportunity to delegate some of their tasks. In their view, systems that act as intelligent 
agents can alleviate problems that are due to the increasing complexity of systems, which 
makes them more suitable for untrained users (Negroponte, 1995; Shneiderman & Maes, 
1997). 
The ever growing market for mobile devices and the increasing importance of all 
kinds of information services, have led to the development of interactive interfaces that 
enable mobile access to information and transaction services. Traditionally, interfaces that 
facilitate access to information services using a mobile device come in two flavors. They 
are either offered as a graphical user interface (GUI) or as a spoken dialogue interface. 
Most GUIs allow the user to enter the required information via a form displayed on the 
screen, by using buttons, keys, and menus. This type of interface adopts the direct manipu-
lation paradigm in which the computer is viewed as a tool. Spoken dialogue interfaces can 
be considered specific cases of the human interaction metaphor: they adopt the conversa-
tion metaphor (Fineman, 2004). Here, the user is engaged in a spoken dialogue with the 
system aimed at collecting all relevant parameters for retrieving the desired data from an 
information database. These interfaces emulate a conversational agent who assures that the 
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dialogue proceeds smoothly and helps and guides the user to achieve a goal and to detect 
and repair any problems that occur: the computer is viewed as a dialogue partner.  
Several studies have shown that both GUIs and spoken dialogue interfaces for mobile 
information systems come with problems that hamper their usability. Spoken dialogue sys-
tems, for example, suffer from speech recognition inaccuracy and inefficiency. Moreover, 
it has been shown that users experience problems in building a mental model of the appli-
cation on the basis of a spoken dialogue (Terken & Te Riele, 2001). On the other hand, 
GUI interaction suffers from the lack of a large screen: smart interaction techniques that 
have been devised for GUI interaction may easily become unusable when implemented on 
devices with limited screen size (Scansoft, 2002). As a solution to these problems associ-
ated with unimodal interaction, multimodal systems have emerged that combine the 
strengths of direct manipulation on a screen and a conversational interaction approach to 
alleviate some of the problems of speech and GUI interaction. Multimodal systems that 
combine spoken language interaction with direct manipulation can come in different 
shapes. Although it has been suggested that multimodal systems can best be designed from 
scratch, it is virtually inevitable that developers of multimodal interfaces apply experience 
that they have from existing systems (Boves & Den Os, 2002; Hugunin & Zue, 1997; Ibra-
him & Johansson, 2002). Different starting points are likely to yield different types of sys-
tems: systems derived from a spoken dialogue interface will resemble a conversational 
agent, whereas GUI derived systems will rather be like enhanced direct manipulation sys-
tems.  
In this study we explore the issue of combining direct manipulation (DM) and con-
versational agent (CA) interaction by comparing two multimodal interfaces for mobile ac-
cess to information services. In doing so, we focus on a service that requires the user to 
complete a (virtual) form; this is the type of service that is by far the most frequent in in-
formation and transaction services. One implementation added graphical output and point-
ing input to an existing mixed-initiative speech-only dialogue system. The other started 
from an existing GUI, to which speech input was added to replace a soft keyboard. In this 
study we evaluate the effect of both approaches on the design of multimodal interfaces that 
facilitate mobile access to information services. Moreover, the usability of the two inter-
faces will be compared in terms of differences in performance and user preferences. This 
should lead to recommendations for the design of future multimodal information services.  
The remainder of this paper is structured as follows. In section 3.2, we start out by 
giving an overview of related research. Section 3.3 describes the methods used in our 
evaluation. We first explain the two interfaces used in this study in more detail. Subse-
quently, we describe the experimental setup: the subjects, their tasks and the evaluation 
metrics that we used. In section 3.4, we present and discuss the results of the evaluation in 
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terms of objective and subjective measures. Section 3.5 provides a general discussion and 
we conclude in section 3.6 with conclusions and recommendations. 
3.2 Related research 
The distinction between direct manipulation interfaces and interfaces that are modeled as 
communication agents has received much attention in the literature over the last decade. 
Several authors have formulated their ideas about the usefulness of both types of interac-
tion; here, we summarize the merits and disadvantages of both approaches that are cited 
most often in the literature. In general, direct manipulation interfaces are considered to be 
fast and concise and easy to learn and remember. Moreover, the graphical representation 
gives the user insight in what can be accomplished, how this can be done and what has al-
ready been done (Cheyer & Julia, 1995). The fact that in DM systems all possible actions 
are shown on the screen by means of buttons, slide bars, menus, etc. also reduces the mem-
ory load and the burden on other cognitive resources (Lewis, 1998). However, GUI interac-
tion mechanisms such as browsing, menus and online help take up much of the limited 
space, which makes GUIs less appealing for small screens (McGee & Cohen, 1998; Yates 
et al., 2003). Moreover, input facilities such as typing and scrolling are cumbersome on 
small screens. For mobile devices with limited screen size, agent-based interaction using 
natural language may be less frustrating. Additional advantages of speech are that it takes 
up little - if any - space on a screen and that it enables the user to refer to things that cannot 
be rendered visually on the screen (Cheyer & Julia, 1995; McGlashan, 1995). Finally, 
speech can be used in hands-and-eyes busy situations, which is especially relevant in the 
mobile domain (McGlashan, 1995; Yates et al., 2003). According to Middleton (2002), the 
use of interface agents entails that people do not need to manage details of a task, which 
allows them to do things that otherwise would require an expert. At the downside, in con-
trast to DM systems, where the information on the screen indicates the possible goals and 
the possible actions to reach these goals, agent-based systems may have difficulties in in-
forming the user about which goals can be reached and which actions are possible, and in 
providing feedback on whether previous sub-goals have been reached (Lewis, 1998). 
Moreover, today’s agents suffer from poor guessing about the intentions and goals of the 
user and poor timing of actions, which easily translates into users feeling that they are not 
in control (Horvitz, 1999).  
It is widely believed that multimodal interfaces that combine agent-based natural lan-
guage interaction with direct manipulation on a screen enhance the usability of a service 
(Maybury & Wahlster, 1998; Oviat, 2003). Although they are proponents of opposite ap-
proaches, in their debate about the use of DM versus agents Shneiderman and Maes agree 
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that interactive systems may benefit from combining DM and agent metaphors (Shneider-
man & Maes, 1997). Cheyer and Julia (1995) and McGlashan (1995) argue that combining 
natural language and DM in a multimodal system may solve the limitations of DM, be-
cause the two approaches have reciprocal strengths. Natural language (typed, written or 
spoken) is suitable for describing entities that are not visible, for specifying temporal rela-
tionships, and for identifying members of sets, operations that are difficult to perform with 
DM. Moreover, they say, the user is granted more freedom, because s/he is free to choose 
which interaction mode s/he prefers. Multimodal interfaces also enable the user to carry out 
multiple actions at the same time. Horvitz (1999) also proposes to combine DM with auto-
mated reasoning and speech recognition. He argues that this may solve the problems that 
CA systems experience with recognizing the intentions and goals of the user and the lack 
of user control. The unanswered questions here are, of course, how much automated rea-
soning and what speech recognition performance are necessary to change the users’ experi-
ence in their interaction with a multimodal system. 
Several specific aspects of multimodal interfaces that combine natural language inter-
action with DM have received attention in the literature; the most important are control, 
predictability, trust, and adaptation.  
Control is considered the most important factor in interactive systems. Although we 
have learned from DM systems that users prefer to have control over what happens, there 
may be several reasons why users may want to delegate tasks to an agent. First, agents may 
take over repetitive and boring tasks. Second, the agent may be used to perform tasks that 
would otherwise need an expert. McGlashan (1995), for example, mentions that error cor-
rection (whether the error is made by the user or by the system) is sometimes difficult when 
it is completely left to the user. A conversational agent that takes control and guides the 
user through this process can be useful. Multimodal systems that combine DM with agent-
like behavior allow control to be shared by the user and the system. The distribution of 
control between the system and the user affects the user’s acceptance of an automated sys-
tem and their willingness to use it. Moreover, it may affect the effectiveness of the system 
(Lewis, 1998).  
Predictability is often considered a bottleneck for intelligent agent interfaces. Espe-
cially in speech-based interfaces the predictability of the interface is jeopardized by un-
avoidable mistakes in speech recognition and language interpretation. If a system fails to be 
predictable, users will lose their feeling of having control (Norman, 1994). Grasso (1998) 
supports the importance of predictable interfaces, and argues that the predictability of an 
agent-based system may benefit from a combination with direct manipulation. Yates et al. 
(2003) studied the predictability of an interface combining DM and agent-based interaction 
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and show that they succeeded in building a system that is able to prevent ambiguities and is 
reliable and predictable at the same time.  
Another important factor, which is strongly related to predictability, is the issue of 
trust. Trust becomes important as soon as an agent takes over tasks from the user (Maes, 
1995). The amount of trust a user has in an agent-based system will increase as the agent’s 
behavior proves to be predictable, consistent and competent. Lewis (1998) argues that 
building agents that support trust is difficult and that these agents should at least be simple 
and intelligent and they should make their internal processes visible. As DM can help to 
improve the reliability of an agent, combining DM and agents may improve the trust users 
have in the system.  
A final issue, related to all the other factors, is adaptation. Agent-based systems that 
adapt to users and change their behavior to better fit the users’ needs may violate the pre-
dictability principle, and possibly reduce the amount of user control and the transparency of 
the system. Users may find it difficult or impossible to disentangle the effects of the ma-
chine’s actions from the effects of their own (Lewis, 1998). Höök (2002) argues that the 
lack of transparency of an adaptive system may be avoided in several ways, for example by 
showing information about what is going on, by giving the user control over the adaptivity 
by allowing him/her to configure the user model that is maintained by the system, or by 
splitting up the interface in predictable and adaptive unpredictable parts. Findlater and 
McGrenere (2004) relate the issue of adaptation to the issue of control: they distinguish 
between adaptable interfaces (where the user controls the adaptation process by DM) and 
adaptive interfaces (where some piece of intelligence in the system controls the adaptation), 
and found that the majority of the subjects preferred an adaptable interface. They also 
found that providing users with control over the adaptation can lead to better perceived 
performance and higher overall satisfaction. 
Most of the available literature about DM versus agent-based systems concerns theo-
retical discussions of the approach taken and descriptions of the type of intelligence that is 
incorporated in the systems. Only a few of these studies address empirical evaluations of 
the systems described and evaluations in which the consequences of different approaches 
are compared are exceptional. Cohen et al. (2000) compared the efficiency of a standard 
direct manipulation interface with a pen and speech multimodal interface for a map-based 
task. Their results indicate a substantial efficiency advantage for multimodal over GUI-
based interaction during map-based tasks. Moreover, all subjects reported a strong prefer-
ence for multimodal interaction. Den Os and Boves (2004) compared a DM interface with 
an interface that combines speech and pen input in a conversational agent for an architec-
tural design application. They found that although the task completion rate was higher for 
the conversational agent system, subjects did not agree on their preference for one of the 
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systems. Those subjects who were able to use the DM system effectively preferred that 
system, mainly because it was faster for them, and they felt more in control. Finally, Hu-
gunin and Zue (1997) investigated whether speech is a useful addition to applications 
where the user has access to a full-size keyboard and mouse. Their study shows that a well-
designed speech interface can be more effective than a standard GUI and preferred by the 
users. They argue, however, that these advantages cannot be achieved by simply adding 
speech input to an existing interface, but that significant interface redesign is required to 
take advantage of the unique properties of speech.  
The current article extends the existing body of literature on this topic by reporting a 
user evaluation which compares two multimodal interfaces for mobile access to informa-
tion services, one of which is modeled after a conversational agent, whereas the other is 
modeled according to the direct manipulation paradigm. We will address how issues of 
control, predictability, trust and adaptation affect the two designs, and how they influence 
the performance of the system and the user preferences. Our study also provides valuable 
information concerning the design of multimodal systems that combine DM and a commu-
nication agent. More specifically, we address the question whether these systems should be 
designed from scratch or whether they can be extrapolated from existing unimodal ser-
vices. Some argue that new systems are best designed from scratch (Boves & Den Os, 
2002; Hugunin & Zue, 1997; Ibrahim & Johansson, 2002). Taking into account that devel-
oping a system from scratch involves a lot of time and effort and given that for many in-
formation services interfaces that provide unimodal access already exist, our study explores 
whether taking an existing (GUI or spoken dialogue) system as the starting point for build-
ing a multimodal system, may still yield usable multimodal interfaces to information ser-
vices. 
3.3 Methods 
3.3.1 The multimodal interfaces 
General information  
The multimodal interfaces that are used in this study are basically two different implemen-
tations of the same information service, which provides timetable information for railway 
connections in the Netherlands. In order to retrieve a travel advice for a specific trip, the 
user must provide five information items: the departure and arrival stations, the date, the 
time, and a switch indicating whether the information database should be queried with an 
approximate arrival or departure time. This service has been in operation for a number of 
years in three instantiations: (1) as a GUI application on desktop PC, (2) as a telephone 
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service with human agents, and (3) as a telephone based mixed-initiative spoken dialogue 
service. In this study we investigate multimodal interfaces derived from the first and third 
instantiation.  
Before discussing the differences between the two implementations, we briefly ad-
dress their commonalities. Both multimodal systems accept speech input as well as pen 
input. Pen input is limited to pointing gestures on a touch screen; typing on a soft-keyboard 
is not possible. In both systems, the same graphical representation of the fill-in form in-
cluding fields for the five required information items is shown on a touch screen during the 
interaction (Figure 3-1). Besides providing information about which fields need to be filled 
in, the form provides feedback of the recognition results by showing the recognized values 
in the relevant fields. In addition, it indicates that speech is being recorded and an hour 
glass is shown when the recognizer is busy processing speech. Finally, the screen shows a 
textual representation of the travel advice that was retrieved from the database. 
 
 
Figure 3-1 Screen capture of the fill-in form shown on the touch screen during the interaction 
Both systems use the same basic system architecture, which was developed in the MATIS 
project (Sturm et al., 2001). This architecture consists of a number of modules that com-
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Conversational agent based interface (CA)   
The CA system is essentially a spoken dialogue system that was extended with a GUI, 
which is used for feedback and allows for direct manipulation input (Figure 3-1). The GUI 
appears on the touch screen as soon as the interaction starts. In the CA system, the spoken 
dialogue has been maintained: the five required query parameters are collected through a 
spoken dialogue between user and system. The questions asked by the system are rather 
directive, for example “From where to where do you want to travel?” and “At what time do 
you want to travel?”. Spoken answers given by the user are verified explicitly by the sys-
tem in an ensuing spoken confirmation question, such as “To Amsterdam?” or “At three 
o’clock in the afternoon?”. The use of explicit confirmation facilitates error detection and 
correction: if a user simply denies a verification question, the value will be asked for once 
again, but the user can also choose to provide the correct value immediately (“No, not to 
Amsterdam, but to Amersfoort”). To avoid a large number of confirmations, only those 
values are verified that have a speech recognition confidence level that falls below a pre-
defined threshold (Wessel et al., 2001).  
The CA system is mixed-initiative: although the initiative is initially with the system, 
it can be taken over by the user, for example by providing more information than what was 
asked for in the system prompt, or by utilizing the GUI. This can be done in four ways 
(these are also indicated in Figure 3-1): 
c  Radio buttons can be used to choose between values that are mutually exclusive, such 
as today / tomorrow and departure / arrival.  
d  Alternatives lists can be used to correct recognition errors in station names. Users may 
select from a list that contains recognition alternatives and other stations in the town 
that has been recognized. The alternatives list is available only after the user has pro-
vided a value using speech first. It is shown in the form of a drop-down list, which is 
indicated by a down-arrow in the field. Note that there need not always be an alterna-
tives list. Also, because it utilizes the output of the speech recognizer, the alternatives 
list does not necessarily contain the correct value. 
e  Microphone buttons can be pushed to start recording to fill in a value for a specific field 
using speech. In the CA system a short, a spoken instruction (e.g. “Say the departure 
station”) is played if a microphone button is pushed. When the microphone button is 
pushed, any value that had already been filled in the corresponding field is deleted, thus 
facilitating correction of recognition errors. 
f  The Search button forces the system to query the information database. If the Search 
button is pressed before the whole form has been completed, an error message will ap-
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pear on the screen, indicating which values are missing. All values are automatically 
considered verified when the Search button is pressed. 
The two modalities, speech and pointing, can be used simultaneously; i.e. radio buttons and 
drop-down lists are always active and can therefore be used when the user is speaking or 
when the system is processing speech. Pointing input may interrupt the current system 
question; this depends on the message that is conveyed by the pointing action (for example, 
if pointing input provides a value for an information item that the system is asking for at 
the same time, this system prompt is interrupted. If pointing input provides information that 
is unrelated to the current system question, the system output is not interrupted). The sys-
tem prompts cannot be interrupted by means of speech.  
When all required information has been collected and verified, the system automati-
cally issues a query to the information database. A summary of the retrieved travel advice 
is given in spoken form, consisting of the departure and arrival stations and times, and the 
names of the transfer stations. In addition to the spoken summary, a textual representation 
of the advice is shown on the screen. An example of a dialogue with the CA system is 
given in Figure 3-2. 
Direct manipulation based interface (GUI)  
The DM system consists of a GUI to which speech input facilities have been added. In the 
DM system there is no spoken dialogue between the system and the computer. Speech in-
put is implemented in a tap-and-talk manner (Huang et al., 2001): to fill in a value for a 
specific field, the user must tap the corresponding microphone button, after which s/he can 
speak the value. In this way speech input essentially replaces keyboard input. The interface 
offers no spoken guidance in the form of spoken questions, instructions or verifications.  
The DM system uses the same GUI as the CA system (see Figure 3-1) and offers the 
same facilities for providing pointing input (see previous section). To correct errors, the 
user can empty a field by tapping the corresponding microphone button and speak the value 
once again, or s/he can use the alternatives list. In order to retrieve a travel advice, the user 
must press the Search button. The travel advice is then shown on the screen; no spoken 
summary is provided. Note that it is not possible to complete the form by pointing actions 
alone; speech is required to fill in values for the station names, for dates other than today or 
tomorrow and for the time. 
The DM system is fully user driven: the user determines the pace of the interaction 
and the order in which the form is completed. However, in contrast with the CA system in 
which all items may be provided in one utterance, the user may provide only one value at a 
time. As in the CA system, speech input and GUI interaction in the DM system can be 
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combined sequentially or simultaneously. An example of a dialogue with the DM system is 
given in Figure 3-2. 
 
Figure 3-2 Examples of dialogues with the CA and the DM interface.  
Text in italics represents system output, texts between quotes represent user utterances,  
and the buttons represent pointing actions  
3.3.2 Subjects and tasks 
Seventeen subjects took part in the test (eight male and nine female). The subjects repre-
sented different ages (20 to 71) and educational levels. Half of the subjects were regular 
train travelers (at least once a week); the other half took the train only occasionally (be-
tween once a month and twice a year). All subjects except one had experience with com-
puters and they were familiar with graphical user interfaces. Eight subjects had experience 
with spoken dialogue systems, six of whom had used the publicly available speech-only 
CA interface 
 
Welcome to the OVIS system. 
From where to where do you want to travel? 
 











At what time do you want to travel? 
 




(Show travel advice on screen) 
I found the following connection: 
Depart from Nijmegen at eight past seven. 
Arrival at Breda at twelve past eight. 
Thank you for using this service. Goodbye! 
DM interface 
            
        “Delft” 
 
 
     




     
     
      
      “Eleven o’clock” 
      (recognized as “one o’clock”)
 
     









(Show travel advice on screen) 
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system for train timetable information before (Sturm, 1999b). None of the subjects had 
ever used a multimodal system before.   
The subjects were randomly divided into two groups. One group (8 subjects) first 
tested the CA system and then the DM system; the other group (9 subjects) tested both sys-
tems the other way round. The evaluation was carried out using a within-subjects design 
with three factors: System and Task (within-subjects) and Group (between-subjects). 
Each subject was asked to carry out three tasks each both with the CA and the DM 
system. Each task consisted of querying the information database for departure or arrival 
times for a specified trip, for example “From Nijmegen to Breda, departure tomorrow 
morning at half past six”. The tasks had different levels of difficulty. For a number of sta-
tion names that were used the confusability with other words is very high (for example 
“Swalmen”, which is often confused with “Zwolle”), which complicates the task for the 
speech recognizer; as a consequence, the risk of speech recognition errors is high for those 
words. In order to avoid learning effects, we decided not use the exact same tasks for the 
two systems; instead we used sets of tasks of comparable difficulty.  
The trips that had to be requested were presented graphically (see Figure 3-3) in order 
to prevent subjects from repeating any specific formulations used in the task descriptions. 
 
 
Figure 3-3 Example of a task represented graphically:  
“From Nijmegen to Breda, departure tomorrow morning at half past six” 
In a short instruction, the interaction facilities of the system were explained and shown to 
the subjects. No specific information was provided about the most efficient way to use the 
system. Prior to each series of tasks with one of the systems, the subjects carried out a prac-
tice exercise, after which they had the opportunity to ask questions. No help was provided 
during the actual test.  
After each series of tasks with one of the systems subjects completed a questionnaire 
consisting of Likert-scale statements concerning various aspects such as task ease, ASR 
performance, and future use (see Appendix). 14 statements were identical for the two sys-
  Tomorrow 
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tems. In addition, the CA questionnaire contained five statements dealing with the speech 
output of the system. After having tested both systems, subjects completed a comparative 
questionnaire in which they could express their preference for one of the two systems con-
cerning a number of aspects (cf. Table 3-4). 
All sessions were conducted at the usability lab of the User-Centered Engineering de-
partment of the Technical University of Eindhoven, which is furnished as a living room. 
All subjects were paid for participating. Although the interface has been conceived and 
designed for use on small mobile terminals, such as a PDA, for this evaluation the inter-
faces were simulated on a 15-inch touch screen, for practical reasons. A headset was used 
for the spoken interaction, so that users had both hands free to interact via the touch screen. 
In order to give the users the impression that they were really testing two different systems, 
the two interfaces were presented on two different touch screens. 
3.3.3 Data capture and evaluation measures  
Three types of data were collected. All spoken input and all pointing actions on the screen 
were recorded and stored in log files, including time stamps of the events. In addition, au-
dio and video recordings were made of all interactions. Finally, answers to the question-
naires were collected and digitized.   
On the basis of these data, detailed analyses were made of the way subjects interacted 
with the two systems. In addition, the performance of the two systems was evaluated in 
terms of speech recognition performance, effectiveness and efficiency, and user satisfaction 
(in conformance with ISO standard 9241-11). We used Concept Error Rate (CER) to meas-
ure speech recognition performance. Contrary to word error rate (WER), CER only takes 
semantically meaningful words into account, ignoring expressions like “I would like to”. 
Moreover, it allows different words to express the same concept, for example “yes” and 
“okay” are considered to be two expressions of the same concept and confusions between 
the two will therefore not be considered as errors. Since it is the semantic value that is used 
by the dialogue manager, CER is a more meaningful metric than WER for dialogue system 
evaluation (Boros et al., 1996). In analogy with WER, CER is defined as (S + D + I) / N * 
100%, where N is the total number of concepts, S is the number of concept substitutions, D 
the number of concept deletions, and I the number of concept insertions. Effectiveness is 
defined as the number of dialogues that were completed successfully (the dialogue success 
rate). Efficiency is defined as task completion time (i.e. the time span between the start of 
the first user utterance and the moment at which the query is sent to the information data-
base) of the successfully completed dialogues. User satisfaction was measured by means of 
the answers to the Likert-scale questionnaires and the comparative questionnaire. 
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Finally, we carried out a correlation and regression analysis to find out whether there 
is any relationship between the objective performance data and the user satisfaction. 
 
3.4 Results and discussion 
All 17 subjects carried out three tasks with each system. In total 100 dialogues were re-
corded (51 for the CA system and 49 for the DM system). In the DM condition, two sub-
jects were unable to complete one of their tasks, because the system ended the dialogue due 
to some internal error. These two dialogues are omitted from all further calculations. In the 
subsequent sections we will provide details of the interactions with the two systems, dis-
cuss the results of the objective performance measures (speech recognition performance, 
effectiveness and efficiency) and the user satisfaction data, and discuss the correlation be-
tween the objective measures and user satisfaction. 
3.4.1 Interaction patterns 
In the DM system, situations where users could choose between speech and pen were lim-
ited to a) correcting errors, where the user has a choice to either use the drop-down list or 
to re-speak the value and b) either speaking or pointing at radio buttons to fill in values for 
“today” or “tomorrow”. In the CA system, users could follow the spoken dialogue and just 
answer any system question using speech, or use radio buttons and drop-down lists. Table 
3-1 shows the frequency of use of the available interaction facilities. Combinations of a tap 
on the microphone button and the subsequent speech are subsumed under the Speech cate-
gory. 
Table 3-1 Use of interaction facilities (average per dialogue and total) 
CA DM 
Interaction facility 
Per dialogue Total Per dialogue Total 
Speech  6.6 323 4.5 192 
Pointing: -Alternatives list 0.1 3 0.1 5 
 -Radio button 0.7 33 1.8 77 
 -Search button 0.2 9 1.0 44 
Total  7.5 368 7.4 318 
 
Table 3-1 shows that the average number of user actions per dialogue is almost equal in the 
two systems. The average number of times speech was used is significantly smaller for the 
DM system (4.5) than for the CA system (6.6) (t = 4.0; p < .05). The average number of 
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pointing actions per dialogue, on the other hand is larger for the DM system (2.9) than for 
the CA system (1.0) (t = 7.3; p < .05). Of the three pointing facilities, radio buttons were 
used most frequently; they were used more often in the DM system than in the CA system. 
In order to retrieve the travel advice from the database, in the DM system the user had to 
tap the Search button, whereas in the CA system subjects could either press the Search but-
ton themselves or choose to wait until the system had collected and verified all necessary 
information, after which it would automatically search for the travel advice. In the CA sys-
tem the possibility to force the system to query the database was used in only 20% of the 
dialogues; most subjects patiently answered all verification questions and waited for the 
system to retrieve the advice. 
Discussion  
We observed that the proportion of speech actions is larger in the CA system than in the 
DM system, whereas the proportion of radio button presses is smaller. While in the DM 
system subjects were forced to use the radio buttons for a number of values (to-
day/tomorrow and departure/arrival), in the CA system subjects could choose to use either 
speech or the radio buttons, and preferred speech to pointing in about 65% of these cases. 
Either subjects are inherently inclined to use speech rather than pointing, or the spoken dia-
logue biases them towards using speech. With respect to error correction, there is not much 
difference between the two systems. The alternatives list was used rarely; obviously sub-
jects preferred re-speaking in both interfaces. The alternatives list did not prove to be very 
effective in our interfaces: only 11.5% of the alternatives lists contained the correct station 
name. It is quite likely that this discouraged subjects from using the drop-down list. More-
over, other studies have shown that people in general prefer re-speaking to other methods 
for error correction, but that they may learn to switch to more effective methods (Oviatt & 
VanGent, 1996; Sturm & Boves, 2005).  
In addition to the observation that there seems to be a general preference for speech, 
part of the relatively high proportion of spoken utterances in the CA system is also due to 
the explicit confirmation strategy: 28% of all spoken utterances in the CA system were an-
swers to confirmation questions, whereas in the DM system there is no confirmation at all.   
3.4.2 Objective performance measures 
Speech recognition performance 
Speech recognition performance is measured as Concept Error Rate (CER). CER was 
measured over all user utterances in the successfully completed dialogues, on the basis of 
speech recognition log files that have been transcribed manually. The length of an error 
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correction dialogue is defined as the number of user actions from the start of the first cor-
rection attempt, until the error was corrected and the correct value verified. Speech recogni-
tion performance data are shown in Table 3-2. 
Table 3-2 Speech recognition performance 
 CA DM 
Concept error rate 11.1% 25.0% 
No. of error correction dialogues 26 34 
Length of error correction dialogues 3.0 4.0 
Number of errors solved 23 (88.5%) 27 (79.4%) 
 
Most errors were substitution errors of the station names. The overall CER was signifi-
cantly higher for the DM system (25.0%, ± 8.6) than for the CA system (11.1%, ± 4.9). 
Accordingly, the number of error correction dialogues was larger in the DM system than in 
the CA system. The length of the correction sub-dialogues was not significantly different 
for the two systems (t = 1.3, n.s.), neither was the percentage of errors that could be solved.  
Discussion 
Although the DM system elicited utterances that were on average shorter than those elic-
ited by the CA system, this did not result in an advantage for the DM system in terms of 
speech recognition performance: the CER was higher for the DM system than for the CA 
system. Most errors concerned misrecognitions of the station names. Apparently, the dif-
ference in CER is mainly due to the fact that the station names used for the DM system 
turned out to be more difficult to recognize than those used for the CA system, despite the 
fact that they were carefully selected and showed the same performance in off-line recogni-
tion tests on similar data.  
In both systems, it took more than three correction attempts before recognition errors 
could be solved. Moreover, a substantial number of errors could not be solved at all. Since 
most corrections were done by repeating the value (the alternatives list was used only occa-
sionally), both findings confirm the claims that solving speech recognition errors by re-
speaking is not very effective, which is mainly due to the fact that people tend to hyper-
articulate in spoken repairs (Levow, 1998; Oviatt et al., 1996; Sturm & Boves, 2005).  
Effectiveness and efficiency 
The effectiveness of the interface was measured as dialogue success rate. The overall effec-
tiveness of both interfaces was rather high. It was slightly higher for the CA system (96%) 
than for the DM system (88%). A closer inspection of the data revealed that the effective-
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ness of the two systems only differed on the most difficult task. A Wilcoxon test showed 
that this difference is not significant (z = .63; n.s.).  
The efficiency of the interfaces was measured as time-to-task-completion, calculated 
over the successfully completed dialogues only. On average dialogues were completed 
faster using the DM system than using the CA system (the difference was on average 14.3 
seconds (23.5%)). A three-factor mixed ANOVA (System*Task*Group), in which the 
missing values (viz. the unsuccessful dialogues) were replaced by the mean of their respec-
tive condition, revealed that this overall difference is significant (F(1,15) = 8.13; p < .05). 
The differences between the two systems are consistent over the three tasks. There was an 
interaction effect of System*Task. For both systems the time needed to complete task 2 was 
significantly shorter than the time needed to complete tasks 1 and 3 (F(2,30) = 17.50; p < 
.05). 
Discussion 
Although the overall effectiveness was not significantly different for the two systems, we 
observed a substantial difference in effectiveness for the third task, which is the task that 
contained the most confusable station names. Analyses of the unsuccessful dialogues con-
firmed that these failed due to recognition errors of the station names that could not be 
solved, which is in line with the observed difference in CER. This finding demonstrates 
reliable graphical input facilities (such as a soft-keyboard) that can be used when speech 
recognition fails are essential. 
The average duration of the DM dialogues is shorter than the average duration of the 
CA dialogues, despite the fact that there were more error correction dialogues in the DM 
dialogues. For a large part, this can be accounted for by the fact that there is no speech out-
put in the DM system. The mean total duration of the speech output (open questions and 
verification questions) in the successful dialogues with the CA system is 10.3 seconds, 
which explains about 72% of the total difference in duration between the CA and DM dia-
logues. 
The efficiency of the dialogue has also been influenced by the number of information 
items that could be given in one utterance. In the DM system subjects could only provide 
one value per utterance, whereas in the CA dialogues in principle subjects could provide 
the system with all the required information in one utterance. 15.4% of all CA utterances 
contained more than one information item. Combinations of the two station names and 
combinations of the time and arrival/departure were the most common combinations. 
Another explanation for the difference in time-to-task-completion can be found in the 
way the two available modalities are used. Providing values by pressing radio buttons or 
selecting from an alternatives list is more efficient than using speech: pressing a button 
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takes less time than the combination of speaking and recognition would. In the DM system 
subjects were forced to use the available radio buttons, whereas in the CA system most 
subjects would stick to the less efficient speech mode (as explained in section 3.4.1). Sub-
jects could also combine speech and pointing to provide several concepts at the same time. 
For instance, in both interfaces values can be provided by pointing at radio buttons while 
the system is processing speech or while the user is speaking. This has been done rarely, 
perhaps because this possibility was not explicitly mentioned in the instruction. However, it 
is also possible that users were not confident that it was safe to ‘disturb’ the system by pro-
viding input while it was busy processing other information items. In a number of CA dia-
logues the date and the arrival/departure switch were provided simultaneously with other 
actions; almost all DM dialogues were completely sequential. 
Closer inspection of the data revealed that for both interfaces time to task completion 
was lowest for the second task. In this task the station names used were relatively easy to 
recognize for the automatic speech recognizer and therefore caused fewer misrecognitions 
than in the other two tasks. 
3.4.3 Subjective measures 
User satisfaction 
User satisfaction was measured by means of a questionnaire containing statements with 
which subjects could express their agreement or disagreement on a 5-point Likert-scale. 
Most scores were above the middle of the scale and most were more positive for the DM 
system than for the CA system. Table 3-3 shows the results of the user satisfaction ques-
tionnaire for the statements where the largest differences were observed. The complete 
questionnaire and scores can be found in the Appendix. 
Table 3-3 Mean Likert-scale scores 
(1 = I completely disagree - 5 = I completely agree) 
Statement CA DM 
S2. I always understood what was expected from me 3.8 4.7 
S3. I found it easy to correct errors 3.3 4.0 
S4. I thought the system was slow 4.1 3.1 
S7. The system reacted adequately to the combined input 3.4 4.1 
S11. After a while I started using the system differently 3.5 2.5 
 
A Wilcoxon signed ranks test was used to find out whether any differences between the 
scores for CA and DM were statistically significant.  
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Discussion  
Subjects understood significantly better what was expected from them using the DM sys-
tem than using the CA system (S2) (z = 3.13; p < .05), although both scores are rather posi-
tive. Apparently, the rather restricted interaction of the DM system makes this interface 
very transparent. The spoken questions and instructions that are provided in the CA system 
in combination with the various input facilities do not add to the transparency of the inter-
face. Subjects found correcting errors easier using the DM system than using the CA sys-
tem (S3). Although the speech recognition performance data and the effectiveness data re-
ported in previous sections show that error correction is harder with the DM system, in the 
perception of the user, errors could be corrected more easily in the DM system. The CA 
system was judged significantly slower than the DM system (S4) (z = 2.56; p < .05). This 
result can be interpreted in different ways. It may mean that subjects felt they had to wait 
longer in between actions, but it may also indicate that subjects felt that it took longer be-
fore they had acquired the desired information. Both interpretations are plausible: the time 
between two user actions is longer in the CA system than in the DM system, which is 
caused by the processing time of language generation and speech synthesis modules, but 
the time taken by the spoken system output causes the biggest increase in the duration of 
the interaction. In either case, the difference between the judgments is in line with the dif-
ference in efficiency between the two systems. Finally, even though subjects had to carry 
out only three tasks with each of the two systems, they already indicated that they started 
using the CA system differently after a while; this is not the case with the DM system. Ap-
parently, with the CA system, people need some time to find out the various ways in which 
the two modalities can be combined and see what type of interaction is most effective and 
efficient, whereas with the DM system the optimal way to use the combination of speech 
and pointing gestures is quite clear right from the start, since the number of options is 
smaller.  
The quality of the spoken output that was provided in the CA system was judged 
positively, although the spoken travel advice was not considered to be very useful. 
User preferences 
After subjects had tested both interfaces, they were asked to indicate which interface they 




Chapter 3. Interaction metaphors 
66 
Table 3-4 Preference data 
Preferred interface 
Question 
CA DM None 
Which system did you consider the easiest to use? 24% 76% - 
With which system did you know best which information you had to provide? 12% 82% 6% 
With which system was correcting errors easiest? - 76% 24% 
Which system did you consider the most fun to use? 35% 65% - 
With which system was understanding the travel advice easiest? 24% 29% 47% 
Which system would you prefer to use in the future? 29% 71% - 
 
As was expected on the basis of the satisfaction data shown in Table 3-3, the preference 
data show that most subjects clearly preferred the DM system. Again, most subjects indi-
cated that correcting errors was easier using the DM system than the CA system (in con-
trast with what the objective performance data suggested), although about a quarter of all 
subjects did not have a clear preference for one of the two systems. The only aspect for 
which most subjects had no preference for one of the two systems concerned the ease with 
which the travel advice shown on the screen was understood, but they were obviously not 
helped by the spoken version of the advice, which was given in addition to the visual ver-
sion in the CA system. Finally, the majority of the subjects (71%) indicated that, in the fu-
ture, they would rather use the DM system than the CA system. 
Relation between objective measures and user satisfaction 
We carried out a Stepwise Multiple Regression Analysis to investigate to what extent the 
user satisfaction judgments may be explained by the objective performance data. Time to 
task completion, number of turns and dialogue success rate were used as predictors. The 
analysis showed that number of turns was the main predictor for the user satisfaction 
scores. Although no more than some 45% of the variances could be explained by combin-
ing all predictors, the number of turns turned out to be the main predictor for both systems: 
A larger number of turns seemed to lead to a general negative attitude towards the system.  
3.5 General discussion  
We found that in the CA interface the users predominantly used speech for providing and 
correcting values, even though using speech may not be as effective and efficient as using 
the graphical interaction facilities. The preference for speech may be explained by the fact 
that people tend to react to the system in the same way as they are addressed (Bilici et al., 
2000). The spoken dialogue that is initiated by the system thus biases the users towards 
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using speech, and as switching to another modality would increase the cognitive load for 
the user (Boves & Den Os, 1999), they will only do so in case of an obvious advantage in 
terms of effectiveness or efficiency. A recent study showed that this behavior may change 
as users get more experienced in using the interface. It was found that many subjects 
learned to speed up the interaction by providing more information in one utterance, by us-
ing the graphical facilities more often and indeed by using the graphical interaction facili-
ties simultaneously with other actions (Sturm et al., 2002). In both systems speech was also 
preferred for error correction, which is in line with other studies that showed that users tend 
to stay in the speech mode even if it is not the most effective method (Karat et al., 1999; 
Suhm et al., 2001). Obviously, more reliable GUI-based error correction methods, such as a 
soft-keyboard or a menu are indispensable to ensure effective error handling, if only to 
make sure that users never have to give up fruitless attempts to enter data. This is the more 
important because re-speaking is a very ineffective way to correct recognition errors.  
It has been suggested that extending a spoken dialogue system with a GUI that dis-
plays all available options can solve the problem that users find it difficult to form and 
maintain a good conceptual model of the functionality of a system and the status of an on-
going dialogue (Terken & Te Riele, 2001). Our evaluation showed that in combination 
with pointing input the graphical support that was added to a speech interface in the CA 
system proved to be confusing rather than helpful. Users did not know how to use all the 
options offered by the multimodal combination. Moreover, graphical support may not be 
necessary for users who understand what it means to travel. They do understand what the 
system is trying to accomplish, and why it needs to do this. The effectiveness figures show 
that most people indeed managed to get the right information. The data from experiments 
with a spoken dialogue system for train timetable information suggest that users do not 
have problems in understanding the form-filling part of the dialogue (Sturm et al., 1999a; 
Sturm et al. 1999b). Rather, problems with conceptualizing the system’s capabilities and 
intentions occurred when users tried to negotiate with the system to find a better alternative 
than the advice that was presented first (which, for practical reasons, was limited to the 
single connection that was optimal given the selection criteria used in the search). This type 
of interaction adopts the navigation metaphor that was mentioned in the introduction. Since 
for this complex task, there is no obvious way for a system to inform users about the avail-
able options by means of spoken messages, graphical support may turn out to be very help-
ful (Ibrahim & Johansson, 2002). For example, negotiating about which alternative connec-
tion is optimal is difficult if the alternatives remain implicit (which is usually the case in a 
spoken dialogue system); displaying alternative connections on a GUI would facilitate the 
negotiation process.  
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The dialogues with the CA interface were significantly longer than the interactions 
with the DM interface. For a large part, this can be attributed to the time taken up by the 
spoken prompts. In contrast with the DM system in which all information items must be 
provided one by one, the CA interface allows users to provide more information than was 
actually prompted for by the system, which makes this interface potentially more efficient. 
However, several large studies with mixed initiative dialogue systems have shown that few 
users understand and use the possibility to provide more information than the system 
prompts for (Sturm et al., 1999a). This is perhaps the best demonstration of the fact that 
CA systems have no means to inform users about the unadvertised capabilities. As we just 
noted, this user behavior may change when people become familiar with the system. How-
ever, we found that even the occasional dialogues in which all information was provided in 
one utterance and the Search button was pressed as soon as all information appeared cor-
rect on the screen were longer than the shortest dialogue with the DM interface. It seems 
that in terms of efficiency a CA system will always lag behind a DM system, unless the 
spoken prompts can be made extremely short (but then the question arises whether short 
prompts add anything to the quality of the interface). Supporting barge in during spoken 
prompts may also lead to more efficient dialogues and improve user control, but is only 
suitable for users who are familiar with the system and do not need the spoken information. 
Finally, we found that the efficiency and the user satisfaction of both systems were ham-
pered by latencies that were caused by the speech recognition engine. Thus, by adding 
speech input to the DM system one of the most important merits of a DM interface was 
sacrificed: immediate feedback of actions (Shneiderman, 1983).  
In contrast with the DM interface, where the initiative is always with the user, in our 
CA interface the first initiative is at the system’s side. By doing so, the system determined 
the pace of the dialogue. Although the users could take the initiative (by providing more 
information than what was asked for, or by pressing buttons), they may not have under-
stood that they could do so or how they could do this. Handling mixed initiative is not triv-
ial in a conversational system, since a user may take the initiative for different reasons. If 
the user takes the initiative to flag and correct an error, the system may take back the initia-
tive as soon as the error has been solved. However, the user may just as well take control of 
the dialogue to speed up the interaction; in this case, a multimodal system should remain 
silent. An interface that combines a spoken dialogue system (in which the system must al-
ways keep saying things to inform the user that it is still connected) with a GUI (in which 
the user always has control of the interaction) should be able to recognize the users inten-
tions to keep it predictable and transparent. Unfortunately, most current interactive systems 
are lacking this is the type of intelligence. 
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3.6 Conclusions and recommendations 
We investigated whether direct manipulation or conversational agent is the best metaphor 
for multimodal interfaces that facilitate mobile access to information services. We ad-
dressed the effect of both approaches on the design of multimodal interfaces that facilitate 
mobile access to information services. In addition, the two implementations were compared 
in a usability evaluation to establish the effect of the design metaphor on the way users in-
teract with a system, the performance of the system and the user satisfaction and prefer-
ences.  
We agree with the claim that systems can best be designed from scratch after an in-
depth analysis of the requirements of the service for which the interface is being developed 
(Den Os & Boves, 2002; Hugunin & Zue, 1997; Ibrahim & Johansson, 2002). However, 
the current study shows that for simple well-known applications, extending an existing di-
rect manipulation system with speech input can lead to a usable system, where the user 
determines the pace of the interaction and the order in which the fields are filled. A recent 
study in which our multimodal DM system was compared with two unimodal systems 
(Sturm & Boves, 2005) confirmed that the DM system combined with speech input was at 
least as fast (despite a very slow recognizer) and effective as a GUI and that it was pre-
ferred over a GUI by about half of the subjects. Our results thus qualify the conclusion of 
Hugunin and Zue (1997) that systems that combine speech and direct manipulation can 
best be modeled as conversational agent. For our application a multimodal interface that 
was modeled after a conversational agent turned out to be inferior to a GUI derived inter-
face. While this must partly be attributed to the relative simplicity of the application, we 
believe that current spoken dialogue systems lack the true intelligence that an agent re-
quires in order to be really helpful.  
Our results show that the assertion that DM is not suitable for untrained users (Shnei-
derman & Maes, 1997) does not hold for well-known applications: the untrained subjects in 
our experiment were able to use the DM system in an efficient, effective and satisfactory 
way. The spoken guidance that was offered in the CA interface was considered superfluous 
and therefore not appreciated. 
In DM derived systems, it is essential that latencies be avoided, because these reduce 
the system’s efficiency and the user’s feeling of having control over what happens. 
Although in our study most subjects (70%) clearly preferred an interface modeled af-
ter a direct manipulation metaphor to an interface derived from a conversational agent 
metaphor, we do not think that this proves the superiority of direct manipulation over con-
versational agents for multimodal interaction in general. For the moment, the conclusion 
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only holds for applications where users do not need any help with understanding the con-
cepts needed to complete the form. For more complex information systems where the role 
of the system is giving explanations or advice, rather than collecting information (Churchill 
& Erickson, 2003) an adaptive system that starts out as a GUI, but changes into an intelli-
gent conversational agent as soon as it turns out that the user needs guidance, may be a 
good alternative to both the DM and the CA interfaces evaluated in this article. This would 
better accommodate users with different levels of experience. Moreover, such a system 
would be more compatible with the claim that users must be able to bypass an agent if they 
want to (Wexelblat & Maes, 1997). However, some care must be taken in adding adaptive-
ness to a system. Because adaptiveness may reduce a system’s transparency and the user’s 
feeling of having control, users may prefer an adaptable system to an adaptive system 
(Findlater & McGrenere, 2004).  
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Appendix  
This table shows the mean Likert-scale scores for each statement both for the CA system 
and the DM system. Statements 1 through 14 concern both interfaces, whereas statements 
15 through 19 deal with the spoken system output, and therefore are only applicable to the 
CA interface. 
 
Table 3-5 Mean Likert-scale scores  
(scales from 1 to 5; high scores denote agreement with the statement, low scores denote disagreement). 
 
Statement CA DM 
S1. I consider the system easy to use 3.4 3.9 
S2. I always understood what was expected from me 3.8 4.7 
S3. I found it easy to correct errors 3.3 4.0 
S4. I thought the system was slow 4.1 3.1 
S5. I thought the travel advice was clear 4.5 4.6 
S6. The combination of speech and graphics was useful 3.8 3.8 
S7. The system reacted adequately to the combined input 3.4 4.1 
S8. Visualizing the filling form was useful 4.4 4.5 
S9. I was distracted by the display 1.9 1.7 
S10. Visualizing the travel advice was useful 4.8 4.8 
S11. After a while I started using the system differently 3.5 2.5 
S12. I used the touch screen more often as I got more experienced 2.9 2.8 
S13. I felt uncomfortable when I had to speak to the system 2.2 2.2 
S14. I would use this application if it were on my PDA or mobile phone 3.7 3.9 
S15. Speech and graphics were well tuned to one another regarding the contents 3.7 n.a. 
S16. Speech and graphics were well tuned to one another regarding the timing 3.1 n.a. 
S17. The length of the spoken utterances was appropriate 3.8 n.a. 
S18. Giving the travel advice in spoken form was useful 2.5 n.a. 





Chapter 4  







The goal of the research described in this article is to determine in what way speech recog-
nition errors can be handled best in a multimodal form-filling interface. Besides two well-
known error correction mechanisms (re-speaking the value and choosing the correct value 
from a list of alternatives), the interface offers a novel correction mechanism in which the 
user selects the first letter of the target word from a soft-keyboard, after which the utterance 
is recognized once again, with a limited language model and lexicon. The multimodal in-
terface that was used is a web-based form-filling GUI, extended with a speech overlay, 
which allows for pen and speech input. The study shows that the new correction facility 
made error correction more effective. The Keyboard correction facility enables the users to 
solve errors that could not be solved using the Re-speak method or by choosing from a list 
of alternatives. In spite of its low effectiveness, subjects initially attempted to use Re-
speaking for error correction in both interfaces. However, we also found that subjects rap-
idly learned to choose the most effective option (Keyboard) immediately as they gain ex-
perience. The user satisfaction turned out to be higher due to the extra correction facility. 
Subjects considered the interface to be more useful and less frustrating and they felt more 
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4.1 Introduction 
This article addresses error correction in speech-centric multimodal information systems: 
How are speech recognition errors handled best in a multimodal form-filling interface? 
Automatic speech recognition (ASR) is applied increasingly often in information systems. 
A great deal of research effort is put into finding ways to enhance graphical user interfaces 
(GUIs) with a speech overlay for situations in which the keyboard and mouse cannot be 
used as an input devices, as in services that are accessed through a PDA (for examples of 
prototype systems, cf. Cohen et al., 1997; Huang et al., 2001; Johnston et al., 2002). Al-
though speech recognition accuracies nowadays can be quite high (in limited domains and 
in relatively quiet environments), speech recognition errors will always occur, if only be-
cause of the existence of (near) homophones and ambiguous pronunciations. Speech recog-
nition errors strongly influence the way people perceive a speech driven information sys-
tem: they dislike interactive systems that make a lot of errors (Karat et al., 1999). The ap-
preciation of an interface depends also on the ease of use of the facilities that are offered to 
correct errors (Mankoff & Abowd, 1999; Zajicek & Hewitt, 1990).  
In error handling in interactive systems three issues are at stake (Mankoff & Abowd, 
1999). The first issue is error reduction or error prevention. Obviously, the number of er-
rors should be as low as possible, which can be achieved by optimizing the accuracy and 
robustness of the speech recognizer (or other recognition components) for the given task. 
Furthermore, it has been shown that multimodal interaction can enhance ASR performance 
in several ways (Oviatt, 2000). Firstly, the language people use when interacting multimo-
dally tends to be brief and simple from a grammatical point of view. Moreover, people tend 
to choose the modality that they think is best suited for the information that has to be con-
veyed. Finally, some applications allow combining multiple modalities in such a way that 
mutual disambiguation can take place. Whereas the first two advantages apply to many 
different types of multimodal interfaces, mutual disambiguation mostly applies to applica-
tions where referring expressions or spatial commands play an important role; thus, it is not 
likely to be successfully applied in form-filling interfaces (Oviatt, 1999a). 
The second issue in error handling is error detection. Either the user or the system 
must detect that an error has occurred, before steps can be taken to correct the error. Al-
though it may be very hard for a system to detect its own mistakes, it may decide that a 
specific value is likely to be incorrect on the basis of confidence measures or by looking at 
the dialogue history. By providing feedback of the recognition result, either in a spoken 
confirmation question or visually, the system enables the user to discover the error and to 
notify the system that a mistake has been made.  
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The final issue in error handling is error correction: if an error has been detected, ei-
ther the user or the system must try to solve it. A multimodal interface in which speech is 
combined with pen input, may support error correction in various ways, for example by 
allowing the user to select the correct option from a list, or type the correct value on a soft-
keyboard, in addition to re-speaking. Facilities for correcting recognition errors in multi-
modal human-machine communication and the strategies users apply when faced with er-
rors have been studied before by various authors in several conditions. Oviatt and VanGent 
(1996) studied error correction in the context of a Wizard-of-Oz study with a multimodal 
transaction system. They examined how users strategically adapt and integrate their use of 
input modes and lexical expressions while resolving recognition errors. They found that 
speech was preferred over writing as input mode; in addition, if a recognition error was 
detected, their subjects tried to correct it by re-speaking. However, if the error persisted, 
subject switched to writing. In the users’ perception, speaking more slowly (with a ten-
dency towards hyper-articulation) and switching to another modality were the most effec-
tive means to resolve errors, although in this study errors were not dependent on input mo-
dality or style.  
Several authors studied error correction in the context of multimodal dictation sys-
tems. Suhm et al. (2001) investigated whether multimodal error correction was faster and 
more accurate than unimodal correction, and whether users learn which modality works 
best for them. The study shows that multimodal error correction was indeed faster than uni-
modal correction by re-speaking. Furthermore, they found that ASR accuracy decreased in 
repeated correction attempts, unless people switched to a different modality. The explana-
tion is that in spoken repairs (repetitions) people tend to hyper-articulate. It is well known 
that hyper-articulate speech deteriorates the accuracy of automatic speech recognition, be-
cause it increases the mismatch between the spoken input and the acoustic models of the 
ASR system (Levow, 1998; Oviatt et al., 1996). In spite of the fact that the speech recogni-
tion accuracy decreases substantially in correction attempts, Suhm et al. (2001) saw that 
users initially preferred speech for error correction. However, they learned to switch to the 
most efficient modality when evidence that certain modalities are less effective than others 
accumulated, which is in line with what Oviatt and VanGent (1996) found. Thus, recogni-
tion accuracy had a significant influence on the users’ choice between modalities. Karat et 
al. (1999) and Halverson et al. (1999) also studied the efficiency and effectiveness of error 
correction facilities in dictation systems (re-dictation, spelling, and choosing from a list of 
alternatives). They found that subjects stick to re-dictation to correct errors in spite of de-
creased recognition accuracy. Spelling and choosing from a list of alternatives were used 
much less often. In contrast to Oviatt and VanGent, Karat et al. and Halverson et al. found 
that subjects stayed in the speech mode just as often as switching to the keyboard mode to 
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correct errors. Larson and Mowatt (2003) studied the use of four error correction mecha-
nisms used in commercial dictation systems on a Tablet PC in order to examine users’ 
preferences for and combinations of error correction methods. Again, re-dictation turned 
out to be the correction method that was used most frequently. Subjects also liked this 
method best. The initial effectiveness of the alternatives list was only around 50%. Efforts 
to make the use of the alternatives list easier, such as making it easier to access and dismiss 
the alternatives list and improving its accuracy, resulted in a large increase in its frequency 
of use compared to what was observed by Karat et al. (1999). Eventually, the most popular 
repair strategy was to try the alternatives list first and then switch to re-dictation if the cor-
rect alternative would not be in the list.  
The goal of the research described in this article is to investigate how subjects handle 
speech recognition errors in a fully implemented speech-centric multimodal form-filling 
interface to a service that is routinely used by the subjects with a desktop GUI interface. 
This guarantees that there is no confounding between learning to use the interface and 
learning to use the service. Although error correction has been studied before, many of 
these studies were based on dictation systems (which may pose learning problems in their 
own right) or Wizard-of-Oz evaluations (which may ‘handle’ speech recognition errors 
differently than a real speech recognition system). Furthermore, whereas in most studies 
the correction facilities were limited to re-speaking, choosing from a list of alternatives or 
typing on a soft-keyboard, we investigate a novel method to correct speech recognition 
errors, which we expect to be more efficient and more effective in our application than the 
conventional methods. The factual questions that we aim to answer with this research are: 
Which of the error correction methods that can be offered in a multimodal form-filling in-
terface is most effective and efficient? What strategies do users apply when they try to cor-
rect a speech recognition error? And what is the effect of different error correction mecha-
nisms on user satisfaction? Based on the answers to these factual questions we hope to be 
able to formulate guidelines for the design of multimodal form-filling applications.  
The remainder of this article is organized as follows. In section 4.2 we first describe 
the interface that was used and the error correction facilities that are offered in this inter-
face, including the novel error correction method that we propose. We continue this section 
by providing information about the subjects, their tasks and the evaluation measures that 
were used. Section 4.3 presents and discusses the results for the objective measures, the 
observed user strategies and the user satisfaction scores. In section 4.4 we conclude with a 
general discussion, we summarize the most important conclusions and we give some rec-
ommendations for the design of multimodal form-filling applications.  
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4.2 Methods 
4.2.1 The multimodal interface 
The multimodal interface that is used in this study provides timetable information for rail-
way connections in the Netherlands. In order to retrieve a travel advice for a specific trip, 
users must provide five information items: the departure and destination stations, the date, 
the time, and a switch indicating whether the information database should be queried with 
an estimated arrival or departure time.  
The speech driven interface (cf. Figure 4-1) is adapted from the web-based GUI ser-
vice offered by the Dutch Railways (Sturm et al., 2001, 2002a, 2002b). The ASR system 
replaces the keyboard, while a pointing device offers the point-and-click functions of the 
mouse. This functionality makes that the interface is representative of many multimodal 
pilot services for PDAs. 
 
Figure 4-1 Screen shot of the multimodal form-filling interface (translated to English) 
The interface has a so-called tap-and-talk functionality: to enter a value for a specific field, 
the user must tap the microphone button associated with this field, after which one can 
speak the corresponding value (Huang et al., 2001). Once the recorded utterance has been 
processed by the speech recognizer, the recognized value is shown on the screen. If nothing 
could be recognized, “???” is displayed in the field. Besides feedback of the recognition 
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result, the graphical interface provides information about the system status, by coloring the 
microphone buttons green when the microphone is open and by showing an hour glass 
when the system is busy recognizing speech. Several values (i.e. today/tomorrow and de-
parture/arrival) can be provided without using speech, by tapping one of the radio buttons. 
When the form is complete, pressing the Search button forces the system to query the data-
base for a travel advice. The resulting travel advice is shown on the screen. 
Although the interface has been devised for use on small mobile devices, such as a 
PDA, in this study it was simulated on a desktop PC. Pen input could be provided by push-
ing buttons on a touch screen; speech input could be provided through a head-mounted 
close-talking microphone.   
In this study, the interface is tested in two conditions, which differ only in the error 
correction facilities they offer. This will be explained in more detail in the next subsection.  
4.2.2 Error correction facilities 
The interface in our experiment offers several facilities to correct speech recognition errors. 
In this study we focus on correction facilities for the departure and destination station 
names; most speech recognition errors occur in these concepts, as these are the ones with 
the largest vocabularies. Since recognition accuracies for dates and times (the other two 
fields for which speech is required) were quite high, we did not take special measures to 
facilitate error correction for these fields. Moreover, the correction facilities that our inter-
face offers for the station names are probably sub-optimal for correcting dates or times; 
these can best be corrected using graphical methods such as clicking on a calendar or clock.  
For the station names the interface offers the following possibilities to correct recog-
nition errors: 
1. Re-speaking  The user may identify an error by pressing the microphone button 
associated with the field in which the error occurred. Pressing the microphone button 
causes the field to be emptied, after which the user can speak the value once again.  
2. Alternatives list Users may also correct recognition errors by selecting the correct 
word from a list of alternatives. The speech recognizer that is used in our system deliv-
ers an N-best list. The application system augments this list with all stations that may be 
present in the city that was recognized as first best. For example, the alternatives list of 
“Venlo” may contain “Vleuten” and “Vught” as recognition alternatives, but it will also 
contain “Venlo Blerick”, which is another station in the city of Venlo. The resulting al-
ternatives list can be accessed in the form of a drop-down window by tapping the down 
arrow that appears in the right hand corner of the field that shows the first best recogni-
tion result (cf. Figs. 1 and 2). The alternatives list will be useless if the ASR output con-
sisted of the first best only, for a city with only a single station. Also, the alternatives 
4.2  Methods 
79 
list does not necessarily contain the correct value. The alternatives list is also empty 
when the ASR system was not able to recognize anything, i.e., when “???” appears in 
the field.  
 
Figure 4-2 Screen shot of a dropdown list with alternatives 
3. Keyboard  This error correction mechanism is a combination of a soft-keyboard 
and adaptation of the active recognition lexicon. If an utterance is recognized incor-
rectly, the user can invoke a soft-keyboard (cf. Figure 4-3) by pushing a special button 
on the screen. Note that Figures 4-1 and 4-2 show the interface without this keyboard 
button. From the soft-keyboard one may select the first letter of the target word by tap-
ping it. Selecting the first letter causes the speech recognizer to re-process the previous 
utterance, but with a lexicon and language model that contain only words starting with 
the selected letter. The Keyboard option does not require the user to speak the value 
again: Recognition is done on the previously recorded utterance. The keyboard buttons 
only become active after a station name has been spoken, and once the first letter has 
been selected, it disappears immediately; it is therefore not possible to input values by 
typing on the soft-keyboard.  
 
Figure 4-3 Screen shot of the soft-keyboard 
Using the Keyboard correction facility, confusions between acoustically similar station 
names, such as /Baarn/ and /Maarn/ or /Zwolle/ and /Swalmen/ can be solved in a way 
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that may be more effective than re-speaking and perhaps also selecting from an alterna-
tives list.  
It is important to note that none of the correction facilities described above guarantees suc-
cess. It may therefore happen that the user is not able to convey the correct information, in 
which case a subject may decide to end the interaction without having obtained the desired 
information.   
In this study the interface is used in two conditions. In one condition, the interface 
provides only re-speaking and the alternatives list as error correction facilities. This will be 
referred to as the LIST condition. In the other condition, the interface provides the Key-
board technique as an additional error correction facility. This will be referred to as the 
LETTER condition. The LETTER interface looks the same as the LIST interface, except 
for two additional buttons showing a keyboard, which can be used to invoke the soft-
keyboard. These keyboard buttons are placed next to the microphone buttons.  
4.2.3 Subjects, tasks and evaluation measures 
Twenty-four subjects took part in an evaluation with a within-subjects design, in which 
each subject tested both interfaces. To avoid order effects, the subjects were divided into 
two groups; each group tested the two interfaces in a different order. The subjects (15 male 
and 9 female) represent different ages (from 19 to 58) and different education levels. All 
subjects had experience with computers and half of the subjects had used a touch screen 
before. In order to get timetable information, most subjects consult the official website of 
the Dutch Railways. Only a few subjects had previous experience with the telephone based 
spoken dialogue system of the Dutch Railways or with any other spoken dialogue system. 
Each session started with a short instruction in which the subject was told that the 
goal of the experiment was to investigate error correction in speech-centric multimodal 
information systems. During the instruction, the subjects were shown how the interface 
could be started and they were instructed how to operate it. After carrying out one practice 
task, the subjects were asked to obtain travel information about six trips both with the LIST 
interface and with the LETTER interface. In order to make sure that recognition errors 
would occur, several tasks contained station names that have a high confusability with 
other words in the vocabulary and therefore are hard to recognize, such as Tegelen, IJlst, 
Coevorden, Echt, etc. Table 4-1 shows the six tasks that were used for each system4.  
                                                          
4 Station names were carefully selected to be equally error prone based on ASR output obtained with a large cor-
pus of relevant speech recordings. However, in actual practice it appeared that some names caused considerably 
more recognition errors than others. To circumvent this effect, it would have been better to balance station names 
4.2  Methods 
81 
Table 4-1 Description of tasks 
 From To Date Time 
LIST1 Maastricht  Breda  Tomorrow 2:30 pm 
LIST2 Delft  Tegelen  Tomorrow 10:30 am 
LIST3 Swalmen  Tilburg West Thursday 8:00 am 
LIST4 Den Helder  Rotterdam Noord Tonight 7:00 pm 
LIST5 Zwolle  Warffum  Sunday 8:30 am 
LIST6 Coevorden  Almelo  Tonight 10:00 pm 
LETTER1 Rotterdam  Leeuwarden  Tomorrow 8:30 am 
LETTER2 Roosendaal  Echt  Sunday 1:30 pm 
LETTER3 Obdam  Breda Prinsenbeek Today 5:00 pm 
LETTER4 Venlo  Utrecht Lunetten Tonight 11:00 pm 
LETTER5 Ommen  IJlst  Tomorrow 4:30 pm 
LETTER6 Nijmegen  Culemborg  Thursday 7:00 am 
 
After completing a series of tasks with one of the two interfaces, subjects were asked to fill 
out a questionnaire consisting of 20 Likert-scale statements about different aspects of the 
interface, such as “I thought the interface was efficient” and “I felt in control when using 
the interface”. The full questionnaire is given in the Appendix. Finally, after having tested 
both interfaces, subjects filled out a small comparative questionnaire, which was used to 
measure user preferences.  
Speech and pointing actions of all interactions were automatically logged, including 
time stamps. All speech data were orthographically transcribed. The transcribed dialogue 
loggings were used to calculate objective performance measures, such as the effectiveness 
and efficiency of the different error correction facilities, and to analyze user preferences for 
error correction facilities and the strategies users apply for correcting errors. Dialogue dura-
tion was measured in seconds from the start of the first user action (clicking on a micro-
phone or radio button) until the moment the Search button is pressed. Speech recognition 
performance was measured in terms of recognition error rate, which we define as the per-
centage of relevant information items that were recognized incorrectly. The length of the 
correction sub-dialogues was measured as the number of user turns dedicated to correcting 
one error. Here, a user turn is defined as a set of user actions aimed at providing one value 
(clicking on the microphone button and speaking, pulling down the drop-down menu and 
choosing one of the values, etc.). The frequency of occurrence was defined as the number 
of times subjects chose a specific error correction facility, and the effectiveness of the three 
                                                                                                                                                                                       
between the two conditions. However, we are confident that this methodological weakness does not affect the 
validity of the results of the experiment.  
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error correction facilities was measured in terms of the percentage of correction attempts in 
which the error was solved. User satisfaction was measured by means of the Likert-scale 
scores and user preferences were measured from the preferences questionnaire. 
4.3 Results and discussion 
In this section we first present and discuss the data about error correction, such as how 
many errors were made, how many of these errors could be solved and in what way they 
were solved. Table 4-2 gives a summary of all objective performance data.  
Table 4-2 Overview of objective measures 
  LIST LETTER 
General interaction data   
Total number of interactions 144 144 
Number of successful interactions 106 (74.3%) 139 (96,5%) 
Mean duration of successful interactions (sec) 44.4 50.2 
Mean number of turns in successful interactions 7.6 8.0 
Mean overall recognition error rate 43.5 31.7 
Error correction   
Total number of station names 281 287 
Total number of error correction dialogues (station names) 96 (34.2%) 122 (42.5%) 
Total number of errors solved 59 (60.6%) 118 (96.7%) 
Mean number of user turns in error correction dialogues 3.7 2.3 
Effectiveness   
Re-speak 16.6% 11.2% 
Alternatives list 16.0% 36.2% 
Keyboard n/a 76.4% 
Usage frequencies   
Total # Re-speak (for correction only) 277 (78.7%) 89 (33.7%) 
Total # Alternatives list 75 (21.3%) 65 (24.6%) 
Total # Keyboard n/a 110 (41.7%) 
 
We first discuss the data in Table 4-2; in doing so, we will defer the general interaction 
data in the first panel until the end, because they are easier to explain using the information 
in the subsequent panels. We then proceed with a discussion of the interaction patterns the 
subjects applied after which we present the user satisfaction data. The error correction and 
interaction details are based on the station names only, since these are the only fields for 
which multiple correction facilities were provided (see section 4.2.2).  
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4.3.1 Error correction 
All 24 subjects carried out six tasks with each of the two interfaces, yielding a total of 144 
interactions for each interface. With the LIST interface 106 interactions (74.3%) were 
completed successfully (i.e. subjects obtained the desired travel advice); with the LETTER 
interface 139 interactions (96.5%) were completed successfully. A t-test showed that this 
difference is significant (t(23) = 6.78, p < .01). Two interactions in the LETTER condition 
failed due to problems in entering information other than the station names; all other fail-
ures in both conditions were due to problems with the station names.  
The LIST interactions contained a total of 281 station names; the LETTER interac-
tions contained 287 station names. In principle, 144 interactions with two station names 
each would yield 288 station names; the difference is caused by the fact that in a number of 
dialogues the subject gave up before both station names had been entered, because of per-
sistent recognition errors.  
Table 4-2 shows that more station names were recognized incorrectly in the first at-
tempt to enter them in the LETTER interface than in the LIST interface (42.5% and 34.2%, 
respectively). This difference is significant (t(23) = 3.15, p < .01). Obviously, this leads to 
the conclusion that the station names that were used in the tasks were not equally hard for 
the recognizer, despite the fact that they showed the same performance in off-line tests. The 
fact that the recognition error rate is very high to begin with is not surprising. The station 
names were deliberately chosen to cause a large proportion of errors, so as to facilitate our 
investigation of error correction procedures.  
While the absolute number of error correction dialogues in the LETTER condition 
was higher, it appeared that the average number of turns to correct them was lower than in 
the LIST condition. Figure 4-4 shows that the majority of the error correction dialogues in 
the LETTER condition require only one or two user actions, whereas in the LIST condition 
the proportion of error correction dialogues that require more than two user actions is much 
larger. In the LIST condition correcting an error took 3.7 turns on average, with the LET-
TER interface the average number of correction turns is significantly shorter: about 2.3 
turns (t(23) = -3.62, p < .01).  
Error correction using the LETTER interface was also more effective than error cor-
rection using the LIST interface: 118 of the errors could be solved in the LETTER interface 
(97%), whereas in the LIST interface only 59 errors could be solved (61%). This difference 
is significant (t(23) = -6.52, p < .01). Obviously, the Keyboard correction facility in the 
LETTER interface enabled the users to solve errors that could not be solved using the Re-
speak method or by choosing from a list of alternatives that were available in the LIST 
condition.  
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Figure 4-4 Histogram of the number of user actions in error correction subdialogues 
 
In the LIST condition 79% of all correction attempts were done using the Re-speak 
method, whereas the Alternatives list was used in only 21% of the cases. The frequencies 
of use of the two methods deviate significantly from the assumption that they are equal (χ2 
= 11.52, p < .01). The main explanation for the low use of the Alternatives list is that in 
about half of the cases the Alternatives list was empty, because the ASR system recognized 
something else than a station name or nothing at all (resulting in the “???” display, without 
the down error to open a drop-down list). In this situation, Re-speak was the only available 
option. The Alternatives list was used in 75% of the cases where it was actually available, 
whereas the Re-speak method was preferred only in 25% of these cases. This suggests that 
our subjects did not default to Re-speaking as the preferred error correction strategy, sim-
ply because staying in the speech mode would require least cognitive effort.  
Interactions with the LETTER interface show a different tendency. Here, subjects 
tried to correct most errors using the Keyboard (42%). In 34% of the errors in the LETTER 
condition subjects tried to correct them using the Re-speak option and in 25% of the cases 
the Alternatives list was tried. The differences are significant (χ2 = 11.01, p < .01). It 
should be noted however, that the Keyboard facility can only be used if the recognized 
word starts with a different letter than the target word; else re-recognition with a restricted 
vocabulary and language model will not help. Analysis of the recognition results showed 
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used in 52% of these cases. Furthermore, again the Alternatives list was only available in 
about 50% of the errors. Subjects used the Alternatives list in 54% of the cases where it 
was actually available. Thus, the data in the bottom panel of Table 4-2 tell only part of the 
full story. The preference for the Keyboard option that appears from the raw data must be 
qualified, because it is inflated by the fact that its competitor (the Alternatives list) was 
often not available as a result of the operation of the ASR system. When subjects had the 
choice between Keyboard and Alternatives, they used Alternatives twice as often as Key-
board. There was no confounding effect of the order in which the interfaces were used. The 
preference for the Alternatives list -if available- was equally evident in both groups.  
In the LETTER condition, the Keyboard option turned out to be by far the most effec-
tive method to correct errors: 76.4% of the correction attempts for which the Keyboard was 
used were successful. The effectiveness of the Alternatives list in the LETTER condition 
was 36.2%. The Re-speak option is least effective (11.2%). In line with studies by Suhm et 
al. (2001) and Levow (1998), we found that the ASR performance in terms of recognition 
error rate dropped substantially from 71% for the first attempt to 29% for the correction 
attempts. The explanation for this observation is twofold. First of all, the set of values that 
need to be corrected is obviously very much biased towards the difficult station names, 
since these are the ones that were misrecognized in the first place. Furthermore, recognition 
of repetitions is harder, because people tend to hyper-articulate if they have to repeat the 
same value and cannot resort to changes in wording (which is virtually impossible in the 
case of station names) (Oviatt et al., 1996). This strongly suggests that there is a large pre-
mium to be had if multimodal form-filling interfaces can be designed in such a way that it 
is natural for the users to avoid the Re-speak method for correcting errors.  
In the LIST condition the two available error correction facilities, the Alternatives list 
and the Re-speak method, were equally effective (16.0% and 16.6%, respectively). We 
have not been able to find an explanation for the difference between the effectiveness of the 
Alternatives list in the LIST and LETTER conditions.  
The scene is now set for a discussion of the data in the top panel of Table 4-2. The 
average duration of a successfully completed interaction was 44.4 seconds for the LIST 
interface and 50.2 seconds for the LETTER interface. This difference is significant (t(23) = 
2.28, p < .05). The main explanation for the observed difference in efficiency is the fact 
that the average duration is based on the successfully completed dialogues only. The longer 
dialogues, those in which many recognition errors had to be corrected, more often ended 
successfully in the LETTER condition than in the LIST condition, which has caused a 
higher average number of turns in the LETTER condition than in the LIST condition (8.0 
versus 7.6 (t(23) = 1.61; n.s.)).  
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The higher mean overall recognition error rate in the LIST condition (43.5% vs. 
31.7% for the LETTER condition) is due to the higher number of Re-speak attempts in the 
LIST condition, where the Keyboard option was not available. Thus, repeated failures to 
correct errors by Re-speaking in the LIST condition appear to outnumber the larger number 
of initial ASR errors for station names in the LETTER condition. 
4.3.2 Interaction patterns 
Observing the behavior of subjects in the case of errors across several correction turns, we 
found that, despite the fact that there were large differences between the subjects, a number 
of interaction patterns can be defined that are shared by groups of subjects. These interac-
tion patterns are summarized in Table 4-3 (LIST condition) and Table 4-4 (LETTER condi-
tion) for the first two turns in the correction sub dialogues. 
Table 4-3 Observed error correction strategies in the LIST condition 






Speak Re-speak - 19 
Speak  Re-speak Re-speak 44 
Speak  Re-speak Alternatives list 15  (78 total) 
Speak Alternatives list - 5 
Speak Alternatives list Re-speak 13 
Speak Alternatives list Alternatives list 0    (18 total) 
Total number of error correction dialogues 96 
 
Both in the LETTER and in the LIST condition a large group of subjects had a preference 
for the Re-speak method in their first correction attempt. If their attempt to correct the error 
using the Re-speak method failed, in the LETTER condition subjects would switch from 
the speech mode to the Keyboard option. Re-speak and the Alternatives list were both used 
far less in the second correction attempt. Another group of subjects immediately switched 
to the Keyboard option for the first correction attempt; in this case, because of the high ef-
fectiveness of the Keyboard option, most errors would be solved right away. The Alterna-
tives list was used least often, for the reason explained above. It is interesting to note that, 
although Re-speaking was used more often than either Keyboard or Alternatives list in the 
LETTER condition, it still was used in less than half the cases where errors had to be cor-
rected. Thus, it appears that the tendency for subjects to stick to speaking for correcting 
errors in a form-filling application is not particularly strong if other options are available.  
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Table 4-4 Observed error correction strategies in the LETTER condition 






Speak Re-speak - 8 
Speak  Re-speak Keyboard 27 
Speak  Re-speak Alternatives list 9 
Speak  Re-speak Re-speak 8    (52 total) 
Speak Keyboard - 38 
Speak Keyboard Alternatives list 3 
Speak Keyboard Re-speak 0 
Speak Keyboard Keyboard 0    (41 total) 
Speak Alternatives list - 15 
Speak Alternatives list Keyboard 8 
Speak Alternatives list Re-speak 6 
Speak Alternatives list Alternatives list 0    (29 total) 
Total number of error correction dialogues 122 
 
In the LIST condition, the Re-speak method was most popular as well for the first 
correction attempt; the alternatives list was used far less. Obviously, as mentioned in the 
previous section, in 50% of the cases, subjects were compelled to re-speak the value be-
cause there was no alternatives list. Whereas in the LETTER condition most subjects 
would switch to the Keyboard option if re-speaking the value had not solved the error, in 
the LIST condition most subjects would stick to the Re-speak option in the second attempt. 
Obviously, the preference for Re-speaking is strongly conditioned on the availability of 
alternative ways to correct ASR errors.  
We found that even though there was only a limited amount of time to learn (subjects 
carried out only six tasks in each of the two conditions) subjects adjusted their interaction 
behavior over time. Whereas in the first tasks the user preferences for the three options 
were fairly equal, especially for the last two tasks we observed that these proportions 
shifted in favor of the Keyboard method in the LETTER condition. So, instead of staying 
in the speech mode, in the later dialogues subjects tended to switch to the most effective 
option immediately. Apparently, it does not take much time to learn how to correct errors 
in the most effective and efficient way. We observed the same behavior in a more extensive 
study of the effect that experience has on the way users interact with a multimodal interface 
(Sturm et al., 2002b). Although in that study we did not address error correction specifi-
cally, we found that users need some time to find out what the optimal way is to operate the 
system, and that their behavior evolves towards the most efficient way. 
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4.3.3 User satisfaction 
Almost all Likert-scale judgments were more positive for the LETTER interface than for 
the LIST interface. Table 4-5 shows the mean scores of the ten statements for which a Wil-
coxon Signed Ranks Test for related samples found significant differences between the 
LIST and the LETTER condition. The complete list of statements and associated scores can 
be found in the Appendix.  
Table 4-5 Mean Likert-scale scores  
(scales from 1 to 5; high scores denote agreement with the statement, low scores denote disagreement). 
Statement LIST LETTER 
Sig.  
(p < .05) 
I thought the service was efficient 2.9 3.7 z = -2.976 
I thought that it took too long to get the information 2.8 2.4 z = -2.586 
I felt in control while using the service 3.3 4.2 z = -3.331 
I felt frustrated when using the service 2.8 1.9 z = -2.825 
I found it useful that I could use speech as well as the touch 
screen 
3.3 4.0 z = -2.559 
I enjoyed using the service 3.4 4.1 z = -2.970 
I would be happy to use the service again 2.6 3.8 z = -3.581 
I would prefer to use the PC version of the travel information 
system 
4.4 3.6 z = -3.087 
I would prefer to speak to a human operator 3.4 2.3 z = -3.358 
I feel the service needs a lot of improvement 3.6 2.8 z = -2.584 
 
For each of these statements, the LETTER interface was judged more positively than the 
LIST interface. Subjects found the LETTER system to be more efficient, they felt more in 
control and they found this interface less frustrating. The combination of speech and pen 
input was also considered to be more useful in the LETTER system. In line with the objec-
tive performance data, almost all subjects indicated that correcting errors was easier with 
the LETTER interface than with the LIST interface. The LIST interface needed more im-
provements than the LETTER interface. Consequently, subjects liked the LETTER inter-
face better and would be happier to use it again than the LIST interface. Still, for both in-
terfaces subjects indicated that they would prefer to use the PC travel planner, although 
they would prefer a human operator only to the LIST interface.  
 
The higher user satisfaction for the LETTER interface is confirmed by the user preferences. 
Table 4-6 shows the results of the four preferences questions.  
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Table 4-6 User preferences 
Question LIST LETTER 
No 
preference 
1. Which system do you think was easiest to use? 0% 75% 25% 
2. With which system is correcting errors easier? 0% 96% 4% 
3. Which system do you think was most fun to use? 4% 67% 29% 
4. Which system would you prefer to use in the future? 4% 88% 8% 
 
As can be seen, most subjects preferred the LETTER interface on all four aspects, although 
a number of subjects thought there was no difference between the two conditions regarding 
the ease of use and the fun to use it. Almost all subjects considered correcting errors to be 
easiest using the LETTER interface. It is of some interest to note that the higher proportion 
of recognition errors for station names (cf. Table 4-2) in the LETTER interface had no im-
pact on the subjects’ preference. There are two possible explanations. Either subjects do 
not experience the difference between 42% and 34% percent error rate as ‘significant’, be-
cause both are annoyingly high; or the higher frustration due to errors in the LETTER in-
terface is completely compensated by the superior error correction facilities.  
4.3.4 Correlation between objective performance data and user satisfaction 
judgments 
We carried out a Stepwise Multiple Regression Analysis to investigate to what extent the 
objective performance data explain the user satisfaction judgments. The results of this 
analysis show that in both interfaces the proportion of successfully completed tasks and the 
number of turns spent in correcting errors are the most important predictors. Interestingly, 
the proportion of explained variance was consistently higher for the LIST interface. How-
ever, in no case could more than approximately 45% of the variance in the judgments be 
explained by the objective measures. The limited success of the regression analysis should 
not come as a surprise. In their analysis of a unimodal speech driven service Walker and 
Passonneau (2001) found similar cumulative predictive power for a range of objective 
measures. In multimodal interaction, where the number of different ways to reach the same 
goal is substantially larger, increasing the degree of idiosyncrasy in the objective measures, 
one would only expect that the power of objective measures to explain subjective judg-
ments should be weaker. 
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4.4 General discussion and guidelines for designing multimodal 
form-filling applications 
The goal of the research described in this article was to determine how subjects handle 
speech recognition errors in a multimodal form-filling interface, depending on the avail-
ability of alternative options, in a fully implemented service that all subjects routinely use 
via a desktop GUI application. Besides well-known error correction mechanisms, such as 
re-speaking and choosing from a list of alternatives, the interface offers a novel hybrid cor-
rection mechanism in which the user taps the first letter of the target word on a “soft-
keyboard”, after which the system re-processes the initial spoken input with a restricted 
language model and lexicon. The effectiveness and efficiency of different error correction 
mechanisms, the error correction strategies that were applied and the effects on user satis-
faction were studied in an evaluation in which the interface was tested in two conditions. In 
one condition (LIST), the interface only provides re-speaking and the alternatives list as 
error correction facilities. In the other condition (LETTER), the interface provides the soft-
keyboard technique as an additional error correction facility.  
The Keyboard option that was available in the LETTER condition proved to be by far 
the most effective way to correct errors: in 76% of all corrections using the Keyboard op-
tion the error was solved. In our implementation, however, if the station name that was 
spoken is recognized as a different station name starting with the same letter, the error 
could not be corrected by choosing the first letter and re-recognizing the utterance with a 
smaller lexicon. The effectiveness of the Keyboard option could be improved further if in 
this case the station name that was recognized in the first place would be removed from the 
lexicon. This can be done safely, since the user has already indicated the word to be wrong 
(Ainsworth & Pratt, 1992). In this context, it must be noted that the Keyboard option has 
been successfully applied in experiments with a multimodal Routefinder application in 
which the lexicon was about ten times bigger than the lexicon that was used in our experi-
ments (Niklfeld et al., 2002). To reap the full advantage of the restriction of the lexicon, 
one needs an ASR system that can dynamically adapt its lexicon and language model on 
the fly. In our test system dynamic adaptation of the lexicon was simulated by running 27 
ASR systems in parallel, one with the full lexicon, and 26 with reduced lexicons.  
The Alternatives list was much less effective than the Keyboard method: only 16% of 
the attempts to solve an error using the Alternatives list were successful in the LIST inter-
face versus 36% in the LETTER interface. Moreover, the Alternatives list was only avail-
able in about 50% of the erroneously recognized station names. Nevertheless, in those 
situations where it could be applied it was actually used in 54% (LETTER condition) or 
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75% (LIST condition) of the cases. In fact, in these situations the Alternatives list was used 
more often than the Keyboard option, which had a much higher effectiveness.  
Our results support the findings of Oviatt et al. (1996) and Levow (1998) that spoken 
repetition is not a very effective way of repair: only between 17% (LIST condition) and 
11% (LETTER condition) of the attempts to correct an error by repeating the value were 
successful. Although it is certainly true that the effectiveness of the Re-speak method for 
error correction was affected by the intrinsic difficulty of recognizing confusable station 
names, informal observations confirmed that there is probably also a substantial adverse 
effect of hyper-articulation. This is difficult to avoid, since people know that speaking 
more clearly helps to solve speech understanding problems in human-human communica-
tion. However, it is well known that hyper-articulation has a negative effect on ASR per-
formance. Therefore, it seems that interaction designers should strive towards multimodal 
interfaces that encourage other error correction methods than re-speaking.  
In accordance with what Suhm (2001), Karat (1999) and Halverson (1999) found, our 
results indicate that initially users tend to stay in the speech mode. Most subjects started 
with a preference for the Re-speak option and only switched to another modality after they 
had experienced that repetition was not likely to correct the error. However, we also found 
that as subjects gained experience, they quickly learned to choose the most effective option 
(Keyboard) immediately. This result shows that previous suggestions that users have a 
strong preference to stay in the speech mode, because switching to an alternative mode re-
quires an additional cognitive effort, must be qualified. From our results it seems more 
likely that users learn quite rapidly that re-speaking is not very effective, so that alternative 
error correction techniques become more attractive, provided that they are obvious and 
easy to use. Thus, the preference for error correction facilities seems to depend more on 
their effectiveness and efficiency, than on a tendency towards ‘cognitive laziness’. This 
only increases the importance of interface design that promotes the use of other error cor-
rection methods than re-speaking. Admittedly, our finding that subjects rapidly learn to 
avoid re-speaking if other options are available may have been caused in part by the fact 
that the service used to test error correction facilities did not make large demands on cogni-
tive processing: all subjects knew how to use the train timetable information service. In 
experiments where subjects have to learn the application at the same time as the interface, 
the need for focusing cognitive resources on the application, at the cost of selecting the 
most appropriate error correction facility, may be more compelling.  
If re-speaking for error correction cannot be avoided, or if users prefer this method 
for whatever reason, both the effectiveness and efficiency of error correction can be im-
proved substantially if the ASR system is able to dynamically generate lexicons and lan-
guage models, and if that capability is used to its fullest extent by the dialogue manager of 
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a multimodal service. If the lexicon can be adapted on the fly, it should be easy to avoid 
repeating the same recognition errors. The very large proportion of recognition errors that 
was corrected in the first attempt with the Keyboard option suggests that it is worthwhile 
considering a design in which users can indicate the first letter of the word before they 
speak a name in the first place. 
User satisfaction judgments were generally higher for the LETTER interface than for 
the LIST interface. In a way, the higher satisfaction scores for the LETTER interface were 
predictable, because this interface offered an additional error correction facility. However, 
both the objective measures and the evaluation scores confirm that the option to indicate 
the first character of a name is easy to learn and to use for the subjects and at the same time 
a very powerful means to improve recognition performance. It is interesting to note that 
even in the LETTER condition subjects say that they would rather use the PC Travel Plan-
ner than the multimodal service. This is probably due to the fact that our subjects had much 
more experience in using that service. However, it must also be acknowledged that a PC 
with a full keyboard (and a large screen) is inherently more suitable for form-filling infor-
mation services than a keyboardless PDA with a small screen. Therefore, prospective pro-
viders of mobile services designed for PDAs should not expect that users will readily aban-
don old-fashioned PC services in favor of PDAs.  
A final note must be made on the distinction between modes/modalities, their func-
tionality in a service, and the procedures that are available to users for combining modali-
ties and functionalities. Both interfaces tested in our experiment offer the same modalities, 
viz. a combination of speech and pen for input and text and graphics for output. Yet, the 
Keyboard option offers very powerful additional functionality for correcting errors. Thus, 
if speech, pen and graphics are available, finding clever combinations for exploiting these 
modalities in specific conditions of a dialogue in a form-filling service is much more prom-
ising than considering the addition of new modes. But at the same time it remains true that 
there is still much to learn about how speech, pen and graphics can and should be com-
bined, and how the decisions depend on specific characteristics of an application.  
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The user satisfaction questionnaire used in this study is based on the usability questionnaire 
developed by the Centre for Communication Interface Research (CCIR), Edinburgh Uni-
versity together with British Telecom (BT) (Love et al., 1994). We adjusted this question-
naire to our situation by leaving out a number of statements that were not applicable and by 
adding a statement concerning the multimodal aspect of the interfaces. Table 4-7 shows the 
mean Likert-scale judgments for each statement both for the LIST interface and for the 
LETTER interface.  
Table 4-7 User satisfaction questionnaire  
(On a scale from 1 to 5, high scores denote agreement with the statement, low scores denote disagreement) 
Statement LIST LETTER
I had to concentrate hard while using the service.  3.5 3.3 
When I was using the service, I always knew what I was expected to do. 4.5 4.4 
The service was easy to use. 4.1 4.3 
I would be happy to use the service again.  2.6 3.8 
I thought the service was efficient.  2.9 3.7 
I thought that it took too long to get the information. 2.8 2.4 
I found the service confusing to use.  2.0 1.8 
I felt frustrated when using the service. 2.8 1.9 
I thought the messages were easy to follow.  4.3 4.3 
I felt in control while using the service.  3.3 4.2 
I would prefer to use the PC version of the travel information system.  4.4 3.6 
The service was too fast for me. 1.2 1.2 
I felt under stress using the service.  2.1 2.0 
I thought that the service was too complicated. 1.4 1.5 
I enjoyed using the service.  3.4 4.1 
I felt that the service was reliable.  3.2 3.6 
I got flustered when using the service.  1.9 1.6 
I would prefer to speak to a human operator.  3.4 2.3 
I feel that the service needs a lot of improvement. 3.6 2.8 
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The goal of this study is to investigate whether the usability of multimodal access to infor-
mation services is superior to unimodal GUI or voice-only interaction for small mobile de-
vices. We carried out an experiment in which a multimodal form-filling interface was com-
pared with its two unimodal counterparts: a graphical user interface implemented on a key-
boardless device and a voice-driven interface. The usability of the three systems was com-
pared in terms of effectiveness, efficiency and user satisfaction.  
It was found that the three systems are equally effective in terms of task completion rate. 
However, there are substantial differences in efficiency and satisfaction. Although the 
voice-driven dialogues require the smallest number of user actions, they are significantly 
longer than the multimodal and GUI interactions in terms of time to task completion. Al-
though time-to-task completion of the multimodal system was lower than for the GUI, us-
ers experienced the GUI as faster. This is probably due to the fact that users had to wait for 
the response of the speech recognition system after each spoken input. Apparently, time 
spent waiting is experienced as longer than time spent entering information by scrolling 
through lists or typing on a soft key-board. User satisfaction turned out to be lowest for the 
voice-driven system, whereas the multimodal and the GUI system were equally appreci-
ated. We argue that the usability of the multimodal system may be further improved by 
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5.1 Introduction 
Now that PDAs and smart phones are gaining popularity thanks to the emerging 2.5G and 
3G networks, information providers are compelled to make their services accessible via 
these devices. Legacy versions of those services come from two different backgrounds: 
desktop applications with GUI interfaces and IVR systems with Voice-driven User Inter-
faces (VUI). Much effort has been spent in optimizing the quality of both types of inter-
faces. GUIs allow for parallel presentation of data to the user, which enables fast access to 
information with point-and-click input. However, this advantage diminishes for GUIs on a 
small screen. Furthermore, in desktop applications, the mouse is an extremely rapid and 
accurate selection device (Cohen et al., 2000) and keyboard input can be interpreted with-
out system-borne misinterpretations (Rössler et al., 2001). On small devices, however, in-
teraction becomes cumbersome. Manual scrolling on a PDA through a list as short as 50 
entries is already felt to be challenging (Scansoft, 2002). Interface developers have put a lot 
of effort in optimizing the interaction facilities for graphical user interfaces for small dis-
plays and limited input possibilities (Ren & Moriya, 2000; Scansoft, 2002). However, since 
these smart interaction facilities (such as predictive typing) tend to be limited to certain 
types of information (Niklfeld et al., 2002), interaction times with GUIs on a mobile device 
are often very high (Jones et al., 2002).  
The putative advantages of VUIs are also well known. For long lists voice selection 
has been shown to outperform mouse selection in terms of efficiency, provided that the 
user knows what is in the invisible list (Boves & Den Os, 1999; Harris & Biermann, 2002; 
Scansoft, 2002). Niklfeld et al. (2002) found that voice dialogues were about half as long as 
GUI input for short street names. Hugunin and Zue (1997) also showed that speech can be 
faster than a full-fledged keyboard and mouse in some desktop applications. Speech input 
allows one to provide several pieces of information in one turn. Furthermore, speech can be 
used in hands/eyes-busy situations and requires less physical resources in the terminal de-
vice. However, speech also comes with drawbacks. Few people have experience in speak-
ing to a device, whereas GUIs are nowadays used routinely (Rosenfeld et al., 2001). Fur-
thermore, speech is not necessarily more effective than graphical interaction since it brings 
along the risk of recognition errors. Rudnicky (1993) compared speech with the use of a 
scrollbar and found that error correction eliminated the efficiency advantage of speech. 
Moreover, because of the risk of errors, time-consuming verification of recognition results 
is indispensable, whereas visual verification is done at a glance (Boves & Den Os, 1999; 
Sturm et al., 1999). Finally, speech is not the best means to communicate detailed factual 
information, such as a travel advice (Sturm et al., 1999).  
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Multimodal interaction holds the promise to overcome the usability problems of mo-
bile services. Some of the frequently cited advantages of multimodal interaction are mainly 
cognitive in nature, while others are more technical. For instance, being able to choose the 
most suitable modality for a task reduces cognitive load (Cohen et al., 2000). Graphical 
representations also reduce the memory load and help users to maintain a correct mental 
image of the status of the interaction. At the technical side, multimodal tap-and-talk inter-
action (Huang et al., 2001) may facilitate automatic speech recognition by eliciting a single 
value per user utterance from a known subset of the grammar. Although this eliminates the 
advantage of combining multiple information items in one turn, the expected number of 
turns may still decrease, because there is less need for error correction. Complementary 
modalities appear to be particularly beneficial for correcting speech recognition errors 
(Oviatt, 2000; Sturm & Boves, 2005; Suhm et al., 2001). Several studies have shown the 
advantages of multimodal interfaces in terms of task completion times and number of er-
rors (Huang et al., 2001; Oviatt & Olsen, 1994; Oviatt, 1996; Qvarfordt & Jönson, 1998).  
Most of the studies mentioned above addressed map-based services simulated on full-
size terminals. For emerging multimodal information services, however, form-filling inter-
faces to information services are more interesting. Moreover, most previous studies made a 
two-way comparison, of a GUI or a VUI versus a multimodal interface. We are not aware 
of any studies that made a direct comparison between GUI, VUI and multimodal interac-
tion for the same service. Therefore, the main goal of the current study is to investigate 
whether providing multiple modalities enhances the usability of a form-filling application, 
compared to unimodal GUI or VUI interaction on small mobile devices.  
We carried out an experiment in which a multimodal interface (MM) to a train time-
table information service was compared with its unimodal counterparts: a GUI imple-
mented on a small keyboardless device and a VUI. The GUI and VUI accessed the same 
web service as the MM system. In our experiment we compared the effectiveness, effi-
ciency and user satisfaction with the three interfaces in a mixed between and within sub-
jects ANOVA design. By analyzing the relation between the objective and subjective us-
ability measures, we will investigate whether differences in user satisfaction can be ex-
plained by specific aspects of behavior of the systems.  
In section 5.2 we will give a detailed description of the three interfaces used in this 
study. Section 5.3 provides information about the set-up of the user test and the objective 
and subjective measures that were used. In section 5.4 we present and discuss the results of 
the experiment in terms of objective measurements (effectiveness, efficiency, etc.) and sub-
jective measurements (satisfaction scores and preferences). In section 5.5 we conclude with 
a general discussion and we summarize the most important conclusions and recommenda-
tions in section 5.6. 
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5.2 Systems 
Three systems were used in this study. All provide access to the same timetable informa-
tion service for railway connections in the Netherlands. The service requires five pieces of 
input information: departure and arrival stations, the date, the time, and a switch indicating 
whether this is the departure or arrival time.  
5.2.1 Graphical User Interface (GUI system) 
The GUI system is copied from a desktop service offered by the Dutch Railways (Trein-
planner 1.0). For this experiment it was implemented on a touch screen using an on-screen 
soft-keyboard. The original application has several built-in functionalities to reduce the 
number of keystrokes. Figure 5-1 shows a screenshot of the GUI fill-in form, which easily 
fits on a PDA screen. 
Figure 5-1. Partial screenshot of GUI (translated from Dutch) 
Data for a trip from Amersfoort to Gouda, arrival today at 7 pm. 
 
The two station names can either be typed using a soft keyboard (not shown in Figure 5-1) 
or selected from an alphabetical scroll list that appears automatically when the field is se-
lected. The amount of typing and scrolling is limited, because the list automatically adapts 
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to the typing, so that the name can be selected as soon as it appears in the window. If the 
date is today or tomorrow, it can be selected with the radio buttons; today is selected by 
default. Dates other than today or tomorrow can be indicated in two ways. The user can 
type other values for the day, month and year in fields that appear if the radio button Other 
day is selected. The values in those fields default to the day after tomorrow. Alternatively, 
the user can use a calendar that also appears when Other day is tapped. The depar-
ture/arrival time switch must be selected by means of a radio button, and to fill in the time 
users must change the default time by typing new values for hour and minutes. Finally, 
pressing the Search button forces the system to query the database.  
The travel advice shows the departure and arrival time, the transfer stations and times and 
the relevant platforms (see Figure 5-2). The GUI system allows for navigation through al-
ternative connections and it provides access to detailed information about the stations, but 
these options were not used in this study.  
Figure 5-2  Partial display of the travel advice in the GUI system (translated from Dutch) 
5.2.2 Multimodal interface (MM system) 
The MM system has been developed in the MATIS and SMADA projects (Sturm et al., 2001; 
Sturm et al., 2004) as a combination of a GUI and speech input using the Tap-and-Talk 
paradigm (Huang et al., 2001). On a conceptual level the MM system and the GUI system 
are identical. However, in the MM system station names cannot be entered via a soft-
keyboard. The soft-keyboard button next to the microphone button only becomes active 
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after a station name has been spoken. In case of recognition errors, it can be used to select 
only the first letter of the name (Sturm & Boves, 2005). Figure 5-3 shows the graphical 
display of the MM system. 
 
Figure 5-3. Screen shot of MM interface (translated from Dutch)  
Data for a trip from Amersfoort to Gouda, arrival today at 7 p.m. 
Pressing a microphone button activates the speech recognizer. The first-best output is 
shown in the corresponding field. In case of recognition errors users can correct the item by 
pressing the microphone button and re-speaking the value. For the station names there are 
two alternative ways to correct errors. Users can select the correct value from a drop-down 
list containing recognition alternatives, or they can select the first letter of the target word 
from the soft-keyboard. This activates the speech recognizer that will recognize the previ-
ous utterance once again, with a lexicon restricted to the words starting with the letter indi-
cated (Sturm & Boves, 2005). If the date is today or tomorrow, it can be selected by a radio 
button. Other dates must be spoken; the MM interface does not offer a calendar. The de-
parture/arrival switch can be selected with the radio buttons, or spoken in combination 
with the time, which can only be filled in using speech.  
After pressing the Search button, a summary of the travel advice is displayed on 
screen, consisting of the departure and arrival stations and times, and the transfer stations 
and times (see Figure 5-4). The MM system does not support navigation through alterna-





Figure 5-4. Screenshot of the travel advice as shown in the MM system (translated from Dutch) 
5.2.3 Speech-only user interface (VUI system) 
The VUI system is a mixed-initiative spoken dialogue system. When activated, the system 
starts a dialogue, asking directive questions to collect the necessary information. Most sys-
tem questions prompt users for a single information item. However, both the departure and 
destination station and the time and departure/arrival switch are treated as one item. The 
user utterance is sent to the speech recognition and natural language processing (NLP) 
modules5, after which each value that could be extracted from the user utterance is verified 
explicitly. Information items are always verified in separate questions. Since the two sta-
tion names and the time and departure/arrival switch are considered one information item, 
these are verified in a single verification question. Since the VUI system is mixed-
initiative, all relevant information can be provided in a single utterance. As soon as all nec-
essary information has been collected and verified, the system sends a query to the infor-
mation database. The travel advice is given in spoken form, consisting of departure and 
arrival stations and times and transfer stations. Navigation through alternative connections 
and detailed information such as platform numbers are not supported in the VUI system. 
Figure 5-5 shows an example of a dialogue with the VUI system.  
                                                          
5 The VUI system and the MM system use the same speech recognizer.  
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Figure 5-5 Example dialogue with the VUI system (translated from Dutch) 
5.2.4 Possible user actions 
A summary of all possible types of user actions in the three systems is given in Table 5-1. 
Table 5-1 Types of user actions 
GUI MM VUI 
1. Select a field 
2. Type a value6 
3. Select a value from the scroll list 
4. Invoke the calendar and select a 
date (2 actions) 
5. Select a radio button 
6. Press Search button 
1. Press microphone button and 
speak a value (2 actions) 
2. Invoke the alternatives list 
and select a name (2 actions) 
3. Invoke the keyboard and se-
lect a letter (2 actions) 
4. Select a radio button 
5. Press Search button 
1. Speak one or more values 
2. Verify a value 
                                                          
6 Typing in a field is considered to be one action, irrespective of the number of keystrokes. About 80% of the 
station names are automatically highlighted in the scroll-list within 4 keystrokes. The other 20% are selectable 
without scrolling at this point.  
 
S1:  From where to where do you want to travel? 
U1:  from Amersfoort to Gouda 
 
S2:  From Amersfoort to Gouda? 
U2:  yes 
 
S3:  When do you want to travel? 
U3:  May 27 
 
S4:  On Wednesday May 27? 
U4:  yes 
 
S5:  At what time do you want to travel? 
U5:  I want to arrive at 7 o’clock 
 
S6:  Arrival at 7 o’clock in the morning? 
U6:  no at 7 in the evening 
 
S7:  Arrival at 7 o’clock in the evening? 
U7:  yes 
 
S8:  I found the following connection for you. 
Departure from Amersfoort at six twelve p.m. 
Arrival in Gouda at six fifty-four p.m. 
Change trains at Utrecht. 
Goodbye! 
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5.3 Experimental set-up  
5.3.1 Subjects 
12 females and 9 males (aged between 19 and 49, all native speakers of Dutch) took part in 
the experiment. Data from two males and one female were discarded because of technical 
problems during the test, due to which they were unable to complete all tasks. Most sub-
jects use the travel planner of the Dutch Railways on the Internet to get timetable informa-
tion between once a week and once a year. 10 subjects (56%) had used a spoken dialogue 
system before (these include simple IVR systems); six had actually used the spoken dia-
logue system of the Dutch Railways.   
5.3.2 Experimental design  
The three systems were evaluated by means of a repeated measures factorial design with 
two within-subjects factors and one between-subjects factor. Each subject carried out five 
tasks with each of the three systems; therefore, System (three levels) and Task type (five 
complexity levels) are within-subjects factors. Each subject was randomly assigned to one 
of three groups that each tested the systems in a different order; therefore, Group is a be-
tween-subjects factor. 
5.3.3 Tasks 
To avoid learning effects, three similar series of five tasks types were created, randomized 
over the three systems.  
Table 5-2 Overview of the five task types 
Task From To Date Time Depart/arrive 
1 Normal Normal Monday 19:00 Arrive 
2 Normal Confusable Tomorrow 11:00 Depart 
3 Normal Long 27 May 23:15 Arrive 
4 Confusable Normal Today 22:30 Arrive 
5 Long Normal Sunday 8:00 Depart 
 
In each series, two tasks contained acoustically confusable station names with similar lan-
guage model probabilities (such as Rhenen and Rheden). These are likely to cause speech 
recognition errors in the VUI and MM systems. Two tasks contained long station names 
(such as Leeuwarden Camminghaburen). These were selected to measure the effect of the 
length of a name in the GUI system. Dates were provided in different formats (i.e. today or 
tomorrow, only the weekday, or the exact date). Weekdays were adapted to the context of 
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the experiment, to avoid equivalence between ‘weekday’ and today or tomorrow. See Table 
5-2 for an overview of the tasks. 
5.3.4 Data capture and evaluation measures 
All interactions with the MM and VUI systems were logged. All spoken utterances were 
manually transcribed, to establish recognition error rate. Errors in words that are irrelevant 
for the task (such as “I would like to”) are ignored. In addition, all screen interactions with 
the MM and GUI systems were recorded.  
The effectiveness of the interfaces was measured as task completion rate, i.e. the 
number of tasks in which the user got the travel advice (s)he asked for. The efficiency of 
the systems was measured as time to task completion, i.e. the duration of the interaction 
from the first user action to the moment the system starts querying the database (i.e. when 
the Search button is pressed (GUI and MM) or when all information has been collected and 
verified (VUI)). In addition to time to task completion, the number of user actions in each 
interaction was counted as a measure of efficiency (see Table 5-1). User satisfaction was 
measured with questionnaires that the users were asked to fill out after each series of tasks 
with one of the systems. The questionnaire was originally designed by the Centre for 
Communication Interface Research (CCIR) (Love et al., 1994). Since it was designed for 
VUI systems, several questions were removed or adapted to make the questionnaire suit-
able for the three systems used in our study. Our questionnaire consisted of 18 5-point 
Likert-scales (see Appendix). The same questionnaire was used for each of the three sys-
tems. Finally, we measured user preferences by asking the subjects to indicate which sys-
tem they preferred on eight aspects. 
5.4 Results and discussion 
5.4.1 Speech recognition performance 
In total, 373 spoken utterances were recorded for the MM system and 738 utterances for 
the VUI system. About half of the 738 VUI utterances were yes/no responses to verifica-
tion questions. In the MM system 53 utterances (13%) contained one or more speech rec-
ognition errors; 32 (60%) of these concerned station names. In the VUI system 63 utter-
ances (5%) were recognized incorrectly, 45 (71%) of which concerned station names. Tak-
ing into account that the yes/no answers were generally recognized correctly (98%), the 
error rate for information items in the MM and VUI systems was about equal (14% and 
17%, respectively). Although the most confusable station names were in tasks 2 and 4, 
most recognition errors occurred in tasks 2 and 5 for VUI and in tasks 4 and 5 for the MM 
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system. A closer look at the data showed that, unexpectedly, one of the station names used 
for task 5 (Utrecht Lunetten) was responsible for more than 50% of the recognition errors 
in both systems.  
These results do not support the claim that speech recognition performance in multi-
modal systems is better than in voice-driven systems because the former elicit simpler and 
shorter utterances. In our systems the average number of words per utterance did differ 
somewhat between MM and VUI, if only because the VUI prompted for the two station 
names in one utterance. Expressions to indicate dates and times, however, were comparable 
between the two systems. Thus, it appears that the performance advantage of ASR systems 
in MM interfaces only holds if the corresponding VUI interfaces elicit quite long and com-
plicated responses.  
5.4.2 Effectiveness  
Effectiveness is measured as the number of tasks in which the subject got the requested 
information. In total, 90 (18 * 5) tasks were performed with each of the systems. In the 
GUI condition four tasks were not completed successfully, due to typing or selection errors 
that were not noticed by the subjects. In the MM condition, two tasks were not successful. 
Here, one of the subjects did not notice that a wrong value was entered in one of the fields 
and another subject was not able to provide the system with the correct date and aborted the 
interaction. In the VUI condition, five tasks failed. One subject got the wrong travel advice 
because he did not notice wrong information being verified. Four failures were due to per-
sistent recognition errors. These failures occurred in tasks 1, 2, 3, and 5 and concerned sta-
tion names (three times), the departure/arrival switch (once) and the time (once).  
A three-factor ANOVA with System and Task as within-subject factors and Group as 
between-subjects factor showed that the three systems were equally effective (F(2,15) = 
1.31, n.s.).It is remarkable that the VUI system is as effective as the GUI system, which is 
inherently robust against recognition errors. All errors in the GUI system were committed 
by the users themselves; perhaps users are attentive to errors of an automatic speech recog-
nition system, but fail to notice errors that they make themselves.   
5.4.3 Efficiency 
Number of user actions 
The theoretical minimum number of user actions (speech utterances and taps on the screen) 
differs for the three systems. One difference between the VUI system on one hand and the 
MM and GUI systems on the other is that the VUI system selects the field to be filled in its 
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prompts; in GUI and MM the field must be indicated by the user. However, this advantage 
is diminished by the explicit verification questions in the VUI system. An additional advan-
tage of the VUI system is that it enables the user (although without explicitly telling so) to 
fill in more than one field with one action; in fact, all information can be provided in one 
utterance (although the information items will be verified separately). However, this option 
was hardly ever used. Finally, in the VUI system there is no equivalent of the Search button 
to initiate a database query; the query is issued automatically as soon as all information has 
been verified. Thus, the theoretical minimum number of user actions in the VUI system is 
only 4, whereas in the MM system it is 10. In the GUI system, the theoretical minimum is 5 
actions, provided that a connection is required for today with an arrival time as the default 
value, which was not the case in any of the tasks. The actual theoretical minimum therefore 
differs for the five tasks, but is at least 5 in the GUI system. The average number of actions 
per task that was actually observed is shown in Figure 5-6.  
Figure 5-6. Number of user actions per task  
It can be seen from Figure 5-6 that the VUI system takes fewer user actions than the GUI 
and MM systems, which is in line with what we expected on the basis of the theoretical 
minimum number of actions. Figure 5-6 also shows that for most tasks the MM system 
requires fewer user actions than the GUI system. The actual number of user actions for the 
GUI system is considerably higher than the theoretical minimum number (5). The explana-
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need to be changed, which is not the case in any of the tasks. For each system we observed 
large differences between the number of actions required for each of the five tasks.  
A three-factor ANOVA in which the missing values (i.e. the interactions that failed) 
were replaced by the mean for that specific condition showed main effects of System 
(F(2,15) = 85.97, p < .01) and Task (F(4,15) = 9.40, p < .01). Post-hoc comparisons (Tukey 
HSD) confirmed that both MM and the GUI required significantly more user actions than 
the VUI. The difference between MM and GUI was not significant. We also found an in-
teraction effect for System*Task (F(8,15) = 3.75, p < .01). For MM and GUI tasks 2 and 4 
took significantly fewer user actions than in the other tasks. This is explained by the fact 
that these were the only tasks in which the date was today or tomorrow, which can be indi-
cated using a radio button in the MM and GUI systems. In the VUI system, today and to-
morrow do not affect the number of actions; this is in line with the difference in duration 
(see section 4.3.2). For the VUI system, the number of user actions was relatively high for 
tasks 2 and 5, which is due to the large number of speech recognition errors in these tasks.  
Time to task completion 
Time to task completion was measured as the duration of the interaction in seconds from 
the start of the first user action to the moment the database query was issued.  
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Figure 5-7 shows that the duration and the number of user turns are related: the shape of 
the three lines resembles the corresponding lines in Figure 5-6. However, the relation be-
tween the three systems differs considerably from what is shown in Figure 5-6.  
A three-factor ANOVA showed that there were main effects of System (F(2,15) = 
7.39, p < .01) and of Task (F(4,15) = 8.30, p < .01). Post-hoc comparisons (Tukey HSD) 
showed that MM interactions were significantly shorter than VUI dialogues, but that GUI 
did not differ significantly from MM and VUI. Clearly, the lower number of actions in the 
VUI dialogues did not result in a shorter duration, because speech prompts take more time 
than displaying information on the screen. The Tukey test also showed that tasks 2 and 4 
were completed significantly faster than tasks 1, 3 and 5 (p’s < .05). The fact that these 
tasks concerned “today” or “tomorrow” explains that they could be completed faster in the 
GUI and MM system, since in this case radio buttons could be used. The VUI interactions 
were longest for tasks 2 and 5; again this is due to the large number of speech recognition 
errors.  
There also was an interaction effect of System*Task (F(8,15) = 4.00, p < .01). The 
largest differences in duration between MM and GUI (although not significant on a .05 
level (Paired Samples T-test)) were observed in the first and fifth task. As these are the 
tasks with a weekday rather than a date, this may indicate that providing the date on the 
basis of the weekday takes more time in the GUI system than in the MM system. This 
seems plausible, as the MM system allows the user to speak the weekday, whereas in the 
GUI system the user must invoke a calendar to select the right weekday if (s)he does not 
know the exact date. The VUI dialogues are the longest on average. The largest difference 
between VUI and the other two systems was observed in the second and the fourth task. In 
tasks 2 and 4 the date is either today or tomorrow, for which radio buttons can be used in 
the GUI and MM systems, whereas for the VUI system these value must be spoken. 
There was no effect of the length of the station names on the duration of the GUI in-
teractions, which can be explained by the fact that longer station names do not require more 
tapping actions, because the scroll-list is automatically adapted to the letters that were 
typed by the user. Each station name is in the visible scroll list within four keystrokes. 
5.4.4 User satisfaction 
To measure user satisfaction, subjects filled out a questionnaire containing 18 Likert-scale 
statements after completing each series of tasks with one of the systems. The complete list 
of statements and the average Likert-scores for the three systems can be found in the Ap-
pendix. In general, for the MM and GUI systems user satisfaction was rather high, whereas 
the VUI scores were generally less positive. 
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Although our data may not fit very well in a Factor Model, we nevertheless decided 
to carry out a Factor Analysis to reduce the 18 Likert-scale scores for the three systems to 
scores on a smaller number of underlying dimensions. We believe that it is more useful to 
present the satisfaction data based on groups of statements that are strongly correlated than 
on the individual scales, even if our data are not in accordance with all assumptions of the 
Factor Model. The 18 user satisfaction scales were reduced to four underlying usability 
factors that together explain 66% of the observed variance in the satisfaction scores. The 
factors show a great deal of overlap with those obtained in other studies (Larsen, 2003; 
Love et al., 1994). Table 5-3 shows the four factors and the associated questionnaire state-
ments, the percentage of the observed variance that is explained by each factor, and the 
average factor scores for the three systems.  
Table 5-3 Factors, % of variability explained, and average factor scores for each of the three systems  
Factors and associated statements % var GUI MM VUI 
1. Quality of the interface and efficiency: 
Enjoyment, need of improvement, use again, frustration, effi-
ciency, too long 
40.5 .19 .18 -.37 
2. Control and ease of use: 
Knew what to do, confusing, too fast, too complicated, reliable, in 
control, easy to use 
10.4 .52 .39 -.91 
3. Cognitive effort: 
Messages clear, concentration, preference for human operator 8.5 .48 .00 -.48 
4. Stress experienced by the user: 
Under stress, flustered 6.9 -.14 .29 .15 
 
A two-factor ANOVA with System (within-subjects) and Group (between-subjects) 
as main factors was carried out for each of the four usability factors. A main effect of Sys-
tem was found for factor 2 (F(2,15) = 20.5, p < .05) and factor 3 (F(2,15) = 5.36, p < .05). 
Post-hoc analyses (Tukey HSD) revealed that for factor 2 (Control and ease of use) the 
VUI system differed significantly from the GUI and MM system. Apparently, the ease of 
use and the perceived feeling of having control over what happens are substantially lower 
for VUI than for the GUI or MM systems. For factor 3 (Cognitive effort), the VUI and GUI 
systems differed significantly. The cognitive effort associated with the interaction was 
higher for VUI than for GUI. On this aspect, the MM system did not differ from either of 
the two other systems.  
An interaction effect of System*Group was found for factor 4 (Stress experienced by 
the user) (F(8,15) = 5.57, p < .05). Apparently, the order in which the systems were tested 
affected the level of stress that subjects experienced and the extent to which they got flus-
tered during the interaction. GUI scores for this factor appeared to be most positive when 
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only the VUI system had been tested before. If the GUI was the first system to test, or if the 
MM system had been tested first, the stress experienced when using the GUI was higher. 
Apparently, the scores depend on the reference of the users in the experiment: a familiar 
application or one of the other two systems. 
It is interesting to relate the four factors that emerged from our analysis to the three 
factors that Cameron (2000) found as the most important dimensions of user satisfaction. 
Our first factor (Quality and effectiveness) corresponds to a large degree to “user’s own 
time”. Our second factor (Control and ease of use) corresponds to Cameron’s “ability to 
control the pace of the interaction”. However, the questionnaire that was used in this study 
did not yield Cameron’s third factor: “trust in the system’s competence”. It therefore seems 
worthwhile to develop an extended questionnaire that comprises scales that address Cam-
eron’s factors more directly. In more general terms, there is a need for a validated and 
widely accepted Likert-scale instrument that covers all aspects of perceived usability of a 
multimodal service. Such an instrument would make it much easier to compare and relate 
results of different experiments with a range of services. Ideally, such an instrument should 
also contain scales that catch ‘general appreciation’. If subjects find no scales that allow 
them to express their overall satisfaction with the service, they will use more ‘technical’ 
scales to express their experience (Boves, 1984). For the same reason, it would be good to 
have several scales that catch ‘utility’, to avoid that subjects’ feelings about that factor af-
fect their ratings on other scales. 
5.4.5 Correlation and regression analysis  
For each of the systems a correlation and regression analysis was carried out to determine 
how the objective measurements can explain the variance in the satisfaction scores. To this 
end, the objective performance data were pooled over the five tasks for each system. Four 
objective measures were used as predictors:  
• success rate; 
• speech recognition performance (only for MM and VUI); 
• duration; 
• number of user actions. 
For the MM and VUI systems a strong correlation was found between the number of ac-
tions, the duration of the interaction and the recognition performance. For GUI there was 
no correlation between the success rate and the number of actions or duration, which may 
be explained by the fact that the subjects did not notice that errors were being made, and 
thus did not spend any time in correcting the error. The correlation between the number of 
user actions and the duration of the interaction is very high (r = .928) in the VUI system. In 
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the MM and GUI conditions this correlation was lower (r = .678 and r = .311, respec-
tively); in these systems the pace of the interaction is not determined by the system, but by 
the user himself who may spend as much time as needed to study the scenario and the in-
terface. The weak correlation for the GUI is due to two additional factors that influence 
duration independently of the number of actions. Firstly, typing in the GUI condition is 
counted as one action, irrespective of the number of keystrokes. As mentioned earlier, the 
right station name appeared in the visible scroll-list within four keystrokes. Secondly, sev-
eral subjects had problems tapping the small buttons in the GUI interface, which may have 
increased the duration per user action.  
In line with what is done in the PARADISE evaluation framework (Walker et al., 
1997b), a regression analysis was performed using the scores on the four satisfaction fac-
tors as dependent variables. This analysis showed that for most of the factors only a small 
part of the variance could be explained by the objective measures (around 30%). For GUI, 
duration and the number of actions turned out to be the most important predictors, whereas 
for MM and VUI the success rate appeared to be most important. We found that part of the 
observed variance (between 20% and 50%) could also be explained by the subjects’ charac-
teristics (such as age and previous experience with computers). We found that both for the 
VUI and the MM systems, the subjects’ previous experience with spoken dialogue systems 
affected the satisfaction scores. Moreover, for the MM system, the scores appeared to be 
dependent on how often the subject travels by train. For the GUI system, the relation with 
the user characteristics was less clear. 
5.4.6 Preferences 
At the end of the evaluation, users were asked to indicate their preference for one of the 
three systems concerning eight aspects; these are listed in Table 5-4. Figure 5-8 is a graphi-
cal representation of the results.  
Table 5-4 Preference questions 
Q1 Which system do you think was easiest to use? 
Q2 Which system do you think was fastest? 
Q3 With which system is correcting errors easiest? 
Q4 Which system do you think was most useful for filling in the station names? 
Q5 Which system do you think was most useful for filling in the date? 
Q6 Which system do you think was most useful for filling in the time? 
Q7 Which system do you think was most fun to use? 
Q8 Which system would you prefer to use in the future? 
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Figure 5-8. User preferences 
Figure 5-8 shows that the VUI system is least popular. MM is appreciated best on the tech-
nical aspects and is considered most fun. In line with the user satisfaction results, about 
55% of the subjects considered the GUI system to be fastest, although objectively the MM 
interactions were faster. This discrepancy is most likely caused by the fact that the speech 
recognizer in the MM system is rather slow; consequently, in the MM system subjects have 
to wait for the result to appear on the screen. Therefore, although interactions with the GUI 
system may take longer, this is not perceived as such, because the subject is busy himself. 
Most “no preference” answers were given for Q6, which may be explained by the fact that 
the MM and GUI systems do not provide efficient means to fill in the time, which they do 
for e.g. the date. In the GUI system two fields must be filled in using the soft-keyboard and 
for MM and VUI the time must be provided using speech. Finally, most subjects would 
prefer to use the GUI system in the future. It must be noted that some subjects said that 
they based their preference on factors beyond the scope of this study, such as the function-
ality of the system (e.g. only the GUI system allows for navigation through several travel 
advices) and the fact that using speech is not always socially acceptable in public spaces.  
A Chi-square Goodness-of-Fit test, in which the “no preference” answers were 
treated as missing values, showed that for all aspects except Q3, Q5 and Q6 the observed 
distribution of preferences differs significantly from the null hypothesis that the three sys-
tems are equal. Since Figure 5-8 shows that the VUI system is least preferred on all as-
pects, a Wilcoxon Signed Ranks test was carried out to investigate if the observed differ-
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case, which leads us to the conclusion that the VUI system differs significantly from the 
MM and GUI systems, but the differences between the GUI system and the MM system are 
trends only7.  
5.5 General discussion 
The first goal of this study was to establish whether a multimodal interface enhances the 
usability of form-filling applications on small mobile terminals, compared to interaction 
with a GUI or VUI. Our results show that the answer to that question is equivocal.  
First of all, it must be noted that the three systems did not differ in terms of effective-
ness: the task completion rate was essentially identical for the three systems. Thus, it can-
not be maintained that a MM system always beats its unimodal counterparts on effective-
ness. The most important qualification of this finding is that we report the results of a labo-
ratory experiment in which subjects did not receive substantial incentives for correctly 
completing their tasks. As a result subjects may have been less attentive to errors; espe-
cially those that were made by themselves in the GUI system.  
The three systems did differ in terms of efficiency. The task completion time in the 
MM system was much shorter than in the VUI system, despite the fact that the number of 
turns in the VUI system was lowest of all. The longer time to task completion in the VUI 
system is completely due to the time taken up by the inevitable audio prompts, although 
these prompts were carefully designed to be as short as possible, while still being useful for 
first-time users of the system. The GUI system ended up in between the MM and VUI sys-
tems and did not differ significantly from either, as far as time to task completion is con-
cerned. This is mainly due to the fact that the GUI system does not provide shortcuts for 
entering weekdays, contrary to the two other systems, where subjects can simply say the 
name of the day. This can be considered as a clear example of a situation where the ability 
to select a value that is not visible on the screen by speaking gives the MM (and the VUI) 
system an advantage.  
The fact that the MM system is faster than the two competing systems is not reflected 
in a higher score for user satisfaction. The subjects liked the GUI system equally well. But 
they liked the GUI and MM systems much better than the VUI system. In a way, this is not 
surprising, given the fact that our subjects had to use a form-filling application. Obviously, 
such an application is easier to use if the form is visible. It is less obvious why our subjects 
                                                          
7 One could argue that subjects should have been asked to rank-order the systems rather than indicate their number 
one preference. However, the amount of information that is lost because we cannot deduce which of the two other 
systems is considered worst by the subjects is limited: the subjective as well as the objective scores lead to the 
conclusion that the majority of the subjects would have rated the VUI system lowest. 
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liked the GUI system equally well as its MM counterpart. For the time being, we can for-
ward two partial explanations. From the debriefing interviews with the subjects it appeared 
that they did take ‘utility’ into account in their judgments. As a consequence of our choice 
to use an existing graphical interface, the GUI system returned more detailed information 
than the other two systems. In addition, it allowed subjects to navigate between alternative 
travel options. The MM and VUI system did not provide these options. Despite the fact that 
these options were not needed in the experiment, subjects did notice their usefulness. The 
second possible explanation is that subjects’ judgments reflect their greater familiarity with 
GUI interaction, compared to MM and VUI.  
There were hardly any differences between the satisfaction scores of the subjects due 
to the order in which they tested the three systems. The only exception is that the GUI sys-
tem was rated more positively when it was used after the VUI. This suggests that our sub-
jects appreciated the GUI system especially when they compared it to the VUI system that 
they had used a couple of minutes ago. This suggests that people are not fond of interaction 
with a keyboardless GUI, unless they have recent experience with an alternative that is 
clearly even less attractive.   
 
The second question that we wanted to answer is whether differences in user satisfaction 
for the three systems can be explained by specific aspects of the behavior of the systems (or 
the subjects). We have already pointed out that the overall duration of the VUI dialogs is 
longer due to the time taken by the system prompts. According to Cameron (2000) users’ 
own time is a major factor in user satisfaction. The VUI system is punished for the longer 
time subjects have to spend with it to get the requested information. It is interesting to see 
that the MM system, on the other hand, could not cash in its advantage in terms of time to 
task completion (users’ own time). This is probably related to the fact that subjects did not 
perceive the MM system as faster than the GUI. Apparently, the relation between perceived 
duration and physical duration differs between the GUI and MM systems. In the GUI sys-
tem, the user determines the pace of the interaction, whereas in the MM system the pace of 
the interaction is jointly determined by the user and the system. The user decides when to 
start the next action, but the system only enables the user to proceed after it has rendered 
the output of the speech recognizer. In our implementation the recognizer took about two 
seconds to respond. This is long enough to give the users the feeling that the system slows 
them down8.  
                                                          
8 Since the MM system allows for uncoordinated simultaneous interaction, in principle the idle time can be used to 
press radio buttons. However, the users have not been told so and did not discover that they could do so them-
selves. 
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In the VUI system, users have little or no means to influence the task completion 
time. Here, the total time is essentially determined by the number of turns and the time it 
takes to speak the prompts. In this situation, time to task completion is completely deter-
mined by the number of recognition errors, which makes time a very informative measure. 
However, in the GUI and MM systems subjects can determine the pace of the interaction 
themselves. In this situation time to task completion looses much of its meaning as a pre-
dictor of user satisfaction. If users need some time to make sense of the information on the 
screen, they will appreciate the fact that they can take the time they need. In this case, 
longer task completion times need not go at the cost of lower satisfaction.  
The feeling of being in control, perhaps the single most important factor in interface 
appreciation (Cameron, 2000), is not limited to control over the pace of the interaction. 
Being dependent on the speech recognition system entails that the user has only partial con-
trol of what happens. Several studies have demonstrated that users prefer to be able to 
choose the modality that best suits the task at hand (Cohen et al., 2000; Potamianos et al., 
2003). In our MM system, the user is compelled to use speech to provide initial values for 
several fields. The usability of the MM system could be improved by adding a soft-
keyboard, so that the user can actually choose between speech and typing at all times. This 
would make the system suitable for users with different preferences and priorities. Adding 
a soft-keyboard has the additional advantage that there would be a fallback option in case 
the speech recognizer fails or when using speech is inappropriate.  
It seems evident that the negative aspects of the MM and VUI system are all related 
to the role of speech, although it must be emphasized that speech also constitutes a major 
advantage of the MM system. However, for the MM system to beat subjects’ satisfaction 
with the GUI, speech recognition performance must be improved substantially, both in ac-
curacy and in efficiency. The detrimental effect of recognition errors in the MM system is 
diminished by the multimodal error correction facilities that were provided; these facilities 
cannot be offered in the VUI. Despite excellent error correction facilities, over 10% recog-
nition errors is too much. Unfortunately, it is not possible to predict the maximum propor-
tion of errors that users will tolerate, the more so because that proportion is likely to be 
highly variable between users. With clever end-pointing techniques and by exploiting prior 
knowledge about likely input values given the state of the dialogue (e.g. when the user ac-
tivates the departure city field) it is possible to reduce the number of recognition errors and 
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5.6 Conclusions 
The main goal of our study was to investigate whether providing multiple modalities 
(speech and pen) enhances the usability of a form-filling application, compared to unimo-
dal GUI or voice-only interaction on small mobile devices. The results show that the three 
systems are equally effective. Although the VUI dialogues are shortest in terms of the 
number of user actions, they are significantly longer than the MM and GUI interactions in 
terms of time to task completion. The user satisfaction is lowest for the VUI system, as a 
result of the users’ inability to control the pace of the dialogue, their lack of control due to 
speech recognition errors and the limited possibilities to solve these, and the longer dia-
logue duration. Because the GUI and MM systems both use a rather familiar graphical in-
terface and have comparable dialogue durations and effectiveness, the users’ satisfaction 
with these two systems is about equal.  
However, the GUI system was already very well-designed and fit to be operated us-
ing a small touch screen. The usability of the MM system may be improved by using a 
faster and more accurate speech recognition engine, which would increase the perceived 
and actual efficiency of the system. Providing typed input as a possibly less convenient but 
also less error-prone mode of input would increase the users’ trust in the system. Thus, 
multimodal speech and pen based interaction holds considerable promise for mobile access 





Overview of the Likert-scale statements used in the usability questionnaire with the aver-
age scores for each of the three systems. For ease of comparison, the statements have been 
grouped: S1-S8 are statements that are worded positively, S9-S18 are negative statements. 
 
Table 5-5 Mean Likert-scale scores  
(scales from 1 to 5; high scores denote agreement with the statement, low scores denote disagreement). 
 
Positive statements GUI MM VUI
S1 When I was using the service, I always knew what I was expected to 
do. 
4.8 4.6 2.9 
S2 The service was easy to use. 4.0 4.4 4.0 
S3 I would be happy to use the service again. 3.9 3.7 2.3 
S4 I thought the service was efficient. 3.9 3.7 2.8 
S5 I thought the messages were easy to follow. 4.5 4.8 3.8 
S6 I felt in control while using the service. 4.3 4.9 2.8 
S7 I enjoyed using the service. 3.2 3.6 3.0 
S8 I felt that the service was reliable. 4.6 4.1 3.4 
Negative statements GUI MM VUI 
S9 I had to concentrate hard while using the service. 3.0 3.3 3.6 
S10 I thought that it took too long to get the right information. 2.2 3.0 4.1 
S11 I found the service confusing to use. 1.3 1.4 2.4 
S12 I felt frustrated when using the service. 2.3 1.5 3.2 
S13 The service was too fast for me. 1.0 1.1 1.2 
S14 I felt under stress using the service. 1.9 1.7 2.5 
S15 I thought that the service was too complicated. 1.1 1.3 1.7 
S16 I got flustered when using the service. 1.4 1.6 2.3 
S17 I would prefer to speak to a human operator. 1.8 2.3 3.7 
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In this chapter, the results of the investigations that were presented in the previous chap-
ters are discussed and interrelated. It is argued how several factors related to the use of 
speech and pen, the type of application that was used, the interface implementation, and 
the evaluation method may have influenced these results. Subsequently, the most impor-
tant findings of the four studies are summarized and the implications of these findings on 
the design of future multimodal interfaces are addressed. Finally, several directions for 
future research are proposed, such as exploring techniques to improve the accuracy and 
speed of the speech recognition engine and drawing up standards for multimodal inter-
face design, development and evaluation. 
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6.1 General discussion 
Before drawing conclusions with respect to the aims of this thesis, the general findings of 
the four experiments described in chapters 2 through 5 will be discussed in the context of 
several factors that may have affected the results we obtained. These factors concern the 
use of speech and pen, the type of application, the interface implementation, and the 
evaluation method that we applied. 
6.1.1 Use of speech and pen  
Accessing information services using a mobile device can be done by means of speech in-
teraction or pen interaction. However, these modalities are associated with several usability 
issues, such as speech recognition errors and the difficulty of reading and entering text on a 
small display. This section discusses under which conditions shortcomings of pen and 
speech interaction can be alleviated when they are combined in a multimodal interface. 
A growing number of information providers successfully employ speech recognition 
as a means to automate their services. Speech-driven access substantially enhances the us-
ability of an automated service compared to, for example, interactive voice response sys-
tems in which users have to navigate through a menu by pressing keys on their telephones. 
However, speech-only interaction with information services comes at a price, for example 
the risk of speech recognition errors and inefficiency of speech-only interactions (Sturm et 
al., 1999; Weegels, 2000). Our experiments showed that several shortcomings of speech-
only interaction can be alleviated by combining speech interaction with pen input. First of 
all, combining speech interaction with pen input offers the possibility of improving speech 
recognition performance, for example by adapting lexicon and language model on the basis 
of the field that was activated, which simplifies the task for the speech recognition system 
(Wessel et al., 1999; Xu & Rudnicky, 2000). Moreover, research has suggested that multi-
modal language is simpler from a linguistic point of view, which is beneficial for the 
speech recognizer as well (Oviatt et al., 1994; Oviatt, 1997). This performance advantage 
for speech recognition in multimodal interfaces appeared to be limited though, as we ar-
gued in chapter 5: we found recognition performance to be similar for our speech-only sys-
tem and for our multimodal system. A second problem related to speech-only interaction is 
that speech recognition errors are hard to correct and often lead to dialogue failures 
(Cholaurton, 2004; Sturm et al., 1999a). The studies in this thesis confirmed that speech-
based correction of recognition errors is not very effective. We found that a multimodal 
system can reduce the detrimental effect of speech recognition errors by offering alterna-
tive error correction mechanisms using pen input, such as selection from a drop-down list 
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containing recognition alternatives or choosing the first letter of the target word. Further-
more, speech-only dialogues are often lengthy and tedious because of the need for verifica-
tion of the recognized values. Confidence measures may be used to alleviate the need for 
verification, but they bring along a risk that recognition errors remain unnoticed by the user 
(Sturm et al., 1999a). Multimodal systems offer the opportunity to use visual verification as 
a means to reduce the need for explicit verification in the spoken dialogue. We found that 
in multimodal tap-and-talk implementations visual verification suffices, which substan-
tially improves the efficiency of the dialogue compared with speech-only interaction. How-
ever, in multimodal applications in which the user is engaged in a conversation with the 
system, relying on visual verification only appeared to be risky. We observed that when 
involved in a spoken dialogue with the system, some people forget to look at the informa-
tion on the screen. If in this case values are not verified explicitly in the spoken dialogue, 
but only on the screen, these people may still fail to notice recognition errors (Sturm et al., 
2002b). As will be discussed in section 6.1.4, the inattentiveness of the user may be a side 
effect of the fact that testing took place in the laboratory. A final problem associated with 
speech-only interaction is that, due to its transient nature, speech output may not be the 
optimal means for conveying long pieces of detailed information that have to be memo-
rized by the user, such as a travel advice in our application (Bernsen, 1997). In multimodal 
systems, information that is not suitable for spoken output can be displayed on the screen 
instead. We found that users preferred the textual version of the travel advice shown on the 
screen to the spoken version. A spoken summary of the advice provided in addition to the 
textual one was no extra help for the subjects (none of whom suffered from a visual handi-
cap). The problem of whether or not to use speech as an output modality in a specific ap-
plication (the speech functionality problem) has been addressed by Bernsen (2002). He 
describes SMALTO (Speech Modality AuxiLiary TOol), a tool that uses modality theory to 
determine whether speech or a combination of speech with other modalities should be used 
in the application (the speech functionality problem). This is done on the basis of parame-
ters such as the task, the user group, and the environment.  
Pen-only interaction also brings along a number of problems when used on mobile 
devices with a small screen. For example, typing or choosing from long lists of options 
which involves scrolling may be cumbersome and inefficient on this type of device. It has 
been suggested in the literature that adding speech input may help in this case because 
speech offers the possibility of referring to things that are not visible on the screen. In this 
way, the use of natural language offers more flexibility, for example for providing dates 
(Harris & Biermann, 2002; Scansoft, 2002). Our experiments showed that combining a 
GUI with speech input in a tap-and-talk manner may improve the usability of the interac-
tion (chapter 5). As argued before, GUIs may offer more effective ways to correct speech 
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recognition errors. Our studies showed, however, that despite these additional facilities 
many people are still inclined to use speech for correction (chapter 4). We found that it 
takes some practice before users really switch to the more effective pen-based facilities. 
Finally, it must be noted that progress in GUI design may reduce the need for speech. Ac-
cording to Boves and Den Os (1999): “the next generation of cellular telephones may very 
well come with touch screens and touch pens that are combined with cleverly designed 
procedures for menu presentation and selection, allowing applications based on form filling 
that will leave us speechless”. 
As illustrated in the previous paragraphs, we found that combining speech and pen in-
teraction can alleviate a number of problems related to the use of speech and pen in unimo-
dal systems for mobile access to a train timetable information service. These improvements 
appeared to be largely dependent on the way the modalities are combined. For example, the 
usability of conversational multimodal interaction, where the system acts as a dialogue 
partner by collecting information through a spoken dialogue, is judged lower than the us-
ability of tap-and-talk interaction (chapter 3). The usability of multimodal interaction also 
depends on the level of experience of the users of the system. In line with the findings of 
Suhm et al. (1999), Petrelli et al. (1997) and Karat et al. (2000), we found that people need 
time to develop stable interaction patterns. For example, users learn to adapt their speaking 
style to the capabilities of the system. Also, they tend to discover the most reliable and effi-
cient input facilities; they then often abandon speech in favor of pen input, for example by 
using radio buttons (chapter 2). User preferences for error correction also change over time. 
Suhm (2001), Karat (1999) and Halverson (1999) found that users tend to stay in the 
speech mode to correct errors, which requires the least cognitive effort. In chapter 4 we 
showed that users indeed tend to stay in the speech mode for the first correction attempt, 
but that they learn to switch to the more effective graphical facilities, when attempts to cor-
rect an error using speech fail repeatedly. Finally, we found that interaction patterns with 
and user attitudes towards the multimodal systems are quite diverse. Our observations sup-
port the claim that multimodal systems offer the flexibility and freedom of choice to ac-
commodate many types of users who may have different ages, different skill levels, and 
different modality preferences (Gibbon, 2000; Oviatt, 2003). For example, in chapter 2 we 
found that most subjects preferred to keep the initiative themselves and use the system in a 
tap-and-talk manner, pressing buttons to fill in values and skip verification questions as 
much as possible, especially after practicing. Several other users, on the other hand, would 
leave the initiative completely to the computer and be guided by the spoken dialogue, even 
after several hours of practice. Chapter 4 demonstrates that there are differences in user 
behavior during error correction as well. One group of subjects preferred to stick to speech 
for the first correction attempt. They repeated the utterance and would only switch to the 
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graphical facilities if repetition did not solve the problem. Another group of subjects, how-
ever, would immediately switch to the graphical facilities in case of a recognition error. 
Multimodal systems should take into account the differences between users, tasks and envi-
ronments. Although the body of empirical data to guide the design of such systems is grow-
ing, it is important that theories be developed that accounts for the different ways in which 
different users interact with a multimodal interface. Important first steps in that direction 
are being taken (Oviatt, 2003). 
6.1.2 Application specific issues 
Our experiments proved the feasibility of multimodal interaction to access an information 
service based on a form-filling metaphor. While several of our findings are of a general 
nature, other findings may be more specific to the application we used and cannot be gen-
eralized straightforwardly to other domains, interaction metaphors, or application types.  
First of all, our application provides information in the train travel domain. Most peo-
ple readily understand the five pieces of information they have to provide in order to re-
trieve a travel advice from the information database. As a consequence, speech-only inter-
action was not hampered by the lack of transparency that may be observed in less well-
known and straightforward applications: even in the speech-only system people almost al-
ways managed to find the right information (chapter 5). The transparency of the system 
may also explain why in the conversational multimodal system the spoken guidance of-
fered in addition to the information on the screen was not appreciated by the users (chapter 
3). The usability advantages of multimodal interaction may be more obvious for less well-
known applications.  
Secondly, we limited our research to information services of the form-filling type. 
However, it may well be that form-filling applications are not the best platform to demon-
strate the benefits of multimodal interaction. Navigation through alternative connections 
and negotiation about the optimal connection may be more compelling, since this requires 
more complex actions and may therefore be less suitable for pen-only or speech-only inter-
action. As a consequence, the gain of multimodal interaction as compared to GUI or 
speech-only interaction may be less clear in our experiments than it may be for other, more 
complex applications. 
Finally, we found that efficiency of the interface is of utmost importance for user sat-
isfaction. Our experiments showed that users strive for the most efficient way to obtain the 
desired information. The obvious explanation for this is that interaction with information 
services is very goal-driven. Users want specific information and, since the result is impor-
tant and not the interaction itself, they want it as quickly as possible. However, in other 
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types of applications, for instance entertainment or educational applications, factors like 
transparency, learnability, and fun may be more important than efficiency. 
6.1.3 Interface implementation 
In order to minimize the amount of time spent on developing a working system, we decided 
to re-use existing resources as much as possible. Therefore, the basis of our research was 
an existing speech-only system, which was extended by a number of new modules and of 
which several existing modules were modified in order to make multimodal interaction 
possible. However, despite the head start this gave us, re-using existing resources resulted 
in a system that was suboptimal in several respects. The most important issue is the fact 
that the basic system architecture is essentially sequential in nature. This makes sense for a 
speech-driven system; however, for a multimodal system in which events can take place 
both asynchronously and simultaneously, it is important that modules can operate in a 
flexible order. Consequently, we had to spend much time on adapting the original system to 
support this type of behavior. Although adapting an existing sequential system proved to 
suffice for our specific application, more complex multimodal interaction will most likely 
need a more thorough redesign of the architecture and may better be implemented using a 
platform designed for multimodal interaction, such as the ones described in section 1.2.1.  
Some of the existing modules that we re-used (viz. the speech recognition module 
and the speech generation module) turned out to be rather slow, rendering the system un-
able to react instantaneously to user input. These latencies may have affected the usability 
of the interface and the way the interface is used in several ways. First of all, latencies re-
duce the smoothness of the interaction and therefore annoy the user; they also reduce the 
user’s feeling of being in control of the interaction. Both issues are likely to have a nega-
tive effect on the user’s attitude towards the system. Furthermore, the latencies may explain 
our observation that with some practice people started to use the system in a concurrent 
way; they were filling up the waiting time by doing other things, such as pressing radio 
buttons (see chapter 2). Finally, the latencies offer an explanation for the fact that the mul-
timodal interface was perceived as less efficient than the GUI interface, although objec-
tively this was not the case. Apparently, time spent waiting is experienced as being longer 
than time spent entering information by scrolling through lists or typing on a soft keyboard 
(chapter 5). 
Since the primary aim of this research was to investigate how form-filling can best be 
done on small mobile devices, such as a PDA, the test interfaces were especially designed 
for this purpose. Unfortunately, at the time of the experiments true multimodal interaction 
on a PDA was not possible due to the lack of protocols that support sending speech and 
graphical data to a central server through one carrier and decoding the two types of data at 
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the receiver side. We therefore decided to simulate the PDA environment by using the in-
terfaces on a PC equipped with a touch screen and remove the mouse and the keyboard. 
Whereas on a PDA speech input would be recorded via a built-in microphone and then 
transmitted to a central server for processing, in our set-up speech was recorded and sent to 
the central server using a separate telephone. A telephone headset was provided to ensure 
that users could freely interact using the touch screen. The most significant difference be-
tween using this simulation and using a real mobile device is the fact that the touch screen 
had to be operated using a finger instead of a pen. This possibly made operations that are 
already difficult on a mobile device, such as invoking a drop-down list and selecting from 
it, slightly more difficult. Apart from this, we believe that there is no reason to assume that 
multimodal interaction patterns were affected by the simulation. We explicitly asked the 
subjects to keep the target device in mind during the evaluation to avoid that the fact that 
they had to use a simulation would influence the users’ attitudes towards the systems. As a 
consequence of the simulated set-up usability tests had to take place in a controlled labora-
tory environment instead of in the field. The consequences of testing in a laboratory envi-
ronment are discussed in the next section. 
6.1.4 Evaluation method 
As mentioned in the previous section (section 6.1.3), because of the lack of suitable mobile 
communication protocols at the time we developed the test system, we chose to simulate 
the test system using a touch screen and a telephone headset. As a consequence of this set-
up our evaluations had to take place in a laboratory. Generalizing the laboratory results to 
real-life usage is complicated, since real-life interaction may be influenced by factors that 
did not play a role in the laboratory situation, such as the use of the system while on the 
move, the background noise that may be present when the system is used in public places 
and the costs associated with the interaction (Brewster, 2002). Moreover, users that are 
involved in a laboratory experiment may be more indifferent to the correct completion of 
their tasks than they would be if the information were really important to them. Conse-
quently, they may be more tolerant with respect to the system’s usability than they would 
be during actual use (Bernsen et al., 1998). Finally, because usability evaluation by testing 
subjects in a laboratory setting is a time-consuming job, the group of subjects is necessarily 
limited. However, since we expected to see relatively large effects (an improvement of dia-
logue duration of one second is most probably not noticed by the subjects), we were able to 
measure statistically significant effects even with a small number of test subjects. On the 
positive side, testing in the laboratory did make high-quality logging of relevant detailed 
information possible (video and audio recordings, loggings of pen interaction, etc). More-
over, laboratory studies are very appropriate for studying specific aspects of the usability, 
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because they allow for more control over the tasks the subjects carry out. In chapter 5, for 
instance, the test tasks purposely contained station names that were hard to recognize so 
that we would be able to study the error handling facilities that a multimodal system can 
offer. Although by using these specific tasks speech recognition performance figures and 
user attitudes cannot be used straightforwardly to predict the usability of this system during 
actual use, this experiment did provide valuable information about how specific design 
choices affected the usability of our system. Finally, the subjects could be asked to fill out 
the satisfaction questionnaire immediately after the test, which optimizes the reliability of 
their judgments.  
In each experiment user attitudes were collected by means of a questionnaire, which 
proved to be a useful and efficient way to collect valuable qualitative data. In combination 
with the quantitative data about effectiveness and efficiency, this provided us with a fairly 
complete picture of the usability of a system. Ideally, for this purpose questionnaires 
should be used that have been proven to be valid as well as reliable, to ensure that ques-
tions are clear and unambiguous and that the questionnaire really measures what it was 
intended for. Unfortunately, questionnaires that have been designed for multimodal interac-
tion in particular and that have been proven to be reliable and valid were not available. For 
this reason, we used an existing and validated questionnaire that has been developed for the 
evaluation of spoken dialogue systems (Love et al., 1994) and extended it with a number of 
questions addressing the multimodal aspects of the system, such as “I found it useful that I 
could use both speech and pen”. For the experiments in which speech output was not an 
issue (chapters 4 and 5), we removed all questions concerning the spoken prompts from the 
questionnaire. There is no easy way to assess to what extent changing the content of the 
questionnaire in this way has affected its reliability and validity, but the results we obtained 
were always clearly interpretable and subjects never reported any problems with answering 
the questions. In fact, it may be very hard (if not impossible) to develop one questionnaire 
that can be used for many different types of systems, because of the fact that for each type 
of application and for every combination of modalities, different aspects are important. The 
issue of privacy, for example, may be important for services that offer access to a bank ac-
count, but less so for timetable services. For his reason, a validated and reliable set core 
questions should be developed for multimodal interaction, which can be extended with a 
selection of optional questions that address issues that are relevant for the specific applica-
tion at hand.  
The questions to be included in the questionnaire should be selected carefully. In 
chapters 4 and 5 we carried out correlation and regression analyses of the data in order to 
investigate which factors affected users’ attitudes towards a system. We tried to assess how 
each of the objective measures such as task duration, success rate and speech recognition 
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performance could explain the observed variance in the subjective measures. To a large 
extent, this type of analysis corresponds to the techniques that are applied in the PARADISE 
framework. In line with many PARADISE evaluations, we found that only about 50% of the 
observed variance in user satisfaction could be explained by objective scores. This indi-
cates that user attitudes may have been affected by factors that cannot easily be measured 
objectively, such as the perceived amount of control a user has over the pace of the interac-
tion and the amount of relevant experience a user has with computers in general or with 
multimodal interfaces specifically (see chapter 5). It is therefore important that question-
naires address these factors as well. Moreover, user attitudes may have been influenced by 
factors that are in fact outside the scope of the evaluation. The remarks that were noted 
down by the subjects as an explanation for the choices that they made in the questionnaires 
suggest that their judgments were sometimes affected by factors related to the utility of the 
system rather then to its usability. Several users also took into account the costs that are 
associated with the interaction and their reluctance to use speech in public places. Some of 
these issues may be hard to measure by means of a Likert scale; therefore, additional space 
for comments or explanations and debriefing interviews proved to be indispensable addi-
tions to Likert scales. 
6.2 Conclusions and implications for interaction design 
The goal of the research presented in this thesis is to analyze how speech and pen can best 
be combined in a multimodal interface in order to enhance access to information services 
using a small mobile device. To this end, three laboratory experiments were carried out, 
each investigating a specific aspect of multimodal human-computer interaction and its ef-
fect on the usability of the system. These experiments, described in chapters 2 through 4, 
concerned the effects of prolonged use, the interaction paradigm, and multimodal error 
handling. Several conclusions can be drawn from these three studies. These are presented 
here together with their implications for the design of future multimodal systems. 
We showed that user behavior with and user attitudes towards a conversational mul-
timodal interface may change as a result of increasing experience. Most users tend to 
change their behavior in such a way that it ensures the most efficient interaction, for exam-
ple by adapting their speaking style, by choosing the most efficient modality and by using 
the two modalities in a simultaneous instead of in a sequential way. Multimodal interfaces 
for mobile terminals facilitate learning, as these devices are typically used by the same user 
for a longer period of time. Therefore, these multimodal applications should be designed in 
such a way that they support interaction styles of both novice and experienced users.  
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Conversational multimodal interaction in which the system acts as an intelligent con-
versational partner by offering guidance and assistance in solving problems, for example 
those caused by recognition errors, turned out to not contribute to the usability of a multi-
modal form-filling interface. Direct manipulation type interaction without spoken guid-
ance, but with a screen showing the complete form to be filled in appeared to provide suffi-
cient help and feedback for the user. Therefore, multimodal interfaces for form-filling ap-
plications that are well understood by the prospective users are best modeled after the GUI 
style interface where the user determines the pace of the interaction and the order in which 
the fields are filled.  
We showed that in a multimodal system that offers graphical error correction facili-
ties on top of speech input, speech recognition errors can be corrected in a more efficient 
and more effective way than when only speech can be used. Speech recognition perform-
ance turned out to be substantially lower for repair utterances than for first attempts. One of 
the reasons is that people tend to hyper-articulate if they have to repeat a value instead of 
resorting to changes in wording. Another reason is that the set of values to be repeated is 
obviously biased towards the most confusable words. Error handling methods that use 
speech only (such as repetition) should therefore be avoided in multimodal systems, 
whereas the use of graphical error correction should be encouraged. 
Although multimodal systems may best be designed from scratch after an in-depth 
analysis of the requirements of the service for which the interface is being developed, our 
investigations demonstrate that for simple well-known applications, extending an existing 
direct manipulation system with speech input can lead to a usable system, where the user 
determines the pace of the interaction and the order in which the fields are filled (chapter 
3). 
 
A fourth experiment was conducted (chapter 5) aimed at evaluating whether a multimodal 
interface combining speech and pen would surpass unimodal interfaces (viz. a speech-only 
dialogue system and a GUI) for the same task.  
It was found that user satisfaction was lowest for the speech-only system, as a result 
of the users’ inability to control the pace of the dialogue, their lack of control due to speech 
recognition errors, the limited possibilities to solve these, and the longer dialogue duration. 
Therefore, speech-only interfaces to information services should be avoided unless GUI 
and multimodal interaction are impossible, for example in situations where hands and eyes 
are busy or when a screen is not available.  
It was also found that speech recognition latencies have a serious effect on users’ per-
ception of a system. Although time-to-task completion of the multimodal system was lower 
than for the GUI, users experienced the GUI as being faster. We argued that this is proba-
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bly due to the fact that users had to wait for the response of the speech recognition system 
after each spoken input. Therefore, it is important that speech recognition be as fast as pos-
sible to avoid latencies in the interaction that can seriously the perceived usability of the 
system.  
Multimodal interaction and GUI interaction turned out to be similar in terms of user 
satisfaction. While the inability of our multimodal system to outperform the GUI is partly 
due to its perceived inefficiency, it is also related to familiarity. Most people by now are 
used to GUI interaction, whereas multimodal interaction is completely new to most people. 
In this respect, the importance of standards should be stressed; standardized interfaces will 
accelerate the familiarization of multimodal interaction. Moreover, cognitive models and 
guidelines should be used during design and development of multimodal interfaces in order 
to maximize their usability. Fortunately, besides a growing body of empirical data, several 
initiatives have been taken to develop theories that explain when and how people combine 
multiple modalities. Standards are also needed for evaluation in order to guarantee the reli-
ability and validity of the obtained results. 
6.3 Future work 
The results presented indicate that multimodal interaction is a promising avenue for en-
hancing mobile access to information services. It was already mentioned though, that for 
several reasons the results that were obtained in the laboratory may differ from what would 
be found if our interfaces were evaluated in more realistic circumstances. Future research 
may address this issue by evaluating the usability of multimodal interaction by asking pro-
spective end users to perform self-defined tasks using a multimodal system out in the field.  
As was already argued, the gain of multimodality in our application was limited be-
cause the application is relatively well known and straightforward. A logical direction for 
future research would therefore be to extend our research towards more complex informa-
tion systems, such as applications of a problem-solving type rather than form-filling appli-
cations. In this respect an obvious extension of our current interface would be to allow for 
navigation through and negotiation on different travel advices. This type of task offers am-
ple opportunity to exploit multimodal interaction for improving the usability of the service 
compared to unimodal interaction by means of either speech or pen.  
The existing unimodal architecture that we used as a starting point required relatively 
few adaptations to be made suitable for the type of multimodal use that occurs in our appli-
cation. However, in order to fully reap the benefits of multimodal interaction for a prob-
lem-solving task, the system should be implemented on a platform that supports true asyn-
chronous and concurrent multimodal interaction. For such an application thorough redesign 
of several modules will be necessary. Our work pointed out that one of the prevalent re-
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quirements for a multimodal system is that it be as fast and efficient as possible. One of the 
crucial components in this respect is the speech recognition engine. Speech recognition 
errors and latencies may severely degrade the usability of a multimodal system. Future re-
search should therefore aim at increasing the speed and robustness of the speech recog-
nizer. Many state-of-the-art speech recognition engines are already much faster than the 
existing recognition engine we used. One of the opportunities to further reduce the laten-
cies is the ‘early decision’ technique. Contrary to most standard recognizers, in which the 
selection of the first best recognition result is postponed until the end of the recognition 
process, early decision systems apply a strategy where the recognition result is output as 
soon as the evidence for a hypothesis exceeds a specified threshold. Consequently, the rec-
ognized words can be shown on the screen sooner; sometimes even before the user has fin-
ished speaking. The early decision technique has been successfully used in unimodal 
speech recognition applications (Imai et al., 2003), and it would be interesting to explore 
the benefits and usability of this technique in the context of multimodal interaction. Fur-
thermore, future research should aim at better taking advantage of the possibilities to inte-
grate information from multiple modalities. For instance, it would be interesting to explore 
how the confidence scores that are generated by the speech recognition engine could be 
used in a multimodal interface. In the context of this thesis, confidence measures were only 
used in the conversational multimodal system (chapter 3) to decide whether recognized 
values needed to be verified in the spoken dialogue or only shown on the screen. One ques-
tion that arises is whether providing information about the reliability of the recognized 
items on the screen may make users more alert to possible mistakes and whether it may 
make the interface more transparent? Another interesting technique that makes use of the 
complementarity of multiple modalities is ‘mutual disambiguation’. With this technique, 
recognition uncertainties in one modality are resolved by using complementary information 
from the other modality (Oviatt, 1999a). A relatively simple form of mutual disambigua-
tion concerns disambiguation of deictic references. Whereas the utterance “please give me 
detailed information about this trip” is ambiguous in itself, the ambiguity may be resolved 
if pointing input from the screen is taken into account. Mutual disambiguation has been 
successfully applied in multimodal systems that integrate speech with pen input including 
drawn graphics, symbols, gestures, and pointing (Oviatt, 1999a). It would be worthwhile to 
investigate to what extent mutual disambiguation can be applied in multimodal problem-
solving applications where pen input is limited to pointing and two-dimensional gestures.  
Multimodal interaction is a novel way of communicating with information services. 
Future research should address the possibilities of familiarizing people with this type of 
interaction. User modeling and adaptation are important topics in this context. It would be 
interesting to investigate which information is appropriate for building a user model, ad-
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dressing issues such as whether information about the proficiency level of a user can be 
inferred from the way he or she combines the two modalities. The next step should then be 
to investigate how this information can best be incorporated in the design in such a way 
that the user is assisted in using the system in a most efficient and satisfactory way, for ex-
ample by providing extra guidance and help for inexperienced users while encouraging 
concurrent use of the two modalities for skilled users.  
Finally, as has already been stressed, it is important that future research be aimed at 
the development of standards for multimodal interface design and evaluation to facilitate 
the familiarization process and ensure that effective interfaces are designed. To this end, 
interaction facilities that are offered in multimodal systems need to be standardized and 
frameworks have to be developed that are able to evaluate all aspects of multimodal inter-
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Access to vast amounts of information has become increasingly important in our society: 
we switch on the computer to look up someone’s telephone number or address, we pick up 
the phone to get up-to-date information about traffic or our share prices and we switch on 
the television to check flight information on Teletext. It is with good reason that our pre-
sent-day society is referred to as the information society. With people moving away from 
their desktop computers, we see a steady growth of wireless communication: people want 
to be able to get directions, access personal information, or book travel arrangements all 
while on the move.  
Making a phone call is one possible way to access information services using a mo-
bile device. However, voice-only interaction may not be practical for rendering detailed 
information that must be memorized. Moreover, many companies and agencies are replac-
ing (expensive) human agents by automated speech-enabled access to their services, in 
which speech recognition errors are a source of frustration. Graphical interaction using a 
pen on a small screen is another way of accessing information using a mobile device. Un-
fortunately, pen interaction is limited by the size of the screens and keypads on mobile de-
vices, which makes reading or entering data hard.  
Clearly, the emergence of mobile communication has created a need for new interac-
tion styles that can enhance access to information services. Multimodal communication is a 
form of interaction that holds the promise of solving the problems associated with tradi-
tional unimodal interaction by combining pen and speech interaction and taking the best of 
both worlds. Multimodality has the potential to increase usability, flexibility and efficiency 
of mobile access to information services. However, design, development and deployment 
of multimodal interfaces are hampered by a lack of knowledge about the success conditions 
of this type of interfaces. For instance, very little is known yet about the suitability of both 
pen and speech interaction, about how to combine information from pen and speech and 
about many other factors affecting the usability of the interface. Usability of multimodal 
access to information services using a mobile device is the central theme of this thesis. It 
investigates the effects of several aspects of interaction design on the usability of a multi-
modal interface, focusing on information services that employ a form-filling metaphor. In 
addition, it is evaluated whether a well-designed multimodal form-filling interface is capa-
ble of enhancing the usability of an information service compared to pen-only and speech-
only interfaces. 
The multimodal interface used in this study provides timetable information about 
railway connections in the Netherlands. In order to retrieve a travel advice from the data-
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base, the user should provide the following information: departure and arrival stations, 
date, time, and a switch indicating whether the time mentioned is the desired arrival or des-
tination time. These values can be filled in by means of menus, radio buttons and command 
buttons on a virtual form; typed input is not possible. The fill-in fields can also be filled in 
using speech. The experiments in his thesis evaluate different instantiations of this basic 
interface.  
 
The virtual form 
Throughout this thesis, usability of an interface is defined as a combination of effec-
tiveness, efficiency and user satisfaction. In order to measure these three aspects, groups of 
subjects tested the interfaces in different conditions. On the basis of these interactions, ef-
fectiveness was measured as the number of times the subjects succeeded to retrieve the 
required information. Efficiency was measured as the average duration of a task. Finally, 
user satisfaction was measured on the basis of questionnaires that were filled in by each 
subject after testing a system.  
 
Experiment 1: Effects of prolonged use  
 
In contrast with information booths in public environments, mobile devices with a small 
screen are usually used by the same person for a longer period of time, which grants them 
the opportunity to gradually develop their preferred interaction pattern. It therefore makes 




action patterns, what these interaction patterns are, and whether they improve the efficiency 
and effectiveness of the interaction and the user satisfaction. The experiment was carried 
out in a pre-test / post-test design. Subjects first carried out a pre-test without having any 
experience with the test interface. After the pre-test they practiced with the system (in ses-
sions of half an hour each) until they had developed stable interaction patterns. This was 
usually the case after two hours of practice. Subsequently, subjects would do the post-test.  
The results point out that in the pre-test all subjects were clearly trying to sort out the 
best way to interact with the system, generally allowing the system to guide the interaction. 
In the post-test the majority of the subjects preferred to keep the initiative themselves, thus 
striving for maximum control and efficiency. We also found that subjects learned to speak 
to the system in a way that is optimal for the speech recognizer, which led to more efficient 
interaction. Finally, subjects learned how to use the graphical interaction facilities to ensure 
faster and more reliable data entry. The results of the questionnaires showed that usability 
judgments became more positive as a result of experience. For instance, in the post-test the 
system was considered easier to use and the subjects were more satisfied about the being 
able to use both speech and pen. Other aspects of the system were rated low both in the 
pre-test and the post-test, such as the speed of the system and the usefulness of the spoken 
version of the travel advice. These were improved for subsequent experiments. It became 
clear that a multimodal interface should be able to accommodate users with different levels 
of experience and therefore different preferred interaction patterns. An adaptive interface, 
for example, could start out by giving extensive explanations, and switch to a less helpful 
mode as soon as it turns out that the user does not need any help.  
 
Experiment 2: Interaction metaphors for multimodal interfaces 
 
Ever since interactive systems started to move beyond command-based interaction an im-
portant research question has been which interaction metaphor these systems should adopt. 
Especially the distinction between the direct manipulation metaphor (where the computer is 
viewed as a tool, as a passive collection of objects waiting to be manipulated) and the hu-
man interaction metaphor (where the interface is seen as a human being or an intelligent 
agent) has been the subject of considerable debate in the literature. Since multimodal inter-
faces for mobile access to information services are often based on an existing unimodal 
counterpart, this classification is also important for multimodal interfaces. Different start-
ing points, such as a graphical user interface (GUI) – direct manipulation metaphor – or a 
spoken dialogue interface – conversational human interaction metaphor – are expected to 
lead to very different systems. In this experiment two multimodal systems are compared in 
terms of differences in performance and user preferences. One implementation added 
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graphical output and pointing input to an existing mixed-initiative speech-only dialogue 
system (the CA interface). The other started from an existing GUI, to which speech input 
was added to replace a soft keyboard (the DM interface).  
We found that in the CA interface the users predominantly used speech for providing 
and correcting values, even though using speech may not be as effective and efficient as 
using the graphical interaction facilities (for instance for error handling). Apparently, the 
spoken dialogue that is initiated by the system thus biases the users towards using speech. 
The possibility to fill in multiple fields with one utterance was not used very often. In com-
bination with the spoken questions that are asked by the system, this renders the CA inter-
face less efficient than the DM interface. In contrast with the CA interface, in which the 
system keeps asking questions until the form has been completed, in the DM interface the 
initiative is always with the user, who thus determines the pace of the interaction. We 
found that many users appreciate the feeling of having control. We also found that the help 
and guidance that is offered by means of the spoken dialogue is confusing rather than help-
ful for this task, because it is relatively easy and well-known. The rather restricted interac-
tion in the DM interface, on the other hand, made this interface very transparent. We con-
clude that for this type of form-filling applications, extending an existing GUI with speech 
input that replaces keyboard input, is a feasible approach.  
 
Experiment 3: Effective error handling 
 
Speech recognition errors are an important source of frustration in spoken dialogue sys-
tems. They are often difficult to solve, especially if this can only be done by using speech. 
The main reason is that people tend to hyper-articulate when trying to correct errors, which 
is useful in human-human communication, but makes the task for an automatic speech rec-
ognizer more difficult. A multimodal interface in which speech is combined with pen input, 
may better support error correction in various ways, for example by allowing the user to 
select the correct option from a list, or type the correct value on a soft-keyboard, in addition 
to re-speaking. This study investigates how speech recognition errors can be handled best 
in a multimodal interface. Apart from re-speaking the misrecognized word or choosing the 
correct alternative from a list, the interface that was used in this experiment offers a novel 
hybrid correction mechanism in which the user taps the first letter of the target word on a 
“soft-keyboard”, after which the system re-processes the initial spoken input with a re-
stricted language model and lexicon. It was compared with an interface that does not have 
this functionality. 
The results show that correction using the soft-keyboard facility was substantially 




correction dialogues were shorter and the efficiency of the interaction improved. Re-
speaking turned out to be the least effective error correction method. Nevertheless, we ob-
served that initially users tend to stay in the speech mode when correcting errors, which is 
in line with what others found. However, we also found that as subjects gained experience, 
they quickly learned to choose the most effective option immediately. The improved error 
handling facilities also influenced user satisfaction. Subjects found that the option to 
choose the first letter of the target word made the system more efficient, they felt more in 
control and they found this interface less frustrating. 
 
Experiment 4: Pen, speech or both? 
 
It was mentioned before that unimodal interaction with mobile devices, such as speech-
only interaction or pen interaction on a small display, brings along serious usability prob-
lems. Multimodal interfaces in which pen and speech interaction are combined hold the 
promise to overcome these usability problems. This experiment investigates whether pro-
viding multiple modalities indeed enhances the usability of a form-filling application, com-
pared to unimodal GUI or speech interaction on small mobile devices. By analyzing the 
relation between the objective and subjective usability measures, we also investigated what 
aspects of the behavior of the systems may explain differences in user satisfaction.   
The three systems did not differ in terms of effectiveness. Although pen interaction is 
often considered to be unbeatable in terms of effectiveness, our results showed that a num-
ber of GUI dialogues failed; several subjects proved to be inattentive to their own mistakes. 
The number of actions necessary to get the required information was lowest for the speech-
driven interface, which offers the possibility to fill in multiple fields with only one action 
(for example by saying “tomorrow at 8 pm”). Nevertheless, the interactions with the 
speech-driven interface were longest. Interestingly, the multimodal dialogues were most 
efficient, but they were not perceived as such; the pen interactions were considered to be 
shortest, although objectively they were not. User satisfaction was lowest for the speech-
driven interface, whereas the pen-driven interface and the multimodal interface were 
judged similar in terms of user satisfaction. Control of the interaction, possibilities to cor-
rect errors and efficiency turned out to be the most important factors. It must be noted that 
the pen-based interface was already very well designed, whereas the multimodal system 
still offers room for improvement, for example concerning the speed of the system and the 
possibilities to correct errors. Moreover, many people by now are familiar with interaction 
with a graphical user interface, whereas multimodal interaction is still relatively unknown. 






The four experiments that were presented in this thesis showed that multimodal interaction 
is a feasible solution to some of the problems associated with speech-only interaction and 
with pen interaction on devices with a small display. The investigations illuminate how 
level of experience, the interaction metaphor that is applied and the error correction facili-
ties that are offered may influence the perceived usability of an interface. The observations 
yielded several suggestions for improving the multimodal interface that was developed, 
such as the speed of the system, the performance of the speech recognizer and the possibil-
ity to correct recognition errors in a reliable way. For the usability of multimodal interfaces 
in general it is important that people be familiarized with this type of interaction. An im-
portant step in that direction would be the development of standards to which multimodal 
interfaces should adhere. In this respect, it is also important that in addition to the growing 
body of empirical data about the use of multimodal systems, theories are developed that 
can shed light on how and when people tend to use different modalities. Standards are also 
indispensable for evaluation of this type of interfaces: evaluation instruments should be 




Samenvatting (summary in Dutch) 
 
Bruikbaarheid van multimodale interactie voor mobiele toegang tot in-
formatiediensten  
 
Het wordt in ons dagelijks leven steeds belangrijker om toegang te hebben tot allerlei bron-
nen van informatie. We gebruiken de computer om telefoonnummers op te zoeken, de tele-
foon voor het opvragen van de laatste informatie over onze aandelenkoers en de televisie 
voor het checken van de aankomsttijden van vliegtuigen. Niets voor niets wordt de huidige 
samenleving ook wel de informatiemaatschappij genoemd. Omdat we steeds mobieler wor-
den en niet altijd meer achter ons bureau zitten, is het steeds belangrijker dat we overal en 
altijd toegang hebben tot deze informatie, ook wanneer we onderweg zijn. 
Een telefoontje plegen is een van de mogelijke manieren om informatie te verkrijgen 
wanneer je onderweg bent. Niet alle informatie is echter even geschikt om in gesproken 
vorm over te brengen. Bovendien worden steeds meer telefonische informatiediensten ge-
automatiseerd (denk bijvoorbeeld aan de ‘sprekende computer’ van de NS) en in deze ge-
automatiseerde spraakgestuurde diensten blijken spraakherkenfouten een bron van frustra-
tie te zijn. Een andere manier om onderweg gebruik te maken van een informatiedienst is 
door middel van een pen en een virtueel formulier (een grafische interface) dat weergege-
ven wordt op het scherm van een klein mobiel apparaat (bijvoorbeeld een PDA). Helaas 
blijkt het invoeren en lezen van gegevens niet altijd even gemakkelijk op apparaten die 
slechts een klein scherm hebben. Er is dus duidelijk behoefte aan nieuwe manieren om mo-
biel toegang te krijgen tot informatiediensten. 
Multimodale interactie biedt hier mogelijk een oplossing. In multimodale interfaces 
worden beide vormen van interactie met elkaar gecombineerd in een interface dat je kunt 
bedienen met zowel spraak als met een pen op een formulier. Multimodale interactie heeft 
de potentie om de bruikbaarheid, de flexibiliteit en de efficiëntie van toegang tot informa-
tiediensten te verbeteren. Echter dit soort interfaces is relatief nieuw en er is nog maar wei-
nig bekend over, bijvoorbeeld, hoe geschikt pen en spraak zijn voor bepaalde taken, over 
hoe pen en spraak het beste gecombineerd kunnen worden en over welke andere factoren 
een rol spelen bij de bruikbaarheid van een multimodale interface. De bruikbaarheid van 
multimodale toegang tot informatiediensten is om die reden het centrale thema van dit on-
derzoek. De vraag die in de eerste drie experimenten van dit proefschrift centraal staat, is 
wat het effect is van verschillende fundamentele ontwerpkeuzes op de bruikbaarheid van 
een multimodale interface. In het vierde experiment wordt antwoord gegeven op de vraag 
of een multimodale interface waarin spraak en pen-interactie worden gecombineerd inder-
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daad beter bruikbaar is dan een interface die volledig door middel van spraak dan wel vol-
ledig door middel van pen wordt bediend.  
In deze studie wordt gebruik gemaakt van een informatiedienst waarmee reisadviezen 
voor treinreizen in Nederland opgevraagd kunnen worden. Om een reisadvies te verkrijgen, 
moeten de volgende gegevens worden verstrekt: vertrek- en aankomststation, datum, tijd en 
een variabele die aangeeft of de tijd de vertrek- of aankomsttijd is. Het ‘formulier’ kan 
worden ingevuld door middel van menu’s, keuzeknoppen en opdrachtknoppen; getypte 
invoer is echter niet mogelijk. De invulvelden kunnen tevens worden ingevuld met spraak. 
In de verschillende experimenten worden verschillende instantiaties van de multimodale 
interface gebruikt. 
Het grafische invulformulier 
 
In alle experimenten die onderdeel uitmaken van dit onderzoek is de bruikbaarheid 
van een systeem gedefinieerd als een combinatie van effectiviteit, efficiëntie en gebruiker-
stevredenheid. Om deze drie aspecten te meten, heeft steeds een aantal proefpersonen het 
systeem getest in verschillende condities. Op basis van deze gegevens werd efficiëntie ge-
meten als de gemiddelde duur van een opdracht. Effectiviteit werd gemeten als het aantal 
keer dat de proefpersoon erin slaagde om de opdracht succesvol af te ronden. Ten slotte 
werd de tevredenheid van de proefpersonen gemeten aan de hand van een vragenlijst. Van 
ieder experiment zullen nu de aanleiding en doelstellingen en de belangrijkste resultaten en 
conclusies worden besproken. 
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Experiment 1: Effecten van langdurig gebruik  
 
In tegenstelling tot bijvoorbeeld informatiezuilen in openbare ruimtes, worden mobiele 
apparaten met een klein scherm vaak voor langere tijd door dezelfde persoon gebruikt. Dit 
biedt gebruikers de mogelijkheid een voorkeur voor bepaalde interactiepatronen te ontwik-
kelen. Het is daarom van belang om te kijken of en hoe het gebruik en de bruikbaarheid 
van een multimodale interface veranderen wanneer de interface voor langere tijd gebruikt 
wordt. Het effect van langdurig gebruik is geëvalueerd door middel van een pre-test / post-
test experiment. Proefpersonen deden eerst een pre-test, zonder dat ze enige ervaring had-
den met de interface. Vervolgens konden ze gedurende een bepaalde periode steeds een 
half uur oefenen met de interface totdat ze min of meer stabiele interactiepatronen hadden 
ontwikkeld. Dit was het geval na ongeveer twee uur oefenen. Vervolgens legden de proef-
personen een post-test af.  
De resultaten laten zien dat proefpersonen in de pre-test nog erg bezig waren uit te 
zoeken hoe ze de interface het beste konden gebruiken. Hierbij lieten ze zich veelal leiden 
door het systeem. Naarmate de proefpersonen meer geoefend hadden, namen ze vaker zelf 
het initiatief en waren ze duidelijk op zoek naar maximale controle en efficiëntie. Tevens 
leerden proefpersonen te praten op een manier die optimaal is voor de spraakherkenner, 
waardoor de interactie efficiënter werd. Daarnaast leerden de proefpersonen ook de grafi-
sche faciliteiten te gebruiken om waarden sneller en foutloos in te kunnen vullen. De ant-
woorden op de vragenlijsten wezen uit dat de bruikbaarheid van het systeem over het al-
gemeen hoger gewaardeerd werd in de post-test dan in de pre-test. Na de oefenperiode 
vonden mensen het systeem bijvoorbeeld makkelijker in het gebruik en waren meer tevre-
den over het feit dat ze zowel spraak als pen konden gebruiken. Een aantal aspecten van het 
systeem werd zowel in de pre-test als in de post-test laag gewaardeerd, zoals de snelheid 
van het systeem en het nut van de gesproken versie van het reisadvies. Deze aspecten zijn 
daarom verbeterd in volgende versies van de interface. We concluderen dat het voor het 
ontwerp van toekomstige diensten van belang is dat deze zowel beginnende gebruikers als 
gebruikers met meer ervaring en daarom andere interactiepatronen kan ondersteunen. Een 
interface die de mogelijkheid heeft zich aan te passen aan de gebruiker zou bijvoorbeeld in 
het begin veel uitleg kunnen geven en daarmee kunnen stoppen zodra blijkt dat de gebrui-
ker deze uitleg niet langer nodig heeft.  
 
Experiment 2: Interactiemetaforen voor multimodale interfaces 
 
Er is in de loop der jaren vaak discussie gevoerd over de vraag of interactieve interfaces 
met computers moeten worden vormgegeven als een interface waarbij de gebruiker visuele 
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objecten direct kan manipuleren (bijvoorbeeld met een muis) of als een conversationele 
interface waarbij een dialoog plaatsvindt tussen de gebruiker en het systeem. Omdat het 
ontwerp van multimodale interfaces voor mobiele toegang tot informatiediensten vaak 
wordt gebaseerd op het ontwerp van een bestaande unimodale interface, is deze tweedeling 
in verschillende typen ook voor multimodale interfaces van belang. Verschillende uit-
gangspunten (een grafische user interface - ‘directe manipulatie’ - of een gesproken dia-
loogsysteem - ‘conversationele interface’) kunnen leiden tot heel verschillende multimoda-
le systemen. In het tweede experiment wordt onderzocht hoe de bruikbaarheid van een sys-
teem dat een combinatie is van een gesproken dialoogsysteem met een scherm (de CA in-
terface) zich verhoudt tot de bruikbaarheid van een systeem waarin een grafische user inter-
face wordt uitgebreid met spraakinvoer (de DM interface).  
De resultaten van het experiment laten zien dat in het CA systeem gesproken interac-
tie de voorkeur heeft van de proefpersonen voor het invullen van gegevens en voor het cor-
rigeren van fouten, ondanks het feit dat dit in veel gevallen niet het meest efficiënt of effec-
tief is. Blijkbaar ‘dwingt’ de gesproken dialoog van de computer de gebruikers in de 
spraakmodus te blijven. De mogelijkheid om met één uiting meerdere velden tegelijk in te 
vullen, werd niet vaak gebruikt. Hierdoor, maar vooral ook door de gesproken vragen die 
het systeem stelt, is de CA interface veel minder efficiënt dan de DM interface. In het DM 
systeem bepaalt de gebruiker met welk tempo het formulier wordt ingevuld, terwijl in het 
CA systeem het systeem vragen blijft stellen tot het hele formulier is ingevuld. Het DM 
systeem geeft hierdoor de gebruiker het gevoel controle te hebben op de interactie, hetgeen 
als een positief punt wordt beschouwd. Ten slotte wijst het onderzoek uit dat de ondersteu-
ning die geboden wordt door de gesproken dialoog voor deze relatief eenvoudige en wel-
bekende taak eigenlijk overbodig is. De beperkte interactiemogelijkheden die de DM inter-
face biedt, maken deze interface juist heel transparant. We concluderen dat het voor dit 
soort form-filling toepassingen heel goed mogelijk is om uit te gaan van een bestaande gra-
fische interface en deze uit te rusten met spraakinvoer voor de gegevens die normaliter 
door middel van het toetsenbord worden ingevuld.  
 
Experiment 3: Het effectief oplossen van fouten 
 
Een van de veelgenoemde klachten bij spraakgestuurde diensten is dat er vaak fouten op-
treden (voornamelijk door de spraakherkenner) en dat deze fouten vaak moeilijk op te los-
sen zijn. Wanneer de interface alleen spraak ondersteunt, is het oplossen van herkenfouten 
problematisch, niet in de laatste plaats doordat mensen vaak overdreven gaan articuleren 
wanneer ze een fout willen verbeteren. Dit is nuttig in menselijke communicatie, maar voor 
een automatische spraakherkenner maakt dit de taak juist moeilijker. In multimodale sys-
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temen kunnen fouten behalve met spraak ook gecorrigeerd worden door middel van grafi-
sche interactie, bijvoorbeeld door het juiste woord te kiezen uit een lijstje met alternatie-
ven. In het derde experiment wordt onderzocht op welke manier spraakherkenfouten het 
beste kunnen worden opgelost in een multimodale interface. Naast de mogelijkheid om het 
woord opnieuw in te spreken en het woord te kiezen uit een lijst met alternatieven, wordt 
deze interface een nieuwe methode toegepast. Deze interface biedt de gebruiker de moge-
lijkheid om de eerste letter van het woord te kiezen, waarna de spraakherkenner opnieuw 
een poging doet om het woord gegeven deze eerste letter te herkennen. De taak van de 
spraakherkenner wordt aanzienlijk vereenvoudigd door het feit dat alleen woorden kunnen 
worden herkend die met deze letter beginnen. De interface werd vergeleken met een inter-
face die deze functionaliteit niet heeft.  
De resultaten laten zien dat de mogelijkheid de eerste letter te kiezen ervoor zorgde 
dat meer fouten konden worden opgelost wanneer het woord opnieuw werd ingesproken of 
wanneer de lijst met alternatieven gebruikt werd. Hierdoor steeg de effectiviteit van het 
systeem steeg. Ook de efficiëntie van de interactie verbeterde, omdat er minder tijd nodig 
was om fouten te verbeteren. Het opnieuw inspreken van het woord bleek het minst effec-
tief. Desondanks kozen veel gebruikers in eerste instantie toch voor deze methode, ondanks 
het feit dat dit vaak de fout niet oploste. We zagen echter ook dat mensen al heel snel leer-
den om de meest effectieve optie te gebruiken (het kiezen van de eerste letter). De nieuwe 
methode leidde tot een hogere tevredenheid: proefpersonen vonden de interface met deze 
extra optie het minst frustrerend en het meest bruikbaar en hadden het gevoel meer controle 
te hebben over het systeem.  
 
Experiment 4: Pen, spraak of beide? 
 
Zoals al eerder opgemerkt, wordt vaak beweerd dat diensten die volledig met spraak ofwel 
volledig met een pen op een klein scherm moeten worden bediend problemen met zich 
meebrengen. Door pen en spraak met elkaar te combineren in een multimodale interface 
zouden de problemen die met beide soorten van interactie optreden, opgelost kunnen wor-
den. In het vierde experiment hebben we geëvalueerd hoe de bruikbaarheid van deze drie 
typen interfaces gerelateerd is en of een multimodale interface inderdaad het meest ge-
schikt is voor mobiele toegang tot informatiediensten. Daarbij hebben we ook onderzocht 
welke factoren een rol spelen bij de beoordeling van de bruikbaarheid van dergelijke dien-
sten. 
De effectiviteit van de drie systemen bleek niet significant van elkaar te verschillen. 
Opvallend is wel dat hoewel pengestuurde diensten vaak als feilloos beschouwd worden, 
dit experiment aantoonde dat ook in de pengestuurde interface taken kunnen mislukken, 
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meestal door onoplettendheid van de gebruiker. Het aantal gebruikersacties dat nodig is om 
een reisadvies op te vragen, was het laagst voor de spraakgestuurde interface, mede door de 
mogelijkheid om meerdere velden tegelijkertijd in te vullen (bijvoorbeeld door datum en 
tijd te combineren, zoals in “morgenochtend om 9 uur”). Desondanks duurden de dialogen 
met deze interface verreweg het langst. De multimodale dialogen waren het kortst, maar 
opvallend genoeg werd de minder efficiënte pengestuurde interface door de gebruikers toch 
als meer efficiënt beschouwd. De gebruikers waren het minst tevreden met de spraakge-
stuurde interface, terwijl de pengestuurde interface en de multimodale interface ongeveer 
even goed gewaardeerd werden. De bepalende factoren hierbij waren de hoeveelheid con-
trole die de gebruiker heeft, de mogelijkheid om fouten te verbeteren en de efficiëntie van 
de interactie. Hierbij moet wel worden opgemerkt dat het pengestuurde systeem al erg goed 
ontworpen was, terwijl het multimodale systeem op bepaalde aspecten, zoals de snelheid 
van het systeem en de mogelijkheden om fouten op te lossen, nog mogelijkheden tot verbe-
tering biedt. Bovendien zijn veel mensen wel bekend met de pengestuurde interface, terwijl 
multimodale interactie voor veel mensen vreemd is. Om die reden houdt multimodale in-




De vier experimenten in dit proefschrift hebben aangetoond dat multimodale interactie 
voor informatiediensten een oplossing biedt voor een aantal van de problemen die optreden 
met volledig spraakgestuurde diensten en met pengestuurde diensten op apparaten met een 
klein scherm. Het onderzoek heeft laten zien op welke manier ervaring, de gebruikte inter-
actiemetafoor en de mogelijkheden om fouten op te lossen de bruikbaarheid van een inter-
face kunnen beïnvloeden. De ontwikkelde multimodale dienst behoeft nog wel verbetering, 
bijvoorbeeld wat betreft de snelheid van het systeem, de prestaties van de spraakherkenner 
en de mogelijkheden om fouten met een grote mate van zekerheid op te lossen. Voor de 
acceptatie van multimodale diensten in het algemeen zou aandacht moeten worden besteed 
aan het bekendmaken van mensen met multimodale interactie. Een belangrijke eerste stap 
in die richting is het ontwikkelen van standaarden waaraan dit type interface moet voldoen. 
Daarnaast is het belangrijk dat er naast de groeiende hoeveelheid empirische data betref-
fende het gebruik van multimodale interfaces, theorieën worden ontwikkeld over welke 
modaliteiten het meest geschikt zijn voor welke taak, en hoe mensen verschillende modali-
teiten met elkaar combineren. Ook voor het evalueren van multimodale interfaces is stan-
daardisatie van belang: het ontbreekt bijvoorbeeld aan gevalideerde vragenlijsten voor het 
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