Abstract -X-ray luminescence computed tomography (XLCT), which aims to achieve molecular and functional imaging by X-rays, has recently been proposed as a new imaging modality. Combining the principles of X-ray excitation of luminescence-based probes and optical signal detection, XLCT naturally fuses functional and anatomical images and provides complementary information for a wide range of applications in biomedical research. In order to improve the data acquisition efficiency of previously developed narrow-beam XLCT, a cone beam XLCT (CB-XLCT) mode is adopted here to take advantage of the useful geometric features of cone beam excitation. Practically, a major hurdle in using cone beam X-ray for XLCT is that the inverse problem here is seriously ill-conditioned, hindering us to achieve good image quality. In this paper, we propose a novel Bayesian method to tackle the bottleneck in CB-XLCT reconstruction. The method utilizes a local regularization strategy based on Gaussian Markov random field to mitigate the ill-conditioness of CB-XLCT. An alternating optimization scheme is then used to automatically calculate all the unknown hyperparameters while an iterative coordinate descent algorithm is adopted to reconstruct the image with a voxel-based closed-form solution. Results of numerical simulations and mouse experiments show that the self-adaptive Bayesian method significantly improves the CB-XLCT image quality as compared with conventional methods.
Index Terms-Image reconstruction, optical molecular imaging, X-ray imaging, X-ray luminescence computed tomography.
I. INTRODUCTION
T RANSMISSION X-ray computed tomography (XCT) imaging is indispensable in pre-clinical and clinical studies. The modality, however, falls short in providing sufficient contrast for probing the molecular bases of diseases. X-ray luminescence computed tomography (XLCT) has recently been proposed as a new molecular imaging modality for various biomedical applications [1] - [3] . This modality utilizes X-ray-excitable nanophosphors that produce visible or near-infrared (NIR) luminescence upon X-ray excitation [4] - [6] . The strategy empowers X-ray imaging with the ability of extracting physiological or biological signatures through simultaneous measurements of X-ray luminescence and transmission signals. In this approach, the two modalities work synergistically to produce dual modality images that are inherently registered in three-dimensional (3-D) space [4] . With the combination of high sensitivity of optical detection and high spatial resolution of X-ray imaging, XLCT shows important advantages when compared with traditional optical imaging techniques, such as fluorescence molecular tomography (FMT) [7] - [9] or bioluminescence tomography (BLT) [10] - [12] . Thanks to the principles of X-ray excitation and optical emission, the optical background in XLCT is essentially zero, thus effectively removing a significant factor limiting the sensitivity in optical imaging such as FMT [9] . Furthermore, owing to the high penetrating power and limited scattering of X-rays in biological tissues, XLCT has much higher spatial resolution and improved imaging depth. The emergence of XLCT opens new possibilities to achieve 3-D imaging of different molecular targets by X-rays, such as epidermal growth factor receptor [13] or folate receptor-α expression [14] .
Continuous efforts have been devoted to XLCT imaging studies [15] - [24] since the first demonstration of the feasibility of XLCT [1] . Cong et al. used a scattering-compensated forward model to mitigate the X-ray scattering problem and showed image quality improvement with simulation study [17] . Li et al. utilized X-ray beam locations as excitation priors in their reconstruction algorithm and achieved good spatial resolution in the case of deep-located target [18] , [19] . In practice, the imaging time of narrow beam-based XLCT is long due to its small excitation area, hindering the practical applications of XLCT. A cone beam XLCT (CB-XLCT) imaging system was investigated recently by Chen et al. [20] - [22] , and applied to small animal imaging by Liu et al. [23] . For whole-body mouse imaging [24] , CB-XLCT has the obvious advantage of time efficiency as compared with narrow beam XLCT. However, the image reconstruction of CB-XLCT is a severely ill-conditioned inverse problem because of diffusive transport of optical photons in biological tissues, leading to inferior image quality. This is akin to the problem existing in FMT and BLT.
To take advantage of the useful features of cone beam geometry with minimal compromise in image quality, it is necessary to explore effective reconstruction methods for CB-XLCT imaging. Bayesian methods have recently been successfully used to reconstruct positron emission tomography (PET) [25] , BLT [26] , FMT [27] and dynamic FMT [28] images. The technique provides a natural framework to utilize various kinds of prior information for improved image reconstruction. In this work, we develop, for the first time, a Bayesian theorybased method to solve the severely ill-conditioned CB-XLCT inverse problem. In our method, a Gaussian Markov random field (GMRF) model is used to construct the prior model, which utilizes the spatial correlations between neighboring voxels to constrain the solution. Different from the conventional Tikhonov regularization that applies overall regularization on the solution, the GMRF model regularizes the solution locally. An alternating optimization scheme is presented to automatically calculate the unknown hyperparameters used in the prior model, and an iterative coordinate descent (ICD) algorithm is adopted to optimize the objective function to reconstruct the image with a voxel-based closed-form solution. Numerical simulations and in vivo mouse experiments are performed to test the performance of the proposed approach. Our results show that the proposed method improves traditional reconstruction methods and provides a robust technique for CB-XLCT image reconstruction.
II. THEORY A. Forward Problem
In XLCT imaging, X-rays emitted by the X-ray source travel through the biological tissues and provide an excitation field in the imaging object. According to the Lambert-Beer law, the X-ray intensity distribution X (r) can be given by
where X (r 0 ) is the intensity of X-ray at the initial position r 0 , r is a point on the path of X-ray propagation, and μ t (τ ) is the X-ray attenuation coefficient that can be computed from the transmission XCT data. As a consequence of interaction with the X-ray excitation field, the nanophosphors distributed in the imaging object emits visible or NIR light, as sketched in Fig. 1(a) . The emission light can be expressed with a linear relationship adopted in the previous works [17] - [24] 
where S(r) is the light source energy density, n(r) is the nanophosphor concentration, and ε is the light yield which can be defined as the quantum yield per unit nanophosphor concentration [17] . Since biological tissues have highly scattering and weakly absorbing properties in the visible or NIR spectral window, the transport of the emitted light can be modeled by the diffusion equation (DE) [28] 
where is the image domain, (r) is the photon fluence generated by the light source S(r), μ a (r) is the absorption coefficient, D(r) is the diffusion coefficient given by D(r) = 1/[3(μ s (r) + μ a (r))], with μ s (r) representing the reduced scattering coefficient. The DE is constrained by the Robin boundary condition [27] .
where ∂ denotes the boundary of , v is the outward unit normal vector on ∂ , and ρ is the boundary mismatch parameter and accounts for the light reflection on the boundary surface. Using the finite element method (FEM), we can discretize Eqs. 
where ψ i (r) and ψ j (r) are the corresponding elements of the test function of the FEM. Because the matrix A is positive definite, Eq. (5) can be recast into = Mn (8) where M = εA −1 F. For tomography, the imaging object is rotated from 0 • to 360 • to obtain luminescence signals at different angles, as sketched in Fig. 1(a) . At each angle, the cone beam X-ray source irradiates the imaging object, and the luminescence signals are acquired by the optical detector. In projection 
where 
B. Inverse Problem
The XLCT image reconstruction is an ill-conditioned problem in which the solution is usually underdetermined and noise sensitive. A Bayesian method, with which all available information about the inverse problem can be easily incorporated, is employed to solve the CB-XLCT inverse problem. In this approach, the maximum a posteriori (MAP) estimation of the unknown concentration distribution x from the measurement vector y based on Bayesian theorem can be written as [27] x MAP = arg max
where p(x|y) is the posterior probability of x given y, p(y|x) is the conditional probability of y given x (the measurement model), and p(x) is the prior probability of x (the prior model).
The measurement model p(y|x) models the physical properties of the system, while the prior model p(x) models the image characteristics such as smoothness that one would expect in the solution. The measurement model in the Bayesian framework is constructed based on a shot-noise model, which assumes independent measurement noise described by a Gaussian distribution with the variance proportional to the signal amplitude [29] . Specially, the model is written as
where M is the number of measurements, κ is an unknown hyperparameter related to the noise variance, and y is the covariance matrix for measurement vector y. For XLCT problem, the boundary measurements are assumed to be statistically independent. Thus y becomes a diagonal matrix and is given by
The prior model in the Bayesian framework is the most important unique part that enables the prior information to be used to constrain the inverse problem for improved reconstruction quality. Since the neighboring voxels tend to have the same or similar concentration distribution, this feature is used to construct the prior model. In many image reconstruction problems, the Markov random field (MRF) model has proved effective in describing the spatial correlations between neighboring voxels [30] 
where ∂ j denotes the neighboring voxels of voxel j . In MRF, the conditional distribution of a voxel is only a function of this voxel's neighbors. According to the Hammersley-Clifford theorem, if the density function is constrained to be strictly positive, then a random field is a Markov random field if and only if its density function has the form of a Gibbs distribution.
Since the concentration distribution is nonnegative, a Gibbs distribution is adopted here to model the density function mathematically. Gibbs distribution represents any distribution with a density function that can be put into the form [31] p
where Z is a normalization constant for the distribution, β is the Gibbs prior parameter, and V is the potential function. In this work, the GMRF model with a Gibbs distribution is used to construct the prior model
where N is the number of voxels, σ is a normalization hyperparameter, and b j −k is the weighting coefficient corresponding to the j th and kth voxels. The coefficients b j −k are assigned to be inversely proportional to the distance, under the requirement of k∈∂ j b j −k = 1. The choice of a quadratic form of GMRF model enables us to solve the inverse problem self-adaptively with high efficiency, as will be discussed in the subsequent section.
With the measurement and prior models constructed, by substituting Eqs. (12) and (16) into Eq. (11), and removing the constant terms, the objective function for image reconstruction can be written as
C. Hyperparameter Estimation and Image Reconstruction
The image reconstruction process can be described by a joint estimation given by
An alternating optimization scheme is employed to solve the above joint estimation problem [28] . In this scheme, the unknown hyperparameters are alternately estimated in each iteration, and the image is updated each time after the estimated hyperparameters are obtained. In updating the image, a voxel-wise iterative coordinate descent (ICD) algorithm is adopted to minimize the objective function [32] . More specifically, in each iteration of the alternating optimization scheme, κ, σ and x are updated sequentially abiding by the following relations:
where the ICD_update operation denotes one iteration of the ICD algorithm.
Given an imagex at the beginning of an iteration, the MAP estimates of κ and σ are given in a closed form by using maximum likelihood estimation, as followŝ
This closed-form solution reduces the computation complexity of hyperparameter estimation. With the hyperparameters κ and σ estimated in each iteration, the objective function defined in Eq. (17) can be simplified as
In our calculation, the updated image is then obtained by applying the ICD_update operation to Eq. (24) . The ICD algorithm is implemented by sequentially updating each voxel of the image. After all voxels are updated, the above procedure is repeated. A complete update of all voxels in the image is called as a scan [30] . Thus, the ICD algorithm proceeds scan after scan until a stop criterion is satisfied, e.g., the value of objective function is less than a threshold, or a preset scan number is achieved. To be efficient, each voxel in a scan is updated with random order, and the updated voxel is used in the subsequent calculation of the scan. In each scan, voxel j is updated by optimizing the following objective function with a nonnegative constraint
where
where W * j denotes the j th column of the weight matrix W.
Minimization of Eq. (25) is equivalent to solving a one-dimensional function. This can be achieved by finding the root of the derivative of the objective function defined in Eq. (25), i.e.,
where e = y − Wx. The solution of the above equation is given by
For convenience, the flow chart of the proposed method is recapitulated in Fig. 2 . Note that, with all the unknown hyperparameters calculated automatically by using the alternating optimization scheme, the XLCT reconstruction process is made self-adaptive; with the image updated via a voxelbased closed-form solution by using the ICD algorithm, the XLCT reconstruction process is made computationally more efficient.
III. METHODS
Phantom experiments were first carried out to evaluate the accuracy of the forward model. Then, numerical simulations and in vivo mouse experiments were carried out to evaluate the performance of the proposed method (MAP-GMRF). For comparison, three traditional methods, algebraic reconstruction technique (ART), Tikhonov regularization [33] , and stagewise orthogonal matching pursuit (StOMP) based on L0 regularization [34] , were also implemented to reconstruct the image. A. Hybrid CB-XLCT/XCT System Fig. 1(b) shows the hybrid CB-XLCT/XCT system used in the phantom and in vivo mouse experiments. The system included a cone beam X-ray source, an X-ray detector, an electron-multiplying charge-coupled device (EMCCD) camera and a rotation stage. The X-ray source used in the system was a microfocus X-ray source (XTF5011, Oxford Instrument, UK) with the maximal power of 50 W, and could irradiate 47 μm cone beam X-rays. The transmitted X-rays were detected by a CMOS X-ray flat panel detector (C7921-02, Hamamatsu, Japan) with a pixel size of 50 μm covering a 1032 × 1012 digital image matrix. A −70 • C cooled EMCCD camera (Andor, Belfast, Northern Ireland, UK) coupled with a Nikkor 60-mm f/2.8D lens (Nikon, Melville, NY) was positioned at 90 • towards the X-ray source, and was used to collect the luminescence signals emitted from the imaging object. The X-ray source, X-ray detector and EMCCD camera were placed 31.5 cm, 7.0 cm and 31.2 cm away from the rotational center of the rotation stage, respectively.
B. Accuracy of Forward Model
Phantom experiments were first carried out in order to test the accuracy of the forward model. Specifically, a glass cylinder (3.0 cm in diameter) containing a mixture of water and intralipid was employed as the phantom, with the optical properties of μ a = 0.02 cm −1 and μ s = 10.0 cm −1 . A transparent glass tube (4 mm in diameter) filled with Eu 3+ -doped gadolinium oxysulfide (Gd 2 O 2 S:Eu 3+ , with a density of 7.4 g/mL) nanophosphors was placed in the phantom to simulate the target [23] . The emitted luminescence signals of the nanophosphors are primarily between 600 and 750 nm [18] . The phantom was placed on the rotation stage of the imaging system and rotated for 360 • . During this process, 24 projections were acquired by the EMCCD camera with an angular increment of 15 • . The voltage and current of the X-ray source were set to 48 kV and 0.8 mA, respectively. The X-ray beam was filtered with 0.4 mm Al. The exposure time, EM gain and binning of EMCCD were set to 5 s, 5, and 1 × 1, respectively. Fig. 3 provides some details of the phantom experiments. Fig. 3(a) shows a representative X-ray projection image of the phantom. The region between the blue and green lines was selected for the study. Fig. 3(b) shows the XCT slice for an axial cut indicated by the red line in Fig. 3(a) . The target can be seen clearly in the image. The target region in all XCT slices was segmented. Fig. 3(c) is the 3-D rendering of the phantom, in which the red object denotes the target. For each excitation angle, the luminescence signals at an array of measurement points within a field-of-view (FOV) of 160 • were acquired using the EMCCD camera, as shown in Fig. 3(d) . Fig. 3(e) shows the distribution of the measurement points at an excitation angle, with 1 mm distance along the Z axis and 5 • distance along the circular arc.
In order to test how well the XLCT forward model fits the corresponding physical reality, we utilized the 3-D phantom shown in Fig. 3(c) to simulate the forward process and calculate the boundary luminescence signals according to Eqs. (1)-(9) . Specifically, the X-ray intensity distribution inside the phantom was generated based on Eq. (1). Upon X-ray excitation, the target emitted X-ray luminescence as described by Eq. (2). The luminescence propagated in the phantom to the boundary according to Eqs. (3) and (4) . The boundary luminescence signals at different angles were then computed based on Eq. (9). The theoretical values predicted by the forward model were compared directly with that measured by the EMCCD camera.
C. Numerical Simulations
Numerical simulations were first implemented to test the performance of the proposed method. As shown in Fig. 4(a) , a Digimouse atlas [35] containing the liver and lungs was The simulation was done based on the forward model described in Eqs. (1)- (9) . The cone beam X-ray source was assumed to be monochromatic with an energy of 20 keV, corresponding to the average effect of polychromatic X-ray source of around 50 kV. The light yield ε was set to be 0.15 cm 3 /mg [17] , and the X-ray attenuation coefficient was set to be μ t = 0.5 cm −1 according to the XCT reconstruction results of the in vivo mouse experiments. The scattering of X-rays was neglected. A heterogeneous forward model was constructed by assigning adequate optical properties to the segmented organs [35] . The simulation model was rotated for 360 • , with 24 projections (S = 24) acquired from the surface with an angular increment of 15 • . Then, zero-mean white Gaussian noise was added to generate noisy boundary measurements with signal-to-noise ratio (SNR) set as 35 dB. The ART, Tikhonov, StOMP and MAP-GMRF methods were implemented to process the noisy boundary measurements and reconstruct the concentration distributions. The Tikhonov method used analytical solution with the regularization parameter determined by the L-curve method [36] . The numbers of iteration of the ART, StOMP and MAP-GMRF methods were empirically chosen to be 3000, 100 and 30, respectively, to ensure convergence of the calculation.
D. Mouse Experiments
Mouse experiments were conducted under the protocol approved by the Institutional Animal Care and Use Committee of Tsinghua University. In this study, a female BALB/c nude mouse (about 22 g) was anesthetized during the experiments, and a transparent glass tube (3 mm in diameter) filled with Gd 2 O 2 S:Eu 3+ nanophosphors was implanted into the abdominal cavity to simulate a tumor targeted by nanophosphor probes. The mouse was fixed on the rotation stage of the system and rotated for 360 • . The voltage and current of the X-ray source with a tungsten target were set to 48 kV and 0.8 mA, respectively, and the beam was filtered with 0.4 mm Al. During the rotational process, 24 projections (S = 24) were acquired by the EMCCD camera with an angular increment of 15 • . The exposure time, EM gain and binning of EMCCD were set to 2 s, 20, and 1×1, respectively. The rotational speed of the mouse was 6 • /s, and the total time of full rotation was 60 s. As a result, the XLCT imaging time was about 108 s.
After collecting the luminescence data, the transmission projections were acquired to get the anatomical information of the mouse. The X-ray attenuation coefficients were reconstructed by using the Feldkamp-Davis-Kress (FDK) algorithm [37] - [39] and used to calculate the X-ray excitation field of XLCT. In this data collection process, X-ray projections were obtianed with an angular increment of 1 • , and the imaging time of each projection was 1.25 s.
E. Evaluation
Several indexes were used to quantitatively evaluate the proposed reconstruction method and the forward model. Given a region of interest (ROI), the contrast-to-noise ratio (CNR) [40] is used to evaluate the image contrast of the ROI
where the subscript ROI and BCK denote the target and background in the 3-D imaging model, respectively, μ and σ 2 are the mean value and variance, respectively, w ROI and w BCK are weighting factors determined by the relative volumes of the ROI and background, respectively. The location error (LE) is used to evaluate the localization accuracy of the reconstruction. It is given by calculating the Euclidean distance between the actual and reconstructed target positions LE = p r − p 0 2 (33) where p = [x, y, z] denotes the 3-D coordinate vector, and p 0 and p r denote the centers of the actual and reconstructed targets, respectively. The Dice coefficient [41] is used to evaluate the similarity of the actual and reconstructed target regions
where x andx denote the actual and reconstructed target regions, respectively, and |x| denotes the number of voxels in the region x. The normalized mean square error (NMSE) is used to evaluate the relative error between the actual and reconstructed results
where x andx are the actual and reconstructed images, respectively. The NMSE is also used to evaluate the accuracy of the forward model, in which case x andx denote the measured and predicted boundary vectors, respectively. Additionally, the cosine similarity [42] is also used to evaluate the accuracy of the forward model R = y T 0 y 1 y 0 2 y 1 2 (36) where y 0 and y 1 denote the measured and predicted boundary vectors, respectively.
IV. RESULTS

A. Accuracy of Forward Model
Four representative images of luminescence signals on the 3-D phantom surface, acquired by the EMCCD camera and predicted by the forward model, are displayed in Fig. 5(a) and 5(b) , respectively. The corresponding luminescence profiles along the red lines shown in Fig. 5 are displayed in Fig. 6 . It is seen from Figs. 5 and 6 that the model calculations agree with the actual measurements very well. Table I summarizes the cosine similarity R and the NMSE between the measurement data and the model prediction. It is interesting to point out that the highest R and the least NMSE occur at 90 • , whereas the lowest R and the largest NMSE occur at 270 • . That is, the best and worst predictions are achieved at 90 • and 270 • , respectively, primarily because the luminescence signal level changes from angle to angle. When the signal is weaker, the measurement noise is relatively larger, leading to less desirable agreement.
The quantitative indexes calculated from the whole set of measurement points (i.e., the measured photon fluence vector described in Eq. (10)) assembled from all of the 24 luminescence projections are also shown in Table I . Once again, the accuracy of the forward model is demonstrated. The reconstruction results of the numerical simulations are shown in Fig. 8. Specifically, Figs. 8(a)-(d) display the reconstruction results for the slice shown in Fig. 4(c) , and Figs. 8(e)-(h) show the 3-D rendering of the reconstructed images. All images are normalized to the maximal intensive value. The actual locations of the two targets are indicated by the black circles. It is seen from Figs. 8(a) and 8(e) that the ART method yields noisy result and distorted target shapes, because the method is known to be very sensitive to measurement noise. Although the Tikhonov method improves the reconstructions with the help of regularization, the technique also suffers from noisy data and results in over-smoothed Figs. 8(b) and 8(f) ), primarily because the regularization is applied to the entire image domain. With sparse regularization, the StOMP method yields smaller but distorted targets accompanied with large localization errors (see Figs. 8(c) and 8(g) ). This is attributed to that the L0 methods may easily converge to a biased solution in the presence of remarkable measurement noise [43] . In contrast, the MAP-GMRF method yields the least noisy solution with the best target locations among the four methods (see Figs. 8(d) and 8(h)), as a benefit of the local regularization strategy adopted by the prior model of the Bayesian method. Table II summarizes the quantitative analysis results of the four different reconstruction methods. The MAP-GMRF method yields the highest CNR and Dice coefficient, indicating that the targets are best recovered. Additionally, the proposed method yields the lowest NMSE, indicating that the reconstruction has the least relative error. Furthermore, the proposed method leads to the least LE1 and LE2 for the two targets shown in Fig. 4(c) , indicating that the positions of the two targets determined by the MAP-GMRF method are the closest to their actual positions. These data quantitatively confirm the observations made in Fig. 8 . Fig. 9 summaries the XCT results of the mouse experiments. Fig. 9(a) shows a white light image of the mouse taken by the EMCCD camera. Fig. 9(b) shows a representative X-ray projection image of the mouse. The region between the blue and green lines was selected for the 3-D reconstruction. The implanted cylindrical target indicated by the red line can be seen in the projection image. Fig. 9(c) is the 3-D rendering of the target and the mouse contour which is generated from the XCT slices. Figs. 9(d)-(f) are the XCT slices indicated by the blue, green and red lines shown in Fig. 9(b) , respectively. The target can be clearly seen in Fig. 9(f) . All XCT slices of the investigated region were manually segmented to separate the liver, lungs and other tissues. A heterogeneous forward model was constructed by assigning the corresponding optical properties to the segmented organs [35] . Fig. 10 shows four representative projections of the X-ray luminescence emitted from the mouse surface. They were selected from the 24 projections acquired by the EMCCD camera, corresponding to the excitation angles of 0 • , 90 • , 180 • and 270 • , respectively. The ART, Tikhonov, StOMP and MAP-GMRF methods were implemented to process the Figs. 11(a)-(c) that the ART method yields distorted target shape with a relatively large location error. Thanks to the regularization strategy, the Tikhonov method obtains better target shape compared to the ART method. However, it is also observed from Figs. 11(d)-(f) that the Tikhonov method suffers from noisy results, oversmoothed target shape and low localization accuracy. Although the StOMP calculation converges, it suffers from large localization error and target shape distortion (see Figs. 11(g)-(i) ). In contrast, the MAP-GMRF method yields the best image quality in terms of target shape and localization accuracy among the four methods (see Figs. 11(j)-(l) ). Table III shows the quantitative analysis results of the reconstructions obtained with the four methods. Similar to the numerical simulations, the MAP-GMRF method yields the highest CNR, Dice coefficient as well as the smallest LE, indicating that the target has been recovered with the best image contrast and localization accuracy. Additionally, the proposed method yields the smallest NMSE, indicating that the least relative error is achieved.
B. Numerical Simulations
C. Mouse Experiments
V. DISCUSSION AND CONCLUSION
In this work, we have established a Bayesian theory-based reconstruction method for CB-XLCT. The underlying strategy here is to construct a local regularization pattern via the prior model of the Bayesian theory to effectively mitigate the illconditioness of the inverse problem. A unique advantage of the proposed algorithm is that it is capable of automatically estimating the optimal values of the regularization parameters, thus avoiding the common problem of manual and inaccurate determination of the regularization parameters.
In our previous work on FMT [27] and dynamic FMT [28] , it has been shown that Bayesian theory provides an effective mathematical framework through which various reconstruction methods can be flexibly deduced to improve the image quality. This work represents the first application of Bayesian theory in CB-XLCT. Through numerical simulations and in vivo mouse experiments, we have demonstrated that the proposed method outperforms other reconstruction methods, and demonstrated its efficacy in improving the image quality of CB-XLCT. Among the four different approaches, the proposed MAP-GMRF method yields the best image quality in terms of target contrast and localization accuracy (see Figs. 8 and 11 , Tables II and III) .
Compared with conventional narrow beam XLCT, a primary advantage of CB-XLCT is the significantly reduced imaging time. For 3-D imaging of the mouse experiments described in this work, it would take hours for the narrow beam XLCT [2] , whereas it only takes a few minutes for the cone beam scanner. The X-ray dose deposited to the imaging objects in CB-XLCT would be similar to that of narrow beam scanning, when the X-ray source energy and imaging region are identical in the two imaging modes. However, the spatial resolution of CB-XLCT tends to be lower because of the ill-conditioness of the inverse problem here. Of course, the spatial resolution improvement of narrow beam excitation is accompanied with the cost of increased imaging time [22] .
Although the proposed MAP-GMRF method is focused on a CB-XLCT imaging geometry, it can be extended to the narrow beam XLCT system [1] or fan beam XLCT system [44] . With some adequate modifications, the proposed method can also be used to improve the XLCT image quality in the case of limited angles [15] . Finally, we point out that the formulation and algorithm described in this work can be extended to tackle many other inverse problems, such as PET, FMT and BLT, by replacing the XCLT forward model with appropriate forward models.
There are a few issues that are worth of further discussion. Firstly, both Gaussian noise model [20] , [28] , [44] and Poisson noise model [1] , [17] have been used to model the EMCCD camera noise. It is known that the Poisson distribution approaches to the Gaussian distribution as the sample size increases. Since the number of the photons acquired by the EMCCD camera is usually large in XLCT imaging, it is reasonable to use any of these two noise models. Although the Gaussian noise model was used to simulate the noise from the EMCCD camera in this work, one may also elect to proceed with an alternative approach using the Poisson noise model. Secondly, during the animal experiment, the mouse was kept in deep anesthesia. With slow rotation of 6 • /s, the adverse effects of internal organ motion was minimized. We monitored the mouse throughout the scanning process to ensure that its position was not changed. Thus no motion correction was applied in the image reconstruction. Thirdly, accurate segmentation of the imaging subject is an important step toward high quality XLCT imaging. The segmentation should be done under the guidance of knowledge of mouse anatomy and with extra caution. Fourthly, the X-ray beam-hardening effect, which would increase the average energy of the beam when traveling through the imaging object, was not considered in the forward model. Practically, considering the small size of a mouse, the influence of beam hardening should be negligible for the system studied here. The effect would become more pronounced as the size of imaging object increases. In general, inclusion of beam-hardening effect should further improve the accuracy of XLCT imaging. Under the assumption that the beam hardening effect is negligible, the forward model used in this work is applicable to XLCT systems with either monochromatic or polychromatic X-ray source. In the latter case, the light yield ε defined in Eq. (2) represents a spectral average effect of the excitation X-ray beam. Finally, the X-ray transmission and luminescence data were collected separately in this work. Simultaneous acquisition of the two sets of data would speed up the scanning and mitigate any adverse effect of anatomical change occurred between the two scans. Improved data acquisition and integration of the two modalities will be investigated in next generation of system design to maximally utilize the technical capacity of the XLCT imaging strategy.
In conclusion, we have presented a novel Bayesian method for CB-XLCT reconstruction. The work lays foundation for future CB-XLCT development. To the best of our knowledge, this is the first time that the Bayesian theory is used to solve the XLCT inverse problem. By taking advantage of the prior model provided by the Bayesian framework, the proposed method is capable of modeling the spatial correlations of neighboring voxels with the GMRF model, and leads to significant improvements in image quality compared with conventional methods. Future work will focus on incorporating more prior information into the prior model to make full use of the advantages of Bayesian method.
