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SUMMARY 
The majority of wind loading codes are derived from wind 
tunnel studies, whose techniques have seldom been 
evaluated. The wind tunnel tests undertaken in this 
thesis were conducted in collaboration with an ongoing 
full-scale project on the Silsoe Structures Building. 
This provided reliable bench-mark data which gave the 
opportunity to evaluate errors in the wind tunnel 
techniques used for low rise building studies. 
The wind tunnel tests were conducted at two 
establishments and used two scales of model, in five 
boundary layer simulations. One of the simulations was 
designed to be a replica of the Silsoe Site boundary 
layer and was produced in a short section wind tunnel 
using a rapid development partial-simulation technique. 
The simulations were surveyed using crossed hot wires, 
producing mean velocities, turbulence intensities and 
spectra. The Log law, Power law and Von Karman fits were 
used to analyse the boundary layers, which were then 
compared to-the full-scale Silsoe Site boundary layer. 
The performance of the simulations was evaluated by 
comparing mean surface pressures between model and full- 
scale. These comparisons highlighted offsets caused by 
the use of unrepresentative reference pressures in the 
wind tunnel. Based on boundary layer characteristics, 
the performance of the simulations relative to each other 
was inverse to that suggested in the literature. An 
evaluation of performance revealed that Jensen scaling 
was not a dominant factor for low rise simulations and 
that the faults may lie with poorly simulated turbulence 
characteristics. The greatest errors were seen in the 
areas of accelerated and separated flow and the sign of 
the error was different for these two flow regimes. 
The mean pressures illustrated that modelling was more 
accurate for the curved eave architecture than for the 
sharp eave version. Comparison of full-scale and model- 
scale surface pressure spectra over the eaves showed a 
good simulation of the spectral shape for curved eaves 
and a poor simulation for the sharp eaves. Thus agreeing 
with mean measurements. 
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NOMENCLATURE 
CPF _ pm -PT = standard pressure coeficient h -Pr 
d= zero plane displacement 
D= characteristic length dimension 
g= gravitational constant 
h= model ridge height 
H7. = tmul height 
H, = total pressure measured near tunnel ceiling 
h, = total pressure measured at ridge height 
K= Von Karman's constant 
LT = tunnel length 
La. 
r = streamwise 
longitudinal length scale 
p= static pressure measured at ridge height 
n= frequency 
np = frequency at peak of Von Karman spectral curve 
Po = static pressure measured by floor tap 
ps. = static pressure measured to side of model 
pm = surface pressure 
P, = static pressure measured near tunnel ceiling 
Re' = Reynolds number =UD 
V 
S= Melbourne's small scale spectral density factor 
S(n) = spectral density 
T= time scale 
U- streamwise (x axis) component velocity 
U= mean velocity 
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U, = shear velocity 
Ulo = mean velocity at 10m (full-scale) 
Ufr« = freestream mean velocity 
=local mean velocity 
U, 
ef = reference 
mean velocity 
Un4c = mean velocity at ridge height 
uw = shear in dimensions of velocity 
Var = variance 
Varq = variance of approach flow 
V= crossrream (y axis) component velocity 
W= vertical (z axis) component velocity 
WT = tunnel width 
height 
ZO = roughness length 
a= power law coefficent 
b= boundary layer depth 
6. = displacement thickness 
0= wind azimuth 0 
9. = momentum thickness 
µ= dynamic viscosity of air = 1.79x10'sKgm'ls'1 
p= density of air = 1.29 Kg/m' 
v- kinematic viscosity -µ=1.15x10'sm2s"1 
P 
a= root mean square 
a2 = variance 
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96 a= percentage turbulence intensity =°x 100 uk4d 
s= shear stress 
To = surface shear stress 
z, = shear stress between vertical planes, parallel to flow 
zr,,, = shear stress between horizontal planes 
tv,,, = shear stress bewteen vertical planes, normal to flow 
GENERAL ABBREVL477ONS 
AFRC = Agriculural and Food Research Council 
BL = boundary layer 
BLW? 1 = 33m tunnel at UWO 
BRE = Building Research Establishment 
CE = curved eaves 
Cp pressure coefficient 
FFT = fast fourier transform 
Midsection = crossection through centre of 
model, perpendicular to the ridge 
NBLIO - boundary layer at Surrey 
Rough[2] = boundary layer at Surrey 
SE = sharp eaves 
Surrey = Surrey University 
TI = 8.5m tunnel at Surrey 
Thin = boundary layer at Surrey 
Transverse winds = winds at 9o degrees to ridge 
UWO = University of Western Ontario 
UWOrough = boundary layer at UWO 
LlWOs7nooth = boundary layer at UWO 
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CHAPTER ONE 
INTRODUCTION 
1.1 Introduction 
Until recent years the majority of wind loading 
measurements have been taken on large or high rise 
structures. This is because it requires the economics of 
large projects to make wind tunnel studies viable. Low 
rise buildings rarely exhibit dynamic properties and 
experience only the lowest portion of the atmospheric 
boundary layer, and so are a very different research 
problem from high rise buildings. Low rise buildings 
suffer from further complications due to the effect of 
surrounding buildings and the large variety of building 
geometries [Lee 1989; Ho et al 1989]. 
Designers of low rise projects tend to rely totally on 
design codes. These design codes are derived from 
pressure coefficients measured in wind tunnels, and in, 
some of the older data the wind tunnel tests contained no 
simulation of the atmospheric boundary layer shear flow 
[Tieleman et al 1981]. Jensen [1967] and Meroney [1988] 
have shown that simulation of the boundary layer is 
important to create the flow patterns around buildings 
and data taken without simulation of shear is gradually 
being phased out of the codes [Davenport 1975]. The 
almost total reliance of wind loading codes on wind 
tunnel data implies that the codes are only as accurate 
as the wind tunnel techniques. This is admitted in the 
forward to the British Standards Institute [BSI CP3 1972) 
Code which states that additional research is required on 
the relationship between wind tunnel conditions and those 
in reality. 
This thesis covers an extensive comparison between wind 
tunnel and full-scale data on a low rise building. The 
comparison is unique in the quality of the full-scale 
data and the close cooperation between the two comparing 
institutes. The experiments were ongoing and during the 
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project techniques were redefined and software written to 
allow closer comparison. 
The work was commissioned under an 'Agricultural and Food 
Research Council' (AFRC) link scheme which was designed 
to compare wind tunnel and Computational Fluid Dynamics 
(CFD) techniques with full-scale data. The full-scale 
work is ongoing at the AFRC Silsoe Research Institute. 
The CFD work was conducted at City University and is 
published in [Hoxey et al 1992a] and [Basara 1993). 
The work presented in this thesis covers the wind tunnel 
tests carried out by the author at 'The University of 
Surrey' and 'The University of Western Ontario'(UWO). 
These are compared with full-scale data from the Silsoe 
Structures Building and weaknesses of the wind tunnel 
techniques are discussed and assessed. 
The building under study, the special instrumented Silsoe 
Structures building, is a gable roofed portal frame steel 
structure clad in light-weight steel sheeting. This type 
of structure provides an economic way of enclosing a 
large volume and is one of the fastest growing structures 
in our landscape, used in agriculture, warehousing and 
many of the shopping parks on the outskirts of towns. The 
scheme will contribute towards the knowledge on low rise 
metal clad buildings, but it has a more important role in 
assessing the accuracy of wind tunnel methods used to 
obtain design data and of CFD techniques which may well 
have this function in the future. 
Previous CFD work has been conducted at Silsoe using the 
'PHOENICS' package and is presented in Hoxey et al [1989] 
and Richards et al [1992]. Hiley [1992] has also 
produced CFD comparisons on the Silsoe Structures 
building. 
There now follows a brief resume of the general 
literature to set the scene for the work in this thesis. 
More detailed references will be given in the relevant 
chapters. 
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1.2 Wind Loading Codes: Their Application and 
Development 
There are many wind loading codes used in different 
countries throughout the world. These use various 
techniques of calculating the loads and are based on 
varying qualities of research. The codes are always 
constrained by the need for them to be easily used and 
the compromise must be made between simplicity of 
calculation and detail of information. The present 
British Wind Loading Code [BSI CP3 1972] and the update 
under review [BSI 6399 1992) are restricted for use with 
buildings which do not move dramatically under wind 
action (quasi-static structures). In these codes the 
wind loads are calculated using standard pressure 
coefficients which show the distribution of force over 
the building. These pressure coefficients are multiplied 
by a wind force factor for the site. The data base of 
pressure coefficients has been updated and extended, in 
the new code to cover a broader base of building shapes 
and the wind force factor has also been extended to 
cover, more accurately, details of topography and 
surrounding architecture. Both codes however rest on the 
assumption that by applying a gust factor in the wind 
speed the effect of the gusting on the surface pressures 
will be represented. 
As an alternative to the British system of coding the 
National Building Code of Canada has now adapted new 
loadings for low rise buildings which are based on a 
technique pioneered by Surry et al [1984]. This is aimed 
at removing the inherent conservatism due to sheltering 
effects and to take account of varied geometries. The 
technique uses reliability theory performed on large 
numbers of random simulations in the wind tunnel. This 
form of MonteCarlo simulation has the added advantage of 
avoiding creeping inflation in the codes caused by 
persistent new research into extreme loads [Davenport 
1982]. 
The variation between codes of different countries is 
shown by Meecham et al [1987] who calculates three widely 
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different loads predicted by three codes for the same 
building situation. Not only does this variation 
indicate an inherent error in the codes but also the need 
for a common basis of design throughout the world 
[Davenport 1982]. 
An important aim of wind engineering research must be to 
ensure our buildings remain undamaged due to accurate and 
consistent wind codes. Inaccuracies in predicted loads 
are slowly being reduced by the determination, in many 
institutions around the world, of the loads on a large 
variety of building shapes in simulated shear flow. An 
example of this process is the work at AFRC on ridge 
canopy structures [Robertson et al 1985], which was later 
incorporated into the British code plugging a gap in the 
previous version. The benefit of such research is seen 
in the proposed new British code [BSI 6399 19923 which 
shows many more building shapes. 
Fortunately, low rise buildings are generally in urban 
situations where the wind forces are not as great as 
those on the single models used in most wind tunnel tests 
[Surry et al 1984; Walker et al 1985]. This introduces a 
margin of conservatism which covers errors in predicted 
loads. Another conservative factor is that introduced by 
the heavy roofing materials traditionally used on 
housing. The weight of the roof counteracts the wind 
induced lift force on the roof, which a the major wind 
load on low buildings [Whitbread et al 1963]. Modern 
changes in building techniques produce lightweight 
structures which do not have dead weight loads to 
counteract the wind forces. Cook [1990) surveyed the 
wind damage in the UK, showing complete destruction of 
many lightweight prefabricated buildings while 
traditional housing suffered less. 
The Silsoe Structures Building uses a lightweight 
building method susceptible to wind action, and yet 
Robertson [1988] reports that the British Standard codes 
on the design of steel work allow relaxation in the wind 
loading design requirements for this type of structure. 
This bias is confirmed by Ayme [1985] who concludes that 
these types of structures are under-designed for wind 
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loads by the National Building Codes of Canada, after 
comparing actual loads on metal framed structures, with 
the code. A fault in many codes, which is particularly 
relevant to the Silsoe Structures Building, is 
insufficient guidance as to the loading on cladding and 
fastenings. These are susceptible to high frequency 
gusts which are damped out on the larger building 
elements [Davenport et al 1984]. Jackson et al [1986] 
notes from hurricane damage in the US that metal 
buildings suffer where poorly designed components, such 
as cladding, fail leading to domino faults on roofs and 
walls. It is particularly important in the agricultural 
environment that the wind loads are predicted correctly. 
This is because there is often a reduction in the design 
life of the structure because the building is required to 
be economic and this reduces the margins for error. 
Robertson [1988] has predicted that the reason we have 
not seen more damage to these structures is that the 
critical design case is often limited by the snow loading 
standards. 
The most highly loaded area on most low buildings is the 
windward roof just after the eave which suffers high 
suction. Eaton et al [1976] concludes from comparison of 
the British code [BSI CP3 1972] and full-scale data that 
these edge regions are under-designed and Cook [1990] 
notes from storm surveys that these are the regions 
seeing the most damage. Some research has been 
concentrated on the effects of changes in eave and ridge 
geometry [Wiren 1971; Blackmore 1987b], and the 
possibility of reducing loads using added geometrical 
features such as parapets has been investigated [Lythe et 
al 1982; Whitbread et al 1963]. The effects produced by 
small changes in eave and other geometries are still 
unspecified in many codes and Jackson et al [1986], when 
considering tornado damage, concludes that proper 
implementation of detailing is probably the single 
biggest deficiency in current practice. 
As external loads are refined and thus become less 
conservative, attention has been given to the internal 
pressures which can reduce or increase overall loading 
depending on whether they are positive or negative [Surry 
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et al 1989; Holmes 1979; Vickery et al 1984]. These are 
particularly important where cladding failures may 
dramatically alter internal pressures and the resultant 
wind loads. 
1.3 Previous Model and Full-Scale Comparisons on Low Rise 
Buildings 
Very little full-scale data has been recorded on low rise 
buildings and even fewer comparisons with wind tunnel 
data. It is worth mentioning that the Silsoe Structures 
Building is part of a long term project based at Silsoe 
which has been measuring surface pressures on existing 
pitched roofed gable end barns of various geometry [Hoxey 
et al 1988]. Data from these barns was compared with a 
set of tests conducted at the University of Western 
Ontario [Richardson et al 1989] and revealed reasonable 
agreement. Prior to this project, similar full-scale 
measurements were made by the Silsoe Research Institute 
on glass and film clad greenhouses, and some comparisons 
with model tests took place [Hoxey et al 1984; Tahouri et 
al 1988]. The result of this extensive experience in the 
problems of full-scale instrumentation is the production 
of reliable bench mark data on the Silsoe Structures 
Building for the AFRC link scheme. 
The largest low rise full-scale to model-scale comparison 
previous to the Silsoe Structures Building was based at 
Aylesbury on a simple house geometry. This was plagued 
by full-scale problems of instrumentation [Eaton et al 
1975) so little reliable bench mark data was available. 
Many laboratories took part in the wind tunnel 
experiments to assess and calibrate their methods 
[Vickery 1984; Sill et al 1989; Apperley et al 1979; 
Greenway et al 1978; Mousset 1985; Hansen et al 1985]. 
The results were startling in their scatter and attempts 
were made to evaluate the performance of each laboratory 
by using a grand mean determined from the data of the 
majority of the laboratories. 
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Full-scale measurements have been conducted by Marshall 
[1977) on a mobile home. Macha et al [1982] tested a 
model-scale comparison and encountered problems in the 
simulation because the full-scale incident winds were 
affected by surrounding buildings. Surry et al [1986] 
produced a model-scale comparison which modelled the near 
surrounds in the wind tunnel and showed improved 
comparisons. Previously Marshall [1975] had conducted 
full-scale measurements on three houses in the 
Philippines with accompanying model-scale tests at 
Virginia Polytechnic Institute and State University. 
Full-scale tests have also been conducted by Dreher et al 
[1973], on a house in Montana and by Bailey [1933] who 
conducted the first comparisons. Bailey produced some 
remarkable full-scale data on a low rise dwelling. This 
was initially in contradiction with model-scale tests in 
constant flow but was exemplified by later tests 
conducted in a simulated shear flow [Bailey et al 1943]. 
Milford et al [1992a] conducted full-scale measurements 
on the corner of an aircraft hanger at 'Jan Smuts' 
airport. Model scale tests [Milford et al 1992b] showed 
comparisons of mean pressures to be generally 
satisfactory although some offsets were observed and 
blamed on static reference errors. 
There is a current ongoing full-scale experiment at the 
Texas Tech University [Levitan et al 1989,1991,1992a, 
1992b; Mehta et al 1992] on a near flat roof low rise 
building. Accompanying model scale data is becoming 
available [Lakas et al 1990; Surry 1991,1992; Okada et al 
1992; Cochran et al 1992] which in general shows good 
agreement with the full-scale pressure coefficients 
except in the separated region on the eave. 
1.4 Methods of Measuring Wind Loads 
Wind tunnel studies can measure the force on a building 
directly, through force balances. However for low rise 
buildings (essentially quite stable building shapes) the 
force balance does not have enough sensitivity. The 
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natural frequency of low rise buildings is generally high 
making them immune to the resonant action of the wind 
therefore the aero-elastic modelling used for bridges and 
high rise buildings is not required. For these reasons 
the chief method of determining wind loads on low rise 
buildings is by analysis of surface pressures. 
The pressure field on a building is unsteady and its 
description is carried out in statistical terms. Finding 
the statistical concept to most represent the true load 
is a valuable aim and often analysis and measurement 
techniques differ so greatly between different projects 
that these effects mask any aerodynamic differences. The 
most common statistical method has been to measure mean 
pressures at individual points on the surface and this is 
one technique used in this thesis. 
Another widely used technique is to record the extreme 
low and high pressures at a point thereby showing the 
range of forces experienced (extreme value analysis). 
These peak pressures give valuable information, however, 
they are unfortunately very dependent on the response of 
equipment [Gumley 1983; Sockel et al 1992b] and analysis 
techniques used [Dalgliesh et al 1979). Greenway et al 
[1978] points out that any conclusions drawn from extreme 
value analysis must be highly tentative. Surry [1991] 
when comparing model and full-scale pressures on the 
Texas Tech building notes differences in peak data which 
he attributes partially to frequency response conditions 
and Apperley et al [1986] conducting peak pressure 
comparisons on a grandstand notes inherent statistical 
problems. Attempts to standardise extreme value 
measurement techniques have been suggested by [Dalgliesh 
et al 1979] and [Mayne et al 1979] but the problem has 
not yet been resolved. It is noted that differences in 
equipment limitations such as tubing attenuation are 
bound to be greatest between full-scale and model 
experiments and at full-scale there is the added problem 
of non-stationarity in the wind speed. As yet no extreme 
values data has been available for the full-scale Silsoe 
Structures Building and therefore, as the main object of 
this project was to compare with full-scale, no attempt 
has been made to perform extreme values anylsis in the 
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wind tunnel. However, it is recognised that the mean 
value comparisons performed do not represent the extremes 
of load caused by fluctuations which indicate the maximum 
structural loading. 
It has been shown that a surface pressure probability 
density. function does not take a wholly gaussian form, 
especially in separated flows where the negative extremes 
deviate from gaussian [Eaton et al 1976; Wacker et al 
1991]. It has been suggested that this is due to 
intermittent negative spikes caused by the movement of 
reattachment streamlines over the surface of the 
structure [Meroney 1988]. 
Experience has taught that it is not only the force of 
the wind which affects a building but also the structure 
of the turbulence in the wind. Different frequencies of 
gusts affect different components of the building. The 
low frequency gusts which envelop the whole building 
translate to loads on the frames and foundations while 
small frequency gusts vibrate the small cladding elements 
and fixtures. Using spectral analysis of the oncoming 
wind the amount of energy present at each frequency is 
determined and spectral analysis of the point pressures 
on the building surface show how these gusts affect the 
building surface. This technique is strongly affected by 
the frequency limitations of the equipment, however, the 
attenuation effects are clearly marked and do not mask 
the undistorted information. Full-scale measurements of 
both surface pressure and flow velocity spectra are 
available and wind tunnel data is measured and presented 
for comparison. It is intended that by comparison of 
surface spectra, information will be revealed about the 
ability to simulate unsteady components at model-scale, 
as well as the steady component represented by the mean 
pressures. 
Investigations into the way we measure wind loads at 
model and full-scale have revealed that an alternative to 
point pressure data is to integrate the pressures over a 
tributary area thus providing a picture of the forces 
which the supporting structures take [Akins et al 1979]. 
Stathopoulos [1979] has shown that this spatial averaging 
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needs to be done simultaneously to account for gusts 
which are not spatially correlated and so maximize at 
different points on the structure at different times. 
The greatest effect of this technique is seen in areas of 
high suction gradients, where spatial averaging greatly 
reduces the measured load [Stathopoulos 1979]. This is a 
powerful tool for the design of structural elements and 
frames [Ayme 1985], and is also useful for cladding loads 
where the load is dependent on the tributary size of the 
elements [Stathopoulos 1979]. Kim et al [1979] measured 
spatially averaged pressures and point pressures on a 
full-scale flat roof which was also instrumented to 
directly measure wind load. He reflected that point 
pressure measurements fail to reflect design criteria for 
a structural component, but extreme spatially averaged 
loads compare well with design codes. Robertson [1988] 
states that significant design economies could be made 
from reappraisals of spatial averaging effects. Spatial 
averaging techniques would suit this project where 
comparison between wind tunnel predicted structural loads 
and full-scale strain gauge data from the Silsoe 
Structures Building could take place. However it is not 
within the limits of this study, due to the limited 
availability of transducers. 
1.5 Scope of this Thesis 
Davenport et al [1985] talks of the importance of closing 
the loop between wind tunnel experiment and full-scale 
performance and the AFRC link project provides an ideal 
opportunity to do this. The greatest contribution of 
this thesis is to test the reliability of wind tunnel 
tests in real life laboratory situations, where 
relaxations in ideal requirements are a fact. To take 
advantage of this much time was spent exploring the 
errors introduced by experimental techniques and 
modelling characteristics. 
The scale of a natural boundary layer is governed by the 
length of tunnel fetch available for the flow to pass 
along before reaching the model. This limits naturally 
grown boundary layers to scales less than 1: 500 even in 
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the longest tunnels. In tests of low rise buildings, 
correct scaling at 1: 500 would result in very small 
models. This would produce limitations in geometrical 
detail, and distortions due to the comparative size of 
the tappings to surface area. One method of avoiding 
small models is to relax the scaling requirements 
allowing large models to be tested in boundary layers of 
reduced scale. The effect of this is evaluated in this 
thesis by comparing data recorded in small scale and 
correctly scaled boundary layers and on two scales of 
model. 
A second compromise is to use artificial methods to 
produce large scale boundary layers. This commonly 
results in distortions in the velocity or turbulence 
profiles with unrepresentative turbulence structure and 
lack of stability-being constant side effects. The 
errors introduced by artificial simulations are examined 
in this thesis by the comparison of five boundary layers 
of various degrees of artificiality. These simulations 
included two existing small scale boundary layers in the 
University of Surrey's short fetch tunnel and two more 
naturally simulated boundary layers in the University of 
Western Ontario's long tunnel. To complete the programme 
a large scale boundary layer was simulated in the short 
fetch Surrey tunnel using a rapid partial simulation 
technique. 
In order to test low rise buildings, experimentalists 
generally compromise a little on three accounts, 1) 
choosing the smallest geometry of model possible, 2) 
using a boundary layer of slightly smaller scale and 3) 
using some artificiality in its simulation. This thesis 
aims to indicate roughly, how much these compromises 
affect the reliability of the resulting wind load 
predictions. 
Unexplained offsets and trends in data can be attributed 
to unrepresentative reference pressures. A study of the 
effect of reference static pressure position was 
conducted resulting in measurement of the static 
gradients in the two tunnels. Attempts are made to find 
a reference static pressure representative of the full- 
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scale reference used at. Silsoe. 
During this project a mean pressure and velocity analysis 
programme was written to control and analyse data from 
existing transducers and crossed hot wires. A 
sophisticated processing package was developed to 
determine boundary layer characteristics from this data. 
It was felt that mean pressure analysis was inadequate 
with regard to the importance of extreme loads generated 
under short duration gusts [Hoxey 19891 and equipment was 
bought and built to allow time history of a reasonable 
frequency response to be stored. A programme was written 
to sample and process data to form spectra. This was 
designed to exactly simulate the processing done at full- 
scale. 
The aim of this thesis is to take advantage of the unique 
opportunity to access the accuracy of wind tunnel 
simulation techniques. This is an area of concern to 
wind engineering and directly relates to the design 
codes. The result of this emphasis is that no 
comparisons will be made between wind tunnel data and 
design codes and no modifications to the codes will be 
suggested. The full-scale data, which is available for 
this structure, is far better suited for evaluation of 
the code performance and Robertson [1992a] has performed 
this task. 
Table 1,1 lists the tasks performed to obtain the wind 
tunnel data used in this thesis. These are presented in 
chronological order, to enable an overview of the project 
to be taken. 
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Data Task Lab and 
Scientist 
Jun 88 Survey UWOsmooth and UWOrough UWO 
-Aug 88 boundary layers. Richardson 
Noticed static reference errors. 
Nov 88 Preliminary mean surface pressure Surrey Uni 
-Jul 89 measurements. 
Wake flow studies in Thin and Dailey 
Rough[2] boundary layers. 
Aug 89 Examination of static trends and' UWO 
-Oct 89 reference errors at UWO. 
Surface pressure measurements in Dailey 
UWOrough and UWOsmooth. 
Nov 89 Development of mean analysis Surrey Uni 
-Aug 90 software and hardware. Dailey 
Sept 90 Mean surface pressure Surrey Uni 
-Nov 90 measurements in Thin and Rough[2] Dailey 
boundary layers. 
Dec 90 Development of spectral analysis Surrey Uni 
-Apl 91 software and hardware. Dailey 
May 91 Examination of static trends and Surrey Uni 
reference errors at Surrey. Dailey 
Jul 91 Survey of the Surrey Thin and Surrey Uni 
Rough[2] boundary layers. Dailey 
Aug 91 Development and survey of the Surrey Uni 
-Nov 91 Surrey NBL10 boundary layer. Dailey 
Dec 91 Mean surface pressure Surrey Uni 
measurements in NBL10. Dailey 
Wake flow measurements in NBL10 
Jan 92 Spectral surface pressure Surrey Uni 
measurements in NBL10 Dailey 
TABLE 1,1 
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1.6 Organisation of this Thesis 
The next chapter, Chapter Two, outlines the apparatus and 
experimental details of all the experiments reported in 
this thesis. It is the intention to detail as much as 
possible the standard equipment and procedure of the 
experiments so the barest of details need be given in the 
chapters relevant to the particular study. Details of 
the construction and instrumentation of the full-scale 
Silsoe Structures Building are given, as are the 
dimensions of the two wind tunnels and four models. The 
sampling apparatus is detailed under two headings: - that 
of the mean value apparatus and programmes, and that of 
the spectral apparatus and programmes. Flow 
visualisation techniques are also outlined. 
Chapter Three gives a detailed introduction to the theory 
of classifying the character and scale of a boundary 
layer. This is applied to surveys of the Silsoe Site 
boundary layer and the four existing boundary layers at 
Surrey and UWO. The information provided by these 
surveys will be used in Chapter Six to justify the 
performance of the simulations at reproducing the full- 
scale mean surface pressures. 
Chapter Four details the development of a new boundary 
layer by a process of iterative changes. A rapid partial 
simulation technique is used to create the final 1: 100 
scale boundary layer which is modelled on the 
characteristics of the Silsoe Site. The mean surface 
pressure data sampled in this boundary layer is used in 
Chapter Six to investigate the relative importance of the 
scaling and the artificiality of a simulation. 
Chapter Five contains a study of the effect of the 
position of the static reference probe on the mean 
surface pressure coefficients. Offsets due to 
unrepresentative static reference pressures are 
identified in some of the wind tunnel data and this is 
taken into account in the mean surface pressure 
comparisons in Chapter Six. 
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Chapter Six contains comparisons of mean surface 
pressures measurements taken in five boundary layers with 
two scales of models. A total of eight set-ups are 
considered and the surface pressures are compared with 
the full-scale measurements to demonstrate the 
performance of each combination. The performances are 
examined for trends with Jensen number, turbulence 
intensity and turbulence scale and structure. Effects of 
blockage and Reynolds number are also examined. 
Chapter Seven displays spectral measurements of the 
surface pressures on the 1: 100 scale model in the new 
boundary layer. The pressure spectra are compared with 
spectral measurements from full-scale in an attempt to 
shed light on the flow dissimilarities demonstrated by 
mean surface pressure measurements presented in Chapter 
Six. 
Chapter Eight concludes the thesis with a summary of the 
most notable aspects of the work and an indication of 
where further research would be useful. 3 
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CHAPTER TWO 
EXPERIMENTAL DETAILS 
2.1 Introduction 
This section contains the details of the experimental 
apparatus used for all the research in this thesis. This 
is done in order that only the minium of experimental 
information needs to be given in subsequent chapters. 
The two wind tunnels are the first apparatus to be 
detailed and plans showing dimensions are presented. The 
characteristics of the boundary layers grown in these 
tunnels are surveyed and discussed in Chapter Three and 
surveys of the static pressure trends inside the tunnels 
are outlined in Chapter Five. The full-scale Silsoe 
Structures Building and the data analysis techniques used 
at full-scale are outlined next to validate comparisons 
performed in later chapters. The two scales of models 
are then illustrated with details of their tapping 
arrangements. The University of Surrey data, except for 
preliminary measurements, was sampled and processed using 
signal conditioning systems and software constructed and 
written by the author. These systems are outlined with 
details of the software, signal conditioning and computer 
hardware, and measurement devices. The experimental 
procedures used with these systems are outlined together 
with a discussion of the expected errors. The techniques 
used for the flow visualisation are also presented. 
2.2 Wind Tunnel Dimensions 
The majority of experiments took place in the Surrey Ti. 
tunnel. This is an open section blow down tunnel with a 
large contraction and stringent flow conditioning and has 
a homogeneous quality of flow. The working section 
has 
the internal dimensions of width=1370mm, height=1680mm 
and a fetch of 6500mm available for 
boundary layer 
simulation. Figure 2,1 shows a diagram of the 
Surrey Ti 
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tunnel showing external dimensions. Ti was run at speeds 
of 10 and 15m/s during experiments. 
A number of experiments were conducted in the boundary 
layer wind tunnel one (BLWT1) at the University of 
Western Ontario(UWO). This is an open section suck down 
tunnel. It has considerably less flow conditioning than 
the Surrey tunnel and has a much longer fetch of 23000mm. 
The tunnel has a sloping roof which produces a reduction 
in cross sectional area towards the inlet, this 
counteracts the static gradients produced by the fan. 
The height of the tunnel at the model position is 2000mm 
and the width is 2400mm. A diagram showing external 
dimensions is given in figure 2,2. BLWT1 was run at 
lOm/s during experiments. The equipment and techniques 
involved in the mean pressure and spectral measurements 
at UWO are detailed in Richardson et al [1992a] together 
with an analysis of experimental errors and processing 
techniques. 
2.3 Full-Scale Building and Measurement System 
The Silsoe Structures Building is representative of many 
modern agricultural buildings. It is a portal frame 
structure clad in British Steel Corporation metal 
sheeting with a trapezoidal corrugated texture of 35mm 
depth. The eaves of the building can be adjusted to 
allow two configurations, the curved eaves favoured by 
modern architects and the more traditional sharp eaves. 
Figures 2,3 and, 2,4 show photographs of the Silsoe 
Structures Building with curved eave and sharp eave 
configurations respectively. 
On the sharp eave configuration a slight adjustment to 
the original design was made to allow a 50mm overhang of 
the roof. This was to prevent water splashing under the 
walls of the structure and damaging recording equipment 
inside. Figure 2,5 shows the dimensions of the building 
together with the position of the tappings. Two types 
of taps are shown. The AFRC wall taps are simple holes 
located at the centre of 600mm square alloy plates used 
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FIG 2,3 The Silsoe Structures Building with curved eave 
configuration 
FIG 2,4 The Silsoe Structures Building with sharp eave 
configuration 
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to remove the local pressure gradients caused by the 
corrugations. The roof taps were designed to be rain 
proof and extended 125mm above the surface. 
The taps were connected via tubing to two scanivalve 
systems containing transducers, allowing simultaneous 
measurements of two surface pressures. The attenuation 
of high frequencies, caused by the tubing limitations, 
restricted the frequency range to less than 2.5Hz. There 
are 76 external AFRC taps and one internal AFRC tap. Ten 
extra AFRC taps were added to the curved eave detail to 
examine pressures in this region. The second set of 33 
taps were sponsored by the Building Research 
Establishment (BRE). These were again mounted on plates 
but individual transducers were flush mounted at each 
tap, allowing simultaneous measurements at all taps with 
no tubing attenuation. This gave a frequency range upto 
1OHz. 
Measurements on the BRE taps were abandoned in 1989 due 
to instrumentation difficulties and began again in 1991 
with a new set of transducers. Measurements were taken 
on the curved eaved building during 1987 and 1988 and on 
the sharp eaves during 1989 and 1990. The surface 
pressure data used for comparisons in this thesis 
consists of mean and spectral surface pressures. 
Approach flow velocities measured 20m upwind and 20m to 
the side of the building are used for comparison with the 
wind tunnel data. The velocities are measured using a 
directional pitot tube and a sonic Gill anemometer. 
These are supported by poles for heights less than 20m 
and above 20m kites were used to determine the 
velocities. The data is processed and presented as mean 
velocities, turbulence intensity and velocity spectra. 
The static pressure fields surrounding the building were 
also measured using a set of calibrated static pressure 
probes. 
The mean and turbulence intensity data was taken from 
four minute and one hour records. It must be noted that 
due to the non-stationary character of the wind, 
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turbulence intensity values will be a function of 
sampling length. The spectral data was digitised at SHz, 
filtered at 2.5Hz and processed as the ensemble average 
of two 32768 point FFT's. Data was sampled only when the 
four minute mean wind speed at ridge height exceeded 
8m/sec. The reference dynamic pressure was recorded at 
building ridge height on a mast 20m upstream of the 
building using a directional pitot tube. The reference 
static was measured on this mast using a calibrated 
static pressure probe and also recorded in a hole in the 
ground outside of the building. 
The Silsoe Structures Building is instrumented with 
strain gauges but these measurements are not used for 
comparison in this thesis. 
The building is situated in Wrest Park at the AFRC Silsoe 
Research Institute in Bedfordshire. It is positioned 
with the longest side normal to the prevailing wind. The 
fetch in the prevailing wind direction of WSW contains an 
open field for 500m then hedge rows and scattered farm 
buildings. The general terrain category is 'open country 
with scattered wind breaks'. Details of the atmospheric 
boundary layer as measured in 1986 and 1988 are shown in 
Chapter Three. 
More information on the Silsoe Structures Building and 
instrumentation is given in Robertson et al [1988]. Data 
recorded on the building is presented in the following 
references: - Robertson [1989]; Hoxey [1989]; Hoxey et al 
[1988]; Hoxey et al [1989]; Hoxey et al [1992a]; Hoxey et 
al [1992b]; Richardson et al [1989); Richardson et al 
[1990]; Richardson [1991]; Richardson et al [1992a] and 
Robertson [1992b] . 
2,4 Wind Tunnel Models 
All measurements were taken on scaled models of the 
Silose Structures Building. Two scales of model were 
used. A 1: 43 scale was initially chosen with the 
proposal that this would allow some structural 
interchanging of eave and ridge detail. Two models were 
a 9 
FIG 2,6 Curved eave 1: 43 scale model 
manufactured, one with curved eave geometry and one with 
sharp eave geometry. The models have identical tap 
distribution to the full-scale building and the curved 
eave model included an internal tap and adjustable door. 
The curved eave 1: 43 scale model is shown in figure 2,6. 
This model was sealed, so that the internal pressure was 
independent of influences from outside of the tunnel, 
however, the permeability of the model was not designed 
to simulate that at full-scale. 
The majority of measurements were taken using 1: 100 scale 
models on loan from the Building Research Establishment. 
The curved eave 1: 100 scale model is shown in figure 2,7. 
Both the models were tapped with 75 tapping holes of lmm 
diameter distributed over one half length of the model, 
so as to provide corresponding tapping locations for each 
of the full-scale positions. They had no door details 
and so symmetry allowed information to be gathered for 
the entire surface area by performing two surveys at 180° 
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FIG 2,7 Curved eave 1: 100 scale model 
separation. Two models of different eave geometry were 
used. The curved eaved model had six extra taps on the 
eave to allow a closer study of this region. These 
models were also used by other research workers at the 
Building Research Establishment and the University of 
Western Ontario [Richardson 1991]. 
No attempt has been made to simulate the surface 
roughness of the Silsoe Structures Building. The 1: 43 
scale models were made of perspex coated with grey 
primer, the resulting surface was slightly abraded, 
having approximately the texture of flour paper. The 
1: 100 models were un-coated perspex and are therefore 
smooth. 
2,5 Mean Sampling and Processing at Surrey 
Some initial measurements were taken using an existing 
one channel programme on a Commodore Pet computer. More 
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details of the Pet system hardware and software can be 
found in Savory [1984). Based on this, the author 
developed a four channel mean surface pressure system to 
run on the IBM clone computers. This system was used to 
measure the mean surface pressures presented in this 
thesis. The author then developed a mean sampling system 
that could simultaneously sample hot wire, crossed hot 
wire and pressure channels, and control both traverse and 
scanivalve. This has been used for all other mean 
measurements. The simultaneous system uses the same 
hardware and techniques as the authors' original mean' 
sample system and, therefore, details of only the second 
system will be given in this thesis. 
The simultaneous system consists of two programmes 
written in turbo pascal to run on an IBM clone. 
"Simmean", which stands for simultaneous mean sample 
programme, can simultaneously sample and calibrate up to 
four channels of hot wire, crossed hot wire and pressure 
signals. It has full automatic control of traverse and 
scanivalve with rigorous error checking. The mean and 
RMS pressures and component velocities are written to 
file in a format which can be read by "simproc", the 
simultaneous mean sample process programme. 
This process programme "simproc" can plot component 
velocities, pressures and variances against X, Y or Z 
traverse axis. It also has procedures for averaging and 
merging traverse data and exporting results in ASCII 
format compatible with Harvard Graphics and other 
graphics programmes. Simproc contains a procedure which 
implements turbulence corrections to crossed hot wire 
data using the method of Tutu et al [1975]. There are 
considerable facilities for the analysis of boundary 
layer profiles, including automatic power law and log law 
fits, calculation of momentum and displacement thickness 
and scaled plots to Silsoe Site full-scale data. The 
theory of the boundary layer analysis used is presented 
in Chapter Three, together with example plots. All plots 
can be output to the screen or to a plotter with 
consistent axis scaling so the desired plot scale can be 
produced on screen before a hard copy is taken. The 
following section contains more technical information on 
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FIG 2,9 Summary flow chart of the simmean process program 
(total lines of code = 5,612) 
«1 
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the system and details of experimental procedure. Figure 
2,8 and 2,9 show summary flow charts of the simmean 
sample and process programmes respectively. 
2.51 CALIBRATIONS 
In order to calibrate pressure and hot wire channels 
simultaneously, the hot wire must be positioned near the 
pitot-static tube from which pressure is transmitted to 
the fluid manometer and pressure channels. Ideally the 
position should be at the top of the tunnel in the less 
turbulent flow, in order to avoid turbulence errors in 
pitot, static and hot wire readings. During the 
calibration procedure, logic values for each channel and 
the corresponding tunnel dynamic pressure are obtained by 
changing the tunnel velocity and monitoring the fluid 
manometer. The tunnel velocity, for use in the hot wire 
calibrations, is calculated from the dynamic pressure 
using eq 2,1. 
HPwaterg -2 Patrý 
(2,1) 
where p density 
g= gravitational constant 
Which approximates to eq 2,2. 
U= 4M 
where H= dynamic pressure(mmWg) 
U= velocity (m/s) 
(2,2) 
After each tunnel velocity is sampled, the programme fits 
a calibration curve and displays the temporary 
calibration coefficients and the correlation. On the 
basis of this correlation, the user decides when enough 
calibration points have been sampled. Once the 
calibration is complete the programme shows graphically 
the curves fitted and the original data points; then the 
data points are discarded and the calibration 
coefficients retained. 
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The amplifier unit produces linear amplifications and the 
analogue to digital conversion is also linear. Hence, 
the relationship between amplifier input voltage and 
logic is a straight line as shown in eq 2,3. 
V=M1L+ Cl. 
where V= voltage 
(2,3) 
L=logic 
Ml, Cl = constants 
This relationship must be combined with the relationship 
between pressure/velocity and output voltage of the 
measuring devices to produce a complete calibration. 
For Pressure Channels 
The relationship between pressure and output voltage of 
the transducers is a straight line passing close to zero 
voltage for zero mmWg and is represented by eq 2,4. 
V= M2H +C2 (2,4) 
Combining this with equation 2,3 gives equation 2,5. 
M2H+C2 =M1L+C1 
Ml Cl - C2 
M2L + M2 (2,5) 
Which can be simplified as 
H=ML+ C 
M and C are calibration constants. The coefficient C 
will be very small when the transducers have been zeroed. 
A process of least squares is used to fit the best 
straight line through the data giving the relationships 
shown in eq 2,6. 
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M= 
ý(Lt H) 
(2,6) 
C=ML-H 
where Li is the logic of the ith 
calibration point, L is mean logic 
A linear correlation coefficient is determined using eq 
2,7 to show the validity of the fit. 
Correlation coef R= 
Ste' 
XT=wl 
where 
SLL = nE Li2 - (E Li ) 
Sjm = nEH, 2 - (EHi)a 
SIN = nEL1Hj - (ELi) (EHi) 
For Hot Wire Channels 
For the hot wires Kings' Law [King 1914) is used to 
represent the relationship between bridge output voltage 
and air velocity. This was adapted by the use of the 
Kings' Law coefficient suggested by Collis et al [1959] 
to produce the relationship shown in eq 2,8. 
1,1 =s+t U0. os 
U= velocity (2,8) 
V= voltage 
s, t= constants 
When combined with the linear relationship between logic 
and input voltage this produces eq 2,9. 
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(M1L + Cl) 2=s+ tU°. as 
VO. 45 =( i)L2 +( 
2M1C1)L 
+( 
C1 
t 
s) 
t (2,9) 
which can be simplified as 
v o. "s = AL2 + BL +C 
where A, B and C are the calibration coefficients. The 
relationship between UO'4S and L is a quadratic and a best 
fit is determined using a least'squares polynomial 
approximation. This involves solving the three normal 
equations shown in eq 2,10. 
Cn+BEx+AEx2 =Ey 
CEX + BEX2 + AEx3 = EXy (2,10) 
CEX2 + BEX3 + AEX4 = Ex2y 
where y=U0'45 , x=logic and n=number of calibration points. 
These are solved using matrix methods to give the 
solutions in eq 2,11 
C= (((Ex2y. Ex3) -(Exy. Ex4)) . (((Ex2)2-(EX. Ex3))) " cons ((((Ex2. Ex3)-(Ex. Ex4)) . ((Ex2)2-(Ex. EX3))) - 
(((Exy. Ex2) - (Ey. 
Ex3)) ((Ex3) 2- (I: x2. r ax4)) 
) 
(EX. EX2) -(I1. 
EX3)) 
. 
((Ex3) -(EXZ. 
EX4 
B= (((Ex2y. 
EX3) -(EXy. EX4)) -(C. (EX2. ix3) -(EX. EX4)) ) 
( (Ex3) 2- (Ex2 
. 
Ex4) ) 
sý = (EX2y- (C. 
EX2) - (B. EX3 ) EX4 
(2,11) 
A RMS error coefficient displayed in eq 2,12 shows the 
validity of fit. 
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Erms = 
n+lý 
(f (xi) -Y(xi) 
(2,12) 
where f (x) = the value given by the fit 
y(x) = the value measured by the data 
For Crossed Hot Wires 
When the probe is operated with the wires in the X-Z 
plane, U and W velocity components and shear stress T., 
can be measured. With the wires in the X-Y plane, V and 
U components and T., are available. The programme accepts 
either of these orientations. The plane of the wires is 
requested from the user before sampling and is used to 
present the components in the correct format throughout 
the sampling and processing procedures. 
For pressure and single hot wire data, the means and RMS 
values can be calculated directly from the calibration 
equations. For crossed hot wires, the calibration of 
each wire takes place as for a single wire but the values 
of U and V component velocities have to be computed from 
the individual wire velocities. The relationships for 
the component velocities are shown in eq 2,13 and are 
found by resolving the vectors normal to each wire. 
W1 - W2 
tan4l + tan42 
W1tan4Z + W2tan41 
U- 
tan41 + tan42 (2,13) 
where WI, W2 = the wire velocities 
C42 = the angles between 
the wire and normal flow 
Although U and V mean velocities could be calculated from 
mean values of W1 and W2, the instantaneous velocities 
were calculated on line for each sample to allow 
turbulence and Reynolds stresses to be calculated from 
the relation shown in eq 2,14 
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Uz=U-(tn2 
V2 = ;ý -(iý2 (2,14) 
TUV= UV- U. V 
The angles between the wires, +1 and $1, were measured for 
the initial probes by considering the cosine response of 
the wires to variation in flow angles. The angles were 
found to always-approximate very closely to 45° and 
during later experiments these angles were assumed to be 
450. 
A good reference for the calibration of hot wires is 
given in Castro [1984] and there is a discussion of their 
use by Bradshaw [1971] 
2.52 STRUCTURE OF THE SAMPLE PROGRAMME 
Because the relationship between velocity and logic is 
non-linear for the hot wires, the logic values have to be 
converted to velocity before a mean can be calculated. 
This involves many repetitions of the same calculations. 
To save time during sampling, look-up tables are produced 
where the velocity value is computed for each logic level 
and stored before sampling begins. This procedure is 
implemented for all channels to allow interchanges of 
channel functions. The look-up tables are large arrays 
and "Turbo professional" memory management routines are 
used to store them in extended memory. Controls exist in 
the programme whereby measurements cannot commence until 
a calibration had been performed and the look-up tables 
created. 
The sample procedure provides options for simultaneous 
automatic control of the traverse and scanivalve. Mean 
and RMS values are calculated and written to the disc and 
printer. 
These procedures are illustrated in a summary flow chart 
of the simmean sample programme in figure 2,8. 
«" 
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2.53 HARDWARE 
The diagram in figure 2,10 shows the tubing and 
electronic set up required to run the mean sampling 
programme on two channels of pressure and two channels of 
hot wire. 
Not Stadt-- Probe 
FIG 2,10 Setup for mean sampling program on two channels 
of pressure and two channels of hot wire 
The computer used to control the system was an Elonex AT 
Clone with 80286 processor chip. The digital to analogue 
conversion was performed by an "Amplicon liveline" PC30A 
interface card which was inserted into the expansion slot 
of thecomputer. It has a sixteen channel analogue to 
digital 12 bit converter with 8 channels of ±5 volts 
input it also contains digital i/o lines. These are all 
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accessed by a 50 way D socket on the back of the 
computer. 
Four lines of analogue input containing the time history 
signals are input to PC30A from a four channel amplifier 
unit built in the laboratory. The amplifier unit 
contains four precise 12 bit D to A converters which 
allow the user to select an offset voltage of between 0 
and 9.99 volts. The amplification is achieved using four 
0P77 instrumental amplifiers which have gain settings 
available to the user. The inputs are via BNC connectors 
on the front panels and the outputs can be accessed by 
BNC connectors or directed to a fifteen way D socket for 
connection via cables to the PC30A. Signals from the 
transducers and hot wires are taken to the amplifier 
unit. In general the hot wires required an offset of 
approximately 1.4 volts to utilise the full logic range. 
The transducer signals are bipolar and required no 
offset. Amplifications of between 2 and 5 were used 
depending on the velocity/pressure range required. 
The transducers are Furness Controls' differential low 
pressure transducers powered by a M0177 power and 
interface box. These transducers have a large volume and 
hence damp out instantaneous pressure changes so they are 
suitable only for mean values. Several pressure ranges 
were available: - ± 10mmWg transducers were used for 
measuring surface pressures, ± 0.5 mmWg and ±1 mmWg 
transducers were used in the static pressure tests. 
The single and crossed hot wires are made of tungsten 
wire and were balanced to a DISA 56C16 general purpose 
bridge. The wires were maintained at a constant 
temperature by the bridge, an increase in air flow causes 
forced convection from the wire which produces an 
instantaneous increase in bridge voltage. The principle 
of hot wire anemometry and operating techniques is 
discussed in Bradshaw [1971] and Bradshaw et al [1963]. 
More details on the balancing and operation of the 56C16 
potential bridge are given in DISA [1984]. The output 
from the bridge is not linearised. 
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The traverse originally consisted of a sting suspended 
from a mechanism which has two dimensions of movement. 
Later it was suspected that the sting was picking up too 
many vibrations and a metal bar anchored at both ends was 
used instead, this reduced traverse movement to only one 
dimension. Comparison of data reveals no noticeable 
difference between sting and bar traverses, however, the 
bar is retained to ensure security. A system of threaded 
bars rotated by stepper motors produces the motion of the 
traverse giving an accuracy of 0.25mm. The stepper 
motors are controlled via a traverse control box 
containing a "Parker Digiplan" stepper motor drive. card. 
This is interfaced to the computer using IEEE coding. 
and the computer contains an ICS Electronics Corporation 
488-PCC IEEE interface card for this purpose. The sting 
and bar support pitot-static tubes and hot wire holders. 
The scanivalve is controlled by the digital input and 
output lines on the PC30A card. A simple electronics box 
interfaces between the scanivalve system and the digital 
I/O lines on the computer. This was designed by the 
author and built in the laboratory. A circuit diagram of 
the interface box is shown in figure 2,11. 
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FIG 2,11 Circuit diagram for scanivalve to computer 
interface box 
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The box has two main components. One is a relay which 
closes when an incoming line from the computer is raised 
and outputs a signal causing the scanivalve CTLR10P/S2-S6 
solenoid controller to step the scanivalve. The second 
component consists of a series of lines of input from the 
scanivalve "PX scanner position display odd-even 
decoder", which are raised and then output to the digital 
input lines on the computer. These input lines carry 
information on the tapping number of the scanivalve in 
Binary coded decimal. The sampling control programme 
uses this information to confirm the scanivalve is at the 
required position, and will automatically reset the 
scanivalve if it is in error. The scanivalve set up 
consists of eight fluid switch wafer scanivalves driven 
by one motor. The wafers work in pairs providing four 
heads of 48 taps. This allows four channels to be 
monitored and stepped simultaneously. After the first 24 
taps a manual valve is used to change to the second 
wafer. 
2.54 EXPERIMENTAL PROCEDURE 
The procedure in use at Surrey is that the raw velocities 
and pressures are converted on-line to coefficients 
referenced to dynamic and static pressures recorded 
before measurements began. An experiment generally lasts 
around 20 minutes and during this time the reference 
pressures are not updated. Under normal conditions the 
transducer drift during the duration of the experiments 
is negligible. Using the "simmean" software it is 
possible to constantly monitor a reference dynamic 
pressure. This is the procedure used for the experiments 
at UWO and it is advised for future work as it removes 
the effects of inconsistencies in the tunnel speed and 
transducer drift. 
The reference static and dynamic pressures were measured 
using a 5mm diameter pitot-static tube positioned 350mm 
below the tunnel ceiling, 50mm upstream of the model. A 
series of experiments were conducted at UWO and Surrey to 
determine the effect of changes to the reference static 
position and these are presented in Chapter Four. The 
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static was taken through a static damper. This took the 
form of a sealed canister filled with cotton wool, the 
large volume damped out fast fluctuations in static 
pressure. Pressure and velocity coefficients were 
produced using the reference values, which could then be 
converted mathematically to coefficients referenced to 
ridge height using factors determined from the mean 
velocity profile of the boundary layers. 
Sampling was designed to take place in 5 second bursts 
interceded by 5 second pauses to allow time for the 
online calculations to be performed. The programme gives 
the user the option of setting sampling frequencies and 
sample length. Sampling frequencies of 1000 to 1500Hz 
were used for hot wire measurements and 500Hz for 
pressure measurements. 
Different sampling lengths were experimented with and it 
was found that in the more turbulent boundary layers it 
was impossible to measure reproducible means, even using 
60 second sampling times. Large sampling lengths made 
the experiment excessively long producing problems of 
transducer and hot wire drift. For this reason sampling 
requests of 30 seconds were used and in turbulent 
conditions the experiments were repeated up to 4 times 
and the results averaged. 
After the completion of the tests a bug was found in the 
"bought-in" PC30A control routines which had caused 
incorrect handling of the cards sampling rate and had 
resulted in an increased sampling frequency and a 
decreased sampling lengths from those requested. A 
request for a 30 second sampling period would, in fact, 
have resulted in only six seconds sampling. Care had 
been taken in the experiments to ensure reproducible data 
were collected despite this error being undiscovered. In 
the turbulent boundary layers the averaging of four 
samples resulted in a total actual sample length of 24 
seconds, and in the smooth conditions 2 sample averages 
gave a total sample length of 12 seconds. This care 
ensured that sampled data is still valid despite the 
software fault. 
57 
The surface pressure data was sampled using the author's 
original mean sample programme which did not call the 
faulty routine. These were sampled at 500Hz, which was 
felt to be ample, considering the large volume of the 
transducers. It was found that for surface pressures a 
20sec period was sufficient to give reproducible means. 
Surface pressure data was taken on both model scales in 
various boundary layers. Sharp and curved eaves models 
were tested and various approach flows were considered. 
Some wake profile hot wire measurements were taken on 
both model scales in the Thin boundary layer. These were 
sampled using the existing PET computer system and they 
were sampled at 300Hz for 20 seconds. 
2.55 DISCUSSION OF ERRORS 
The resolution of the surface pressure and pitot probe 
measurements is given by fitting the available logic 
range to ±10mmWg. This gave a digitisation step, of 
0.0048mmWg. For static pressure tests this was reduced 
to 0.00024mmWg by fitting the logic range to ±0.5mmWg. 
For hot wires the digitisation step varies with velocity 
because of the non-liner relationship between velocity 
and logic. However, the amplification and offset were 
used to maximise the logic for the velocity range being 
used. A digitisation step of the order of 0.01 m/sec was 
usually achieved for the most prevalent velocity. 
However, digitisation accuracy is rarely the limiting 
accuracy because of errors introduced by the measuring 
devices., 
The accuracy of the calibration depended on the number of 
points sampled and the correlation coefficients achieved. 
The accuracy in the experiments was improved by only 
using calibrations points in the range of the measurement 
values and thus achieving a localised calibration. 
Correlation coefficients of 0.999 were standard for 
pressure measurements and 0.98 for hot wires. The 
accuracy of the hand read fluid manometer used to 
calibrate against was 0.02mmWg. 
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FIG 2,12 Transducer drift, temperature change = 3°C 
The transducers showed a good resilience to drift. 
Figure 2,12 shows the drift in tunnel static with the 
tunnel set to 15m/sec and constantly monitored. A 
0.5mmWg transducer was used and shows a drift of 
0.02mmWg, this is less than 2% of the total range. A 
temperature change of 3°C was registered during the four 
hour experiment. 
The hot wires show far less tolerance particulary with 
changes in temperature. A drift of l. lm/sec was measured 
over a two hour sampling period when a temperature change 
of 7°C took place, this represents a 10% error in the 
velocity being measured. This problem of drift is 
characteristic of non-linearised hot wire systems 
(Bradshaw et al 1963). Castro [1984] notes that errors 
as large as 2% can be produced by temperature changes of 
1°C. It was decided not to use temperature corrections 
on the hot wire data and instead careful experimental 
technique was used to prevent these errors becoming 
significant. The temperature was monitored for all 
experiments and calibrations took place at a maximum 
separation of 2 hours. To minimise the error during hot 
weather the tunnel would be warmed up to a working 
temperature for several hours before measurements began 
and re-calibration would take place as often as every 
half hour. Temperature changes over 3°C resulted in 
termination of the experiment. 
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All probe based measurements are intrusive and the 
presence of the probe distorts the flow which it is 
trying to measure. The probes are designed to provide as 
little disruption as possible with the measuring device 
in the most forward position in the flow. Often the 
supporting apparatus intrudes, for example compression of 
the flow as it passes under a horizontal traverse support 
beam. Much work has been done on the effects of 
turbulence on probes. The effects of turbulence on 
static probes are well documented [Shaw 1958; Toomre 
1960; Wood 1977] and will be discussed in Chapter Five. 
Hot wires cannot detect positive and negative directions 
of velocity and so are very suspectable to turbulence. 
This is particulary noticeable in crossed hot wires where 
the error can reach as much as 25% at turbulences 
intensities above 20% percentage turbulence. A 
mathematical method of correction has been devised by 
Tutu et al [1975] and this has been written into a 
routine in the process programme where the user has a 
choice to correct the data. Errors inherent in common 
probe techniques are discussed by Bradshaw [1971]. 
Surface pressure measurements are affected by 
inaccuracies in model dimensions and faults in the 
tappings. The pressure read by surface taps are affected 
by the tap diameter and the smoothness of its mounting. 
Surface pressures are also affected by errors in the 
reference pressures. This is explored in Chapter Five. 
Probes are aligned to the flow by eye with the help of. 
guide lines on the tunnel floor and walls. Positioning 
by the traverse is in steps of 0.25mm and can be assumed 
accurate to at least a tenth of this value, other 
positions arranged by hand are accurate up to ±1mm. The 
angle of models are determined by hand using a protractor 
and guide lines and are accurate to at least 1°. 
2.6 Spectral Analysis at Surrey 
Spectral analysis is the fitting of sine waves of varying 
frequency to a signal which varies with time, in order to 
determine the amount of energy present at each frequency. 
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In order to perform the analysis the continuously varying 
voltage signal is digitised into discreet time and 
voltage steps. The resolution of the time step is set by 
the sampling frequency and the resolution of the voltage 
step is dependent on the number of logic levels 
available. A sine wave can only be recognised if, at 
least two data points are sampled in'its period. So the 
chosen sampling frequency must be at least twice the 
highest spectral frequency of interest. This crucial 
half sampling frequency is known as the Nyquist 
frequency. Frequencies which are higher than the Nyquist 
frequency are interpreted in such a way as to cause the 
frequency axis to fold back upon itself. These false 
frequencies are indistinguishable from the true sine 
waves and produce errors in the spectrum known as 
aliasing errors. To prevent aliasing the signal is 
filtered before digitising to remove all frequencies 
above the Nyquist frequency. The filter cut off is well 
below the Nyquist frequency to allow for the frequency 
roll-off of the filter. A description of the analysis of 
discrete time signals is given by Proakis et al [1988]. 
Spectral analysis on pressure and velocity data was not 
previously performed at Surrey and therefore, this 
software and hardware system was researched and developed 
by the author. Turbo pascal and an IBM AT/PC clone were 
used with a Cambridge Electronic Design CED1401 
Laboratory Interface as an analogue to digital interface. 
The CED1401 contains a 1024 point on-line transform, but 
this is dramatically smaller then the 32768 point FFT 
used at full-scale. In order to perform a larger FFT, 
the data needed to be sampled and saved to disc and then 
processed off-line. The spectral analysis package 
consists of two independent programmes. SS_THSAMPLE is 
the time history sample programme and is illustrated in 
figure 2,13. It determines calibration coefficients of 
the measuring devices, then samples the time history and 
saves to disc. It also has fully automatic control of 
the traverse and scanivalve. 
The process programme is SS_PROCESS which reads the time 
history, applies the calibration and performs the FFTs. 
Routines are available to perform various manipulations 
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FIG 2,13 A summary flow chart of the spectra sample 
program (total lines of code = 4,212) 
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of the FFTs and several plotting axes can be chosen. A 
summary flow chart of the process programme is shown in 
figure 2,14 with selected subroutines illustrated in 
figure 2,15. The aim in writing this software was to 
process the spectra in an identical way to that used at 
full-scale. In order to allow this, large FFTs are 
available together with an ensemble averaging facility to 
produce mean spectra and identical smoothing and plotting 
algorithms. The programme was written with the option of 
performing FFTs of powers of two up to 16384 and 
averaging up to 13 spectra. A routine to read spectral 
data files from the Silsoe Research Institute was also 
written into the programme so that full-scale and model- 
scale spectra can be represented on the same plot. 
2.61 SAMPLING AND PROCESSING. 
The time history sample programme can sample up to four 
channels of combined pressure, hot wire, or crossed hot 
wire signals. There is no restriction on sampling length 
but the combined sampling frequency of all the channels 
cannot exceed 8000Hz. Before sampling begins a 
calibration takes place, using the same routines as 
discussed in the simultaneous mean programme. The 
calibration is stored in a calibration file and the name 
of this file, together with other experimental 
information, is stored in an information file. The time 
history data is stored as raw logic in a separate 
accompanying file. During the experiment the programme 
controls the traverse and scanivalve movements and for 
each position the digitised signals are stored as 
interleaved channel logic values in the raw file. The 
user may preview the time histories as raw logic plots, 
during the experiment. 
The process programme uses the values in the information 
and calibration files to process the raw data into data 
files that contain the digitised time histories for each 
channel in terms of velocities or pressures. The user 
chooses the size and number of FFT's from a menu of 
options which are customised to the raw data available. 
There are two FFT procedures, slow and standard. The 
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spectra process program 
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slow procedure uses memory management routines to handle 
the large data arrays, and can compute spectra of up to 
16384 points. The standard FFT procedure can compute 
spectra up to 8192 points. The algorithm used in both 
procedures is a 'Cooley-Turkey powers of two, procedure 
optimised to reduce the number of real multiplications. 
This algorithm is adapted from Borlands 'Turbo Pascal 
Numerical toolbox'. The spectral density for each 
frequency point is calculated by taking the modulus of 
the complex numbers output from the FFT and dividing by 
the Nyquist frequency, this is demonstrated in eq 2,15. 
If FFT given by a+ ib 
+ b2 
(2,15) 
a2 Spectral Density = Nyquist frequency 
The frequency resolution is given in eq 2,16 
Frequency resoulution= sampling 
frequency(Hz) (2,16) 
Size of FFT 
and the highest recorded frequency is shown in 2,17. 
Highest frequency = sampling2frequency (2,17) 
The output of the FFT is a mirror image about the Nyquist 
frequency and so only the first half of the FFT output 
needs to be plotted. If more than one FFT is requested 
then the spectral densities of the individual FFTs are 
ensemble averaged before being saved to the spectral 
file. If the user requires a co-spectra from crossed hot 
wire data an option is available to save individual FFT's 
of the U and V component velocities to temporary files as 
the original complex numbers. These files are then 
processed in a later routine using the relationship shown 
in eq 2,18. 
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If for each frequency point 
U componnet FFT gives = a + ib 
V component FFT gives = a + ib (2 , 18 
Then 
cospectral density = au. av; + bö. bv 
A procedure is available to produce an admittance 
function between two simultaneously measured spectra by 
diving the spectral files. This representation can be 
used to show the power dissipation between approach flow 
and surface spectra. Admittance plots are produced at 
the Silsoe Research Institute and this procedure was 
developed to allow comparisons to take place between 
model-scale and full-scale admittance spectra. 
Ensemble averaging spectra produces smoothing but this is 
a process of diminishing returns and anything above eight 
averages produces little additional smoothing. Extra 
smoothing is normally required especially in high 
resolution spectra (large FFTs and slow sampling rates). 
The smoothing algorithm chosen by the Silsoe Research 
Institute, and adapted for this programme, emphasises the 
smoothing in the higher frequencies (where the spectral 
density is smaller) which suits the log frequency scale 
used predominantly in plots. The algorithm sums spectral 
density of consecutive frequencies until a predefined 
value called the 'summing constant' is reached. Then the 
average frequency of the points summed is found and this 
is plotted against the average spectral density and 
stored in the spectral file. The summing constant is 
chosen by the user and is represented by a fraction of 
the variance of the data, in order to maintain 
compatibility between plots. A larger summing constant 
produces greater smoothing. Variation of the summing 
constant is required to maintain the same smoothing in 
FFT's of different sizes. 
The Hamming filter is provided as an alternative 
smoothing routine and gives consistent smoothing over the 
frequencies. This is particularly required for the 
smoothing of functions such as admittance where values of 
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a similar order are produced over the entire spectrum. 
The Hamming digital filter simply takes the weighted mean 
of three adjacent spectral densities and assigns these 
against the frequency of the middle value. The weighting 
have the values 0.23,0.54,0.23 and are detailed by 
Otnes et al [1972]. Example spectra showing the effect 
of both. these smoothing routines are given in Chapter 
Seven. 
The built in plotting routines give the choice of six 
normalised or standard plotting formats: - 
1) S(n) versus n 
2) Log S(n) versus log n 
3) Normalised spectra versus log n 
0 
4) Comparison of normalised spectra 
5) Admittance spectra. 
6) Co-spectra 
The plots are initially displayed on the screen and can 
be exported as Hewlett Packard graphics language (HPGL) 
to a file or a plotter. In each plot scaling options are 
given. These are identical for screen and plotter so a 
convenient scale can be. found on the screen before 
plotting. In the normalised spectra there is an option 
to draw a Von Karman [1948) fit using the relation shown 
in eq 2,19. 
nS(n) 0.115nT 
a2 
5 
( (0.0142 + (nT) 2) 6 
where a2 variance 
n= frequency 
T= time scale 
(2,19) 
Lux 
Viocal 
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The user inputs a Lug valve from which the curve is 
plotted on top of the spectra plot. In this way an 
appropriate Lux valve can be found iteratively by 
inspection. Determination of Lux from the spectra is 
only approximate because of the difficulty in deciding 
the best fit to the Von Karman curve, Cook [1976]. Best 
fits can be decided on the basis of fitting the Von 
Karman curve to the peak of the spectra to produce the 
best looking fit [Roy et al 1978], or to the high 
frequency end because these frequencies have the most 
influence on building aerodynamics. Inspection shows 
that a difference of 0.05m in model-scale Lux can be found 
from the same spectra whilst still maintaining a 
reasonable fit. In this thesis the author has the 
advantage of full-scale spectra and has tried to produce 
a similar fit to that seen between the Esdu Von Karman 
fit and full-scale. For more details on the Von Karman 
fit and example plots see Chapter Three. 
More details of the spectra package programme structure 
and the complete code are described by Dailey [1992a]. 
2.62 HARDWARE 
When deciding on the equipment to be bought for spectra 
measurements, consideration was given to using dedicated 
surface mounted transducers. This set up would reduce 
dramatically the problems of tubing attenuation and allow 
simultaneous measurements over multiple taps. At that 
time the technology of quality transducers was 
sufficiently expensive so as to severely limit the number 
of taps that could be monitored this way. Taking this 
into consideration it was decided to opt for a two 
transducer 'D type' scanivalve system that would provide 
reduced attenuation to the current system and 
simultaneous measurements for pairs of two taps. The 
scanivalve system switches automatically between pairs of 
taps allowing monitoring of 96 taps with ease. 
Figure 2,16 shows the set up required to run the spectra 
sample programme on two hot wire channels and two 
pressure channels. The computer, traverse control system 
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and hot wire apparatus are the same as those used in the 
meansample system. 
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FIG 2,16 Setup to run spectra sampling system on two 
channels of pressures and two channels of hot 
wire 
The i/o lines from PC30A are used to control the 
scanivalue. However, the interface to the scanivalve was 
not available at the time of the experiments so the 
scanivalve was stepped by hand. The scanivalve solenoid 
controller was a new model CTLR2/S2-S6 proposed to be 
more resistant to noise in the power supply. This is 
interchangeable with the CTLR10P/S2-S6. D type 
scanivalves were used, these allowed insertion of the 
transducers using an '0 ring' seal, thus reducing the 
tubing length and attenuation. Two 48D9GM 1/2 oil-less 
modules were driven by a DGMS 5_48 solenoid drive 
allowing simultaneous pressure readings on two channels. 
The scanivalve PDCR23/10" H2O pressure transducers were 
chosen because they had a small internal volume and so 
would give good response at high frequencies. They are 
also adapted for use inside the D type scanivalves. 
Unfortunately, the transducer pressure range was far 
larger than required so only small output voltages were 
produced by the experiments. This required attention to 
the electronic noise levels during development of the 
hardware to ensure the signal was not swamped. The 
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transducer output was conditioned by the scanivalve 
SCSG2/5V/VG signal conditioner and passed to the 
amplifier box. 
The four channel amplifier box is the same as that used 
in the mean sample system. The hot wire and transducer 
signals were passed into and out of the amplifier via BNC 
connecters. The amplified outputs were passed though the 
filter before digitising. 
The low pass filter unit was designed and constructed in 
the laboratory to the specifications of the author. 
Prototype Butterworth and Bessel filters were examined 
with combinations of 3,6 and 8 poles. The filters were 
tested using a signal generator, measuring output on the 
oscilloscope. Figure 2,17 shows the attenuation of a 
Butterwoth 8 pole filter and a Bessel 6 pole filter, 
where both filters were designed with a cut-off frequency 
of around 200Hz. 
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FIG 2,17 Attenuation of trial filter circuits 
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The final filters were chosen as Bessel filters in order 
to maintain constant phase shift. An arrangement of 6 
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poles was chosen as the best compromise between achieving 
a sharp cut off and minimising oscillations in the 
attenuation. A PCB board template was produced and 
different cut offs could be obtained by choosing values 
of the resistors and capacitors. The equations governing 
the values of these components are given by Horowitz et 
al [1981] together with details of the circuit layout. 
Two sets of four channel filters were produced. The 
first set had 650Hz cut-off for use with hot wires, the 
second had 310Hz cut-off for pressure measurements where 
attenuation reduces useful frequency response. A rack 
box with a 15 volt power supply was used to house the 
cards and input was via BNC connecters on the front panel 
of each board. 
The four outputs from the filter unit were taken via BNC 
cables to the CED1401. The CED1401 is an intelligent 
computer to laboratory interface. It has 8 channels of 
12 bit analogue to digital conversion which are connected 
to apparatus via BNC connecters. The CED1401 also has 4 
megabytes of memory which are used by the programme as a 
buffer. It comes complete with an extensive set of data 
manipulating routines and these were used to sample the 
data and achieve fast transfer to the computer where the 
authors' own data processing took place. The CED1401 
communicates with the computer via a special cable and 
bus interface card which achieves fast transfer of data. 
Programming of the CED is achieved by sending string 
commands. More details on the CED1401 can be found in 
CED[1989]. 
2.63 EXPERIMENTAL PROCEDURE 
The crossed hot wire was used to take profile spectra at 
staggered heights in the boundary layers. Profile 
spectra were taken in the boundary layers known as Thin, 
Rough(2], NBL4, NBL8, NBL9 and NBL10. The component of 
chief interest was the U spectra and from these 
estimations of Lu= were made. W component spectra were 
also sampled as were uw co-spectra. In these experiments 
the signal was sampled at 2000Hz and filtered at 650Hz, 
this is significantly below the Nyquist frequency to 
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allow for filter roll-off. The time histories were 
sampled for 40 seconds. The processing details are 
indicated with the spectra in Chapters Three and Four. 
Crossed hot wire spectra were taken in the wake of the 
1: 100 curved eave model. These were sampled in the same 
way as the profile spectra and are displayed and 
discussed in Chapter Seven. 
During the surface pressure experiments a simultaneous 
hot wire signal was taken of the approach flow. The hot 
wire probe was situated 200mm in front and 200mm to the 
right side of the right windward corner of the model. At 
the same position on the left side was a pitot-static 
probe. The static from this was used as the backing 
pressure for the transducers. Figure 2,18 shows a 
photograph of this experimental setup. 
FIG 2,18 Experiment setup for spectral surface pressure 
measurements 
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In the initial experiments filters with a cut of 
frequency of 650Hz were used with a digitising frequency 
of 2000Hz and 40 seconds sampling length. Two surface 
taps were monitored allowing comparison of simultaneous 
surface spectra and approach flow. In later experiments 
it was decided to reduce sampling frequency in order to 
increase the resolution in the low frequencies. The 
signal was filtered at 310Hz and digitised at 700Hz for 
20 seconds allowing the mean of two 16384 point FFTs to 
be processed. Only one transducer was operational at 
this time, therefore, simultaneous surface pressures 
recordings were impossible. All the surface spectra were 
taken in NBL10. 
2.64 DISCUSSION OF ERRORS 
The errors in positioning and hot-wire measurements have 
already been discussed in the mean sample section. 
However, no turbulence corrections are applied to hot 
wire data in the spectral processing programme. The 
digitisation steps are similar to those in the mean 
sample system as both the CED1401 and PC30A are 12 bit 
devices. The performance of the new transducers has been 
studied by Blackmore [BRE internal document]. The 
frequency response of these transducers was found to be 
good up to 2500Hz and drift was negligible at 1.7pa per 
hour. Despite the small output voltages of the 
transducer the noise levels were not noticeably higher 
than with the previous transducers. 
Tubing Attenuation 
A limitation on the frequency response for pressure 
spectra is placed by the attenuation of the pressure 
signal caused by the resonance of the tubing. The 
attenuation is represented as a transfer function between 
the original pressure fluctuations on the building 
surface and the attenuated fluctuation felt by the 
transducer. An example of a tubing transfer function is 
given by Holdo [1982]. Transfer functions can be 
measured experimentally and theoretical methods are being 
developed to predict and correct for attenuation [Bergh 
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et al 1965; Kawai 1989; Sockel et al 1992a; Yoshida et al 
1992]. Attenuation is reduced by keeping tubing lengths 
to a minimum and inserting restrictors. Restrictors are 
devices which narrow the air passage for a short length, 
normally made by collapsing metal tubing onto wire. They 
are normally set in the centre of two similar tubing 
lengths, however, Holmes et al [1987] suggests that 
improved frequency limits are found if the restrictor is 
set closest to the transducer. Another technique for 
reducing attenuation is by use of a controlled leakage 
near the transducer [Gerstoft et al 1987]. 
Attempts were made to measure the attenuation of tubing 
at Surrey, using two adjacent model taps on a two 
dimensional model. At one of these was a surface mounted 
transducer and the other was connected via tubing, to aD 
type scanivalve containing an identical transducer. It 
was hoped that by taking simultaneous spectra and 
computing an admittance, the attenuation on the tubing 
system would be shown. It was found that this technique 
was very sensitive to the small length of passage though 
the model surface to the surface mounted transducer and 
to leaks in the transducer mounting. These tests were 
abandoned. 
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FIG 2,19 Admittance function for tubing containing two 
200mm lengths of tube 
At UWO and BRE, tubing attenuation is tested using 
special pressure rigs and a white noise generator. BRE 
kindly offered some sample tubing for use at Surrey and 
two tubing configurations were used. The restrictors 
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denoted as R13 were manufactured by collapsing brass 
tubing onto wire of diameter 0.013in. For initial 
experiments tubing lengths of 200mm were used either side 
the restrictor. This had the admittance function shown 
in figure 2,19 [BRE internal publication]. 
Subsequently a shorter length of 120mm, before and after 
the resistor was used giving a more satisfactory 
admittance function with an unattenuated signal up to 
200Hz shown in figure 2,20 [BRE internal Publication]. 
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FIG 2,20 Admittance function for tubing containing two 
120mm lengths of tube 
The tubing configuration used for measurements at UWO 
contained a restrictor of outside diameter 0.0625 inches 
sandwiched between a 350mm length and a 250mm length of 
tubing. The tubing internal diameter was 0.053 inches. 
The admittance function for this tubing is presented by 
Norman [1987]. 
2.7 Flow visualisation 
A survey of three dimensional flow visualisation 
techniques is given by Gad-el-Hak [1988]. The two flow 
visualisation techniques used by the author were designed 
to determine the size of the near wake recirculation 
region and show only the surface flow on the tunnel 
floor. 
ýý 
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2.71 TUFTS TECHNIQUE. 
These experiments took place in the smaller T2 tunnel at 
Surrey University which is of similar design to Ti. No 
boundary layer simulation took place and the model was 
situated after a fetch of 5000mm of bare floor. T2 has 
glass windows along its length thus enabling observation 
of the tufts. The 1: 100 scale sharp eaves model was 
stuck to the floor using double-sided tape and behind it 
the tunnel floor was lined by a piece of paper. Short 
lengths of cotton were stuck along three rows of 
Sellotape extending behind the model on the paper. This 
is shown in figure 2,21. 
Cotton 
Tufts 
Flow Mo et .,..,...... 
1111111111 
FIG 2,21 Setup for cotton tufts flow visualization 
The tunnel was turned on to full speed of 12m/sec and the 
tufts were blown showing the flow direction. The 
approximate extent of the recirculation zone at floor 
level was indicated by the tufts directed toward the 
model rear face. The extent of the recirculation zone 
above the surface was investigated using a cotton tuft on 
a rod which could be moved around the model through a 
hole in the tunnel wall. 
2.72 CHALK AND OIL SUSPENSION TECHNIQUE. 
The tufts technique did not give sufficient detail of the 
flow pattern and so a different method was tried. The 
chalk and oil method gives the flow pattern over the 
entire surface and does not require on line observation, 
therefore, the tests could be performed in Ti which has 
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no windows. Flow visualisation took place on both of the 
1: 100 scale models for different angles to the flow, in 
the Thin and Rough[2] boundary layers. 
The oil suspension consisted of five parts oil of 
wintergreen (methyl salicylate) and one part china clay 
(Kaoline). Oil of Wintergreen attacks perspex dissolving 
the edges and causing the perspex to become brittle and 
crazed. Once this was discovered the models were wrapped 
in silver foil for their protection. A 1000 by 1500mm 
sheet of perspex was stuck to the tunnel floor and the 
model was stuck to its surface with double sided tape. 
Figure 2,22 shows this experimental layout. 
FIG 2,22 Experimental setup for oil and chalk flow 
visualization 
A liberal layer of oil of wintergreen was brushed over 
the perspex before applying the suspension to prevent 
brush strokes in the final visualisation. Once the 
yellow suspension was added, the tunnel was turned on at 
a full speed of 15m/sec for about 40 minutes. During 
this time the flow drove the suspension into patterns 
following the mean surface streamlines and the oil of 
wintergreen evaporated depositing the china clay. Once 
the experiment was complete the resultant flow pattern 
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could be photographed and a new application of oil of 
wintergreen would leave the perspex ready for a new 
experiment. In later experiments a sheet of black paper 
was ruled out in 10mm squares using a silver marker and 
placed under the perspex. This enabled accurate 
measurements to be made from the photographs. Flow 
visualisation photographs are presented in Appendix B. 
2.8 Summary of Chapter Two 
This chapter gives the details of the experimental 
apparatus used during the research programme. The 
sampling systems developed to conduct this research are 
described with details of their hardware, experimental 
procedures and a discussion of errors. The associated 
data precessing packages are also described with details 
of the processing algorithms. The wind tunnels and 
models are described together with information on the 
full-scale building. The next chapter will detail the 
atmospheric boundary layer of the Silsoe Site and the 
boundary layers simulated in the two tunnels. 
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CHAPTER THREE. 
SURVEY OF THE BOUNDARY-LAYERS 
3.1 Introduction 
This chapter presents information on the velocity and 
turbulence characteristics of the four existing wind 
tunnel simulations used in this thesis. The author 
recorded profile data in the Surrey Rough[2] and Thin 
boundary layers and this is presented and interpreted. 
The UWOrough and UWOsmooth boundary layer characteristics 
are derived by the author from data gathered by 
Richardson of the Silsoe Research Institute. 
The chapter also presents information on the velocity and 
turbulence characteristics of the Silsoe Site atmospheric 
boundary layer as determined by the Silsoe Research 
Institute. 
The boundary layers were analysed and characterised using 
standard techniques and fits which are outlined in the 
review and theory section. The review begins by 
summarising the literature on the atmospheric boundary 
layer and introducing some of the parameters used to 
describe velocity, turbulence and shear characteristics. 
3.2 Review and Theory 
3.21 AN INTRODUCTION TO THE ATMOSPHERIC BOUNDARY LAYER 
The movement of air between areas 
pressure produces a directional w 
the coriolis forces of the earths 
height of approximately 600m, the 
friction with the earth's surface 
structure is known as the earth's 
layer. 
of high and low 
ind which is skewed by 
rotation. Below a 
air is affected by 
and the resultant flow 
atmospheric boundary 
80 
In the boundary layer the air is retarded by friction 
from the ground. This effect become less dominant with 
increasing height from the ground producing a gradient in 
velocity. This gradient differs depending on the 
roughness and topography of the ground. 
The roughness of the surface causes turbulence in the 
atmosphere which is transported up through the boundary 
layer decreasing in intensity and increasing in scale as 
it moves upwards. The turbulence can be considered as a 
collection of many eddies of different sizes and the 
intensity of the turbulence represents the amount of 
energy present in the eddies. Turbulence scale is a 
representation of the average size of the eddies at any 
one point. 
The air nearest the ground is warmed by reflections of 
solar radiation, as it warms and expands the air moves 
upward in accordance with the laws of buoyancy. At low 
wind speeds this produces thermal stratification in the 
boundary layer where the layers of air are at different 
temperatures. At speeds above 10m/sec, the mixing of the 
layers by natural turbulence distributes the heat evenly 
producing thermal equilibrium and hence the boundary 
layer may be considered adiabatic. This is also known as 
a neutral boundary layer. 
A boundary layer is considered to be in equilibrium if it 
has had a sufficient length of consistent terrain over 
which to develop, so that the profile does not change 
noticeably with movement downstream. 
The characteristics of the boundary layer are measured in 
terms of velocities, turbulence intensities, shear 
stresses and turbulence spectra. These have varying 
values with height in the boundary layer and so must be 
considered as profiles. The following discussions 
describe and define some of these terms. 
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3.22 TURBULENCE INTENSITY 
The instantaneous velocity at a point may be represented 
by its three main components: U is the stream-wise 
component and acts in the X direction, W is the vertical 
component which is in the Z direction and V is the cross- 
stream component which acts in the Y direction. The 
instantaneous velocities can be represented as the sum of 
a mean and instantaneous variation from that mean as 
shown in eq 3,1. 
U=U+u Where U= mean vet oci ty 
V=v+vu= ins tan tanous variation 
w+w about mean 
(3,1) 
Squaring this relation for the stream-wise component and 
summing for n points in the time history to take a mean 
produces eq 3,2 
U2 = týT - (ih2 (3,2) 
The subject of eq 3,2 is the variance of the signal and 
is used to express turbulence intensity in the forms 
shown below: - 
variance = a2 = ü2 
rms=a=i 
turbulence intensity =- Urei 
Local turbulence intensity = Ulocal 
% turbulence intensity = Y- x100 U1oca1 
Turbulence intensity can also be measured for the V and W 
velocity components and is expressed as above, referenced 
to the stream-wise mean velocity. 
The profile of turbulence intensity in the atmospheric 
boundary layer shows an increase in intensity with 
decrease in height. The magnitudes of the turbulence 
ý" 
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intensity components are not equal, the largest being the 
streamwise component and the smallest, at less than half 
its value, being the vertical component. The ratio of 
the three components has been suggested by Scrase [1930] 
to be as shown below: - 
au: ov : cr v 
1: 0.73 : 0.46 
It has been suggested [Counihan 1975] that a value for 
streamwise (longitudinal) percentage turbulence intensity 
near the ground in a rural atmospheric boundary layer 
would take a value between 10% and 20%. 
3.23 REYNOLDS STRESSES THE CONSTANT SHEAR STRESS LAYER 
AND SHEAR VELOCITY. 
Reynolds stresses, or shear stresses, are the stresses 
between the planes of air in the flow. Shear stress is 
defined in three planes: - (1), the stress between the 
vertical planes parallel to the flow T.., (2), the stress 
between the vertical planes normal to the flow T., and 
(3), the stress between the horizontal planes T. Y. 
The 
shear stresses are calculated from instantaneous values 
of U, V and W as detailed in eq 2,14. 
The shear stress on the horizontal plane, t, shows the 
momentum exchange or drag between the horizontal sheets 
of air. The stability or equilibrium of a boundary layer 
is dependent on an equilibrium exchange of momentum 
between the horizontal layers, [Cockrel et al 19701, 
therefore, a non-developing t profile indicates an 
equilibrium boundary layer. Smith [1971] outlines the 
relationship between velocity profile and shear stress, 
and he also considers an empirical fit to the shear 
stress profile. The vertical plane stresses TTv and TDP 
are of less interest in comparison to Tov and therefore 
most references to shear stress t refer to Tov. 
In the atmospheric boundary layer, the shear stress 
increases towards the ground until a height of 100m. 
Below this, the shear stress remains approximately 
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constant and it is based on this assumption of a constant 
shear stress layer, that the log law velocity fit was 
derived. The surface shear stress (TO), is dependent on 
the roughness of the terrain. Counihan [1975] has 
reviewed data of surface shear stress to give a range for 
rural boundary layers shown in eq (3,3). 
0.002 <<0.0025 
° (3,3) 
where (70 = velocity at 100m 
p= density of air 
Shear velocity (U1), an important parameter in the log law 
mean velocity fit, is derived from the surface shear 
stress. The relationship between shear velocity and 
surface shear stress is shown in eq 3,4. 
( 3,4) ý---Lp 
The most common method of determining To, and therefore 
U1, is from a ra,, profile. The measured value of Tnv 
reduces close to the ground and in order to determine To, 
the total shear stress at the ground, it is assumed that 
the constant shear stress region extends well above this 
trend and so the maximum T., measure before the profile 
begins to reduce is taken to represent To. This is shown 
in eq 3,5. 
To = Tuw (3,5) 
The shear stress profile is represented in the following 
sections in the dimensions of velocity (uw), as defined 
by eq 3,6. 
uw = u4 p (3 ,6) 
and hence shear velocity Ut can be calculated from the 
shear profile using eq (3,7) [Tieleman 1991]. 
U* = -WM (3,7) 
The sign of shear stress depends on the definition of the 
+ and - directions on the W axis, it is standard for this 
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to be such that uw is negative and hence uwmax must be 
read as uwmin" 
Smith [1971] outlines other methods used to measure 
surface shear stress in the wind tunnel. These include 
direct measurement using a sensitive force balance and 
using the integrated momentum equation [Irwin 19731. U, 
can also be estimated from error in origin log law fits 
of the velocity profile, and this technique is often used 
at full-scale where shear stress measurements are more 
difficult. 
3.24 TURBULENCE SCALE AND THE SPECTRUM 
The three components of velocity relate to three integral 
length scales of turbulence Luj, Lv7, and Lwi, each 
representing the average size of the eddies in the 
respective directions. For example, Luj is the stream- 
wise component in the stream-wise direction. These are 
known as the longitudinal components and can be 
determined by taking spectra of the UV and W components 
respectively. A total of nine different components of 
turbulence length scale can be found using cross 
correlation techniques, the three longitudinal scales 
discussed above and six extra lateral components. All 
nine components are listed below. 
Lux LV, Lww 
Luy Lvy Lwy 
Luz Lvz Lwz 
The notation for the lateral component Lvi indicates that 
the measurement points are separated in the stream wise 
plane (x) and the V is the component being measured. 
In the lower section of the boundary layer the 
longitudinal length scales have the relationship shown in 
eq 3,8. 
Luu<LuZ<Luy (3,8) 
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Thus implying that the eddies are not of equal size in 
the three dimensions but are elongated along the 
direction of the flow. 
Integral turbulence length scale increases with height up 
to approximately 200m after which it decrease becoming 
independent of surface roughness. There are two theories 
as to why the integral turbulence scale increases with 
height. One is that, at greater distances from the 
surface, there is more room for the eddies to grow 
[Townsend 1951]. The second theory assumes that the 
large eddies exist at ground level but are broken up by 
the roughness [Panofsky 1969]. An empirical formula for 
the variation of Luz, with heights above 10m and below 
200m is quoted in ESDU 75001 and displayed in eq (3,9). 
25 Zo. 3s Lu, = 
Zo. 063 
(3,9) 
0 
Using spectral analysis it is possible to represent the 
amount of energy present at each frequency. Van der 
Hoven [1957. ] used periods between 3 seconds and forty 
days to determine the shape of the stream-wise spectrum 
for a large frequency range. Figure 3,1 is a plot of his 
spectra. 
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FIG 3,1 Horizontal Wind Spectrum at 100m at Brookhaven 
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It is obvious from Van Der Hoven's spectrum that there 
are two distinct frequency ranges separated by a spectral 
gap. The low frequency region which contains the periods 
from 1 hour to 40 days is generally represented as a mean 
velocity. This region contains a maxima at 12 hours 
representing pressure variations from day-time to night- 
time and also a maximum at 4 days which is associated 
with large scale pressure changes, Harris [1968]. The 
higher frequency region represents the turbulent motions 
in the atmosphere and it is the existence of the spectral 
gap that enables us to consider the mean velocity as 
independent from this turbulence spectra. It is this 
high frequency portion which is modelled in the wind 
tunnel and to which further references to spectra will 
refer. 
In the turbulence spectrum, the frequencies can be 
thought to correspond to eddy sizes in the flow 
structure, where a low frequency represents a large eddy 
that takes some time to pass over the measurement point 
and the high frequencies represent the small eddy that 
pass over quickly. The spectral density represents the 
amount of energy held by the eddies. The spectrum has 
been shown not to change its form dramatically with 
change in height except for the lowest 10m in the 
boundary layer. Kolmogorov [1962] states that the 
negative slope of the spectrum has the gradient -5/3 in 
the high frequencies, when plotted on a log log axis, and 
this has been universally confirmed [Deland et al 1957]. 
Von Karman [1948] derived an equation to represent the 
shape of the spectrum (3,10), which was advocated by 
Harris [1968] and is now used widely [ESDU 83045]. 
nS(n) 0.115 nT 
02 5 
(0.0142 + (nT)2) 6 (3,10) 
where a2 = variance 
n= frequency 
T= time scale 
The time scale T in eq 3,10 has the dimensions of 
distance over velocity and can be calculated using eq 
3,11. 
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Lux 
(3,11) 
UIocal 
Plotting spectra on the normalised axis of equation 3,10 
is useful for comparisons of wind tunnel and full-scale 
spectra as the area beneath the spectra will always be 
unity. Harris [1990] calculates eq 3,12 by taking eq 
(3,10) to the high frequency limit. 
(3,12) n s(n) = 0.115 (nT) 3 
02 
This is in agreement with the Kolmogorov law. Harris 
also calculates eq 3,13 by finding the maximum value of 
the Von Karman equation. 
n S(n) ]max = 0.27 (3,13) 
a2 
This shows that spectra plotted on a normalised axis 
should peak at around 0.27. Using this result we can 
deduce a relationship between the frequency corresponding 
to the peak (np) and T, this is shown in eq 3,14. 
0.115n. T 
= 0.27 5 (3,14) 
(0.0142 + (npT) 2) 6 
Equation 3,14 is solved for the value of time scale shown 
in eq 3,15. 
T=0.145 (3,15) 
n;, 
Thus by estimating the frequency at which the spectrum 
peaks it is possible to calculate T and therefore using 
eq 3,11 determine Lu= as shown in eq 3,16. 
0.145 Ulocal 
Lu 
X nP 
(3,16) 
It is often difficult to estimate accurately where the 
peak of the spectra falls. A much more accurate way of 
determining Lu= is to iteratively plot a number of Von 
. W. 
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Karman curves using equation 3,10 and trial values of Luj 
until a best fit is found. Cook [1976,1978a] suggests a 
way of fitting the spectra by hand to equation 3,10 using 
a normalised curve. 
Various expressions other than equation 3,10 have been 
suggested to give a better representation of the spectra, 
by Davenport [1968] and Harris [1968 & 1990], but as yet 
these have not been widely used because of their relative 
complexity. 
This discussion has been concerned only with U component 
(stream-wise) spectra. Extensive full-scale and tunnel 
measurements on the vertical W spectra, lateral (cross- 
stream) V spectra and the uv, uw cospectra are documented 
by Counihan [1975] and [Kaimal et al 1972]. 
3.25 METHODS OF CLASSIFYING THE VELOCITY GRADIENT 
The atmospheric boundary layer velocity profile is a 
curve of increasing velocity that asymptotes to the free 
stream above the boundary layer. Boundary layers are 
often characterised in terms of boundary layer thickness, 
displacement thickness and momentum thickness, as shown 
respectively in eq 3,17. 
8=Z when 
o. _ 
0$ =fU (1 Ufree 
tr 0.99 
Ufree 
u) dZ 
Ufree 
-U) dZ Uiree 
(3,17) 
Other techniques have been developed to specifically 
classify the atmospheric boundary layer. The aim of 
these is to represent the characteristics of each 
individual site in terms of certain parameters, and 
enable comparisons with wind tunnel simulations. 
Sverdrup [1934] suggested a power law of the form shown 
in eq 3,18 as a fit to the complete velocity profile. 
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U Z-d )a (3,18) 
Uref Z. 
ef-d 
Where Uref is the reference velocity and Zref is the height 
of the reference position. Cockrel et al [1970] showed 
that the choice of reference position Zref is arbitrary. 
The parameter d is the zero plane displacement which 
represents the layer within the surface roughness that 
can be considered as not belonging to the boundary layer, 
ie the layer in which the flow does not enter. This 
layer is only present in atmospheric boundary layers if 
there are significant obstacles (trees, crops, buildings) 
in the wind fetch. In wind tunnel simulations Jackson 
[1974] suggests that d is around the order of one third 
the roughness height although it depends also on the 
shape and density of the roughness elements. By 
subtracting d from all height measurements, the origin of 
the fit is moved to start above this layer. 
A Log transform of eq 3,18 gives the linear relationship 
shown below in eq 3,19. 
log U)=a log (Z-d) -a log (Zref-d) Uref (3,19). 
Y=mX+c 
Plotting log(U/Uref) against log(Z-d) as a straight line 
relationship allows determination of the gradient a, the 
power law index. The power law index gives an indication 
of the roughness of the boundary layer and is scale- 
independent. The power law fit is widely used because of 
the ease of having only one non dimensional parameter. 
Many boundary layers have been represented this way 
achieving a reliable range of power index values 
characteristic of various terrains. For example, the 
power index for rural terrain has been found to be in the 
range of 0.143 to 0.167 [Counihan 1972]. 
More recently it has been established that the most 
important part of the boundary layer near the ground is 
not well represented by the power law. Hence, it has 
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become common to use the log law which fits well in this 
region. The log law was derived from flat plate boundary 
layer theory and relies on constant shear stress, so it 
is only applicable in the constant shear stress region at 
the bottom 100m of the earths boundary layer. At heights 
above this the boundary layer profile is still better 
fitted using the power law. The log law is detailed in 
eq 3,20 is for aerodynamically rough surfaces where the 
flow is turbulent throughout the boundary layer. 
U=1 In ( Zd) (3,20) 
`0 
Eq 3,20 was suggested by Sverdrup and modified by Sutton 
[1949]. The constant K is known as the Von Karman 
constant and has been determined empirically to have a 
value between 0.35 and 0.45. The value most commonly 
used and the one chosen for this thesis is 0.40. The Log 
law fit has three parameters Uf, ZO and d, which are all 
dependent on the surface features. The symbol d is the 
zero plane displacement as previously outlined. The 
roughness length (ZO) is a length scale that represents 
surface roughness. ZO is characteristic of the size and 
density of roughness in the fetch of the boundary layer 
[Fang et al 19921 and hence is dependent on wind 
direction at full-scale if the site is not on homogenous 
terrain. A suggested range of ZO for rural terrain is 
0.012 to 0.015 metres [Counihan 19721, however, a value 
determined by Sverdrup [1934) for open grassland is 0.032 
metres. The shear velocity Ut, is representative of the 
surface shear stress and can be measured in the wind 
tunnel using the techniques shown in the previous 
section. 
Consider equation 3,20 in the form shown in 3,21. 
Ü=K In (Z-d) -K In Zo (3,21) 
This relationship can be used most accurately by pre- 
measuring Uf thus enabling a plot of U/Uf versus ln(z-d) 
to which a line of constant gradient 1/K is fitted. 
Small variations in d may improves this fit by 
straightening the data and the value of Z, is calculated 
from the intercept. 
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it is common in cases where U, is not measured to plot 
U/Uref versus ln(Z-d) and experiment with different 
gradient lines to get the best fit as shown in eq 3,22. 
U- U' In(Z-d) - 
U` 
lnZo (3,22) 
Uzef K Uzef KUzei 
The resulting gradient is Ut/KUref and ZO is again 
determined from the intercept. This is the 'error in 
origin' method and is less accurate than the method above 
[Cook 1976]. 
There is a different form of log law used for 
aerodynamically smooth boundary layers, which contain a 
laminar sub-layer. This takes the form shown below in eq 
3,23 
Ü=5.75 log (Zu') + 5.1 (3,23) 
In this equation U and U* take the same dimensions as 
discussed above and v is the Kinematic viscosity. 
Plotting U/U1ef versus log(ZUi/v), and comparing with a 
family of plots for different shear velocities a best fit 
is chosen. The plots are produced using a rearrangement 
of eq 3,23 and take the form of eq 3,24 
U U' 5.75 log (Uref 
Z) 
+ Cont 
Uref Uref w 
(3,24) 
U' 5.75 log ( 
U' )+5.1 
U" 
Uref Uref Uref 
3.26 SCALING AND REYNOLDS NUMBER 
Jensen produced a significant advancement in wind tunnel 
studies when he proposed the 'Model Law' for scaling 
[Jensen 1959]. His experiments indicated that there was 
a requirement to simulate, preferably to scale, the shear 
and turbulence structure of the atmospheric boundary 
layer in wind tunnel tests. He proposed a classification 
of this scaling using the roughness length Z0, derived 
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from the velocity profiles, and produced the model law 
shown in eq 3,25. 
hh 
Zo 
fullscale 
Zo 
wind tunnel (3,25) 
where h= model/building height 
The assumption underlying this law is that the roughness 
length, derived purely from mean velocity parameters, 
would represent also the turbulence structure of the 
boundary layer. This is a reasonable assumption, as ZO is 
closely linked to the size of the roughness elements in 
the fetch which, in turn, strongly influence the 
turbulence production. 
Since Jensens' work it has been shown that flow 
structures over obstacles are also influenced by the 
scale of turbulence which is not governed by the model 
law. Simulations should also be checked for Luj by 
measuring the size of the most predominant eddies. 
Surveys of some boundary layers produced by artificial 
techniques have shown that applying the model law does 
not guarantee correct scaling of turbulence intensity 
characteristics and so it is now common to check these 
profiles individually. 
The discussion so far has considered only the scaling of 
the length dimension in the boundary layer. Time scaling 
also takes place between wind tunnel and full-scale tests 
and can be calculated empirically from length scale and 
velocity scale if these can be accurately determined. 
The time scale is most often seen as a frequency scaling 
on comparisons between model and full-scale spectra, and 
it is often determined by matching these curves. 
The Reynolds number is a non dimensional parameter which 
shows the relative importance of the inertia and 
viscosity forces in the flow. The thickness of the 
laminar sub-layer in a boundary layer, is governed by the 
Reynolds number of the flow and increases in size with a 
decrease in Reynolds number. It is impossible to achieve 
similarity with the atmospheric Reynolds number in the 
wind tunnel if air is to be used as the simulation fluid. 
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The Reynolds number (Re) is calculated by the 
relationship shown in eq 3,26.1 
Re= UD 
v 
where D=a measure of length 
U=a measure of velocity 
v= Kinmatic viscosity of air = 1.5x10'5 m, 
(3,26) 
In the majority of the turbulent boundary layer Re is 
large and inertia dominates. However, close to surfaces 
the viscosity becomes significant and controls flow 
separation and reattachment. This effect is assumed to 
only be significant for curved surfaces which do not have 
well defined separation points [Jensen 1959]. 
The Reynolds number for the full-scale building is shown 
below. 
Re = 
24 x 10 = 1.6x107 
1.54 x10'5 
D= 24m 
Uzidge= 10m/s 
The Reynolds numbers for all five simulations lie in the 
ranges shown below. 
For the 1: 43 scale 'model 
Re =; 0.56)x 
9 ýO 25 = 3.3X105 to 5.6x105 (3,36) 1.54x10-5 
D= 0.56 
Uridge =9 to 15 m/s 
For the 1: 10 0 scale model 
Re = 0.24x 
7 to 13 
= 1,12x105 to '2: 8x105 
1.54 x10"5 
D=0.24m 
Uridge =7 to 13 ml s 
The full-scale and model Reynolds numbers are different 
by a factor of 100. Castro et al [1977] states that for 
«ý 
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most low rise tests similarity in Reynolds number can be 
relaxed providing that Re > 4000; which is satisfied in 
all these experiments. 
The sharp eaved model should be insensitive to Reynolds 
number due to the fixed separation points formed by the 
sharp edges to the roof and walls. However, the flow 
structure over the eave of the curved eaved model may 
show some differences to the full-scale flow, due to 
Reynolds number effects. 
The flow structure of a simulated boundary layer can also 
be Reynolds number-dependent, if the roughness elements 
are sensitive to Reynolds number. This will cause 
changes in boundary layer profile with change in tunnel 
speeds [Robins 1979) and hence is only important if 
different tunnel speeds are used for comparable 
experiments. Hunt [1981] defined a roughness Reynolds 
number shown in eq 3,27. 
Re 
Ux Z° (3,27) Re, 
V 
Hunt tested boundary layers which fell in the range 40 < 
Rer < 500 and found some small dependence on tunnel speed. 
He states that, providing the tunnel is run at sufficient 
speed and the roughness is not too small it is possible 
to achieve Reynolds number independence of the boundary 
layer profile in wind tunnel simulations. 
3.3 The Silsoe Site Atmospheric boundary layer 
Silsoe is in rural terrain and the atmospheric boundary 
layer approaches over farmland with a few fences and 
scattered buildings. Two sets of profile measurements 
have been taken, using anemometers on kites and masts, 
and these are presented in figure 3,2. 
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FIG 3,2 Mean velocity profiles at the Silsoe Site 
The two profiles are plotted in figures 3,3 and 3,4 as 
log law plots. 
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The change in the profile is thought to be due to 
difference in grass length and surrounding crop heights 
in the general approach. To provide a goal for the 
simulations the roughness length of the site was taken as 
the average of the two values obtained from the log law 
plots and was determined as ZO = 0.02m. 
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A shear velocity value was determined, using the error in 
origin technique, from the 1988 log law plot and took the 
value of U, /U10 = 0.067. The 1986 data under similar 
consideration read a value of Uj/U1ß 2 0.083 which shows a 
considerable variation. 
A power law fit to the 1988 data revealed a power law 
coefficient of 0.16. Both this value and the roughness 
length are slightly outside the range suggested by 
Counihan [1975] to represent a rural boundary layer, 
indicating that the Silsoe Site has a fairly rough rural 
boundary layer. 
The U&V turbulence intensities are plotted in figure3,5 
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FIG 3,5 Turbulence intensities at the Silsoe site 1988 
These have the relative magnitudes shown below 
Qu av 
1 0.8 
The profile of Luj is not measured at the Silsoe Site but 
is defined from the relation previously quoted in eq 3,9 
taken from ESDU [75001). The resultant Von Karman fit 
for 10m is shown in figure 3,6 with the longitudinal 
spectrum measured at that height. Some deviations in 
spectral shape were found in data below 10m [Hoxey 19923. 
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FIG 3,6 Longitudinal spectrum. at the Silsoe site at a 
height of 10m 
3.4 The University of Surrey Boundary Layers 
Prior to this project there was a set of five boundary 
layer simulations available for use in the Surrey T1 
tunnel. These are described in an internal document 
(Savory 1987]. Two of these boundary layers were 
selected for initial studies and are detailed below. 
3.41 THE THIN BOUNDARY LAYER 
The "Thin" boundary layer is grown along a 6500mm fetch 
of smooth floor with no-boundary layer devices. Previous 
data was available indicating that a smooth boundary 
layer was present with a depth of 100mm. 
Two crossed hot wire traverses were taken of the bottom 
700mm of the tunnel, with the wires in the X-Y and X-Z 
planes. Each position was sampled for 30 seconds at 
1000hz. 
The local turbulence intensities reached a maximum of 13% 
by the floor which is very much smaller then the 35% 
recorded at the Silsoe Site. The three components of 
turbulence intensity are plotted in figure 3,7 showing 
the expected increase towards the floor of the tunnel. 
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The magnitude of the three components have the ratio 
shown below. aH ozz'. 
1 '. O . 'S? _ '. O 
This compares well with the full-scale ratio in the 
literature. 
The shear profile in figure 3,8 shows an increase in 
negative magnitude with decrease in height for most of 
the depth. There is a small range of heights showing 
near constant shear stress and the shear tends towards 
zero at the floor. Assuming that the T., value of the 
constant shear stress region is a good approximation of 
the surface shear stress io a value for Uj is calculated 
in eq 3,28. 
uwmax 
0.00129 
uzet 
(3,28) 
U, 
= 0.0 19=0.036 Uzet 
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This value is in good agreement with that determined for 
this simulation by Savory [1987] using the 'error, in 
origin' log law technique. The small value is typical of 
a smooth small scale boundary layer. 
The two longitudinal velocity profiles were averaged and 
the resultant boundary layer is shown in figure 3,9. 
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FIG 3,9 Mean velocity profile in the Thin bl 
From this velocity profile the following parameters can 
be calculated: - 
Boundary layer thickness 6= 95mm 
Momentum thickness et = 9.5 mm 
Displacement thickness öf = 12.1 mm 
These were also in good agreement with previous results. 
Comparing the boundary layer thickness with the 
approximate thickness of the atmospheric boundary layer 
reveals a length scaling of 1: 6000. 
The longitudinal velocity and turbulence intensity 
profiles were plotted at 1: 6000 scale with Silsoe Site 
full-scale data. Due to the large scaling factor there 
a 
a 
. 
. 
. . . . 
". 
f 
ýý. 555555 
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was very little overlap of data and it was impossible to 
tell how well the data correlated. 
The power law plot in figure 3,10 shows a power law 
coefficient of 0.18. 
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Again this is in good agreement with previous results. 
The zero plane displacement is zero as there are no 
roughness elements present in the tunnel. This value of 
power law coefficient is typical of rural to suburban 
terrain and is an unexpected result for such a smooth 
boundary layer. 
In figure 3,11 the data is plotted according to the log 
law for aerodynamically smooth boundary layers. The 
plots calculated from eq 3,24 do not provide a good 
representation but the best fit is given when 
Ut/Ufef=0.037. This value is in good agreement with the Ut 
determined from the shear profile. 
To test the horizontal homogeneity of the tunnel flow, 
two single hot wire traverses were taken across the empty 
tunnel along the centre line of the test position. The 
first was at 100mm from the floor, close to the extent of 
0 42 0.8 
0.5 
0.4 
0.2 
Ustar! Urel = 0.037 
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the boundary layer,. and the second was well outside the 
boundary layer at 200mm. Samples were taken for 30 
seconds at 300hz. The 200mm traverse showed constant 
velocity and very small turbulence values except for near 
the walls where the probe is in the wall boundary layer. 
This effect can also be seen in the 100mm data which is 
plotted in figure 3,12. 
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FIG 3,12 Horizontal profile across the Ti tunnel in the 
Thin bl, 10cm from the floor 
At this 100mm height however, there was a large trough in 
velocity to the left of the tunnel indicating a wake of 
some unseen article. The cause was found in the tunnel 
contraction where a flow straightener honeycomb had come 
loose from the floor allowing flow to pass underneath. 
Once this was refastened a new traverse showed constant 
velocity over the region of the previous wake, the 
correction is also plotted in figure 3,12. 
Spectra of the UW and uw components were taken at 
heights of 5mm, 10mm and 25mm. The velocities were 
sampled at 2000hz for 40 sec and filtered at 650hz to 
prevent aliasing. The sample was processed by summing 
four 16892 pt FFT's and applying frequency dependent 
smoothing. On a length scale of 1: 6000, the heights of 
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measurement correspond to full-scale heights of 30m, 60m 
and 150m. 
Figure 3,13 shows the U spectrum for 10mm plotted on a 
log axis. 
log S(n) 
1 
0 
log (n) 
FIG 3,13 Longitudinal spectrum at 10mm in the Thin bl 
This shows the gradient in high frequency turbulence to 
have a value of -6/5. This is significantly more shallow 
than the -5/3 suggested by Kolmograff to indicate correct 
modelling of atmospheric turbulences. The shallow 
gradient was common to all the longitudinal spectra taken 
in this boundary layer indicating that the turbulence 
structure was not representative of full-scale. 
An attempt to match the spectra to the Von Karman fit 
works best higher in the boundary layer. At 25mm the 
best fit yields a value of Lu= = 0.055m (see figure 3,15). 
This scales with the ESDU predicted value as a ratio of 
1: 3368. Lower in the boundary layer (see figure 3,14) 
the spectra widen and become distorted so that the Von 
Karman equation no longer provides a reasonable fit. 
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The conclusion to be drawn from these spectra is that the 
Thin boundary layer poorly represents full-scale 
turbulence structure. 
All surface pressures and boundary layer profile 
measurements were made at a constant free-stream velocity 
of lOm/sec so the boundary layer profiles measured here 
are an accurate representation of the test simulation. 
3.42 THE ROUGH[2] BOUNDARY LAYER 
The Rough[2] boundary layer had a 100mm castellated fence 
followed by vorticity generators and a 5300mm fetch of 
25mm cubic roughness elements at an ariel density of 15%. 
The last 500mm of fetch was left clear to stop wakes from 
the individual roughness elements affecting the model. 
Down wind of the model position the roughness was 
continued in an attempt to maintain some equilibrium in 
the flow. Previous data was not available for 
comparison. 
Four crossed hot wire traverses were taken of the lower 
700mm of the tunnel, two in the X-Y plane and two in the 
X-Z plane, sampling times were the same as in the Thin 
boundary layer. Figure 3,16 and 3,17 show the turbulence 
intensity and shear profiles respectively. 
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The longitudinal component turbulence intensity was 
greater then that of the Thin boundary layer, with a 
maximum of 20% near the floor, however this is still only 
just over half the value seen at the Silsoe Site. The 
three components of turbulence intensity in figure 3,16 
show a larger intensity spread over a greater height than 
seen in the Thin boundary layer thus indicating a deeper 
boundary layer. The relative magnitudes of the three 
component intensities are in the ratio :- 
uv0a 
1 0.85 : 0.77 
This ratio is more deviant from that of the atmospheric 
boundary layer than the Thin, naturally grown boundary 
layer produced, and is an indication of the distortions 
introduced into the flow by the boundary layer devices. 
The horizontal shear profile shows more scatter (due to 
greater turbulence) and a larger constant shear stress 
layer than the Thin boundary layer. The shear starts to 
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tend towards zero at a greater height and the uw maximum 
value indicates a Ut value shown in eq 3,29. 
U. 
= VU-. -00"13- = 0.058 (3,29) Urei 
As expected this value is larger then that obtained for 
the Thin boundary layer and indicates a rougher boundary 
layer. 
The four profiles were averaged to give the mean velocity 
profile shown in figure 3,18. 
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FIG 3,18 Mean velocity profile in the Rough[2] bl 
From this the following parameters were calculated: - 
boundary layer thickness 6= 730mm 
Momentum thickness At = 83mm 
Displacement thickness 61 = 109mm 
0,1 
Comparing the boundary layer thickness 6 with full-scale 
indicates an approximate length scaling of 1: 830. 
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Using the log law for rough boundary layers and the Uf 
value indicated from the shear profile, a good fit was 
found to the greater part of the boundary layer. This is 
shown in figure 3,19. 
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A displacement thickness of 7mm (1/3 the height of the 
roughness elements) was used and the resulting line 
suggested a Zo of 0.07mm. The lower 50mm of the data 
showed a consistent deviation from the above fit. It is 
probable that this is a new boundary layer growing from 
the smooth floor just in front of the measuring position. 
Tieleman [1991] reported similar 'kinks' in full-scale 
log-law profiles and observed that they were due to 
changes in terrain and had localised Uf values. By using 
a displacement thickness of zero, as suits a smooth 
floor, and experimenting with Ut values based on the Thin 
boundary layer, a log law fit was found for this lower 
boundary layer. This is displayed in figure 3,20, and 
produced a value for ZO of 0.018 which scales with the 
Silsoe Site at approximately 1: 1000. 
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Figure 3,21 is a power law plot of the above data with a 
zero plane displacement of 7mm. There is an obvious 
change in gradient at the same height as the log law 
deviation. This is reported by Standen [1972] to be a 
typical power law plot of a split simulation. Reading 
the power law coefficient from this plot gives a=0.32, 
typical of an urban boundary layer. Re-plotting this 
data with a zero plane displacement of zero, 
representative of the smooth floor final portion of the 
fetch, produces a change in gradient as shown in figure 
3,22. Reading the power law coefficient of the lower 
boundary layer from this gives a=0.09 which is smoother 
than a rural boundary layer. 
This survey indicates that the Rough[2] boundary layer 
consists of a rough urban boundary layer with a smooth 
rural boundary layer growing underneath. The rural 
boundary layer exists to a height of 50mm and is of 
approximately 1: 1000 scale with the Silsoe Site boundary 
layer. The mean velocity and turbulence profiles were 
plotted at 1: 1000 scale with the Silsoe Site full-scale 
data [figures 3,23 and 3,24] and showed a good fit for 
the data available over the lower boundary layer. 
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Surprisingly the deviation was not great above 50m where 
the transition occurs in the wind tunnel boundary layer. 
Acceptable fits were also found for 1: 1500 scaling, which 
shows the viability of this method of comparison. 
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To test if any development was occurring over the model 
test position several horizontal pitot static traverses 
were taken in the centre of the tunnel in the downstream 
direction. These were conducted for a length of 600mm 
from 300mm in front of the model centre line and at a 
height of 350mm from the floor. 
The dynamic pressure values are plotted against pa. 
downstream distance in figure 3,25. There is a large 
scatter but it is possible to see a slight upward trend 
in the pressures. This trend represents a velocity 
increase of O. lm/sec and indicates a small development in 
the boundary layer. The turbulence levels will also 
increase as the boundary layer thickens and this will 
increase the pitot probe under-reading error so the 
velocity trend will be larger then demonstrated by figure 
3,25. 
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FIG 3,25 Down stream pressure trend in Rough[2] bl 
Spectra were computed for U and W components and uw co- 
spectra at heights 5mm, 10mm and 25mm, processed the same 
as in the previous boundary layer. On the proposed 
length scale of 1: 1000 these correspond to heights of 5m 
10m and 25m. Plotted on a log axis the longitudinal 
spectrum at 10mm shows a gradient of -4/3 in the high 
frequencies (fig 3,26). 
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This is an improvement on the Thin boundary layer but is 
still less than the required -5/3, indicating that the 
rough boundary layer does not have the appropriate 
turbulence structure. Plotted on the normalised axis the 
longitudinal spectrum shows a reasonable shape. 
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A best fit to the Von Karman equation for the data at 
25mm is given by an integral turbulence length scale of 
0.15, as shown on figure 3,27. This scales to full-scale 
values as 1: 660, a larger scale than that indicted by the 
mean velocities. 
All Profile and surface pressure measurements were made 
at 10m/sec so the profile measurements represent the true 
test simulation. 
3.5 The University of Western Ontario Boundary Layers. 
Model measurements were taken in 'Boundary Layer Wind 
Tunnel One' (BLWT1) using two existing boundary layer 
simulations denoted in this thesis as 'UWOsmooth' and 
'UWOrough'. BLWT1 has a fetch of 23m allowing near 
natural simulations of the atmospheric boundary layer. 
However, because of the large scale simulation required, 
1.5m spires were used to provide an initial momentum 
deficit. The boundary layers were then allowed to 
15 develop along the long fetch giving more equilibrium to 
the flow structure. For the UWOsmooth boundary layer the 
fetch consisted of smooth floor. The UWOrough boundary 
layer was promoted by a fetch of 2.5cm cubes at 2.5cm 
spacings up to im of the model, a random distribution of 
machine nuts was then used to maintain roughness up to 
and around the model. 
A survey of these boundary layers was conducted by 
Richardson et al [1992a] using the boundary layer 
classification package at The University of Western 
Ontario. These original surveys are included in this 
thesis as Appendix A. The velocity and turbulence 
intensity data was also made available to the author and 
analysed using the boundary layer analysis package 
developed at Surrey. The boundary layer profiles were 
conducted using a free-stream velocity of 15m/sec and the 
surface pressure tests were conducted at 10m/sec. Thus 
the boundary layer characteristics may change between 
survey and tests if the simulations are Reynolds number- 
dependent. 
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Further developments by Richardson et al [1992b] have 
taken place at UWO, since this work, in an attempt to 
more accurately simulate the Silsoe Site at 1: 100 scale. 
3.51 UWO SMOOTH BOUNDARY LAYER 
A reexamination of the UWOsmooth profile data showed 
agreement with the original surveys. Log law analysis of 
the velocity profile produced a ZO of 0.01mm. This scales 
to lmm at full-scale, which is significantly, smaller than 
the Silsoe Site value of 20mm. The zero plane 
displacement was taken as zero because no roughness 
elements were used and shear velocity was determined as 
0.045. The power law fit revealed a coefficient of 0.11, 
showing a smoother boundary layer than required. 
The velocity profile data was compared with AFRC full- 
scale data iteratively, at a number of scalings. 
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The shape of the velocity profile at 1: 100 scale did not 
ideally simulate the AFRC data (Figure 3,28). However, 
no improvement upon the fit was shown by changing the 
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scaling. Figure 3,29 shows the UWOsmooth turbulence 
intensity profile plotted with the Silsoe Site turbulence 
intensity. It can be seen that the UWOsmooth turbulence 
levels are less than half the value required to simulate 
the AFRC atmospheric boundary layer. 
The longitudinal turbulence spectrum at 10cm is included 
in Appendix A showing a fit to the ESDU spectrum. 
The boundary layer surveys were conducted at 15m/sec and 
the pressure tests performed at 10m/sec. The simulation 
used no roughness elements which are the major cause of 
simulation Reynolds number dependence and so it is 
assumed that the boundary layer characteristics will not 
have changed significantly with the change in working 
speed. 
To conclude, this is denoted as a very smooth equilibrium 
1: 100 scale boundary layer. It is smoother than required 
to simulate the Silsoe Site boundary layer and has much 
lower turbulence intensities than required. 
3.52 UWO ROUGH BOUNDARY LAYER 
The original analysis of the UWOrough boundary layer gave 
a scale of 1: 100 and a ZO of 0.42mm (much rougher than 
required). However, an examination of the data in 
Appendix A reveals that this fit excludes the data 
nearest the ground. Also the log law data shows a change 
in gradient around 50mm. This would be explained by the 
presence of a new boundary layer, growing from the change 
in roughness to machine nuts, underneath the former 
layer. 
Figure 3,30 shows a new fit to only the lowest part of 
the velocity profile, revealing a ZO of 0.19mm, with a 
shear velocity of 0.048m/sec and a zero plane 
displacement of 2mm (one third the height of the final 
bolt roughness). This can be assumed to represent the 
new boundary layer growing from the machine nut 
roughness. 
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The value of ZO determined from this fit represents the 
ideal characteristics to simulate the Silsoe Site at 
1: 100 scale. Figure 3,31 shows the UWOrough velocity 
profile data plotted at 1: 100 scale with the Silsoe Site 
data. It can be seen that a good fit is given up to 15m, 
after which the data diverges. 
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The UWOrough turbulence intensities are plotted in figure 
3,32 with the Silsoe Site turbulence intensities. There 
is a much improved match over the UWOsmooth boundary 
layer, however, the values still fall short of the 
required levels. 
The longitudinal turbulence spectrum at 10cm is plotted 
in Appendix A. 
The Reynolds number of the roughness elements used in 
this boundary layer has the value shown in below. 
Re = 
0.025 x5= 8333 
1.5x10'5 
The roughness Reynolds number for the lowest layer is 
shown below. 
Re 
.r0.465 
x 0.000018 _ 0.558 Z 1.5x10"5 
Uf = 0.031x15 m/s 
Zo=0.018mm 
This value of Re, is not included in the range tested by 
Hunt [1981]. However the roughness elements are large 
and sharp sided and therefore not prone to Reynolds 
number effects, so it is proposed that the boundary layer 
will not change significantly with a change in tunnel 
speed of lOm/sec to 15m/sec. 
To conclude, this is a good simulation of the velocity 
profile in the lowest 15m of the Silsoe Site boundary 
layer, although it underestimates the turbulence 
intensities. 
3.53 UWO CROSS TUNNEL HOMOGENEITY 
Pitot static tube traverses were taken across the width 
of the tunnel in both boundary layers to test for 
horizontal homogeneity. The tube was traversed twice in 
each boundary layer at the heights of 53mm and 126mm. 
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Figure 3,33 shows the variation at ridge height on 
dynamic pressure (Cpr) referenced to ceiling static and 
ridge height total pressure. 
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A stationary probe was also recorded to check for 
transducer drift. The result was a drift of 0.002Cpr. 
The traversing probe shows a scatter of approximately 
0.02cpt in the smooth boundary layer, which increases in 
the rough boundary layer due to greater turbulence. All 
four profiles show an increase in dynamic pressure of 
approximately 0.02Cpr towards the far wall after 
adjustment for drift. This slight increase in dynamic 
pressure across the tunnel is thought to be due to 
increasing velocities caused by the position of the 
tunnel intake to one side of the room. The extent of 
this trend over the model position is felt to be 
acceptable. The position of the spires are marked on the 
plots and it can be seen that they leave significant 
wakes, despite the long fetch. These wakes are more 
apparent in the rough boundary layer despite more mixing 
of the flow by the roughness elements. 
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3.6 Summary of Chapter Three 
The Surrey Ti tunnel has well conditioned entry flow and 
an even structure producing a constant cross tunnel 
velocity profile. The Thin boundary layer is a poor 
approximation of a 1: 6000 sub-urban boundary layer. The 
total depth of the boundary layer is less than 100mm. As 
a simulation of the Silsoe Site characteristics the 
turbulence intensities are just over one third of the 
required value and the longitudinal spectrum shows a -6/5 
gradient in the high frequencies, significantly shallower 
than the -5/3 required by the Kolmogorov relationship. 
The Rough[2] boundary layer has a split profile with a 
rural 1: 1000 boundary layer growing beneath a rough urban 
boundary layer. The transition to the upper boundary 
layer occurs at 50mm. However, the velocity profile of 
the upper boundary layer does not deviate much from full- 
scale data. The turbulence intensities are only just 
over a half of the Silsoe Site values and the turbulence 
spectrum has a gradient in the high frequencies of -4/3, 
which is an improvement on the Thin boundary layer. 
BLWT1 has very little conditioning on the inlet flow and 
hence shows disadvantages in cross tunnel homogeneity 
compared to the Surrey Ti tunnel. However, its long 
fetch allows the simulation of boundary layers to take 
place more naturally. The smooth boundary layer is 
denoted as a 1: 100 simulation although it has much 
smoother characteristics than the Silsoe Site boundary 
layer. The turbulence intensities are less than half the 
Silsoe Site values and the turbulence spectrum is well 
represented by the Von Karman equation. The rough 
boundary layer has a transition 50mm, although the 
velocity profile shows a good simulation of the Silsoe 
Site profiles up to 150mm. Above 15m the full-scale and 
UWOrough profiles diverge. The turbulence intensities 
are just under two thirds of the value required to 
simulate the Silsoe Site. 
Only the UWO experiments could produce discrepancies due 
to Reynolds number-dependency of the boundary layer as 
the Surrey tests were conducted at constant speeds. The 
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UWOsmooth boundary layer contained no roughness elements 
and therefore was unlikely to change significantly with 
the 5m/sec change in velocity between experiments. The 
UWOrough boundary layer showed Reynolds numbers within 
the range donated as acceptable by Robins [1979] thus 
indicating that the simulation characteristics would not 
be greatly affected by the velocity change between 
experiments. 
This concludes the survey of the four existing boundary 
layers at Surrey and UWO. The next chapter will describe 
the development of a new 1: 100 scale rural simulation at 
Surrey. This will allow comparisons of rapid and natural 
simulation techniques. 
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CHAPTER FOUR 
DEVELOPING A NEW BOUNDARY LAYER 
4.1 Introduction 
The data presented in Chapter Three confirmed that the 
scales of the existing boundary layers in the Surrey 
tunnel were too small for the model scales in use. It 
was decided, therefore, to try and produce a 1: 100 scale 
rural simulation tailored to the Silsoe Site boundary 
layer. Due to the short (6.5m) fetch of the tunnel it 
was acknowledged that a very rapid development technique 
would be required, and hence distortions might be 
introduced in the flow. However, it was decided that 
this would provide an opportunity to contrast a rapid 
simulation with the more natural simulations at UWO and 
also provide an opportunity to assess the importance of 
correct scaling of the velocity profile. 
This chapter begins in section 4.2 by outlining the 
requirements and priorities of the required simulation by 
reference to the literature. It continues in 4.3 by 
surveying the techniques currently used for boundary 
layer simulation. Section 4.4 details the simulation 
technique chosen with reference to the priority in 
boundary layer characteristics. The following section 
(4.5) details the process of iterative changes to the 
boundary layer devices with surveys of the nine 
intermediate simulations. The last section contains a 
detailed survey of the final boundary layer, comparing 
its characteristics to those of the Silsoe Site. 
4.2 Requirements of the new wind tunnel simulation 
The exact simulation of the earth's atmospheric boundary 
layer in a wind tunnel is impossible. This is 
illustrated by analysis of the equations of conservation 
of momentum and mass which produces a number of scaling 
parameters that are mutually exclusive in a wind tunnel 
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environment [Raine 1974]. It is important when 
developing a simulation to decide which parameters need 
to be maintained for the application in hand and which 
properties may be allowed to relax. This section 
discuses the priorities of a simulation to suit mean and 
spectral surface pressure measurements on a low rise 
building and sets minimum requirements. 
The early wind tunnel tests on buildings took place in 
conventional aerodynamic wind tunnels and no attempt was 
made to simulate the atmospheric shear layer. Since than 
we have learnt that the lack of shear fundamentally 
effects the flow field around an object [Baines 1963]. 
However importance of scaling this shear, in terms of 
velocity and turbulence profiles, to-that of the 
atmospheric boundary is still debated despite many 
studies. This is due to the complexity of the 
interrelated parameters in a boundary simulation, such as 
velocity, shear and turbulence characteristics. Jensen 
[1959] defined in his model law that a length scale based 
on the relative roughness lengths of the atmospheric and 
wind tunnel boundary layers should be matched to the 
length scale in building to model dimensions. This is 
very restrictive and it has been shown by Jensen himself 
that this match can be relaxed by at least a factor of 3 
without affecting surface pressures. More importantly it 
must be remembered that roughness length is determined 
purely from the mean velocity profile and may not reflect 
directly the match of turbulence characteristics. 
Turbulence characteristics are generally measured as two 
major properties - the turbulence intensity (the 
quantity of turbulence present) and the turbulence scale 
(the average eddy size of the turbulence). It has been 
found that in areas of attached flow turbulence intensity 
has a marked effect on RMS and extreme value surface 
pressures [Greenway et al 1978] but produces little 
effect on mean pressures [Cook 1982b; Surrey 1982]. 
However mean pressures in separated regions have been 
shown to be dependent on turbulence intensity and scale. 
Golfger et al [1988] conducted a series of experiments 
varying turbulence scale and intensity. He concluded 
that a 50% change in turbulence scale produced negligible 
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errors, whereas a 50% change in turbulence intensity 
produced notable changes in the response of the building. 
The relative importance of intensity and scale has also 
been considered by Laneville et al [1975] and Bearman et 
al [1983]. Cook[1971] shows that surface pressure 
characteristics are dependent on turbulence scale and 
Vickery [1984] suggests that turbulence scale is more 
important for low rise structures where intensities are 
higher and a large part of the structure is directly 
enveloped by a significant fraction of the eddies. 
Current research suggests that there is a requirement for 
correct modelling of the small-scale turbulence in the 
approach flow in order to achieve correctly separated 
flow structure [Surry 1982]. Small-scale turbulence 
levels are not strongly indicated in the scale or 
intensity characteristics of a boundary layer but may be 
seen in spectra which have a high range of frequency. 
From this discussion it is concluded that the factor of 
primary importance in the new simulation must be to 
produce a correct shape and scale of velocity profile. A 
scaled reproduction of the turbulence intensity profile 
of the Silsoe Site should also be attempted as should the 
simulation of a reasonably large turbulence scale. 
Attempts should also be made to simulate the small-scales 
(high frequencies) of turbulence and the correct shape of 
the turbulence spectrum. 
In a naturally. grown boundary layer it can be assumed 
that if the correct longitudinal velocity and turbulence 
characteristics are achieved then the other components 
will be approximately correct. In an accelerated growth 
boundary layer there may well be distortions and it is 
important to check characteristics such as shear 
stresses, turbulence scales and turbulence intensities in 
all directions. The tn, Reynolds stress are particularly 
important as an indication of the exchange of momentum 
between horizontal layers and, therefore, the equilibrium 
of the boundary layer. It is also important to check the 
cross-tunnel profile for wakes left by boundary layer 
devices. 
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It would be ideal to have an equilibrium non-developing 
boundary layer simulation. In practice this is difficult 
to achieve in a short section wind tunnel. However, it 
is stated by Cockrel et al [1970] that equilibrium 
conditions are less important when it is not necessary to 
model extensive terrain or examine flows at large 
distances from the model. As the new boundary layer will 
only be used for examination of the flow regime on and 
very close to the model, the effects of a developing 
boundary are reduced. However, it is important to ensure 
that conditions are in relative equilibrium in the 
immediate area of the model. 
The simulation of the thermal gradients in a . non- 
adiabatic boundary layer is important for dispersal tests 
at low speeds [Cermak 1981]. However, test cases of wind 
loading occur in strong winds where the boundary layer is 
adiabatic. In this study all full-scale measurements are 
taken at speeds greater than 8m/sec, in neutral adiabatic 
flows, and so there is no need to simulate thermal 
3gradients 
in the wind tunnel. 
In studies involving large areas and great heights in the 
boundary layer, for example plume spread, the skew in the 
atmospheric boundary layer due to the Coriolis forces of 
the Earth's rotation can be important [Robins 1979]. 
This skew cannot be simulated in a wind tunnel but data 
may be corrected [Lloyd 1967]. Jackson [1974] states 
that the effect of Coriolis forces are small over a 
moderate fetch of rural surroundings and it is known that 
these forces become less significant deep in the boundary 
layer where low rise buildings are situated. It is 
concluded that a two dimensional flow simulation will be 
an adequate representation of the Silsoe Site atmospheric 
boundary layer. 
The characteristics of the flow around a building are 
often affected by the obstacles that surround it. In 
cases where this is dramatic the obstacles need to be 
reproduced to scale in the wind tunnel [Surry 1982]. The 
Silsoe Site is on flat constant terrain and so the 
initial boundary layer simulation is sufficient. 
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In summary, in order to achieve an appropriate simulation 
it is necessary to reproduce mean velocity and turbulence 
intensity distribution, to a scale of 1: 100 of the full- 
scale profiles or to within a factor of three of this 
scale. An attempt should be made to produce low 
frequency turbulence giving a minium ratio of wind tunnel 
integral scale of turbulence to full-scale of 1: 300 and 
also to promote the production of small-scale turbulence. 
The V and W component turbulence intensities, and the 
shear stresses should approximate those at full-scale. 
Checks should be made to ensure that there are no 
velocity gradients in the horizontal plane within a 
reasonable area of the model and that the boundary layer 
is in approximate equilibrium over the test section. 
The next section discuses the techniques available to 
achieve a boundary layer simulation. 
4.3 Methods of producing a boundary layer simulation 
The ideal boundary layer would be grown naturally along a 
long fetch of low roughness. Unfortunately there are few 
tunnels around the world that are long enough for this 
technique and even these do not produce boundary layers 
of sufficient scale for detailed measurements on low rise 
buildings. For this reason alternative methods of 
simulation have been developed. 
Boundary layers can be produced by active and passive 
methods. Active methods involve the use of moving 
articles, for example vibrating aerofoils or jets of air 
[Kobayashi et al 1989; 1992]. These methods are 
generally the best at producing the turbulence spectrum 
but the resulting flow structure tends to be unstable and 
decay rapidly. 
Passive methods involve the use of stationary bodies in 
the tunnel and do not normally produce the low frequency 
turbulence required, giving rise to an under simulated 
integral scale of turbulence. Passive techniques fall 
into two categories, surveyed by Lawson [1968] and Hunt 
et al [1975]. The first category uses graded grids to 
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produce the desired velocity profile. There is a well 
developed design theory for this method, making the 
design of grids easy [Owen et al 1957]. However, the 
turbulence produced is not representative and attachments 
of aerofoils and other turbulence creating. devices are 
required. This again produces a profile which is not in 
equilibrium and decays down stream. 
The second category and more common method involves the 
use of walls, spires and other mixing devices combined 
with long fetches of roughness elements. Here, the flow 
is 'tricked' into seeing a larger fetch by the momentum 
defect given by a wall or spires [Counihan 1972]. The 
flow is mixed by devices such as turbulence grids before 
the barrier, or vortex generators after it. The fetch of 
roughness promotes the boundary layer to grow and large 
scale turbulence to develop. A long fetch allows the 
boundary layer to reach a better approximation of 
equilibrium [Gartshore et al 1976]. The fetch available 
also determines the scale of boundary layer which can be 
achieved, as there is a restriction on the height of 
barriers depending on fetch available. This is 
summarised by Standen [1972] as a minimum fetch of six 
times the spire height. 
Boundary layer simulations using the spire/wall and 
roughness technique have been documented by the 
following: - Armitt et al [1968], Counihan [1969,1970,1971 
& 1973], Jackson [1974], Sundaram et al [1972], Lee 
[1977], Peterka et al [1974], Campbell et al [1960], 
Tieleman et al [1978], Robins [1979], Cook [1973 1978b & 
1982a] Standen [1972] and Cermak et al [1992]. 
A method has been suggested by Cook [1973 1978b & 1982a] 
which produces large scale boundary layers in short 
tunnels at the expense of the equilibrium of the flow. 
This involves using a large barrier and graded roughness. 
Using this technique he produced a 1: 100 rural scale 
boundary layer in a 12m long tunnel. The technique was 
also used by Hunt [1982]. 
Tielemen et al [1992] report a new simulation technique 
of placing small spires directly upstream of the model 
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location with the aim of improving simulation of the 
small scale turbulence. Encouraging results for corner 
vortex reproduction are demonstrated using this. 
4.4 Choice of a rapid partial simulation technique 
It was decided at the beginning of this work that a 
sufficiently large scale of model was required to allow 
detailed investigations of the local pressures and eave 
geometry. Two scales were available of 1: 43 and 1: 100. 
The 1: 100 model is used predominantly and the new 
boundary layer is aimed for a 1: 100 scale simulation. 
The challenge was to produce a simulation of the Silsoe 
Site boundary layer at 1: 100 scale in the Surrey (Ti) 
6300mm fetch tunnel. The aims for the simulation are in 
decreasing order of importance: - 
1 Produce a mean velocity profile of a 1: 100 rural 
boundary layer with a Z0 of 0.2mm(model-scale). 
2 Produce a turbulence intensity profile comparable 
with the Silsoe Site, for example 35% near the 
floor. 
3 Produce the correct structure of turbulence, this 
will be indicated by spectra fitted well by the 
Von Karman equation and with the 
Kolmogorov -5/3 gradient in the high 
frequencies. 
4 Produce a scale of turbulence as near to 
1: 100 ratio with Silsoe values as possible and 
1: 300 scale at the smallest. 
5 Ensure the boundary layer does not develop 
significantly over the model position. 
6 Check turbulence characteristics in the V and W 
directions are suitable. 
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The simulation method was chosen as a 'partial 
development rapid simulation' technique suggested by Cook 
[1973 1978b & 1982a] which produces a large scale rural 
boundary layer in short tunnel. It is accepted that in 
order to produce such a large scale simulation in a small 
fetch a sacrifice must be made to the stability of the 
boundary layer. The partial-simulation technique 
involves growing a rural boundary layer beneath a 
turbulent existing layer, as had accidentally occurred in 
the Rough[2] and UWOrough simulations. By doing this it 
is hoped that some momentum in the upper layer will be 
incorporated into the lower layer but the smooth 
characteristic of the lower layer will remain, thus 
producing a large scale rural simulation. The method 
suits the testing of low rise buildings as the lowest 
boundary layer will fill only a small proportion of the 
tunnel which would make the testing of tall buildings 
impossible. 
The method uses a turbulence grid at the beginning of the 
fetch, which sets a constant turbulence field along the 
height and width of the tunnel. This turbulence is 
incorporated into the flow giving large turbulence 
intensities. It is suggested that this helps to mix the 
flow and increase the turbulence scale. 
The next device is a toothed fence, which acts as both 
step and spires, adding a momentum defect which 'tricks' 
the flow into behaving as if there is a longer fetch. A 
high fence increases the log law region, thus increasing 
the scale of the resulting boundary layer. However, it 
has been shown that if the fence is too high compared 
with the following roughness elements the flow will not 
reattach to the floor and will skip over most or all of 
the fetch. A large fence was required for this 
simulation and, therefore, to avoid the problem very 
large roughness elements are placed directly behind the 
fence to draw the flow towards the floor. 
Down the fetch a graded reduction in roughness size takes 
place, with the last size of roughness estimated to 
produce the desired Z0. It is assumed that as the flow 
passes each grade in roughness, a new boundary layer will 
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grow under the existing structure and the last boundary 
layer closest to the ground will have the characteristics 
of the final roughness. The final roughness must be of 
sufficient length to give reasonable stability and depth 
to the lowest boundary layer [Deaves 1981] and must be 
continued up to and around the measurement position, to 
ensure no new layers develop and to maintain the small- 
scale turbulence which can rapidly decay. 
4.5 Development by Iteration 
Initial dimensions for the boundary layer devices were 
chosen and an iterative process of changes took place. A 
total of ten simulations were arranged and surveyed 
before an acceptable simulation was found. The 
simulations are identified by the names 'New Boundary 
Layer one NBL1' to 'New Boundary Layer ten NBL10'. 
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FIG 4,1 Turbulence Grid showing dimensions 
The design of the turbulence grid was based on that used 
by Cook [1982a] (see figure 4,1 for dimensions). The grid 
was positioned in the mouth of the tunnel. The initial 
fence was a further, 460mm downstream. It had 12 teeth, a 
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mean height of 300mm and is displayed in figure 4,2 as 
fence one. 
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FIG 4,2 Three Fences showing dimensions 
A crossed hot wire vertical profile was taken in the X-Y 
plane, each point was sampled for 30sec at 1000hz. This 
profile with only the grid and fence 1 present was called 
NBL1 and is plotted in figure 4,3. 
NBL1 had a depth of 800mm but was not representative of a 
rough boundary layer and could not be fitted to the log 
law unless a large negative value of d was used. This 
indicates that the fence was too high for the fetch of 
roughness and hence the flow was not reattaching to the 
tunnel floor after the fence. The turbulence intensities 
in NBL1 were a consistent 10% higher than required to 
match full-scale, throughout the height of the tunnel. 
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FIG 4,3 Velocity Profile of NBL1 
This undesired high turbulence was particularly 
troublesome when calibrating the hot wires near the roof 
of the tunnel. The turbulence grid was removed and the 
hot wire profile repeated to see what effect this had on 
the profile. This simulation with only fence 1 present 
was called NBL2. The mean velocity profile for NBL2 
showed no noticeable change from NBL1 and the turbulence 
intensities dropped to an acceptable level of 30% at the 
floor and 1% at the calibration point. It was decided 
for experimental ease not to use the turbulence grid 
until its advantages could be seen. 
NBL3 used fence 1 in its current position, followed by 
four grades of block roughness. These were arranged in 
regular arrays at 15% aerial density in the following 
order: - 
1700mm of 170mm3 blocks 
1000mm of 90mm3 blocks 
1070mm of 50mm3 blocks 
2140mm of 25mm3 blocks 
The last roughness elements came within 100mm of the 
measuring position, with the remaining 100mm as bare 
floor. NBL3 had a velocity profile more representative 
of a rough wall boundary layer. However, the log law 
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still required a negative d value to get a good fit 
indicting that the large roughness was not compensating 
for the high fence. The turbulence intensities near the 
floor were much too high giving a maximum value of 60%. 
Elsewhere in the boundary layer, the values were only 5% 
larger than required and so it was proposed that the 
close proximity of the 25mm roughness elements was 
producing unwanted wakes at the measurement position. 
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FIG 4,4 Velocity profile of NBL4 
The last four rows of 25mm blocks were removed and the 
profile repeated. This produced NBL4 which had 400mm of 
bare floor directly before the measuring position. A 
plot of the NBL4 mean velocity profile is shown in figure 
4,4. It shows three clear layers of boundary layer, the 
lowest of which has grown from the bare floor. The 
turbulence intensities near the floor were much more in 
line with the rest of the intensity profile which was 
still 5% larger than required. Measuring shear velocity 
from the maximum of the shear profile a log law was 
plotted of the NBL4 velocity profile. This proved to be 
a good fit to the middle boundary layer only, and again 
the best fits were given with a negative value of d. The 
lowest boundary layer was very shallow on the log law 
plot and it was felt that the bare floor was not 
producing a boundary layer rough enough to represent the 
Silsoe Site. 
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In NBL5, lego roughness consisting of lego baseboards 
with 3mm tiles (displayed in figure 4,5) at 15% density 
was chosen as a cover for the bare floor. A profile was 
taken of NBL5 and an improvement in the lowest boundary 
layer was seen. The continuation of small roughness up 
to the measuring position should help promote the 
production of small-scale turbulence. 
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FIG 4,5 Dimensions of lego roughness elements in mm 
In NBL6 an attempt was made to get more stability in the, 
last boundary layer and smooth the transitions between 
layers. The 25mm blocks were lengthened to cover 2890mm, 
and in order to provide the extra length the 50mm blocks 
were removed. A traverse in NBL6 showed no effect on the 
transitions but a small and useful reduction in the 
turbulence intensities was noted. 
It was observed that the abrupt transitions between 
boundary layers could be caused by the flow passing over 
the first section of fetch. This would make the upper 
boundary layers dependent on the fence and cause the 
transition to the 'roughness-dependent' lower layers to 
be abrupt. The log law plots of NBL6, although much 
improved from NBL1, still showed best fits for negative 
values of d, confirming this observation. A new fence 
was built (fence 2 in figure 4,2). For consistency fence 
2 had the same mean height as fence 1 but the teeth were 
deepened allowing more flow into the large blocks. In 
NBL7 fence 1 was replaced by fence 2 and the roughness 
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was kept the same as NBL6. NBL7 was found to have a 
better profile, with the transitions between the boundary 
layers much less distinct. This is plotted in fig 4,6. 
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FIG 4,6 Velocity profile of NBL7 
In NBL8 the fence was replaced again. This time the mean 
height of the fence was reduced to 175mm and is shown as 
fence 3 in figure 4,4. A traverse was taken and the 
velocity profile, plotted in figure 4,7, showed a smooth 
transition between boundary layers. 
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Encouraged by this, a log law was taken of the data. 
This revealed an essentially two-phase boundary layer. 
The transition between the two boundary layers was at 
150mm. This was only three times the model height. 
Using the Ut value determined from a shear profile, a fit 
to the upper boundary layer was found for d=10mm and 
ZC=6mm. This is shown in figure 4,8. 
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These values are assumed to be representative of the 
fence and larger roughness elements. In order to try a 
log law fit to the lower boundary layer a Uj value typical 
of the lego was required. A previous researcher has 
measured the shear profile in a boundary layer consisting 
of a small fence and a long lego roughness [Savory 1984]. 
This revealed a value shown in eq 4,1. 
U' 
= 0.0702 (4,1) U10 
using eq 4,2 
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this was converted into the required form shown in equ 
4,3 
U. 
= 
U. 
x 
Ut0 
= 0.042 (4,3) Umf Uio Ur 
A fit to the lower boundary layer was tried with this 
value of Ut/Uref' A small variation from this shear 
velocity value provided an acceptable fit, which is shown 
in figure 4,9. The displacement thickness chosen was one 
third of the lego roughness height. The roughness length 
(Zp=0.16mm) calculated from the log law plot was very 
close to the 0.2mm required for a 1: 100 scale simulation 
of the Silsoe Site. The final value of Uf used is shown 
in eq 4,4 scaled for comparison with full-scale. 
U 
( WL wale) = 0.067 (4,4) U10 
this is very characteristic of the Silsoe Site value 
shown in eq 4,5 
1 
U. 
= 0.068 (4,5) Uio 
Plotted at the 1: 100 scale it was found that both the 
mean velocity and longitudinal turbulence intensities 
were very representative of the full-scale data up to the 
transition height. 
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FIG 4,10 Longitudinal Spectrum at 50mm in NBL8 
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Spectra were taken at 25mm and 50mm. The 50mm U spectrum 
showed the correct -5/3 gradient in the high frequency 
range (figure 4,10) and as a normalised spectra the fit 
to the Von Karman equation (figure 4,11), gave a 
turbulence scale of 0.25, which is a ratio of 1: 250 to. 
the EDSU full-scale value. 
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NBL8 has produced an acceptable, 1: 100 scale, mean 
velocity and turbulence intensity simulation of the 
Silsoe Site up to a height of 15m full-scale. This is 
only three times the model height and needs to be 
increased. The turbulence length scale is smaller than 
the length scale but is within the 1: 300 range defined as 
acceptable. 
NBL8 is a simulation close to the requirements. It was 
decided before going any further to test the effect of 
adding the turbulence grid. The grid is reported both to 
help the mixing, producing a more developed boundary 
layer, and to produce low frequency turbulence which 
increases the integral turbulence length scale. NBL9 is 
identical to NBL8 except for the presence of the 
turbulence grid at the mouth of the tunnel. A traverse 
was taken of NBL9. There was no change in the mean 
velocity profile except for an increase in the scatter 
and this was a result of an 8% increase in turbulence 
intensity, consistent over the whole profile. This 
indicates that the grid is not noticeably speeding up the 
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development of the boundary layer, but merely adding 
turbulence. 
Spectra were taken at 25mm and 50mm and compared with 
those taken in NBL8. There was no notable change in 
scale or shape, as can be seen by comparing the spectra 
at 50mm in figures 4,11 and 4,12. This indicates that 
the added turbulence is of a similar range of frequencies 
to that already present in the tunnel. The turbulence 
grid seems to have no advantages in this simulation as 
the turbulence intensities in NBL8 are of the required 
value. 
To increase the height of the transition and the 
stability of the final layer, the lego roughness was 
extended at the expense of the bigger blocks. This 
produced the final boundary layer NBL10 which is surveyed 
in detail in the next section. 
4.6 Detailed survey of the final boundary layer 
The final roughness in NBL10 extended 2000mm in front of 
the measuring position and 790mm behind. This gave a 
relative equilibrium to the lowest boundary layer, and a 
height of transition to the next layer, of 250mm. It was 
hoped that continuation of the lego roughness throughout 
the measurement position will maintain the small-scale 
turbulence required for simulation of separated flows. 
The problem of mounting models on this uneven surface was 
surmounted by the use of flat lego tiles which clipped 
onto the lego and provided a flat upper surface. 
The final boundary layer devices consisted of :- 
fence 3-9 teeth, min height=50mm and max=350mm. 
946mm of 170mm3 blocks 
1000mm of 90mm3 blocks 
2140mm of 25mm3 blocks 
2000mm of lego 
Figure 4,13 shows a photograph of this final setup. 
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FIG 4,13 Photograph of boundary layer devices in NBL10 
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In an attempt to stabilise the flow structure the 
roughness was continued behind the model position with :- 
790mm of lego 
1070mm of 25mm2 blocks 
The measurement position of the vertical traverses was 
100mm in front of the position of the model centre. Four 
crossed hot wire traverses were taken, two with the wires 
in the X-Y plane and two with the wires in the X-Z plane. 
The characteristics in the U direction were averaged to 
give the profile in figure 4,14, which is a split 
boundary layer although it shows no obvious transition. 
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Figure 4,15 plots the shear profile and is an average of 
two traverses. It shows a large constant shear stress 
region as required by a large scale simulation. 
Reading the shear velocity from the maximum of the plot 
in figure 4,15 gives the value shown in eq 4,6. 
U. 
= 0.0047 = 0.069 (4,6) U, ý 
Constant Shear 
stress regwn 
uw 
0.0047 Uret 
This is assumed to apply to the upper part of the 
boundary layer as was the case in NBL8. This is a 
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reasonable assumption as the maximum in shear profile 
appears in the height range of the upper boundary layer. 
Plotting the mean velocity data on a log low plot, using 
the above value of shear velocity, shows a good fit to 
the upper part of the boundary layer confirming the use 
of this shear velocity. This is plotted in figure 4,16. 
The zero plane displacement required was 7mm, which is 
one third of the height of the largest roughness. A 
large ZC was required which is thought to reflect the high 
barrier and very large roughness elements responsible for 
the highest boundary layer. 
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A second log law plot was tried using the value of shear 
velocity suggested in NBL8 to be appropriate for a 
boundary layer grown from lego. 
U' 
= 0.040 Uref 
(4,7) 
A fit is obtained to the lower boundary layer using a 
zero plane displacement of lmm, which is one third of the 
lego roughness height, and a ZO of 0.2mm, this is shown in 
figure 4,17. The value of ZO is exactly 1: 100 scale with 
the Silsoe Site ZO of 0.02m, thus confirming the good 
scale and match of the simulation. The fit is good up to 
a height of approximately 25cm, five times the model height. 
140 
Figures 4,18 and 4,19 show the mean velocity and 
turbulence intensity profiles plotted at 1: 100 scale with 
the Silsoe Site full-scale data. There is a very good 
match in velocity profile to above five times the 
building height. The turbulence intensity profile also 
shows a good match in this region, except for the point 
closest to the floor which is much too large in the wind 
tunnel. This point is only 2mm above the lego roughness 
and the high turbulence is probably due to the wake of 
individual roughness elements, this is a problem with 
continuing roughness over the measurement area. 
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The power law profile of the mean velocity data shows 
several potential changes in gradient indicating the 
presence of many boundary layers. Figure 4,20 shows the 
power law with a zero plane displacement of lmm, chosen 
to"suit the lego based boundary layer. It must be 
remembered that the power law is a fit to a complete 
boundary layer and it does not reflect well the 
characteristics near to the ground. Noting this, a 
tentative suggestion is that a power law coefficient of 
0.14 is given by the lowest boundary layer and this value 
is typical of a rural boundary layer. 
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The turbulence intensities in the U, V and W directions 
show the ratio in magnitude shown below. 
vvw 
1 1.1 0.83 
The turbulence intensities of the three components are 
approaching similar magnitudes. This is distinctly more 
deviant from the full-scale values than the small-scale 
Thin and Rough[2] simulations. These values are a strong 
indication of the distortions inherent in rapid 
simulation techniques. 
Figures 4,21,4,22 and 4,23 show the turbulence intensity 
profiles in the three component directions. The U 
direction turbulence intensity is a good simulation as 
shown before and the vertical trend in V and W intensity 
remain appropriate despite the distorted magnitude. 
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Spectra of the U and W components and cospectra were 
taken at the heights shown below. 
height in tunnel Scaled 1: 100 
5mm 0.5m 
10mm lm 
20mm 2m 
30mm 3m 
50mm 5m 
70mm 7m 
90mm 9m 
100mm lOm 
110mm llm 
160mm 16m 
260mm 26m 
360mm 36m 
460mm 46m 
500mm 50m 
640mm 64m 
The data was sampled and processed as in previous profile 
spectra. When plotted as a log log plot, the spectrum at 
50mm (5m full-scale) shows the desired - 5/3 gradient in 
the high frequencies (figure 4,25). This gradient is 
present for all heights above 20mm. Below this height 
the spectra show a shallowing of gradient, which is 
particularly marked at 5mm as shown in figures 4.24. 
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FIG 4,25 Longitudinal spectrum 
at 50mm in NBL10 
This is an effect which has also been seen in the Silsoe 
Site data [Hoxey 1992) and was reported by Cook[1971] for 
grid generated boundary layers. Cook showed that the 
gain in the energy of the longitudinal component 
corresponded to a loss of energy in the vertical 
component, and explained the phenomenon as being due to 
effects of the ground/floor channelling energy from the 
vertical components to the longitudinal and cross-stream 
components. 
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FIG 4,27 Longitudinal spectrum 
at 50mm in NBL10 
When the 50mm spectrum is plotted on a normalised axis it 
demonstrates a good fit to the Von Karman equation as 
shown in figure 4,27. This is true throughout the 
boundary layer except on approach to the floor where 
again distortions are present (figures 4,26). 
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Using the Von Karman fit, a Luj value was determined for 
each spectra measurement height. These are plotted in. 
figure 4,28 as a comparison with the full-scale trend, 
defined by ESDU [75001]. 
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FIG 4,28 Comparison of trend in turbulence length scale 
An initial length scaling of 1: 100 was used to enable the 
comparison to be made. The data does not fall together 
and after the first 5m the NBL10 Lu= shows only small 
increases with height, whereas the ESDU plot continues 
with a significant gradient. Raine [1974] commented that 
the relationship of turbulence scale with height in a 
wind tunnel, does not bear the same relationship as that 
in the atmospheric boundary layer. This is due to there 
being insufficient fetch for the turbulent eddies to 
reach the outer parts of the boundary layer. These 
statements are confirmed by the results presented here. 
The incomparability of trend presents a problem when it 
comes to pinpointing a scaling factor between NBL10 and 
full-scale, as the relationship between full-scale and 
simulation data is different at each height. 
For the purpose of giving soi 
turbulence scaling of NBL10, 
ridge height was performed. 
is 0.25m, comparing with the 
value of 56m gives a scaling 
trend is plotted again using 
figure 4,29. 
ne indication of the 
a comparison of Lu= at the 
The NBL10 1u1 at this height 
ESDU defined full-scale 
of 1: 233. The comparison of 
this scaling and is shown in 
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FIG 4,29 Comparison of trends in turbulence length scale 
Figure 4,29 shows more clearly that the vertical trend in 
the NBL10 integral turbulence length scale is not 
compatible with the ESDU data, even below 5m. However 
both full-scale and NBL10 show an increase in Lux with 
height below 10m indicating that the turbulence spectrum 
is moving down the frequency axis as the measuring point 
move up in the boundary layer. 
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FIG 4,30 Comparison of Silsoe and NBL10 approach flow spectra 
at ridge height 
Figures 4,30 shows a ridge height comparison of 
normalised spectra from NBL10 and the Silsoe Site. The 
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frequency scaling of 1: 200 was chosen by determining a 
reasonable match between the two spectra. However, it 
also agrees well with the frequency scale determined by 
consideration of a 1: 1 velocity scale and the integral 
turbulence length scale of 1: 233. 
NBL10 appears to give a reasonable representation of the 
Silsoe Site spectra over most of the frequency range. 
The NBL10 spectrum shows a slight reduction in spectral 
density at the high frequencies, when compared to the 
Silsoe Site spectrum. This discrepancy is affected by 
differences in tubing attenuation at-frequencies above 
lHz(full-scale), so it is difficult to ascertain if there 
is a deficiency in small-scale turbulence in NBL10. 
Tests were taken to measure the cross-tunnel homogeneity 
of the flow. Horizonal traverses were taken across the 
tunnel using crossed hot wires and pitot-static tubes.. 
Figure 4,31 shows the hot wire data produced by the 
, 
average of three traverses. There is no evidence of 
wakes from the large roughness elements or toothed fence. 
The velocities over the model width are consistent and 
the profiles show good homogeneity throughout. 
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FIG 4,31 Cross tunnel velocity profile in NBL10 
at a height of 50mm 
Dynamic pressures measured by a pitot-static tube are 
presented as a cross-tunnel profile in figure 4,32 and' 
are again the average of three traverses. 
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at a height of 50mm 
The dynamic pressure profile shows similar scatter to 
that recorded using hot wire, with no evidence of wakes. 
There is a slight increase in dynamic pressure towards 
the far wall. This is most probably due to transducer 
drift as a three degree temperature change was recorded 
during experimentation. Unfortunately, no control was 
monitored to check for drift. In any case the trend was 
small and the profile confirms good homogeneity. 
In order to monitor the stability of the NBL10 boundary 
layer two tests were performed to check how much 
development took place in the test section. In the first 
test vertical traverses were taken at 150mm in front and 
100mm behind the model centre. Two traverses were taken 
at each position and the results averaged to reduce 
scatter. 
Figure 4,33 shows a comparison of the mean velocity 
profiles at the two positions. It can be seen that, 
within the accuracy of the experiments, no development 
had taken place in the'immediate surroundings of the 
model. In order to examine the development over a longer 
length of the working section, upstream/downstream hot 
wire and pitot-static traverses were taken of the 
velocity at ridge height, for a 600mm length. 
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Figure 4,34 shows the pitot static trend which has 
considerable scatter but no obvious trend in velocity, 
thus indicating no significant development in the 
boundary layer. 
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FIG 4,34 Downstream dynamic pressure trend in NBLIO at 53mm 
This was confirmed by the hot wire traverse which also 
showed no trend. These results imply that no measurable 
development to the boundary layer takes place-in a 300mm 
radius of the model centre. 
ft - 
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All the profile and surface pressure measurements taken 
in NBL10 were sampled at a tunnel speed of 15m/sec, so 
the characteristics displayed here are a good 
representation of the test simulation. 
4.7 Summary of Chapter Four 
A new simulation was obtained in the Surrey Ti tunnel 
using a rapid development partial simulation technique. 
The method was adapted from that of Cook [1973,1978b & 
1982a] and the dimensions of the boundary layer devices 
were determined by a process of iterative changes 
resulting in the development and survey of nine 
intermediate boundary layers. 
Changes made to Cooks' method included abandoning the use 
of a turbulence grid which was found to have no effect on 
development or turbulence scale, and increased the 
turbulence intensity above the required level. The 
importance of matching fence height with fetch roughness 
and length was shown. The result of using a high fence 
is that the flow skips much of the fetch before 
reattaching to the floor. A velocity profile, which can 
only be fitted to the log law using negative values of 
zero plane displacement, was shown to be typical of such 
a boundary layer. It was also demonstrated that a long 
length of the final roughness is required to produce a 
reasonable depth and equilibrium for the lowest boundary 
layer. 
A 1: 100 scale simulation has been achieved which 
represents the Silsoe Site mean velocity and turbulence 
intensity profiles to a height of 25m. The U spectrum 
shows the desired -5/3 gradient, but it is noted that 
this becomes more shallow close to the ground, a property 
also seen in the Silsoe Site data. Plotted on normalised 
axes, the spectrum showed a good fit to the Von Karman 
equation. The values of integral turbulence length scale 
determined from the spectra show a difference in trend 
from that proposed for full-scale data by ESDU. 
Acknowledging this, an integral turbulence length scale 
scaling of 1: 233 between NBL10 and the Silsoe Site is 
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proposed, based on ridge height measurements. This is 
within the 1: 300 scaling desired. 
Comparison of Silsoe Site and NBL10 spectra at ridge 
height suggests a frequency scaling of 1: 200 which is in 
agreement with the length scales above. The comparison 
was generally good. 
The flow appears to be homogenous across the width of the 
tunnel despite the presence of large boundary layer 
devices. Distortions in the flow structure caused by the 
rapid simulation are shown in the relative magnitude of 
the three components of turbulence intensity. However, 
the boundary layer appears to be in-relative equilibrium 
and non-developing over the test area. 
This chapter has detailed the development and survey of 
the fifth and final simulation used in this project. In 
Chapter Six the performance of this boundary layer in 
simulating surface pressures will be contrasted with that 
of the existing four boundary layers previously surveyed 
in Chapter Three. However, first an investigation will 
be described into the static pressure fields found in 
some of the boundary layers. 
The boundary layer development presented in this chapter 
was published in Dailey [1992b]. 
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CHAPTER FIVE 
STATIC PRESSURE MEASUREMENTS 
5,1 Introduction 
The availability of full-scale data has provided the 
opportunity to identify pressure coefficients which are 
offset due to unrepresentative reference pressures. 
During measurements at UWO on the 1: 100 scale models a 
colleague [Richardson et al 1992a] noticed an offset 
between the mean surface pressure coefficients determined 
at UWO and those determined at Surrey and full-scale. 
This led to an investigation into the reference pressures 
used to produce the coefficients at both establishments. 
It was noticed that the static reference pressure would 
alter dramatically depending on where in the tunnel it 
was monitored. This in turn led to a survey in both 
tunnels of the way the static pressure measured by a 
pitot-static probe depended on vertical, crosswind and 
downwind position, and on boundary layer simulation 
[Dailey et al 1992c]. 
This chapter begins by presenting a background of the 
offsets seen in past comparisons and a brief survey of 
the errors known to be inherent in static measurement 
devices. It continues by showing an example of the 
offsets seen in the UWO data and how the offsets varied 
when corrected for different static pressure positions. 
The greatest offset was given by a coefficient referenced 
to a ridge height static pressure probe situated within 
the models flow field. Measurements of this field are 
presented and compared with similar measurements at full- 
scale. The chapter continues by presenting the results 
of surveys of the static pressure trends in the boundary 
layers of both tunnels. Trends of static pressure with 
height within each boundary layer give evidence of the 
dependence of the static pressure measured by pitot- 
static probes on turbulence intensity and scale. 
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5.2 Evidence of Reference Static Errors in Previous 
Comparisons 
During the last 15 years comparisons of surface pressure 
data from different establishments have made us more 
aware of the problems caused by reference static 
pressures. The project which has drawn the greatest 
attention to this area is the Aylesbury Collaborative 
Experiment, where data from full-scale and eleven 
laboratories was compared. Vickery [1984] took 
comparisons of full-scale data with CISRO and UWO 
laboratory data; he repeatedly states "the comparison of 
mean pressure coefficients reveals significant 
differences in reference static" and concludes "if 
comparisons of mean pressures are to be attempted a 
common reference static pressure is of great importance". 
Sill et al [1989] when comparing data from the 
laboratories suggests that the cause of these static 
errors is most probably due to the variety of reference 
positions used in the tunnels. Greenway et al [1978] 
surveyed the possible causes of discrepancies between the 
Oxford tunnel and the full-scale experiments. He 
quantified the affect on the tunnel data caused by, (1) 
tunnel static gradient, (2) the static field induced by 
the models presence and (3) probe error due to turbulence 
effects. After applying the resulting correction to the 
model pressure coefficients and comparing with full-scale 
he concluded that there was an improvement in agreement. 
Static errors were also used by Apperley et al [1979] and 
Hanson et al [1985] to explain offsets seen in their 
comparisons. 
The Aylesbury experiment illustrated that the full-scale 
reference static pressure is by no means infallible. 
There were many offsets in the full-scale surface 
pressure data which were attributed to accessibility to 
the reference static [Eaton et al 1975,1976]; Also the 
effect on the full-scale static of the wake of upstream 
hedges was noted by Mousset [1985]. A recent full-scale 
experiment on an aircraft hanger [Milford et al 1992b] 
showed offsets in some data sets which were also blamed 
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on static reference errors. The complexities involved in 
measuring full-scale pressures are outlined by Waldeck 
[1986], and Vickery et al [1982] notes that "choosing a 
reference static pressure for full-scale tests which can 
be reproduced in the wind tunnel is difficult" thus 
emphasising that the choice of a common reference static 
between model and full-scale is a two way process. 
Projects previous to the Aylesbury project are scattered 
with errors that could be interpreted as reference static 
problems and many researchers show themselves to be aware 
of this. The CARRAC standard tall building model was 
tested in six establishments. Melbourne [1980] concludes 
when comparing data that "small trends were observable in 
respect of pressure measurements", whereas, "there were 
no obvious trends in dynamic response measurements". In 
the light of recent developments the trends could well, 
contain a contribution of reference static error which, 
while influencing mean measurements, would not effect the 
dynamic response. 
When full-scale measurements on a mobile home in Texas 
were compared with model-scale data from UWO and the 
University of Texas [Surry et al 1986] it was reported 
that the Texas tunnel consistently over-predicted whereas 
the UWO data was generally too low. One must consider if 
a static reference error contributed towards this. 
During the same year data was published for the Sydney 
Grandstand Project where full-scale data was compared 
with data from the Sydney University tunnel [Apperley et 
al 1986]. Care was taken to use a representative 
reference pressure in the wind tunnel and a good match of 
model and full-scale pressure coefficients resulted. 
It is interesting to note that an error in static could 
appear as a slight trend in pressure coefficient 
containing an error in both slope and offset. This is 
because both the numerator and denominator are influenced 
by the static error. However, the effect on the 
denominator is normally sufficiently small that there is 
an approximation to an overall offset. 
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5.3 Errors Caused by Static Measurement Devices. 
An important consideration when measuring static 
pressures is the errors inherent in static measurement 
devices. A penny tap, that is a tap in slightly raised 
surrounds with bevelled edges, under-reads due to flow 
curvature over the tap caused by the surrounds. The 
conventional pitot-static probe is highly sensitive to 
the direction of the incident velocity vector, and so is 
caused to under-read by high turbulence levels. 
It is the effects of turbulence on static pressure 
measurements which is the most difficult to quantify, 
although this has been investigated by many people. In 
1936, Goldstein [1936) calculated that the sign of the 
error was dependent on the curvature of the surface in 
which the static hole is bored in comparison to the scale 
of the turbulence. For example, a tap in a flat surface 
will over-read whereas a tap in the side of a pitot probe 
will under-read. His conclusions were backed up by 
Fage's [1936] experiments. The magnitude of the error is 
believed to be mainly dependent on the intensity of the 
turbulence but Toomre [1960] suggested that there is also 
a weak dependence on the ratio of turbulence scale to the 
curvature of the surface. Wood's [1977] experiments 
agreed with Tomree's new corrections. He also concluded 
that "the turbulence levels found in industrial 
aerodynamics are large enough to cause considerable 
errors in static pressure measurements". Shaw [1959) did 
a series of experiments on static taps, and he stated 
that "the observed static pressure was always greater 
than the true static pressure", thus agreeing with 
Goldstein's suggestion. Shaw [1958] determined that the 
error was increased with the size of the tap and was also 
dependent on other factors such as Reynold number. 
There are many factors that will affect the value that a 
static measurement device will read, for instance the 
size and spacing of taps on a pitot-static probe and the 
shape of its nose. A good discussion of these effects is 
given by Hinze [1959] and Bryer et al [1971]. Several 
new designs of probes have been developed to avoid 
turbulence errors and these are surveyed in Blackmore 
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(1987a]. For the sake of simplicity no turbulence 
corrections have been used in any of this work. However, 
the pitot-static probe used for measurements and the 
probe to which it was referenced, were chosen of standard 
design and identical dimensions, and it was shown before 
measurements began that they gave comparable readings. 
5.4 Comparison of Pressure Coefficients 
The offsets caused by unsuitable static reference 
pressures were first noticed by Richardson in initial 
mean surface pressure measurements taken at UWO. The 
initial coefficients were referenced in the standard way 
to static and dynamic pressures measured at the top of 
the tunnel (using a pitot-static probe situated 500mm 
below the wind tunnel ceiling and 2100mm to windward of 
the model). The coefficient was then adjusted using a 
factor from the velocity profile so as to be referenced 
to the dynamic at ridge height, leaving the static 
reference remote at the top of the tunnel. The final 
standard coefficient is CPr shown in eq 5,1. 
pm-P, Cpº = hr-Pr 
(5,1) 
Where pm = surface pressure on model 
P, = static at roof of tunnel 
h, = total pressure at model ridge height 
This is also the technique used at Surrey and is the 
final format in which all the coefficients are compared 
in Chapter Six. 
All the UWO mean pressure data showed offsets on the 
leeward wall and leeward half of the leeward roof. This 
is illustrated by figure 5,1 which shows the midsection 
Cp, on the curved eave model at a wind azimuth of 90°. 
This offset is not seen in the Surrey data as is shown in 
figure 5,2 and is almost certainly caused by the use of 
an unrepresentative static reference pressure. 
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The offset is also present in the areas of separated and 
accelerated flow over the ridge and windward eave of the 
model but is disguised by errors caused by deficiencies 
in the boundary layer simulations. 
To examine if a change in reference static measurement 
position and device would be large enough to produce the 
offsets seen at UWO, experiments were conducted on three 
further static reference positions and factors determined 
to allow the surface pressure coefficients to be adjusted 
to these references. 
The ridge height static pressure (pst) was measured to the 
side, 380mm from the centre of the model and 40mm to 
windward of it. The other two reference static 
measurements were made in the centre of the turn table 
with the model removed. These were taken on separate 
occasions, one using a pitot-static tube at ridge height 
(p), the other using a tap hole in the floor (p0). The 
comparisons were conducted by Richardson [Richardson et 
al 1992a]. 
Using measurements taken with and without the model 
present Richardson deduced that the side static psl showed 
the largest offset and was affected by the models flow 
field. The author measured values of ps, with the model 
positioned at different angles to the flow and showed 
that psl changed value with model angle. This proved that 
the probe was being effected by the flow field of the 
model. The author later found that this probe also lay 
near an unseen wake in the boundary layer structure 
(section 5,62). In response to these two errors ps, was 
considered an unsuitable reference and not examined 
further. 
Factors were determined for the remaining two statics (p) 
and (po) producing the pressure coefficients Cpa and CPb 
respectively (eq 5,2). 
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In figure 5,3 the coefficients Cpa, CPb and Cpr are 
compared over the midsection of the curved eave building 
to illustrate the difference in surface pressures caused 
by changing reference static position. This time the 
building is not represented to allow-closer examination 
of the coefficients. 
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FIG 5,3 Midsection comparison of pressures coefficients 
on the curved eave model in the UWOrough bl 
Both references show an great improvement over the Cpr 
standard coefficient, demonstrating that the offsets seen 
in the UWO data are due to an unrepresentative reference 
static caused by the remote position of the ceiling 
static measurement PI. 
C= pm-p Pm-PO Pa hr -p 
Cp6 __ hr po 
(5,2) 
where pm = surface pressure on model 
h, = dynamic at model ridge height 
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The drawback of the static measurement positions used in 
the Cpe and CPb is that they cannot be measured at the 
same time as the surface. tap pressure measurements on the 
model. 
The experiments with pst, p0 and p "indicate that an ideal 
static reference would be monitored constantly and be . 
situated local to the model, taking care not to be within 
the influence of the models flow field. 
The success of the Cpe and CPb coefficients demonstrates 
that the UWO wind tunnel simulations are producing 
unrepresentative data due a static error offset between 
the ceiling static and the local static. 
Having established that the remote 'roof static' produces 
offsets in the UWO data the author conducted an 
investigation into the reference static positions used at 
Surrey. The standard coefficients at Surrey did not 
demonstrate any differences from the full-scale 
coefficients that could be attributed to static offset. 
However a test was performed to see of there was any 
offset between ceiling and local static. 
Surface pressure data was taken in the Surrey NBL10 
simulation backed to a side static pst. Lessons were 
leant from the poor performance of the side static at UWO 
and the side static at Surrey was positioned well in 
front of the model position, away from effects of the 
model flow field. The final position was 265mm in front 
of the model centre and 320mm to the side. Cross-tunnel 
profiles, detailed in section 5.62, ensured that this 
time the side static was not affected by any tunnel 
disturbance. 
The resulting coefficient is labelled Cps and shown in eq 
5,3. 
PM -PS, CP. = hr psM 
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Values of Cps and the standard coefficient Cpr are 
compared in figure 5,4 over the midsection of the curved 
eave model in the Surrey NBL10 boundary layer. 
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The localised coefficient Cps does not show a large change 
to the values given by the standard coefficient. The 
front wall coefficients are matched better for Cp, than 
Cps, however on the leeward wall and roof Cps provides a 
better fit. 
Unlike the UWO tunnel the Surrey tunnel does not appear 
to have a large difference in static between the ceiling 
and local static. This could be due to differences in 
the static measuring devices, tunnel structure or 
turbulence levels within the boundary layers. In section 
5,6 some of the boundary layers will be surveyed for 
static pressure trends to establish whether turbulence 
levels could account for the difference in static 
encountered and to determine the possible offsets caused 
by static reference positions. 
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5.5 Static Pressure Field Surrounding the Building 
Reference probes placed in the vicinity of the model or 
building need special consideration to ensure they are 
not affected by the flow field surrounding it. 
The static pressure will be positive where the flow 
stagnates and negative where the flow accelerates around 
and over an obstacle. It has been demonstrated by 
readings from the side mounted probe (ps. ) in the tests at 
UWO, that the presence of a model can effect the probe 
even at seven model heights to the side of the building. 
Moreover, it was also found that as the model was rotated 
relative to the probe the error changed, reaching a 
maximum when the gable end was to windward. This effect 
has also been examined by Surry [1991] and Okada et al 
[1992] on the Texas Tech building. 
The following experiments investigate the static pressure 
variations caused by the effects flow field surrounding 
the model on a pitot-static tube. By comparison with 
full-scale these measurements show the possible accuracy 
of flow field simulation and static pressure measurement 
in a wind tunnel. 
The model-scale data was measured in the smooth and 
Rough[2] Surrey boundary layers using a pitot-static 
probe. The full-scale data was collected by Hoxey at the 
Silsoe Site using a 5m high mast supporting static probes 
at half metre intervals [Hoxey et al 1992b]. The full- 
scale reference static pressure was measured at ridge 
height, 20m to windward of the building and in line with 
the gable end. It was found to be unaffected by the 
building's static pressure field. In addition, static 
pressure was measured via a perforated topped cylinder 
lying flush with the ground surface at the multi-probed 
mast position. Full-scale pressure coefficients are 
related to the static and dynamic pressures measured at 
the ridge height reference position. 
It can be seen from figure 5,5 that the centre-line 
static pressure field depends on which boundary layer 
simulation is present within the wind tunnel. 
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The chief cause of this difference is probably the effect 
of different turbulence levels on the pitot-static probe. 
The Thin boundary layer produces the closest comparison 
with the full-scale data but exhibits greater changes in 
pressure on approach and in the near wake than those seen 
at full-scale. This is almost certainly an effect 
blockage. In both boundary layers the centre line 
simulation of the static pressure field is within 0.1 CPr 
(25% of the front wall pressures) except when in close 
proximity to the building. This model-scale data would 
give an indication of the effects likely to be felt on a 
full-scale reference probe as long as it is not situated 
in close proximity to the building. 
Figure 5,6 shows a comparison of static pressures at 
model and full-scale, to the side of the building. There 
is a general trend showing an increase of static pressure 
with greater distance from the building. This trend is 
reproduced by the model although at the furthest points 
from the model there is an increase in gradient in the 
tunnel, data which may be signs of blockage from the wall. 
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The simulation reproduces the full-scale static pressure 
field with a significant error of 0.3. 
The data presented in this section shows that wind tunnel 
simulations must be used with care when attempting to 
indicate the extent of the flow field surrounding a full- 
scale building. Measurements made close to the model, or 
wind tunnel walls, will be significantly affected by 
blockage and all measurements will be subject to 
turbulence effects on the probe. 
5.6 Survey of Static Trends in Two Wind Tunnels and Five 
Simulations. 
Having established that the position of the reference 
static can account for offsets in wind tunnel data an 
investigation was conducted into the variations of static 
pressure within the two tunnels and five boundary layers. 
This was commissioned partly to explain the static 
pressure changes already seen and partly to show problem 
areas for positioning reference probes in future 
measurements. 
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5.61 AlONG FLOW VARIATIONS 
In the Surrey Thin boundary layer the static pressure was 
measured at lm intervals along the length of the tunnel, 
using a pitot-static tube held in a clamp stand. At a 
height of 350mm this was well outside the boundary layer. 
The measurements were repeated on a different day and a 
constant gradient in static was found on both sets of 
data. The averaged values are plotted in figure 5,7 
against position in tunnel, from the contraction to the 
exit vane array. 
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FIG 5,7 Static variation down the complete fetch of the 
Surrey Tunnel 
Using the same probe held in the sting, detailed 
streamwise traverses of the static in the test section 
were measured on different days. These all gave 
identical gradients which have been averaged in fig 5,8. 
The gradient from figure 5,8 is drawn onto figure 5,7 and 
is slightly different from the gradient for the majority 
of the tunnel length. However, it is in agreement with 
the two points which were measured in the test section. 
To ensure the different gradient was not some bias 
introduced by the sting, detailed measurements were taken 
in the test section using the clamp stand. These were 
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also in agreement with the sting data and it was 
concluded that a localised gradient existed in the 
working section. A localised gradient could be caused'by 
the beginning of effects from the tunnel turning vanes 
and exit which are situated'2m after the test section. 
From the localised gradient, a static change outside the 
boundary layer of 0.02Cpr can be interpolated between the 
upstream reference probe Pr and the test section. This 
represents an error of 5% on front wall Cpr's of the 
Silsoe Building. 
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Identical tests was performed along the tunnel length of 
the Rough[2] boundary layer and are displayed in figure 
5,7. The probe was at the same height but in this 
thicker boundary layer it became immersed in the boundary 
layer as it was moved towards the end of the tunnel. The 
fence and vortex generators can be seen to affect the 
measured static up to 0.4 x/LT, after this a strong 
gradient is evident until 0.8 x/LT where the probe enters 
the boundary layer. The detailed measurements in the 
test section are shown in figure 5,9 and have a small 
longitudinal gradient within the boundary layer which 
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agrees with that shown within the test section on figure 
5,7. 
Static measurements of the longitudinal trend were made 
in NBL10 for the test section only, at a height of 350mm. 
These traverses were averaged and the results are plotted 
in figure 5,10. Again the probe is totally emersed in 
the boundary layer, however there is no obvious trend in 
static. 
0 004 
0.002 
0 
-0.002 
-0.004 
-0006 
-0 006 
-001 
-0.012 
Uralic pressure tpr 
0 76 0 78 0.8 0.82 0 84 0 86 
distance downwind xll, 
NBL10 boundary layer 
FIG 5,10 Static variation along test section 
Since the Surrey tunnel is a constant cross-section 
tunnel, movement towards the tunnel exit increases the 
free-stream speed as the boundary layer constricts the 
flow, and there is a decrease in pressure. This is what 
is measured outside the Thin boundary layer. Greenway et 
al [1978] also found a static gradient in the working 
section of the constant cross-section Oxford tunnel. The 
Rough[2] boundary layer measurements show the effect on 
the probe of changes in flow direction caused by the 
fence and vorticity generators after which a strong 
gradient is evident. In both the Rough[2) and NBL10 
boundary layers, at the test section the probe is 
sufficiently immersed in the boundary layer that it feels 
only a small, if any, effect of the gradient. 
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The UWO tunnel was. designed with a sloping roof which 
increases the cross-sectional area towards the test 
section, this should counteract the increase in static 
caused by the developing boundary layers and cancel the 
static gradient. However, along-flow variations were not 
measured in the UWO tunnel by the author to confirm this. 
To summarise; in the free-stream of any boundary layer 
wind tunnel there will be a longitudinal gradient unless 
that tunnel has been specifically designed to eliminate 
it. This is important to note because the reference 
static is often measured outside the boundary layer some 
distance upwind of the working section. Within the 
boundary layer the gradients appear to be small or non- 
existent making the placing of floor or ridge height 
static pressure probes slightly up wind of the model a 
valid procedure. 
5.62 CROSS TUNNEL VARIATIONS 
Horizontal traverses were taken in the UWO tunnel at 53mm 
and 125mm heights in the UWOsmooth and UWOrough boundary 
layers. Figures 5,11 and 5,12 show the variation in 
static across the tunnel width for both the boundary 
layers at 53mm from the floor. A still probe, positioned 
800mm from the wall (marked as ps in fig 5,12), is also 
monitored to show drift and this is plotted 
simultaneously with the traverse measurements. 
Both plots show a decrease in 
which could originate from the 
intake towards one side of the 
boundary layer shows a greater 
result of the influence on the 
larger turbulence intensities. 
static towards the far wall 
position of the tunnel 
room. The UWOrough 
variation in static as a 
pitot-static probe of the 
In the UWOsmooth boundary layer a trough in static around 
670mm is observed and there is also evidence of its 
existence in the UWOrough boundary layer. The trough 
looks like a residual wake from some unseen discontinuity 
w*in the tunnel structure. 
It is close to the position of 
a side static tube (ps, ) used in Richardsons initial 
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experiments and explains partly the poor performance of 
the UWO coeficent Cps. The trough represents a change in 
Cpl of 0.03 which is 8% of front wall Cpr on the Silsoe 
building. 
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The negative value of the static in figures 5,11 and 5,12 
is explained by the presence of a boom across the tunnel. 
This was used to support the traversing probe and the 
flow accelerates slightly as it passes beneath it. 
169 
Figure 5,13 shows the static variation in the UWOsmooth 
boundary layer together with the total pressure monitored 
from the pitot. This is the traverse that was presented 
in figure 5,11 and the total trace is added to give a 
sense of perspective to the errors. The slight trend 
towards the right wall is also evident in the total 
pressure trace. 
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A horizontal pitot-static traverse was taken in the 
Surrey NBLIO boundary layer. Figure 5,14 shows the total 
and static variations. There is no evidence of wakes or 
trends across the tunnel. This is almost certainly due 
to the tougher flow conditioning designed into the Surrey 
tunnel. 
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Cross tunnel variations may be caused by irregularities 
in the tunnel structure. These are not obvious and only 
by surveying the static and dynamic pressures can their 
effects be seen. Tiny bumps in the floor or faults in 
flow straighteners could cause a trough in the static at 
precisely the point of a ridge height reference probe. 
5.63 VARIATION WITH HEIGHT 
Figure 5,15 shows the results of a vertical traverse In 
the Surrey Thin boundary layer. The figure show the 
variation of 'measured static' with height (plotted as 
z/HT where HT is the tunnel height) and the profile of 
turbulence intensity represented as variance (aT/U2 ref 
where Uref is the reference velocity). 
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The measured static shows a constant value except for 
within 100mm of the floor where the static decreases 
rapidly. The decrease coincides with the increase in 
turbulence intensity seen on traversing down through the 
boundary layer and is probably due to the static probe 
under-reading more as the turbulence increases. A 
similar traverse was measured in the Rough[2] boundary 
layer (figure 5,16) and the resulting data shows a large 
decrease in static with height, again corresponding to an 
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increase in turbulence intensity. Figures 5,15 and 5,1,6 
imply that there is a correlation between static pressure 
and turbulence intensity and this is discussed in the 
next section. 
A similar traverse was taken in NBL10 and is displayed in 
figure 5,17, only the bottom portion of the boundary 
layer was surveyed and the static error does not begin to 
decrease at the highest measured height. 
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FIG 5,17 Static variation with height 
This plot demonstrates strongly that if there is a 
correlation between static error and turbulence intensity 
then it is also strongly dependent on some other factor 
in the boundary layers. 
In the Thin boundary layer the static change between 
model ridge height and the ceiling probe is negilable. 
However in the more turbulence Rough[2] boundary layer it 
has a value of 0.05 Cpi, representing a 2% error in front 
wall pressure coefficients on the Silsoe Building. A 
value of this error in NBL10 cannot be calculated because 
of the small height range measured, however the plot 
demonstrates that this error will be larger then that 
seen in the Rough[2] simulation, as indicated by the 
increased turbulence. These results indicate that an 
offset between local statics and ceiling statics could be 
caused by boundary layer turbulence, however this is 
probably not the cause of the offset measured in the UWO 
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tunnel. This is because the turbulence levels were not 
large enough to create the errors recorded and the two 
boundary layers exhibited similar offsets despite large 
differences in turbulence levels. 
If, as suspected, the gradient in measured static is 
caused by the probe under-reading then there may be no 
real change in true static. Nevertheless, pitot-static 
probes are generally used to measure reference static 
pressures and so data which has been referenced to a 
probe outside the boundary layer and compared to readings 
referenced within the boundary layer will suffer from 
offsets. These effects are likely to be more pronounced 
in more turbulent boundary layers. 
5.7 Evidence of Turbulence Effects on Pitot-Static Probes 
Figures 5,15 and 5,16 are suggestive of a correlation 
between turbulence intensity and the static gradient 
within the boundary layer. It is suggested by Hinze 
[1959] that the error in static should to the first order 
be proportional to the turbulence intensity squared. 
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FIG 5,18 Relation between variance of flow and static 
pressure reading from a pitot static probe 
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Figure 5,18 is a plot of the assumed static error against 
the variance from the Rough(2) vertical traverse data. 
Three individual traverses are shown and also the mean 
value at each height taken from five traverses. 
A straight line fit is shown for the lower turbulence 
intensities indicating a strong correlation between 
static error and turbulence intensity. For the higher 
intensities which are measured deep in the boundary layer 
this relationship is seen to break down. Tomree [1960] 
suggested that the error of a static tap was weakly 
dependent on turbulence scale and it is possible that the 
reduction in turbulence scale encountered as the probe 
reaches deep into the boundary layer introduces a 
turbulence scale term into the otherwise straight line 
relationship between turbulence intensity and static 
error. 
Goldstein [1936] suggested that the sign of static error 
was dependent on the curvature of the surface in which 
the static tap was bored in comparison to the scale of 
turbulence. As the scale of the turbulence decreases 
lower in the boundary layer the relative curvature of the 
eddies and the surface of the pitot-static tube will 
reduce. This could explain why the static errors are 
becoming more positive (less negative) lower in the 
boundary layers. 
5.8 Summary of Chapter Five 
The availability of full-scale data has enabled 
identification of offsets in the UWO surface pressures 
when they were represented as the standard coefficient 
referenced to static pressure at the top of the tunnel. 
The offsets were shown to reduce when using pressure 
coefficients reference to the static measured at local 
positions. This establishes that the offsets seen in the 
UWO mean surface data are due to an unrepresentative 
static reference. pressures. 
Mean surface pressures in the Surrey tunnel showed no 
improvement when reference to local static pressures, 
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thus indicating that in this tunnel the standard 
coefficient is satisfactory. 
Comparison of static pressure measurements in the flow 
t] field of a model with those at full-scale revealed that a 
representation was given which depended on the boundary 
layer simulation. Positions close to the model or 
approaching the tunnel walls showed a poor representation 
of full-scale static values due to blockage. It is 
concluded that wind tunnel simulations must be used with 
care when determining appropriate positions for full- 
scale reference masts. 
Following the demonstration at UWO of the effects of 
using coefficients referenced to different probe 
positions an investigation took place into the static 
pressure variations within the tunnel test sections. 
This was done to identify trouble spots for the 
positioning of reference static probes and to explain the 
variations already demonstrated. A series of 
, measurements 
took place in the two tunnels using five 
boundary layers. ' 
In the Surrey constant cross-section tunnel an along wind 
gradient was present outside the boundary layer as 
expected. In the artificial simulations the static was 
affected strongly by the boundary layer devices and 
within the boundary layer, at the test section, the 
static showed little or no gradient. 
The crosswind traverses in the test section of the UWO 
boundary layers revealed a wake at the position of the 
side static and a slope in static across the tunnel. The 
Surrey tunnel revealed a constant homogenous static 
across the test section reflecting the stringent flow 
conditioning on the inlet. The vertical trends in static 
error varied with the boundary layer simulation and were 
roughly correlated with the turbulence intensity. Deep 
in the boundary layers the variation in static error was 
also dependent on some other factor and it is suggested 
that this may be turbulence scale. 
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The experiments detailed in this chapter have indicated 
that the validity of a remote static near the ceiling of 
the wind-tunnel depends on the tunnel structure or 
measuring devices. It is advised that all tunnels should 
be surveyed for static trends in the vertical and cross- 
stream directions. If possible static reference 
measurements should be obtained using a constantly 
monitored local static probe, situated sufficiently 
upstream of the model to be outside of the model flow 
field and to one side of the model position. 
It has been shown in this chapter that the offsets seen 
in the UWO data are due to an inappropriate static 
reference. An improvement was shown by adjustments to 
the reference static, however, this improvement was not 
seen in the Surrey boundary layers so all mean pressures 
are presented as standard coefficients in the next 
chapter (Chapter Six) to simplify comparisons. 
The work presented in this chapter has been published in 
Dailey et al [1992c] and Richardson et al [1992a]. 
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CHAPTER SIX 
MEAN VALUE COMPARISONS. 
6.1 Introduction 
In this chapter the ground work of Chapters Three, Four 
and Five is used to explore deficiencies in-the model 
mean surface pressures, identified by comparison with 
full-scale coefficients. 
A total of 17 setups are considered, each consisting of a 
combination of one of five boundary layers, two model 
scales and two eave geometries. Surface pressure 
coefficients are contrasted with full-scale values and 
the relative performance of the setups is determined. 
The performance of the simulations in separated and 
accelerated flow regimes is examined for dependence on 
boundary layer characteristics. 
The chapter begins with a survey of literature, which 
details the flow structure around a low rise building and 
examines past comparisons between full-scale data and 
wind tunnel simulations. Full-scale measurements over 
the midsection of the Silsoe Structures Building are then 
presented and used to illustrate the flow regime around 
the building. In the following sections, model surface 
pressures are presented for each simulation and 
contrasted with full-scale. Some order of simulation 
performance is established and the affects of Reynolds 
number dependence and blockage are also considered. The 
coefficients in regions of accelerated and separated flow 
are examined for performance trends with boundary layer 
parameters of shear structure and turbulence. 
The model surface pressures for various flow angles are 
contrasted with full-scale coefficients and the 
performance used to confirm previous results. The 
internal pressure of the building, at model-scale and 
full-scale is briefly examined and the chapter concludes 
with a brief summary. 
178 
6.2 Review of the Flow Structure Around Low Rise 
Buildings. 
The pressure on the surface of a building shows the 
forces acting on the roof and walls and provides an 
indication of the flow structure. Impinging flow on the 
windward face of the building produces strongly positive 
pressures. Areas of separated, accelerated or wake flow 
are generally indicated by negative pressures and 
reattached flow produces small pressures [Surry 1991; 
Castro et al 1983]. 
6.21 FLOW NORMAL TO THE EAVES 
Flow acting normal to a square sided bluff body separates 
just before reaching the building [Peterka et al 1985]. 
The flow impinges on the front of the body, producing 
positive pressures which follow a distribution determined 
by the oncoming velocity profile [Hunt 1981]. The 
impinging flow diverts over the edges of the building or 
flows down the front face, rolling up into a vortex at 
the bottom of the windward face. This causes a small 
stagnation region and a drop in surface pressures at 
around two thirds to three quarters of the building 
height. The vortex then horse-shoes around the building. 
Flow near the edges of the front face moves outwards and 
separates on the sharp edges of the building at the top 
and sides producing high suction over the immediately 
following structure. 
On flat roofs and sides the flow remains separated giving 
negative pressures but it may reattach much later down 
the building, depending on the ratio of building length 
and height. The flow structure on pitched roofs is 
dependent on the angle of pitch, and the magnitude of the 
eave suction decreases with an increase in roof slope 
[Stathopoulos 1979]. On a ridged building the separated 
flow from the sharp edged windward eaves reattaches at 
some point (dependent on the angle of roof pitch) before 
the ridge. At the ridge the flow may separate once more, 
or may remain attached and accelerate over the ridge, 
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depending again on 'the angle of the pitch. Surry et al 
[1986] reported that for roof slopes below 100 the flow 
remains attached over the ridge and along the leeward 
roof, but for pitches above 10° the flow separates at the 
ridge and reattaches on the leeward roof slope. 
The leeward half of the leeward roof slope registers 
small suctions which are expected to decrease from the 
ridge to the eaves. The rear face of the building is 
covered by a separation cavity registering small negative 
pressures where the flow separates off the leeward eave 
and forms the beginning of the wake. 
6.22 THE EFFECT OF EAVE GEOMETRY 
The highest loads on a ridged low rise building for flow 
normal to the ridge are those on the windward roof edge. 
These take the form of high suctions and are caused by 
the separated flow [Hoxey et al 1983; Blackmore 1987b]. 
Wells et al [1980] observed these high suctions on full- 
scale gabled greenhouses and noted that they are 
sufficiently large to merit a separate loading area in 
the design codes and Cook [1990] on a survey of wind 
damages, concluded that a large proportion of damage 
starts at the roof edges. 
The loads are particularly high for extended eaves, where 
the flow below the extension gives rise to a positive 
pressure which reinforces the high suction on the upper 
eave surface [Stathopoulos 1984; Sthathopoulos et al 
1992]. 
Previous investigations have taken place into ways of 
reducing windward roof suctions by small geometrical 
changes about the eaves. Lythe et al [1982] and Kareem 
et al [1992] investigated the effect of parapets on the 
windward eaves and reported a reduction on the windward 
roof suctions. Cook [1982b] has experimented with using 
vented eaves and found a reduction in the roof edge 
suctions; he suggested that the flow passing through the 
building interrupts the mechanism of the separation 
bubble, thus reducing the high suctions. This method has 
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also been used by Melbourne [1979a] on a grandstand 
design, giving a reduction of 25% in loads. 
Another method for reducing these high suctions is to 
design the eave profile so that the flow will remain 
attached over the eave. High suctions will still be seen 
in the attached flow, as the flow accelerates over the 
eave, however these suctions are estimated to be smaller 
then those caused by separation. Wiren [1971] conducted 
extensive tests on chamfered and rounded eaves, and he 
concluded that there was a reduction in mean pressures on 
a rounded eave compared to a sharp configuration and that 
this reduction was more pronounced for greater rounding. 
He also found a reduction on roof loads for chamfered 
eaves. Blackmore [1987b] has investigated the effect of 
chamfered and rounded edge profiles on flat roof 
geometries in the wind tunnel. He found that chamfered 
eaves generally reduce wind loads on the eaves which 
indicated more attached flow. 
6.23 FLOW AT OTHER ANGLES 
Several researchers, [Robertson et al 1985; Wells et al 
1980], have suggested that for a low rise ridged building 
the critical loading case is for flow normal to the 
ridge. However, high loads do exist for other wind 
angles. When the flow is parallel to the ridge the flow 
impinges on the gable end causing positive pressures, the 
flow then separates at the roof edges causing high 
suctions [Robertson et al 1985; Hoxey et al 1983]. Flow 
at oblique angles (between 30 and 60 degrees to the eave) 
also causes high localised loads. The flow separates on 
the windward corner and forms two spiral vortices which 
extend into the inner region of the roof, leaving a trail 
of high suctions. In general, oblique angles produce 
less severe suctions at the edges of the building than 
those seen for transverse winds. However suctions in the 
inner region of the roof can be much more severe and must 
be taken into account in design. [Tielemen 1992; Ginger 
et al 1992] 
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Wirens [1971] wind tunnel tests on eave profile showed 
that, in general, the reduction in loads experienced on 
rounded eaves occurs for all wind directions. Blackmore 
[1987b] also concluded that the net roof load reduction 
due to chamfered edges was independent of wind angle. 
However, Lythe et al [1982] reported that the benefit of 
parapets is greater at oblique flow angles because they 
raise the corner vortices above the roof surface thus 
spreading the local edge suctions over a larger area of 
the roof. Wiren [1971] also noted that, for flow angles 
near parallel to the ridge, the effect of a rounded edge 
profile may promote flow to remain attached down the 
length of the eaves producing stronger local suctions. 
6.3 Review of Previous Comparisons. 
Since Baileys' comparisons [Bailey et al 1943] of full- 
scale and model measurements, it has been known that 
simulation of the atmospheric shear layer is required to 
reproduce the correct flow structure around a bluff body.. 
The scaling between the atmospheric and wind tunnel 
boundary layers is represented by Jensens model law, 
where he states that the ratio h/ZO must remain constant 
between model and full-scale [Jensen 1959]. This is 
particularly difficult to achieve when testing low-rise 
buildings where it is difficult to simulate the large 
scale boundary layers required to allow a reasonable size 
model of a small building [Davenport et al 1984]. 
Jensen [1967] and Stathopoulos et al [1978] both used 
models of different scales in fixed boundary layers, in 
order to study the extent a relaxation in Jensen scaling 
would be acceptable. They both concluded that a factor 
of two in model-scale gave small conservative 
discrepancies in mean surface pressures, while 
Stathopoulos [1979] noted that a factor of five 
introduced new phenomena near the model edges. 
Comparison of scaling using different boundary layers is 
complicated by the variety of characteristics that 
indicate simulation scale. In artificially simulated 
boundary layers distortions may occur in the respective 
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scaling of boundary layer characteristics, such as 
velocity profile, turbulence intensity, turbulence scale 
and small-scale turbulence levels. There is much debate 
on the importance of scaling each of these 
characteristics, and investigation into their respective 
relevance is complicated by the difficulty in varying one 
parameter while maintaining constant values of the 
others. Vickery et al [1984] state that correct velocity 
profile scaling is important when measurements are 
referenced to a specific height, although Tieleman et al 
[1981] suggest that for low rise buildings this influence 
is marginal if a local reference position is used. Hunt 
[1982] concluded after extensive studies on a cube that, 
although the front wall pressures are strongly influenced 
by the velocity profile scale, the pressures on the 
walls, roof and rear of the model are more dependent upon 
turbulence characteristics. Robertson et al [1986] also 
state that the turbulence intensity profile and 
turbulence scale are more important than velocity profile 
in determining the flow patterns at positions of 
separation and reattachment. 
The "Aylesbury Experiment", on a full-scale house, 
involved comparison of wind tunnel data from eleven 
different laboratories. Although the full-scale data 
proved unreliable, information was gained on the 
reliability of data produced at the laboratories by 
comparing with a grand mean. The CARRAC tall building 
comparison also contrasted data produced by many 
different laboratories. The Aylesbury comparison showed 
that although the majority of the laboratories produced 
similar pressure coefficient values, a few produced 
coefficients which were offset to a large degree or 
showed an amplification of the pressure trends [Vickery 
1984; Sill et al 1989; 1992]. These large discrepancies 
are. indicative of changes in experimental techniques. 
Such offsets can be caused by an unrepresentative static 
reference pressure and trends can be caused by errors in 
dynamic reference adjustment [Greenway et al 1978]. 
Both the Aylesbury and CARRAC comparisons demonstrated 
that the bulk of the laboratories showed general 
agreement on the pressure coefficients in attached 
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regions. However, in the areas of separation significant 
discrepancies were found between all data sets [Melbourne- 
1980]. Comparisons of model and full-scale data on barns 
[Richardson et al 1989], a house [Apperley et al 1979], a 
mobile home [Surry et al 1986] and the. Texas Tech 
Building [Okada et al 1992; Cochran et al 1992] have all 
concluded that wind tunnel modelling reproduces, with 
reasonable accuracy, the general overall shape of the 
flow seen at full-scale. Errors in the distributions 
were seen mainly in areas of separated and accelerated 
flow. These are the areas which would benefit most from 
improvements in simulation techniques. 
Many researchers have studied the flow in separated 
regions in an attempt to explain the high suctions 
created and their large dependence on approach flow 
simulation [Saathoff et al 1989; Hunt 1975; Melbourne 
1979b]. Turbulence intensity levels have been shown to 
increase separation suctions, [Castro et al 1975; 
Tielemen et al 1992; Hunt 1981], and small-scale 
turbulence is believed to be involved in the mechanism of 
separating . flow [Hunt 1982; Surry 1982]. Melbourne 
[1979b] proposed that small-scale turbulence increased 
entrainment into the shear layer surrounding the 
separation bubble, thus causing an increase in the 
suctions inside the separation region and promoting 
reattachment. The quantity of small-scale turbulence in 
a boundary layer simulation is rarely independently 
measured, although its effects can be seen in both 
turbulence intensity and turbulence scale measurements. 
6.4 The Flow Structure on the Silsoe Structures Building 
Flow visualisation videos, recorded by researchers at the 
Silsoe Research Institute, show that the flow structure 
on the Silsoe Structures Building is a very dynamic 
process, prone to fluctuations in wind velocity and 
angle. The separation points can be seen to fluctuate 
over a wide area and the predominantly attached flow on 
the curved eaves and ridge can be seen to separate 
intermittently. The full-scale mean surface pressure 
measurements presented in this chapter only approximate 
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these truly dynamic pressures and the model-scale mean 
pressures have no influence due to intermittent changes 
in flow direction. 
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FIG 6,1 Sharp and curved eave pressure distributions over the 
midsection of the full-scale Silsoe Structures Building 
Figure 6,1 shows a comparison of the mean pressure 
distributions over the midsection of the full-scale 
Silsoe Structures Building for the curved eave and sharp 
eave configuration. The flow remains attached over the 
ridge for both eave configurations. This is in agreement 
with Surry et al [1986] who showed that the critical case 
for flow to remain attached at the ridge is for angles of 
pitch similar to 100. 
The sharp eave configuration demonstrates a clear 
separation at the eave with large suctions in the 
separated region. The flow appears to reattach 
approximately two thirds along the windward roof, it 
remains attached and accelerates over the ridge. The 
curved eave configuration shows lower suctions over the 
eave, with a trend which is indicative of accelerated 
attached flow. The curved eave configuration also shows 
. CW )c l, [ . 19 
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increased suction on the ridge compared to the sharp 
eaves, suggesting a greater acceleration over the ridge. 
The pressures assume small negative values on the leeward 
roof at approximately the same position for both eave 
configurations. The windward and leeward walls seem 
unaffected by eave geometry at the tapping positions 
measured. 
The difference in overall lift force between the two 
geometries is minimal; however, the load is 
redistributed. The curved eave configuration shows 
reduced suction on the windward roof edge where many 
building failures are seen and increased suction on the 
ridge which may need to be reflected in the design codes. 
Robertson [1989] provides an analysis of the flow 
structure on the Silsoe Structures Building. 
6.5 Details of Mean Surface Pressure Measurements. 
Mean surface pressures were measured on two scales of 
model in five boundary layers at Surrey University and 
the University of Western Ontario (UWO). Data was 
obtained for the entire surface of the models at 15° or 
30° increments in flow angle for the complete 360°. A 
reduction of the number of azimuths required to achieve 
this was justified using the symmetry of the models. 
Details of the models and measuring equipment is given in 
Chapter Two and the boundary layers have been analysed in 
Chapters Three and Four. In all the data presented in 
this chapter the reference static and dynamic pressures 
were measured using a pitot-static tube at the top of the 
tunnel. The dynamic reference was later altered to that 
at ridge height, using factors determined from the 
boundary layer velocity profiles, the resultant 
coefficient is denoted Cpt. 
Other surface pressure measurements have been conducted 
by Richardson on the 1: 100 scale models at the University 
of Western Ontario and are presented in Richardson et al 
[1989] & [1990]. 
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6.6 Survey of Boundary Layer Performance 
The mean surface pressures over the midsection of the 
models are used to assess and compare the performance of 
the boundary layers. The surface pressures are initially 
considered only for the flow direction perpendicular to 
the eaves (@=900). 
Table 6,1 shows the performance of each boundary layer 
and model scale combination in four areas on the model 
surface. 
Boundary Windward Windward Leeward Leeward 
Layer Wall Roof Roof Wall 
CE SE CE SE CE SE CE SE 
Thin B1 0.004 0.003 0.005 0.008 0.004 0.002 0.001 0.000 
1: 100 model 
Rough[2] bl O. 012 0.015 0.008 0.009 0.012 0.006 0.002 0.000 
1: 100 model 
UWOsmooth 0.004 0.008 0.011 0.012 0.010 0.008 0.005 0.007 
1: 100 model 
UWOrough 0.019 0.017 0.013 0.019 0.014 0.013 0.012 0.010 
1: 100 model 
NBL10 bl 0.014 0.011 0.011 0.016 0.009 0.009 0.005 0.002 
1: 100 model 
Thin bl 0.005 0.002 0.008 0.007 0.004 0.004 0.002 0.000 
1: 43 model 
Rough[2] bl O. 003 0.006 0.010 0.002 
1: 43 model 
UWOsmooth 0.004 0.004 0.012 0.013 0.010 0.010 0.010 0.002 
1: '43 model 
UWOrough b1 0.008 0.006 0.021 0.037 0.017 0.017 0.008 0.014 
1: 43 model 
It 
TABLE 6,1 
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The error for each area is represented by an crude error 
parameter; This parameter is calculated by taking an 
average of the RMS deviations of the model coefficients 
from the full-scale coefficients, for all the taps in the 
area. Equation 6,1 shows the error parameter for an area 
containing n taps. 
( Pmodel - Pfu1l) 2(6ý1) 
Error Parameter = 
n 
An indication of the overall performance of each setup is 
calculated by taking a mean of the errors at all the taps 
on the midsection. This average error parameter simply 
represents the average error per tap in each simulation. 
The average error parameters are displayed in table 6,2 
for each setup. These are listed in the order of 
performance as defined by the average parameter. 
Examination of the average error parameters in table 6,2 
shows that the simulations are not performing in the 
order expected from their boundary layer surveys. The 
best performance is given by the Thin boundary layer, 
which is a simulation of only two times the model height. 
Clearly this cannot have a representative velocity 
profile and as it is essentially a smooth wall boundary 
layer the turbulence must also be unrepresentative. The 
Rough[2] boundary layer does not perform as well as the 
Thin boundary layer despite being six times closer to the 
model-scale. The performance of the UWO boundary layers 
is disappointing considering the long fetch available, 
and is only partly due to offsets in the static 
reference. The performance of the rapid simulation NBL10 
is very disappointing after the close match achieved with 
the boundary layer parameters of the Silsoe Site. 
It is evident from the windward roof error parameters in 
table 6,1 that the curved eave flow structure is 
generally being simulated with less errors then the sharp 
eave flow. Table 6,1 also shows the effects on the 
leeward roof and wall error parameters, of the static 
offsets discussed in Chapter Five. These leeward error 
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parameters are generally near or above 0.01Cp for all UWO 
configuration and well below this level in the Surrey 
simulations. 
Average Error parameter 
Thin bl, 1: 100 model, CE 0.0043 
Thin bl, 1: 100 model, SE 0.0045 
Thin bl, 1: 43 model, SE 0.0048 
Thin bl, 1: 43 model, CE 0.0057 
Rough[2] bl, 1: 43 model, CE 0.0069 
Rough[2] bl, 1: 100 model, SE 0.0081 
UWOsmooth, 1: 100 model,, CE 0.0095 
UWOsmooth, 1: 43 model, SE 0.0096 
Rough[2] bi, 1: 100 model CE 0.0099 
UWOsmooth, 1: 43 model, CE 0.0101 
UWOsmooth, 1: 43 model, SE 0.0102 
NBL10 bl, 1: 100 model, CE 0.0103 
NBL10 bl, 1: 100 model, SE 0.0119 
UWOrough bl, 1: 100 model, CE 0.0141 
UWOrough bl, 1: 100 model, SE 0.0159 
UWorough bi, 1: 43 model, CE 0.0172 
UWOrough bl, 1: 43 model, SE 
J 
0.0238 
TABLE 6,2 
The error parameters presented here are only a crude 
representation of the performance of the boundary layers. 
They show no representation of the sign of the error, 
that is, whether the coefficients are higher or lower the 
those at full-scale. They also have no allowance for the 
static offset in the UWO data, which hides errors caused 
by other deficiencies. Perhaps most importantly the 
parameters are calculated for areas which contain more 
. 09 
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than one type of flow regime and so the trend of 
simulation performance for each flow regime is diluted. 
The next two sections will examine plots of the pressure 
coefficient data over the midsection of the models in 
more detail taking into account the effects-noted above, 
6.61 MEAN SURFACE PRESSURE PLOTS - SHARP EAVES 
Figure 6,2 shows the midsection surface pressure trend 
over the sharp eaved 1: 100 scale model in the Surrey 
small-scale boundary layers. The full-scale sharp eaved 
midsection-trend is also displayed for comparison. 
The figure demonstrates that in both boundary layers 
disagreement is occurring in the area of high suction 
over the sharp eaves where the flow separates. This 
takes the form of a general under-estimation of the 
suctions. There is also a large error where the flow 
accelerates over the ridge and here the suctions are 
generally over-estimated. 
The Thin boundary layer is not suitable for analysis 
using a 'rough log law' fit, and so no value of ZO has 
been measured. However it has been estimated that the 
Thin boundary layer has a scale of 1: 6000, which gives an 
error of 60 in the scaling ratio for a 1: 100 scale model. 
The Rough(2) boundary layer has been estimated to have a 
scaling of 1: 1000 which gives an error in scaling of 10. 
Comparing the overall trends with full-scale, the Thin 
boundary layer gives the best fit of all the boundary 
layers, as illustrated by the smallest error parameter in 
table 6,2, however it has the largest scaling ratio. The 
remarkable performance is surprising considering the Thin 
boundary layers small-scale velocity profile and low 
turbulence intensity levels. 
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FIG 6,5 Distributions over the 1: 100 and 1: 43 scale models in the 
Thin simulation. Sharp eave configuration. 
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The Rough[2] boundary layer also shows a reasonably good 
representation over the sharp eaves but is let down by 
defects on the windward wall which have been identified 
as being caused by a transition in the boundary layer 
during the height of the model, caused by a near fetch 
change in roughness. Both boundary layers show good 
agreement on the leeward roof and wall. 
Figure 6,3 shows a similar midsection plot for the 
UWOsmooth and UWOrough boundary layers. These are 
simulated using a long fetch and are denoted as 1: 100 
scale. 
Despite the appropriate scaling and more natural 
simulation technique, both these boundary layers show a 
much poorer fit to the full-scale data than was shown by 
the Surrey Thin boundary layer. The UWOsmooth simulation 
shows an average error parameter of two times that seen 
in the Thin boundary layer and the UWOrough parameter is 
in error to nearly four times. 
Both simulations consistently under-estimate the suction 
on the leeward wall and roof, and this has been 
identified in Chapter Five as being due to an 
unrepresentative reference static pressure which causes 
the data to offset consistently too low. 
Allowing for the static offset the UWOrough simulation 
shows a large error on the windward wall. This indicates 
a fault in the velocity profile which has been identified 
as a near-fetch change in roughness. 
For both boundary layers, suctions over the eave 
separation region (adjusted to remove the static offset) 
generally under-estimates the full-scale suctions. While 
the suctions over the ridge region of accelerated flow 
(similarly adjusted) show an over-estimation of full- 
scale suctions. These errors are similar in form to 
those seen in the Surrey boundary layers, but are greater 
in extent than the Thin boundary layer errors. 
Particularly worrying is the failure of the UWOrough 
boundary layer to reproduce the general curve in surface 
pressure on the windward eave. The curve presented shows 
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characteristics of attached flow and may indicate that 
separation is only occurring intermittently on the sharp 
eaves in this simulation. The UWOsmooth boundary layer 
is consistently better than the UWOrough as demonstrated 
by the error parameters in table 6,2. 
Despite the more natural simulation and static pressure 
adjustments the UWO boundary layers are not reproducing 
the full-scale data as well as the small scale Thin 
boundary layer. 
Figure 6,4 shows a representation of data taken in the 
NBL10 simulation compared to the best of the UWO boundary 
layers and full-scale. NBL10 is a rapid simulation of a 
1: 100 scale Silsoe Site boundary layer. 
A good fit is seen on the leeward wall and roof as in the 
other Surrey boundary layers, indicating representative 
reference pressures. The suctions over the eave on the 
windward roof are badly under-estimated, giving a 
windward roof error parameter approaching that seen in 
the UWOrough simulation and the windward roof pressure 
coefficient curve is distorted to the same extent as was 
seen in this boundary layer. The suctions on the ridge 
are over-estimated to the greatest extent seen in all the 
simulations. This is a factor missed by the error 
parameters due to the swamping of ridge errors by the 
good fit on the leeward half of the roof. The windward 
wall pressures are unrepresentative of the full-scale 
values but not to the same extent as seen in the Rough[2] 
and UWOrough simulations. 
A trend appears to be emerging. The suctions in the 
separation region on the windward roof are consistently 
too low and the Cp curves distorted. The four 
simulations show this under-estimation and distortion to 
vary in magnitude in each simulation. It is clear that 
the suctions in this separation region are under- 
stimulated, but to a different degree in each simulation. 
The Thin boundary layer shows a clear separation almost 
as strong as that seen at full-scale, but the UWOrough 
and NBL10 boundary layers show flow patterns which may 
even indicate attached flow. 
q;,. 
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In contrast to the eave region the suctions over the 
ridge, a region of accelerated flow, are proving to be 
simulated consistently too high in all the simulations. 
This over-stimulation is again occurring to a different 
degree in each simulation. The closest representation is 
given by the Thin boundary layer and the NBL10 boundary 
layer shows the greatest over-estimation. 
To summarise, the data implies that in the separated 
region the model flows are under-simulating the 
separation suctions, and in the accelerated flow region 
the model flows are over-simulating the suctions. 
Contrasting mean pressures on the two scales of model in 
each boundary layer provides more information on the 
effect of scale mismatch on surface pressures. Figure 
6,5 shows the 1: 100 and 1: 43 model surface pressure 
measurements in the Thin boundary layer. The larger 
model measures slightly higher suctions on both the eave 
and ridge, this is most probably caused by the difference 
in relative approach flow profile due to the increased 
model size. The choice in best fit to full-scale between 
the sets of data is relatively arbitrary as illustrated 
by the error parameters in table 6,2 which are within 
0.0002Cp of each other. The scaling between the two 
situations is slightly greater than two, thus indicating 
that matching boundary layer and model scaling within a 
factor of two is acceptable. The continuing good fit in 
the Thin boundary layer is particularly surprising 
considering that the 1: 43 scale model is higher than the 
boundary layer depth. 
An identical comparison is shown in figure 6,6 for the 
UWOsmooth boundary layer. This time the error parameters 
agree to within 0.0006Cp, again showing a similar match 
on the two model scales. A comparison of scale in the 
UWOrough boundary layer is shown in figure 6,7. This 
figure reveals a large change in distribution between the 
two scales of models and a difference in error parameters 
of 0.0078Cp. The 1: 43 model scale is obviously suffering 
from an offset which may have been caused by problems in 
the troublesome reference pressure system. 
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6.62 MEAN SURFACE PRESSURE PLOTS - CURVED EAVES 
Figures 6,8,6,9 and 6,10 show the midsection profiles 
for the curved eave 1: 100 scale model in the five 
boundary layers, plotted as before. 
The simulations show an improved representation of the 
flow structure over the curved eaves to that seen over 
the sharp eaves. The acceleration of the ridge is 
slightly increased from that seen on the sharp eave model 
which is in agreement with the trend seen at full-scale. 
In all the simulations the pressure trends over the 
curved eave region indicate that the flow is remaining 
attached and accelerating over the eäve. The simulations 
are over-estimating the full-scale suctions in this 
region and over the ridge, to varying degrees. Combining 
this observation with the previous comments on the flow 
structure above ridge of the sharp eave models it can be 
seen that the suctions in regions of accelerated flow are 
consistently being over-estimated at model-scale. 
Comparing the performance of the individual simulations 
on the curved eave model demonstrates that a similar 
trend of performance is occurring to that seen on the 
sharp eave model. 
Figure's 6,11,6,12,6,13 and 6,14 show comparison of the 
curved eave 1: 43 and 1: 100 models, in all the 
simulations. 
The Thin and UWOsmooth boundary layers again show only 
small differences in distribution with model-scale, 
represented by difference in error parameters of 
0.0009Cp and 0.0004Cp respectively. The Rough[2] 
simulation produces a slightly larger difference between 
the two model scales of 0.003Cp. The UWOrough 
distributions again show a large offset in values between 
the two different scales which is blamed on reference 
problems. None of the simulations show an obvious change 
in shape over the windward roof that could suggest 
influences of Reynolds number on the curved eave. 
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FIG 6,8 Midsection distributions over the 1: 100 scale models in the 
Thin and rough[2] simulations. Curved eave configuration. 
. CPI 
f 't 
f 
# f 
+ 
f f + x 
ob 
0 
Flow 
* "o 
" 
*Okw 
ßQ* 
full ýoolý 
0 iMn DI 
pý CIF OouOý b 
t 
O 
i 
* 
* k 
* 
* 
kx 
X 
EX 
Full sca46 
u»Dm w uw 
e ure touch be 
FIG 6,9 Midsection distributions over the 1: 100 scale model in the 
UWO simulations. Curved eave configuration 
198 
. CM 
0 
o+ - 
.o 
+ 
00 
ý+ 
0 
{ Y( FYII gaols 
+ uro anowthe1 
0 Nitn 
Flow 
+ 
400 
FIG 6,10 Midsection distributions over the 1: 100 scale model in the 
NBL10 and UWOsmooth simulations. Curved eave configuration 
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6.63 SUMMARY 
The data presented confirms that the main inaccuracies of 
wind tunnel simulations occur in regions of accelerated 
or separated flow over the edge geometries of the body. 
It has been revealed that the sign of these errors, ie 
whether the suctions are under-estimated or over- 
estimated, depend on the flow structure being simulated. 
The data shows that in regions of separated flow the 
suctions are under-estimated and in regions of 
accelerated flow they are over-estimated. 
The performance of the different boundary layers, at 
simulating the full-scale pressures, was inverse to that 
expected from their boundary layer surveys. The small- 
scale Thin boundary layer produces consistently the best 
match and the specially simulated large scale NBL10 and 
naturally developed UWOrough show the poorest. 
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The next two sections will consider blockage and Reynolds 
number effects. In the section following these, the 
trends of simulation performance with boundary layer 
characteristics will be examined to try and establish 
what causes the errors seen in the edge regions and why 
separated and accelerated flow structures are affected 
differently. 
6.7 Blockage Effects 
Blockage errors are caused by the tunnels walls 
preventing wakes and streamlines expanding as they would 
at full-scale. Most blockage corrections-depend on the 
blockage ratio of model projection area normal to the 
wind, to the wind cross-sectional area [Melbourne 1984]. 
The blockage ratios for the simulation setups used in 
this thesis are displayed in table 6,3. 
Set-Up 
MEMO; = 
Blockage 
smspwý Cassum- som 
Thin B. L. 1: 100 model 
- 
0.5% 
Thin B. L 1: 43 Model 1.3% 
Rough[2] B. L 1: 100 model 0.5% 
Rough[2] B. L 1: 43 model 1.3% 
NBL10 B. L 1: 100 model 0.5% 
UWOsmooth B. L 1: 100 model 0.4% 
UWOsmooth B. L 1: 43 model 1% 
UWOrough B. L 1: 100 model 0.4% 
UWOrough B. L 1: 43 model 1% 
TABLE 6,3 
Previous research [Jensen 1967] has indicated that a 
blockage ratio below 2% has a negligible effect on 
surface pressures and this has been confirmed by Greenway 
et al [1978], Hunt [1982] and Akins et al [1979]. Akins 
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et al [1979] estimated that blockage up to 5% was 
acceptable and Hunt stated that values of 10% were 
satisfactory. Greenway et al [1978] suggested that 
blockage may have a different effect depending on the 
boundary layer present. This leads to the suggestion 
that blockage is dependent not only on the physical 
dimensions of the model and tunnel as shown above but 
also on the turbulence levels of the boundary layer 
present [Modi et al 1977]. In support of this hypothesis 
Castro et al [1978] states that simulation-errors are 
caused by interactive effects of blockage, Reynolds 
number and boundary layer depth. 
It has been suggested that blockage-effects cause the 
greatest distortions in regions of separated flow where 
the separation bubbles are confined [Maskell 1963] and 
Saathoff et al [1987] found that 5% blockage ratios could 
cause up to 20% errors in Cp in regimes of separated 
flow. If blockage effects are strong it could partially 
explain the error on the windward roof of the sharp eave 
model. However it can be seen from figure 6,5 that an 
increase in model-scale and, therefore, blockage causes 
an increase in the suctions and a closer match to full- 
scale values. This comparison, is of course, complicated 
by changes in velocity and turbulence profiles seen by 
the models, which may mask blockage effects. The small 
changes in pressure coefficients in scale comparisons and 
the low blockage ratios calculated, indicate that 
blockage errors are probably not contributing a 
significant proportion to the misrepresentations of 
pressures occurring on the models. 
6.8 Reynolds Number Effects 
The Reynolds number is a measure of the relative 
importance of the inertia and viscous forces in the flow 
and cannot be kept constant between model and full-scale. 
In the majority of the boundary layer the inertial forces 
dominate and it is only in regions close to surfaces that 
viscosity becomes significant. Near these surfaces the 
Reynolds number will govern points of separation and 
reattachment. This is particularly true for smooth flows 
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because in rough flow the turbulence characteristics 
become more important in shaping the separation area. 
Reynolds number influences will affect the depth of the 
boundary layers forming on the surface of the structures 
and are traditionally only thought to apply to curved 
surfaces where the separation point of the flow is not 
strongly indicated. 
The separation point on the eave of the sharp eave model 
is well defined and so the errors occurring in this 
region are not attributed to Reynolds scaling. However 
the distortions occurring in the accelerated flow on the 
curved eaves may well be affected by differences in the 
depth of the boundary layer which forms on the model 
surface. 
6.9 Examination of Boundary Layer Performance. 
In the regions of accelerated or separated flow large 
variations have been seen in the pressure coefficients 
produced by the boundary layers. By comparison with 
full-scale coefficients it has been shown that these are 
the regions of greatest error. 
The windward roof on the curved eave building and the 
ridge region on both buildings are areas of accelerated 
flow and show over-estimation of suctions in all the 
simulations. The effect of various boundary layer 
parameters on the suctions in accelerated flow regions is 
demonstrated below by examining tap 12 -a tap on the 
midsection of the sharp eave building 0.4m (full-scale) 
after the ridge. 
The windward roof on the sharp eave building is in an 
area'of separated flow. All the simulations show an 
under-estimation of the suctions in this region. The 
dependence of this under-estimation on boundary layer 
parameters is shown by examining tap 4, which is on the 
midsection of the building, 0.9m (full-scale) from the 
sharp eave (tap positions are indicated in figure 2,5 
using the AFRC tap numbering). 
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The performance of the boundary layers at each tap is 
calculated in terms of the magnitude of the full-scale Cp 
at that tap, minus the magnitude of the model-scale Cp. 
This term will take a negative value when the simulation 
over-estimates the suctions at full-scale and a positive 
value when the simulation under-estimates the suctions at 
full-scale. The values recorded in the UWO boundary 
layers have been adjusted by an offset that would bring 
the leeward roof Cps in line with full-scale to remove 
the static offset. While each boundary layer 
characteristic is examined for trends it must be 
remembered that all other characteristics are also 
varying and therefore only a dominant trend will emerge. 
Many weak trends may remain undiscovered in the data. 
Table 6,4 contains a summary of the experimental 
simulation and model scales used for mean surface 
pressure measurements on the sharp eave configuration. 
The summary details the scaling ratios in terms of Jensen 
,, numbers, which are 
derived from the velocity profile, and 
in terms of a scaling factor assumed after consideration 
of the overall boundary layer characteristics (see 
Chapters Three and Four for more details). The assumed 
scaling is shown as the assumed boundary layer scale over 
the model-scale. The table also lists the turbulence 
intensity at model ridge height in each of the setups 
and, where the information is available, the 'integral 
turbulence length scale' and 'small-scale turbulence 
factor' for measurements at 2m. 
The characteristics for the full-scale building and 
boundary layer are listed at the top of the table and the 
wind tunnel setups follow roughly in the order of their 
success at simulating the full-scale coefficients. 
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Set-Up h/Z0 Scaling %a at S Lui at 
5.3m at 2m 2m 
Full- 265 23% 33 x 40 
Scale 10'4 
Thin B. L 7% 1.6 x 0.055 
_ 1: 6000 10ýý sm model 1: 100 
Thin B. L 2% 
- 1: 6000 - 
big model 1: 43 
UWOsmooth 5300 1: 100 
14% 
sm model 1: 100 
UWOsmooth 12326 12% 
1: 100 _ - 
big model 1: 43 
Rough[2] 2955 22% 16.3 x 0.15 1: 1000 
10-& sm Model 1: 100 
NBL10 B. L 265 24% 25.0 x 0.20 1: 100 
10-4 sm model 1: 100 
UWOrough 279 19% 
_ - 1: 100 
sm model 1: 100 
UWOrough 647 1: 100 
18% 
big model 1: 43 
1'A13LE b, 4 
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6.91 THE EFFECT OF JENSEN NUMBER VARIATION 
Figure 6,15 shows the relationship between the Jensen 
scaling ratio of the set-ups and the deviations from 
full-scale pressure coefficients for the two taps on the 
Silsoe Structures Building. 
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FIG 6,15 Relationship between h/Z0 and surface pressure on the sharp 
eave model 
There appears to be no trend with Jensen number for 
either of the taps. The simulation with the ideal Jensen 
scaling of unity produced the worst error in the 
accelerated flow tap and second to worst error on the 
separated flow tap and the simulations with factors in 
Jensen scaling of 20 and 47 produced some of the smaller 
errors in both regions. 
Holmes et al [1989] when testing the eave separation 
region on a lowrise building, found a trend of increasing 
mean suctions with increase in Jensen number. However 
this survey included only four set-ups and two of these 
although registering the same Jensen number, did not 
produce the same suctions. Cochran et al [1992] also 
found effects of Jensens scaling in model scale 
comparisons with the Texas Tech Building, however, only 
the model scale was changed in these tests. 
«I 
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Stathopoulos [1979] when examining low rise building 
models, presents a similar graph to figure 6,15, produced 
using different boundary layer simulations and model 
scales and he concluded that there was no trend with 
Jensen number in his data, and Apperley et al [1979] also 
found no trend with Jensen number in their work on the 
Aylesbury model. 
The data presented in this thesis has been sampled in two 
different tunnels and five boundary layers of different 
structure. The data shows that if there is a trend with 
Jensen number it is masked by variations in turbulence 
structure and experimental setup. These results lead to 
the conclusion that matching of velocity profile scale is 
not the dominant factor in producing good experimental 
simulations for low rise tests. 
6.92 THE EFFECTS OF VARIATIONS IN TURBULENCE 
CHARACTERISTICS 
Holmes et al [1989] attributed the trend he saw with 
Jensen number to changes in turbulence intensity levels 
in the various boundary layers. 
Figure 6,16 was plotted in order to test if there was a 
correlation between turbulence intensity at ridge height 
and simulation performance for the UWO and Surrey tests. 
Castro et al [1975] noted that turbulence intensity 
levels increases the seperation suctions, however there 
is no trend of error with turbulence intensity at tap 4 
in the seperation region. At tap 12 in the accelerated 
flow region, there is consistently poor performance for 
the simulations with turbulence values approaching 100% 
of the Silsoe Site values. These results may indicate 
that accelerated flow regions are influenced by excessive 
turbulence intensity in the approach flow. However there 
is no consistent trend in the simulation performance and 
so this suggestion is only tentative. 
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FIG 6,16 Relationship between turbulence intensity and surface 
pressure on the sharp eave model 
Cook's [1971] work on rectangular prisms showed that 
turbulence scale influenced surface pressures. Melbourne 
[1979b] noted a reduction of the suctions in separated 
flow regions with increased integral length scale as did 
Saathoff et al [1987]. An investigation into the trend 
, between surface pressures and integral turbulence length 
scale for the two regions under analysis is presented in 
figure 6,17. 
The Luj values are determined for a scaled height of 2m 
(height of tap in windward wall) because this height had 
the greatest coincidence of spectral data in the 
simulations. Despite this only three data points were 
available (all in the Surrey boundary layers) thus 
reducing the value of the comparison. 
The Luj at full-scale is calculated from the ESDU 
prediction given in eq 3,9. This is scaled by a length 
scale of 1: 100 and used to normalise the model-scale Lu= 
values, such that a value of 1 on the X axis would 
indicate equivalent Luj values. 
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FIG 6,17 Relationship between Luj and surface pressure on the sharp 
eave model 
A trend is shown for both taps, and in each case the 
performance of the simulation deteriorates with 
increasing match in turbulence length scale. An increase 
in Lux is by definition accompanied by a movement down the 
frequency axis of the spectra. It seems plausible that 
this would result in a reduction of the proportion of 
small scale turbulence in the turbulence intensity of the 
simulation. If a true reduction in the small scale 
turbulence was seen between these simulations, it may 
account for the increasing under-estimation of the 
suctions in the sharp eave separation bubble using the 
theory of Melbourne [1979b]. 
In an attempt to investigate the correspondence between 
small scale turbulence levels and simulation performance 
a measure of the small scale turbulence was attempted 
from the data available. Again this was evaluated at 2m 
in the Surrey boundary layers due to the availability of 
spectral data at this height. 
The quantity of small-scale turbulence present in the 
approach flow is a complex interplay between standard 
parameters of turbulence intensity and integral 
turbulence length scale. Melbourne [1979b] proposed a 
small-scale turbulence parameter 'S' to indicate the 
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amount of turbulence present at scales 10% smaller than 
the model dimensions. This is defined in eq 6,2. 
02 1ns (n) 
[1210C Q2 =lo Ujoc 
where A= model windward area (6,2) 
S(n), a2 = characteristics of the 
longitudinal spectra 
at ridge height. 
Ujoc = mean velocity at ridge height 
Melbourne [1979b] showed differences in S of the order of 
30 between his boundary layers (some-of which had added 
small-scale turbulence from tripping rods). Using these 
boundary layers he showed a trend of increase in 
separation bubble suctions with increase in S. Atkins 
[1992] has analysed data taken on rectangular prisms for 
trends with Jensen scaling, turbulence intensity and the 
small scale turbulence parameter S. His analysis was 
, performed using overall force coefficients rather than 
considering theseperation regions alone as presented in 
this thesis. He found weak trends with Jensen scaling 
and turbulence intensity and a very strong trend with S. 
These publications substantiate the theory that small 
scale of turbulence are required in the approach flow to 
properly simulate separated flow regions. 
The full-scale value of S indicated in table 6,4 and used 
to normalise the model values is interpolated from 
spectral data measured at 2m at the Silsoe Site. The 
spectral data did not extend to the required frequencies 
and hence an extension of the high frequency gradient was 
used to estimate the spectral density component of the S 
factor. A calculation of the spectral density component 
from the Von Karman spectral fit produced an S value five 
times smaller then the interpolated value. However the 
Von Karmen equation is a poor fit to spectra below 10m 
[Hoxey 1992]. 
Values of the S parameter were calculated in the three 
Surrey boundary layers from spectra measured at 2cm, and 
are listed in table 6,4. These reveal that the poorly 
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performing NBL10 and Rough[2] boundary layers have a 
higher S parameter than the Thin simulation and 
therefore, supposedly, greater levels of small scale 
turbulence. 
It is interesting to note that in the calculation of the 
factors, the Thin boundary layer showed considerably more 
small-scale turbulence from the spectra and was only 
reduced when the turbulence intensity and local velocity 
terms were applied. This confirms the observation that 
an increase in Lux indicates a decreased proportion of 
small scale turbulence in a simulation. It also brings 
into question the appropriateness of Melbournes S 
parameter for representing small scale turbulence in 
boundary layers of varying velocity profile. The 
application of a turbulence intensity term to the value 
determined from the spectra is required to determine the 
total amount of small scale turbulence present. However 
the local velocity term is merely used to normalise the 
parameter. This velocity is measured at a fixed height 
in each boundary layer and its variation between 
simulations introduces a strong representation of the 
boundary layer profile into what should be a parameter 
primarily influenced by the turbulence levels. 
To quantify the effect of using a local velocity value 
for normalisation, values of the turbulence parameter 
were calculated in the Surrey boundary layers using 
reference velocity measurements instead of local 
velocity. The resulting values showed a reduction in the, 
difference between the simulations, however the NBL10 and 
Rough[2] simulations still showed higher levels of small 
scale turbulence than the Thin simulation. 
The mean surface pressure data has illustrated that the 
seperation suctions are being constantly under-estimated, 
in the-boundary layers. This under-estimation increases 
in the better scaled boundary layers. An explanation for 
this would be that the boundary layers are deficient in 
small scale turbulence which is believed to be required 
to simulate separated flow, and that this deficiency is 
greater in the larger scale boundary layers. However 
examination of Melbourne parameter S, suggests that the 
212 
larger scale boundary layers contain more small scale 
turbulence then the small scale boundary layers. This 
suggests that either, the error seen in the separated 
flow regions is not dominated by a lack of small scale 
turbulence, or that the S factor is not representing the 
small scale turbulence levels accurately. 
The trends in small scale turbulence are illustrated in 
figure 6,18. 
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FIG 6,18 Relationship between S and surface pressure on the sharp 
eave model 
A further investigation into the turbulence levels in all 
the boundary layers in this thesis and an investigation 
into alternative methods of representing small scale 
turbulence would help produce more conclusive results as 
to the source of the error in the sharp eave separated 
region. 
6.93 SUMMARY 
There was no trend of simulation performance with Jensen 
scaling in either the accelerated or separated flow 
regimes. This indicates that the faults in flow 
simulation in these areas are not dominantly influenced 
by the velocity profile scale. The accelerated flow 
regime showed poor performance for the simulations with 
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turbulence intensity values approaching the Silsoe Site 
values. This may indicate that simulation of turbulence 
intensity values to the extent seen at full-scale 
produces too great a level of turbulence to reproduce 
correctly the accelerated flow. 
The separating flow on the sharp eaves showed a trend of 
worsening error with improved match to the full-scale 
integral turbulence scale. This led to the. suggestion 
that large values of integral turbulence length scale 
could indicate low levels of small scale turbulence thus 
affecting separating flow regimes. However small scale 
turbulence levels, as indicated by Melboune's S factor, 
showed the largest values and best fit to full-scale 
values in the most poorly performing simulations. This 
suggests that lack of small scale turbulence may not be 
the dominant error in the separated flow on the sharp 
eave, or alternatively that the S factor may not 
represent small scale turbulence levels accurately. 
6 . 10 Flow Angles Other than Normal to the Eaves -A 
Comparison of Model and Full-Scale Pressures. 
In this section families of curves are drawn for each 
simulation set up, consisting of the midsection profiles 
for wind azimuths of 90°(normal to eave), 60°, 30° and 
0°(parallel to eaves). These angles are denoted by 9 
which is defined in the nomenclature list at the 
beginning of this thesis. The families of curves are 
compared with the full-scale family and from this 
comparison the performance of the simulation set-up is 
assessed 
Figure 6,19 shows the family of curves representing the 
midsection profiles over the full-scale curved eave 
building, for four different wind directions. There is 
clearly a flattening out of the high suctions over the 
midsection, as the flow moves towards being parallel with 
the ridge at 0°. 
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FIG 6,19 Mean pressure distributions over the roof of the full-scale 
curved eave building at various wind angles 
Figures 6,20,6,21,6,22 and 6,23 show similar families 
of curves produced in the four of the wind tunnel 
simulations using the 1: 100 scale model. It can be seen 
that all four simulations reproduce a similar trend of 
curves to that seen in the full-scale family. 
Distortions in wind tunnel data for skew angles have been 
reported by Robertson et al [1986] on a canopy roof and 
Stathopoulos [1984] on the Aylesbury data. The general 
trends displayed here are encouraging in comparison with 
these. However, there are faults when the curves are 
consiäered in detail. The most prevalent fault of all 
the simulations are the suctions at the eaves and ridge 
which are generally 1arge r than those seen in the full- 
scale curves. This is consistent with the over- 
estimation of suctions in the accelerated flow region 
that was shown in the previous section. The over- 
estimation is particularly apparent on the ridge of the 
roof for wind azimuths of 300. 
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FIG 6,23 Pressure distributions over the curved eave 1: 100 scale 
model in the UWOrough simulation at various flow angles 
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The UWO boundary layers both show only a small offset 
between the curves representing the 900 and 60° wind 
azimuths which is unrepresentative of the full-scale 
family. The UWOrough boundary layer shows poor 
comparison to the full-scale data, particularly with the 
flow parallel to the eaves at 0° where the static offset 
is very obvious. 
Considering all the wind directions the best 
representation of the full-scale family of curves is 
given by the Surrey Thin boundary layer. However, this 
simulation is less representative than the UWOsmooth 
simulation when considering the 30° case in isolation. 
This defect at 30° led a previous presentation of this 
data [Savory et al 1992) to conclude that 'simulations 
which show the best fit to full-scale with flow normal to 
the eaves do not necessarily show the best fit for other 
angles of flow'. Although this may be true for isolated 
wind angles, the families of curves show the same general 
level of agreement as that found for the 6= 90° flow 
angles considered in the previous sections. 
The highest loads for flow angles other than 90° occur 
away from the midsection of the building and, therefore, 
are not represented in the families of curves. The 
maximum suctions when the wind is parallel to the eaves 
(0°), occur on the roof edges of the gable end. These 
suctions take an average value of 0.85 CPr on the full- 
scale building and on the 1: 100 scale model the suctions 
are 1.11 CPr in the Rough[2] boundary layer and 0.92 CPr 
in the Thin boundary layer. These high suctions are 
caused by separation of flow over the gable end roof 
edge. 
For wind angles oblique to the ridge, high loads occur 
along the roof edges and corner and in the interior 
region of the roof area. These loads are caused by the 
vortices forming from the roof corner and ridge. A semi 
empirical model that maps the position and extent of 
these vortices is being developed and is reported in 
Cook[1990]. The full-scale building shows the most 
severe corner vortices for wind angles of 600 to 70°. A 
representation of how the Surrey Thin and Rough[2] 
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simulations are reproducing these vortices is shown in 
figures 6,24 and 6,25. Here, comparisons are shown of 
the variation in surface tap pressure with wind azimuth 
for the roof corner and roof ridge edge taps, where the 
vortices originate. 
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FIG 6,24 Effect of wind azimuth on the ridge edge tap of the curved 
eave configuration 
On the ridge end tap (figure 6,24), the Thin boundary 
layer shows a good match in pressure coefficient to the 
full-scale trend and the Rough[2] boundary layer is 
producing the correct shape of curve with smaller 
extremes. Richardson et al [1989] showed a similar 
comparison of trend in tap surface pressure with wind 
direction for a model and full-scale ridged building. He 
reported a general good agreement with a slight 
discrepancy for wind parallel to the eave. 
On the roof corner tap (figure 6,25), the Rough[2] 
boundary layer produces a reasonable representation of 
the full-scale trend with a slight under-estimation of 
suctions between 0° and 30° degrees, the worst 
discrepancy being for 00 (wind parallel to the eaves). 
The Thin boundary layer shows a slightly better fit to 
that seen at full-scale. However, there is no 
information available between 600 and 90°. 
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FIG 6,25 Effect of wind azimuth on the roof corner tap of the curved 
eave configuration 
To summarize, the Surrey Thin boundary layer appears to 
provide a better representation of full-scale pressures, 
at the roof corner and ridge tap, for all angles of flow 
than the Rough[2] simulation. Data taken in the Thin 
simulation is now used to examine some of the previously 
reported flow phenomena for which full-scale data is not 
yet available. 
Wiren's [1971] study of the effect of rounding edge 
profile showed that at flow angles near parallel to the"' 
eaves the rounded eave may promote flow to remain 
attached down the length of the eaves producing strong 
local suctions. ' Figure 6,26 shows a comparison of the 
pressures on the roof edge running parallel to the eave, 
for the flow direction parallel to the ridge (0 0), 
between the sharp eave and curved eave models. 
This data is taken on the 1: 100 scale models in the Thin 
boundary layer and the two eave configurations are 
compared. The initial high suctions are due to the flow 
separating as it moves over the gable roof edge. Around 
14m (full-scale), the flow on both eave configurations 
levels off to a small negative pressure indicating re- 
attached flow. The curved eave data shows no indication 
that the flow is reattaching earlier than on the sharp 
eave model as reported by Wiren[1971]. However, this row 
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Wiren [1971] and Blackmore [1987b] determined from wind 
tunnel tests on rounded and chamfered eaves that in 
general, the reduction experienced on rounded eaves 
occurs for all wind directions. Figure 6,27 shows the 
family of curves for the sharp eave model in the Thin 
boundary layer 
When this is compared to the corresponding family of 
curves for the curved eave model (figure 6,20), it can be 
seen that the curved eaves reduce the suctions over the 
eave and increase the suctions at the ridge for 90°, 60° 
and 30° wind angles. The 0° plot appears to be 
unaffected by the eave detail. From this comparison it 
can be confirmed that the reduction in loads between 
sharp eaves and curved eaves is maintained for glancing 
wind angles and converges for 0 °. 
6.11 Internal Pressures 
The total load on a surface is composed of the sum of the 
external and internal loads. In a nominally sealed 
building the internal pressure will generally be slightly 
negative [Holmes 1979]. This negative pressure acts as a 
balance to outside suction on the roof, thus, reducing 
wind load. However, if there is a dominant opening and a 
general low leakage rate elsewhere, the internal pressure 
will reflect the external pressure at the opening 
[Vickery 1984]. 
Agricultural buildings of the type represented by the 
Silsoe Structures Building are rarely sealed and have a 
large background leakage. The Silsoe Structures Building 
has one large opening in the side wall which can be shut 
but not sealed by a sliding door. When the door is open 
it can be said to be dominant, despite the high 
background leakage because of the large area uncovered 
[Vickery 1984]. The 1: 43 scale curved eaved model was 
designed with the same opening and door, however, the 
background porosity was not simulated and the door 
leakage not imitated. With the door open, the model was 
rotated 360 degrees in the Rough[2] boundary layer and 
the pressure at an internal tap measured. Holdo et al 
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[1983] determined that the internal mean pressure is 
approximately uniform throughout an unpartitioned 
building and so only one tap was monitored. The results 
are plotted normalised to ridge height in figure 6,28. 
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that the model door has a large leakage when closed. 
Figure 6,29 shows the trend of the full-scale internal 
pressure variation with wind angle together with a 
summary of the data points from fig 6,28. The shape of 
the pressure variations, for the angles represented, 
agrees with that determined at model scale. However the 
pressure variations are a lot smaller. These results are 
taken with the building door closed but not sealed and 
the reduction in variation is probably due to the 
influence of background leakage [Kandola 1978]. The 
offsets in Cp values could be caused by the lack of 
leakage at model-scale or differences in backing static 
between model and full-scale coefficients. 
The surface pressure data taken on the 1: 43 scale model 
showed no significant changes in external surface 
pressures with the door open or closed. 
6.12 Summary of Chapter Six 
Examination of the full-scale information reveals a very 
dynamic flow structure. The flow separates strongly on 
the sharp eaves configuration and reattaches on the 
windward roof slope. The flow then remains attached and 
accelerates over the ridge of the building. The curved 
eave configuration shows accelerated attached flow over 
the eave and a marginally stronger acceleration over the 
ridge to, that seen on the sharp eaves model. 
All the wind tunnel simulations reproduce the general 
shape of the full-scale midsection surface pressures, 
although the UWO boundary layers show consistent offsets 
in all values due to an unrepresentative reference static 
pressure. 
The comparisons between 1: 100 and 1: 43 scaled models in 
the same boundary layer showed that relaxing of scale by 
a factor of two has negligible effects on the surface 
pressures. Blockage effects were considered and it was 
observed that they did not have a dominant effect on the 
observed errors. 
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The performance of the simulations at reproducing the 
full-scale data is almost exactly opposite to what would 
be expected from their boundary layer surveys. The best 
overall simulation was given by the grossly under-scaled 
Thin boundary layer and the worst simulations were shown 
by the large scale UWOrough and NBL10 boundary layers. 
The greatest discrepancies in pressure coefficients are 
seen at the eaves and ridges in the areas of accelerated 
and separated flow. The suctions in the areas of 
accelerated flow on the ridges and curved eave are over- 
estimated by all the simulations, indicating a greater 
acceleration at model-scale than at full-scale. In 
contrast the suctions in the area of separating flow on 
the sharp eave are consistently under-estimated. 
The performance of the-simulations in regions of 
accelerated flow and separated flow are examined in 
relationship to the boundary layer parameters of the 
simulations. No trend of simulation performance with 
Jensen scaling is apparent in either region indicating 
that velocity profile scaling is not a dominant factor in 
the testing of low rise buildings. 
The separating flow on the sharp eaves showed a trend of 
worsening error with improved match to the full-scale 
integral turbulence length scale. This led to the 
suggestion that large integral turbulence length scales 
may indicate low levels of small scale turbulence thus 
explaining the poor simulation of the seperation. 
However the quantity small scale turbulence, as indicated 
by Melborune's S factor, showed the largest value and the 
best match to the full-scale value in the most poorly 
performing simulations. This indicates that either, the 
errors seen in the separating regions are not dominantly 
due to lack of small scale turbulence or, that Melbournes 
S factor is not representative of the small scale 
turbulence levels accurately. Further experimental 
investigation is required into the small scale turbulence 
levels present in all the simulations to draw any more 
substantial conclusions on the cause of the errors in the 
separated flow regime. 
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The over-simulation of the suctions in the accelerated 
flow regimes on the curved eave and ridges regions is 
unexplained. Curved surfaces are known to be prone to 
Reynolds number effects and the errors seen could be due 
to the differences between the model-scale and full-scale 
boundary layers growing on the roof surface. The model. 
scale Reynolds number is smaller then at full-scale and 
this indicates an increase in the depth of boundary layer 
growing on the model roof. This would cause increased 
acceleration on the ridge and hence higher suctions. The 
experimental data gives an indication that simulation of 
turbulence intensity levels to the extent measured at 
full-scale may produce too great a level of turbulence to 
accurately reproduce accelerated flow patterns. 
Further examination is required into the areas 
highlighted above to explain the inverse performance of 
the boundary layer simulations. However it must be noted 
that the two worst performing simulations NBL10 and 
UWOrough both contain large boundary layer devices and 
have near fetch transitions in boundary layer, and the 
distortions caused by this may have been a contributory 
factor. 
The examinations outlined above have been performed on 
midsection mean surface pressures with the flow normal to 
the ridge. Examination of the various simulations at 
different angles of wind showed a similar trend in 
simulation performance to that already noted. 
Internal pressures in the model and full-scale building 
showed similar trends and confirm that the internal 
pressure reflects the pressures on the wall containing 
the dominant opening. 
The relationships examined here show that production of a 
correct simulation is dependent on many interacting 
parameters in the boundary layer simulation and 
experimental setup. What has become most evident is that 
the widely held fundamental requirement of Jensen scaling 
is not dominant in the testing of low rise buildings. 
Indication is given that turbulence structure is of 
greater importance for low rise tests although further 
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work is required to quantify this. The poor performance 
of the more artificial simulated boundary layers 
indicates that small scale natural simulations may show 
improved simulation of mean pressures, over boundary 
layers involving large roughness elements and step 
changes in boundary layers. 
This chapter has used mean pressure measurements to show 
the performance of the simulations and the areas of poor 
performance on the models. The following chapter 
contrasts the structure of the surface pressure spectra 
on the Silsoe Structures Building and on the 1: 100 scale 
models in the NBL10 simulation. This is done in an 
attempt to further examine some of the discrepancies 
observed in the mean measurements. 
The work presented in this chapter will be published in 
Dalley[1993]. 
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CHAPTER SEVEN 
SPECTRAL MEASUREMENTS 
7.1 Introduction 
A knowledge of the pressure fluctuations experienced by a 
building is important because it is the transient 
extremes of load caused by gusts which provide the design 
loads on a building rather than the mean wind loading. 
Spectral measurements of the approach flow show the 
structure of the velocity fluctuations in the wind and 
surface pressure spectra show the pressure fluctuations 
present within various flow regimes around the building. 
Study of the relationship between approach flow spectra 
and surface pressure spectra provides information on the 
way fluctuations in the approach flow affect the building 
surface. It also shows the nature of the turbulence 
created by the buildings presence [Durbin et al 1980]. 
This chapter begins with a brief survey of the relevant 
literature and continues by discussing the processing 
techniques used to display the spectra. During this 
discussion the frequency scaling between model and full- 
scale is calculated from comparisons of the NBL10 and 
full-scale approach flow spectrum. The chapter continues 
by presenting the point surface pressure spectra which 
have been measured on the sharp and curved eave 1: 100 
scale models in the NBL10 boundary layer. These spectra 
are discussed and an attempt is made to interpret them 
with regard to the position of the tap in the flow 
regimes surrounding the building. The full-scale surface 
pressure spectra measured on the Silsoe Structures 
building are compared with model spectra for chosen tap 
locations and the comparisons linked in with 
discrepancies in the mean pressure coefficients. 
The full-scale surface pressure spectra have been 
released for use in this thesis before analysis had taken 
place at the Silsoe Research Institute. In respect of 
this, any deficiencies in the data should not reflect on 
the good reputation of the Institute. 
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7.2 Literature Review 
The surface pressure spectra recorded at individual taps 
reflect the flow structure near the surface of a building 
and give useful information on the forces felt by 
individual cladding elements. However, methods of area 
averaging the fluctuating loads, for example using load 
cells or summed surface pressures, are required to give 
spectra of the loads felt by structural elements 
[Whitbread 1975; Melbourne 1975; Kim et al 1979]. 
The spectra presented in this chapter consist of point 
spectra measured at various positions along the 
midsection of the models. The section below surveys the 
present understanding of the relationship between the 
flow structure present at the tap and the spectral shape. 
7.21 THE RELATION OF SPECTRAL SHAPE TO FLOW PATTERN 
, There 
is considerable controversy in the literature about 
the frequency content of surface pressure spectra and the 
physical processes which are reflected by them. 
The system of coding used by British Standards requires 
the satisfaction of two assumptions. One is that the 
motion of the building is not significant in relation to 
the fluctuations in the approach flow. The second is 
that the gusts in the approach flow translate directly 
into pressures on the building - this is called the 
quasi-steady condition. There is little doubt that 
quasi-steady conditions do not exist on all the surfaces 
of the building. However they may be present on the 
windward wall. Quasi-steady conditions are shown when 
the instantaneous surface pressure is proportional to the 
instantaneous velocity pressure of the approach flow 
spectra. 
The majority of experiments reported in the literature 
[Kawai et al 1979; Kawai 1983; Hoxey 1989; Melbourne 
1980; Pirner 1979; Vickery 1984; Holdo 1982] agree that 
windward wall spectra are quasi-steady, at least in the 
low frequencies. Many researchers also observe a more 
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rapid attenuation in the high frequencies of the pressure 
spectra [Kareem 1989; Kawai et al 1975; Ishizaki 1967; 
Holmes et al 1978a; Macha et al 1982]. This attenuation 
is commonly held to be due to distortions in the high 
frequency eddies caused when the turbulence impinges on 
the windward face and Hunt [1975] proposes a mechanism 
for this process. Surrys' et al [1986] experiments on 
the windward wall of a mobile home show the entire 
pressure spectrum to shift up the frequency axis in 
relation to the approach flow spectrum. A similar shift 
also occurred in Vickery's [1984] model data on the 
Aylesbury building and Surry has suggested this as 
evidence that windward wall pressures are not quasi- 
steady on low rise buildings. Frequency shifts of this 
sort could be caused by measuring the approach flow 
spectra at a greater height than of that of the origin of 
the impinging flow [Vickery 1984]. This is because 
atmospheric spectra move up the frequency axis on 
approach to the ground, showing a decrease in Lux [ESDU 
75001]. 
The shape of a surface pressure-spectrum on the roof and 
side-walls of a building is dependent on the position of 
the measurement tap in the separation and reattachment 
patterns. The building creates separated flow which has 
turbulence associated with it and this turbulence has a 
higher frequency then the turbulence in the atmospheric'-t 
boundary layer [Hunt 1975; Holmes et al 1978a; Ishizaki 
1967; Macha et al 1982; Kawai 1983]. 
Cherry et al [1983] conducted precise measurements in 
smooth flow, measuring spectra within the recirculation 
regions of two dimensional bodies. He reported that very 
close to the separation point, the spectra showed only 
low frequencies and further from separation (but still 
within the recirculation bubble) high frequency building 
induced turbulence was also present. Kareem [1989] 
reports that the effect of high frequency building 
induced turbulence is only present outside the 
recirculation region on prisms in turbulent flow. He 
states quite clearly that in the separated region of the 
recirculation zone only low frequencies will dominate and 
in the reattached flow the high frequencies will 
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dominate. Wacker et al [1991] conducted experiments on 
prisms in turbulent flow and he also reports that spectra 
directly after the separation point reflect only the low 
frequencies and that with increasing distance from the 
separation point the spectra start to reflect high 
frequency turbulence. However, Wacker claims these later 
taps to be within the reattaching shear layers and 
therefore outside the recirculation bubble. 
The full-scale and model projects in the literature vary 
widely on the debate as to whether high frequency 
turbulence is found within the recirculation region. 
Eaton et al [1975) reports that spectra sampled within 
the separation bubble on the eaves of the Aylesbury 
house, showed both the low frequencies associated with 
the approach flow and high frequency components 
associated with building induced turbulence. This is 
also shown in model spectra of the Aylesbury house 
reported by Apperley et al [1979], however Eaton et al 
[1976] reports Aylesbury model spectra to show only low 
frequency elements. Okada et al [1992) show spectra in 
the separated eave region of models of the Texas Tech 
Building to reflect the approach flow with no evidence of 
building induced turbulence. 
The leeward wall spectra again have been reported to have 
widely differing shapes. Eaton et al [1975] reports that 
spectra on the leeward wall of the Aylesbury building 
contained both low frequency and high frequency elements. 
Mousset [1985] and Apperley et al [1979] also found this 
in model scale tests of the Aylesbury building. Whereas 
Vickerys'[1984] wind-tunnel test on the Aylesbury 
building shape reported the presence of only high 
frequencies, as did Surrys' et al [1986] study of a 
mobile home. Okada et al [1992] showed both low 
frequency and high frequency peaks in their spectra 
measured on the leeward wall of models of the Texas Tech 
Building. This is again an area where the literature is 
contradictory and the physical processes unexplained. 
ift - 
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7.3 Processing Details 
The spectra system used to measure and process the wind 
tunnel spectral data presented in this thesis was 
developed solely for this project. This gave the 
opportunity to create a processing system as similar as 
possible to that used at full-scale. The similarity 
initially included an attempt to choose all the time 
dependent processing techniques to an exact scaled copy 
of the Silsoe procedures. Any procedure involving time 
or frequency will be affected by time scaling, for 
example frequency resolution, Nyquist frequency and 
smoothing constants which are in turn determined by the 
sampling speed and the size of FFT used. The aim was to 
produce a resolution and Nyquist frequency at model-scale 
which would imitate those of the full-scale processing 
and to smooth the spectra using identical techniques. 
The resolution of the spectra, the lowest frequency in 
the spectral window, is calculated from the size of the 
FFT and the sampling frequency as shown in eq 7,1. 
resolution = sampling 
frequency (7,1) 
No of points (FFT) 
The upper extent of the window, the Nyquist frequency, is 
governed by the sampling frequency alone as shown in eq 
7,2. 
Nyquist freq = sampling2frequency (7,2) 
The Silsoe Full-scale processing involved very large FFTs 
of 16384 or 32768 points, much larger then any FFT 
reported in the literature. It was decided to design the 
Surrey spectra programme to be capable of producing this 
large size of FFT, to avoid compromise on the frequency 
window when comparing with full-scale. Chapter Two 
describes the structure of the Surrey spectra system with 
details of the hardware including the filters and the 
algorithms used to compute the FFT and smooth the data. 
232 
7.31 DETERMINATION OF TIME SCALE 
Having produced the facilities to imitate the Silsoe 
processing techniques the time scaling between the model- 
scale and full-scale situation was required. Using a 
process of dimensional analysis the time scale can be 
determined from velocity scales and length scales (eq 
7,3). 
Velocity scale = 
Length scale (7,3) 
Time scale 
The velocity scale can be determined by comparing the 
velocity at ridge height in the wind tunnel and at full- 
scale and approximates to 1: 1 in these tests. Length 
scale can be determined from three sources, (1) model- 
scale, *(2) velocity profile scale Z0, and (3) turbulence 
length scale Lu1. For NBL10 these sources are somewhat 
contradictory and both ZO and Luj have error margins in 
their calculation. Calculations using (3) suggests a 
time scale of 1: 233 and using (1) and (2) suggests time 
scales of 1: 100. 
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FIG 7,1 Approach flow longitudinal spectra at ridge 
height in NBL10 and at the Silsoe site. 
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In the light of these problems the final time scale was 
determined directly from comparisons of Silsoe Site and 
wind tunnel approach flow spectra. 
Figure 7,1 shows a comparison of the approach flow 
longitudinal spectra at ridge height in NBL10 and at the 
Silsoe Site. A time scale was derived by plotting the. 
NBL10 spectrum on a full-scale frequency axis with 
iterative changes in time scale, until the resultant 
spectra compared well with the full-scale spectra. The 
time scale of 1: 200, displayed in figure 7,1 on a full- 
scale frequency axis, showed the best fit to full-scale. 
7.32 APPLICATION OF IDENTICAL PROCESSING 
The pressure spectra on the full-scale Silsoe Structures 
Building were recorded at 5Hz giving a Nyquist frequency 
of 2.5Hz. To achieve a representative Nyquist frequency 
in the model-scale data (once a time-scaling of 1: 200 is 
applied) the model data would need to be sampled at 
1000Hz. This is considered wasteful because the model 
tubing attenuation dictates that no useful information is 
available above 200Hz. It was not possible to reduce the 
sampling frequency below 700Hz for these experiments 
because the lowest available hardware low-pass filter cut 
off was 310Hz. For this reason a sampling frequency of 
700Hz was chosen for the model-scale measurements giving 
a Nyquist frequency of 350Hz which scales to 1.75Hz, 
0.75Hz below that of the full-scale spectra. Hence the 
Nyquist frequency at model scale which was not 
representative of the full-scale value. 
The resolution of the spectra are affected by the 
sampling frequency and the number of points in the FFT. 
In order to produce a resolution in the model spectra 
equivalent to that produced at full-scale, the size of 
the FFT would need to be reduced by a factor of 7/10th 
from 32764 points, to balance the reduction in sampling 
speed (eq 7,1). However, only reduction by a power of 
two was possible due to the FFT algorithm used in the 
Surrey system, this left the model-scale spectra with a 
more coarse resolution than the fullscale spectra. It is 
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worth noting for future applications that this could have 
been avoided if a sampling frequency of 500Hz was used at 
model-scale. 
To summarize, representative values were not maintained 
between model-scale and full-scale in the Nyquist 
frequency or. spectral resolution. The final setup for 
the model-scale surface pressure measurements was a 
sampling rate of 700Hz with an analogue low-pass filter 
of 310Hz. This gave a Nyquist frequency of 350Hz which 
when scaled gives a full-scale equivalent of 1.75Hz. The 
data was then processed as the sum of two 16384pt FFTs 
giving the resolution shown in eq 7,4. 
Resolution = 16700 384 = 
0.0427 Hz 
(7,4) 
Scaled Resolution = 0.000214 Hz 
The final parameters of the full-scale surface pressure 
measurements were a sampling rate of 5Hz with low-pass 
'filter cut off of 2.5Hz. Giving a Nyquist frequency of 
2.5Hz. The data was then processed as the sum of two 
32768 point FFTs giving the resolution shown in eq 7,5. 
resolution = 32568 = 
0.00015 Hz (7,5) 
Thus the model-scale resolution is 1.4 times courser than 
at full-scale and the upper frequency limit 0.75Hz lower. 
Where the model-scale and full-scale approach flow 
spectra were measured simultaneously to the surface 
pressure spectra they were processed using the same 
processing and smoothing as that detailed above for the 
surface spectra. 
7.33 SMOOTHING 
Owing to the failure to achieve a resolution at model 
scale which was representative of the full-scale values 
the benefit of using identical smoothing is lost. 
Therefore, the model spectra were smoothed strongly to 
reveal the basic spectral shape. 
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Ideally this could have been achieved by ensemble 
averaging but insufficient data was available and instead 
a Hamming filter was used before the frequency dependent 
smoothing routine (both these filters are detailed in 
Chapter Two). A summing constant of variance/4 was used 
in the frequency dependent smoothing routine. 
Figure 7,2 shows the same spectra under two smoothings. 
The first plot shows the data under heavy smoothing, as 
used in this chapter, and the second plot shows a more 
lightly smoothed version using the frequency dependent 
smoothing routine only. 
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FIGURE 7,2 Examples of smoothing 
7.4 Comparison of approach flow spectra 
ba" 
Having applied the 1: 200 time scale it is possible to 
compare the form of the two approach flow spectra in 
figure 7,1. The NBL10 spectra shows an excellent fit to 
full-scale especially in the low frequency end. The 
rapid attenuation in the high frequencies after 1.8Hz on 
the NBL10 spectra is due to filtering and up to this 
frequency a similar gradient in attenuation is seen to 
that at full-scale. The spectral density in the high 
frequencies is at a reduced value in NBL10, this could 
indicate a reduced proportion of small-scale turbulence 
in NBL10 compared to the Silsoe Site, however, this 
region may be affected by filter attenuation. 
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The Silsoe Site data is the smoothed mean of two 32768 
point FFTs on data sampled at 5Hz and has a frequency 
resolution of 0.00015Hz. The NB110 data is the smoothed 
mean of four 16384 point FFTs on data sampled at 2000Hz 
and has a frequency resolution of 0.122Hz, this scales to 
a frequency resolution of 0.00061Hz (four times courser 
than the resolution at full-scale). Both spectra are 
normalised by their own variance 
7.5 Surface Pressure Spectra 
The model surface pressure spectra presented in this 
section were taken on the 1: 100 scale models with the 
flow perpendicular to the eaves. The taps sampled were 
on the centre line of the model and their position is 
indicated in figure 7,3. 
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Midsection mean surface pressures on the Silsoe 
structures building, showing tap numbers. 
The surface pressure spectra are presented with 
simultaneous approach flow spectra measured at ridge 
height 20cm upstream and 20cm to the side of the model 
windward corner. 
The plots are presented as normalised spectra where the 
normalising variance is that of the approach flow. This 
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has the advantage of showing the measure of turbulence 
intensity incorporated from the flow, as well as the 
turbulence structure. The approach flow velocities have 
been converted to the dimensions of pressure to allow a 
direct comparison with surface pressure. The full-scale 
spectra are also presented in this normalised format with 
the approach flow spectra measured at ridge height 
upstream of the building. All the model frequencies have 
been scaled by the time scaling factor of 200: 1, to allow 
direct comparison between model and full scale 
frequencies. At this scaling the model tubing 
attenuation will affect frequencies over 1Hz, the model 
cut off filter will affect frequencies over 1.55Hz and 
the model Nyquist frequency is 1.75Hz. 
7.51 WINDWARD WALL PRESSURE SPECTRA 
Figure 7,4 shows the windward wall (tap 1) spectra for 
the curved eave and sharp eave models. 
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FIG 7,4 Windward wall on the 1: 100 scale model 
The approach flow spectra are giving a reasonable 
representation of the Von Karman fit producing an average 
normalised peak height of 0.27. It can be seen that in 
both cases the surface pressure spectral-peak is 
displayed very slightly higher up the frequency axis than 
that of the approach flow spectra. The approach flow is 
measured 1.6cm above tap 1 and it has been observed in 
NBL10 that the turbulence scale (LuI) increases as the 
measurements position moves higher in the boundary layer, 
indicating greater contribution from lower frequencies 
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and therefore a small downward shift on the frequency 
axis. This could account for the approach flow being 
generally lower in frequency compared to tap 1. 
Because the approach flow was measured at a greater 
height than the windward wall taps the spectra are 
inconclusive for examining if quasi-steady flow 
conditions exist on the front face of the model. 
Tap I Curved Eave Budding 
nS(n) 
Approach Flow 
.... . 
Q. CüOQS S. 0 
Tap 1 Sharp Eaves Building 
n5(n) 
ýSq -Approach flow 
-_-Tap 1 
Iý. 
ý 
Mý 1 rj 
o 
0 00005 5.0 
log (n) log (n) 
FIG 7,5 Windward wall on the Silsoe structures building 
The full-scale spectra for the same tap on the Silsoe 
Structures Building are shown in figure 7,5 for the 
curved eave and sharp eave configurations. 
The approach flow spectra on these plots shows reduced 
values on the normalised Y axis compared to the model- 
scale spectra. This is because the full-scale spectra 
have a larger spread of frequencies along the X axis and 
as the area under the spectra in this normalised format 
equates to one, this greater spread of frequencies will 
produce a lower overall height. The full-scale spectra 
have two characteristics which produce this increased 
spread in frequencies. (1) the spectra show a slight 
upward trend near the high frequency limit of the window 
which is typical of aliasing errors, hence the highest 
frequencies contain fictional energy. (2) The sharp eaves 
full-scale data shows a low frequency element which is 
the result of non-stationarities of the mean wind speed 
and therefore do not occur in the wind-tunnel. 
For both eave geometries (in figure 7,5) the full-scale 
surface pressure spectra show a shift up the frequency 
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axis compared to the approach flow. This shift is more 
obvious than that seen at model-scale. The approach flow 
spectra are again measured at ridge height, 1.6m higher 
then tap 1, and the shift can again be explained by an 
increase in Lux with height. Hoxey [1989] reports that 
the frequency shift was removed when the tap spectra was 
compared to an approach flow spectra measured at a lower 
height, this suggests that the flow on the front wall may 
be quasi-steady. 
Distinct from the problem of whether the flow is quasi- 
steady in the low frequencies, is the question of whether 
there is greater attenuation in the high frequencies of 
the windward wall pressure spectra than in the approach 
flow. Due to the frequency shifts explained above it is 
difficult to prove conclusively, from either the full- 
scale or model-scale spectra, if this is occurring. 
Hoxey [1989] considers this more closely for the full- 
scale data. 
The format used to present these plots shows the surface 
and approach flow spectra normalised by the variance of 
the approach flow. These spectral plots contain - 
information on the variance of the surface pressures as a 
ratio with the approach flow turbulence, and this is 
shown in the comparative sizes of the two spectra. 
Comparison of the relative sizes of full-scale and model- 
scale surface spectra shows that a slightly larger 
proportion of the approach flow turbulence intensity is 
being translated onto the building at model scale than at 
full-scale on this windward wall tap. This is simply a 
statement that the comparative RMS value is greater at 
model scale than at full-scale and is unexplained. 
A comparison of the windward wall tap spectra between the 
curved eave and sharp eave models and at full-scale 
indicates that the eave configuration produces no obvious 
differences in the turbulence structure at tap 1 on the 
windward wall. This agrees with mean measurements which 
indicate that the flow at this position on the front face 
is not affected by the eave configuration, and confirms 
that tap 1 is a stagnation point. 
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7.52 WINDWARD ROOF PRESSURE SPECTRA 
Figure 7,6 shows the full-scale spectra for tap 3 on the 
windward roof. The left hand spectrum is for the curved 
eave configuration and the right hand spectrum is for the 
sharp eave configuration. 
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FIG 7,6 Windward eave on the Silsoe Structures Building 
These spectra show a greater upward trend near the high 
-frequency extent of the window than was seen on the 
windward wall full-scale spectra. This trend has been 
attributed to aliasing errors and the greater error is 
occurring because tap 3 is a flow regime which contains 
more energy in the high frequencies, and hence greater 
reflection is occurring about the Nyquist frequency. 
Figure 7,7 shows the model spectra for tapping positions 
3,4,6 and 10 on the windward roof. Again the left hand 
spectra are for the curved eave model and the right hand 
spectra are for the sharp eave model. 
Tap 3 is positioned 0.4m (full-scale) after the eave. On 
the sharp eave configuration tap 3 is in a region of 
separated flow, where the model-scale mean pressures show 
significant variation from full-scale values. Comparing 
figures 7,6 and 7,7 (ignoring frequencies over 1Hz which 
are affected by aliasing errors at full-scale and tubing 
attenuation at model scale) it can be seen that the full 
scale pressure spectrum at tap 3 in the seperation region 
shows a reduction in the high frequencies when compared 
to the approach flow. Whereas the model-scale spectrum 
at tap 3 shows more high frequency content at the 
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Windward Roof Pressure Spectra 
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FIG 7,7 Windward roof spectra on the 1: 100 scale model 
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pressure tap than in the wind-tunnel approach flow. This 
reveals a significant difference between the full-scale 
and model-scale flow structures over the windward sharp 
eave. 
The full-scale spectrum agrees with Kareems [1989] 
hypothesis that spectra in the separation bubble reflect 
only the low frequency oscillations of the separation 
bubble, similar to the frequencies of the atmospheric 
boundary layer. The model-scale spectra however show 
evidence of both the low frequency content of the 
seperation bubble and the high frequency building induced 
turbulence caused by the separation, as reported by Eaton 
et al[1975] and Apperley et al [1979]. 
The mean values presented in Chapter Six indicate that 
the flow is showing lower suctions at separation in NBL10 
than at full scale and may even be attached. An 
explanation for the difference in spectral shape between 
model-scale and full-scale over the sharp eaves could be 
that, whereas the full-scale spectra are totally immersed 
in the seperation bubble, the model-scale flow is 
separated with intermittent reattachment over the eave, 
allowing the tap access to both the low frequencies of 
the separation bubble and the high frequency turbulence 
injected into the flow by the separation. 
The curved eave spectra at tap 3 for both model and full- 
scale show the pressure spectra to reflect almost exactly 
the frequencies seen in the approach flow. This is a 
strong indication that attached flow is being maintained 
over the eave. This observation that the same flow 
structure is being reproduced at model and full-scale 
explains why a closer reproduction of model mean values 
is being produced on the curved eave geometry than on the 
sharp eaves. These spectra also indicate that the high 
mean suctions seen in Chapter Six are being caused 
totally by the acceleration of the flow as it passes 
around the eave, and therefore the difference in pressure 
coefficients for each simulation is reflecting a 
difference in acceleration. 
«. 
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Full-scale spectra are not available for the rest of the 
taps considered on the windward roof. Examination of the 
model spectra (figure 7,7) shows reduction in the 
pressure variances with progression up the roof, on both 
eave geometries. On the sharp eaves model, taps 4 and 6 
are still showing a greater high frequency content than 
for the curved eaves, which is indicating that the eave 
separation is influencing the flow structure at these 
taps. However by tap 10 the sharp eave spectra reflect 
the frequency content of the approach flow, suggesting 
that the flow is probably now attached. At this tap the 
variance of model spectra, on both eave configuration, 
increases as the attached flow speeds up over the ridges 
of the models. 
7.53 LEEWARD ROOF PRESSURE SPECTRA 
Figure 7,8 shows the model-spectra for tapping positions 
13,15,19 and 21 on the leeward roof. Again the left hand 
spectra are for the curved eave model and the right hand 
spectra are for the sharp eave model. Figure 7,9 shows 
the full-scale spectra for taps 13 and 15. 
At model scale, tap 13 the first tap after the ridge on 
the leeward roof, shows a reduction in the high frequency 
turbulence at the tap compared to the approach flow, on 
both eave configurations. This indicates that the ridge 
is filtering out some of the high frequencies. There is 
also a slight indication in figure 7,9 that this may be 
occurring at full-scale. Progress down the leeward roof 
to tap 15 at model-scale and full-scale shows a reduction 
in pressure variance at the taps and increased 
similarities with approach flow. This may indicate that 
the flow is decelerating. 
The model-scale spectra at Taps 19 and 21 show a slight 
increase in the high frequency turbulence indicating the 
presence of building-induced-turbulence from the wake. 
These spectra also show sharp peaks around the full-scale 
frequency of 0.05Hz. This is not evident in the approach 
flow spectra and so is probably not due to instrument 
noise. Using the procedure detailed in ESDU [90036) the 
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FIG 7,8 Leeward Roof spectra on the 1: 100 scale model 
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Leeward Roof Spectra at Full-scale 
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FIG 7,9 Leeward roof spectra on the Silsoe Structures 
Building 
Strouhal frequency for the full-scale building is 
determined as 0.138 and from this the vortex shedding 
frequency of the building is calculated as 0.057Hz. This 
is close to the frequency of the peaks seen in the model 
spectra and may indicate that these correspond to the 
frequency of predominant vortex shedding in the wake of 
the models. This is unusual as low rise buildings are 
not noted for having well defined vortex shedding 
frequencies. 
There are no notable differences between the spectra of 
the two eave configurations at either model or full- 
scale. This agrees well with the mean data which shows 
similar flow structure on the leeward roof for both eave 
configurations. 
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7.54 LEEWARD WALL PRESSURE SPECTRA 
The model-scale leeward wall spectra at tap 22 are 
presented in figure 7,10. There are no notable 
differences between the eave configurations. Both 
spectra show a low variance and a predominantly high 
frequency content, similar to that reported at model and 
full-scale by Macha et al [1982] and Vickery [1984 & 
1985]. 
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FIG 7,10 Leeward wall on the 1: 100 scale model 
Both spectra show a sharp peak at 0.05Hz, this is the 
same as was seen on the edge of the leeward roof and may 
correspond to regular vortex shedding. 
7.6 Summary of Chapter Seven 
The attempt to provide resolution and Nyquist values 
exactly scaled to those produced at full scale was not 
possible due to the inappropriate cut off frequencies of 
the hardware filters. This was of no consequence to the 
comparisons performed because the full-scale data was 
aliased well below its Nyquist frequencies, and the 
correct resolution would have been masked by heavy 
smoothing at model scale. It is suggested that further 
experimentation with imitating processing techniques may 
show an advancement in comparison technique. This would 
be possible with minor alteration to the existing system. 
The frequency scale between model and full-scale spectra 
was determined as 1,200, by comparing approach flow 
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spectra. This was applied to all the model-scale surface 
pressure spectra to allow comparisons. 
The study of the model-scale and full-scale surface 
pressure measurements on the windward wall were not 
conclusive in proving or disproving quasi-steady flow on 
the front wall. It was also difficult to ascertain 
whether greater attenuation was occurring in the high 
frequencies on the front wall than those in the approach 
flow. 
The surface pressure spectra just after the sharp eave 
showed a reduction in the high frequencies at full-scale, 
whereas at model scale the same tap showed an increase in 
the high frequencies. This reveals a significant 
difference in the flow structures over the sharp eaves, 
between model and full-scale, which is also reflected in 
the mean pressures. These spectra coupled with the mean 
results displayed in Chapter Six indicate that the flow 
may be remaining attached over the sharp eave for short 
intervals in the NBL10 boundary layer, whereas it is 
separated at full-scale. 
The surface pressure spectra just after the curved eave 
showed the same characteristics as the approach flow at 
both model-scale and full-scale. This indicates that the 
flow is remaining attached over the curved eave at both 
scales. Thus confirming that the differences in mean 
suctions measured on the curved eave are caused by 
differences in accelerations over the eave. 
The effects of separation over the sharp eaves at model 
scale influences the entire windward roof. The spectra 
begin to reflect the approach flow spectrum at the last 
tap before the ridge indicating that the flow is attached 
and accelerating as it passes over the ridge. This 
attached, accelerated flow is also seen on the ridge of 
the curved eave model. 
Beyond the ridge both models show comparable spectra 
indicating similar flow structure on the leeward roof 
regardless of the eave configuration, this is also 
confirmed by the mean measurements. The initial spectra 
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after the ridge show some filtering of the high 
frequencies by the building at both scales and the last, 
spectra before the leeward wall shows increased building- 
induced-turbulence at model-scale, due to effects from 
the wake. The model spectra close to the leeward edge 
show a sharp peak at 0.05Hz, which may indicate regular 
vortex shedding. This peak is also seen on the leeward 
wall. 
Spectral measurements in all five boundary layers would 
allow a fuller investigation of the ideas proposed form 
this study of the results for NBL10. 
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CHAPTER EIGHT. 
CONCLUSION 
8.1 Major Findings 
The major contribution of this work has been to assess 
the accuracy and variability of wind tunnel techniques 
for low rise building studies. This has been possible 
because of the availability of reliable full-scale data. 
One of the findings of this work is the identification of 
the contribution of static reference errors to the 
offsets seen between wind tunnel and full-scale mean 
data. 
A second finding is the identification of errors 
characteristic to separated and accelerated flow 
structures. This thesis has shown that in accelerated 
flow regimes the mean surface suctions, predicted by poor 
wind tunnel simulations, are constantly over-estimated. 
Surface pressure spectra taken in the accelerated flow 
regions of the model are similar at model and full-scale. 
This indicates that the same flow regime is in action at 
model and full-scale and therefore the difference in 
suctions between model and full-scale is caused primarily 
by an increase in acceleration at model-scale. 
In the separated flow regime the mean surface suctions 
are consistently under-estimated and in the poorest 
simulation there is an indication that the flow may even 
be remaining attached intermittently. This is also shown 
by surface pressure spectra taken in the poorest 
performing simulation, which indicate a large difference 
in flow structure between model and full-scale. These 
spectra can be interpreted to show that flow is separated 
at full-scale and is remaining intermittently attached in 
the poorest model-scale simulation. 
The data presented in this thesis shows that the 
performance of wind tunnel simulations cannot be 
predicted from traditional boundary layer 
classifications. In particular the relevance of Jensen 
scaling to low rise simulations is severely questioned. 
This is a subject that is explored in Teilemens[1992] 
recent paper. Teileman has reviewed the recent findings 
on simulation priorities for low rise structures. Based 
on this and his own comparisons with the Texas Tech 
Building he has suggested changes in the simulation 
priorities for low rise tests. He discounts the 
importance of Jensen scaling in agreement with this 
thesis and suggests that attention is required to the 
turbulence structure, and in particular the small scale 
turbulence levels characterised by Melbournes small scale 
turbulence parameters S. Tieleman reiterates the belief 
that small scale turbulence is required to simulate 
separation and that decreased levels of small scale 
turbulence result in under-estimation of separation 
suctions. The surface mean pressure and spectral 
information presented in this thesis shows conclusively 
that the separation suctions are under-estimated at model 
scale and that the error increases in the larger scale 
simulations. However the brief information available to 
calculate S parameters indicates that the most poorly 
performing simulations have the highest levels of small 
scale turbulence. This data is inconclusive but it may 
question the dominance of small scale turbulence levels 
to separated regions, or the appropriateness of the S 
factor to represent small scale turbulence levels in 
boundary layers of varying shear. 
The over-simulation of the suctions in the accelerated 
flow regimes also increases for the more appropriately 
scaled simulations, again showing the unpredictability of 
boundary layer performance. It is suggested that these 
errors are due primarily to Reynolds number effects. The 
data also showed a greater increase in acceleration when 
simulation turbulence intensity approached that of the 
full-scale site. 
The following section will list the detailed conclusions 
drawn during this project 
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8.2 Conclusions 
The four existing boundary layers were surveyed showing 
scaling of 1: 6000 and 1: 1000 in the Surrey tunnel 
boundary layers and 1: 100 in the UWO boundary layers. 
The Surrey Thin and UWOsmooth simulations showed 
turbulence intensities at less than half the full-scale 
values and the Rough[2] and UWOrough boundary layers 
showed levels of approximately two thirds of the required 
value. Both the UWOrough and Rough[2] boundary -layers 
showed a transition to a new boundary layer within the 
model height, these were identified as being due to a 
change of roughness close to the measurement position. 
Both the Surrey boundary layers showed spectra 
unrepresentative of the Von Karman fit and with a 
gradient in the high frequencies which was less than the 
Kolmogorov gradient. 
A boundary layer on 1: 100 scale with the Silsoe Site was 
developed in the Surrey tunnel using a rapid growth 
partial simulation technique. This revealed near perfect 
matching of the velocity and turbulence profiles with 
Silsoe Site data, up to a full-scale height of 25m. 
After this, a transition took place to an upper boundary 
layer. The spectra showed a good fit for the Von Karman 
equation and the correct Kolmogorov gradient in the 
higher frequencies. A vertical profile of the integral 
scale of turbulence showed the effect of tunnel 
confinements. However, a scaling based on ridge height 
gave a turbulence length scaling of 1: 233. A frequency 
scaling based on comparative approach flow spectra showed 
a scale of approximately 1: 200 between NBL10 and the 
Silsoe Site. Some distortions were evident in the cross- 
stream and vertical components of turbulence in NBL10. 
Mean surface pressure comparisons with full-scale data 
indicated that the experiments performed at UWO showed a 
general offset in pressure coefficients. This was 
identified as being due to an unrepresentative reference 
static pressure and an improvement in fit was shown with 
the use of localised reference probes. Investigations of 
the static gradients in wind tunnels revealed new 
252 
evidence for the correlation between static pressure 
errors and turbulence intensity and scale in the flow. 
The comparisons of mean surface pressures between 1: 100 
and 1: 43 scaled models in the same boundary layer showed 
that relaxing of length scale by a factor of two has 
negligible effects on the surface pressures. 
The greatest discrepancies in pressure coefficients are 
seen at the eaves and ridges in the areas of accelerated 
and separated flow. The suctions in the areas of 
accelerated flow on the ridge and curved eave are over- 
estimated to varying degrees by all the simulations 
indicating a greater acceleration at-model-scale than at 
full-scale. The suctions in the area of separating flow 
on the sharp eave are under-estimated again by varying 
degrees in each simulation and the flow may even be 
remaining attached in the poorest performing simulations. 
The performance of the simulations in regions of 
accelerated flow and separated flow are examined in 
relationship to the boundary layer parameters of the 
simulations. No trend of simulation performance with 
Jensen scaling is apparent in either regions indicating 
that velocity profile scaling is not a dominant factor in 
the testing of low rise buildings. 
The separating flow on the sharp eaves showed a trend of 
worsening error with improved match to the full-scale 
integral turbulence scale. This led to the suggestion 
that large turbulence length scales produced low levels 
of small scale turbulence thus affecting separating flow 
regimes. However small scale turbulence levels as 
indicated by Melbourne's S factor showed an increase and 
improved match to full-scale values in the more poorly 
performing simulations. 
The over-simulation of the suctions in the accelerated 
flow regimes on the curved eave and ridges regions is 
unexplained. Curved surfaces are known to be prone to 
Reynolds number effects and the errors seen could be due 
to an increased boundary layer depth on the roof of the 
model compared to that on the full-scale building, 
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causing an increase. in acceleration. The data gives a 
slight indication that simulation of turbulence intensity 
levels to the extent measured at full-scale produces too 
great a level of turbulence to reproduce accelerated flow 
patterns. 
Further examination is required into the areas 
highlighted above to explain the inverse performance of 
the boundary layer simulations. However it'must be noted 
that the two worst performing simulations NBL10 and 
UWOrough both have near fetch transitions in boundary 
layer and contain large boundary layer devices. This may 
indicate that grossly artificial simulations produce to 
much distortion in the flow. 
The examinations outlined above have been performed on 
midsection mean surface pressures with the flow normal to 
the-ridge. Examination of the various simulations at 
different angles of wind showed a similar trend in 
simulation performance to that already noted. 
The surface pressure spectra just after the sharp eave 
showed a reduction in the high frequencies at full-scale, - 
whereas at model scale the same tap showed an increase in 
the high frequencies. This reveals a significant 
difference in the flow structures over the sharp eaves, 
between model and full-scale, which is also reflected in 
the mean pressures. These spectra coupled with the mean 
results displayed in Chapter Six indicate that the flow 
may be remaining attached over the sharp eave for short 
intervals in the NBL10 boundary layer, whereas it is 
separated at full-scale. 
The surface pressure spectra just after the curved eave 
showed the same characteristics as the approach flow at 
both model-scale and full-scale. This indicates that the 
flow is remaining attached over the curved eave at both 
scales. Thus confirming that the differences in mean 
suctions measured on the curved eave are caused by 
differences in accelerations over the eave. 
Beyond the ridge both models show comparable spectra 
indicating similar flow structure on the leeward roof 
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regardless of the eave configuration, this is also 
confirmed by the mean measurements. The model spectra 
close to the leeward edge and on the leeward wall show a 
sharp peak at 0.05Hz, which may indicate regular vortex 
shedding. 
8.3 Recommendations for further work 
Further investigations into the dependence of suctions in 
the separation regions on small scale turbulence would 
clarify the importance of small scale turbulence in low 
rise simulations. 
Measurement of approach flow spectra with high frequency 
ranges at the appropriate height in the UWOrough and 
UWOsmooth simulations would enable calculation of S 
parameters for these simulations. These could be used to 
expand the small scale turbulence discussion presented in 
this thesis. Further investigation with methods of 
measuring and representing small scale turbulence levels 
would also asses the suitability of Melbournes small 
scale parameter for simulations of varying shear. 
An extension to this study would be to create a boundary 
layer of reasonable consistent shear, with the ability to 
widely vary the levels of small-scale turbulence. This 
might be achieved approximately by using tripping rods 
close to the measurement position. Measurements of 
separation mean suctions and small scale factors in these 
new simulations would enable closer examination of the 
importance of small scale turbulence, without 
complications due to changes in shear. 
Examination of the effects of Reynolds scaling may 
provide an insight into the simulation problems of 
accelerated flow regions. An investigation into the 
depth of the boundary layer which grows on the 
building/model roof, and the relationship of this depth 
to surface pressure error, model scale and approach flow 
turbulence intensity could reveal the extent of this 
scaling problem. 
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Measurement and examination of surface pressure spectra 
in the four remaining simulations would provide more 
insight into the dependence of surface pressure on 
approach flow turbulence structure. This would be 
particularly interesting in the seperation region on the 
eave of the sharp eave model. 
The surface flow visualisation technique used in the 
appendix of this thesis could be used on the roof and 
walls of a model to show the separation and reattachment 
regions. 
Further measurements of the variations in static measured 
by a pitot-static probe, in flows of varying scale and 
intensity, may enable clarification of the dependence on 
pitot-static tube static readings on the turbulence 
structure of the flow. 
8.4 Advice for future experiments 
The use of rapid partial simulations is not recommended 
for future tests. It is advised that problems of 
restricted tunnel length should be tackled first by a 
reduction in model scale. Simulations for low rise 
building tests should relax the Jensen scaling and 
concentrate on simulating the correct intensity and 
structure of turbulence. 
Improvements in pressure coefficients can be achieved, by 
attention to suitable reference positions. It is 
advisable to measure static and dynamic reference 
pressures instantaneously with pressure measurements and 
to use reference positions localised to the model, while 
ensuring no effect from the model flow-field influences 
the probes. The suitability of a tunnel ceiling static 
appears to be dependent on the tunnel and simulation in 
use and tunnels should be calibrated to show any large 
static changes. If ridge height references are used it 
is recommended that they should not be situated directly 
to the side of the model. A position up stream and 
slightly to the side is recommended. 
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APPENDIX A 
Original UWO Boundary Layer 
Measurements 
A, 1 UWO Smooth Boundary Layer Velocity and Turbulence 
GRP301 VERTICAL PROFILE EXPOSURE=3 DATE 13/06/88 
local LntensLty 
0.0 0.1 0.2 0.3 0.4 0.5 
Power Lou fit 
z9- 458.0 
a- 0.109 
0 
0 
Zn- 
w w I- LI 
z 
CD 
w 
MEAN SPEED 
"- FLtted points 
o- Non fitted points 
W IntensLty 
ESOU 82026 
--- mean speed 
""""""" LntensLtg 
2-1.311M10' 
RerH 10.00' 
i 
NORMALIZED MEAN SPEED 
282 
A, 2 UWO Smooth Boundary Layer 
Log Law Fit 
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A, 3 UWO Smooth Boundary Layer 
Power Spectrum at 10cm 
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A, 4 UWO Rough Boundary Layer 
Velocity and Turbulence Profiles 
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A, 5 UWO Rough Boundary Layer 
Log Law Fit 
HWPIO1 VERTICAL PROFILE EXPOSURE=1 DATE 27/06/88 
Local Lntens1ly 
0.0 0.1 0.2 0.3 0.4 o. s 
1, ogl, ow fLt 
Slope- 9.792 
Zö 4.23S w 10" 
r 0 
O 
O 
. ac 
ao MEAN SPEED 
"- Fitted points 
o- Non lLtted points 
w Intensity 
7 
I-- a Lj r 
z 
H 
s 
CD 
U 
CD 
E50U 82026 
--- mean speed 
""""""" LntensLL9 
Zo- 6.6004 )0"' 
RefH- 10.00 
0.00 0.25 0.50 0.75 1.00 
NORr1RL I ZED MEAN SPEED 
286 
A, 6 UWO Rough Boundary Layer 
Power Spectrum at 10cm 
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APPENDIX B 
Wake Studies 
B. 1 Introduction 
This appendix contains details of investigations carried 
out in the wake of the models. These were conducted in 
the Surrey boundary layers and no Silsoe Structures 
Building data was available for comparison. Because of 
the lack of full-scale bench mark data, these results do 
not contribute to the analysis of simulation techniques. 
However, the results have been presented in this appendix 
for the use of other researchers. 
The discussion begins with a brief summary of the 
literature available on wake flow. It proceeds by 
presenting mean velocity and turbulence intensity 
profiles in the wake of the model and continues with the 
presentation of wake velocity spectra. The appendix then 
concludes with presentation of surface flow visualisation 
photographs of the model wakes 
B. 2 Literature 
The wake is the flow regime behind a bluff body which 
exists before the wind recovers the characteristics of 
the approach flow boundary layer. It exhibits lower mean 
velocities, high levels of turbulence and smaller scales 
of turbulence. The wake is a very dynamic phenomenon 
dominated by vortices and highly dependent on the 
conditions of initial flow and, at times, the entire flow 
structure may be washed out by a strong gust in the 
approach flow [Castro et al 1983]. The unsteady nature 
of the wake is produced when the airflow separates from 
the upwind roof and wall edge and adds its energy to the 
turbulence already present in the boundary layer. The 
flow over the model reattaches with the floor at the 
extent of the near wake recirculation region. A mean 
approximation of this reattachment (the recirculation 
length) is often used in comparisons. The Silsoe 
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Structures Building has a width/height ratio of 2.5 and, 
therefore, a recirculation length less than ten building 
heights is expected [Peterka et al 1985]. 
B. 3 Velocity and Turbulence Profiles 
Measurements were taken in the Surrey Thin and NBL10 
boundary layers. Both scales of model were examined in 
the Thin boundary layer and the 1: 100 model alone was 
considered in NBL10. Hot wire profiles were taken on the 
leeward roof and in the wake of the model at increments 
of model height (h/2) up to a distance of 4h from the 
model. 
Figures B, 1 and B, 2 show the velocity and turbulence 
profiles on the 1: 100 scale models in the Thin boundary 
layer with a comparison of curved and sharp eave results. 
The hot wire is not sensitive to the direction of flow, 
therefore, in the highly turbulent recirculation region 
the velocities cancel out producing measurements close to 
zero. 
The velocity profiles flatten with increasing distance 
from the model as predicted by Gowda et a2 [1980]. There 
is an increase in wake height and a decrease in maximum 
velocity. The vertical extent of the wake can be roughly 
estimated by considering at what height the velocity 
profile regains the shape of the upstream profile. This 
gives a vertical wake extent of 1.5h near the model and 
over 2h at a distance of 4h downstream. The turbulence 
profiles initially show pronounced peaks, tallying with 
the height of greatest shear in the velocity profiles, 
and these begin to diffuse downstream as the turbulent 
region spreads towards the floor. The locations of 
maximum turbulence intensity can be seen on figure B, 2. 
The mean profiles indicate that flow may be attaching 
around 3h. The turbulence peaks at 4h and have begun tc 
diminished and the distributions flatten out as expected 
in the far wake region. This indicates that the 
reattachment length is occurring before 4h for both 
configurations of eave. 
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The curved eave model shows that the peak turbulence and 
velocity defect occurs closer to the floor than for sharp 
eaves. This is probably an indication that the separated 
shear layer is lower and reattachment is likely to occur 
sooner. 
Figure B, 3 and B, 4 show the velocity and turbulence 
profiles taken in the wake of the 1: 43 scale models in 
the Thin boundary layer. These show the same tendency 
for the curved eave flow to reattach sooner than the 
sharp eaves. Comparing with the 1: 100 scale profiles the 
velocity defect and turbulence peaks are slightly more 
persistent down stream and indicate that the shear layer 
is slightly lower. These differences are marginal and 
are probably caused by differences in the approach flow 
conditions due to the model extending further into the 
boundary layer. 
Figure B, 5 and B, 6 show the turbulence and velocity 
profiles behind the 1: 100 scale model in the NBL10 
simulation. The measurements are less detailed and show 
more scatter due to a reduced sample length. The 
velocity profile shows less shear than in the Thin 
boundary layer and this is an indication that the shear 
layer forming from the ridge of the model is thicker. 
This is most probably due to the increased turbulence 
intensity levels in the approach flow. 
B. 4 Wake Spectra 
The Velocity spectra taken in 
computed using the average of 
on data sampled at 2000Hz and 
The ensemble averaged spectra 
frequency dependent smoothing 
Chapter Two and a summing con 
the wake of the models were 
five 8192pt FFTs performed 
low pass filtered at 750Hz. 
is smoothed using the 
routine described in 
stant of Variance/15. 
Using a crossed hot wire anemometer, velocity data 
suitable for the computation of spectra were measured at 
various positions in the wake of the models, along the 
centre line. These measurements were taken on both eave 
configurations of the 1: 100 scale models in the NBL10 
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boundary layer. The measurement positions were chosen to 
obtain spectra in and around the separating shear layer 
which separates the flow. originating at the front of the 
building from the recirculating flow. These positions 
are indicated in figures B, 5 and B, 6 and labelled A to I. 
Also shown on these plots is the wake turbulence and 
velocity profiles of both eave configurations. These 
indicate that none of the spectra measuring positions 
fall in the region of totally recirculating flow. 
Spectra of the U and V components were computed from the 
measurements. These spectra were normalised by their 
own variance and plotted on the model scale frequency 
axis. 
Figure B, 7 shows the U component velocity spectra for 
positions A to I behind the Sharp eaved model. The 
spectra have a shallow peak around 2-10Hz and take a 
similar form to the U component approach flow spectra. 
There was no apparent influence of the high frequency 
building-created-turbulence and there are no obvious 
trends in height or distance behind the model. 
The U component spectra for the curved eave configuration 
are shown in figure B, 8. These again have the same form 
as the approach flow spectra and again no influence of 
the building is apparent. 
Figure B, 9 shows the V component spectra in the wake of 
the sharp eave model. The spectra above the eave show 
two peaks. The lower frequency peak 2-12Hz coincides 
with the peak on the U component approach flow spectra 
and may indicate that this flow is still strongly 
influenced by the approach flow. The second high 
frequency peak at around 200Hz is due to building- 
induced-turbulence. These spectra indicate that the flow 
above the eave is influenced by both the building induced 
turbulence from the ridge, and streamlines passing over 
the building carrying the characteristics of the approach 
flow. 
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As the distance from the model increases, to lh and then 
4h, the high frequency peak becomes more defined and the 
approach flow less noticeable until at 4h the low 
frequency peak is not apparent. These trends indicate 
that the shear layer is affecting the measurement 
positions further away from the building. This is 
further demonstrated by the trends in spectra with 
height. The highest measurement positions at lh and 4h 
still show an influence from the approach flow, although 
the lowest positions appear to be more strongly 
influenced by the shear layer. These characteristics and 
trends are shown again in the V component spectra behind 
the curved eave model plotted in figure B, 10. 
The U component spectra have shown no influence of the 
wake flow structure at any of the measurement positions, 
However the V component measurements have been affected. 
B, 5 Flow Visualisation 
Surface flow visualisation was taken in the Surrey 
Rough[2] and Thin boundary layers using the chalk and oil 
suspension technique detailed in Chapter Two. This 
techniques leaves even deposits of white chalk in 
recirculation regions where the flow has many directions 
and striped white deposits in areas of one directional 
flow. 
Figures B, 11 and B, 12 show floor surface flow 
visualisation in the Rough[2] and Thin simulations 
respectively, for the curved eave modej. normal to the 
flow direction. Both photographs show clearly the floor 
separation region around the front and sides of the model 
caused by the horseshoe vortex. The recirculation region 
in the wake is shown by the clear white area and the far 
wake as white strips which gradually become more similar 
to the approach flow. 
The bounding of the wake region is clearly seen and the 
wake expands widthways with distance from the model. No 
quantative determination of recirculation length can be 
taken from these photographs because the perspective grid 
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FIG B, 11 Curved eaves model in the Rough[2] boundary layer, 8= 90° 
FIG B, 12 Curved eaves model in the Thin boundary layer, ©= 90° 
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FIG B, 13 Curved eaves model in the Thin boundary layer, A= 90° 
FIG B, 14 Curved eaves model in the Thin boundary layer, 8= 0° 
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FIG B, 15 Sharp eaves model in the Rough[2] boundary layer, 9= 900 
I IG B, 16 Sharp eaves model in the Rough[21 boundary layer, 9= 45° 
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was not present. However, the differences in flow regime 
are very evident. The Thin boundary layer shows a 
slightly longer, less contained, recirculation region. 
The width of the region is greater than the model width 
whereas, in the Rough[2) boundary layer the recirculation 
region is smaller than the model width and has better 
defined boundaries. 
The liquid oil on the. Rough[2] simulation has not had 
time to evaporate directly behind the model and so 
information is lost in this region. However, in the Thin 
simulation ground effects of the vertical edge vortices 
are in evidence as the air passes around the model 
corners. 
Figures B, 13 and B, 14 were taken using the perspective 
grid. Unfortunately this grid was only used for the Thin 
simulation. Figure B, 13 shows the curved eave model with 
the flow normal to the eaves and by counting the squares 
to the approximate edge of the inner wake region a value 
of mean recirculation length can be estimated as 3h to 
3.5h. This value agrees with the estimation of 
recirculation length determined using the cotton tuft 
technique in a similar thin boundary layer, developed in 
a slightly shorter tunnel (see Chapter Two for details of 
technique). Figure B, 14 shows the same model with the 
flow parallel to the eaves and reveals the same 
estimation of recirculation length of 3h to 3.5h. This 
is surprising considering the large difference in 
width/height ratio for these two orientations (eg. normal 
flow w/h=2.5 and parallel flow w/h=5). These results 
suggest that, for buildings of this shape, the 
recirculation length is more dependent on factors other 
than w/h ratio. 
Figure B, 15 shows the sharp eave model in the Rough[2] 
boundary layer with flow normal to the eave. This 
visualisation is fairly poor and the horizontal brush 
strokes can still be seen. However, it may be compared 
to figure B, ll to indicate the effect of eave geometry on 
the surface flow. Unfortunately, without the perspective 
grid it is difficult to draw quantitive conclusions. 
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Figure B, 16 shows the sharp eave model in the Rough[2] 
boundary layer with the flow at 45 degrees to the eave. 
The flow can be seen to split on the leading corner and 
vortices form along the floor by the two leading edges. 
The large wake region behind the model is very evident 
and the effects of a vortex are shown after the leeward 
small face. 
This method of flow visualisation is a powerful tool for 
determining the flow structure about a model. Further 
work would be useful, now the technique has been 
perfected and made quantitive. In particular, flow 
visualisation on the surfaces of the model would reveal 
interesting information such as the extent of roof corner 
vortices in oblique flow. 
B, 6 Summary of Appendix B 
Examination of the wake, using flow visualisation and hot 
wires measurements, suggests that reattachment may occur 
sooner behind the curved eave model than the sharp eave 
model. An estimation of recirculation length was given 
as 2.5 to 3.5h in the Thin boundary layer and flow 
visualisation revealed that this was reduced in the 
Rough[2] boundary layer. The same value of recirculation 
length was given for flow parallel to eaves and flow 
normal to eaves, despite the change in length/width 
ratio. 
The U component spectra have shown no influence of the 
wake flow structure at any of the measurement positions, 
However the V component measurements have been affected. 
