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a b s t r a c t
The Estrada index of a graph G is defined as EE(G) = ni=1 eλi , where λ1, λ2, . . . , λn are
the eigenvalues of the adjacency matrix of G. It can be used as an efficient measuring tool
in a variety of fields. An edge grafting operation on a graphmoves a pendent edge between
two pendent paths. In this paper, we give an edge grafting theorem on the Estrada index of
graphs. We also give some applications of this theorem.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let G be a simple n-vertex graph with vertex set V (G). Denote by A(G) the adjacency matrix of G, and λ1, λ2, . . . , λn the
eigenvalues of A(G). The Estrada index of G is defined as
EE(G) =
n
i=1
eλi .
This graph-spectrum-based structural descriptor was first proposed by Estrada in 2000; see [11].
It was shown that the Estrada index can be used as an efficient measuring tool in a variety of fields, e.g., the degree
of protein folding [11–13], the subgraph centrality and the bipartivity of complex networks [14,15] and the extended
molecular branching [16]. Given these remarkable applications of the Estrada index, the investigation of the Estrada index
is of theoretical and practical significance.
At the same time, some mathematical properties of the Estrada index have also been established. Zhou [27] presented
some lower and upper bounds of the Estrada index in terms of graph invariants such as the number of vertices, the number
of edges, the spectral moments, the first Zagreb index, the nullity and the largest adjacency eigenvalue. Recently, Bamdad
et al. [1] have given a lower bound of the Estrada index in terms of the numbers of positive, zero, negative adjacency
eigenvalues and graph energy. The extremal values of the Estrada index in terms of some graph invariant were determined
in [5,7–10,21,26]. More results on the Estrada index can be found in [3,20,4,29,28] and an updated survey [19].
A pendent path at v in a graph G is a path in which no vertex other than v is incident with any edge of G outside the path,
where the degree of v is at least three.
An edge grafting operation on a graphmoves a pendent edge between two pendent paths at two vertices (not necessarily
distinct).
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Fig. 1. The graph Gu,v(a, b).
The edge grafting operation on graphs was often considered and used in the research of various graph invariants,
e.g., spectral radius [22], Laplacian spectral radius [17], graph energy [25,24] and algebraic connectivity [18,23]. Recently,
Ilić and Stevanović [21] have studied the effect of the Estrada index of graphs under edge grafting operation between two
pendent paths at the same vertex. Later Du and Liu [6] studied the effect of the Estrada index of graphs under edge grafting
operation between two pendent paths at two adjacent vertices.
The paper is organized as follows. Motivated by [21,6], in Section 3 we further study the effect of the Estrada index
of graphs under edge grafting operation, and give an edge grafting theorem on the Estrada index of graphs, which is a
generalization of two theorems obtained in [21,6]. In Section 4, we give some applications of the result obtained in Section 3.
2. Preliminaries
Denote byMk(G) the kth spectral moment of the graph G, i.e.,Mk(G) =ni=1 λki . It is well-known thatMk(G) is equal to
the number of closed walks of length k in G; see [2]. Then
EE(G) =
n
i=1
eλi =
n
i=1
∞
k=0
λki
k! =
∞
k=0
Mk(G)
k! .
Let G1 and G2 be two graphs. If Mk(G1) ≤ Mk(G2) for all positive integers k, then EE(G1) ≤ EE(G2). Moreover, if
Mk0(G1) < Mk0(G2) for some positive integer k0, then EE(G1) < EE(G2).
Let u, v ∈ V (G) (not necessarily u ≠ v). A walk is said to be a (u, v)-walk of G if it starts at u and ends at v in G. Let
Wk(G; u, v) be the set of (u, v)-walks of length k in G, and letMk(G; u, v) = |Wk(G; u, v)|.
Let u1, v1 ∈ V (G1) and u2, v2 ∈ V (G2). If Mk(G1; u1, v1) ≤ Mk(G2; u2, v2) for all positive integers k, then we write
(G1; u1, v1) ≼ (G2; u2, v2). If (G1; u1, v1) ≼ (G2; u2, v2), andMk0(G1; u1, v1) < Mk0(G2; u2, v2) for some positive integer k0,
then we write (G1; u1, v1) ≺ (G2; u2, v2). For convenience, letMk(G; u) = Mk(G; u, u), and we write (G1; u1) ≼ (G2; u2) for
(G1; u1, u1) ≼ (G2; u2, u2), and (G1; u1) ≺ (G2; u2) for (G1; u1, u1) ≺ (G2; u2, u2).
Let Pn be the path on n vertices.
3. An edge grafting theorem on the Estrada index of graphs
Since the Estrada index of a disconnected graph is equal to the sum of the Estrada indices of its (connected) components,
thus we may restrict our investigation to connected graphs.
Let G be a connected graph with u, v ∈ V (G) (not necessarily u ≠ v). For integers a, b with a, b ≥ 0, let Gu,v(a, b)
be the graph obtained from G by attaching two pendent paths Pa: x1x2 . . . xa and Pb: y1y2 . . . yb at end vertices x1 and y1,
respectively, to u and v; see Fig. 1.
For distinct vertices u, v ∈ V (G), letWk(G; u, [v]) be the set of (u, u)-walks of length k and containing vertex v in G, and
letMk(G; u, [v]) = |Wk(G; u, [v])|.
Lemma 3.1. Let y0 = v. For integer t ≥ 1, if (Gu,v(t, t − 1); xt) ≺ (Gu,v(t, t − 1); yt−1), then
(i) (Gu,v(t + 1, t − 1); xt+1) ≺ (Gu,v(t, t); yt);
(ii) Mk(Gu,v(t + 1, t); xt+1, [yt ]) ≤ Mk(Gu,v(t + 1, t); yt , [xt+1]) for any positive integer k.
Proof. Let G1 = Gu,v(t + 1, t − 1) and G2 = Gu,v(t, t).
(i) Clearly,Mk(G1; xt+1) = Mk(G2; yt) for k = 1, 2. In the following, let k ≥ 3 be any positive integer.
Note that every walk in Wk(G1; xt+1) starts at the edge xt+1xt and ends at the edge xtxt+1, which implies that
Mk(G1; xt+1) = Mk−2(G1; xt). Similarly, we haveMk(G2; yt) = Mk−2(G2; yt−1). It is easily seen that
Mk(G1; xt+1) = Mk−2(G1; xt) = Mk−2(G1; xt , [xt+1])+Mk−2(Gu,v(t, t − 1); xt)
and
Mk(G2; yt) = Mk−2(G2; yt−1) = Mk−2(G2; yt−1, [yt ])+Mk−2(Gu,v(t, t − 1); yt−1).
Since (Gu,v(t, t − 1); xt) ≺ (Gu,v(t, t − 1); yt−1), we need only to show thatMk−2(G1; xt , [xt+1]) ≤ Mk−2(G2; yt−1, [yt ]).
Let H1 = xtxt+1 ∼= P2 and H2 = yt−1yt ∼= P2. We may uniquely decompose any W ∈ Wk−2(G1; xt , [xt+1]) into two
possible types of maximal (xt , xt)-walks: (a) a maximal (xt , xt)-walk in Gu,v(t, t − 1); (b) a maximal (xt , xt)-walk in H1.
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Since (Gu,v(t, t − 1); xt) ≺ (Gu,v(t, t − 1); yt−1), we may construct an injection f (a)s from Ws(Gu,v(t, t − 1); xt) to
Ws(Gu,v(t, t − 1); yt−1) for any positive integer s.
On the other hand, forW ∗ ∈ Ws(H1; xt), let f (b)s (W ∗) be the walk obtained fromW ∗ by replacing xt by yt−1, and xt+1 by
yt . Clearly, f
(b)
s (W ∗) ∈ Ws(H2; yt−1).
Now we construct a mapping f ∗ from Wk−2(G1; xt , [xt+1]) to Wk−2(G2; yt−1, [yt ]). Assume that W = W1W2 · · · ∈
Wk−2(G1; xt , [xt+1]), where Wr for r ≥ 1 is a maximal (xt , xt)-walk of length lr of type (a) if r is odd, and of type (b) if r is
even. Let f ∗(W ) = f ∗(W1)f ∗(W2) . . ., where f ∗(Wr) = f (a)lr (Wr) ifWr is of type (a), and f ∗(Wr) = f (b)lr (Wr) ifWr is of type (b).
Obviously, f ∗(W ) ∈ Wk−2(G2; yt−1, [yt ]) and f ∗ is an injection. This implies thatMk−2(G1; xt , [xt+1]) ≤ Mk−2(G2; yt−1, [yt ]).
(ii) Let r be any positive integer. We will show thatMr(G1; xt+1, yt−1) ≤ Mr(G2; yt , xt). ForW ∈ Wr(G1; xt+1, yt−1), we
may uniquely decompose W into two sections, say W = W1W2, where W1 is the maximal (xt+1, xt+1)-walk of W whose
length may be zero, andW2 is the remaining (xt+1, yt−1)-walk ofW . Thus
Mr(G1; xt+1, yt−1) =

r1+r2=r
r1≥0,r2≥1
Mr1(G1; xt+1) ·Mr2−1(Gu,v(t, t − 1); xt , yt−1).
Similarly, we have
Mr(G2; yt , xt) =

r1+r2=r
r1≥0,r2≥1
Mr1(G2; yt) ·Mr2−1(Gu,v(t, t − 1); yt−1, xt).
Obviously, Ms(Gu,v(t, t − 1); xt , yt−1) = Ms(Gu,v(t, t − 1); yt−1, xt) for any positive integer s; see [2]. Together with (i), it
follows thatMr(G1; xt+1, yt−1) ≤ Mr(G2; yt , xt).
Let k be any positive integer. ForW ∈ Wk(Gu,v(t + 1, t); xt+1, [yt ]), we may uniquely decomposeW into two sections,
sayW = W1W2, whereW1 is the shortest (xt+1, yt)-walk (consisting of an (xt+1, yt−1)-walk in G1 and a single edge yt−1yt )
ofW , andW2 is the remaining (yt , xt+1)-walk ofW . Thus
Mk(Gu,v(t + 1, t); xt+1, [yt ]) =

k1+k2=k
k1,k2≥1
Mk1−1(G1; xt+1, yt−1) ·Mk2(Gu,v(t + 1, t); yt , xt+1).
Similarly, we have
Mk(Gu,v(t + 1, t); yt , [xt+1]) =

k1+k2=k
k1,k2≥1
Mk1−1(G2; yt , xt) ·Mk2(Gu,v(t + 1, t); xt+1, yt).
Obviously, Ms(Gu,v(t + 1, t); yt , xt+1) = Ms(Gu,v(t + 1, t); xt+1, yt) for any positive integer s; see [2]. Now it follows that
Mk(Gu,v(t + 1, t); xt+1, [yt ]) ≤ Mk(Gu,v(t + 1, t); yt , [xt+1]). 
Lemma 3.2. Suppose that (Gu,v(1, 0); x1) ≺ (Gu,v(1, 0); v). Let y0 = v. For integer a ≥ 0, (Gu,v(a + 1, a); xa+1) ≺
(Gu,v(a+ 1, a); ya).
Proof. We prove the result by induction on integer a. Suppose that the result holds for integer a = q − 1 ≥ 0. Now we
consider the case a = q. Note that for any positive integer k,
Mk(Gu,v(q+ 1, q); xq+1) = Mk(Gu,v(q+ 1, q− 1); xq+1)+Mk(Gu,v(q+ 1, q); xq+1, [yq])
and
Mk(Gu,v(q+ 1, q); yq) = Mk(Gu,v(q, q); yq)+Mk(Gu,v(q+ 1, q); yq, [xq+1]).
By the induction hypothesis, Lemma 3.1(i) and (ii), the result follows easily. 
Lemma 3.3 ([8]). Let G and H be two vertex-disjoint graphs with u, v ∈ V (G) and w ∈ V (H), where |V (H)| ≥ 2. Let GuH
(GvH, respectively) be the graph obtained from G and H by identifying u (v, respectively) with w. If (G; u) ≺ (G; v), then
EE(GuH) < EE(GvH).
Now we give the main result of this paper.
Theorem 3.1. Suppose that (Gu,v(1, 0); x1) ≺ (Gu,v(1, 0); v). For nonnegative integers s, t with s ≥ t + 2, we have
EE(Gu,v(s, t)) < EE(Gu,v(t + 1, s− 1)).
Proof. Let y0 = v. By Lemma 3.2, we have (Gu,v(t+1, t); xt+1) ≺ (Gu,v(t+1, t); yt). Note that Gu,v(s, t) (Gu,v(t+1, s−1),
respectively) can be obtained from Gu,v(t + 1, t) and a path Ps−t by identifying xt+1 (yt , respectively) with an end vertex of
the path Ps−t . Then the result follows from Lemma 3.3 easily. 
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4. Some applications of the edge grafting theorem on the Estrada index of graphs
In this section, we present some applications of Theorem 3.1.
The following two theorems were first proven in [21,6], respectively. Now we present different proofs by using
Theorem 3.1.
Theorem 4.1 ([21]). Let G be a nontrivial connected graph with u ∈ V (G). For nonnegative integers s, t with s ≥ t + 2, we have
EE(Gu,u(s, t)) < EE(Gu,u(t + 1, s− 1)).
Proof. Let H = Gu,u(1, 0). By Theorem 3.1, we need only to show that (H; x1) ≺ (H; u).
Clearly,M1(H; x1) = M1(H; u), andM2(H; x1) < M2(H; u). In the following, let k ≥ 3 be any positive integer. Note that
every walk in Wk(H; x1) starts at the edge x1u and ends at the edge ux1, which implies that Mk(H; x1) = Mk−2(H; u). For
W ∈ Wk−2(H; u), by repeating the first edge of W twice, we may get a unique corresponding walk inWk(H; u), and thus
Mk−2(H; u) ≤ Mk(H; u), i.e.,Mk(H; x1) ≤ Mk(H; u). Now it follows that (H; x1) ≺ (H; u). 
Forw ∈ V (G), let dG(w) be the degree of vertexw in G, and NG(w) be the set of neighbors ofw in G.
Theorem 4.2 ([6]). Let G be a connected graph, where u, v ∈ V (G), dG(v) ≥ 2. Suppose that u and v are adjacent. For
nonnegative integers s, t with s ≥ t + 2, we have EE(Gu,v(s, t)) < EE(Gu,v(t + 1, s− 1)).
Proof. Let H = Gu,v(1, 0). By Theorem 3.1, we need only to show that (H; x1) ≺ (H; v).
Let k be any positive integer. We construct a mapping f from Wk(H; x1) to Wk(H; v). For W ∈ Wk(H; x1), let f (W )
be the walk obtained from W by replacing its first and last vertex x1 by v. Obviously, f (W ) ∈ Wk(H; v) and f is an
injection. This implies that Mk(H; x1) ≤ Mk(H; v). Note that M2(H; x1) < M2(H; v) since dG(v) ≥ 2. Now it follows that
(H; x1) ≺ (H; v). 
For x ∈ V (G), let G− x be the graph obtained from G by deleting the vertex x and its incident edges.
Theorem 4.3. Let G be a connected graph, where |V (G)| ≥ 4, u, v ∈ V (G). Suppose that u ≠ v and NG(u) ⊆ NG(v). For
nonnegative integers s, t with s ≥ t + 2, we have EE(Gu,v(s, t)) < EE(Gu,v(t + 1, s− 1)).
Proof. Let NG(u) = {w1, w2, . . . , wr}.
Case 1. dG(u) = dG(v) = 1.
Let G = G− u− v. Note that Gu,v(s, t) ∼= Gw1,w1(s+ 1, t + 1) and Gu,v(t + 1, s− 1) ∼= Gw1,w1(t + 2, s). Then the result
follows from Theorem 4.1 easily.
In the following, we suppose that dG(v) ≥ 2. Let H = Gu,v(1, 0). By Theorem 3.1, we need only to show that
(H; x1) ≺ (H; v). Clearly,M1(H; x1) = M1(H; v), andM2(H; x1) < M2(H; v). Let k ≥ 3 be any positive integer.
Note that every walk in Wk(H; x1) starts at the edge x1u and ends at the edge ux1, which implies that Mk(H; x1) =
Mk−2(H; u). Thus we need only to show thatMk−2(H; u) ≤ Mk(H; v).
Let E1 = {uw1, uw2, . . . , uwr} and E2 = {w1u, w2u, . . . , wru}. Note that every walk inWk−2(H; u) starts at an edge in
E1 ∪ {ux1} and ends at an edge in E2 ∪ {x1u}. Then we may partitionW ∈ Wk−2(H; u) into four disjoint classes:
(a) the walkW starts at an edge in E1 and ends at an edge in E2;
(b) the walkW starts at an edge in E1 and ends at the edge x1u;
(c) the walkW starts at the edge ux1 and ends at an edge in E2;
(d) the walkW starts at the edge ux1 and ends at the edge x1u.
Let nx be the number of walks inWk−2(H; u) of class (x), where x = a, b, c, d. It is easily seen that
nb = nc = Mk−3(H; x1, u)−Mk−4(H; x1) = Mk−4(H; u)−Mk−6(H; u)
and
nd = Mk−4(H; x1) = Mk−6(H; u).
Then
Mk−2(H; u) = na + nb + nc + nd = na + 2 ·Mk−4(H; u)−Mk−6(H; u).
Note that NG(u) ⊆ NG(v). For W ∈ Wk−2(H; u) of class (a), by replacing its first and last vertex u by v, we may get a
unique corresponding walk inWk−2(H; v), and thusMk−2(H; v) ≥ na.
Case 2. dG(u) = 1 and dG(v) ≥ 2.
First we show that Mk−4(H; u) ≤ Mk−4(H;w1). For W ∈ Wk−4(H; u, [w1]), we may uniquely decompose W into two
sections, say W = W1W2, where W1 is the shortest (u, w1)-walk (consisting of a (u, u)-walk in the single edge ux1 ∼= P2
whose length may be zero and a single edge uw1) ofW , andW2 is the remaining (w1, u)-walk ofW . Thus
Mk−4(H; u, [w1]) =

k1+k2=k−4
k1,k2≥1
Mk1−1(P2; u) ·Mk2(H;w1, u).
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Similarly, we have
Mk−4(H;w1, [u]) =

k1+k2=k−4
k1,k2≥1
Mk1−1(G− u;w1) ·Mk2(H; u, w1).
Obviously, Ms(P2; u) ≤ Ms(G − u;w1) and Ms(H;w1, u) = Ms(H; u, w1) for any nonnegative integer s; see [2]. Thus
Mk−4(H; u, [w1]) ≤ Mk−4(H;w1, [u]).
Note that
Mk−4(H; u) = Mk−4(P2; u)+Mk−4(H; u, [w1])
and
Mk−4(H;w1) = Mk−4(G− u;w1)+Mk−4(H;w1, [u]),
and thusMk−4(H; u) ≤ Mk−4(H;w1).
Since dG(u) = 1, we have na = Mk−4(H;w1), and thusMk−2(H; v) ≥ Mk−4(H;w1) and
Mk−2(H; u) = Mk−4(H;w1)+ 2 ·Mk−4(H; u)−Mk−6(H; u).
It is well-known thatMs(H; x, y) is equal to the (x, y)-entry of [A(H)]s, where s ≥ 1; see [2]. Now we have
Mk(H; v) =

z1,z2,z3∈V (H)
M1(H; v, z1) ·M1(H; z1, z2) ·Mk−4(H; z2, z3) ·M2(H; z3, v)
≥

z1,z3∈V (H)
M1(H; v, z1) ·M1(H; z1, v) ·Mk−4(H; v, z3) ·M2(H; z3, v)
+M1(H; v,w1) ·M1(H;w1, u) ·Mk−4(H; u, u) ·M2(H; u, v)
= M2(H; v, v) ·Mk−2(H; v, v)+Mk−4(H; u, u)
= dG(v) ·Mk−2(H; v)+Mk−4(H; u)
≥ 2 ·Mk−4(H;w1)+Mk−4(H; u)
≥ Mk−4(H;w1)+ 2 ·Mk−4(H; u)
≥ Mk−2(H; u).
Then the result follows from Theorem 3.1 easily.
Case 3. dG(u), dG(v) ≥ 2.
On one hand, we have
Mk(H; v) =

z∈V (H)
M2(H; v, z) ·Mk−2(H; z, v)
≥ M2(H; v, v) ·Mk−2(H; v, v)
= dG(v) ·Mk−2(H; v)
≥ 2 · na,
and on the other hand, note thatM2(H; v, u) = M2(H; u, v) = dG(u) since NG(u) ⊆ NG(v), we have
Mk(H; v) =

z1,z2∈V (H)
M2(H; v, z1) ·Mk−4(H; z1, z2) ·M2(H; z2, v)
≥ M2(H; v, u) ·Mk−4(H; u, u) ·M2(H; u, v)
= dG(u) ·Mk−4(H; u) · dG(u)
≥ 4 ·Mk−4(H; u).
It follows that
Mk(H; v) ≥ 12 [2 · na + 4 ·Mk−4(H; u)]
= na + 2 ·Mk−4(H; u)
≥ Mk−2(H; u).
Then the result follows from Theorem 3.1 easily. 
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