In this paper, we give a necessary and sufficient condition for an even order three dimensional strongly symmetric circulant tensor to be positive semi-definite. In some cases, we show that this condition is also sufficient for this tensor to be sum-of-squares. Numerical tests indicate that this is also true in the other cases.
Introduction
Let A = (a i 1 ···im ) be an even order n dimensional real symmetric tensor, i.e., m = 2k, i 1 , · · · , i m = 1, · · · , n, a i 1 ···im are real and invariant under any index permutation. Then A is corresponding to a homogeneous polynomial f (x) for x ∈ ℜ n , defined by f (x) = n i 1 ,··· ,im=1
Are there other special classes of even order symmetric structured tensors, there are no easily checkable conditions for their positive semi-definiteness, but it is possible that they are PNS-free? A good candidate for such a problem is the class of even order strongly symmetric circulant tensors.
Strongly symmetric tensors were introduced in [25] . An mth order n dimensional tensor A = (a i 1 ···im ) is called a strongly symmetric tensor if a i 1 ···im ≡ a j 1 ···jm as long as {i 1 , · · · , i m } = {j 1 , · · · , j m }. Note that a symmetric matrix is a strongly symmetric tensor. Hence, strongly symmetric tensors are also extensions of symmetric matrices. Some good properties of symmetric matrices may be inherited by strongly symmetric tensors, not symmetric tensors.
Circulant tensors have applications in stochastic process and spectral hypergraph theory [6] . An mth order n dimensional tensor A = (a i 1 ···im ) is called a circulant tensor if a i 1 ···im ≡ a j 1 ···jm as long as j l = i l + 1, mod(n) for l = 1, · · · , m.
Hence, in this paper, we consider even order three dimensional strongly symmetric circulant tensors.
We find that a general three dimensional strongly symmetric circulant tensor has only three independent entries: the diagonal entry d, the off-diagonal entry u, which has two different indices, and the off-diagonal entry c, which has three different indices. Let A = (a i 1 ···im ) be an mth order three dimensional strongly symmetric circulant tensor. Here m can be even or odd. We denote
Since A is strongly symmetric, it has at most seven independent entries for S = {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3} and {1, 2, 3}. Since A is also circulant, we have a {1} = a {2} = a {3} , and a {1,2} = a {2,3} = a {1,3} .
Let d = a {1} = a {2} = a {3} , u = a {1,2} = a {2,3} = a {1,3} and c = a {1,2,3} . Then we see that d is the diagonal entry of A: d = a 1···1 = a 2···2 = a 3···3 , and an mth order three dimensional strongly symmetric circulant tensor has only three independent entries d, u and c. Thus, we may denote a general three dimensional strongly symmetric circulant tensor A = A(m, d, u, c), where m is its order. When the context is clear, we only use A to denote it.
In our discussion, we need the concept of H-eigenvalues of symmetric tensors, which was introduced in [22] and is closely related to positive semi-definiteness of even order symmetric tensors. In the next section, we introduce H-eigenvalues and discuss their relations with positive semi-definiteness of even order symmetric tensors. Now, let m = 2k be even. In Section 3, we show that there are two one-variable functions Thus, it is PNS-free for such u and c. Note that A is PSD or SOS if and only if αA is PSD or SOS, respectively. Thus, we only need to consider three cases that c = 0, c = 1 and c = −1.
In Section 4, we discuss the case that c = 0. In this case, for u > 0, we have In Section 5, we study the case that c = −1. We show that there is a u 0 > 0 such that if u ≤ u 0 , N −1 (u) is linear and the explicit formula of N −1 (u) can be given, and if u > u 0 , N −1 (u) is the smallest H-eigenvalue of a tensor with u as a parameter. Numerical tests show that for u > 0, we still have M −1 (u) = N −1 (u) for m = 6, 8, 10 and 12.
In Section 6, we study the case that c = 1. We show that there is a v 0 < 0 such that if 
H-eigenvalues
H-eigenvalues of symmetric tensors were introduced in [22] . They are closely related to positive semi-definiteness of even order symmetric tensors. Let T = (t i 1 ···im ) be an mth order n dimensional real symmetric tensor and x ∈ ℜ n . Then T x m−1 is a vector in ℜ n , with its ith component defined as
If there is x ∈ ℜ n , x = 0 and λ ∈ ℜ such that for i = 1, · · · , n,
, then λ is called an H-eigenvalue of T and x is called its associated H-eigenvector. When m is even, H-eigenvalues always exist. T is PSD if and only if its smallest H-eigenvalue is nonnegative [22] . From now on, we denote the smallest H-eigenvalue of A(m, d, u, c) as
3 Functions M c (u) and N c (u)
In this section and the next three sections, we assume that n = 3 and m = 2k is even. Let A be an mth order three dimensional strongly symmetric circulant tensor. Then we may write
We now establish two functions M c (u) and N c (u), in the following theorem. Recall that for an mth order n dimensional tensor A = a i 1 ···ım , its ith off-diagonal entry absolute value sum is defined as
If a i···i ≥ r i for i = 1, · · · , n, then A is called diagonally dominated, and all of its Heigenvalues [22] are nonnegative. If furthermore A is even order and symmetric, then A is PSD [22] and SOS [3] . 
Proof Since A is a circulant tensor, then it has the same off-diagonal entry absolute value sum for different rows, i.e., r 1 = r 2 = r 3 . By (1), this row sum is equal to the right hand side of (2). Thus, if d is greater than or equal to this value, A is diagonally dominated and thus PSD and SOS. This shows the existence of N c (u), M c (u) and (2) . As the set of PSD tensors and the set of SOS tensors are convex [17] , M c (u) and N c (u) are convex. Since a necessary condition for an even order circulant tensor to be PSD is that its diagonal entry to be nonnegative [6] , we have N c (u) ≥ 0 for all u and c.
, then mth order three dimensional PNS strongly symmetric circulant tensors do not exist for such u and c. The theorem is proved. ✷ As discussed in the introduction, for the PNS-free problem, we only need to consider three values of c: c = 0, 1 and −1.
If M c (u) = N c (u), u is called a PNS-free point for c.
For the convenience, we present formally three ingredients used in theoretical proofs of PNS-free points. If a point u enjoys these ingredients, it is PNS-free.
Definition 1 Suppose that n = 3 and m = 2k is even. Suppose that there is a number M such that A is SOS if d = M, and a nonzero vectorx ∈ ℜ 3 such that f *
Theorem 2 Let u ∈ ℜ. Then u is PNS-free for c if A has a critical value M, a critical SOS decomposition f * c (x) and a critical minimizerx at u.
Proof Suppose that A has a critical value M, a critical SOS decomposition f * c (x) and a critical minimizerx at u.
Thus, it is PNS-free for such u and c.
Proof Suppose that u, c ≤ 0. Let M be the value of the right hand side of (2), and
has an SOS decomposition as A is an even order diagonally dominated symmetric tensor [3] . We also see that f * c (x) = 0. The result follows.
✷
m has an SOS decomposition. We also see that f * c (x) = 0. The result follows. ✷
and N 0 (u) = uN 0 (1).
Hence, for c = 0, it is PNS-free if and only if M 0 (1) = N 0 (1).
Proof Suppose that u > 0 and d ≥ uM 0 (1). By (1), we have
We see that f 0 (x) is SOS. Hence, M 0 (u) = uM 0 (1). Similarly, we may prove that N 0 (u) = uN 0 (1). By these and Corollary 1, we have the last conclusion. ✷ For m = 6, 8, 10, 12 and 14, we compute M 0 (1) and N 0 (1) by using Matlab (YALMIP, GloptiPloy and SeDuMi) software and Maple [9, 18, 19, 28] , respectively. We find for such m, M 0 (1) = N 0 (1). The results are displayed in Table 1 . Table 1 : The values of M 0 (1) and N 0 (1).
We now discuss the case that u > 0. In this section and the next section, we denote that B = A(m, 3 m−1 − 2 m + 1, 0, −1) and
. Then, B and T are obviously diagonally dominated. Hence, they are PSD and SOS [3] . And all of their H-eigenvalues are nonnegative.
where λ min (·) denotes the smallest H-eigenvalue. Then, ϕ(u) ≤ 0. If ϕ(u) = 0, then we have
If ϕ(u) < 0, then we have
Furthermore, the set C = {u : ϕ(u) = 0} is a nonempty closed convex ray (−∞, u 0 ] for some u 0 ≥ 0.
Proof Letx = (1, 1, 1) ⊤ . Then Bx m = 0 and Tx m = 0. Thus, (B − uT )x m = 0 for any u.
By [22] , we see that
This implies (4).
If ϕ(u) < 0, then, because
We have (5) . By Corollary 1, C is nonempty and u ∈ C as long as u ≤ 0. By Theorem 1, N −1 (u) is a convex function. By this, (4) and (5), C is convex. Since λ min is a continuous function [22] , C is closed. Since u ∈ C as long as u ≤ 0, C is a ray, with the form (−∞, u 0 ] for some
. Then u 0 is well-defined and u 0 ≥ 0. Furthermore, for u ≤ u 0 , we have (4), and for u > u 0 , we have (5).
for u ≤ 0. Since u 0 ≥ 0, the conclusion follows. Then,
Hence, we have ϕ(u) = λ min (B − uT ) < 0 when u >ū 0 . Therefore, u 0 ≤ū 0 . ✷ For m = 6, 8, 10, 12 and 14, we find that B −ū 0 T is PSD. This shows that for such m, ϕ(ū 0 ) = 0, i.e.,
It remains a further research topic to show that B −ū 0 T is PSD for all even m with m ≥ 16. If this is true, then (7) is true for all even m with m ≥ 6. In Tables 2-5 , the values of M −1 (u) and N −1 (u) for m = 6, 8, 10, 12 and u = 0.1, 2, Table 2 : The values of M −1 (u) and N −1 (u) for m = 6. Table 3 : The values of M −1 (u) and N −1 (u) for m = 8. Table 4 : The values of M −1 (u) and N −1 (u) for m = 10.
c = 1
Corollary 2 indicates that M 1 (1) = N 1 (1) = 1. Hence, we only need to consider the case that u = 1. Let B and T be the same as in the last section. We have the following theorem. Table 5 : The values of M −1 (u) and N −1 (u) for m = 12.
Then, ψ(u) ≤ 0. If ψ(u) = 0, then we have
If ψ(u) < 0, then we have
Furthermore, if the set C = {u : ψ(u) = 0} is nonempty, then it is a closed convex ray (−∞, v 0 ] for some v 0 < 0.
Proof The proof of this theorem is similar to the proof of Theorem 3. However, we cannot apply Corollary 1 here. If C is non empty, we may show that C is closed and convex as in the proof of We also have the following proposition.
We see that g 2 (x) is equal to the critical SOS decomposition of A at c = 1 and u = v 0 , and g 1 (x) is equal to the critical SOS decomposition of A at c = 0 and u = −1. Hence both g 1 (x) and g 2 (x) are SOS polynomials. This implies that f * 1 (x) is an SOS polynomial. Let x = (1, 1, 1) ⊤ , we see that f * 1 (x) = 0. Then the conclusion follows from Theorem 2. ✷ Proposition 5 Suppose that C is not empty. Let v 0 = max{û : ψ(û) = 0}. Then, we have
Proof Let x 0 = (1, 1, − Then,
Hence, we have ψ(u) = λ min (−B − uT ) < 0 when u >v 0 . Therefore, v 0 ≤v 0 . ✷ Similar to the discussion of u 0 , for m = 6, 8, 10, 12 and 14, we find that −v 0 T − B is PSD. This shows that for such m, ψ(v 0 ) = 0, i.e.,
This also shows that C is not empty for such m. , −60, −1, 10, 40 are reported, respectively. We find for such m and u, M 1 (u) = N 1 (u). Table 8 : The values of M 1 (u) and N 1 (u) for m = 10.
Final Remarks
In Proposition 1, Theorems 3 and 4, we give a necessary and sufficient condition for an even order three dimensional strongly symmetric circulant tensor to be positive semidefinite. For u, c ≤ 0 and u = c > 0, we show that this condition is also sufficient for this tensor to be sum-of-squares. Numerical tests indicate that this is also true in the other Table 9 : The values of M 1 (u) and N 1 (u) for m = 12.
cases. How can B −ū 0 T and −v 0 T − B be shown to be PSD for all even m ≥ 6? If these are true, then (7) and (11) are true for all even m ≥ 6.
Finally, more efforts are needed to prove that this problem is PNS-free eventually.
