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Abstract
To the best knowledge of the author, this paper is the first attempt to develop the theory of total
positivity for linear dynamical systems over idempotent semirings which will be denoted ITP. More
precisely, in this paper we study the analog of total positivity of order 2 concept for matrices which
entries are in an idempotent semiring denoted by ITP2. The idempotent version of the basic com-
position formula of Polya and Szegö in the particular case of ITP2 matrices is proved in this paper.
From this main result we show that the ITP2 concept plays a central role in order to classify elements
of idempotent semimodules and monotonicity of linear systems over idempotent semirings which
allows their comparisons. This paper has mainly benefited from the guidelines of reliability theory
and statistical tests hypothesis theory. Finally, let us mention that in the context of combinatorial
optimization or recognition problems the total positivity of order 2 property is known as the Monge
property. This remark could lead to further work in different topics of research.
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Iterated functions over idempotent semiring (i.e., semiring with idempotent addition)
play an important role in the study of graph optimization algorithms, and discrete event
dynamical systems such as computer/manufacturing systems (see, e.g., [2,12] and refer-
ences therein). The control of such systems is one of the main field to develop (see, e.g.,
[7]). Thus, it is important to develop tools which increase the knowledge of the dynamics
of linear dynamical systems over idempotent semirings.
Stochastic orderings and comparison methods of stochastic processes has been inten-
sively studied till 1980s (see, e.g., a standard reference [16]). This topic of research not
only leads to powerful approximations methods for too complex realistic models keeping
control on the approximation error made but also provide methodologies to understand the
dynamics of stochastic systems. In particular the monotonicity concept w.r.t. a stochastic
ordering leads to classifications of stochastic processes and allows to exhibit noticeable
properties.
The theory of total positivity has been proved to play an important role in various do-
mains of mathematics (convex analysis, inequalities, integral operators) and mechanics.
The notion of total positivity is also related to complete positivity which is of great impor-
tance in Quantum theory of open systems (see, e.g., [8]). It has been investigated by many
researchers and a standard reference on this topic is, e.g., [10]. The theory of total posi-
tivity is also involved in reliability theory (see [3]) and in statistics (see [13]) to identify
families of probability laws. In particular, the total positivity of order 2 is used to generate
orderings and comparison of stochastic processes (see, e.g., [11,15]).
In this paper we propose an approach based on an idempotent version of (local) total
positivity of order 2 (see Definition 3.1), say (local) ITP2. The structure of ITP2 is stud-
ied in Theorem 3.1 and the results are very similar to the results of Keilson and Kester
[11, Theorem 2.1]. We show that in the case of matrices which entries are in an idempo-
tent commutative semifield the local ITP2 property is equivalent to the ITP2 property (see
Theorem 3.2). We study stability of ITP2 property under matrix multiplication. And in
Theorem 3.3 we prove the idempotent version of the basic composition formula for ITP2
matrices. Inspired by stochastic orderings results (see, e.g., Shaked and Shanthikumar [15])
we define several families of elements of idempotent semimodules and study their prop-
erties: the relations between the different families (see Proposition 4.2) and the closure
properties under convolution (see Theorem 4.2). The last part of the paper is devoted to the
comparison of linear systems over idempotent semirings. We establish the main results on
this subject in Theorems 5.2 and 5.3.
The paper is organized as follows. In Section 2 we present main notations used in this
paper and recall basic results on idempotent analysis. In Section 3 we define ITP2 and study
the noticeable properties of ITP2 matrices. In Section 4 we defined noticeable subsets of
semimodules based on ITP2. In Section 5, based on ITP2 we define binaries relations be-
tween elements of idempotent semimodules and we establish comparison results of linear
systems over idempotent semirings. Then we conclude in Section 6 providing tracks for
further developments.
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In this section we recall basic results on ordered sets, residuation theory which is in-
tensively studied in the modern literature (see, e.g., [1]), semirings and semimodules. See,
e.g., [2,4,5,9,12] for more details on this subject.
2.1. Notations
N denotes the set of positive numbers. N0 = N ∪ {0} denotes the set of non-negative
numbers. I = {0,1, . . . , d − 1} and J = {0,1, . . . ,m − 1} denote sets of indices. By con-
vention I =N0 (respectively J =N0) means d = ∞ (respectively m = ∞).
2.2. Ordered sets and elements of residuation theory
Let (Ω,) be a (partially) ordered set. (Ω,) is a sup-semilattice (respectively inf-
semilattice) iff any set {ω1,ω2} ⊂ Ω has a supremum ∨{ω1,ω2} (respectively has an
infimum
∧{ω1,ω2}). (Ω,) is a lattice iff (Ω,) is a sup- and inf-semilattice. (Ω,) is
complete iff any set A ⊂ Ω has a supremum ∨A. A complete ordered set is also a com-
plete lattice because
∧
A
def= ∨{ω ∈ Ω: ∀a ∈ A, ω a}. A lattice is distributive iff ∧ and
∨ are distributive w.r.t. one another.
A map f : (Ω,) → (Ω ′,) where (Ω,) and (Ω ′,) denote two ordered sets is
(,)-increasing or monotone if it is a compatible morphism with respect to  and .
The map f : (Ω,) → (Ω ′,) is residuated iff there exists a map f  : (Ω ′,) → (Ω,)
such that:
∀ω ∈ Ω, ∀ω′ ∈ Ω ′, f (ω) ω′ ⇔ ω f (ω′).
It means that the following definition is sensible:
f (·) def=
∨{
ω ∈ Ω: f (ω) ·}.
A monotone map f : (Ω,) → (Ω ′,) where (Ω,) and (Ω ′,) are complete sets is
said to be continuous iff ∀A ⊂ Ω , f (∨A) =∨ f (A), ∨ (respectively∨) denotes
supremum w.r.t.  (respectively ); f (A) def= {f (a): a ∈ A}. The next result provides
simple characterization of residuated map over complete ordered sets.
Result 2.1. Let (Ω,) and (Ω ′,) be complete sets. A monotone map f : (Ω,) →
(Ω ′,) is residuated iff f is continuous.
2.3. Basic algebraic structures
For any set S, (S,⊕,⊗, ε, e) is a semiring iff (S,⊕, ε) is a commutative monoid,
(S,⊗, e) is a monoid, ⊗ distributes over ⊕, and ε is the neutral element for ⊕ which
is also absorbing element for ⊗, i.e., ∀a ∈ S, ε ⊗ a = a ⊗ ε = ε, e is the neutral element
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which internal law ⊕ is idempotent, i.e., ∀a ∈ S, a ⊕ a = a. (S,⊕,⊗, ε, e) is a semifield
(respectively idempotent semifield) iff (S,⊕,⊗, ε, e) is a semiring (respectively idempo-
tent semiring) and (S \ {ε},⊗, e) is a group, i.e., (S \ {ε},⊗, e) is a monoid such that all its
elements a has a unique left and right inverse in S denoted by a−1. For every a ∈ S, and
for all n ∈N0
an =


e if n = 0,
a ⊗ · · · ⊗ a︸ ︷︷ ︸
n times
if n 1.
In this paper for any idempotent semiring (S,⊕,⊗, ε, e) we will always implicitly equip
the idempotent commutative monoid (S,⊕, ε) with the natural order relation defined by:
∀a, b ∈ S, a  b def⇔ a ⊕ b = b. (1)
We say that semiring (S,⊕,⊗, ε, e) is complete if it is complete as a naturally ordered set
and if the left and right multiplications, λa,ρa :S → S, λa(x) = a ⊗ x, ρa(x) = x ⊗ a are
continuous, for all a ∈ S. In this case λa and ρa have residuated maps denoted λa(·), and
ρ

a(·). And when (S,⊕,⊗, ε, e) is a complete semifield we have:
∀b ∈ S, λa(b) = a−1 ⊗ b, ρa(b) = b ⊗ a−1, (2)
moreover if ⊗ is commutative then: a−1 ⊗ b = b ⊗ a−1, ∀a, b ∈ S \ {ε}.
Let us mention an important property which states that for any semiring (S,⊕,⊗, ε, e)
equipped with its natural order  defined by (1) the left and right multiplications, λa,ρa
and the translation τa :S → S, τa(x) = x ⊕ a are compatible morphisms with (,) (or
-increasing) for all a ∈ S, i.e.:
∀s, s′ ∈ S, [s  s′ ⇒ ∀a ∈ S, a ⊕ s  a ⊕ s′], (3a)
∀s, s′ ∈ S, [s  s′ ⇒ ∀a ∈ S, a ⊗ s  a ⊗ s′], (3b)
∀s, s′ ∈ S, [s  s′ ⇒ ∀a ∈ S, s ⊗ a  s′ ⊗ a]. (3c)
In the paper we will say that ⊕ is -increasing (respectively ⊗ is -increasing) if (3a)
holds (respectively (3b) and (3c) hold).
Let (S,⊕,⊗, ε, e) denote any semiring. By convention, each element of Sn is a n-di-
mensional column vector. (·)T denotes the transpose operator.
We equip Sn with the laws ⊕ and .: ∀x, y ∈ Sn, (x ⊕ y)i = xi ⊕ yi , ∀s ∈ S, (s.x)i not.=
(s x)i
def= s⊗xi , i = 1, . . . , n. It makes (Sn,⊕, .) a left S-semimodule free finitely generated
with basis bi = (δ{k=i})k=1,...,n; δ{·} = e if assertion {·} is true and ε otherwise. The addition
⊕ and the multiplication ⊗ are naturally extended to matrices with compatible dimension.
Any n × p matrix A is associated with a (⊕,⊗)-linear map A :Sp → Sn. (A)i,j , (A)l,·
and (A)·,· denote the (i, j) entry, the lth row (row-vector) and the kth column of matrix A,
respectively.
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In this section we define the idempotent version of total positivity of order 2, ITP2.
The main result of this section is the idempotent version of the basic composition formula
(see Theorem 3.3) which is established for matrices which entries are in an idempotent
commutative semiring.
Definition 3.1. Let us consider any idempotent semiring (S,⊕,⊗, ε, e). A matrix A with
entries in S is said to be totally positive of order 2, abbreviated by A is ITP2, if
∀l < l′, ∀c < c′, al,c′ ⊗ al′,c  al,c ⊗ al′,c′ .
Matrix A is local ITP2 if
∀i, j, ai,j+1 ⊗ ai+1,j  ai,j ⊗ ai+1,j+1.
Proposition 3.1 (Elementary properties of ITP2 matrices). Let A be an element of SI×J .
(1) If A is (local) ITP2 then any submatrix of A is (local) ITP2.
(2) If A is (local) ITP2 then AT is (local) ITP2.
Proof. The point (1) is obvious by definition of a submatrix.
Let us prove (2). We have to prove that
∀l < l′, ∀c < c′, aTl,c′ ⊗ aTl′,c  aTl,c ⊗ aTl′,c′ .
Or equivalently that:
∀l < l′, ∀c < c′, ac′,l ⊗ ac,l′  ac,l ⊗ ac′,l′ .
This last inequality is true because A is ITP2 and by commutativity. Hence the result is
proved. 
Theorem 3.1. Assume that (S,⊕,⊗, ε, e) is an idempotent commutative semiring. Let A =
[ai,j ] be any ITP2 matrix with entries in S. Let am,n be an element in a non-null row and
non-null column such that am,n = ε. Then, either ar,s = ε for r m and s  n or ar,s = ε
for r m and s  n.
Proof. Because am,n is an element in a non-null row and non-null column there exist
am,k = ε and aq,n = ε. Because A is ITP2 we have either q > m and k < n, or q < m
and k > n. Assume that we have q > m and k < n. Then, for all i < m, the inequality
am,k ⊗ ai,n  ai,k ⊗ am,n = ε holds iff ai,n = ε. For all j > n the inequality aq,n ⊗ am,j 
am,n ⊗ aq,j holds iff am,j = ε. Now, for all i < m and j > n, the inequality aq,n ⊗ ai,j 
ai,n ⊗ aq,j = ε holds iff ai,j = ε. Thus, we proved that ai,j = ε for all i  m and j  n.
When q < m and k > n we similarly proved that ai,j = ε for all i m and j  n. Next we give conditions under which the ITP2 property of a matrix is a local one.
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matrix A = [ai,j ] have no null rows or columns. Then
A is ITP2 ⇔ A is local ITP2.
Proof. (Necessity). Obvious, by definition of a ITP2 matrix.
(Sufficiency). Assume that ∀i, j, ai,j+1 ⊗ai+1,j  ai,j ⊗ai+1,j+1. Let l < l′ and c < c′.
By Theorem 3.1, the term al,c ⊗al′,c′ = ε whenever al′,c ⊗al,c′ = ε. Thus, we may assume
that ai,j = ε for all l  i  l′ and c j  c′. Then, we can write:
al,c ⊗ al′,c′ =
[
l′−1⊗
i=l
c′−1⊗
j=c
(ai,j ⊗ ai+1,j+1) ⊗ (ai+1,j ⊗ ai,j+1)−1
]
⊗ (al′,c ⊗ al,c′).
Noticing that e  (ai,j ⊗ ai+1,j+1) ⊗ (ai+1,j ⊗ ai,j+1)−1 and because ⊗ is -increasing
the sufficiency is now proved. 
Remark 3.1. It is important to note that a matrix which is locally ITP2 needs not be ITP2 as
soon as it possesses null rows or columns. As it is shown in the following simple example:
A =
(1 ε 3
2 ε 1
2 ε 2
)
.
Corollary 3.1. Assume that (S,⊕,⊗, ε, e) is an idempotent commutative semifield. Let A
be an element of (S \ {ε})I×J . Then
(i) A is ITP2 ⇔ ai+1,j ⊗ a−1i,j is non-decreasing in j , for all i ∈ I;
(ii) A is ITP2 ⇔ ai,j+1 ⊗ a−1i,j is non-decreasing in i, for all j ∈ J .
Proof. Immediate from Theorem 3.2. 
We develop the idempotent analog of the Cauchy–Binet relation also called basic com-
position formula proved in [14].
Theorem 3.3 (Basic composition formula). Let us assume that (S,⊕,⊗, ε, e) is a complete
idempotent commutative semiring. Let us consider three sets of indices I , J and K. Let
A ∈ SI×J and B ∈ SJ×K be two ITP2 matrices. Then the I × K matrix C = A ⊗ B is
ITP2.
Proof. Let us prove first that:∀i, j, ci,j+1 ⊗ ci+1,j  ci,j ⊗ ci+1,j+1.
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we just have to prove that:
ci,j ⊗ ci+1,j+1 ⊕ ci,j+1 ⊗ ci+1,j  ci,j ⊗ ci+1,j+1.
By definition of matrix C, we have:
ci,j =
⊕
k
ai,k ⊗ bk,j , ci+1,j =
⊕
k
ai+1,k ⊗ bk,j ,
ci+1,j+1 =
⊕
l
ai+1,l ⊗ bl,j+1, ci,j+1 =
⊕
l
ai,l ⊗ bl,j+1.
Now, we write:
ci,j ⊗ ci+1,j+1 ⊕ ci,j+1 ⊗ ci+1,j
=
⊕
k,l
ai,k ⊗ bk,j ⊗ ai+1,l ⊗ bl,j+1 ⊕
⊕
k,l
ai,l ⊗ bl,j+1 ⊗ ai+1,k ⊗ bk,j
=
⊕
k,l
[ai,k ⊗ ai+1,l ⊕ ai,l ⊗ ai+1,k] ⊗ bk,j ⊗ bl,j+1 (because ⊗ is commutative)
=
⊕
k<l
[ai,k ⊗ ai+1,l ⊕ ai,l ⊗ ai+1,k] ⊗ bk,j ⊗ bl,j+1︸ ︷︷ ︸
α
⊕
⊕
k
ai,k ⊗ ai+1,k ⊗ bk,j ⊗ bk,j+1︸ ︷︷ ︸
β
⊕
⊕
k>l
[ai,k ⊗ ai+1,l ⊕ ai,l ⊗ ai+1,k] ⊗ bk,j ⊗ bl,j+1︸ ︷︷ ︸
γ
.
Because A is ITP2: ∀k < l, ai,lai+1,k ⊗ ai+1,k  ai,k ⊗ ai+1,l , thus:
α =
⊕
k<l
ai,k ⊗ ai+1,l ⊗ bk,j ⊗ bl,j+1.
Because A is ITP2: ∀k > l, ai,k ⊗ ai+1,l  ai,l ⊗ ai+1,k , and because B is ITP2: ∀k > l,
bk,j ⊗ bl,j+1  bl,j ⊗ bk,j+1, thus:
γ =
⊕
k>l
ai,l ⊗ ai+1,k ⊗ bk,j ⊗ bl,j+1

⊕
ai,l ⊗ ai+1,k ⊗ bk,j+1 ⊗ bl,j (because ⊗ is -increasing).
k>l
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α,β, γ 
⊕
k,l
ai,l ⊗ ai+1,k ⊗ bk,j+1bl,j = ci,j ⊗ ci+1,j+1.
Thus, C is locally ITP2. Noticing that the proof is of the same kind by replacing i + 1 by
any i′ > i and j + 1 by any j ′ > j , for all i and j we deduce that C is ITP2. 
4. Identifying families of vectors based on ITP2
Let us assume that (S,⊕,⊗, ε, e) is a complete idempotent semiring.
Let us define the following two matrices:
U = [δ{ij}]i,j∈I , V = UT . (4)
The linear orderings over idempotent semirings have already been investigated (see,
e.g., [17,18]) but non-linear orderings have not yet been studied. Moreover, the convolution
operation appears naturally when a dynamical system is represented by an input–output
system (in the context of idempotent analysis see, e.g., [2]). Thus, it is also important to
study properties which are stable by convolution. So, inspired by [15, pp. 11 and 405], we
define the idempotent versions of increasing likelihood ratio, decreasing likelihood ratio,
increasing failure rate, decreasing failure rate, increasing reverse failure rate, decreasing
reverse failure rate denoted by FI ilr, FIdlr, FI ifr, FIdfr, FI irfr, FIdrfr, respectively. And we
study some noticeable properties of such families of elements of idempotent semimodules.
FI ilr =
{
x ∈ SI | ∀i, x2i+1  xi ⊗ xi+2
}
, (5a)
FIdlr =
{
x ∈ SI | ∀i, xi ⊗ xi+2  x2i+1
}
, (5b)
FI ifr =
{
x ∈ SI | ∀i, (U ⊗ x)i ⊗ (U ⊗ x)i+2  (U ⊗ x)2i+1
}
, (5c)
FIdfr =
{
x ∈ SI | ∀i, (U ⊗ x)2i+1  (U ⊗ x)i ⊗ (U ⊗ x)i+2
}
, (5d)
FIdrfr =
{
x ∈ SI | ∀i, (V ⊗ x)i ⊗ (V ⊗ x)i+2  (V ⊗ x)2i+1
}
, (5e)
FI irfr =
{
x ∈ SI | ∀i, (V ⊗ x)2i+1  (V ⊗ x)i ⊗ (V ⊗ x)i+2
}
. (5f)
Let eI (respectively εI ) be the I-dimensional vector which components are all e (re-
spectively ε).
The above-defined sets are not empty because they always contain at least eI and εI ,
thus:{eI , εI} ⊂FI ilr ∩FIdlr ∩FI ifr ∩FIdfr ∩FIdrfr ∩FI irfr.
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plays a central role in the definition of previous families of vectors.
Proposition 4.1. Let us consider any element x ∈ SI .
x ∈FI ilr ⇔
(
x0 x1 x2 · · ·
x1 x2 x3 · · ·
)
is local ITP2,
x ∈FIdlr ⇔
(
x0 x1 x2 · · ·
ε x0 x1 · · ·
)
is local ITP2,
x ∈FI ifr ⇔
(
(U ⊗ x)0 (U ⊗ x)1 (U ⊗ x)2 · · ·
ε (U ⊗ x)0 (U ⊗ x)1 · · ·
)
is local ITP2,
x ∈FIdfr ⇔
(
(U ⊗ x)0 (U ⊗ x)1 (U ⊗ x)2 · · ·
(U ⊗ x)1 (U ⊗ x)2 (U ⊗ x)3 · · ·
)
is local ITP2,
x ∈FI irfr ⇔
(
(V ⊗ x)0 (V ⊗ x)1 (V ⊗ x)2 · · ·
(V ⊗ x)1 (V ⊗ x)2 (V ⊗ x)3 · · ·
)
is local ITP2,
x ∈FIdrfr ⇔
(
(V ⊗ x)0 (V ⊗ x)1 (V ⊗ x)2 · · ·
ε (V ⊗ x)0 (V ⊗ x)1 · · ·
)
is local ITP2.
For any vector x we define the lower triangular matrix
C[x] =


x0 ε ε · · · · · ·
x1 x0 ε · · · · · ·
x2 x1 x0 ε · · ·
...
...
...
. . . . . .
...
...
...
...
. . .

 . (6)
In the next theorem we show that it is possible to characterize some families of vectors
based on the above defined matrix C[·].
Theorem 4.1. Let x be a an element of SI . Then,
(i) x ∈FIdlr ⇔ C[x] is local ITP2.
(ii) x ∈FI ifr ⇔ C[U ⊗ x] is local ITP2.
(iii) x ∈FIdrfr ⇔ C[V ⊗ x] is local ITP2.
Proof. Let us prove (i). The (only if) part of (i) is a consequence of (1), Proposition 3.1.
Thus, we just have to prove the (if) part of (i). Let us assume that x ∈ FI ifr. And noticing
that: (C[x])l,c = x(l−c), with the convention that x(−k) = ε, if k ∈N∩ I , we have:( ) ( )C[x]
i+1,j ⊗ C[x] i,j+1 = x(j−i−1) ⊗ x(j−i+1),
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C[x])
i,j
⊗ (C[x])
i+1,j+1 = x2(j−i).
Denoting k = j − i, it remains to prove that: (R) x(k−1)⊗x(k+1)  x2(k) for all k ∈ I∪(−I),
where −I = {k | −k ∈ I} is verified.
We have only two cases to examine:
(case 1) k ∈N∩ I: then x(k−1) = xk−1, x(k) = xk , x(k+1) = xk+1 and the inequality (R) is
verified because x ∈FIdlr.
(case 2) −k ∈ N0 ∩ I: then x(k−1) = ε, thus the result is once again the inequality (R) is
verified because ε is absorbing for ⊕ and is also the bottom element of S.
Thus, in all cases (R) is verified and (i) is now proved.
The result (ii) (respectively (iii)) is easily deduce from the proof of (i) by replacing x by
U ⊗ x (respectively V ⊗ x). And the fact that x ∈FI ifr ⇔ U ⊗ x ∈FIdlr and x ∈FIdrfr ⇔
V ⊗ x ∈FIdlr. 
Let us define the set of monotone increasing sequences by:
M+ = {x ∈ SI | ∀i, xi  xi+1},
and the set of monotone decreasing sequences by:
M− = {x ∈ SI | ∀i, xi+1  xi}.
Proposition 4.2. We have the following noticeable relations between sets.
(1) FI ifr ∩M− ⊂FIdlr.
(2) FI ifr ∩M− =FIdlr ∩M−.
(3) FIdfr ∩M− ⊂FI ilr.
(4) FIdfr ∩M− =FI ilr ∩M−.
(5) FIdrfr ∩M+ ⊂FIdlr.
(6) FIdrfr ∩M+ =FIdlr ∩M+.
(7) FI irfr ∩M+ ⊂FI ilr.
(8) FI irfr ∩M+ =FI ilr ∩M+.
(9) If ⊗ is commutative then FI ilr ⊂FIdfr.
(10) If ⊗ is commutative then FI ilr ⊂FI irfr.
Proof. The points (1)–(8) are straightforward consequences of the following logical equiv-
alences:
x ∈M− ⇔ U ⊗ x = x, x ∈M+ ⇔ V ⊗ x = x.Let us prove (9).
L. Truffet / Advances in Applied Mathematics 34 (2005) 427–446 437For all i ∈ I , we have: (U ⊗ x)i = xi ⊕ xi+1 ⊕ (U ⊗ x)i+2, (U ⊗ x)i+1 = xi+1 ⊕
(U ⊗ x)i+2. Thus, we have:
(U ⊗ x)2i+1 = x2i+1 ⊕ xi+1 ⊗ (U ⊗ x)i+2 ⊕ (U ⊗ x)i+2 ⊗ xi+1 ⊕ (U ⊗ x)2i+2
= x2i+1 ⊕ xi+1 ⊗ (U ⊗ x)i+2 ⊕ xi+1 ⊗ (U ⊗ x)i+2 ⊕ (U ⊗ x)2i+2
(because ⊗ is commutative)
= x2i+1 ⊕ xi+1 ⊗ (U ⊗ x)i+2 ⊕ (U ⊗ x)2i+2
(because ⊕ is idempotent).
And
(U ⊗ x)i ⊗ (U ⊗ x)i+2 = xi ⊗ (U ⊗ x)i+2 ⊕ xi+1 ⊗ (U ⊗ x)i+2 ⊕ (U ⊗ x)2i+2
 xi ⊗ xi+2 ⊕ xi+1 ⊗ (U ⊗ x)i+2 ⊕ (U ⊗ x)2i+2.
Thus, if x2i+1  xi ⊗ xi+2 then (U ⊗ x)2i+1  (U ⊗ x)i ⊗ (U ⊗ x)i+2 which ends the proof
of (9).
Let us prove (10). For all i ∈ I , we have: (V ⊗ x)i+1 = xi+1 ⊕ (V ⊗ x)i , (V ⊗ x)i+2 =
xi+1 ⊕ xi+2 ⊕ (V ⊗ x)i . Thus, noticing that ⊕ is idempotent and ⊗ is assumed to be
commutative, we have:
(V ⊗ x)2i+1 = x2i+1 ⊕ xi+1 ⊗ (V ⊗ x)i ⊕ (V ⊗ x)2i ,
and
(V ⊗ x)i ⊗ (V ⊗ x)i+2 = xi+2 ⊗ (V ⊗ x)i ⊕ xi+1 ⊗ (V ⊗ x)i ⊕ (V ⊗ x)2i
 xi+2 ⊗ xi ⊕ xi+1 ⊗ (V ⊗ x)i ⊕ (V ⊗ x)2i .
From this last inequality we deduce that if x2i+1  xi ⊗xi+2 then (V ⊗x)2i+1  (V ⊗x)i ⊗
(V ⊗ x)i+2 which ends the proof of (10). 
In the stochastic literature it is well known that the geometric distribution plays a special
role among all discrete distributions. In particular, geometric law is the unique discrete law
of probabilities which has a constant failure rate, a constant likelihood ratio, a constant
reverse failure rate. In what follows we develop the idempotent version of this result.
So, let us study the following sets FIclr =FI ilr ∩FIdlr, FIcfr =FI ifr ∩FIdfr and FIcrfr =
FI irfr ∩FIdrfr.
Lemma 4.1. Let us assume that (S,⊕,⊗, ε, e) is an idempotent commutative semifield.
The S-valued vector (z0, z1, . . .) which satisfies{
z0 = α,
z2n+1 = zn ⊗ zn+2, ∀n 0,is of the form α ⊗ (e, ρ,ρ2, . . .), for some ρ ∈ S.
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∀n, zn = ε.
And the result is trivially true.
Now, assume z0 = α = ε. Let us define ρ = z−10 ⊗ z1. Then, z1 = ρ ⊗ α. And by defin-
ition of the zn’s we have:
zn = α ⊗ ρn.
Hence in both cases there exists ρ ∈ S such that ∀n, zn = α ⊗ ρn. And the result is
proved. 
From this lemma we characterize the sets Fclr, Fcfr and Fcrfr in the next proposition.
Proposition 4.3. Let us assume that (S,⊕,⊗, ε, e) is an idempotent commutative semifield.
Then, we have:
Fclr =
{
α ⊗ (e,ρ,ρ2, . . . ), α,ρ ∈ S},
Fcfr =
{
β ⊗ (e,µ,µ2, . . . ), β ∈ S, µ e},
Fcrfr =
{
γ ⊗ (e, ν, ν2, . . . ), γ ∈ S, ν  e}.
Proof. For the set Fclr the result is straightforward from Lemma 4.1. Let us note that
x ∈Fcfr ⇔ (U ⊗ x) ∈Fclr. And by Lemma 4.1 (U ⊗ x) ∈Fclr is equivalent to the fact that
there exist β and µ such that:

(U ⊗ x)0 = β,
(U ⊗ x)1 = β ⊗ µ,
. . .
(U ⊗ x)n = β ⊗ µn,
(U ⊗ x)n+1 = β ⊗ µn+1,
. . .
By definition of matrix U we have
(U ⊗ x)n = xn ⊕ (U ⊗ x)n+1  (U ⊗ x)n+1.
Thus, there exists a solution for x0, x1, . . . if and only if µ e whenever β = ε. For all n
we have to solve:
xn ⊕ β ⊗ µn+1 = β ⊗ µn,which has a unique solution xn = β ⊗ µn.
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such that: 

(V ⊗ x)0 = γ,
(V ⊗ x)1 = γ ⊗ ν,
. . .
(V ⊗ x)n = γ ⊗ νn,
(V ⊗ x)n+1 = γ ⊗ νn+1,
. . .
Because (V ⊗ x)0 = x0, thus x0 = γ . Noticing that (V ⊗ x)1 = (V ⊗ x)0 ⊕ x1, we deduce
that x1 verifies:
γ ⊕ x1 = γ ⊗ ν.
This last equation has a unique solution for x1 iff e  ν whenever γ = ε. The solution is
x1 = γ ⊗ ν. By definition of V we have for all n 1: (V ⊗ x)n = (V ⊗ x)n−1 ⊕ xn. And
we obtain that:
∀n, xn = γ ⊗ νn,
as soon as e ν. 
Remark 4.1. Let us mention that as a direct consequence of Proposition 4.3 we have:
Fclr =Fcfr ∪Fcrfr (7a)
and
Fcfr ∩Fcrfr =
{
λ ⊗ (e, e, . . .), λ ∈ S}. (7b)
Let us define the vector x ∗ y as the idempotent version of the discrete convolution of
the two vectors x and y by:
∀i, (x ∗ y)i =
i⊕
k=0
xk ⊗ yi−k. (8)
Using the matrix C[x] defined by (6) we remark that:
x ∗ y = C[x] ⊗ y. (9)
We next examine closure properties of families of vectors under discrete convolution.
Theorem 4.2. Let us assume that (S,⊕,⊗, ε, e) is a complete idempotent commutative
semifield. Let x and y be two sequences of SI .
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(ii) If x, y ∈FIdrfr then x ∗ y ∈FIdrfr.
Proof. By definition of convolution ∗ of two vectors and matrix C[·] we have the following
noticeable relation:
C[x ∗ y] = C[x] ⊗ C[y] = C[C[x] ⊗ y].
Using Proposition 4.1 we have x, y ∈ FIdlr iff the two matrices C[x] and C[y] are local
ITP2. Invoking the result of Theorem 3.2 the matrices C[x] and C[y] are ITP2. Then the
basic composition formula (see Theorem 3.3) ensures that C[x ∗ y] is ITP2 and is lower-
triangular as a ⊗-product of two lower-triangular matrices. Hence, x ∗ y ∈FIdlr.
Let us prove (ii). Assume that x, y ∈FIdrfr. Using result of Theorem 3.2 and (iii), The-
orem 4.1, it is equivalent to C[V ⊗ x] and C[V ⊗ y] are ITP2. And we have to prove that:
C
[
V ⊗ (x ∗ y)]
is ITP2. We remark that:
C
[
V ⊗ (x ∗ y)]= C[C[eI ] ⊗ (x ∗ y)] (V = C[eI ])
= C[eI ] ⊗ C[x ∗ y] = V ⊗ C[x] ⊗ C[y].
Denoting C = [δ{i =0} ⊗ δ{i=j−1}]i,j∈I , we note that ∀x ∈ SI , C[x] =
⊕
k∈I xk ⊗ Ck ,
and V ⊗ C[x] =⊕k∈I xk ⊗ V ⊗ Ck . We remark that eI ∗ eI = eI , thus V ⊗ V = V =⊕
k∈I Ck . And V ⊗ C =
⊕
k∈N∩I Ck = C ⊗ V . From these two remarks we deduce that∀k ∈ I, V ⊗ Ck = V ⊗ Ck ⊗ V . Based on this last result we have:
C
[
V ⊗ (x ∗ y)]= V ⊗ C[x] ⊗ C[y] = V ⊗ C[x] ⊗ V ⊗ C[y]
= (V ⊗ C[x])⊗ (V ⊗ C[y]) (by associativity of ⊗)
= C[V ⊗ x] ⊗ C[V ⊗ y].
Invoking the results of Theorem 3.3 the matrix C[V ⊗ (x ∗ y)] is ITP2 as a ⊗-product of
two ITP2 matrices, thus x ∗ y ∈FIdrfr. 
5. Comparisons based on ITP2
In this section we show that ITP2 can be used to generate comparison between elements
of idempotent semimodules and for iterated functions over idempotent semirings.
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Let (S,⊕,⊗, ε, e) be an idempotent semiring. As in the classical theory, we develop
orderings between elements of SI . Inspired by [15, pp. 13, 25 and 28] we define the idem-
potent version of likelihood ratio order, the hazard rate order, the reverse hazard rate order
and the strong order, respectively denoted by I lr, Ihr, I rh and Ist as follows.
Definition 5.1. Let x and y be two elements of SI .
x I lr y ⇔ ∀i > j, xi ⊗ yj  xj ⊗ yi,
x Ihr y ⇔ ∀i > j, (U ⊗ x)i ⊗ (U ⊗ y)j  (U ⊗ x)j ⊗ (U ⊗ y)i,
x I rh y ⇔ ∀i > j, (V ⊗ x)i ⊗ (V ⊗ y)j  (V ⊗ x)j ⊗ (V ⊗ y)i,
x Ist y ⇔ ∀i, (U ⊗ x)i  (U ⊗ y)i .
Also, the binary relations I lr, Ihr and I rh can be expressed using ITP2
x I lr y if and only if
(
xT
yT
)
is ITP2, (10a)
x Ihr y if and only if
(
(U ⊗ x)T
(U ⊗ y)T
)
is ITP2, (10b)
and
x I rh y if and only if
(
(V ⊗ x)T
(V ⊗ y)T
)
is ITP2. (10c)
The binary relations I lr, Ihr, I rh and Ist are reflexive. The relation Ist is also
transitive. The question that naturally appears is when are I lr, Ihr and I rh transitive?
The answer is the purpose of the next proposition.
Proposition 5.1. Assume that (S,⊗,⊕, ε, e) is a commutative idempotent semifield. Then,
the binary relations I lr, Ihr, I rh are transitive.
Proof. Let us assume that x I lr y and y I lr z. It means that we have ∀i > j :
(a) xi ⊗ yj  xj ⊗ yi ,
(b) yi ⊗ zj  yj ⊗ zi .
Because  is compatible with ⊗, we deduce by right-multiplying inequality (a) by zj that:(c) ∀i > j, xi ⊗ yj ⊗ zj  xj ⊗ yi ⊗ zj ,
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(d) ∀i > j, xj ⊗ yi ⊗ zj  xj ⊗ yj ⊗ zi .
By transitivity of  we deduce from (c) and (d) that:
∀i > j, xi ⊗ yj ⊗ zj  xj ⊗ yj ⊗ zi .
Because yj has a (unique) inverse and ⊗ is commutative and  is compatible with ⊗ the
last inequality implies:
∀i > j, xi ⊗ zj  xj ⊗ zi,
or equivalently x I lr z. Thus, I lr is transitive. A similar proof is used to prove that Ihr
and I rh are transitive. 
Remark 5.1. In the proof of Proposition 5.1 we just have to assume that ⊗ is commutative
and cancellative, i.e.:
∀a, b ∈ S, ∀c ∈ S \ {ε}, a ⊗ c = b ⊗ c ⇒ a = b.
5.2. Comparison of (⊕,⊗)-linear systems
Let (S,⊕,⊗, ε, e) be a complete idempotent semiring. Let ≺ denote any binary relation
element of {I lr,I rh,Ihr,Ist}.
Definition 5.2 (≺-monotonicity). A matrix A ∈ SI×I is ≺-monotone if
∀x, y ∈ SI , [x ≺ y ⇒ A ⊗ x ≺ A ⊗ y].
We develop characterization of ≺-monotone matrices based on the following result in
the next proposition. Let us denote (bl)l∈I the canonical basis of SI , i.e.:
bl = (δ{i=l})i∈I , ∀l ∈ I.
Proposition 5.2. ∀l  l′, bl ≺ bl′ .
Proof. The case l = l′ is obvious because ≺ is reflexive, thus we can assume that l < l′. In
the case where ≺ = I lr, by definition of vectors bl , l ∈ I , we have to prove that
∀i > j, δ{i=l} ⊗ δ{j=l′}  δ{j=l} ⊗ δ{i=l′}.
The left part of the previous inequality is always ε, thus result is proved for I lr.
In the case where ≺ = Ihr, by definition of vectors bl , l  0, we have to prove that
∀i > j, δ{il} ⊗ δ{jl′}  δ{jl} ⊗ δ{il′}.
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(A) δ{il} ⊗ δ{jl′} = e ⇒ δ{jl} ⊗ δ{il′} = e and (B) δ{jl} ⊗ δ{il′} = ε ⇒ δ{il} ⊗
δ{jl′} = ε.
Let us prove (A). δ{il} ⊗ δ{jl′} = e implies that δ{jl′} = e and δ{il} = e. And
δ{il} = e implies that δ{jl} = e and δ{il′} = e, hence (A) is proved. Let us prove (B).
δ{jl} ⊗δ{il′} = ε implies δ{jl} = ε and δ{il′} = ε which implies that δ{jl} = ε implies
that δ{il} = ε and thus δ{il} ⊗ δ{jl′} = ε. Which proves that (B) is true.
In the case where ≺ = I rh we develop a similar proof than the one above noticing that(
V ⊗ bk)
h
= δ{kh}.
In the case where ≺ = Ist the result is obvious. 
From this proposition we deduce the theorem dealing with the characterization of the
≺-monotonicity of a matrix.
Theorem 5.1. Let A = [ai,j ]i,j∈I be a matrix. The matrix A is ≺-monotone iff
∀j, a·,j ≺ a·,j+1.
Recalling that ≺ denotes any binary relation element of {I lr,I rh,Ihr,Ist}.
Proof. If A is ≺-monotone it means that ∀x, y [x ≺ y ⇒ A ⊗ x ≺ A ⊗ y] is true. Take
x = bj and y = bj+1 which verify bj ≺ bj+1 (by Proposition 5.2) thus ∀j, a·,j ≺ a·,j+1.
Conversely, assume that
∀j, a·,j ≺ a·,j+1.
In the case where ≺ = I lr, it implies that matrix A is ITP2. For all x I lr y, we have to
show that A ⊗ x I lr A ⊗ y or equivalently that
(
xT ⊗AT
yT ⊗AT
)
is ITP2. Let us write:
(
xT ⊗ AT
yT ⊗ AT
)
=
(
xT
yT
)
⊗ AT ,
A is ITP2 thus AT is also ITP2 (see (2), Proposition 3.1). Applying result of Theorem 3.3,
with A = ( xT
yT
)
and B = AT , the result is now proved for I lr.
In the case where ≺ = Ihr (respectively ≺ = I rh) we just have to note that the as-
sertion ∀j, a·,j ≺ a·,j+1 implies that matrix A ⊗ U (respectively A ⊗ V ) is ITP2. And we
develop a similar proof than the one above.
In the case where ≺ = Ist, the proof is based on the idempotence of ⊕ and the fact
that ⊕ and ⊗ are -increasing. (See the detailed proof in [18] in the particular case where
matrix A is a Bellman–Maslov matrix, i.e., a matrix such that the supremum of each col-
umn is e). 
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Theorem 5.2 (Internal monotonicity of (⊕,⊗)-linear systems). If the matrix A is ≺-
monotone then the (⊕,⊗)-linear system defined by
x(0) ∈ SI , x(n + 1) = A ⊗ x(n), ∀n ∈N0,
where A ∈ SI×I , verifies:
∀x(0), [x(0) ≺ x(1) ⇒ ∀n, x(n) ≺ x(n + 1)].
Proof. The proof is obvious buy definition of ≺-monotonicity of a matrix. 
Theorem 5.3 (External monotonicity of (⊕,⊗)-linear systems). Assume that the set index
I = {0, . . . , d − 1} is finite. Let us consider two (⊕,⊗)-linear systems defined by
x(0) ∈ SI , x(n + 1) = A ⊗ x(n), ∀n ∈N0,
and
y(0) ∈ SI , y(n + 1) = B ⊗ y(n), ∀n ∈N0.
(i) If the matrix (AT
BT
)
is ITP2 then
∀x(0), y(0) ∈ SI , [x(0)I lr y(0) ⇒ ∀n 1, x(n)I lr y(n)].
(ii) If the matrix ( (A⊗U)T
(B⊗U)T
)
is ITP2 then
∀x(0), y(0) ∈ SI , [x(0)Ihr y(0) ⇒ ∀n 1, x(n)Ihr y(n)].
(iii) If the matrix ( (A⊗V )T
(B⊗V )T
)
is ITP2 then
∀x(0), y(0) ∈ SI , [x(0)I rh y(0) ⇒ ∀n 1, x(n)Ihr y(n)].
(iv) If A ⊗ U  B ⊗ U (coefficient-wise) and A or B is Ist-monotone then
∀x(0), y(0) ∈ SI , [x(0)Ist y(0) ⇒ ∀n 1, x(n)Ist y(n)].
Proof. Let us prove (i). Assume that x(0) I lr y(0) or equivalently that
( x(0)T
y(0)T
)
is ITP2
(see (10a)). We have to prove that (
(A ⊗ x(0))T )
(B ⊗ y(0))T
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We develop
( (A⊗x(0))T
(B⊗y(0))T
)
as follows:
(
(A ⊗ x(0))T
(B ⊗ y(0))T
)
=
(
x(0)T ⊗ AT
y(0)T ⊗ BT
)
=
(
x(0)T εTd
εTd y(0)T
)
⊗
(
AT
BT
)
.
Now we just have to notice that:
(
x(0)T
y(0)T
)
is ITP2 ⇒
(
x(0)T εTd
εTd y(0)T
)
is ITP2.
Where εd denotes the d-dimensional vector which components are ε.
From this last result and result of Theorem 3.3 the implication x(0) I lr y(0) ⇒
x(1)I lr y(1) is proved. The result (i) is then easily deduce by induction.
The proofs of (ii), (iii) are similar to the prove of (i).
Result (iv) has already been proved in [18] for Bellman–Maslov matrices. 
6. Conclusion
In this paper the idempotent version of the total positivity of order 2 (ITP2) has been
defined and studied. As in the classical theory, the main result of the paper is the idempo-
tent version of the basic composition formula. From this result it is shown that ITP2 could
be a useful tool in order to classify sequences of idempotent semimodules, and to obtain
comparison results for linear systems over idempotent semirings. The results we obtained
have benefited from the theories of stochastic orderings and total positivity. These results
are very similar to the results of the classical theories. To the best knowledge of the author
this paper is the first attempt to introduce total positivity concept for the study of idempo-
tent semimodules and the dynamical systems over dioids. We aim to convince the reader
that it opens a way of research activity by mentioning hereafter several tracks for further
developments.
We have defined several subsets of semimodules. It will be interesting to obtain more
informations about these sets and to generate other families of elements of idempotent
semimodules. Moreover the structure of ITP2 matrices has to be more investigated. In
particular some questions dealing with spectral properties of ITP2 matrices may be of
interest for asymptotic analysis of linear systems over idempotent semirings.
In this paper we show that ITP2 can play a role in order to compare linear systems over
idempotent semirings. Noticing that an ITP2 matrix is known as a Monge matrix in the
context of optimization and recognition problems, this paper completes the well-known
properties of Monge matrices (see, e.g., [6]) from a linear operator point of view.
As soon as the multiplication is the addition in R we remark that the set FI ilr (respec-
tively FIdlr) coincides with the set of convex (respectively concave) sequences. And this
paper provides new insight of this noticeable sequences. It could be of interest to investi-
gate such sequences and their role in idempotent analysis.
446 L. Truffet / Advances in Applied Mathematics 34 (2005) 427–446The definition of idempotent version of total positivity of order r has to be investigated.
This definition may be based on a symmetrized theory of idempotent semirings.
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