Abstract: The research in this paper aims at linking the steel crack propagation process to the prediction of released flat fracture energy. In this work, an adaptive fuzzy modelling approach and a neural network model with double loop training process were developed in order to build the model for the prediction of flat fracture energy which is normally released during the compact tension (CT) test of X100 pipeline steel. Using the proposed modelling technique, a rule-based fuzzy prediction model as well as a BackPropagation (BP) neural network model were constructed and optimized automatically from the experimental data. These two models related the load, crack mouth opening displacement (CMOD), and crack length to the released flat fracture energy. The relationship between the fracture propagation and the flat fracture energy was investigated in this paper in detail. The results showed that the elicited model is able to predict the flat fracture energy using the proposed modelling approach, and can hence form an important part of a more comprehensive modelling structure in the future.
INTRODUCTION
High strength steel has proved to be a popular material in recent years, especially with gas companies when constructing long distance gas pipelines, as it provides more benefits in resistant high service pressure while the pipe wall thickness remains unchanged. By using high strength steel in the production of gas pipelines, the costs of fabrication and transportation can be lowered, this in turn increases the financial benefits. However, the calibrated empirical method, which is used to assess the fracture toughness of low toughness material, is no longer able to provide accurate assessment for the modern tough pipeline steels. Using the Charpy upper shelf energy predicted by the old application will lead to a large error in the characterisation of the pipeline fracture's resistance (Buzzichelli and Scopesi, 2000) .
In previous research work (Ayvar et al., 2005) , it was suggested that the fracture energy in the Charpy impact test, which relates to the fracture propagation, can be divided into two parts. One part is related to the flat fracture at the centre of the typical Charpy fracture surface, and the other part is associated with the slant fracture at the edges. The latter part is the most important component of fracture energy, due to the fact that the dominant failure mechanism in gas pipeline usually fast propagates a ductile shear, which can be reasonably attributed to the real failure mode. Therefore, for a comprehensive failure analysis, test specimens with different flat and slant fracture characteristics are required. This paper presents and compares two approaches: a) a neural-fuzzy approach using hierarchical clustering and b) a Back-Propagation (BP) neural network with a double loop training procedure. The two approaches are used to model the relationship between the parameters of the steel crack propagation process and released flat fracture energy in the Compact Tension (CT) experiments of X100 gas line pipe steel.
The Compact Tension test is an effective way to measure material toughness. It has been widely used in previous modelling efforts in order to identify the flat fracture characteristic of the material. The previous report from The Department of Mechanical Engineering, The University of Sheffield (Soberanis, 2007) analyses the CT test results using the 3D Cellular Automata Finite Element (CAFE) approach. This method showed a good performance in simulating the fracture process, it has however a poor capacity of generalising from one material to another. The performances of two data-driven modelling approaches, which are neural networks and fuzzy logic based structures, will be investigated and compared in order to find an efficient and accurate method of material modelling.
INVESTIGATION OF FRACTURE MODELLING
A preliminary investigation (Zhang, 2010) was carried out to identify the optimal approach to modelling the failure of the material using a data-driven modelling approach.
The modelling of material behaviour can generally be categorized into two types: physically based modelling (e.g. Rice-Tracey model (Rice and Tracey, 1969) , Gurson model (Gurson, 1977) , or Rousellier model (Rousselier, 1987) combined with finite element analysis), and data-driven approaches, such as fuzzy modelling, neural networks etc., also known as Computational Intelligence (CI) based models. Through the investigation in material modelling, the physically based models and finite element analyses are wellestablished techniques which proved their success for a wide spectrum of material properties.
However, in most of the physically based models, the material specific parameters need to be determined using extensive experimental work or via expert's knowledge. Therefore, the user needs to find a different set of parameters in order to apply the model on a different material. The cost of establishing the 'right' material properties in the manufacturing of long distance gas pipelines will remain high unless a deeper understanding of the material's strength is achieved and this knowledge is applied during the design phase of the project.
The variability of material properties under certain conditions, which may also be called 'scatter', also becomes an issue with the physically based models. This may be due to the lack of knowledge between the processing conditions and the material strength.
It was previously highlighted (Zhang, 2010) that data-driven approaches may have certain advantages in modelling multiscale process. These computationally powerful tools can be used to model the relationships among the fracture characteristics, microstructure data, and process conditions. The data-driven approach may also be combined with physically based models as a part of a hybrid model. For example, the parameters in physically based model can be estimated using suitably trained Artificial Neural Networks (ANN).
However, the training data in a data-driven modelling approach must be selected carefully, which means that the data must spread over the problem space in order to assist the complex function fitting process. The method of 'experimental design' (Brownlee, 1984) can prove to be very helpful in providing a sufficient quantity and quality of data, so that the model's reliability can be improved.
In this research, we propose to tackle the problem of modelling fracture toughness via a hybrid approach by combining a fuzzy system for transparency and neural networks for better accuracy using real experimental data which were gathered over a period of more than 5 years.
FUZZY MODELLING USING HIERACHICAL CLUSTERING AND GRADIENT DECENT
Fuzzy modelling is a systems approach which describes the process under investigation using fuzzy quantities, such as fuzzy sets, fuzzy rules, and linguistic labels. This approach is frequently used in the modelling of material properties and process design (Chen et al., 2004) . The main advantage of the fuzzy modelling technique is its ability of representing nonlinear complex systems using simple modelling structures, which in materials research can be related to good prediction performance and good generalisation properties. The linguistics 'if-then' rules are easy to understand by nonexperts, which improve the model's transparency. For example, one fuzzy rule, which describes the end stage of fracture, may read as follows:
A However, expert knowledge is required to build a fuzzy model, an efficient way of automatic rule generation or training can be achieved using various data-driven algorithms. Several improved adaptive fuzzy modelling approaches have so far been developed to generate the fuzzy rules automatically using fuzzy neural network training, also known as neural-fuzzy modelling.
One effective method will be described next, whereby hierarchical clustering is used to determine the number of fuzzy rules and generate an initial fuzzy rule-base from the data. A gradient decent algorithm is then applied to optimize the parameters of the fuzzy rule-base.
Hierachical clustering
Data clustering is considered to be an effective method of generating the initial fuzzy rule-base. The clustering methods can traditionally be divided into two categories: hierarchical clustering and partitional clustering. Partitional clustering methods are either trying to associate data in predefined clusters or finding areas with higher data density. The advantage of this method is its fast clustering speed. However, most partitional clustering algorithms come with a degree of inaccuracy, e. g. they cannot lead to the same clustering result across various runs. Hierarchical clustering tries to build a tree structure which divides all the data by levels of similarity and builds parent-child relationships between different levels, this method yet suffers from high computational costs due to the high structure complexity (Jain et al., 1999) .
Various clustering methods have been developed in the past. An improved hierarchical clustering algorithm (Zhang, 2008 and was developed to avoid the inaccuracy of partitional clustering and the high computational complexity of traditional hierarchical clustering method. The methodology of this approach can be summarised as follows:
1. A desired number of clusters and threshold are chosen, the threshold is a measurement of whether the data set is too large for computation, it should be set as ≥ .
2. If ≤ , begin the normal agglomerative complete-link clustering algorithm (Jain et al., 1999) to classify the data into clusters, then end the clustering stage; if > , go to next step.
3. Separate the data equally and randomly into groups, where = Ceil ⁄ , Ceil is a function that returns the smallest integral value that is not less than .
4. Classify the data in every group into sub-clusters using the normal agglomerative complete-link clustering algorithm, where = Floor ⁄ , Floor is a function that returns the smallest integral value that is not more than .
5. Select the representative data from every sub-cluster, the representative data is the data point which is closest to the centre of every sub-cluster.
6. Construct a representative data set which includes all the × < data points.
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7. Cluster the representative data set into clusters using the normal agglomerative complete-link clustering algorithm.
8. Replace every the representative data point with the original data set in its corresponding sub-cluster.
From the clustering process, the information about clusters is provided, which can then be used to construct an initial fuzzy model.
Rule base generation
Assume a D + 1 -dimensional modelling problem, where D is the number of inputs, and the problem has one output.
Based on the information given by clustering, the rule base is composed and constructed by fuzzy rules, let C represent the th cluster, is the number of data points in C , the fuzzy rule corresponding to C can be presented as the following form:
⋯ where = 1,2, ⋯ , ; = , , ⋯ , are the input linguistic variables; , = 1,2, ⋯ , is the antecedent fuzzy sets; is the output linguistic variables; and is the consequent fuzzy set.
The Gaussian Function is selected as the membership function in this method, for every fuzzy set , the centre of membership function being the centre of the corresponding dimension, and the width of membership function can be calculated from solving (1), min = min exp − = ℎ (1) where = 1,2, ⋯ , . By setting a suitable threshold ℎ = 0.5, the generality of the membership function can be guaranteed.
Gradient decent rule base optimization
An initial fuzzy model can be constructed once the rule-base generation terminates. A parameter learning or optimising process should then be applied in order to fine-tune the prediction model. There are several methods which can be used for training fuzzy models. In this procedure, a gradientdescent optimization algorithm is adopted for tuning the membership function parameters, which are and , where the Root Mean Square Error (RMSE) is calculated as the performance index. The parameter learning progress in th iteration can be derived as in (2) and (3).
where and are the learning rate, and is defined as in (4).
= exp − (4)
After the parameter training process is completed, the final fuzzy model is obtained. The final model should be validated by certain performance references, such as accuracy (RMSE), complexity (computation time), generality, and interpretability. Further modifications of the model structure and parameters is required if the model performance is not good enough. Once the model achieves the expected or predefined performance criteria, the final model is ready to be used in practice.
FUZZY MODELLING ON COMPACT TENSION ENERGY
The above modelling approach has been applied to construct models which relate the steel crack propagation process to a prediction of released flat fracture energy. The main chemical composition of X100 pipeline steel used in the experiments is shown in Table 1 . (Soberanis, 2007) . Six compact tension specimens were tested at room temperature, and the specimens were extracted with the initial crack along the longitudinal direction from the pipeline. This is the direction of a fast running shear fracture in real structures in the cases of burst pipelines. The test pieces were machined according to the specification of ASTM E-1820 (ASTM, 2001).All test samples were side grooved on each side up to 20% of the specimen original thickness to reduce shear lip formation and ensure a straight crack front. The specimen thickness was 15mm and the relation of initial crack length to specimen width was 0.5. The tests were carried out under displacement control at a low displacement rate of 0.01mm/s.
The data sets from tests include load, CMOD, crack length and the measurements of released flat fracture energy, a total of 432 data which come from six test data sets were used to develop the prediction model. In this work, 70% of the data are used for training the model, and 30% are used for model validation.
Data distributions are shown in Fig. 1 , which describe the relationships of the load versus the released energy, the CMOD versus the released energy, and finally the crack length versus the released energy.
A statistical correlation coefficient analysis was carried out to identify the magnitude of the effect of different inputs to the output. The correlation coefficients among all variables are also summarised in (15%). The training subset is used for updating the network weights and biases and computing the gradient; the validation subset is used for preventing the network from over-fitting. When the error on the validation data set begins to rise, the training process should be terminated.
Due to the variability of neural network training, several trials were performed in order to find an optimal model. The RMSEs of 5 runs using neural network model are summarised in Table 3 . It can be seen that there is a variation of RMSE values from 6.9796 to 5.0736 in only five trials. The prediction results of the 2nd run, shown in Fig. 8 , yield a good performance, which is similar to the result obtained via the fuzzy modelling approach. In order to compare the performance of the two modelling methods, we calculated the RMSE of fuzzy model using the same validation data set. However, no significant improvement was observed, since the NN modelling RMSE of 5.0736 is even larger than the RMSE of the fuzzy modelling results which is 4.1747. For the performance comparison in the high energy region, the RMSEs in that specific region were calculated. The RMSE is 7.5278 for the fuzzy model and 10.3836 for the neural network model, which means that the NN shows no improvements in the high energy region.
COMPARISON AND CONCLUSIONS
The fuzzy model constructed in this paper showed that it has the ability to predict the released flat fracture energy for the given material accuracy, and also can infer useful information relating the crack propagation process to the energy characteristic. The information derived from the model can then be used in the adjustment of any model based on Cellular Automata (CA) and Finite Element (FE) or a combination of both (CAFÉ). The neural network model gives similar results in comparison to the fuzzy model, but its average RMSE across five trials is larger than that of the fuzzy modelling, which means that the prediction accuracy of the BP NN network is inferior by comparison for this specific modelling problem.
The two proposed modelling methods proved to be efficient and accurate in assessing the flat fracture energy and it is possible to use this approach to model new test data under different process conditions, such as different temperatures, compositions or microstructures. Future work will focus on further investigations of different types of fracture tests and modelling techniques which may prove beneficial in building a comprehensive fracture model of X100 pipeline steel. However, the large errors (scatter) in the high energy region still exist in the predicted results of both models, therefore developing an efficient method in order to avoid this situation becomes a key issue for the future.
The Gaussian mixture modelling method (McLachlan and Peel, 2000) is considered to be a mature clustering and density estimation method. By applying it to the modelling process, one can monitor the error distributions of the predicted result. From the observed error distributions, a compensation procedure can be combined into the model validation stage. A hybrid predicting model with error compensation can therefore be constructed.
