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By employing state-of-the-art Density Functional Theory (DFT) simulations, and in 
tight collaboration with experimental research, the present doctoral thesis examines the 
properties of three types of metal-based functional interface. After two chapters containing 
a general introduction and a presentation of the theoretical methods, Chapter 3 discusses 
the geometry of adsorption of methyl acetoacetate (MAA) on Ni{111} and Ni{100} 
surfaces. A combination of X-ray photoemission spectroscopy (XPS), near-edge X-ray 
absorption fine structure (NEXAFS) and DFT simulations identified deprotonated enol 
species with bidentate coordination as the most stable adsorption complex of MAA on 
both Ni surfaces. In Chapter 4 the electronic structure of an unstrained metal-metal 
interface, Pd/Re(0001), is examined. The XPS spectrum of this interface is explained on 
the basis of the charge transfer occurring from the Re support to the s-p levels of Pd 
adlayers. A general analogy between the effects of charge transfer and strain is established 
for bimetallic interfaces. In Chapter 5, the electronic and vibrational properties of isolated 
and Ni{111}-supported hexagonal boron nitride (h-BN) monolayers are examined. It is 
shown that an isolated h-BN monolayer exhibits an intrinsic upshift in the Raman peak 
position with respect to its bulk value, which is caused by non-local (inter-plane) 
correlation effects. The intrinsic Raman signature in h-BN monolayers can be affected by 
thermal expansion (which partially “erases” it) and by a “direct” effect from the metal 
support (which increases the absolute Raman frequency of the supported h-BN 
monolayers). Our work demonstrates the excellent synergy between the theoretical and 
experimental investigation of metal-based interfaces.
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1.1 GENERAL SCOPE: INTERFACES 
Some of the most significant physical and chemical processes in nature occur on 
surfaces and interfaces. They are highly critical in dictating the properties of many 
engineered materials such as gas sensors, surface protectors, nanostructured materials and 
catalysts. The underlying principles of solids surfaces and interfaces are the main subject 
of the broad field of Surface Science, whose aim is the study of physical and chemical 
phenomena that happen at either the interface of two phases (solid-liquid interfaces, solid–
gas interfaces, solid-vacuum interfaces) or same phase (solid-solid interface). It is not 
surprising that Surface Science involves concepts related to heterogeneous catalysis, as 
important adsorption and reaction mechanisms of molecules occur on catalytically active 
surfaces. Therefore, a vast amount of work has been devoted to the understanding of the 
electronic and geometrical structure of catalyst surfaces.1 
In solid materials, an interface is a two-dimensional defect consisting of planes of 
atomic sites where the solid meets another environment. A solid surface can be seen as a 
simple type of interface, in which the solid is in contact with the surrounding world. For 
instance, a thin film solid deposited on a substrate is bounded by a solid-solid interface 
and by the film-vacuum interface, and the properties of such a thin film are basically 
determined by the properties of its two interfaces.2 Chemical, electronic, mechanical and 
other properties are determined by the tendency of atoms on either side of the interface 
plane to rearrange themselves to restore their bonding environment.3 Therefore, a central 
topic in surface science concerns the interrelation between the interfacial properties and 
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the underlying structure. Such knowledge has led to significant technological advances in 
the last decades.4  
Solid-based interfaces can be classified into homogeneous (grain boundaries), and 
heterogeneous (those between two different solids, or between a solid and a different 
phase).1 Metal-based heterogeneous interfaces are the subject of this thesis, and a brief 
discussion regarding a few general cases of this type of interface is given below. 
1.1.1 Metal surfaces–molecules (in gas or liquid phase) 
The self-assembly of organic molecules on metal surfaces is controlled mainly by the 
interplay between the molecule-molecule and molecule-surface interactions.5 The latter, 
in particular, is a highly-active topic of research in the field of heterogeneous catalysis. In 
general, the heterogeneous catalytic reactions happen in five well-defined steps: i) diffusion 
of reactants from the gas/liquid phase to the surface of the catalyst; ii) adsorption of the 
reactants molecules onto the catalytic surface; iii) the catalytic reaction takes place; iv) 
desorption of products from the surface of the catalyst; v) diffusion of products into the 
gas/liquid phase.6 
The adsorption of molecules at surfaces is a phenomenon of crucial importance in 
heterogeneous catalysis. The surfaces of a metal (and any solid in general) tend to adsorb 
molecules and/or atoms because the surface atoms have less neighbors compared to those 
in the bulk, so usually the addition of interactions is favorable. The strength of the metal-
molecule interaction defines two types of adsorption. In chemisorption, the strength of the 
interaction between adsorbates and the solid is large enough to be considered as a chemical 
bond and typically involves adsorption energies above 20 kJ mol-1 (in absolute value). In 
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the second type, physisorption, the main contribution comes from van der Waals (vdW) 
interactions and typically involves much lower adsorption energies.6,7 
A vast amount of work has been devoted to the understanding at molecular-scale of 
chemical reactions catalyzed by a metal surface.1 One particular area of wide interest, 
where active research efforts are taking place, is that of enantioselective reactions 
catalyzed by base metals. Most of the current knowledge in this topic refers to the 
asymmetric hydrogenation of C=O bonds in ketoesters over modified surfaces of Ni,8 and 
the asymmetric hydrogenation of C=C on Pd.9 In these systems, chiral modifiers are used 
to alter the otherwise achiral heterogeneous catalytic process.10 Undoubtedly, determining 
the adsorption geometry of the reactants at molecular level is a key step to understand and 
optimize the enantioselective behavior of metal-based catalysts.  
1.1.2 Metal–metal interfaces 
The properties of metal-metal interfaces, including morphology, film growth, friction, 
and bimetallic adhesion, are of interest in many metallurgical applications.11 In the field 
of heterogeneous catalysis, research on noble metal-based nanocatalysts has provided 
important basis for the modeling of structure-dependent catalysis,12 which in turn has 
delivered new composites that are essential in modern catalytic processes. In such 
composites, structural and geometrical modifications with respect to bulk environments 
play a key role. The most common pathway to achieve improved catalytic performances 
is by mixing metals to form alloys or composites. Typical cases include core-shell 
nanoparticles (in which a reactive outer skin is supported on a core metal) and ultrathin 
films (atomically thin layers of a metal supported on another metal), the latter being the 
simplest way to create new materials with properties different to that of the metal bulk.13,14 
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The peculiar properties of ultrathin bimetallic films and their important applications are 
still a rich landscape of research.15 
The electronic properties of bimetallic interfaces, as well as of metal surfaces in general, 
are often described in the context of the so-called d-band model,16 which we will use in 
Chapter 4 in the investigation of Pd/Re interfaces. The relative position of d-band center 
with respect to the Fermi level is an important theoretical parameter in this model to 
characterize the reactivity of metal surfaces. The d-band model establishes that the binding 
energy between an atom or molecule (adsorbate) and a transition-metal or noble-metal 
surface is largely dependent on the electronic structure of the surface itself. According to 
this model, the adsorbate-metal interaction energy has two primary contributions. The first 
of these is the interaction between the filled s states of the adsorbate with the empty metal 
s band which, according to Molecular Orbital Theory, results in the creation of a deep-
lying (𝜎) bonding state and an empty (π*) antibonding state. The second contribution 
comes from the interaction of these states with the metal d states.  
 
Figure 1.1 Schematic representation of the d-band model proposed by Hammer, Nørskov, and 
collaborators.16 
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As illustrated in Figure 1.1, the hybridization of the metal d-band with the bonding (𝜎) 
orbital of the adsorbate results in the formation of bonding and antibonding (d-σ) states. 
In a similar fashion, the metal d-band interacts with the antibonding (π*) orbital of the 
adsorbate to form also bonding and antibonding (d-π*) states. The bonding (d-σ) state is 
full, while the extent of filling of the remaining ones depends on the surface electronic 
structure of the metal, i.e. the relative position of the d-band center. If we assume a 
constant degree of filling of the d band, it is apparent that a higher d-band center (with 
respect to the Fermi level) corresponds to a decrease in filling of both antibonding states, 
and an increase in the filling of the bonding (d-π*) state. Consequently, the metal-
adsorbate system is less destabilized, resulting in a stronger interaction energy between the 
metal and the adsorbate. Conversely, a lower d-band center corresponds to a weaker metal-
adsorbate interaction. In summary, a higher d-band center (smaller 𝐸% − 𝐸'	) results in 
stronger bonding whereas a lower d-band center (larger 𝐸% − 𝐸') means weaker bonding 
in the context of chemisorption of molecules to a metal surface.17,18 
An important feature of the (d-σ) and (d-π*) states has to do with the direction of the 
charge transfer between the adsorbate and the surface metal. The (d-σ) states results in a 
net charge transfer from the adsorbate to the metal and the (d-π*) states in a net charge 
transfer in the opposite direction. This is the case of carbon monoxide adsorbed on 
transition metals.19 
Some other and equally important features that have to be studied in order to 
understand the electronic properties of bimetallic interfaces are: i) the nature of the hetero-
nuclear metal-metal bond and the occurrence of charge transfer at the interface; ii) the 
effect of these bonds on the physical and chemicals properties of metals; and iii) the effect 
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of the reduced coordination numbers and the altered atomic structure (reconstruction and 
relaxations) on the surface and interface regions.3,20  
Surprisingly, the occurrence of charge transfer is not often considered on bimetallic 
systems, despite of the fact that charge transfer should always be expected at the interface 
of metals with different workfunctions: if one aligns the electronic structure of two metals 
by the vacuum level, electrons have to flow from the metal with the lower workfunction 
to the one with the higher workfunction. The flow stops when a created interface dipole 
prevents further charge transfer, recovering the electronic equilibrium.3 The d-band model 
discussed above is probably the main reason why charge transfer has been overlooked in 
the literature. After all, such a model assumes a constant filling of (and therefore no charge 
transfer to or from) the adlayer d-band. However, the charge transfer should be considered 
in bimetallic system, especially on those where the level of strain is negligible.  
1.1.3 Metal–2D materials interfaces  
The so-called 2D materials are crystalline structures consisting of a single layer of 
atoms. Such systems feature exceptional strength and electron mobility, providing a wide 
range of applications. The in-plane bonding in these materials can be covalent (as in 
graphene) or ionic (as in hexagonal boron nitride, h-BN). The vdW forces play a key role 
in the inter-layer interactions when 2D materials are stacked to form more bulk-like 
materials (from the same crystalline structure) or 2D heterostructures (from different 
crystalline structures).  
Of course, a 2D material has to be supported in order to be used in practical situations. 
This condition can lead to an alteration of the peculiar properties of the material, not only 
in its geometry but also in its electronic structure. The first of these is best represented by 
Chapter 1 – Introduction 18 
the so-called Moiré patterns. When a metal surface (or another substrate) adsorbs an 
adlayer with a sufficiently different lattice constant and no reconstruction of the adlayer 
occurs, the mismatch results in the formation of structures with large unit. In addition to 
mismatch, the relative rotation between the adlayer and the substrate can trigger such 
superstructures. Either of these (or both) cause the formation of commensurate phases, 
areas where both structure lattices coincide and therefore strain is accumulated, favoring 
the vdW interactions. Conversely, incommensurate phases are unstrained 
(unsynchronized) areas where the elastic energy dominates.21,22 The distribution of these 
phases over the interface is periodic, resulting in the formation of a Moiré pattern on the 
surface, i.e. a two-dimensional array of so-called moirons.21 The balance between elastic 
energy and vdW energy determines the size of the lattice vectors of the superstructures: in 
large Moiré patterns, the vdW energies dominates whereas in small ones, the elastic 
energy. Figure 1.2 illustrates a case where a long-range Moiré lattice is formed when 
graphene is adsorbed on Ru(0001), as reported in Ref. 23. 
 
Figure 1.2 Two-dimensional array of moirons between 25×25 unit cell of graphene and 23×23 unit 
cell of Ru(0001) surface. The arrows indicate the Moiré lattice vectors. Grey and yellow spheres 
correspond to C and Ru atoms, respectively. 
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Two-dimensional materials can exhibit a different electronic structure to their bulks 
when supported on metals. A monolayer of h-BN adsorbed on Ni(111) surface, for 
example, exhibits metallic behavior;24 on the other hand, BN bulk poses a large bandgap 
of >5 eV.25–27 Other transition metal substrates, including Rh(111) and Pt(111) surfaces, 
have been also reported to modify electronic properties of supported h-BN in a similar 
way.28,29 It is not strange therefore that free-standing monolayers of h-BN, initially thought 
to be inert, can be engineered for catalytic oxidation processes30 and spintronic 
applications.31 
The metallic substrate could have, in principle, a non-negligible effect in the Raman 
spectrum, which is often used to “hunt” 2D structures.25 So simulations that take into 
account vdW interactions should be used to resolve the induced-substrate effects in 
experimental measurements of adsorbed adlayers on metals or other substrates.32 
1.2 THESIS OBJECTIVES 
The overall aim of this thesis is to make a theoretical contribution to the understanding 
of the interaction of metal surfaces with other metals, molecules and 2D materials. Specific 
objectives of this theoretical work are as follows:  
• To interpret and rationalize experimental data from X-ray photoelectron 
spectroscopy (XPS) and near-edge X-ray absorption fine structure (NEXAFS), 
to gain insight into the geometry of adsorption of methyl acetoacetate on 
Ni{111} and Ni{100} surfaces. 
• To understand the geometry and electronic structure of the Pd/Re(0001) 
heteroepitaxial system, where interfacial strain is negligible and therefore direct 
support−adlayer interactions can be isolated, and contribute to the interpretation 
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of XPS and low-energy electron diffraction (LEED)-IV measurements on this 
system. 
• To determine the effect of the Ni{111} support on the Raman signature of 
monolayers of hexagonal boron nitride system, which exhibit an intrinsic upshift 
in the frequency of the E2g vibrational mode with respect to the bulk value. 
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2 Methodology 
2.1 THE SCHRÖDINGER EQUATION 
The fundamental goal in computational materials science is to describe the properties 
of a well-defined collection of atoms (i.e. nuclei plus electrons); for example, an isolated 
molecule or the atoms defining a crystal. One of the fundamental features to know about 
these atoms is the energy, and more importantly, how this energy changes as the atoms 
move around. The mathematical or graphical relationship between the energy of a 
collection of atoms and its spatial arrangement is called the potential energy surface 
(PES),1 which is a central concept in computational material science that can be used to 
theoretically explore, for example, the lowest-energy spatial arrangement of a crystal.  
Quantum Mechanics says that the wavefunction, ψ, contains all the nuclear and 
electronic information about a given system, and thus the basic equation to be solved is 
the time-independent Schrödinger equation:2  
𝐻ψ = 𝐸ψ  (2.1) 
In this equation, 𝐻 is the Hamiltonian operator and 𝐸 is the energy (or eigenstates) of 
the system. The Hamiltonian operator includes the kinetic energy (𝑇) of electrons and 
nuclei and the potential energy of interaction (𝑉) between the two types of particles: 
𝐻 = 𝑇0 + 𝑇2 + 𝑉00 + 𝑉02 + 𝑉22 (2.2) 
The dynamics of interacting electrons and nuclei is very complex and consequently a 
practical implementation of Equation 2.2 is not easy. The Born–Oppenheimmer 
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approximation3 facilitates such a task by allowing the decoupling of the nuclei and 
electronic motion rationalized by their great difference in mass. One consequence of this 
is that the Schrödinger equation can be solved by considering only the electronic part of 
the Hamiltonian:  
𝐻 = 𝑇2 + 𝑉02 + 𝑉22 (2.3) 
with the nuclear coordinates (𝐑4) as parameters. In atomic units: 
𝐻 = − 12∇898 − 𝑍4𝐑4 − 𝐫884 + 1𝐫8 − 𝐫<<=88  (2.4) 
The nucleus-nucleus interaction can be evaluated classically because nuclei are 
sufficiently heavy particles that display only small quantum effects. The electronic energy 
is obtained from the eigenvalues of the Hamiltonian above (the electronic groundstate being 
the lowest-energy solution for each configuration), and added to the nuclear energy to get 
the total internal energy. Once the internal energy is determined for a large number of 
nuclear geometries, the PES is known. We can then find the lowest-energy configuration, 
or ionic groundstate, for a given system. 
Despite this simplification, the task is still complex because the electron wavefunction 
is a function of each of the spatial coordinates of each of the N electrons. Furthermore, the 
number of electrons in a particular system is considerably larger than the number of nuclei, 
simply because each atom has one nucleus and many electrons. For instance, the full 
wavefunction of a simple molecule like CO2 is a 66-dimensional function (3 dimensions 
for each of the 22 electrons) even before considering spin. These two facts make the 
Schrödinger equation extremely challenging to solve. The situation looks even worse if 
one considers the third right-hand term in Equation 2.4. The form of this contribution 
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means that the individual electron wavefunction cannot be found without simultaneously 
considering the individual electron wavefunctions associated with the rest of the electrons: 
the Schrödinger equation is a many-body problem. 
It is worth understanding that the wavefunction of a particular set of electrons cannot 
be directly observed. The quantity of physical interest that in principle can be measured is 
the probability of locating those electrons at a particular set of coordinates. A closely 
related quantity is the density of electrons at a particular position in space, 𝜌(𝐫), which for 
a close-shell system, assuming independent electrons, is: 
𝜌 𝐫 = 2 𝜓8∗ 𝐫 𝜓88 (𝐫) (2.5) 
Here, the summation goes over all the individual electron wavefunctions that are 
occupied by electrons, so the term inside the summation is the probability density for an 
electron in individual wavefunction 𝜓8(𝐫) to be located around position 𝐫. The electron 
density contains a great amount of information and is actually physically observable, and 
is the foundation of a whole theory in Computational Materials Science. 
2.2 DENSITY FUNCTIONAL THEORY 
The entire field of Density Functional Theory (DFT) rests on two fundamental 
mathematical theorems proved by Hohenberg and Kohn.4 The first theorem is: The 
groundstate energy from Schrödinger’s equation is a unique functional of the electron density: 
𝐸 = 𝐸[𝜌 𝐫 ] (2.6) 
From this theorem it is deduced that the groundstate electron density uniquely 
determines all properties, including the energy and wavefunction, of the groundstate. This 
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result is important because it means that the Schrödinger equation can be solved by finding 
a function of three spatial variables, the electron density, rather than a function of 3N 
variables, the wavefunction. 
The second Hohenberg–Kohn theorem defines an important property of the functional: 
The electron density 𝜌C 𝐫 	that minimizes the energy of the overall functional is the true electron 
density corresponding to the full solution of the Schrödinger equation. Any density different from 
the true density will lead to a higher energy: 
𝐸 𝜌 𝐫 ≥ 𝐸[𝜌C 𝐫 ] (2.7) 
This theorem suggest that it is possible to vary the electron density until the energy from 
the functional is minimized, giving a prescription for finding the relevant electron density.  
A practical implementation of the Hohenberg–Kohn theorems is provided by the 
Kohn–Sham formalism,5 which introduces orbitals in an effort to account for the poor 
representation of the kinetic energy of interacting electrons in orbital-free or pure DFT.1 The 
Kohn–Sham approach employs non-interacting electrons as reference system, in which 
the groundstate electron density distribution is exactly the same as that in the real system.6  
The electron energy in the Kohn–Sham formalism5 can be expressed in terms of Kohn-
Sham orbitals or one-electron spatial orbitals, 𝜓8EF(𝐫):  
𝐸 𝜌 𝐫 = −12 𝜓8EF∗∇9𝜓8EF d𝐫8 + 𝑉 𝐫 𝜌 𝐫 d𝐫 + 12 𝜌 𝐫 𝜌 𝐫H𝐫 − 𝐫H d𝐫d𝐫H+ 𝐸IJ 𝜌 𝐫  (2.8) 
The first three terms on the right are the electron kinetic energies, the Coulomb 
interactions between the electrons and the nuclei, and the Coulomb interactions between 
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pairs of electrons. The fourth term, 𝐸IJ 𝜌 𝐫 , is the exchange-correlation functional which 
includes all the quantum mechanical effects that are not included in the known terms (a 
brief discussion of these effects is given further below).  
The Kohn–Sham orbitals are found by solving the Kohn–Sham equations, which are 
derived by applying the variational principle to the electronic energy 𝐸 𝜌 𝐫  with the 
charge density given by Equation 2.5. The Kohn–Sham equations have the form:  
−12∇9 + 𝑉 𝐫 + 𝑉K 𝐫 + 𝑉IJ 𝐫 𝜓8EF 𝐫 = 𝜀8EF𝜓8EF 𝐫  (2.9) 
where 𝜀8EF are the Kohn–Sham orbital energies. The exact groundstate electron density is 
then constructed via Equation 2.5. The solution of the Kohn–Sham equations are single-
electron wavefunctions that depend on three spatial variables (ignoring spin). On the left-
hand side of the Kohn–Sham equations there are three potentials: 𝑉, 𝑉K, and 𝑉IJ. The first 
one defines the interaction between an electron and the collection of atomic nuclei. The 
second one is called the Hartree potential, 𝑉K, and is defined by:  
𝑉K(𝐫) = 𝜌(𝐫′)𝐫 − 𝐫′ d𝐫′ (2.10) 
𝑉K describes the Coulomb repulsion between a single electron and the total electron 
density, which is defined by all electrons of the system. Part of 𝑉K involves a Coulomb 
interaction between the electron and itself, because the electron is part of the total electron 
density. However, this self-interaction is unphysical and its correction has to be accounted 
into the final potential in the Kohn–Sham equations, 𝑉IJ, which defines exchange and 
correlation contributions. Mathematically, 𝑉IJ can be defined as a functional derivative of 
the exchange-correlation energy, that is, 𝐸IJ 𝜌 𝐫  is a functional 𝜌 𝐫  and the process of 
obtaining 𝑉IJ is a functional differentiation:6 
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𝑉IJ(𝐫) = 𝛿𝐸IJ[𝜌 𝐫 ]𝛿𝜌(𝐫)  (2.11) 
The term 𝐸IJ[𝜌 𝐫 ] accounts for the correlated electron motion: i.e. for the fact that the 
multi-electron wavefunction cannot be obtained as a simple product of one-electron 
orbitals. Because of Pauli's exclusion principle, two electrons of the same spin have a 
greater separation distance than two of opposite spin, consequently their interaction 
energies are different. The energy reduction due to the larger spatial separation of electrons 
with the same spin is known as exchange energy, and can be calculated using an anti-
symmetric all-electron wavefunction. This is the basis of the Hartree–Fock (HF) method,a 
where the all-electron wavefunction is written as a Slater determinant of the one-electron 
orbitals (the simplest anti-symmetric function). The correlation energy, on the other hand, 
is the part of the electron-electron interaction that cannot be described by the HF method. 
The combined contribution of exchange and correlation is a rather small fraction of the 
total energy. However, both effects are crucial in chemistry: covalent bonds result from 
exchange interactions, and dispersion forces result from correlation effects.  
It is precisely these quantum mechanical effects that make extremely difficult the task 
of defining the exchange-correlation functional in Equation 2.8. And although its 
existence is guaranteed by the Hohenberg–Kohn theorem, it is simply unknown. Therefore, 
it is necessary to make use of approximations, which will be discussed next. 
2.2.1 Jacob’s ladder of exchange–correlation functionals 
The development of approximate forms for the functional for the exchange-correlation 
energy remains one of the most important areas of active research in the quantum 
                                                
a The description of the Hartree–Fock method goes beyond the scope of the present chapter. 
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chemistry community. Numerous schemes have been developed that give good results in 
a large variety of physical problems. Reports of “failure” of DFT are in fact failures of 
approximations, not of the theory, which is exact in principle. Experience and intuition 
helps to decide which functional is “good” for a particular system. 
 
Figure 2.1 Classification of the approximate exchange-correlation functionals according to Perdew’s 
view of Jacob’s ladder.7,8 
Exchange-correlation functionals have mathematical forms containing parameters. 
There are two philosophies for assigning values to those parameters, either by requiring 
the functional to fulfil certain theoretical criteria (for example, minimizing electron self-
interaction, exhibiting a certain asymptotic behavior of the exchange and correlation 
potentials, etc.) or by fitting the parameters to experimental data.1 Either way, the quality 
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of the functionals will have to be settled by comparing the performance with experiments 
or at least with high-level quantum-mechanical calculations. Such calibration only 
evaluates the quality for the chosen selection of systems and properties; some functionals 
being good for molecular systems, other for delocalized (periodic) systems and other for 
properties such as excitation energies. 
Still, it is possible to establish a rough ranking of functionals based on their general 
accuracy. A popular illustration of the hierarchy of functionals is that of Jacob's ladder7,8 
connecting the “Earth to Heaven” (Figure 2.1). There are five rungs in this ladder, rising 
from “Hartree world”, where the exchange-correlation effects are completely ignored, 
towards the “chemical accuracy”, where the exchange-correlation effects are adequately 
taken into account. Each rung should recover the results of lower steps in the appropriate 
limits, but add more capabilities. This ladder brings DFT closer to the heaven of chemical 
accuracy, ~1 kcal mol-1 or less for some representative energy properties like heats of 
formation, bond dissociation energies, reaction barriers heights and non-bonded 
interaction energies. We now discuss the basic features of each level of approximation.  
2.2.1.1 First rung: Local Density Approximation 
In the Local Density Approximation (LDA) it is assumed that the exchange-correlation 
energy per particle at a given point of space is just a function of the electron density at that 
point. That function is taken to be exactly the same as the exchange-correlation energy per 
particle in a homogeneous electron gas of the given density, 𝜀IJOPQ(𝜌), which is known to 
high accuracy. Note that the LDA does not assume that the electron density in a system, 
a molecule for instance, is homogeneous (uniform), the spatial variation of the density is 
recognized, as shown in the equation:  
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𝐸IJRST[𝜌 𝐫 ] 	= 	 𝜌 𝐫 𝜀IJOPQ (𝜌 𝐫 )d𝐫 (2.12) 
It is customary to separate 𝐸IJ[𝜌 𝐫 ] into two parts, a pure exchange 𝐸I[𝜌 𝐫 ] and a 
correlation part 𝐸J[𝜌 𝐫 ]: 
𝐸IJ[𝜌 𝐫 ] 	= 	𝐸I[𝜌 𝐫 ] 	+ 𝐸J[𝜌 𝐫 ] (2.13) 
The exchange part 𝐸I[𝜌 𝑟 ] can be expressed analytically by the Dirac Formula:1  
𝐸IRST 𝜌 𝐫 = 	−34 3𝜋 𝜌Y Z 𝐫 d𝐫 (2.14) 
The analytical form for the correlation form of uniform electron gas has been derived 
in the high and low density limits.9 For intermediate densities, the correlation energy has 
been determined to a high precision by quantum Monte Carlo methods. In order to use 
these results in DFT calculations, it is necessary to have a suitable analytic interpolation 
formula, and such a formula has been constructed by Vosko, Wilk and Nusair (VWN)10 and 
by Perdew and Wang (PW),11 and are considered to be accurate fits.  
The corresponding spin-dependent version of LDA is called Local Spin-Density 
Approximation (LSDA) which can handle systems with one or more unpaired electrons, 
like radicals. For species in which all the electrons are spin-paired, LSDA is equal to LDA 
and, since this is the most common case, LDA is often used interchangeably with LSDA.  
Despite the simplicity in the fundamental assumption that exchange-functional and 
correlation functional depend only on	𝜌 𝐫 , LDA has been successful at describing 
extended systems, such as metals, where the approximation of a slowly varying electron 
density is quite valid. However, the accuracy decreases when there is a rapid variation of 
the electron density in the system, like in the case of molecules. For example, LDA leads 
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to low excitation energies in both molecules and solids,12 and often overestimates 
activation barriers in chemical reactions.13  
2.2.1.2 Second rung: Generalized Gradient Approximation 
Improvements over LDA must consider the inhomogeneity of the electron density. A 
step in this direction is to make the exchange-correlation energy depend also on derivatives 
of the electron density. In the Generalized Gradient Approximation (GGA) methods, both 
the electron density 𝜌 𝐫  and the first derivative (gradient) of 𝜌 𝐫  with respect to position 
are included as variables for the exchange-correlation energy per particle:  
𝐸IJ[[T[𝜌 𝐫 ] 	= 	 𝜌 𝐫 𝜀IJ (𝜌 𝐫 , ∇𝜌 𝐫 )d𝐫 (2.15) 
There are many ways in which information from the gradient of the electron density 
can be included in a GGA functional, so there are a considerable number of distinct GGA 
functionals. Two of the most widely used functionals are the Perdew–Wang functional 
(PW91)14 and the Perdew–Burke–Ernzerhof functional (PBE).15 PW91 is a first-principles 
numerical functional constructed from the second-order density-gradient expansion for 
the exchange-correlation holeb surrounding the electron in a system of slowly varying 
density, then cutting off the spurious non-local parts to satisfy sum rules on the exact hole 
(other exact condition that a functional should meet). The PBE functional, probably the 
best on average for all properties,16 is a simplified version of PW91. PBE improves six 
shortcomings over PW91, including a simple mathematical form for both the 
enhancement factor in the exchange functional, and for the gradient contribution in the 
correlation functional. Such expressions contain the parameters 𝜅 and 𝜇 for the exchange 
                                                
b Defined as the region around an electron with reduced probability of finding another electron; it is a direct 
consequence of exchange-correlation effects. In DFT literature, it is common to discuss the exchange-
correlation features in terms of probability holes. 
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enhancement factor, and 𝛼 and 𝛽 for the gradient contribution in the correlation. The 
refinements were considered to satisfy those conditions that are energetically significant, 
in contrast to PW91 that was designed to satisfy as many exact conditions as possible. 
Despite the sacrifices made in the simpler PBE functional, results obtained using this 
method are essentially the same results as those obtained using PW91.  
Note that the aforementioned parameters in PBE are fundamental constants; however, 
there remains flexibility in the choice of values,15 allowing the PBE functional to be slightly 
modified to improve its performance. For example, the revised version of Zhang and Yang 
adopts a different value for 𝜅, improving significantly the reference atomic energies and 
molecule atomization energies. This revised version of PBE is labeled as revPBE.17 In a 
similar way, the modified PBE version for solids and surfaces, PBEsol,18 employs other 
values for the parameters 𝛽 and 𝜇. 
There are significant improvements thanks to the inclusion of ∇𝜌 𝐫  as an additional 
variable. Usually GGA gives better results than LDA, particularly in atomization energies 
of molecules and energy barriers of chemical reactions. Also, there is improved description 
of relative stability of bulk phases. On the other hand, it is well-known the overestimation 
of the lattice parameters in metals by GGA,19 and excitation energies are still 
underestimated,20 as in the LDA.12 Hence, further improvements should be made. 
2.2.1.3 Third rung: Meta-GGA methods 
The next extension of GGA approach is to allow the exchange-correlation energy per 
particle to depend also on the second derivative of 𝜌 𝐫  with respect to position. Such 
higher order derivative is the Laplacian of the electron density, ∇9𝜌 𝐫 . Alternatively, the 
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functionals can be taken to depend on the orbital kinetic energy density 𝜏(𝐫), defined as 
the sum of the squares of the gradients of the KS orbitals:6 
𝜏 𝐫 	= 	12 ∇𝜓8EF 𝐫 9PJJbcd2%8ef  (2.16) 
𝜏 𝐫  and ∇9𝜌 𝐫  carry the same information, since they are related via the orbitals and 
the effective potential (i.e. all potential terms in the KS equations).1 In practice, calculation 
of the former is numerically more stable than calculation of the latter.1,6 Functionals that 
include either of them as a third variable are called meta-GGA functionals. 
The TPSS (Tao-Perdew-Staroverov-Scuseria) functional,21 which is probably the best 
known within the meta-GGA family, does not contain empirical parameters and can be 
considered as the next improvement over the PBE functional. 
2.2.1.4 Fourth rung: Hybrid and Hyper-GGA methods 
In this rung, the information of the occupied KS orbitals is employed. Such information 
is contained in the exact exchange energy calculated through the HF method. The 
hybridization of both methods lies in the Adiabatic Connection Formula (ACF),22 which 
allows to take the 𝐸IJ[𝜌 𝐫 ] as a weighted sum of DFT exchange-correlation energy and 
HF exchange energy. Hybrid DFT functionals compute the HF-type electron exchange 
from the KS wavefunction of the non-interacting electrons, thanks to the formalism of 
ACF that “turns on” the electron-electron interaction.1  
A simple expression of this idea is: 
𝐸IJ 	= 𝑎I𝐸IK' + (1 − 𝑎I)𝐸I[[T + 𝐸J[[T (2.17) 
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In the hybrid-GGA family, the base is a GGA functional and the coefficient 𝑎I gives 
the percentage of HF exchange energy incorporated into it. The most popular and 
successful hybrid method is B3LYP23,24 which has a total of eight purely empirical 
parameters and includes 20% of HF exchange. The PBE functional has also been 
improved by addition of 25% of exact exchange to give the PBE0 functional.25  
If the base is one of the third-rung, the hybrid functional falls into the hyper-GGA family. 
TPSS functional, for example, has been augmented with 10% of exact exchange to give 
the TPSSh method.26,27  
2.2.1.5 Fifth rung: Double-hybrid methods 
At the fifth level of the Jacob’s ladder classification, the full information of the KS 
orbitals should be employed, i.e. not only the occupied but also the virtual (unoccupied) 
orbitals are included, by introducing a hybrid calculation of both exchange and correlation 
(thus double hybrid). Inclusion of the virtual orbitals is expected to significantly improve, 
for example, dispersion interactions, which is a significant problem for almost all current 
functionals. 
Following the idea of the previous rung, the information of the unoccupied Kohn–
Sham orbitals is embedded in the second-order perturbative correlation energy,28 which 
can be obtained via wavefunctions methods; for example, second-order Møller–Plesset 
perturbation theory (MP2)6 or second-order Görling–Levy coupling-constant perturbation 
therory (PT2).29 The XYG3 functional30 incorporates this information from the latter. In a 
similar fashion than the previous rung, the percentage of correlation is given by a constant: 
𝐸IJ = 𝑎I𝐸IK' + 1 − 𝑎I 𝐸I[[T + 𝑏𝐸J[[T + 𝑐𝐸Jjk9 (2.18) 
Chapter 2 – Methodology 37 
The B2-PLYP contains, for example, 53% of HF exact exchange and 27% of 
perturbative second-order correlation.31  
2.2.2 Functionals overview 
Perdew et al.8 said the “divine functional” must be fully non-local. Kurth et al.12 use 
local, semi-local, and non-local to refer to properties that are determined at a point, at an 
infinitesimal distance beyond the point, and at a finite distance beyond the point, 
respectively. Based on these definitions, local (LDA) and semi-local (GGA) functionals 
are common ways to term DFT methods. Fully non-local functionals, with all relevant 
properties treated non-locally, are apparently not yet available for practical calculations.31 
Exact electron exchange energy is an example of a non-local property of 𝜌 𝐫 , because it 
arises from “Pauli repulsion” between electrons a finite distance apart. 
Dispersion interactions, or van der Waals (vdW) interactions, are effects arising from 
non-local correlation. Standard DFT functionals do not account for vdW interactions 
because they are “short-sighted” at considering correlation. Many DFT-based dispersion 
methods, however, have been developed to overcome this issue. The basic requirement 
for any of those approaches is to yield reasonable −1 𝑅m asymptotic behavior for the 
interaction of particles in the gas phase. 
The simplest way to achieve such a behavior is to include an additional energy term in 
the computed total energy, 𝐸nPnop, that accounts for the missing long-range attraction: 
𝐸nPnop = 𝐸S'k + 𝐸%dqc (2.19) 
where 𝐸S'k is the DFT total energy calculated with a given exchange-correlation 
functional, and 𝐸%dqc denotes the dispersion interaction, which is expressed as:  
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𝐸%dqc = − 𝐶mTs𝑅TsmT,s  (2.20) 
The term 𝐶mTs is the dispersion coefficient that depends on the elemental pairs A and B; 𝑅Ts is the distance between the two nuclei. This approach is pair-wise additive and can 
therefore be calculated as a sum over all pairs of atoms A and B. The coefficients are 
tabulated empirically (from experimental ionization potentials and polarizabilities) and 
they must be isotropic (direction independent) and constant.32 Techniques that use 
Equation 2.20 are termed as DFT-D methods.  
The 𝐶m 𝑅m function acts very strongly within typical bonding distances, where the 
quantum-mechanical description is more accurate, so at short distance the empirical 
contribution must be removed. To “damp” the dispersion correction at short values of 𝑅, 
a damping function must be used: 
𝐸%dqc = − 𝐶mTs𝑅TsmT,s 𝑓Ts(𝑅Ts) (2.21) 
where 𝑓(𝑅) is equal to one for larger 𝑅 and decreases to zero or to a constant for small 
values of 𝑅.  
In the so-called DFT-D2 proposed by Grimme33 the damping function is sensitive to 
the definition of atomic size (referred to as vdW radii) and must be chosen carefully. The 
dispersion energy is also sensitive to a “global scaling factor” which adjusts the correction 
to the repulsive behavior of the chosen exchange-correlation functional used to get the 
DFT total energy. Grimme also proposed one scheme to calculate the 𝐶m coefficients from 
a formula which couples ionization potentials and static polarizabilities of isolated atoms. 
Such coefficients, as well as the atomic vdW radii, are available for all elements up to Xe.33 
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A drawback of the D2 method is that the dispersion coefficients are kept constant 
during the calculation, therefore, the effect of different chemical states of the atom or of 
its environment are neglected. The DFT-D3 of Grimme et al.34 captures the environmental 
dependence of 𝐶m coefficients by considering the number of neighbors each atom has. 
When an atom has more neighbors, the 𝐶m coefficient decreases because the atom is 
“squeezed” and its electron cloud becomes less polarizable. The damping function was 
also reworked within this method. The DFT-D3 with “zero-damping”34 has two fitted 
parameters whereas the DFT-D3 with Becke and Johnson (BJ)-damping has three.35 
The methods discussed so far require predetermined input parameters to calculate the 
dispersion interaction. There are methods that do not rely on external input parameters 
but rather obtain the dispersion interaction directly from the electron density. They are 
termed non-local correlation functionals, since they add non-local correlations to local or 
semi-local correlation functionals.  
Dion et al. in 200436 proposed the first non-local correlation functional which calculates 
the exchange-correlation energy 𝐸IJ[𝜌 𝐫 ] as: 
𝐸IJ[𝜌 𝐫 ] = 𝐸I[[T[𝜌 𝐫 ] + 𝐸pJRST[𝜌 𝐫 ] + 𝐸upJ[𝜌 𝐫 ] (2.22) 
where 𝐸I[[T[𝜌 𝐫 ] is the exchange energy in the revPBE approximation,17 𝐸pJRST[𝜌 𝐫 ] 
denotes the LDA correlation and 𝐸upJ[𝜌 𝐫 ] corresponds to the non-local correlation 
energy term that accounts approximately for the non-local electron correlation effects. 
This method has been called the van der Waals density functional (vdW-DF). Note that 
vdW-DF removes the GGA correlation and incorporates it as the sum of two components: 
the local and non-local correlation. The local part is obtained within LDA, whereas the 
non-local correlation part is obtained using an expression like this: 
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𝐸upJ[𝜌 𝐫 ] = d𝐫 d𝐫′𝜌(𝐫)𝜑(𝐫, 𝐫H)𝜌(𝐫′) (2.23) 
This is a double space integral where 𝜑(𝐫, 𝐫H) is the vdW kernel, which is analogous to 
the classical Coulomb interaction kernel 1 𝐫 − 𝐫H  but the vdW kernel has 1 𝐫 − 𝐫H m 
asymptotic behavior. The vdW kernel can be tabulated in advance in terms of “two 
dimensionless variables”.37  
Since the development of the original vdW-DF, there is still ongoing work to improve 
the performance of the method. The original flavor for the exchange part of vdW-DF 
method often leads to too large intermolecular binding distances and inaccurate binding 
energies.38 Fortunately, Equation 2.22 leaves open the possibility to choose alternative 
exchange functionals. Hence, “less repulsive” exchange functionals have been proposed. 
Of these, the “opt” series (optB88, optB86b and optPBE)38,39 have been incorporated 
within the vdW-DF scheme, leading to much improved accuracy. 
2.2.3 Iterative procedure to solve the KS equations 
An important aspect to discuss is the procedure for solving the KS equations. To do so, 
it is required to define the Hartree potential 𝑉K(𝐫), and to define it, the electron density 𝜌 𝐫  must be known. However, finding the electron density 𝜌 𝐫  requires knowing the KS 
orbitals 𝜓8EF(𝐫), and to know these orbitals, it is required to solve the KS equations. To 
break this circle, the problem is usually addressed in an iterative way as outlined in the 
following algorithm: 
1. Construct the external potential, defined by atomic numbers and the ionic 
position. 
2. Define a trial (initial) 𝜌 𝐫 .  
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3. Calculate VK 𝐫  and the exchange-correlation potential 𝑉IJ(𝐫). 
4. Solve the KS equations (Equation 2.9). 
5. Calculate 𝜌 𝐫  defined by the 𝜓8EF(𝐫) (Equation 2.5). 
6. Compare the calculated 𝜌 𝐫  with the trial (initial) 𝜌 𝐫  used to solve the 
KS equations:  
a. If the two densities are the same, then this is the groundstate 𝜌 𝐫 , and it 
can be used to compute the total energy (Equation 2.8).  
b. If the two densities are different, then the trial (initial) 𝜌 𝐫  must be 
updated in some way, and the process begins again from step 2. 
Depending on the implementation, the convergence test of step 6 can be done also in 
terms of the total energy, or the eigenvalues, or a combination of both.  
2.3 Convergence in DFT calculations 
The DFT groundstate energy of a given system is defined by a complex set of 
mathematical equations, as it was seen in the previous section. To solve such equations 
computationally, one has to make use of a series of numerical approximations, such as 
truncation of infinite sums to finite sums, and evaluation of the multidimensional-space 
function over a finite collection of points. Such approximations facilitate the task of finding 
numerically a solution of the DFT equations with a specific exchange-correlation 
functional. Of course, such a solution has to be “well-converged” that is, a solution that 
accurately approximates the exact solution of the mathematical problem posed by DFT. 
In this section, we briefly focus on what is required to perform well-converged 
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DFT calculations with particular emphasis on the relationship between physical concepts 
in solids and numerical convergence. 
2.3.1 Reciprocal space and planewaves 
In computational material science, we are interested in applying DFT calculations to 
solids that are periodic in space. The periodicity in solids allow us to do some 
simplifications to describe their properties, considering only a small portion of the solid: 
the unit cell, which reproduces the macroscopic solid by applying translational operators. 
This singular property facilitates the study of periodic solids by just considering the unit 
cell to solve the Schrödinger equation. The only condition is that the solution must satisfy 
a fundamental property known as Bloch’s theorem,1 which states that the solution of the 
Schrödinger equation (or KS equations) can be expressed as the product of two functions:  
𝜓8 𝐫 = 𝑒8𝐤∙𝐫𝑓8(𝐫) (2.24) 
where the term 𝑒8𝐤∙𝐫 represents a set of functions called planewaves,c and 𝑓8(𝐫) is a periodic 
function with the same periodicity as that of the solid.  
The space defined in 𝑒8𝐤∙𝐫 by vectors r is called real space whereas the space of vectors 𝐤 
is called reciprocal space (or 𝐤 space). In real space, we defined the atomic positions in terms 
of the lattice vectors 𝐚f, 𝐚9, and 𝐚Z, and the corresponding three vectors that define 
positions in the reciprocal space are called reciprocal lattice vectors 𝐛f, 𝐛9, and 𝐛Z, which 
are defined as: 
𝐛f = 2π 𝐚9×𝐚Z𝐚f ∙ 𝐚9×𝐚Z , 𝐛9 = 2π 𝐚Z×𝐚f𝐚9 ∙ 𝐚Z×𝐚f , 𝐛Z = 2π 𝐚f×𝐚9𝐚Z ∙ 𝐚f×𝐚9  (2.25) 
                                                
c Calculations based on this idea are referred to as planewave calculations. 
Chapter 2 – Methodology 43 
Similar to the definition of the unit cell in real space, these three vectors define a unit 
cell in reciprocal space called the Brillouin zone (often abbreviated to BZ in the literature). 
The Brillouin zone plays a central role in the physical description of solids.40 Furthermore, 
many parts of the mathematical equations in DFT applied to periodic solids are more 
convenient to solve in this cell (in terms of 𝐤) rather than in the direct unit cell 
(in terms of 𝐫).41 
The second term in Equation 2.24, 𝑓8(𝐫), can be expanded in terms of a Fourier series 
since it is a periodic function: 
𝑓8(𝐫) = 𝑐𝒋,𝐆𝑒8𝐆∙𝐫𝐆  (2.26) 
where 𝐆 represents reciprocal lattice vectors defined by 𝐆 ∙ 𝐫 = 2π𝑚 with integers values 
for 𝑚, and 𝑐𝒋,𝐆 are planewave expansion coefficients. 
By combining Equation 2.24 and Equation 2.26, the electron wavefunctions can be 
written as a linear combination of planewaves: 
𝜓8 𝐫 = 𝑐𝒋,𝐤𝐆𝑒𝒊(𝐤𝐆)∙𝐫𝐆  (2.27) 
Each planewave in Equation 2.27 is characterized by a specific kinetic energy with the 
following mathematical form:  
𝐸 = 12 𝐤 + 𝐆 9 (2.28) 
At first glance, the evaluation of the integrals in Equation 2.27 seems to be a formidable 
task since 𝐤 needs to be sampled with infinity density and 𝐆 has infinite range. Fortunately, 
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one can do two important approximations in order to evaluate the integrals in the 
Brillouin zone. 
First, integrals in 𝐤 space can be approximately evaluated using a set of discrete 𝐤 points, 
where each 𝐤 point can be taken as representative of a small region of 𝐤 space. The process 
of choosing the 𝐤 points to evaluate the integrals is known as “sampling the Brillouin 
zone”. The Monkhorst-Pack method42 is the most widely used approach to sample the 
Brillouin zone; within this method, we just need to specify a grid density of 𝑀×𝑀×𝑀 𝐤 points (where 𝑀 is the number of 𝐤 points in each direction in reciprocal space). Other 
interesting feature we can use to sample the Brillouin zone is the inverse relation between 
the unit cell and the corresponding reciprocal unit cell (Equation 2.25). Large (small) unit 
cells require relatively a few (large) number of 𝐤 points to evaluate integrals in 𝐤 space 
because large (small) volume in real space correspond to small (large) volume in 
reciprocal space. 
The second assumption has to do with the “cutoff energy”. In Equation 2.28, it is 
reasonable to expect that planewaves with lower kinetic energies are more physically 
important than those with higher energies in the description of valence states. As a result, 
we can truncate the planewave basis set to include only planewaves with kinetic energy 
less than some particular cutoff energy: 
𝐸Jbn = 12𝐆Jbn9  (2.29) 
Therefore, the infinite sum in Equation 2.27 is truncated to: 
𝜓8 𝐫 = 𝑐𝒋,𝐤𝐆𝑒𝒊(𝐤𝐆)∙𝐫𝐆𝐤 𝐆  (2.27) 
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Of course, the truncation of the planewave basis set at a finite cutoff energy, 𝐸Jbn, will 
lead to an error in the computed total energy and its derivatives. It is possible to reduce 
the magnitude of the error in a systematic way by increasing the value of 𝐸Jbn until the 
calculated total energy converges within a required tolerance. These arguments are also 
valid for the convergence testing of Brillouin zone sampling. It is good practice, therefore, 
to report both the cutoff energy and the 𝐤 points used in the DFT calculations for 
reproducibility purposes. 
2.3.2 Pseudopotentials: Projector Augmented Wave method 
From a physical point of view, the chemical bonding and other physical properties of 
materials are defined mostly by the valence electrons in atoms. The tightly bound core electrons 
are not especially important in defining such characteristics, and their description requires 
planewaves with very high kinetic energies. Therefore, we can greatly reduce both the 
number of electrons and the number of planewaves necessary in a DFT calculation by 
calculating only the valence electrons. The effective potentials experienced by the valence 
electrons from the interaction with the core (the nucleus plus core electrons) are called 
pseudopotentials.41 In some cases, pseudopotentials are not employed and instead the core 
electrons states are considered just fixed to a reference (atomic) state; this is the frozen-core 
approach. Calculations that do not include pseudopotentials or a frozen core 
approximation, i.e. where the core electrons are relaxed, are called all-electron calculations. 
Conventionally, a pseudopotential is developed by considering a fixed electronic 
configuration of an isolated atom (or ion) such that the pseudopotential reproduces the 
scattering properties of a nucleus in that particular configuration. The resulting 
pseudopotential can be used then reliably in calculations for any other chemical 
environment of the atom without further adjustment of the pseudopotential. This desirable 
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feature is referred to as transferability of the pseudopotential. Other equal important feature 
is the degree of hardness of the pseudopotential.41 The pseudopotential is constructed with 
pseudo wavefunctions that have no nodes within the core region, but the pseudo 
wavefunctions and pseudopotential agree with the true wavefunction and potential 
outside some cut-off radius. A small cut-off radius defines a “hard” pseudopotential 
whereas a “soft” pseudopotential is defined by a large cut-off radius.1 The former requires 
more planewave basis functions for describing the region beyond the core region than the 
latter. There are different ways to define a pseudopotential. The two most common forms 
include the norm-conserving43 and ultrasoft44 pseudopotentials.  
The projector augmented wave (PAW) method45 is a frozen-core approximation which 
is widely used nowadays in the planewave-DFT community. In the PAW method, the 
wavefunction is written as a valence term expanded in a planewave basis set plus a 
contribution from the region within the cut-off radius. The core contribution is calculated 
as the difference between two sets of grid densities, one coming from the atomic orbitals, 
the other from a set of nodeless pseudo-atomic orbitals. This allows to describe the 
behavior of the core region at different environments. The evaluation of the atomic orbitals 
requires an all-electron calculation, although the atomic orbitals are kept fixed at their 
form for the isolated atom. The success of the PAW method is due to its low 
computational cost. Furthermore, it incorporates a proper description of the core region 
(even if this is done using the frozen-core approach). Virtually it resembles the features of 
an all-electron calculation. 
2.4 Slab model 
A solid surface can be seen as a slice of material that is infinite in two dimensions, but 
finite along the surface normal. The so-called slab model takes advantage of periodic 
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boundary conditions in two dimensions, and for the third dimension it makes use of a 
concept called vacuum space. The basic idea is illustrated in Figure 2.2a. The model 
contains atoms filling the entire space in the 𝐱 and 𝐲 directions, whereas along the 𝐳 
direction only a fraction of the space is occupied by atoms. The empty space left above the 
atoms in the top portion of the model is the vacuum space, which separates periodic 
images of the slab. When this supercell (atomic layers plus vacuum space) is repeated in all 
three dimensions, it defines a series of stacked slabs of a solid material separated by empty 
spaces, as shown in Figure 2.2b. 
 
Figure 2.2 (a) Schematic representation of a solid surface within the slab model. (b) View of the 
material showing replicas of the supercell with periodic boundary conditions in all three directions. 
It is important when using the slab model to consider three important aspects. The first 
of those has to do with the size of the vacuum space. This must be large enough to avoid 
interaction between neighboring slabs. But a larger vacuum space increases the required 
computational resources. In practice, we can determine how much vacuum is “enough” 
by performing a total energy convergence test with respect to the width of the vacuum 
region– typically ~10 Å it is enough. Ideally, a proper size of vacuum space will make the 
electron density tails off to zero a short distance from the edge of the slab. This means that 
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accurate results can be achieved by using just one 𝐤 point in the 𝐳 direction. As a result, it 
is a common practice in slab calculations to use a 𝑀×𝑁×1 mesh, where 𝑀 and 𝑁 have to 
be adequately chosen to sample the 𝐤 space in the plane of interest.  
A second aspect to consider in slab calculations the slab is thickness, i.e. the number of 
atomic layers that compose the slab representing the surface of interest. Of course, the 
thickness of material below a real surface is much larger than what one can afford in slab 
simulations. Normally, more layers are better, but using more layers also inevitably needs 
more computational effort. The thickness that is deemed sufficient in a slab calculation 
depends on the property of interest; for example, the surface energy. Once again, we have 
to converge the property of interest with thickness.  
The final aspect to take into account in the slab model is relaxation. Typically, we allow 
to relax some of the top layers and keep the remaining bottom layers fixed at optimized 
bulk positions. This convention defines an asymmetric slab; layers on one side of the 
supercell are relaxed to mimic the surface and layers on the other side are kept fixed to 
mimic the bulk region of the material. However, an asymmetric slab model generates a 
dipole, which arises from the electrostatic interaction of the relaxed surfaces with the 
unrelaxed surfaces of other images. This is even more problematic if we wish to study the 
adsorption of atoms or molecules on a surface, because the dipole created by adsorption 
could be sizable. Although this electrostatic interaction is mathematically correct in system 
with periodic boundary conditions, it is physically spurious.41 Many DFT codes 
implement a scheme for canceling this artificial electrostatic field such as the method 
proposed by Makov and Payne.46 An alternative for avoiding this spurious dipole effect is 
to describe the surface using a symmetric model. In the symmetric model, the atoms in the 
middle layers are fixed at bulk geometries and the layers above and below are allowed to 
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relax. The advantage of a symmetric model is that any dipole generated by relaxation will 
be automatically canceled. The drawback is the cost involved, because it is typically 
necessary to include more layers in a symmetric slab than in an asymmetric slab.  
2.5 Core-level binding energy shifts within DFT 
Finally, we describe how the core-level binding energy shifts, ∆BER, in Chapter 3 and 4 
were calculated. Comparison of DFT results with experimental data is a desirable step 
either to validate simulations or to interpret experiments.  
In the present investigation and in order to compare to XPS data, we calculated the 
core-level of atoms of interest in the so-called final-state approximation,47 i.e. they were 
computed as total energy differences between two separate calculations.48 The first one is 
a standard DFT calculation performed on the fully relaxed system. In the second 
calculation, one electron from the chosen core level of a specific atom is excited to the 
lowest conduction band state, allowing only the valence electronic structure to be relaxed 
at fixed atomic configuration. The total energy difference between the two calculations is 
an estimate of the core-level binding energy, without taking into account the effect of core-
electron screening (although screening by valence electrons is included). The method is 
not able to yield absolute values for the core-level binding energies,48 and in any case, the 
calculation of such absolute values from DFT is fundamentally problematic.49 Therefore, 
one must consider core-level binding energy shifts, ∆BER(A), instead. These can be 
defined as the difference in energy of specific core-electrons BER between an atom A and 
a reference atom A2: 
∆BER(A) = BER(A) − BER(A2) (2.24) 
Chapter 2 – Methodology 50 
In all cases the reference atom was the one yielding the lowest core-level binding 
energy. Finally, in order to allow a visual comparison between experimental and 
theoretical data, spectra were modelled by sums of Gaussians with equal width and height, 
centered at the respective experimental binding energy shifts (Chapter 2) or centered at the 
experimental binding energy (Chapter 3). 
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3 Adsorption of methyl acetoacetate on Ni{111} and 
Ni{100} surfaces 
This Chapter presents a combined experimental and theoretical investigation of the 
geometry of adsorption of methyl acetoacetate on Ni{111} and Ni{100} surfaces. The 
results are discussed from a theoretical perspective, but we mention the results from our 
experimental collaborators where pertinent. The work discussed in this Chapter has been 
published in two combined theoretical-experimental papers in the Journal of Physical 
Chemistry C.1,2  
3.1 INTRODUCTION 
The hydrogenation of b-keto esters over modified Raney nickel opens up a pathway 
into enantioselective heterogeneous catalysis of bio-related molecules, with much of the 
characterization of this reaction in terms of kinetics, modifier and solvent dependence 
done by Izumi and coworkers in the 1960's.3,4 The quantitative characterization at 
molecular scale and the understanding of chiral and chirally-modified surfaces of model 
catalysts experienced a rapid growth over the last two decades, driven by the refinement 
of experimental surface characterization techniques and theoretical modeling.5–8 This 
progress has also been driven by the increasing demand for enantiopure chemicals in drug 
manufacturing, where homogeneous catalytic processes are predominantly used.9 
However, the subsequent phase separation necessary in homogeneous catalysis is difficult 
and generally expensive. The use of heterogeneous catalysts avoids this problem; 
therefore, viable heterogeneous routes would make the production of pharmaceuticals 
greener and more economical.  
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In the case of the simplest b-ketoester, methyl acetoacetate (MAA), the hydrogenation 
results in a racemic mixture of R and S methyl-3-hydroxybutyrate (M3HB) when 
performed with an unmodified Raney Ni catalyst. Modification of the catalyst with a-
amino or a-hydroxy acids, however, can lead to results in high enantiomeric excess, up to 
86%. The reaction is well characterized in terms of macroscopic quantities such as 
enantiomeric excess, temperature and solvent dependencies.3,10–12 Izumi et al. suggested 
that the surface modification is due to a combination of modifier and solvent molecules 
since the solvent has a significant influence on the enantiomeric excess and corrosion of 
the catalyst. They also led to the conclusion that the enantioselective behavior depends on 
how the reactant MAA adsorbs on the Ni surface, and how it interacts with the modifier, 
rather than on the transition state of the hydrogenation reaction. Hence, determining the 
adsorption geometry of MAA at the molecular level and the influence modifiers have on 
it, is a key step to understand and optimize the enantioselective behavior of Ni-based 
catalysts. 
On close-packed single crystal surfaces of many coinage and Pt-group metals, chiral 
modifiers and/or reactants often form ordered adsorbate layers with well-defined chemical 
environments under ultra-high vacuum (UHV) conditions. On Ni surfaces such ordered 
structures are rare. Therefore, little quantitative molecular-scale information is available 
on reactants and modifiers of enantioselective reactions on these surfaces. Raval and 
coworkers studied the adsorption of tartaric acid on Ni{110} and showed that the 
interaction with the modifier caused a chiral reconstruction of the surface.13–15 Held’s 
group has studied the adsorption of alanine on Ni{111} using X-ray photoemission 
spectroscopy (XPS) and near-edge X-ray absorption fine structure (NEXAFS) 
spectroscopy.16 This and earlier studies have shown that the combination of these two 
techniques is very powerful in characterizing the adsorption complex in terms of chemical 
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state, bond coordination, and molecular orientation.16–20 These experimental and 
theoretical studies12,13,15,16,21–23 show that the behavior of amino acid modifiers on Ni is very 
different from that on Cu surfaces.24,25 On Cu, deprotonated anionic species are reported 
with adsorption geometries exhibiting a typical tridentate “OON” footprint. In the Ni 
case, anionic adsorption species are found to be coadsorbed with zwitterionic species, 
which is more comparable with the situation on Pd{111}surfaces.26,27 
The adsorption of MAA and several modifiers on Ni{111} was studied by Baddeley's 
group using temperature-programmed desorption (TPD), infrared (IR) spectroscopy and 
scanning tunneling microscopy (STM). It has been reported that the spatial configuration 
between the modifiers and the substrate depends on the coverage and adsorption 
temperature. Evidence was found for a one-to-one interaction between the chiral modifiers 
and MAA. In addition, it was shown that the experimental conditions, temperature in 
particular, influence the keto-to-enol ratio of MAA.12,22,23,28,29 To our knowledge, very little 
molecular-level information is available on the adsorption complex of the reactant. This 
chapter, therefore, provides a complete picture of the adsorption complex of the reactant 
on Ni{111} and Ni{100} surfaces. 
3.2 COMPUTATIONAL METHODS 
Periodic Density Functional theory (DFT) calculations were performed using 
planewave basis sets as implemented in VASP.30,31 Following the approach of previous 
DFT investigations of molecular adsorption on Ni{111} and Ni{100} surfaces,32–34 both 
structures were modeled with a periodic slab of 4 atomic layers (Figure 3.1). Only the two 
uppermost Ni layers were fully relaxed, while the two bottom layers were fixed in their 
bulk positions. A vacuum gap of 12 Å was included above the surfaces in order to avoid 
interactions between periodic cells. Laterally, both supercells consisted of (5×5) surface 
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unit cells, which corresponds to a surface coverage Θ = 0.04 ML (one molecule per 25 
surface Ni atoms). As nickel is a ferromagnetic metal, all calculations included spin 
polarization. 
 
Figure 3.1 Side and top view of the slab models used in the calculations for the adsorption of MAA 
on (a) Ni{111} and (b) Ni{100} surfaces.  
The projector augmented wave (PAW) method35,36 was used to describe the interaction 
between the valence and core electrons. The planewaves were limited by a kinetic energy 
cutoff of 400 eV, which is the recommended value for the employed PAW potentials. 
Monkhorst–Pack grids37 with a maximum separation of 0.15 Å−1 between k-points were 
used for sampling the Brillouin-zone; this grid density corresponds to a 4×4×1 grid for the 
reciprocal space of the slab model. The threshold for forces on the Ni ions was set to 
0.02 eV Å−1 and the positions of the MAA molecule were also allowed to fully relax. In 
order to compensate for the use of an asymmetric slab, all simulations included a dipole 
correction as implemented in VASP, based on a method proposed by Makov and Payne.38 
The revised Perdew–Burke–Ernzerhof (revPBE) exchange-correlation functional39 was 
used to perform the simulations. In order to account for van der Waals (vdW) interactions, 
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the DFT-D3 method with Becke–Johnson (BJ) damping was used.40,41 This combination 
of functional and dispersion correction has been shown to provide a very robust 
description of vdW effects in comparison with other GGA-based formulations.42 For bulk 
Ni, the calculated lattice constant a (3.458 Å) and magnetic moment (0.60 𝜇s) agree well 
with experimental values (3.524 Å and 0.61 𝜇s). 
The exploration of the configurational space of adsorption was done by performing 
energy minimizations starting from all sensible initial positions of the MAA molecule with 
respect to the surface, and considering both tautomeric forms of the molecule as well as 
its deprotonated form. For each final stable adsorption configuration, the adsorption 
energy (𝐸o%q) was calculated as follows: 
𝐸o%q = 𝐸qpoQPp − (𝐸qpo + 𝐸QPp) (3.1) 
where 𝐸qpoQPp represents the energy of  the optimized substrate-adsorbate system, 𝐸qpo 
corresponds to the energy of the relaxed clean Ni surface, and 𝐸QPp denotes the energy of 
the MAA molecule in the gas phase, in the lowest-energy tautomeric configuration.  
In the particular case of the Ni{100} system, the effect of zero-point energy (ZPE) on 
the adsorption energy was considered by calculating the vibrational frequencies of the 
adsorbed molecule (keeping frozen the atoms of the metal surface) and the frequencies of 
the gas phase molecule were estimated by using a finite-difference method. The ZPE 
values, i.e. half the sum of the vibrational frequencies in each case, were then added to the 
ground-state energies 𝐸qpoQPp and 𝐸QPp, respectively, in Equation 3.1. This approach 
assumes that adsorption does not alter significantly the vibrational modes of the heavy 
metal atoms at the surface. 
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The theoretical core-level binding energy shifts ∆BER of the O 1s levels of the oxygen 
atoms within the MAA were obtained in the so-called final-state approximation,43 as 
described in Chapter 2. Simulated spectra were then modeled by sums of Gaussians with 
equal width and height, centered at the respective experimental binding energy (BE) shifts. 
3.3 RESULTS 
3.3.1 DFT simulation of gas-phase MAA 
MAA belongs to the class of b–diketones of the type R–C(O)–CH2–C(O)–R. The keto-
enol tautomerism of these compounds depends strongly on the substituent R. 
Symmetrically substituted b-diketones exist in the enol form R–C(OH)=CH–C(O)–R 
when R is CH3, and in the diketo form R–C(O)–CH2–C(O)–R when R is OCH3.44 Both 
substituents are present in MAA, making its tautomeric behavior interesting: MAA vapor 
at 309 K exhibits a composition of 80% enol and 20% diketo form,45 whereas liquid MAA 
at room temperature exists exclusively in the diketo form.46 The crystal structure also 
exhibits only the diketo tautomer.47 
 
Figure 3.2 Molecular structures of the two MAA tautomers: (a) enol and (b, c) diketo. The terms 
“ac”, “sc” and “sp” stand for anticlinal, synclinal and synperiplanar, respectively, which refer to the 
torsion angle (an important parameter in describing the conformation of many bio-related molecules). 
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Table 3.1 Experimental and calculated geometric parameters of the enol tautomer of MAA. For 
numbering of the atoms refer to Figure 3.2a. 
Parameters (Å, degrees) Exp.45 This work 
d(C1–C2) 1.449 1.445 
d(C1–C3) 1.362 1.374 
d(C3–C5) 1.493 1.497 
d(C2–O1) 1.248 1.254 
d(C3–O2) 1.339 1.344 
d(C2–O3) 1.347 1.363 
d(O3–C4) 1.437 1.450 ∠C2C1C3 120.0 119.8 ∠C1C2O1 121.6 124.5 ∠C1C3O2 126.7 122.3 ∠C1C2O3 115.1 113.6 ∠C1C3C5 122.4 123.9 ∠C2O3C4 113.3 115.3 ∠(C3C1C2O1) - 0.0 ∠(C2C1C3O2) - 0.0 
 
The set of geometries in the present study included the two tautomeric forms of the 
isolated molecule, considering also different conformations. Figure 3.2 shows the three 
most stable structures predicted by DFT. As expected from experiment, the most stable 
structure in the gas phase corresponds to the enol tautomer, with the hydroxyl adjacent to 
the methyl group (the other configuration, with the hydroxyl adjacent to the methoxy 
group, is considerably less stable by 1.2 eV). The geometry optimization of the enol 
tautomer leads to a “planar” structure, where all the oxygen atoms are contained in the 
plane defined by the three carbon atoms (Figure 3.2a). Previous theoretical work at 
B3LYP and MP2 level led to similar results.45 The computed geometry of the enol 
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tautomer, shown in Table 3.1, agrees well with available experiment data:45 the 
discrepancies in interatomic distances are all within ~1%. 
Table 3.2 Calculated geometric parameters of the diketo tautomer of MAA in comparison to the 
available experimental data.47 Two stable conformation of this tautomer are feasible, depending on 
the relative orientation of the C=O bonds. For numbering of the atoms refer to Figure 3.2b,c. 
Parameters (Å, degrees) Exp.47  diketo (sc, ac) 
diketo 
(sc, sp) 
d(C1–C2) 1.500 1.518 1.515 
d(C1–C3) 1.519 1.547 1.539 
d(C3–C5) 1.492 1.513 1.518 
d(C2–O1) 1.200 1.224 1.222 
d(C3–O2) 1.211 1.225 1.224 
d(C2–O3) 1.333 1.363 1.362 
d(O3–C4) 1.446 1.453 1.453 ∠C2C1C3 112.3 111.4 112.4 ∠C1C2O1 124.5 125.4 124.7 ∠C1C3O2 121.2 120.3 122.2 ∠C1C2O3 112.0 110.5 110.8 ∠C1C3C5 115.3 116.7 115.0 ∠C2O3C4 116.3 115.1 114.9 ∠(C3C1C2O1) - -87.5 -87.7 ∠(C2C1C3O2) - -119.9 -12.6 
 
For the diketo tautomer the two most stable conformers (Figure 3.2b,c) have similar 
energies (0.24 eV and 0.27 eV above the enol groundstate). Table 3.2 lists the geometrical 
parameters of these two MAA conformers, in comparison with the experimental values 
for the diketo molecule in the crystal structure.47 The main difference between the two 
theoretical diketo structures is in the dihedral angle ∠(C2C1C3O2), which makes the 
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d(C4–C5) distance in diketo (sc, ac) shorter than its counterpart by 0.95 Å. The crystal 
structure of MAA at 150 K contains discrete molecules,47 whose geometrical configuration 
is very similar to diketo (sc, sp). Since our calculations predict that the diketo (sc, ac) 
conformer is only slightly more stable than the diketo (sc, sp) conformer (in the gas phase), 
our result is not in disagreement with the experimental observation for the solid: the 
intermolecular interactions apparently stabilize the diketo (sc, sp) over the diketo (sc, ac) 
form. Because the enol form is the most stable tautomer, we use it as the reference for the 
calculation of adsorption energies (Equation 3.1) regardless of the mode of adsorption. 
3.3.2 Adsorption of MAA on Ni{111} surfaces 
Various local minima resulted from simulations when testing adsorption geometries on 
Ni{111} surfaces, which include a flat surface and a surface with adatoms. The four most 
stable configurations are shown in Figure 3.3. In the case of MAA adsorbed on a flat 
Ni{111} surface, the global minimum corresponds to the bidentate deprotonated 
configuration shown in Figure 3.3a, where the MAA molecular plane is tilted with respect 
to the surface, to which it is bonded via two carbonyl groups: one (adjacent to methyl 
group) on a hollow-fcc site and the other (adjacent to methoxy group) on an atop site. The 
dissociated hydrogen atom is adsorbed elsewhere on the surface, preferentially on an fcc 
site; the same adsorption mode, but with the hydrogen adsorbed on an hcp site, is 9 meV 
higher in energy.  
Figure 3.3b shows the second lowest-energy geometry of MAA (in its enol tautomeric 
form) adsorbed on the flat Ni{111} surface. In this case, the molecular plane is parallel to 
the surface with all three oxygen atoms above atop sites. This adsorption geometry 
(flat enol) involves significant vdW interactions between the molecule and the surface. 
Configurations that involve diketo-MAA adsorption on flat Ni{111} surfaces are less 
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stable by at least 0.5 eV compared with the flat enol geometry; therefore, they can be safely 
disregarded as potential candidates.  
 
Figure 3.3 The four lowest-energy configurations of adsorption of MAA at the Ni{111} surfaces. Red 
atoms correspond to oxygen atoms, grey to carbon atoms and white to hydrogens. Oxygen atoms are 
numbered in line with Figure 3.2 and with the discussion of core-level shifts below. Key: red = O, 
gray = C, white = H, and blue = Ni. 
Early theoretical work using the classical embedded-atom method (EAM) calculated a 
low activation energy (56 meV) for migration of Ni adatom at the Ni{111} surface,48 which 
suggests that adatoms which formed, for example, by detachment from surface edges will 
be very mobile and readily available for the adsorption of molecules. The potentially 
important role of metal adatoms on molecular adsorption at metal surfaces has been 
highlighted in more recent studies.49 Therefore, the investigation includes candidates of 
MAA adsorbed at Ni adatoms on Ni{111}. To simulate this type of defect, an adatom was 
added on one side of the perfect slab, giving a ~4% coverage of Ni adatoms. Due to the 
stacking of the planes of Ni atoms in the {111} direction, there are two types of hollow 
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sites on the {111} terrace for the adatom to be located, each threefold coordinated by three 
close-packed Ni atoms in the surface: the fcc site and the hcp site. We did not consider other 
sites for the adatom, i.e., on top of the Ni surface atoms and in a bridge site, between and 
fcc and hcp site. In a similar case, adatoms on Cu{111} surface placed on these latter 
positions always moved toward either the fcc or hcp hollow sites.50 We have found that the 
hollow fcc site is more favorable than the hollow hcp site by 8 meV. A previous work based 
on GGA-PW91 reported that the fcc site is 30 meV more stable than the hcp site.51 Thus, 
the calculations were carried out with the fcc-adatom Ni{111} surfaces, which is almost 
identical to the hcp-adatom for the adatom/adsorbate interaction. 
Two different stable configurations for the MAA molecule on the adatom were found, 
in which MAA interacts with the Ni adatom via the carboxylic groups. In both cases, the 
molecular plane is almost parallel to the Ni{111} surface (see Figure 3.3c,d). In the first 
“bidentate deprotonated on adatom” configuration (Figure 3.3c), with an adsorption energy 
of -2.45 eV, MAA is deprotonated with the dissociated hydrogen atom adsorbed at an 
fcc site. This is 18 meV lower in energy than hydrogen adsorption on the hcp site with the 
same MAA-Ni adsorption complex. The second more stable adatom complex “bidentate 
diketo on adatom”, shown in Figure 3.3d, is less stable than the previous one by more than 
0.6 eV. This is the only diketo adsorption configuration found in our calculations that can 
be considered as a potential candidate, and is unlikely to compete with the stronger 
adsorption mode in the presence of adatoms. This is interesting, since previous 
experimental work on co-adsorption of glutamate and MAA on Ni{111} suggested that 
the MAA was adsorbed in a parallel geometry in the diketo form at 300K.23 
To compare rationally the adsorption energies on the flat surface with those on an 
adatom, the latter should take into account the energy cost of creating the adatom in the 
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first place. The formation energy (𝐸) of the adatom was evaluated in two scenarios 
(Figure 3.4): (a) formation from a step edge, leaving an edge vacancy behind (b) formation 
from the flat terrace, leaving a terrace vacancy. As expected, scenario (a) leads to much 
lower formation energy (𝐸(o) = 0.19 eV) than scenario (b) (𝐸() = 2.26 eV).  
 
Figure 3.4 Representation of adatoms coming from (a) steps and (b) surface. The formation energy 
of adatoms (Ef) in each case was calculated using a bigger supercell, which consisted of (7×7) surface 
unit cells – ensuring isolated species. The triangular island model was used to simulate the step. The 
adatoms, the step and the atoms underneath the vacancy left by the formed-adatom are shaded darker.  
Clearly, adding the adatom formation energy from the terrace sites, makes both adatom 
adsorption configurations unfavorable compared to adsorption directly on the flat terrace. 
However, if the adatom is formed from a step edge, the overall adsorption energy for the 
bidentate deprotonated on adatom is -2.45 eV + 0.19 eV = -2.26 eV. This means that MAA 
adsorption can in principle stabilize the adatom formation from a step edge, in a process 
that is energetically more favorable than direct adsorption at the terrace site with no 
adatoms involved. Of course, these results only refer to the thermodynamic preference; it 
is possible that there are kinetic limitations for the edge-to-adatom mechanism, especially 
at the high MAA coverages of interest here. It is therefore difficult to predict, from energy 
calculations only, what the predominant mode of adsorption is, and whether or not it 
involves Ni adatoms. We need to resort to the comparison of the experimental XPS spectra 
with the simulated spectra for the different adsorption configurations. 
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3.3.2.1 Comparison of modeling and XPS data 
In order to compare the above candidate structures with experimental XPS data,1 
theoretical core-level binding energy shifts of the O 1s levels were obtained according to 
Equation 2.24. The results are summarized in Table 3.3 together with some key 
geometrical data. In all four cases the binding energy shifts split into two groups around ∆BEf = 0.00 – 0.60 eV and ∆BEf = 1.44 – 2.55 eV. With the exception of the “flat 
enol” configuration, the two oxygen atoms from the carboxylic groups (O1 and O2) are 
characterized by the lower BE. The oxygen atom of the OCH3 group (O3) always leads to 
a high BE. 
Table 3.3 Key geometrical and spectroscopic parameters of the candidate structures with the lowest 
adsorption energies found by DFT for the case of Ni{111} surface. The parameter ∆z (C) is the 
maximum difference in height of the molecule’s carbon atoms with respect to the surface. Only 










adatom 𝐸o%q -1.51 eV -1.44 eV -2.45 eV -1.84 eV 𝐸o%q + 𝐸(o) - - -2.26 eV -1.65 eV 
d(C2–O1) 1.262 Å 1.256 Å 1.258 Å 1.243 Å 
d(C3–O2) 1.343 Å 1.336 Å 1.279 Å 1.251 Å 
∠C2–O1–surface 47.8˚ 11.2˚ 6.4˚ 7.4˚ 
∠C3–O2–surface 61.5˚ 5.0˚ 2.7˚ 10.1˚ 
∆z (C) 0.733 Å 0.621 Å 1.057 Å 0.482 Å ∆BEfO1 0.00 eV 0.00 eV 0.33 eV 0.60 eV ∆BEfO2 0.38 eV 1.44 eV 0.00 eV 0.00 eV ∆BEfO3 1.96 eV 1.96 eV 2.16 eV 2.55 eV 
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A better comparison of the calculated chemical shifts with the experimental O 1s XPS 
data is achieved by simulating XPS spectra. For each Gaussian a width of 1.4 eV was used, 
which is the smallest width measured for the experimental O 1s peaks.1 These model 
spectra are plotted in Figure 3.5 together with the experimental O 1s spectrum of MAA 
at 53 % of saturation coverage (1 MAA per 15 Ni atoms) dosed at 180 K.1 This spectrum 
has been chosen for comparison as the coverage is the closest to the coverage used in the 
model calculations (1 MAA per 25 Ni atoms). The BE scale of the experimental spectrum 
has been shifted such that it coincides with the model spectra.  
 
Figure 3.5 Model O 1s spectra for the MAA geometries that lead to the lowest adsorption energies in 
the DFT calculations: (top down) flat enol, bidentate diketo on Ni adatom, bidentate deprotonated 
on Ni adatom, bidentate deprotonated on flat surface. Dots: experimental O 1s spectrum for 0.07 ML 
MAA dosed at 180 K. 
None of the model spectra perfectly matches the peak height ratio of 1.56:1 (low BE : 
high BE), which is to be expected, as attenuation and photoelectron diffraction effects are 
not incorporated in the model spectra. However, except for that of the flat enol spectrum, 
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all the simulated spectra are in qualitative agreement with the experimental relative peak 
heights. The energy separation of the two peaks is best reproduced by the two bidentate 
deprotonated models: ∆BEf = 1.8 eV/2.0 eV for adsorption on the flat surface/Ni 
adatom while the experimental value is 1.94 eV. Thus, on the ground of the core-level 
shifts, we can only exclude the flat enol configuration with reasonable confidence. 
3.3.2.1 Comparison of modeling and NEXAFS data 
A much clearer discrimination can be achieved from an analysis based on the 
NEXAFS1 results and the DFT geometries. The experimental data suggested the presence 
of C-O bond angles of 49° and 62.5° with respect to the surface plane. These angles are 
almost exactly reproduced in the DFT simulations by the bidentate deprotonated 
configuration without adatom, with values of 47.8° and 61.5°, while all other geometries 
are characterized by angles of 11.2° or less. We therefore concluded that the molecular 
adsorption geometry observed in the experiments is in fact “bidentate deprotonated”. The 
fact that the adatom geometries are not observed despite their lower adsorption energies 
as found by DFT modeling can be explained by the low temperatures of 250 K or less that 
the experiments were conducted. Significant adatom generation from step edges of Ni 
surfaces, however, takes place well above room temperature.52 Therefore the formation of 
adatoms complexes appears to be kinetically hindered at low temperatures.  
3.3.3 Adsorption of MAA on Ni{100} surface 
As before, the simulations of the adsorption complex onto a Ni{100} surface included 
both tautomeric configurations of MAA. The candidates with the MAA in its diketo form 
were less stable by at least 0.8 eV compared to the two most stable enol species shown in 
Figure 3.6, therefore they were discarded. It is important also to mention that the 
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simulation of the adsorption of MAA on Ni{100} was performed on flat surfaces only, 
given the results seen in the case of Ni{111} surfaces when adatoms are considered. 
 
Figure 3.6 Top and side view of the two lowest-energy configurations predicted by DFT for the 
adsorption of MAA on the Ni{100} surface.  
In the Ni{100} surface, two potential candidates were found. The first local minimum 
corresponds to the flat enol configuration as shown in Figure 3.6a. The main molecular 
plane formed by the three carbons C2-C1-C3 (see Figure 3.2 for numbering) is parallel to 
the surface with both oxygen atoms from the carbonyl and hydroxyl groups (O1 and O2) 
above atop sites. Unlike in the gas phase, the methyl and methoxy groups are not within 
this plane but bent away from the surface. The second global minimum (Figure 3.6b) 
corresponds to the bidentate deprotonated configuration, where the hydrogen in the O2 is 
missing and the molecular plane is tilted with respect to the Ni surface. The surface bond 
is formed via the carbonyl groups sited on bridge sites of non-adjacent rows. The 
dissociated hydrogen atom is adsorbed elsewhere on the surface on a four-hollow site. In 
this case, the methyl and methoxy groups remain aligned to the plane of the molecule. 
The calculated adsorption energies without vibrational contributions are -1.91 eV for the 
flat enol and -1.82 eV for the bidentate deprotonated configuration. When vibrational 
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contributions are included, the change in ZPE between gas phase and the adsorbed species 
stabilizes the bidentate deprotonated by -0.20 eV but the flat enol only by -0.06 eV. This result 
is expected as the number of intramolecular bonds in the latter is the same as in the gas-
phase molecule, whereas with the former deprotonation occurs and the adsorbed species 
has one bond less and the vibrations of the dissociated hydrogen atom bound to Ni are 
much softer. This extra stabilization yields a total adsorption energy (including electronic 
and vibrational contributions) of -2.02 eV for the “bidentate deprotonated” configuration 
compared to -1.97 eV for the “flat enol”, hence rendering the former more stable. 
3.3.3.1 Comparison of modeling and XPS data 
Comparison of simulated spectra for the two candidate adsorption and experimental 
XPS data2 is now discussed. The ∆BEfvalues, according to Equation 2.24, are listed in 
Table 3.4. For both adsorption geometries, the BE shifts split into two groups, around ∆BEf= 0.00 – 0.29 eV and ∆BEf = 1.29 – 1.86 eV. For the flat enol conformation, the 
oxygen of the carboxylic group (O1) falls into the lower BE group and the oxygen atoms 
of the hydroxyl and methoxy groups (O2 and O3) into the higher BE group. In the bidentate 
deprotonated configuration, the two oxygen atoms of the carboxylic groups (O1 and O2) 
have low BE and the methoxy oxygen (O3) features a high BE. 
In the modeling of XPS spectra, each Gaussian has a width of 1.5 eV, which was 
determined by the experimental data fitting.2 Figure 3.7 shows the individual Gaussians 
and their superposition alongside the experimental O 1s spectrum of MAA. Clearly, the 
simulated spectrum of the bidentate deprotonated geometry is in much better quantitative 
agreement with the experimental data than the one of the flat enol. Both the energy 
separation, 1.6 eV, and the relative heights of the two peaks fit the XPS data very well. 
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Table 3.4 Key geometrical and spectroscopic parameters of the two candidate structures predicted by 




Flat enol 𝐸o%qS'k -1.82 eV -1.91 eV 𝐸o%qS'kj -2.02 eV -1.97 eV 
d(C2–O1) 1.284 Å 1.322 Å 
d(C3–O2) 1.331 Å 1.423 Å 
∠C2–O1–surface 49.1˚ 0.0˚ 
∠C3–O2–surface 53.2˚ 0.7˚ 
∠C2–C1–C3–surface	 54.3˚ 8.9˚ 
∆z (C) 0.640 Å 1.118 Å ∆BEfqO1 (eV) 0.29 eV 0.00 eV ∆BEfqO2 (eV) 0.00 eV 1.29 eV ∆BEfqO3 (eV) 1.86 eV 1.63 eV 
 
 
Figure 3.7 Comparison of experimental XPS data and modeled XPS spectra of the flat enol and 
bidentate deprotonated configurations. Top: direct comparison of experimental and modeled spectra; 
middle: individual Gaussian peaks centered at the calculated core-level shifts for the flat enol; bottom: 
individual Gaussian peaks centered at the calculated core-level shifts for the bidentate deprotonated. 
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3.3.3.2 Comparison of modeling and NEXAFS data 
Additional confirmation for the bidentate deprotonated adsorption geometry comes from 
the NEXAFS data.2 The DFT-optimized geometry predicts the molecular plane being 
tilted with respect to the surface plane. The calculated inclination angles for the C-O bonds 
are ∠C3–O2 = 53.2◦ and ∠C2–O1 = 49.1◦; the plane of the carbon backbone has an angle 
of ∠C2–C1–C3 = 54.3◦ with respect to the surface (Table 3.2).  
The NEXAFS spectra consist of three peaks in the π*-resonance region, at 532.5 eV, 
533.5 eV, and 535.3 eV (marked by arrows in Figure 3.8a), which are most likely 
associated with these bonds, as they all are expected to be part of a resonant π-system. In 
order to make the correlation between the molecular geometry and these resonances, the 
density of states (DOS) near the Fermi energy was calculated for the bidentate deprotonated 
adsorption complex. Figure 3.8b shows the total DOS (black line), the DOS associated 
with the molecule (green), and the projections onto the Ni 3d, O 2p, and C 2p states (blue, 
red, and grey, respectively). 
Figure 3.8b clearly shows a high density of empty states in the vicinity of C and O 
atoms around 1.7 eV and 4.8 eV above the Fermi level, which are associated with resonant 
π-like orbitals extending over most of the molecule. The main contribution to the states at 
1.7 eV above the Fermi level are near the C3-O2 and C2-O1 bonds pointing towards the 
surface (see top panel of Figure 3.8b), while the empty states at 4.8 eV are located near 
the plane formed by C2, C1, and C3 (bottom panel of Figure 3.8b). The energy difference 
between the two DOS maxima (∼3.1 eV) is very close to the energy difference between 
peak 1 (532.5 eV) and peak 3 (535.3 eV) in the NEXAFS spectra; therefore the NEXAFS 
peaks 1 and 2 were assigned at 532.5 eV and 533.5 eV, respectively, to π-like orbital states 
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associated with C-O bonds, while the peak at 535.33 eV is linked to the (C2C1C3) plane. 
A closer look at the top and bottom panel of Figure 3.8b shows that the respective orbitals 
are not exclusively associated with only one bond. Therefore, the angular dependence of 
the NEXAFS resonances, which is determined by the orientation of orbitals rather than 
bonds, must be expected to deviate somewhat from the bond orientation. However, the 
experimental values are clearly not compatible with the flat enol adsorption complex where 
the molecular plane is essentially parallel to the surface (tilt angles between 0.0˚ and 8.9˚, 
see Table 3.2). 
 
Figure 3.8 (a) Angle resolved O K-edge NEXAFS spectra at energy range of π∗ resonances. The black, 
red and blue arrows mark the three peaks at 532.5 eV (peak 1), 533.5 eV (peak 2), and 535.3 eV 
(peak 3); respectively. (b) Density of states (DOS) of the bidentate deprotonated geometry (center). The 
charge density isosurfaces, corresponding to electronic states with energies between 1.28 and 2.22 eV 
(top) and 4.38 and 5.32 eV (bottom) above the Fermi level, are highlighted with dotted rectangles. 
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Based on the above comparison of experimental and computational results it can be 
confidently stated that MAA adsorbs on Ni{100} in a bidentate deprotonated geometry. It 
should be stressed that the small energy difference between the deprotonated and the enol 
adsorption species would not allow an unambiguous discrimination on the basis of DFT 
alone. Only the comparison with experimentally determined parameters, such as tilt 
angles and chemical shifts in XPS, makes a reliable determination of the adsorption 
complex possible.  
3.4 IMPLICATIONS FOR HETEROGENEOUS CATALYSIS 
The tilted adsorption geometry of the bidentate deprotonated species in both Ni 
surfaces offers a clear mechanism for enantioselective hydrogenation. If it is assumed that 
the dissociation of H2 takes place on the Ni surface, it will be more likely for the dissociated 
hydrogen atom to attach to the molecule on the side that is tilted towards the surface. On 
unmodified Ni surfaces, the tilt can be in both directions; especially for the case of Ni{100} 
surface, which has a mirror symmetry. The role of a modifier is, therefore, to break the 
mirror symmetry and stabilize only one of two possible tilt directions. A similar 
mechanism would also explain enantioselectivity for the flat enol geometry or diketo 
structures that break the mirror symmetry of the surface in a similar way. Indeed, enol and 
diketo conformers of MAA lead to enantioselective products, as a series of IR absorption 
studies of MAA on glutamic-acid-modified Ni{111} in solution has shown.12,23  
Further studies with co-adsorbed reactants and modifier molecules (alanine, for 
example) will be necessary to determine the exact geometry of the modifier-MAA complex 
at the molecular level and establish the reaction mechanism that leads to the formation of 
the chiral products. 
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3.5 CONCLUSIONS 
In summary, this Chapter provides detailed information on the adsorption complex of 
MAA on Ni{111} and Ni{100} surfaces. DFT modeling predicts that the MAA enol 
tautomer is more stable than the diketo tautomer in the gas phase. 
Deprotonated species with bidentate coordination is the preferred adsorption mode of 
MAA at the flat Ni{111} surface. The adsorption of the non-dissociated enol tautomer is 
less stable by 77 meV. The presence of adatoms leads to stronger MAA adsorption in 
comparison with the flat surface, whereby the stabilization energy is high enough for 
MAA to drive the formation of adatom defects at Ni{111} (assuming the adatoms come 
from surface steps). Calculation of oxygen core-level shifts for the theoretical adsorption 
geometries and comparison with the XPS together with the tilt angles derived from 
NEXAFS unambiguously identify the bidentate deprotonated enol on the flat Ni{111} 
surface as the dominant species, indicating that the formation of adatom adsorption 
complexes is kinetically hindered at low temperatures. 
In a similar way, DFT calculations predict MAA-deprotonated species on Ni{100} 
surface, which are tilted with respect to the metallic surface and bonded through two 
oxygen atoms. Such conformers and the tilt angle between 49.1◦ and 54.3◦ with respect to 
the surface plane is confirmed by comparison with spectroscopic data. A non-
deprotonated enol tautomer is less stable by 50 meV, when vibrational zero-point energy 
contributions are taken into account. 
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4 Electronic structure of Pd multi-layers deposited on 
Re(0001) surface 
This Chapter describes the structure and electronic behavior of few-layer palladium 
films on the rhenium (0001) surface; a heteroepitaxial system that exhibits negligible strain 
and, therefore, the so-called ligand effects can be isolated. Based on the comparison of 
experimental and simulated X-ray photoelectron spectra, and the calculation of the 
valence electron structure, we establish a general analogy between charge transfer and 
strain effects in bimetallic interfaces. Most of the work presented in this Chapter is part of 
a paper published in Journal Physical Chemistry C.1 The final part about interaction with 
oxygen is still unpublished.  
4.1 INTRODUCTION 
The heterogeneous catalytic activity of multi-metallic systems continues to provide a 
rich landscape of opportunity in tuning catalytic reaction pathways. By mixing metals to 
form alloys or composites, new material properties can evolve that can significantly impact 
performance. A typical case is the synthesis of core-shell nanoparticles in which a reactive 
outer skin (often a precious metal) is supported on a core metal (often a cheaper base 
metal), or as a model system, in the form of a thin metal film supported on another metal. 
With only a few atomic layers of precious metal, it is commonly found that the surface 
chemical properties are different to that of the bulk metal surface.2,3 The prediction and 
rational design of these properties has required the development of models of adsorption 
and reactivity whereby intimate knowledge of the surface electronic structure becomes 
essential. Thus, a great deal of theoretical and computational work has been devoted to 
the understanding of these interfaces.4,5 
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The modification of the electronic behavior of metal thin films by the support is 
produced via a combination of strain and ligand effects. The former arise because, in a 
supported heterogeneous overlayer system, the nearest-neighbor spacing of atoms in the 
epitaxial layer are unlikely to match those of the bulk of the metal, hence the change in 
interatomic distances modifies the intra-layer interactions. On the other hand, “ligand 
effects” are those arising due to the direct interactions between heteroatoms in the system, 
modifying the electronic structure near the interface. Both types of effects for metal 
adlayers have been discussed in the context of the very successful d-band model proposed 
by Hammer, Nørskov and collaborators.6 It has been theoretically shown that, for a wide 
variety of heteroepitaxial systems, the presence of the support leads to a modification of 
the d-band width of the adlayer, and in turn influences the average energy of the d-band, 
which rigidly shifts to maintain a constant filling.7  
The effect of strain on the bandwidth is simple to understand: when the lattice expands 
parallel to the surface (tensile strain) the overlap between the d orbitals on neighboring 
atoms within the adlayer becomes smaller, which leads to less band dispersion and 
narrower bandwidth. Conversely, lattice contraction due to lateral compressive strain 
leads to wider bands. There has been abundant discussion of the strain effect in the 
theoretical literature since density functional theory (DFT) calculations by Mavrikakis 
et al. showed that the adsorption energies of atomic oxygen and molecular CO correlated 
with the shift of the d-band center produced by strain on the Ru(0001) surface, and 
successfully explained it by the bandwidth mechanism.8 Experimentally, it has been 
observed that the adsorption behavior and the catalytic activity for formic acid electro-
oxidation of a palladium monolayer supported on various other metal surfaces, vary 
systematically with lateral compression or expansion as predicted by the d-band 
width/shift model.9 
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On the other hand, the precise nature of ligand effects for metal adlayers is slightly more 
elusive, probably because strain and ligand effects are very difficult to separate in practice. 
In order to isolate the ligand effects, Kitchin et al. performed a DFT study of unstrained Pt 
adlayers on (strained) metallic supports, and found that the d-band width/shift model can 
still be used to explain the modification of the electronic structure of the adlayer by the 
support.10 The proposed mechanism is that the electronic interactions between the Pt 
adatoms and the subsurface metal atoms modify the matrix elements between the 
corresponding d-orbitals, leading to a change in the bandwidth. They pointed out that, 
within a tight-binding formalism, the bandwidth is proportional to the matrix elements 
between the d-orbitals, which depend both on the nature of the two metals and the 
interatomic separations. In the context of metal adlayers on metal supports, these matrix 
elements are expected to characterize the “strength” of the interaction between the adlayer 
and the support.  
We will argue here that, at least for the particular system under study, the direct 
interaction between the adlayers and the support can be more simply described as charge 
transfer. Surprisingly, the role of charge transfer has been widely neglected in the literature 
on bimetallic systems, despite the fact that charge transfer should always be expected at 
the interface of metals with different workfunctions. The surface with the higher 
workfunction should receive electrons at the interface, which can be explained from the 
alignment of the band structure of the two separate metals with respect to the vacuum 
reference level: the Fermi level of the higher-workfunction metal will lie lower than that 
of the other, and therefore electronic equilibrium requires electron transfer to the metal 
with the higher workfunction, until the created interface dipole prevents further charge 
transfer.11 The main reason why the role of charge transfer has been overlooked in this 
context is probably the success of the d-band model in explaining the electronic properties 
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of metal adlayers, since the model assumes a constant filling of (and therefore no charge 
transfer to or from) the adlayer d-band. Another reason is some conflicting predictions 
made by simple charge transfer models about the core-level shifts observed in experiment, 
as discussed further below.  
 
Figure 4.1 Schematic representation of stacked Pd/Re(0001) system. The stacking sequence shown 
here corresponds to the lowest-energy configuration in each case. Key: red = Pd, and blue = Re. 
In order to focus on the direct support-adlayer interactions and exclude strain, we have 
studied an heteroepitaxial system where the lattice parameter of the adlayer is practically 
the same as that of the support: the Pd/Re(0001) system. Furthermore, by considering Pd 
adsorption beyond the single monolayer (ML), one can also investigate as a reference the 
electronic properties of consecutive layers where there is no direct interaction with the 
support at all. In recent experimental work from our group, Etman et al.12 fully 
characterized the systems formed by 1-4 ML of Pd on Re(0001), using quantitative low 
energy electron diffraction (LEED-IV), scanning tunneling microscopy (STM) and X-Ray 
photoelectron spectroscopy (XPS). The LEED experiment identified the stacking 
sequence of the Pd layers. If the Re stacking of (0001) planes is denoted as ABAB (the hcp 
sequence), then the first layer of Pd continues the hcp sequence, so the deposited 
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monolayer (1ML) can be denoted as ABABa. However, consecutive layers of Pd follow 
the fcc sequence, leading to the ABABac structure for 2ML, ABABacb for 3ML, and 
ABABacba for 4ML (Figure 4.1). The XPS spectrum in that study was measured using 
an unmonochromated X-ray source, which offered low resolution compared with 
synchrotron radiation. Therefore only one broad peak was found, which shifted 
systematically to lower binding energies as more Pd was deposited, until a point (between 
2 and 3 ML deposition) from where the position of the peak remained constant. A previous 
study of the same system by Mun et al.13 reported high-resolution XPS spectra using 
synchrotron radiation, where a separate peak with higher core-level binding energy could 
be resolved and assigned to the interface Pd layer, on the basis of its attenuation upon 
increasing Pd deposition. In order to resolve the apparent contradiction between higher 
binding energies of Pd core levels at the interface (which would be typically interpreted as 
electron charge depletion) and a measured lowering of the valence band center of these 
atoms away from the Fermi level (which indicates electron gain), these authors invoked a 
charge redistribution picture from the theoretical work by Wu and Freeman,14 according 
to which, the interaction between Pd and Re atoms at the interface results in i) charge 
accumulation in the interfacial region on top of the Re atoms and ii) charge depletion from 
both Pd and Re atoms. Our investigation provides a different picture that disputes both 
the charge transfer model presented in Ref. 14 and its interpretation in Ref. 13. A simple 
charge transfer model can actually explain the experimental observations of the behavior 
of the core and valence levels in the Pd/Re(0001) system. 
4.2 COMPUTATIONAL METHODS 
Periodic DFT calculations were performed with the VASP program15,16 using the 
Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional.17 The projected 
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augmented wave (PAW)18,19 method was used to describe the interaction between the 
valence electrons and the core. The number of planewaves was determined by a kinetic 
energy cutoff of 327 eV (set at 30% above the default value from PAW potentials in order 
to minimize Pulay errors).20 The Re(0001) surface was modeled with a periodic slab 
consisting of 8 layers, and a vacuum space of 20 Å. Only the four uppermost Re layers 
were fully relaxed, while the four bottom layers were fixed in the bulk positions. Of course, 
the positions of the deposited Pd-layers were also allowed to fully relax. In order to 
compensate for the use of an asymmetric slab, all simulations included a dipole correction 
as implemented in VASP, based on a method proposed by Makov and Payne.21 
Monkhorst-Pack grids22 with a maximum separation of 0.15 Å-1 between k-points were 
used for sampling the Brillouin-zone. This grid density, which was checked with respect 
to convergence of the Re bulk total energy, corresponds to a 18×18×1 grid for the 
reciprocal space of the slab model. Ionic positions were relaxed using a conjugate gradient 
algorithm until the forces on atoms were all less than 0.01 eVÅ-1. 
For bulk Re, the calculated unit cell parameters are a = 2.770 Å and c = 4.475 Å, which 
compare well with experimental values aexp = 2.761 Å and cexp = 4.458 Å (deviations of 
+0.3% and +0.4%). For bulk Pd, the calculated unit cell parameter is a = 3.935 Å, which 
is reasonable compared to the experimental value aexp = 3.890 Å (deviation of +1.2%).23 
In both cases, the positive deviations are as expected from the well-known overestimation 
of metal lattice parameters by generalized gradient approximation (GGA) methods.24 The 
corresponding surface lattice parameters for Re(0001) (2.770 Å) and Pd(111) (2.782 Å) are 
thus very similar, giving only a very small compressive strain (-0.4%). Using experimental 
surface cell parameters (2.761 Å for Re(0001) and 2.751 Å for Pd(111)), the strain is 
actually positive (tensile) but also very small: +0.4%. As showed below, this small 
discrepancy with experiment does not affect the agreement between theory and 
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experiment in terms of the electronic structure of the films, confirming that the effect of 
strain is negligible for this interface. 
The formation energy (per surface site) of the interface with n Pd layers was calculated 
as: 
∆𝐸 = 𝐸j%/2 − (𝐸2 + 𝑛𝐸j%) (4.1) 
where 𝐸j%/2 represents the energy of  the optimized Pd-Re system, 𝐸2 corresponds to the 
energy of the relaxed clean Re surface, and 𝐸j% denotes the energy per atom of Pd bulk. 
The transferred charge density ∆𝜌 was calculated by subtracting, from the charge density 
of the Pd-Re system, the sum of the charge densities of the clean Re surface and Pd layers 
(calculated at the same geometry which they have at the interface): 
∆𝜌 = 𝜌j%/2 − (𝜌2 + 𝜌j%) (4.2) 
Effective atomic charges were computed using the Bader methodology,25 where the 
three-dimensional space is partitioned into basins, (typically) belonging to individual 
atoms, delimited by surfaces through which the flux of the density gradient is zero. For 
the Bader analysis we used the implementation by Henkelman et al.26–28  
Core-level binding energy shifts ∆BER of the Pd 3d levels were obtained in the so-called 
final-state approximation,29 as described in Chapter 2. Such values were then used to 
simulate XPS spectra to allow visual comparison with experimental data. 
The valence d-band properties were calculated as follows: the position of the band 
center (𝐸) is obtained from the first moment of the d-projected density of states (𝑔 𝐸 ) 
with respect to the Fermi level (𝐸 ): 
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𝐸% − 𝐸' = 𝑔% 𝐸 𝐸 − 𝐸' 𝑑𝐸¢£¢ 𝑔% 𝐸 𝑑𝐸¢£¢  (4.3) 
the root-mean-squared width 𝑊% of the d-band is obtained from the second moment of the 
density of states (DOS) with respect to the band center: 
𝑊%9 = 𝑔d 𝐸 𝐸 − 𝐸d 9d𝐸¢£¢ 𝑔d 𝐸 d𝐸¢£¢  (4.4) 
and the d-band filling is calculated as: 
𝑓% = 𝑔d 𝐸 d𝐸¥F£¢𝑔d 𝐸 d𝐸¢£¢ ×100% (4.5) 
Finally, the dissociative adsorption energy 𝐸o%q of oxygen was calculated as: 
𝐸o%q = 𝐸qpo − 𝐸qpo − 12𝐸¨ (4.6) 
where 𝐸qpo is the energy of the optimized substrate−adsorbate system, 𝐸qpo corresponds 
to the energy of the relaxed clean surfaces, and 𝐸¨is the energy of oxygen in the gas phase. 
4.3 RESULTS AND DISCUSSION 
4.3.1 Interface geometry and stability 
The calculated formation energies for the different possible stacking sequences, as 
reported by Etman et al.,12 are summarized in Table 4.1. There is a perfect match between 
the lowest-energy stacking configuration and the one with the lowest Pendry factor (Rp), 
which corresponds to the best structural fit to the LEED data in Ref. 12. Therefore, DFT 
simulations confirm the preferred growth suggested by experiment, in which the first layer 
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adopts an hcp pseudomorphic structure ABABa; the second layer introduces a stacking 
fault to give a fcc-like termination ABABac, with subsequent layers growing in an fcc 
pattern. The fact that the experimental configuration corresponds in each case to the one 
with the lowest energy suggests that the stacking sequence of the Pd films is 
thermodynamically controlled during growth. 
 
Figure 4.2 Interface formation energy (energy is relative to free Re surface and Pd bulk) as a function 
of Pd coverage. Straight lines joining the points are a guide to the eye. 
The plot in Figure 4.2 displays the formation energy of the preferred stacking 
configurations at each composition against the number of deposited layers. The negative 
values indicate that the deposition is an energetically favorable process with respect to Pd 
atoms in the bulk and the free Re surface. DFT calculations predict a shallow minimum 
of the interface formation energy at 2ML Pd. From the shape (convex hull) of the variation 
of the formation energy with the number of deposited layers, the homogeneous 3ML 
composition is thermodynamically unstable (by 55 meV per surface unit cell) with respect 
to separation into islands of 2ML and 4ML, ignoring border contributions. However such 
separation is not observed in the experiment, where the 3ML system was found to be 
homogeneous and fit well a model with ABABacb sequence. Therefore, DFT modeling 
suggest that the separation of the homogeneous system into a heterogeneous system with 
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islands of different thicknesses might be kinetically limited under the conditions of these 
experiments, even when the stacking follows the thermodynamically preferred sequence.  
Table 4.1 Formation energies for the different possible stacking sequences. ABAB represents the hcp 
sequence of Re layers. Lowercase letters indicate the relative stacking of the Pd layers. LEED results 
are from Ref. 12. Underlined/bold entries represent the lowest DFT energy or best experimental fit. 
No. of ML Stacking ∆𝑬𝐟 (eV) LEED Rp factor 
1 
ABABa -0.588 0.218 
ABABc -0.527 0.465 
2 
ABABab -0.698 0.351 
ABABac -0.722 0.211 
ABABca -0.593 0.268 
ABABcb -0.570 0.386 
3 
ABABaba -0.597 0.419 
ABABabc -0.617 0.284 
ABABaca -0.603 0.404 
ABABacb -0.621 0.248 
ABABcab -0.521 0.275 
ABABcac -0.509 0.396 
ABABcba -0.496 0.303 
ABABcbc -0.479 0.420 
4 
ABABacab -0.607 0.288 
ABABacac -0.587 0.475 
ABABacba -0.630 0.209 
ABABacbc -0.612 0.446 
 
The optimized interlayer distances for the slabs are summarized in Table 4.2. The DFT 
values of the interlayer distances are also consistent with LEED measurements, with good 
quantitative agreement within the experimental error in most cases. The small contraction 
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of the Pd-Re interface, with respect to Pd-Pd distances, could be a consequence of charge 
transfer at the interface, which will be discussed later.  
Table 4.2 Calculated interlayer distances in comparison with experiment.12 The italicized/bold 
entries correspond to the Re-Pd interface. 
 Interlayer 
separation 
1ML 2ML 3ML 4ML 
DFT Exp. DFT Exp. DFT Exp. DFT Exp. 
d12 (Å) 2.23 2.20±0.05 2.32 2.30±0.04 2.31 2.34±0.04 2.31 2.30±0.03 
d23 (Å) 2.16 2.18±0.03 2.20 2.23±0.03 2.33 2.29±0.04 2.30 2.28±0.03 
d34 (Å) 2.29 2.25±0.04 2.17 2.19±0.07 2.22 2.28±0.07 2.34 2.30±0.05 
d45 (Å) 2.21 2.23±0.06 2.29 2.30±0.07 2.17 2.17±0.13 2.22 2.30±0.06 
 
4.3.2 Charge transfer at the interface 
In order to understand the nature of the interaction between the substrate and the Pd 
thin-films, as well as the electronic structure presented below, we now discuss the 
occurrence and magnitude of the charge transfer at the interface. Figure 4.3 shows a cross-
section plot of the transferred charge density ∆𝜌,	as given by Equation 4.2, for the case of 
1 ML Pd on Re(0001). There is a clear charge transfer of electrons from Re to Pd. The 
transferred charge is polarized in such a way that it is mostly located “below”, i.e. at the 
side pointing towards the Re support. We checked that this asymmetry of the transferred 
charge distribution is not a consequence of the choice of the projection plane.  
Therefore, we disagree here with the conclusion from the theoretical work of Wu and 
Freeman14 on the 1ML Pd/Re(0001) system, where they state that the interaction between 
Pd and Re results in charge accumulation in the interfacial region, with electron depletion 
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from both Pd and Re atoms. Our conclusion that Pd is instead a net receiver of negative 
charge is supported by the Bader analysis of the DFT charge density depicted in Table 4.3, 
which shows that in the case of 1 ML deposition, the Pd atoms adopt an effective charge 
of -0.18 e, while the top Re atoms adopt a positive charge of +0.15 e, with an additional 
small amount of positive charge (+0.03 e) in the second Re layer. In the case of multi-layer 
Pd deposition, Pd layer at the interface always contains most of the negative charge, 
although in the case of 2ML deposition the negative charge at the second Pd layer is also 
significant (-0.07 e). The top Re layer accounts for most of the positive charge in all cases, 
and the total amount of transferred charge is practically independent on the number of 
Pd layers deposited. 
 
Figure 4.3 Contour plot of the transferred charge density for the system with 1 ML Pd on Re(0001). 
The plane of the figure was chosen in such a way that the cross-section contains both Pd atoms and 
Re atoms at the interface.  
The charge transfer direction from Re to Pd at the interface is as expected on the basis 
of the relative workfunction of Re compared to Pd: the computed workfunction values for 
the Re(0001) and Pd(111) surfaces are 4.91 eV and 5.27 eV, respectively (values of 4.72 eV 
Chapter 4 – Electronic structure of Pd multi-layers deposited on Re(0001) surface 92 
and 5.22 eV are reported from experiment for polycrystalline Re and Pd).30 As explained 
above, the surface with the higher workfunction is expected to receive electrons at the 
interface, which can be explained from the alignment of the electron bands of the two 
separate metals with respect to the vacuum reference level.11  
Table 4.3 Bader analysis for the clean Re(0001) and the interfaces with Pd thin films of different 
thicknesses. 
Atoms clean 1ML 2ML 3ML 4ML 
Pd - - - - -0.03 
Pd - - - -0.03 0.03 
Pd - - -0.07 -0.01 -0.04 
Pd - -0.18 -0.10 -0.12 -0.12 
Re -0.07 0.15 0.14 0.14 0.14 
Re 0.06 0.03 0.03 0.03 0.03 
Re 0.00 0.00 0.00 0.00 0.00 
Re 0.01 0.00 0.00 0.00 0.00 
 
4.3.3 Core-level shifts and simulated XPS spectra 
The simulated XPS spectra was obtained by calculating final-state Pd 3d core-level 
shifts using DFT. Gaussian curves were used for broadening the contribution from each 
layer; their intensities are given by an exponential attenuation with the distance to the 
surface afforded for the inelastic mean free paths, while their widths are determined by the 
resolution of the experiment being simulated (Figure 4.4a). The solid curves in 
Figure 4.4a correspond to the simulation of laboratory-based XPS data such as that shown 
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in Figure 4.4b, which is reproduced here from Ref. 12. The dashed curves correspond to 
the simulation of high-resolution synchrotron XPS, where separate peaks are resolved; this 
can be compared with the experimental results presented in Ref. 13.  
 
Figure 4.4 XPS spectra as a function of Pd coverage on the Re (0001) surface: (a) DFT simulation, 
where solid and dashed lines represent low-resolution and high-resolution spectra, respectively; (b) 
Low-resolution XPS obtained with photon energy of 1486.6 eV, reproduced from Ref. 12. The high 
resolution simulation is based upon the experimental conditions of Ref. 13 where a photon energy of 
450 eV was employed. 
The basic features of both low-resolution and high-resolution XPS experiments are well 
reproduced by the DFT-simulated XPS spectra. The low-resolution peaks initially shift to 
lower binding energies (BE) with increasing Pd coverage, and then remain constant after 
2-3 ML deposition. High-resolution signals split into two peaks; the one with the higher 
BE decreases its relative intensity with increasing Pd coverage.  
The XPS simulation permits to unambiguously determine the origin of the different 
contributions to the spectrum. In the high-resolution spectrum, we confirm the assignment 
of the higher BE peak to the contribution from Pd atoms at the interface, as originally 
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proposed by Mun et al.13 The lowest BE contributions arise from the surface Pd atoms, 
which are similar to the BE from the bulk-like layers in between. Even the synchrotron-
radiation XPS cannot clearly resolve these two types of contributions (surface and “bulk” 
of the film), and therefore they visually appear as a single peak (figure 1 in Ref. 13), 
although the authors mention that fitting the spectrum does indicate the presence of a 
“surface” peak shifted by 0.3 eV with respect to bulk peaks. In the calculations for the 
4ML system, we found that the binding energy difference between the surface layer and 
the average of the two bulk-like layers is 0.26 eV, in good agreement with their fitting 
result.  
The higher BE of the core levels of the interface Pd atoms has to be reconciled with our 
previous conclusion about the transferred charge localization on these atoms. In the 
analysis of core-level shifts, a higher BE is often associated with a more positive ion, which 
is rationalized by the stronger Coulomb attraction between a more positive ion and the 
electron being ejected. However, spectroscopic analysis clearly shows a shift to higher BE 
for the more negative Pd ion at the interface. In fact, the commonly used association 
between shift to higher BE and electron depletion, which our results contravene, is now 
known to be generally inadequate, in particular for interpreting core level shift in surface 
adlayers.31 The correct explanation for the sign of the core level shifts will be discussed 
below, on the basis of the behavior of the valence electronic structure of this system.  
4.3.4 Valence electron density of states and d-band centers 
We have calculated the electronic density of states (DOS) projected on the 4d valence 
orbitals of Pd atoms, layer by layer. The results for the surface and interface layers are 
shown in Figure 4.5a. It is clear that the d-band center for the interface Pd atoms (dashed 
lines) is shifting to lower values, away from the Fermi level, compared to the d-band center 
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of surface Pd atoms. On the other hand, Figure 4.5b shows that for all Pd atoms in the 
films, a shift in the 4d valence level corresponds to a shift in the same direction and of 
similar value as that of the 3d core level. This remains true regardless of whether we use 
initial-state or final-state core-level shifts (correlation R2 > 0.95 in both cases). The 
gradients of the linear fit lines are 1.09 (initial-state shifts) and 1.16 (final-state shifts); the 
proximity to 1 indicates that there are nearly rigid shifts of the core and valence levels with 
respect to the Fermi level.  
 
Figure 4.5 (a) Electronic density of states (DOS) projected on the Pd 4d orbitals of the surface (solid 
lines) and interface (dashed lines) atoms, with the corresponding d-band centers marked by vertical 
bars. (b) Correlation between Pd 3d core-level shifts and Pd 4d band centers. The initial-state and 
final-state shifts are shown with empty and filled circles, while the corresponding best-fit lines and 
their gradients are shown in gray and black, respectively. 
The similarity between the results using initial-state and final-state shifts in Figure 4.5b 
implies that initial state effects dominate the binding energies. The shift of the core levels 
should be seen as a consequence of a change in the electronic structure of the valence, and 
therefore as an initial-state effect arising through the shift in the entire local potential at 
Chapter 4 – Electronic structure of Pd multi-layers deposited on Re(0001) surface 96 
the sites. The correlation between core and valence level shifts of metal surfaces and 
adlayers has been discussed before by several authors.31–34 This correlation is important 
from a practical point of view because it implies that XPS measurements of core level shifts 
carry value as experimental predictors of surface adsorption and reactivity behavior, in the 
same way as the d-band shifts are useful theoretical predictors of these properties. The XPS 
technique is well established and commonly used to characterize catalyst materials and 
hence this experimental descriptor constitutes a very practical choice, as was noted in an 
early study by Rodriguez and Goodman.35  
Table 4.4 Layer by layer d-band filling and electron population of the s, p and d valence bands as 
obtained from the integration of the projected densities (within PAW spheres) of states up to the 








s p d 
1ML 1 93% 0.51 0.40 8.52 
2ML 
1 93% 0.47 0.32 8.49 
2 91% 0.51 0.54 8.45 
3ML 
1 92% 0.45 0.32 8.49 
2 91% 0.47 0.43 8.46 
3 90% 0.52 0.53 8.45 
4ML 
1 91% 0.45 0.33 8.48 
2 90% 0.46 0.44 8.44 
3 90% 0.47 0.43 8.46 
4 90% 0.52 0.53 8.45 
 
However, what is more interesting from our results, and in contrast to previous work, 
is the discussion of the mechanism causing the valence d-band shift in the first place. In 
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strained metallic adlayers, it is customary to explain this behavior via the “bandwidth 
mechanism”, which is illustrated in Figure 4.6a. In the presence of tensile strain, the metal 
atoms are laterally more separated in the adlayer, which leads to a decrease in the d-band 
width. If one assumes no charge transfer to the d-band, the narrowing of the (more than 
half-filled) band is necessarily accompanied by a shift upward of its center, towards the 
Fermi level, in order to preserve band filling. Conversely, in the presence of compressive 
strain, the width of d-band will increase and its center will shift down, away from the Fermi 
level.5 Clearly, in our case this mechanism has to be rethought because a) the strain in the 
Pd adlayers on Re(0001) is negligible, and b) it has been shown that there is significant 
charge transfer at the interface.  
Table 4.4 shows that, for any given composition, all Pd layers have a similar degree of 
d-band filling (fd), despite the differences in charge identified above using Bader analysis. 
Even for different compositions, the degree of band filling is very similar in all cases 
(between 90 and 93%), decreasing only slightly with the thickness of the layer. The reason 
why the charge transferred to the Pd layer at the interface is not going to states of d 
character is that the polarization of the transferred charge, which is illustrated in 
Figure 4.3, is not compatible with the symmetry of the d orbitals. Instead, a hybrid of 
valence s and p orbitals is a more appropriate description, due to constructive interference 
between the mixing orbitals on one of the p lobes (the one pointing towards the interface) 
and destructive interference in the opposite one. The electron population decomposition 
analysis (integration of s, p, d - projected charges within PAW spheres) in Table 4.4 shows 
that, indeed, there is always significant increase in the s-p population of the interface Pd 
compared to the other layers. It should be noted here that the total charge differences 
obtained from integration within atomic spheres are similar to those identified using Bader 
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analysis (defined for non-spherical atomic basins), which confirms that our conclusions 
about the presence and magnitude of charge transfer are valid regardless of the definition 
of the atomic regions.  
 
Figure 4.6 Origin of the valence d-band shift (a) in the presence of tensile or compressive strain but 
absence of charge transfer, and (b) when there is no strain but instead there is charge transfer to the 
adlayer sp valence levels, as in the case of Pd/Re(0001). 
Since the filling of the d-band is roughly constant for each composition, the inverse 
correlation between the valence d-band width and the d-band center shift, which is 
expected for strained systems, is also observed in this system (Figure 4.7). The relative 
displacement of the lines for different compositions is reflecting the slightly different band 
filling degrees. The inverse correlation between bandwidth and band center shift simply 
indicates a constant degree of d-band filling, regardless of whether the shift is induced by 
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strain or by charge transfer to the s-p band. But whereas in the strain case the bandwidth 
change is a direct consequence of strain, and the center shift results from the bandwidth 
change, in our charge-transfer picture the bandwidth change is not driving the band center 
shift, but it is a consequence of it. 
 
Figure 4.7 Correlation between the width of the Pd valence d-band and the position of its center with 
respect to the Fermi level.  
To illustrate the above point, the simplified scheme in Figure 4.6b shows the effect of 
charge transfer to s-p levels on the position and width of the d-band. The key here is that 
all valence (and also core) levels shift almost rigidly with changes of the site potential. 
Thus, the filling of the s-p band due to interfacial charge transfer is accompanied by a down 
shift of the d-band center with respect to the Fermi level. But since the filling of d-band 
center should remain constant, its width must increase to preserve the degree of filling. 
Thus, our analysis shows that the behavior of the d-band in the Pd unstrained adlayer 
can be simply explained by charge transfer from the Re support, which can be seen as 
analogous to the application of support-induced compressive strain (which does not exist 
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in this case). One could also expect that charge transfer in the opposite direction, 
i.e. electrons moving from the adlayer to the support (the obvious case to study here to 
exclude strain effects would be Re deposited on Pd(111)), is analogous to support-induced 
tensile strain. 
It is likely that even in the case of strained interfaces, small amounts of charge transfer 
will contribute to the behavior of the metal d-band through the mechanism proposed here, 
which calls for a reexamination of the role of charge transfer in other (strained or not) 
metallic films on metal supports. For example, consider the case of only 1ML of Pd on 
Ru(0001), where a down-shift of core and valence levels has recently been reported 
experimentally and theoretically.34 In this situation, there is significant compressive strain 
(-1.6% using experimental cell parameters). While the effect of strain can explain the 
direction of the shift, it is likely that its magnitude is also affected by charge transfer, as 
these two metals exhibit different workfunctions (the calculated value is 4.96 eV for 
Ru(0001), which is similar to that of Re(0001) and well below the value of 5.27 eV 
computed for Pd(111)). The Bader analysis in this case confirms that there is charge 
transfer to the Pd adlayer, of ~0.11 electrons per atom. Therefore, the shift in the valence 
and core levels in that case probably has contributions from both strain and charge transfer.  
4.3.5 Energetics of dissociative adsorption of oxygen 
The simplest surface process to characterize reactivity of these substrates is the 
dissociative adsorption of a homonuclear diatomic molecule. In this section, the 
adsorption of oxygen on clean Re(0001) and Pd/Re(0001) surfaces has been investigated. 
To account for the unpaired spins associated with oxygen species, spin-polarized 
calculations were performed. The plane wave kinetic energy cutoff was increased to 
400 eV as required by the oxygen’s PAW potential.  
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4.3.5.1 Dissociative adsorption of oxygen on Re(0001) surface 
Our exploration of sites for the dissociative adsorption of oxygen considered different 
coverages, down to Θ = 0.25 ML (one oxygen atom per four heavy atoms). We only 
considered high-symmetry adsorption sites: hcp sites (an atom in the layer beneath the site) 
and fcc sites (no atom in the layer beneath), which are generally the preferable sites for 
oxygen adsorption in similar surfaces, e.g. hcp for Ru(0001)36,37 and fcc for Pd(111)38,39. 
We first consider the results for the clean Re(0001) surface. The adsorption energies at 
different coverages are listed in Table 4.5. The adsorption energies range from -2.86 eV 
to -3.68 eV, indicating a highly exothermic process. Adsorption energies for hcp sites are 
more negative by around half an eV, meaning that the preferred site for the dissociative 
adsorption of O2 in a Re(0001) surface is the hcp position, at any given coverage. We do 
not expect to find a mixed site occupation at finite temperatures since the difference in 
adsorption energy between both adsorption modes is significant. The preference found for 
the hcp sites on Re(0001) surface is consistent with theoretical results for other transition 
metals (TMs): oxygen is always found to occupy the sites that continue the bulk layer 
sequence (i.e., fcc on fcc Rh(111) and Ag(111), hcp on hcp Ru(0001)).36,40,41 The preferential 
occupation of hcp sites over fcc sites can be attributed to the influence of the underlying 
layer beneath the hcp site. This influence remains the same at coverages below Θ = 0.5 ML. 
However, at full coverage (Θ = 1 ML), it is reduced by ~0.1 eV, still not enough to alter 
the site preference. Such a reduction at high coverages is possibly due to O-O interactions: 
even if the O-O distance is only a function of the coverage (and not of the adsorption site), 
the electronic structure of the O atoms might be affected differently by the adsorption at 
hcp and fcc sites, which in turn would change the nature of the O-O interactions.  
Chapter 4 – Electronic structure of Pd multi-layers deposited on Re(0001) surface 102 
Table 4.5 Energetics of the oxygen adsorption on Re(0001) surface at different coverages (down to 
0.25 ML). The adsorption energy difference, ∆𝐸o%q, is relative to the value for the respective hcp sites. 
Coverage 
𝑬𝐚𝐝𝐬 (eV) 
fcc hcp ∆𝑬𝐚𝐝𝐬 
1 -2.86 -3.35 -0.49 
0.5 -3.02 -3.61 -0.59 
0.25 -3.10 -3.68 -0.58 
 
Indeed, the role of coverage is significant for adsorption at both sites in the range of 
coverages considered here. From the adsorption energy dependence as a function of 
coverages showed in Figure 4.8, it can be seen that the adsorption energy becomes less 
favorable with increasing coverage. The adsorption energy of oxygen on Re(0001) surface 
should become independent of coverage for very low coverage values. We did not consider 
that limit of isolated adsorption as it would require the use of very large supercells.  
 
Figure 4.8 Calculated adsorption energy as a function of oxygen coverage for the Re(0001) surface.  
Note, however, that the dissociative adsorption of O in a clean Re(0001) surface in hcp 
sites is a highly exothermic process, regardless of the coverage. Thus, the high-coverage O 
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adlayer structures are highly stable and may be able to form. In a similar system, 
O/Ru(0001), there is experimental evidence of a high-coverage (1×1) phase.37 However, 
kinetic hindering of the dissociation of O2 by an energy barrier is not discarded, at least for 
the high-coverage regime. Experimental evidence is required to corroborate this set of 
DFT simulations. 
4.3.5.2 Dissociative adsorption of oxygen on Pd/Re(0001) structures 
For these systems, the simulations were performed at Θ = 0.5 ML and Θ = 0.25 ML 
coverages. Oxygen adsorption on Pd(111) is a well-studied system, both experimentally38 
and theoretically.39 Experimentally, the process is dissociative and for a coverage of Θ = 0.25 ML a (2×2) phase is formed, where the oxygen atoms occupy fcc hollow sites. It 
is reasonable then to consider only these two coverages. 
Table 4.6 Energetics of the oxygen adsorption on Pd/Re(0001) structures at two coverages and two 
different thickness of Pd. The adsorption energy difference, ∆𝐸o%q, is relative to the value for the 
respective fcc sites in this case. 
Coverage Pd Stacking 
𝑬𝐚𝐝𝐬 (eV) 
fcc hcp ∆𝑬𝐚𝐝𝐬 
0.5 
ABABa -0.52 -0.49 -0.03 
ABABac -0.83 -0.64 -0.19 
0.25 
ABABa -0.99 -0.96 -0.02 
ABABac -1.11 -0.91 -0.20 
 
Table 4.6 list the results obtained through simulations. At the coverage Θ = 0.5 ML, 
the adsorption energies range from -0.49 to -0.83 eV, whereas at coverage Θ = 0.25 ML 
they go from -0.91 to -1.11 eV. As reference, the difference in adsorption energy at the 
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same range of coverage is ~0.4 eV/atom in Pd(111) surfaces.39 This reflects the repulsive 
adsorbate-adsorbate interactions with decreasing O-O distance in the adsorption of O on 
Pd atoms. At higher coverages, the O-O interactions should weaken the adsorption even 
more.  
According to Table 4.6, the dissociative adsorption of O on monolayer Pd is only 
slightly more favorable on fcc sites than hcp sites, by ~0.02 eV. The preference for fcc sites 
is consistent with the trend observed for O adsorption on Pd(111) surfaces, where fcc sites 
were preferred over hcp sites, although by a larger energy margin, 0.2 eV.39 The different 
behavior of the Pd monolayer on Re(0001) and the Pd(111) surface is likely to be 
connected with the significant charge transfer that takes place at the Pd/Re interface, 
which was discussed above: the Pd monolayer is more electron-rich than the top layer in 
Pd(111). The implication of this result is that in the 1ML Pd/Re(0001) system, a mix of 
oxygen adsorption sites can be expected. Table 4.6 also shows that in the case of Pd 
bilayers supported on Re(0001), the fcc adsorption site is more stable than the hcp 
adsorption site, by ~0.2 eV (similar to the behavior in Pd(111)). In this case, the effect of 
the Re/Pd charge transfer on adsorption is small because most of the transferred electrons 
are localized at the Pd layer at the interface, while the top Pd layer, where O adsorption 
occurs, is now electronically similar to the top Pd layer in Pd(111).  
4.3.5.3 Comparison between clean Re(0001) and Pd/Re(0001) surfaces 
Experimentally, the adsorption of oxygen on atomically-thin layers of Pd supported on 
Re(0001) leads to the “peeling off” of the Pd monolayers. Figure 4.9 displays an STM 
image of the Pd/Re(0001) system after annealing, obtained by Bennett’s group at Reading. 
The bright spots indicate the presence of Pd islands, whereas the brown spots denote the 
Re support. After annealing, there is an increase of the areas where Re atoms are exposed. 
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Somehow the strength of adhesion between the Re support and the Pd adlayers is 
weakened. 
 
Figure 4.9 STM image of few-layers Pd on Re(0001) annealed in oxygen surface (unpublished work 
by L. Richards and R.A. Bennett).  
The DFT calculations provide a reasonable explanation of this feature in terms of 
thermodynamic preference. The interaction of O with Re support is very strong, featuring 
an adsorption energy of around -3.6 eV. In the other hand, the adsorption of oxygen in the 
Pd/Re(0001) systems has been estimated as -1 eV in average. The dissociative adsorption 
of oxygen in Pd/Re(0001) systems is by far less stable than in clean Re(0001) surfaces. 
From Table 4.1, the formation energy values for the stacking of Pd on Re support are also 
well below the strength of O adsorption on Re. 
It is possible then that the O atoms tends to move inwards to approach the Re atoms. 
There is a clear thermodynamic driving force for O adsorption on Re(0001), as compared 
to O adsorption on the Pd monolayer, even if the cost of separating the Pd/Re interface is 
included. Provided that the kinetic barriers are not too high, this thermodynamic 
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preference will eventually lead to the peeling off of the Pd adlayers, in agreement with the 
experimental observation. 
4.4 CONCLUSIONS 
The present DFT study of few-layer Pd films deposited on the Re(0001) surface has led 
to the following conclusions: 
a) The stacking sequence observed experimentally, whereby the first layer of 
palladium continues the hcp sequence of the rhenium stacking, while 
consecutive layers adopt the fcc sequence expected for palladium, is the lowest-
energy one, implying that the layer-by-layer growth is mainly 
thermodynamically controlled. However, in the case of deposition of 3ML Pd, 
the thermodynamically preferred separation into islands of 2ML- and 4ML-
depth predicted by calculations has not been observed in experiment, suggesting 
that this rearrangement process might be kinetically limited.  
b) There is a significant amount of charge transfer from Re to Pd, mainly localized 
at the interface layers. The charge transferred to Pd is polarized in such a way 
that it is “pointing” towards the Re support. That means that the transferred 
charge cannot be projected onto Pd d states, and its better described as being 
transferred to hybrid sp states in the valence.  
c) The charge transfer from Re to the interface Pd adlayer produces a rigid shift to 
more negative energies of the electronic band centers on this Pd layer, compared 
to those at the next layers. But because the valence d-band preserves its degree 
of filling in all cases, its width for the interface Pd layer has to increase. In 
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general, an inverse correlation is then observed between d-band center shifts and 
bandwidths.  
d) The shift in the valence states is accompanied by an almost rigid shift in the core 
states. Therefore the Pd 3d states at the interface layer have higher binding 
energies than those from consecutive layers. The change in the experimental 
XPS as a function of the number of deposited layers is well explained by a 
theoretical simulation of the XPS signal: there is a gradual shift to lower binding 
energies as the interface layer is “buried” by further Pd deposition.  
e) The charge transfer model can therefore explain in a simple way the effect of the 
support on the electronic structure of core and valence levels in this unstrained 
system. It has been shown that it is possible to establish an analogy between the 
application of a support-induced compressive (tensile) strain and the charge 
transfer to (from) the adlayer. While in the present case of Pd/Re(0001) the 
strain is very small and the electronic structure changes are determined by 
charge transfer effects, in general cases both strain and charge-transfer could 
contribute to the observed behavior. These results and analysis therefore call for 
a reexamination of the role of charge transfer in the electronic behavior of metal 
adlayers on metal supports. 
f) Oxygen adsorption on Re(0001) is much stronger than on the 1ML 
Pd/Re(0001) surface. The difference is enough to overcome the Pd/Re 
attraction and therefore constitutes a thermodynamic driving force for a process 
of peeling off of the Pd adlayer and direct absorption of oxygen on Re. This 
conclusion is in agreement with observations in recent STM experiments. 
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5 Isolated and metal-supported hexagonal boron nitride 
layers 
This Chapter presents a theoretical investigation of free-standing and metal-supported 
hexagonal boron nitride (h-BN) layers. We present a detailed analysis of the origin of the 
so-called monolayer Raman signature, consisting of an upshift in the frequency of the E2g 
vibrational mode with respect to the bulk value. Our analysis is based on the comparison 
of different density functionals, including those that feature non-local correlation for an 
accurate description of van der Waals (dispersion) interactions. We also discuss the 
interaction of h-BN with a metal surface, Ni{111}, and discuss the effect of that interaction 
on the Raman spectrum of monolayer h-BN. This Chapter contains material of our recent 
paper published in Journal of Physics: Condensed Matter.1 The final part about the interaction 
of h-BN with Ni{111} is still unpublished.  
5.1 INTRODUCTION 
Hexagonal boron nitride (h-BN) is a layered material with a structure similar to that of 
graphite, but with alternating B and N atoms, instead of C atoms, forming honeycomb-
like networks.2 Its properties have been attracting a great deal of interest over the last years3 
since the availability of h-BN samples with an atomically flat surface4 facilitates studies of 
thin films applications. For instance, flakes of h-BN have been used as a thin dielectric to 
top-gate graphene in electronic devices,5 as well as an inert substrate for graphene.6 Song 
et al.7 demonstrated that h-BN films consisting of two to five atomic layers can be 
synthetized via epitaxial growth on copper and then transferred onto a chosen substrate, 
opening up new opportunities to exploit its properties and potential applications in 
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electronics, especially as an interesting two-dimensional defect-free dielectric material 
when sandwiched between conducting materials.8  
In the case of graphene, the identification of the number of layers in mono-, bi- and 
few- layers is often done via either optical contrast9 or Raman signatures.10 The same two 
strategies have been discussed by Gorbachev and co-workers to identify mono- and few-
layers h-BN.11 However, because of its large bandgap (above 5 eV),11–13 h-BN has zero 
opacity, i.e. it exhibits very weak optical contrast.11 Raman spectroscopy seems to be a 
better route, particularly to avoid misidentification of mono- and bi-layers of h-BN as they 
look very similar under the microscope. Experimentally, bulk h-BN exhibits a 
characteristic Raman peak occurring at 1366 cm-1 corresponding to an E2g phonon mode. 
Gorbachev et al.11 observed that mono- and bilayers h-BN exhibited maximum upshifts of 
4 cm-1 and 1 cm-1, respectively, which could serve as Raman signatures of these systems.  
A previous theoretical study14 based on density functional theory (DFT) calculations 
with the local density approximation (LDA), suggested that the difference between 
frequencies of Raman peaks in bulk h-BN and a single sheet is due to slightly elongated B-
N bonds in the former, causing a softening of the E2g phonon mode. However, as we will 
discuss in more detail below, the LDA functional employed in that work is unable to 
account correctly for the interlayer interactions in h-BN, in particular the dominant 
dispersion component, so a more sophisticated theoretical analysis is needed.  
Recent experiments by Cai et al.15 on suspended h-BN samples revealed much smaller 
upshifts (up to ~1 cm-1) in the Raman frequency from bulk to monolayer. The authors 
suggested that the larger upshifts of ~4 cm-1 observed in supported samples are actually 
due to the interaction with the support. According to this interpretation, the higher 
flexibility of the monolayer allows it to follow the uneven surface of the substrate more 
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closely and gain more compressive strain; the intrinsic shift may be very small or non-
existent.  
Here we present a complete theoretical analysis, using DFT functionals that are able to 
describe correctly the dispersion interactions between layers, in an attempt to clarify 
whether there is an intrinsic upshift in the Raman frequency of the h-BN monolayer. We 
discuss the role of interlayer dispersion interactions in determining the relative cell 
parameters and Raman frequencies of the bulk and monolayer, and calculate the effect of 
thermal expansion on the Raman signature of the BN-monolayer. We will also discuss the 
interaction of h-BN with the Ni{111} surface and the effect of this interaction on the 
Raman frequency.  
5.2 COMPUTATIONAL METHODS 
Density functional theory (DFT) calculations were preformed using planewave basis 
sets as implemented in VASP.16,17 The projector augmented wave (PAW)18,19 method was 
used to describe the interaction between the valence electrons and the core, keeping the 1s 
orbitals of both B and N frozen in the atomic reference configurations. As we will discuss 
below, the change in lattice parameter from bulk to monolayer is in the order of a fraction 
of picometer; therefore, the simulations required high precision parameters to capture 
these subtle effects. In particular, the “hard” frozen-core potentials provided in VASP code 
were used. Using the “normal” potential leads to the same trends described here, but 
introduces an error (in the order of 0.1 pm, which is small but significant for this study) in 
the relative values of the cell parameters of bulk vs. single-layer, compared to the results 
obtained with the hard potentials. Planewave basis set was truncated at a kinetic energy 
cutoff of 1050 eV (set at 50% above the default value for the potentials, in order to 
minimize Pulay errors).20 In order to reduce the noise in the calculated forces, simulations 
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employed an additional support grid with 8 times more points than the standard fine grid, 
for the evaluation of the augmentation charges. The maximum force on ions for geometry 
relaxations was set up to a very low threshold of 10-4 eV/Å (reducing this value even more 
to 10-5 eV/Å has no effect on the calculated geometries to the precisions reported here).  
Monkhorst-Pack grids21 with a maximum separation of 0.35 Å-1 between k-points were 
used in sampling the Brillouin-zone for integrations. This grid density corresponds to a 
9×9×3 grid of k-points in the bulk h-BN. The calculations of bulk h-BN were performed 
using the experimentally observed AA´ stacking sequence where B and N are placed on 
top of each other,22 as illustrated in Figure 5.1. In the simulations of the layered structures, 
a relatively large vacuum space of 15 Å was placed perpendicular to the layers in order to 
keep interactions between periodic images small. Vibrational frequencies were obtained 
using a finite-differences method, where symmetry was employed to reduce the number 
of displacements.  
 
Figure 5.1 Schematic representation of bulk h-BN with the AA´ stacking mode where B and N are 
placed on top of each other. Yellow and blue spheres correspond to B and N atoms, respectively. 
We compared results obtained from calculations with various functionals including 
those based on the local density approximation (LDA)23 and on the generalized gradient 
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approximation (GGA) in the formulation by Perdew-Burke-Ernzerhof (PBE)24, as well as 
their empirical corrections by Grimme’s method (D2 and D3).25,26 We also consider a set 
of functionals where dispersion is treated with explicit non-local correlation: the original 
vdW-DF method27 (referred to as revPBE-vdW herein), the modified version vdW-DF228 
(referred to as rPW86-vdW2 herein) and three of the “opt” series (optB88-vdW, optB86b-
vdW and optPBE-vdW) where the exchange functionals were optimized for the 
correlation part,29 as developed and implemented in VASP by Klimeš et al.30 
Interlayer binding energies 𝐸 for bulk h-BN were calculated as the energy difference 
(per atom) between bound and separated layers: 
𝐸 = 𝐸bp­ − 2𝐸®R4  (5.1) 
where 𝐸®R and 𝐸bp­ are the energies of the monolayer cell (containing 2 atoms) and of 
the bulk cell (containing 2 layers and 4 atoms).  
Calculation of the equilibrium structure of h-BN at finite temperatures were carried out 
by minimizing the vibrational free energy:  
𝐹 𝑎8 , 𝑇 = 𝐸 𝑎8 + 𝐹°d 𝜔𝐪,< 𝑎8 , 𝑇  
																				= 𝐸( 𝑎8 ) + ℎ𝑐𝜔𝐪,<( 𝑎8 )2𝐪,< + 𝑘s𝑇 ln 1 − exp −ℎ𝑐𝜔𝒒,<( 𝑎8 )𝑘s𝑇𝐪,<  
(5.2) 
with respect to the cell parameters 𝑎8 . In this equation, 𝐸( 𝑎8 ) corresponds to the 
ground-state energy of the structure at a given set of lattice parameters, 𝜔𝐪,< 𝑎8  is the 
frequency in cm-1 of the jth phonon band at the point q in the Brillouin zone, ℎ is Planck’s 
constant, c is the speed of light, 𝑘s is Boltzmann’s constant, and T is the absolute 
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temperature. This is called the quasiharmonic approximation (QHA), because the 
dependence of the phonon frequencies on the structural parameters introduces 
anharmonic effects in the calculation and permits the prediction of thermal expansion. 
Since the frequency of each mode in the Brillouin zone varies linearly with the cell 
parameters to a good approximation within the region of interest, we performed phonon 
calculations at a small grid of cell parameters and fit linear equations for all modes, as 
previously done by Mounet and Marzari in the simulation of the thermal behavior of 
graphene and graphite.31 Combined with a polynomial expansion of the energies around 
the equilibrium point, this procedure allows to define an analytical expression for the free 
energy, which can be then minimized at any given temperature.  
To account for the effect of Ni{111} support on the Raman signature of h-BN 
monolayer, the computational setup was modified. As it was stated before, the “normal” 
pseudopotentials lead to the same trends described below, so they can be employed safely 
here to compensate for the higher computational cost of including the metal surface in the 
calculation. The number of planewaves in the calculations was limited by a kinetic energy 
cutoff of 410 eV, which is still slightly above the recommended value for the “normal” 
PAW potentials. To sample the Brillouin zone, a k-point grid of 7×7×1 was used. The 
threshold for forces acting on ions was set to 0.005 eV Å−1. The Ni substrate was modeled 
with a periodic slab of six atomic layers. Only the three uppermost Ni layers were fully 
relaxed, while the three bottom layers were fixed in their bulk positions. A vacuum gap 
of 20 Å was included above the surfaces to avoid interactions between periodic cells. As 
nickel is a ferromagnetic metal, all calculations included spin polarization. 
The interaction energy 𝐸dun between n layers of h-BN (per unit cell) and the Ni{111} 
surface was estimated as: 
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𝐸dun = 𝐸dun2 − (𝑛𝐸»£s0 + 𝐸qbqn) (5.3) 
where 𝐸dun2 is the total energy of the h-BN/Ni{111} system, 𝐸»£s0 is the total energy of 
a free-standing (unstrained) h-BN sheet, and 𝐸qbqn is the energy of the clean Ni{111} slab. 
All these energies are taken per unit cell. 
5.3 RESULTS AND DISCUSSION 
5.3.1 Variation of Raman frequency with in-plane cell parameter 
The E2g is a doubly-degenerate Raman-active mode which involves the in-plane 
vibration of B and N atoms in opposite directions, as illustrated in the inset of Figure 5.2. 
As a starting point, the E2g Raman frequencies of a single layer were calculated as a 
function of cell parameter, with each of the functionals. The results are summarized in 
Figure 5.2. The absolute value of the frequency predicted at a given cell parameter (say at 
the experimental room temperature cell parameter of the bulk a=2.5047 Å),32 varies with 
the functional. However, results from all functionals are quite similar in the magnitude of 
the rate of frequency change with lattice parameter, which is approximately 22 cm-1/pm. 
The Raman frequencies increase with the decrease in cell parameter, which is expected 
since a lattice contraction means shortening and stiffening of the B–N bond, producing a 
hardening of the E2g mode. 
We now present results of analogous calculations for the bulk, keeping the c parameter 
initially fixed (we used here the experimental value extrapolated to zero temperature, 
c=6.60002 Å, in Ref. 32; the results of full geometry relaxations will be discussed next). 
For any of the functionals used here, there is very little variation of frequency between the 
bulk and the single layer at a given cell parameter. In fact, the frequency vs. cell parameter 
Chapter 5 – Isolated and metal-supported hexagonal boron nitride layers 119 
lines calculated for the bulk cannot be distinguished in a plot from those calculated for the 
single layer, and we have not plotted them separately. There is only a small shift from 
single layer to bulk (values given in brackets in Figure 5.2), which is negative for all 
functionals (except for LDA), and below 1 cm-1 for most functionals (except the original 
vdW-DF functionals, for which the shifts are only slightly larger). This result, which is not 
surprising as E2g is an in-plane mode, makes it clear that the experimental frequency 
difference between single layer and bulk cannot be attributed directly to the interlayer 
interactions: it must be the result of the difference in cell parameter between the two 
systems. 
 
Figure 5.2 Relationship between Raman frequencies and cell parameters of single-layer boron nitride, 
as calculated with different density functionals. The behavior of the bulk is identical, except for small 
constant shifts (given in brackets in the legend).  
The frequency of E2g mode of the bulk calculated at the experimental cell parameter is 
slightly below its experimental value for the bulk (1366 cm-1)11 for all functionals (only the 
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rPW86-vdW2 exhibits a relative large deviation of 24 cm-1). However, we are not 
interested here in predicting the absolute values (which in any case are very sensitive to 
cell parameter variations due to thermal effects not included in our calculations), but on 
understanding the relative values between the bulk and the few-layer systems. 
5.3.2 Variation of equilibrium lattice parameter from monolayer to 
bulk 
The analysis above suggests that the experimentally observed upshifts in the Raman 
frequency from bulk to monolayer could be due to a small contraction of the lattice 
parameter of the latter with respect to the former, which would be in agreement with the 
conclusion reached in Ref. 11 and 14. However, the contraction required to explain even 
the largest experimental signature reported for the h-BN monolayer (4 cm-1) is quite small, 
of 0.2 pm. We will now consider whether DFT simulations reproduce this small lattice 
contraction based on equilibrium geometry calculations via energy minimizations. 
The comparison between the equilibrium geometries of bulk and a single layer 
obviously requires the correct description of the bulk interlayer attraction, which, like in 
graphite, has two main components: 1) the dispersion interaction, and 2) the electronic 
kinetic energy reduction due to an increased delocalization of the 2pz orbitals between 
adjacent layers.33 In the case of h-BN the atoms are slightly charged due to the polarity of 
the B-N bond, so there is also a small contribution from direct Coulombic interactions 
between layers. It is well known for graphite that GGA functionals like PBE cannot 
account for the interlayer attraction, whereas the LDA does give a reasonable interlayer 
potential with a minimum close to the experimental value.33,34 Figure 5.3 shows the 
comparison between the LDA, PBE and optB88-vdW interlayer potentials at constant 
lateral cell parameter for h-BN. As for graphite, the LDA interlayer potential for h-BN 
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exhibits a well-defined minimum close to the experimental value of the interlayer distance. 
This “success” of the LDA masks its actual inability to properly describe the physics of 
the interlayer interaction. In fact, neither the GGA nor the LDA are able to account for 
long-range dispersion interactions, which are non-local correlation effects. In the LDA, 
however, the kinetic energy reduction effect is exaggerated by the tendency of this 
functional to overdelocalize the charge density. Because of the cancellation of these errors, 
the LDA interlayer potential mimics the correct one, albeit with a smaller binding energy 
and a too fast falloff at long distances, compared to functionals including non-local 
correlations.  
 
Figure 5.3 Interlayer binding energy (per atom) of bulk h-BN as a function of interlayer distance (c/2) 
calculated by LDA, PBE and optB88-vdW. In all these calculations, the lattice constant a was fixed 
to the bulk experimental value (2.5059 Å).  
Table 5.1 summarizes the relaxed cell parameters of bulk h-BN as obtained from several 
functionals considered here. In all cases, the a lattice parameter is reasonably well 
described. However, the performances of these functionals in predicting the c lattice 
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parameter are quite different. In the case of GGA-PBE, the very weak interlayer 
interaction leads to too large c value. The empirically-corrected versions show an 
interesting behavior: PBE-D2 underestimates the interlayer distance by 7.3% whereas its 
redefined version, PBE-D3, overestimates it by only 1.8% which marks a significant 
improvement in the description of interlayer interactions. Among the non-local-
correlation (NLC) functionals, the optB88-vdW functional gives the most accurate value 
of the c lattice parameter, which corresponds to a deviation of -1.1%. 
Table 5.1 Calculated equilibrium lattice parameters (ignoring vibrational effects), Raman-active (E2g) 
frequencies, and interlayer binding energies of bulk h-BN using different functionals, and comparison 
with room-temperature experimental values.  









Experiment 2.505932 6.600032 - - 136611  
LDA 2.4911 6.4886 -0.6 -1.7 1383.8 -27.1 
PBE 2.5119 8.5022 0.2 28.8 1342.2 -1.6 
PBE-D2 2.5082 6.1716 0.1 -6.5 1350.5 -76.9 
PBE-D3 2.5086 6.7793 0.1 2.7 1349.0 -49.0 
optB86b-vdW 2.5120 6.5170 0.2 -1.3 1344.8 -69.8 
optB88-vdW 2.5108 6.5896 0.2 -0.2 1339.8 -69.5 
optPBE-vdW 2.5168 6.7884 0.4 2.9 1331.0 -63.4 
revPBE-vdW 2.5235 7.1011 0.7 7.6 1315.2 -52.4 
rPW86-vdW2 2.5217 6.9814 0.6 5.8 1303.6 -50.4 
 
Table 5.1 also displays the interlayer binding energies calculated with each functional 
at the corresponding equilibrium geometries. There are no experimental values for the 
binding energy of h-BN. Our calculations are in good agreement with those previously 
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reported by Graziano et al. using a similar list of functionals.35 Based on the comparison 
with graphite calculations, these authors concluded that the interlayer binding energy from 
non-local-correlation functionals were the most sensible, whereas other empirically 
corrected functionals, like PBE-D2 and also the Tkatchenko-Scheffler-corrected PBE, 
slightly overestimated the binding energies.  
Table 5.2 Calculated equilibrium lattice parameter (ignoring vibrational effects) and Raman active 
(E2g) frequencies of single-layer h-BN using different functionals, and comparison with corresponding 
values for the bulk. 
 Lattice parameter ω[E2g] (cm-1) 
Functional a (Å) Change from bulk (pm) 1L 
Change 
from bulk 
Experiment11 - - 1370 4 
LDA 2.4897 -0.14 1387.1 3.3 
PBE 2.5119 -0.01 1342.3 0.1 
PBE-D2 2.5121 0.39 1344.2 -6.4 
PBE-D3 2.5108 0.22 1344.8 -4.2 
optB86b-vdW 2.5102 -0.18 1349.3 4.5 
optB88-vdW 2.5091 -0.17 1344.2 4.4 
optPBE-vdW 2.5154 -0.14 1334.7 3.7 
revPBE-vdW 2.5225 -0.10 1318.1 2.9 
rPW86-vdW2 2.5207 -0.10 1306.4 2.8 
 
We now analyze the geometry of an isolated layer after relaxation, in comparison with 
the bulk. Table 5.2 lists the a lattice parameters obtained from calculations with each 
functional, and the relative values with respect to the bulk. All the NLC functionals (and 
the LDA) predict small contractions (between 0.1 and 0.2 pm) with respect to the bulk, 
which is the expected trend if the experimental Raman signature is interpreted as resulting 
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from a lattice contraction. Interestingly, the Grimme functionals PBE-D2 and PBE-D3 
predict instead a small expansion with respect to bulk values. The GGA-PBE frequencies 
are almost identical for bulk and single layer, since the optimization of the bulk geometry 
with this functional leads to a very large (unrealistic) interlayer separation. Table 5.2 also 
shows the absolute values of the Raman frequencies calculated at the equilibrium 
geometries in both bulk and single-layer h-BN. The small contractions from bulk to single 
layer predicted by the non-local-correlation functionals can in principle account for the 
experimental upshift in Raman frequency. The magnitude of the variations in Raman 
frequencies predicted by the “opt” series of functionals, from 3.7 to 4.5 cm-1, is in 
agreement with the values obtained from experiments in supported samples, although 
significantly higher than the experimental upshifts in suspended samples (up to ~1 cm-1).15 
In contrast, PBE-D2 and PBE-D3 predict a downshift in frequency from bulk to single 
layer, in disagreement will all experiments. 
5.3.3 Role of non-local correlation in the lattice expansion from 
monolayer to bulk 
In order to understand the different predictions of the monolayer-to-bulk cell variation 
from Grimme-corrected and NLC functionals, we have analyzed the variation in the 
energy of the bulk, calculated with either the PBE-D3 or the optPB88-vdW functional, 
upon contraction/expansion of the layer plane, at a fixed c parameter. It is possible to 
decompose that energy variation into monolayer contributions (i.e. twice the energy 
variation obtained in the calculation of the isolated layer) and interlayer interaction effects 
(i.e. contributions to the binding energy 𝐸). An energy decomposition analysis reveals 
that, in the PBE-D3 calculations, the dispersion component (given by the Grimme term) 
is the dominant contribution to the inter-layer energy variation (the magnitude of the 
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contributions from the other, non-dispersive interactions is only ~10% of the dominant 
contribution). On the other hand, in the optB88-vdW calculations, the dominant 
contribution to the inter-layer energy variation is the non-local correlation term (in this 
case the other contributions represent ~30% of the dominant one).  
Figure 5.4 shows the energy variation with a for bulk and monolayer, as well as the 
contribution of the dispersion or NLC terms to the interlayer interactions. The difference 
in behavior between the inter-layer dispersion interaction term in the Grimme-corrected 
functional and the inter-layer non-local correlation term in the NLC functionals can 
explain the different output from the two types of functional.  
 
Figure 5.4 Variation of the monolayer and bulk energies around the equilibrium in-plane lattice 
parameter. The reference for the energies are the values of the given energy component at the cell 
parameter at which the monolayer is in equilibrium (for each functional). 
In the PBE-D3 case, one can expect that the inter-layer dispersion interaction, given the 
simple mathematical definition of the Grimme correction as an attractive force, will tend 
to contract the layers, and this is indeed our observation. However, in the optB88-vdW, 
the non-local correlation does not behave in the same way, and it tends to expand the 
layers. The fact that the description of the bulk-to-monolayer contraction requires a proper 
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treatment of non-local electron correlation is interesting. This analysis indicates that the 
contraction cannot be accounted for by invoking a simple picture of intra-plane bond 
weakening due to the interaction of pz electrons. The effect is more complex and requires 
the consideration of non-local correlation effects.  
Considering that the calculation of the relevant interactions is more sophisticated and 
accurate in the NLC functionals than in the Grimme-corrected GGA ones, we believe that 
the small lattice expansion of the bulk (in comparison with the monolayer) predicted by 
the former type of functional is reliable, at least in the low-temperature limit (the effect of 
finite temperatures will be discussed below). The LDA is able to mimic the correct 
behavior, but based on the wrong physics as explained above.  
5.3.4 Variation of Raman frequency with the number of layers 
Using the optB88-vdW functional, we now consider the behavior of N-layer h-BN 
structures, with N up to 5. Figure 5.5 shows the calculated frequency shifts with respect 
to the bulk, in comparison with the experimental data by Cai et al.15 on both supported and 
suspended samples. In bilayers, optB88-vdW method predicts an upshift of 2.4 cm-1 in the 
Raman frequency because of the contraction in the a parameter by 0.10 pm with respect 
to bulk. That value is in the middle of the range measured by Cai et al. on supported 
samples (between 1.8 and 3.2 cm-1), but significantly above the values measured for 
suspended samples (~0.5 cm-1). In an earlier experiment, Gorbachev et al. had measured a 
range of downshifts and upshifts for supported bilayers with respect to bulk,11 but 
interpreted the maximum upshift of ~1 cm-1 as the intrinsic value for the bilayer, with the 
other values arising from downshifts due to the interaction with the support. The 
calculated upshift for the trilayer 1.4 cm-1 (contraction of 0.06 pm with respect to bulk) is 
close to the maximum value obtained for supported samples in Ref. 15, but again above 
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the values measured in suspended samples. In the case of 4L and 5L, we have found 
upshifts of 1.1 cm-1 (0.05 pm) and 1.0 cm-1 (0.04 pm), respectively, i.e. the differences with 
respect to the bulk decrease with the increase in the number of layers N, as expected. The 
relative peak position ∆𝜔 is found to be proportional to 1/N (correlation R2 = 0.997), with 
a proportionality constant of 4.5 cm-1 (Figure 5.5 inset). 
 
Figure 5.5 Relative positions of the Raman peaks for few-layer h-BN, with respect to the bulk, as 
obtained from optB88-vdW calculations ignoring vibrational normal modes contributions (solid 
circles). The red line is the fitting of a 1/N law (see inset); the open circles and open blue triangles are 
the experimental values reported in Ref. 15 for supported and suspended samples, respectively.  
5.3.5 Vibrational effects: finite-temperature calculations 
All the results presented above were obtained ignoring vibrational contributions and 
therefore any thermal expansion effects. However, due to the small magnitude of the 
changes in cell parameters between bulk and monolayer involved in the present discussion, 
thermal effects are likely to be important. To account for these, temperature-dependent 
optimizations were performed for the cell parameters of bulk and monolayer, using the 
quasiharmonic approximation. 
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The results are displayed in Figure 5.6. Similarly to what was reported for graphite in 
Ref. 31, in h-BN the out-of-plane parameter (c) expands significantly with temperature 
(~5.60 pm from zero to room temperature), while the in-plane parameter a contracts, but 
only a little (~0.16 pm from zero to room temperature). Our results agree very well with 
the experimentally measured variation of bulk h-BN cell parameters with temperatures 
between 0 and 300 K as reported by Paszkowicz et al. in Ref. 32 (discounting the 
discrepancies in absolute values). The in-plane lattice contraction of bulk h-BN with 
temperature was first reported by Pease in Ref. 22. The physics of the in-plane lattice 
contraction in h-BN (bulk and monolayer) at low temperature can be expected to be the 
same as in graphite/graphene, i.e. to be caused primarily by low-frequency flexural 
phonons (acoustic out-of-plane modes).36 However, the contraction of monolayer h-BN 
between 0 and 300 K is less than half of that in graphene over the same temperature range, 
which can be explained by the more negative Grüneisen parameters of the flexural modes 
of the latter31 compared to the former.15 
 
Figure 5.6 Relative dependence of bulk h-BN lattice parameters on temperature. The solid lines 
represent polynomial fittings to the experimental data as given in Ref. 32.  
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There is a noticeable difference between the variation of the cell parameter with 
temperature for the bulk and the monolayer of h-BN. The thermal contraction in the 
monolayer is smaller, less than 0.1 pm from zero to 300 K. In the bulk, most of the in-
plane contraction from zero to 300 K happens above 100 K, when the negative rate of 
variation in cell parameter with temperature increases. This effect can be interpreted as 
resulting from the expansion of the c parameter in the bulk: as c expands, the atomic layers 
in the bulk become more like the isolated layers (in terms of electrostatic/vdW 
environment), so the pace of in-plane contraction in the bulk has to increase to tend 
towards the a parameter value in the isolated layer. 
 
Figure 5.7 Predicted temperature variation of (a) the in-plane lattice parameter and (b) the Raman 
peak position of both bulk and monolayer h-BN, from DFT+QHA calculations. 
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This observation is important to our understanding of the experimentally observed 
Raman signatures of the BN monolayer. Figure 5.7a shows that at room temperature, a 
significant part of the difference in a cell parameter (and therefore the difference in Raman 
frequency, as shown in Figure 5.7b) between bulk and single layer disappears as the results 
of thermal effects. This could be a possible explanation for the small difference in Raman 
frequency between bulk and monolayer (i.e. weak monolayer Raman signature) in the 
experiment with suspended samples by Cai et al.15 Although our prediction for the intrinsic 
Raman signature of the monolayer at 300 K (~2 cm-1) is still higher than the values of up 
to 1cm-1 measured in suspended samples, our calculations that include thermal effects do 
tend to support the conclusion by these authors of a weak intrinsic Raman signature. This 
interpretation also implies that the stronger Raman signature (4 cm-1) observed previously 
in supported samples is not intrinsic and is probably due to support effects. Thus, the 
agreement between our calculations without thermal expansion and the experimental 
measurements on the supported samples (shown in Figure 5.5) is likely to be fortuitous: 
the absence of finite-temperature effects in that model made the Raman signature stronger, 
bringing it into agreement with the support-induced value. 
5.3.6 The effect of Ni support on the Raman signature in h-BN 
The Ni{111} surface is an interesting substrate for atomically-thin layers of h-BN since 
the lattice constant of the former (249 pm)37 almost perfectly fits that of the latter 
(251 pm)32. In fact, a h-BN monolayer overcomes the small lattice mismatch problem by 
introducing a slightly rumpled structure, allowing the formation of a commensurate 1×1 
system.38 In this commensurate system, N and B should occupy high-symmetry points on 
top of the Ni{111} surface unit cell. Early experiments39,40 and recent theoretical work41–43 
considered three high-symmetry sites (top, fcc and hcp) at the Ni{111} surface for the 
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exploration of the equilibrium interface geometries of the h-BN/Ni{111} structure. In a 
similar system, graphene on Ni{111} surfaces, high-resolution X-ray photoelectron 
spectroscopy (HR-XPS) have detected the coexistence of bridge and top-fcc structures.44 
Hence, we have also considered bridge geometries, where the B-N bond sits on top, fcc and 
hcp sites; generating three additional arrangements. Due to the presence of two atomic 
species in the monolayer, two inequivalent interfaces can be formed, which we call 
Interface A and Interface B. These interfaces cannot convert into one another by a simple 
translation. As a result, twelve high-symmetry configurations/interfaces were simulated, 
six for each interface (Figure 5.8). 
 
Figure 5.8 Six different arrangements for the h-BN monolayer on a Ni{111} surface. The geometries 
evolve from each other by a small displacement of the h-BN monolayer relative to the Ni{111} surface 
in the direction along the red arrow, e.g. the B-N bond. The magnitude of a full displacement is 
429.5 pm (red arrow). The scheme showed here corresponds to the Interface A; by swapping position 
of the atomic species in the h-BN monolayer, the Interface B is obtained. Key: light grey = Ni, 
yellow = B, and blue = N. 
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For each system, the potential energy surface in Figure 5.9 was explored by fixing the 
lateral position of the h-BN atoms while letting the vertical distance from the Ni{111} 
plane to relax. Nevertheless, final simulations of the most stable configurations were 
carried out removing such constrains. 
 
Figure 5.9 (a) Potential energy surface given per BN formula unit and (b) change in the average 
distance d between the h-BN monolayer and the Ni{111} as the h-BN monolayer moves against the 
Ni{111} surface, along the B-N bond. The filled circles represent the high-symmetry configurations 
whereas the empty circles those configurations when the h-BN is shifted from one high-symmetry 
configuration to the next by a displacement of ~17.9 pm. The structures are depicted in Figure 5.8. 
The potential surface energy plot (Figure 5.9a) reveals two global minima for the 
equilibrium interface geometry between the h-BN monolayer and Ni{111} surface. 
According to Figure 5.9a, the most stable structures are formed when N atoms are on top 
position. The B atoms, in the other hand, have two possible locations on the Ni surface: 
on hcp (found in the set of Interface A geometries) and on fcc (Interface B). Both 
conformations are energetically equivalent and equally accessible to DFT calculations 
according to the optB88-vdW method: B on hcp position is marginally less stable than B 
on fcc by 0.31 meV/atom. The remaining configurations are not minima of the potential 
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energy surface, although they are less stable by ~12 meV/atom. Note also that those 
configurations where the B-N bond is in a bridge on top, on hcp, and on fcc site, 
spontaneously evolved into either top-hcp or top-fcc when lateral constraints were not 
imposed.  
From the most stable configuration, the calculated average distance between the h-BN 
monolayer and Ni{111} is ~303 pm (see Figure 5.9b). Another feature to discuss is the 
corrugation of the h-BN monolayer. N- and B- atoms are practically equally separated 
from the Ni surface: the maximum difference in height between N and B was found to be 
0.9 pm, with B atoms slightly closer to the substrate. Last but not least, the binding energy 
predicted by the optB88-vdW functional is small (~69 meV/atom) and thus can be 
interpreted as a physisorption situation mainly due to vdW interactions. 
In order to validate the methods employed here, a brief review of both experimental 
and theoretical studies reporting this system is given now. Early LEED measurements by 
Gamou et al.39 determined an interface structure with the nitrogen atoms on top sites, and 
boron atoms are at the fcc sites. In this study, the perpendicular spacing between B (N) and 
the topmost Ni was 204 pm (222 pm), giving a corrugation value of 18 pm for the 
supported h-BN monolayer. Later X-ray photoelectron diffraction (XPD) studies by 
Auwärter and co-workers40 reported the same interface geometry but with a lower 
corrugation value, 7±6 pm. In recent transmission electron microscopy (TEM) 
measurements by Tonkikh et al.43 reported a h-BN monolayer-Ni separation of 187±12 pm. 
Previous theoretical work employing the PBE-D2 approach to account for the vdW 
interactions is consistent with these findings.41–43 Although no binding energies has been 
reported experimentally, the interaction features can be interpreted as a chemisorption 
situation on the basis of the corrugation values in Ref. 40 and 43.  
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The optB88-vdW method, however, reports physisorption situations only (Figure 5.9). 
By “manually” placing the monolayer close to the Ni substrate and by using a quasi-
Newton algorithm to relax the ions, optB88-vdW functional is able to capture a 
chemisorption minimum. In this local minimum, the corrugation value is estimated as 
7.2 pm with the B atom closer to Ni substrate, in good agreement with the XPD 
measurments.40 Moreover, the calculated interlayer separation h-BN monolayer-Ni is 
221 pm, in line with and LEED39 and TEM43 reports. In order to corroborate this interface 
configuration is in fact a stable local minimum, the nudged band elastic (NEB) method 
was used. Such results are showed in Figure 5.10. The two minima differ by 
~10.0 meV/atom with a small energy barrier of ~1.6 meV/atom. 
 
Figure 5.10 Interaction energy (per BN formula unit) as a function of the average separation d 
between the Ni substrate and the monolayer h-BN, as calculated for the N(top)-B(fcc) configuration, 
using the optB88-vdW functional. The saddle points were located by means of NEB calculations. 
The presence of the two minima in the simulations might be due to two types of 
interactions happening in here. On the one hand, there is the dispersion (vdW) interaction, 
which is responsible for the “flat h-BN” minimum (on the right in Figure 5.10). On the 
other hand, as the separation between the h-BN and the Ni substrate becomes short, 
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chemical bonding begins to play an important role in the interaction, leading to a 
“corrugated h-BN” monolayer. Interestingly, although most recent experimental work has 
identified the state of h-BN on Ni{111} as chemisorbed (Gamou et al., Auwärter et al., and 
Tonkikh et al.)39,40,43, an earlier study argued that the adsorption state was physisorbed 
(Nagashima and coworkers).45 
However, the sign of the relative energy by optB88-vdW method regarding a 
“corrugated h-BN” structure (chemisorption situation) and a “flat h-BN” conformation 
(physisorption) is incorrect, as one should expect the chemisorbed state to have a lower 
energy. In fact, Janthon et al.46 have reported the same implausible behavior of the optB88-
vdW functional in the description of the graphene/Ni{111} interface. These authors also 
found that the optB86b-vdW functional does lead to the expected behavior, clearly 
favoring chemisorption over physisorption on Ni{111}, and also providing a correct 
description of geometries and adsorption energies of chemisorbed and physisorbed states. 
We have therefore investigated the relative adsorption strength at the chemisorbed and 
physisorbed states for the h-BN/Ni{111} system with the optB86b-vdW functional, as well 
as with the empirically-corrected (Grimme’s) functionals PBE-D2 and PBE-D3, and the 
results are listed in Table 5.3. Interestingly, all of the functionals predict the existence of 
both local minima. The formation of the interface, in either the physisorbed or 
chemisorbed state, is energetically favorable (negative formation energy) for all functionals 
except for PBE (which cannot account for the stabilizing dispersion interactions, letting 
the strain effect to dominate). Moreover, the only functional that correctly identifies the 
chemisorbed state as more stable than the physisorbed one is the optB86b-vdW functional, 
as observed for graphene/Ni{111}.46 The optB88-vdW functional, which we found to be 
particularly good in the description of free-standing h-BN, can find the chemisorbed 
Chapter 5 – Isolated and metal-supported hexagonal boron nitride layers 136 
minimum on Ni{111}, but it does not identify it as the global minimum for adsorption. 
However, for compatibility with the first part of this chapter, and to facilitate comparison 
between the free-standing and supported systems, we will discuss below the addition of 
extra layers and the Raman frequencies of supported h-BN as calculated with the optB88-
vdW (at the correct chemisorbed minimum).  
Table 5.3 Corrugation and adsorption energies of the chemisorbed and physisorbed interface 











PBE 10.3 11.2 0.1 3.4 
PBE-D2 11.3 -54.9 2.2 -88.2 
PBE-D3 10.4 -29.3 1.4 -68.8 
optB88-vdW 7.2 -59.5 0.8 -69.5 
optB86b-vdW 9.9 -84.0 1.4 -62.0 
 
Table 5.4 shows the optimization results of few-layers, up to 3 ML, of h-BN on the 
Ni{111} surface. The increase in absolute value of 𝐸dun indicates that the deposition of 
extra h-BN monolayers should be a favorable process. The higher values in the predicted 
interlayer separation in bi- and tri-layers indicates a decoupling from the underlying 
substrate, which indicates the presence of two regions with distinctive properties. 
Experimental studies by Rokuta et al.38 have demonstrated that orbital hybridization at the 
Ni{111} and h-BN nanosheets interface generates metallic bands. The experimental and 
theoretical work of multilayers h-BN on Ni{111} by Tonkikh and co-workers43 also 
reported that the first h-BN layer at the interface to Ni is metallic. Furthermore, these 
authors found a decoupling of the second layer from the underlying substrate, which leads 
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to the restoring of the insulating nature of h-BN system. The computed density of states 
(DOS) projected on the h-BN (Figure 5.11) follows the same trend, in excellent agreement 
with the experiment reported in Ref. 43: the interface layer exhibits a metallic behavior 
whereas the surface layer (and second layer in case of the tri-layer system) has the same 
features to that of a free-standing (unstrained) BN sheet.  
Table 5.4 Average interlayer separation d and interaction energy 𝐸dun of mono-, bi- and tri-layers of 
h-BN supported on Ni{111} surface. 
System 
Interlayer separation d (pm) 𝑬𝐢𝐧𝐭 
(meV/atom) Ni - 1st ML 1st - 2nd ML 2nd – 3rd ML 
1 ML 221 - - -59.5 
2ML 221 327 - -74.5 
3ML 221 325 330 -72.9 
 
Finally, we discuss the calculated Raman frequency (1421.5 cm-1) of the metal-
supported h-BN monolayer in comparison with that of the free-standing system 
(1394.3 cm-1) at its equilibrium cell parameter. The value for the supported system is larger, 
which is partially expected from the findings presented at the beginning of the Chapter: 
the in-plane compression associated with the interface formation should lead to an 
increase in the frequency of the in-plane modes. However, the difference (27.2 cm-1) cannot 
be explained only on the basis of the associated contraction: the Raman frequency of a 
free-standing h-BN layer, compressed to match the cell parameter of Ni{111}, is 
1402.0 cm-1, which represents an increase of only 7.7 cm-1 with respect to the 
uncompressed system. Therefore, there is clearly a “direct” support-induced effect, which 
produces most of the Raman frequency upshift. This effect is likely to be related to the 
charge transfer from Ni to BN, which alters the rigidity of the in-plane BN bonds. 
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Figure 5.11 Layered resolved density of sates (DOS) for (a) mono- (b) bi- and (c) tri-layers of h-BN 
supported on Ni{111} surface. Panel (a) exhibits also the DOS computed for a free-standing 
(unstrained) monolayer. 
The latter finding is important for understanding the Raman signature of h-BN 
monolayers in supported systems. We have shown before that there is a small intrinsic 
signature, i.e. a difference in Raman frequency between bulk and monolayer that is not 
due to support effects, but support-induced effects appear to be dominant. The results 
above indicate that the influence of the support cannot be simply reduced to interface 
strain effects: direct interactions, in the form of charge transfer and chemisorption, may 
constitute the dominant effect determining the magnitude of the Raman shift. Therefore, 
a detailed understanding of the nature of the h-BN/support interaction is necessary to 
elucidate the origin of Raman shifts in specific supported h-BN systems. 
5.4 CONCLUSIONS 
In summary, new insights into the origin of the Raman signature of h-BN monolayer 
(difference in Raman frequency with respect to the bulk) have been proposed. First, we 
have demonstrated that the origin of the Raman signature in unsupported systems is 
clearly related to a difference in the in-plane cell parameter between the bulk and the 
monolayer. We prefer this statement over the conclusion (e.g., in Ref. 15) that the Raman 
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frequencies are determined by the level of strain. The bulk and the single layer have 
slightly different equilibrium cell parameters, which means that both systems will have 
different Raman frequencies in the absence of strain. Our calculations show that the 
“direct” effect of inter-layer interactions on Raman frequency (i.e. the effect arising 
without considering the difference in cell parameter) is very small; most of the effect arises 
from the lattice contraction.  
We have shown that the best dispersion-corrected functionals (those with explicit non-
local correlation) indeed predict, in a zero-temperature calculation, a contraction of lattice 
parameter from bulk to monolayer that can quantitatively explain the Raman shift 
observed in supported samples. While this could be at first interpreted as a confirmation 
of the existence of an intrinsic Raman shift, the simulation of the behavior at finite 
temperatures add a caveat: it was showed that the different thermal expansion of bulk and 
monolayer partially “erases” the intrinsic Raman signature. Our final conclusion of a 
weak intrinsic Raman signature is in agreement with the most recent experimental results 
using suspended samples by Cai et al.15, and tend to support the conclusion by these 
authors that the stronger Raman signature in supported samples is predominantly a 
substrate-induced effect.  
Finally, we have demonstrated that non-local correlation functional predict the 
presence of two minima in the interaction energy between h-BN and Ni{111}: one 
geometrically flat that can be identified as a physisorbed state and, one with appreciable 
corrugation of the h-BN lattice and shorter interface distance, which can be identified as a 
chemisorbed state. In the chemisorbed state, which is the one reported in most 
experiments, there is a significant charge transfer from Ni to BN, which we have found to 
result in a large increase in the Raman frequency of the supported h-BN. This 
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“direct” effect is stronger than the “indirect” effect due to the lattice contraction associated 
with the interface formation.  
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Concluding remarks and future work 
The work presented in the different chapters of this thesis had the common theme of 
metal surfaces in interaction with different environments. The second common theme of 
the thesis is the synergy between theory and experiment in the investigation of such 
interactions. Not only we have calculated the electronic and geometric properties of these 
interfaces, but we have also attempted to simulate the output from different experimental 
techniques, in particular X-ray photoelectron spectroscopy (XPS), and to some extent near 
edge X-ray absorption fine structure (NEXAFS) and Raman too. This has led to a more 
direct comparison between theory and experiment, and an increased synergy between the 
two approaches.  
For example, the XPS data on methyl acetoacetate (MAA) adsorbed on Ni surfaces 
was not enough on its own, or even in combination with NEXAFS, to elucidate the 
preferred adsorption mode. The theoretical calculation of adsorption energies for different 
modes was not sufficient either, because some modes of adsorption (e.g. those involving 
adatom formation) are kinetically hindered, or because different modes are of similar 
adsorption strength. However, by putting together the experimental and simulated XPS 
data for the most stable modes, it was possible to unambiguously elucidate the dominant 
adsorption geometry for two different Ni surfaces. 
Similarly, the electronic structure of the Pd/Re(0001) interface could only be 
understood properly after our Density Functional Theory (DFT) calculations, which were 
motivated, and ended up explaining, existing XPS data on this system. Our theoretical 
work led to a general model of analogy between charge transfer and strain in the electronic 
properties of bimetallic interfaces.  
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Finally, the work on hexagonal boron nitride (h-BN) and its interaction with the 
Ni{111} surface was also focused on a particular type of experimental measurement of 
this system: the Raman spectrum. The problem of the Raman signature of the h-BN 
monolayer led us to interesting and useful insights about the physics of the interactions 
between boron nitride layers, and between boron nitride and the Ni support. 
This good synergy between experiment and theory allowed us to tackle the complex 
phenomena happening on the surface of the metal-based systems examined here. Of 
course, other similar problems can be tackled through the combination of XPS, NEXAFS 
and Raman with DFT simulations. After all, output from DFT-simulated spectroscopic 
techniques has been proved to be reliable and of enormous help. Therefore, future work 
includes the applicability of the same methodology in order to fill some of the gaps still 
present in the comprehension of these systems. 
For instance, the enantioselective hydrogenation of bio-related molecules over Ni 
surfaces requires surface chiral modifiers to lead the otherwise racemic-mixture reaction 
towards a high enantiomeric excess. A step forward, therefore, would be to investigate the 
co-adsorption of MAA and the simplest surface chiral modifier, alanine, on Ni surfaces. 
Other well-known modifier molecules are tartaric acid and glutamic acid, and it would be 
useful to consider them too. These studies would enable us to determine the exact 
geometry of the modifier-MAA complex at the molecular level and consequently establish 
the reaction mechanism where one enantiomer is favored over the other. As this co-
adsorption mechanism can be even more complex than that of MAA alone, core-level shift 
calculations should be helpful in the assignment of peaks in the XPS spectra. 
The proposed mechanism of charge transfer discussed in Chapter 4 can be useful to 
explain the core and valence electronic structure of some bimetallic interfaces. However, 
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such a mechanism is currently limited to heteroepitaxial systems with negligible strain. 
The future work, therefore, should be extended to investigate the role of charge transfer in 
heteroepitaxial systems where strain is not negligible. A good case of study could be the 
deposition of thin films of Pt on Ru(0001) surfaces. These studies might help to improve 
the mechanism of the d-band center and its role in determining the strength of adsorption 
of atoms and molecules on metal surfaces. In a similar fashion, core-level shift calculations 
can be used as evidence of the reliability of DFT output.  
Chapter 5 discussed the “direct” Ni support effect on the upshift in the Raman signature 
of monolayer h-BN. While this is likely related to the net charge transfer from Ni to h-BN, 
the actual details of the mechanism have yet to be determined. One of the more important 
future extensions of this part of the work will involve the consideration of more “inert” 
supports, so we can fully understand the support-induced effect on the Raman signature 
of h-BN. Good candidates can be substrates based on SiO2. It would also be nice to extend 
the current simulations to address some potential applications of the h-BN/metal 
interface; for example, the catalytic properties of metal-supported h-BN. 
We hope that the contributions and suggestions presented in this thesis will stimulate 
further experiment-theory collaborative work towards a more complete understanding of 
these phenomena. 
 
