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Abstract
We study the antimaximum principle for the p-Laplacian deﬁned on the whole set RN with
an indeﬁnite weight function. We show that a local version of this principle holds but that the
global version does not hold.
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1. Introduction
This paper is concerned with the antimaximum principle (in brief AMP) for
the problem
Dpu ¼ mgðxÞjujp2u þ hðxÞ on RN : ð1:1Þ
Here Dpu :¼ divðjrujp2ruÞ; 1opoN; is the p-Laplacian, m is a real parameter, g is
a weight function whose properties will be speciﬁed later and h lies in a suitable
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Lebesgue space. Our assumptions on g will guarantee the existence of a unique
principal eigenvalue l140 for the corresponding homogeneous problem
Dpu ¼ mgðxÞjujp2u on RN : ð1:2Þ
Let us denote by BR the open ball in R
N of radius R and center 0: We say that the
‘‘local AMP’’ holds for (1.1) if for any h with hX0; hc0; and for any R40; there
exists d ¼ dðh; RÞ40 such that for any mA	l1; l1 þ d½; any solution u of (1.1) is
negative in BR: Here and below, negative meanso0: We say that the ‘‘global AMP’’
holds for (1.1) if for any h with hX0; hc0; there exists d ¼ dðhÞ40 such that for any
mA	l1; l1 þ d½; any solution u of (1.1) is negative on RN :
Our purpose in this paper is to show that the local AMP holds but that the global
AMP does not hold.
The original form of the AMP concerns the linear case p ¼ 2 on a bounded
domain (cf. [C-P]). Extension to the nonlinear case pa2 on a bounded domain was
given in [F-G-T-T]. Our present proof of the local AMP in RN follows the approach
introduced in [F-G-T-T] and is thus based on a preliminary nonexistence result
(cf. Theorem 3.2). It also makes use of a Picone identity for the p-Laplacian which
was proved recently in [Al-Hu2] (cf. Annex). Our counterexample to the global AMP
in RN concerns the linear ODE case: N ¼ 1; p ¼ 2: Its construction is inspired from
an example given in [Bi] for a square in R2:
We note that in the linear case p ¼ 2; the local AMP in RN was proved recently
in [Pi,St-Th]. Recent related works involving the AMP or Picone identity include
[A-F-T] (global AMP for Schro¨dinger operators in RN ), [G-G-P] (uniformity of the
AMP), [Ch] (Diaz-Saa inequality).
Section 3 is concerned with the local AMP and Section 4 with the global AMP.
Some complementary results relative to the global AMP are presented in Section 5.
In Section 2, we collect some preliminary results relative to the principal eigenvalue
of (1.2). Other preliminary results, relative to the p-Laplacian, are stated in an annex
(Section 6).
2. Principal eigenvalues
We write the weight function g in (1.1) or (1.2) in the form g ¼ g1  g2 and we
assume throughout this paper the following conditions:
g1X0; g1ALsðRNÞ-LNlocðRNÞ; ðH1Þ
where s ¼ N=p if N4p; and s ¼ N0=p for some integer N04p if Npp;
g2X0; g2ALNlocðRNÞ; ðH2Þ
ARTICLE IN PRESS
J. Fleckinger-Pell!e et al. / J. Differential Equations 196 (2004) 119–133120
with in addition g2Xe040 on RN if Npp;
gþc0; ðH3Þ
where gþ :¼ maxðg; 0Þ: (Note that the decomposition g ¼ g1  g2 does not
necessarily coincide with the decomposition g ¼ gþ  g:)
Associated with g we deﬁne a weighted Sobolev space W as the closure of CNc ðRNÞ
with respect to the norm
jjujjW :¼
Z
RN
jrujp þ
Z
RN
g2jujp
 1=p
:
Note that the following continuous imbeddings hold (cf. e.g. [Br]):
W+D1;pðRNÞ+Lp ðRNÞ if N4p; W+W 1;pðRNÞ+LqðRNÞ for all qA½p;N½ if N ¼
p; and for all qA½p;N	 if Nop: Here D1;pðRNÞ denotes the closure of CNc ðRNÞ with
respect to ðR
RN
jrujpÞ1=p; and p is the critical Sobolev exponent: p :¼ Np
Np: Note also
that the space W above does not depend on the decomposition of g into g1  g2:
Indeed if g ¼ g01  g02 is another decomposition and W 0 the corresponding space,
then g02  g2 ¼ g01  g1ALsðRnÞ and consequently, by Ho¨lder inequality,
jjujjpW 0pjjujjpW þ
Z
RN
jg02  g2js
 1=s Z
RN
jujps0
 1=s0
:
Using the above imbeddings, one easily gets the equivalence of jj jjW and jj jjW 0 :
The function h in (1.1) is assumed to satisfy
hALrðRNÞ-LNlocðRNÞ; ðH4Þ
where r is the Ho¨lder conjugate ðpÞ0 of p if N4p; rA	1; p0	 if N ¼ p; and rA½1; p0	
if Nop: Such a function h thus belongs to the dual space W 0:
By a solution u to (1.1) (or (1.2)), we mean a weak solution, i.e. uAW with
Z
RN
jrujp2rurv ¼ m
Z
RN
gjujp2uv þ
Z
RN
hv ð2:1Þ
for all vAW : Note that by the above imbeddings, every term in (2.1) is well deﬁned.
The following result will be used in our proof of the local AMP. It concerns the
minimization problem
inf
Z
RN
jrujp : uAW ;
Z
RN
gjujp ¼ 1
 
: ð2:2Þ
Clearly, by (H3), this inﬁmum is oN:
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Proposition 2.1. Infimum ð2:2Þ is achieved (and consequently is positive). Moreover
any minimizing sequence uk admits a subsequence which converges weakly in W to
some u which realizes this infimum.
Note that Proposition 2.1 implies, by Lagrange multiplier rule, that inﬁmum (2.2)
is a principal eigenvalue for (1.2). Using successively Serrin LN estimate (when
NXp) and Tolksdorf regularity result (cf. Annex), one deduces that the
corresponding nonnegative eigenfunction u belongs to C1ðRNÞ: Applying then
Vazquez maximum principle on each BR (cf. Annex), one gets u40 on RN : It can be
shown, using Picone identity, that this eigenvalue is the unique positive principal
eigenvalue for (1.2) and that it is simple (cf. [Al-Hu2]). From now on we will denote
it by l1 and we will write j1 for the corresponding nonnegative eigenfunction
normalized by
R
RN
gjp1 ¼ 1:
Recent works dealing with the eigenvalue problem (1.2) include [Al-Hu1,Al-
Hu2,F-M-S-T,St-Th].
Proof of Proposition 2.1. Let uk be a minimizing sequence. We will ﬁrst show that uk
remains bounded in W : Clearly
R
RN
jrukjp remains bounded. In the case N4p; this
means that uk remains bounded in D
1;pðRNÞ: Consequently one deduces from (H1)
and
Z
RN
g1jukjppjjg1jjLsðRN ÞjjukjjpLps0 ðRN Þ; ð2:3Þ
that
R
RN
g2jukjp ¼
R
RN
g1jukjp  1 remains bounded. (We have used here ps0 ¼ p and
D1;pðRNÞ+Lp ðRNÞ:) In the case Npp; Lemma 2.2 below implies that uk remains
bounded in W 1;pðRNÞ: Consequently, one deduces again from (2.3) that R
RN
g2jukjp
remains bounded. (We have used here W 1;pðRNÞ+LqðRNÞ for any q:) Hence, in any
case N4p or Npp; uk remains bounded in W :
It follows that, for a subsequence (still denoted by uk), uk,u in W : We will
show that u realizes the inﬁmum (2.2), which will complete the proof of
Proposition 2.1.
Denoting for the moment by I the value of the inﬁmum (2.2), one clearly has
Z
RN
jrujpplim inf
Z
RN
jrukjp ¼ I : ð2:4Þ
It thus remains to see that u satisﬁes the constraint in (2.2). By Lemma 2.3 below,R
RN
g1jukjp-
R
RN
g1jujp; and consequently
Z
RN
g2jujpplim inf
Z
RN
g2jukjp ¼
Z
RN
g1jujp  1:
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So
R
RN
gjujpX1; which implies that R
RN
gjbujp ¼ 1 for some b with 0obp1:
It follows from (2.2) and (2.4) that
Ip
Z
RN
jrðbuÞjp ¼ bp
Z
RN
jrujppbpI :
This implies successively that Ia0 (otherwise bu is a constant a0; which is
impossible since buAW ), and that b ¼ 1:
Lemma 2.2. Let Npp: There exists c ¼ cðg1; g2Þ such thatZ
RN
jujppc
Z
RN
jrujp
for all uAW satisfying
R
RN
gjujpX0:
Proof. It is easily derived from the proof of Theorem 3 in [Al-Hu1]. This is where the
assumption about N0 in (H1) enters. &
Lemma 2.3. One has the compact imbedding W++Lpðg1;RNÞ; where Lpðg1;RNÞ
denotes the Lp space on RN with weight g1:
Proof. In fact a stronger result holds, namely D1;pðRNÞ++Lpðg1;RNÞ if N4p and
W 1;pðRNÞ++Lpðg1;RNÞ if Npp: Indeed one has, for vACNc ðRNÞ;Z
RN
g1jvjppjjg1jjLsðRN ÞjjvjjpLps0 ðRN Þ;
where s is provided by (H1). Since ps
0 ¼ p if N4p and ps04p if Npp; one obtains
that the two imbeddings above are continuous.
To prove compactness, let uk,u in D
1;pðRNÞ if N4p; in W 1;pðRNÞ if Npp: Then,
for any ﬁxed R; uk,u in W
1;pðBRÞ and so uk-u in LpðBRÞ: Given e40; we pick
R40 such that
jjg1jjLsðBc
R
Þjjuk  ul jjpLps0 ðRN Þpe=2
for all k; l; where BcR :¼ RN \BR: Splitting the integrals over RN into integrals over BR
and over BcR; we get
jjuk  ul jjpLpðg1;RN Þpjjg1jjLNðBRÞjjuk  ul jj
p
LpðBRÞ þ e=2:
It follows that jjuk  ul jjpLpðg1;RN Þpe for k and l sufﬁciently large and consequently uk
converges in Lpðg1;RNÞ: &
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Remark 2.4. When N4p; one could think of replacing in (H1) the condition
g1ALsðRNÞ by g1ðxÞ ¼ 0ðjxjpÞ at inﬁnity. Using Hardy’s inequality, one still
deduces that a minimizing sequence for (2.2) is bounded in W ; further assumptions
should then be added to yield some compactness.
It is clear from deﬁnition (2.2) of l1 that there is no eigenvalue of (1.2) in ½0; l1½:
The eigenvalue l1 is also isolated from the right as shown by the following.
Proposition 2.5. There exists e40 such that there is no eigenvalue of ð1:2Þ
in 	l1; l1 þ e½:
Proof. This result is proved in [Dr-Hu, Lemma 2.3 and Remark 2.1]. Note here that
the fact that our weight belongs to LNlocðRNÞ instead of LNðRNÞ does not affect the
arguments in [Dr-Hu]. Note also that the norm jj jjV used in [Dr-Hu] is equivalent to
our norm jj jjW : &
In the last part of this section, we brieﬂy consider the existence of solutions to
problem (1.1) when hAW 0:
Proposition 2.6. There exists e40 such that for any mA½0; l1½,	l1; l1 þ e½ and any
hAW 0; ð1:1Þ has at least one solution uAW :
Proof. Using Proposition 2.5, this result is an adaptation of a result in [F-N-S-S,
p. 61]. Details are given in [St-Th] for N4p: The case Npp can be treated similarly,
using Lemma 2.3 above instead of Lemma 4.3 from [St-Th]. &
3. Local AMP
In this section, we consider problem (1.1) with h satisfying (H4). The weight g is
assumed as before to satisfy (H1)–(H3). Note that Serrin L
N estimate and Tolksdorf
regularity result then imply that any solution uAW of (1.1) belongs to C1ðRNÞ:
We begin by a version of the ‘‘global’’ maximum principle for (1.1).
Proposition 3.1. Let h satisfy hX0; hc0: If mA½0; l1½; then any solution u of ð1:1Þ is
positive on RN :
Proof. Taking uAW as testing function in (2.1), one deduces from deﬁnition (2.2)
of l1 that u  0; i.e. uX0: Applying then on each ball BR Vazquez maximum
principle, one obtains u40 on RN : &
We will now consider the case where mXl1: Our approach to the local AMP is
based on the following nonexistence result.
ARTICLE IN PRESS
J. Fleckinger-Pell!e et al. / J. Differential Equations 196 (2004) 119–133124
Theorem 3.2. Let h satisfy hX0; hc0: Then ð1:1Þ has no solution u if m ¼ l1; and no
solution uX0 if m4l1:
Proof. Assume by contradiction the existence of a solution u: In the case m ¼ l1;
taking u as testing function in (2.1), one deduces from deﬁnition (2.2) of l1 that
u  0; i.e. uX0: So, in both cases m ¼ l1 or m4l1; the hypothetic solution u is X0:
Applying then Vazquez maximum principle on each ball BR; one obtains u40 on RN :
Take now ckAC
1
cðRNÞ with ckX0; ck converging to j1 in W : Applying Picone
identity (cf. Annex) to ck and u; we obtain
0p
Z
RN
jrckjp 
Z
RN
jrujp2rur c
p
k
up1
 
¼
Z
RN
jrckjp  m
Z
RN
gcpk 
Z
RN
h
cpk
up1
;
where Eq. (2.1) has been used with
cp
k
up1 as testing function. Letting k-N yields,
by Fatou’s lemma, h
jp
1
up1 AL
1ðRNÞ and
0pðl1  mÞ
Z
RN
gjp1 
Z
RN
h
jp1
up1
:
This is a contradiction since the ﬁrst term is nonpositive and the second is
negative. &
We now turn to our ﬁrst main result, i.e. the validity of the local AMP.
Theorem 3.3. Let h satisfy hX0; hc0: Then for any R40; there exists d ¼ dðh; RÞ40
such that for any mA	l1; l1 þ d½; any solution u of (1.1) is negative in %BR:
Proof. Assume by contradiction that for some R40; there exist mk4l1; mkrl1;
a solution uk of
Dpuk ¼ mkgðxÞjukjp2uk þ hðxÞ on RN ; ð3:1Þ
and xkA %BR with ukðxkÞX0:
We will ﬁrst show that limk-N jjukjjW ¼N: Indeed, if this is not true, then, for a
subsequence, uk,u in W : Applying to (3.1) Serrin L
N estimate and Tolksdorf
regularity result, one gets that uk converges to u in C
1
locðRNÞ: It then follows from
(3.1) that u satisﬁes
Dpu ¼ l1gðxÞjujp2u þ hðxÞ on RN ;
which contradicts Theorem 3.2. So limk-N jjukjjW ¼N:
Now set vk :¼ uk=jjukjjW : Obviously vk satisﬁes
Dpvk ¼ mkgðxÞjvkjp2vk þ hðxÞ=jjukjjp1W on RN : ð3:2Þ
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Arguing as before, one gets successively that for a subsequence, vk,v in W ; vk-v in
C1locðRNÞ; and that v satisﬁes
Dpv ¼ l1gðxÞjvjp2v on RN :
Consequently v ¼ bj1 for some bAR: We will now distinguish three cases for b:
Case b ¼ 0: We deduce from (3.2) that for C :¼ minf1; l1g40;
C ¼ CjjvkjjpWpmk
Z
RN
g1jvkjp þ
Z
RN
hvk
jjukjjp1W
:
Since vk,bj1 ¼ 0 in W ; Lemma 2.3 implies that the ﬁrst integral in the right-hand
side goes to 0. Since the second integral also clearly goes to 0, we reach a
contradiction .
Case bo0: We observe here that vk converges to bj1 uniformly on %BR:
Consequently uk ¼ vkjjukjjW is negative on %BR for k sufﬁciently large, which
contradicts the existence of the sequence xk:
Case b40: We will show here that for k sufﬁciently large, vk is nonnegative on RN :
Once this is done, the contradiction follows directly by applying Theorem 3.2 to
(3.2). So, assume by contradiction that, for a subsequence, vkc0: Taking vkAW
as testing function in (3.2) we getZ
RN
jrvk jppmk
Z
RN
gðvk Þp: ð3:3Þ
This implies
R
RN
gðvk Þp40 and consequently we can choose wk and gk40 such that
wk :¼ gkvk and
R
RN
gðwkÞp ¼ 1: It also follows from (3.3) thatZ
RN
jrwkjppmk;
which shows that wk is a minimizing sequence for (2.2). Proposition 2.1 together with
the simplicity of l1 then imply that for a further subsequence,
wk,j1 in W : ð3:4Þ
On the other hand, vk-bj1 in C
1
locðRNÞ: Consequently, considering for instance the
unit ball B1; vk is positive on B1 for k sufﬁciently large. It follows that wk  0 on B1
for k sufﬁciently large. Taking then cACNc ðB1Þ with cX0; cc0; and considering
the continuous linear form on W given by v-
R
RN
cv; one deduces from (3.4) that
0 ¼
Z
RN
cwk-
Z
RN
cj140;
a contradiction. &
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4. Global AMP
Our second main result concerns the nonvalidity of the global AMP.
Theorem 4.1. Let N ¼ 1 and p ¼ 2: There exist g satisfying ðH1Þ–ðH3Þ and h
satisfying ðH4Þ with hX0; hc0; such that there does not exist d40 with the property
that for any mA	l1; l1 þ d½; any solution u of
u00 ¼ mgðxÞu þ hðxÞ on R
satisfies up0 on R:
Proof. Let us deﬁne g by
gðxÞ ¼ þ1 if jxjpp
4
; and gðxÞ ¼ 1 for jxj4p
4
:
Clearly (H1)–(H3) hold, and the corresponding space W is H
1ðRÞ: An easy
computation shows that for the problem
u00 ¼ mgðxÞu on R;
one has l1 ¼ 1; with associated eigenfunction jAC1ðRÞ; j40 on R; given by
jðxÞ ¼
ﬃﬃﬃ
2
p
e
p
4 cos x for jxjpp
4
and jðxÞ ¼ ejxj for jxj4p
4
:
We take hðxÞ ¼ e12 jxj; so that (H4) also holds, with h40 on R:
Take a sequence mk41; mkr1: By Proposition 2.5, the problem
u00 ¼ mkgðxÞu þ hðxÞ on R; ð4:1Þ
has, for k sufﬁciently large, a solution ukAH1ðRÞ: We shall show that (still for k
sufﬁciently large), uk is positive somewhere in R: This will clearly complete the proof
of Theorem 4.1.
First we show, exactly as in the proof of Theorem 3.3, that jjukjjH1ðRÞ-þN: This
implies that jjukjjLNðRÞ-þN because using (4.1) and writing g ¼ g1  g2 where
g2  1; one has
jjukjj2H1ðRÞp
Z
R
ðu0kÞ2 þ mk
Z
R
ðukÞ2 ¼ mk
Z
R
g1ðukÞ2 þ
Z
R
huk
p mkjjg1jjL1ðRÞjjukjj2LNðRÞ þ jjhjjL1ðRÞjjukjjLNðRÞ:
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Let us put vk :¼ uk=dk; where dk :¼ jjukjjLNðRÞ: Without loss of generality, we can
assume dk4p4: We can also assume vkðdkÞp0 (otherwise ukðxÞ ¼ vkðxÞdk is positive at
x ¼ dk and the proof is ﬁnished). &
We shall write vk on Ik :¼ ½dk;þN½ as vk ¼ v˜k þ vˆk where v˜k and vˆk satisfy
v˜k00 ¼ mkgðxÞv˜k on Ik; v˜kðdkÞ ¼ vkðdkÞ; ð4:2Þ
 #vk 00 ¼ mkgðxÞ #vk þ
hðxÞ
dk
on Ik; vˆkðdkÞ ¼ 0: ð4:3Þ
Note that the existence of *vk and #vk satisfying (4.2) and (4.3) easily follows from a
coercivity argument since g  1 on Ik:
We ﬁrst look at v˜k and for that purpose we introduce skðxÞ ¼ akjðxÞ where akp0
is chosen such that skðdkÞ ¼ vkðdkÞ: One has, since g  1 on Ik;
ðsk  v˜kÞ00 þ mkðsk  v˜kÞ ¼ ðmk  l1Þskp0 on Ik; ðsk  v˜kÞðdkÞ ¼ 0:
This implies, by taking ðsk  *vkÞþ as testing function, that
skpv˜k on Ik: ð4:4Þ
We now look at vˆk and introduce tkðxÞ ¼ bkðx  dkÞe
3
4
x for xAIk: Our ﬁrst
objective is to show that one can choose bk40 such that
t00k þ mktkp
h
dk
on Ik: ð4:5Þ
We have
t00kðxÞ ¼ bk
9
16
ðx  dkÞ  3
4
 	
e
3
4
xp3
4
bke
3
4
x;
and consequently t00kðxÞphðxÞ2dk ¼ 12dk e
x
2 if for instance bkp 23dk: On the other hand
mktkðxÞphðxÞ2dk if
bkp
1
m1dk
min
e
x
4
2ðx  dkÞ: xAIk
( )
:
We can thus take bk ¼ Zdk for some Z40 in order to guarantee (4.5). We then deduce
from (4.3), (4.5) that
ðtk  vˆkÞ00 þ mkðtk  vˆkÞp0 on Ik; ðtk  vˆkÞðdkÞ ¼ 0:
This implies, by taking ðtk  #vkÞþ as testing function, that
tkpvˆk on Ik: ð4:6Þ
Putting together (4.4) and (4.6), we get vkXsk þ tk on Ik: In particular, since akp0
satisﬁes jakj ¼ jvkðdkÞjjðdkÞpedk ; we have
vkð5dkÞX e4dk þ 4Ze
15
4
dk ;
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which is positive for dk large enough. Consequently vkð5dkÞ40 and the
conclusion follows.
5. Some complementary results
To conclude this paper, we consider two variants of the global AMP where only
right-hand sides h’s with compact supports are taken into consideration. We shall
say that the ‘‘semi-global AMP’’ holds for (1.1) if for any h with hX0; hc0; with
compact support, there exists d ¼ dðhÞ40 such that for any mA	l1; l1 þ d½; any
solution u of (1.1) is negative on RN : Here as in the preceeding sections, conditions
(H1)–(H4) are assumed on g and h:
Proposition 5.1. Assume that
there exists R040 such that gp0 on BCR0 : ðH5Þ
Then the semi-global AMP holds.
The proof of Proposition 5.1 uses the following variant of Theorem 3.3
where a comparison of the solution u of (1.1) with a multiple of j1 is derived
on all RN :
Lemma 5.2. Assume ðH5Þ and let h satisfy hX0; hc0: Assume in addition
hpaðgÞjp11 on BcR0 ð5:1Þ
for some aX0: Let d ¼ dðh; R0Þ be given by Theorem 3.3. Then for any mA	l1; l1 þ d½;
any solution u of (1.1) satisfies
up a
m l1
  1
p1
j1 on R
N : ð5:2Þ
Proof. Call C ¼ ða=ðm l1ÞÞ1=ðp1Þ and consider ðu  Cj1Þþ: Clearly ðu 
Cj1ÞþðxÞ40 implies uðxÞX0 and so, by Theorem 3.3, xABcR0 : It follows, using
(H5) and (5.1),
Z
RN
ðjrujp2ru  jrðCj1Þjp2rðCj1ÞÞrðu  Cj1Þþ
¼ l1
Z
Bc
R0
g½jujp2u  ðCj1Þp1	ðu  Cj1Þþ
ARTICLE IN PRESS
J. Fleckinger-Pell!e et al. / J. Differential Equations 196 (2004) 119–133 129
þ
Z
Bc
R0
½ðm l1Þgjujp2u þ h	ðu  Cj1Þþ
p
Z
Bc
R0
ðm l1Þg½jujp2u  ðCj1Þp1	ðu  Cj1Þþp0:
Consequently rðu  Cj1Þþ ¼ 0 on RN : Since ðu  Cj1Þþ ¼ 0 on BR0 ; we deduce
ðu  Cj1Þþ ¼ 0 on RN ; i.e. (5.2). &
Proof of Proposition 5.1. Let hX0; hc0; with compact support. Take R1 with
R1XR0 and supp hCBR1 : Let d ¼ dðhÞ ¼ dðh; R1Þ; where dðh; R1Þ is provided by
Theorem 3.3, and let u be a solution of (1.1) with mA	l1; l1 þ d½: Theorem 3.3 implies
uo0 on %BR1 ; and Lemma 5.2 with a ¼ 0 implies up0 on RN and so on ð %BR1Þc: On
ð %BR1Þc Eq. (1.1) reads
DpðuÞ þ Mj  ujp2ðuÞ ¼ ðmg þ MÞj  ujp2ðuÞ: ð5:3Þ
Vazquez maximum principle can then be applied locally in ð %BR1Þc to yield uo0
on ð %BR1Þc: &
Proposition 5.3. Assume
gX0 on RN : ðH6Þ
Then the semi-global AMP holds.
Proof. Let hX0; hc0; with compact support. If (H5) holds, then the
conclusion follows from Proposition 5.1. If (H5) does not hold, then one can ﬁnd
R1 such that
supp hCBR1 ; jg˜140j40 and jg˜240j40;
where g˜1 :¼ g1BR1 ; g˜2 :¼ g1BcR1 ; 1BR1 is the characteristic function of BR1 and jg˜140j
denotes the measure of the set where g˜1 is 40: We ﬁrst observe that, with obvious
notations,
l1 ¼ l1ðgÞ ¼ l1ðg˜1 þ g˜2Þol1ðg˜2Þ:
Indeed, denoting by C the positive eigenfunction associated to l1ðg˜2Þ; one has
l1ðg˜2Þ ¼
R
RN
jrcjpR
RN
g˜2c
p 4
R
RN
jrcjpR
RN
ðg˜1 þ g˜2ÞcpXl1ðg˜1 þ g˜2Þ:
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Let us now take d ¼ dðhÞ ¼ minfdðh; R1Þ; l1ðg˜2Þ  l1ðgÞg; where dðh; R1Þ is provided
by Theorem 3.3, and let u be a solution of (1.1) with mA	l1; l1 þ d½: Theorem 3.3
yields uo0 on %BR1 : Consequently uþðxÞ40 implies xAð %BR1Þc and so g˜1ðxÞ ¼ hðxÞ ¼
0: It then follows from (1.1) thatZ
RN
jruþjp ¼ m
Z
RN
g˜2juþjp: ð5:4Þ
If
R
RN
g˜2juþjpa0; then (5.4) leads to a contradiction with mol1ðg˜2Þ: If
R
RN
g˜2juþjp ¼
0; then (5.4) gives uþ  Cst on RN ; and so uþ  0 on RN since u is already o0 on
%BR1 : In particular up0 on ð %BR1ÞC ; and Vazquez maximum principle can be applied
locally in ð %BR1Þc to (5.3) as before (with however now M ¼ 0) to yield uo0 on ð %BR1Þc:
Note that (H6) (combined with (H1)–(H3)) implies N4p: &
6. Annex
1. Serrin LN estimate: Consider for NXp the equation
Dpu ¼ f ðx; uÞ on B2R: ð6:1Þ
Assume the growth condition
j f ðx; tÞjpaðxÞjtjp1 þ bðxÞ
for a.e. xAB2R and all tAR; where a; bALqðB2RÞ for some q4Np : Theorems 1 and 2 of
[Se] imply the following.
Lemma 6.1. There exists a constant c; depending on N; p; R; q; jjajjLqðB2RÞ and
jjbjjLqðB2RÞ; such that
jjujjLNðBRÞpcðjjujjLpðB2RÞ þ 1Þ
for any solution uAW 1;ploc ðB2RÞ of ð6:1Þ:
2. Tolksdorf regularity result: Consider the equation
Dpu ¼ f ðxÞ on B2R: ð6:2Þ
Let uAW 1;ploc ðB2RÞ-LNðB2RÞ be a solution of (6.2) with fALNðB2RÞ: Theorem 1 of
[To] implies the following lemma.
Lemma 6.2. There exists a constant C and a number aA	0; 1½; depending on
N; p; R; jj f jjLNðB2RÞ and jjujjLNðB2RÞ; such that
jjujjC1;aðBRÞpC:
3. Vazquez maximum principle: Theorem 5 of [V] implies the following.
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Lemma 6.3. Let uAC1ðOÞ for some domain OCRN : If uX0 in O and DpuAL2locðOÞ
with, for some cAR;
Dpu þ cjujp2uX0; a:e: in O;
then either u  0 in O or u40 in O:
4. Picone identity: Let O be a domain in RN : For c; uAC1ðOÞ with cX0 and u40
in O; one has
jrcjp  jrujp2ru:r c
p
up1
 
X0 in O:
Moreover the above expression is identically 0 in O if and only if c is a multiple of u
(cf. [Al-Hu2]).
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