The aim of this paper is to describe an algorithm for computing co-monotone and/or co-convex splines of degree m and deficiency m -k at the knots (0 < k c m -k), which are interpolant or osculatory to a given set of data. The method is based upon some existence properties recently developed. Graphical examples and a listing of the FORTRAN code SPISPl are given.
Introduction
In the last few years many papers were devoted to problems concerning monotone and/or convex spline interpolation (see, for example, [3] - [6] , [8, chapt . XVI], [9] , [12] , [13] , [15] , [18] - [21] , [24] , [27] and the references quoted therein), and algorithms for constructing shape-preserving splines, interpolating data at the knots, were given.
More specifically, co-monotone C1 cubic splines are computed in [ll] and then in [2] and [lo] with efficient and simple methods, and in [27] , where better convergence properties are obtained using optimization techniques. The wellknown C2 cubic taut-splines of De Boor [8, p. 3031 preserve the convexity of data and require the insertion of additional knots. Quadratic C' co-monotone and co-convex interpolating or osculatory splines are constructed in [16] , [17] and [25] , again introducing auxiliary knots. In [7] the theoretical results of [6] are used to compute co-monotone and co-convex cubic C' interpolating splines.
A method for monotone and convex splines of degree m is proposed in [18] . However m cannot be fixed a priori, since it is calculated according to the data, and, if co-monotone and co-convex interpolation is desired, a preliminary subdivision of the points into subsets of uniform shape is needed.
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In this paper co-monotone (CM) or co-convex (CC) or co-monotone and co-convex (CMC) Ck splines of degree m, where 0 < k < m -k, are considered, and, using the results of [5] , an algorithm for their computation (given in [6] for m = 3, k = 1 and for monotone and convex interpolation)
is described. The splines considered here are obtained using Bernstein polynomials of suitable continuous piecewise linear functions, and can be simply interpolant or, if the slopes at the knots are given, osculatory. We note that linear splines with one knot between every two interpolation points were used in [18] . In this paper linear splines with two interior knots are used, and this leads to some practical advantage, as we will see later. The algorithm seems to be reasonably simple and fast, and does not require either the insertion of additional knots or preliminary subdivision of the points. The degree of spline, yn, can be choosen a priori or can be automatically computed, according to the sharpness of data. Moreover, no interaction with the user is needed. On the other hand the method is not local, and a change of data implies new complete calculations.
Finally, it is worthwhile to remark that, in the case of simple interpolation, there is no theoretical guarantee for the existence of CC or CMC splines, interpolating arbitrary sets of points. However we note that: the existence of CC or CMC interpolating splines can be ensured, if necessary, choosing m in a manner analogous to Theorem 3 of [5] ; the algorithm provides interpolating curves which are often 'visually pleasing'; -practical experiences showed that the automatic computation of WI made by SPISPl code produces CC or CMC splines for tests taken from 'real' data. This point will be discussed in Section 3 with more details.
This paper is divided into five sections. In Section 2 notations and background are recalled, and in Section 3 the algorithm is described. We show some graphical examples in $4 and the listing of the FORTRAN code in Section 5.
Notation and background
Let x0 <xi < . . . < xN, N > 2, be a fixed set of real numbers and let the integers k; m; n,, i=o, l,..., N -1 be given, with m=max{n;, i=O, l,..., N-l} and O<k<n,-k, i= 0, 1,. . .) N -1. Setting hi = xitl -xi, r,= hi/n;, i = 0, l,..., N -1, we introduce the sequence ti, i = 0, 1,. . . ,2N + 1, where 
The algorithm
It is clear from the previous results that we are interested in the construction of linear splines I E BSp such that ,(x,) =y,, i=o, l)..') N (3.1) and which are, moreover, CM, CC or CMC. Since any 2 E BS: is determined by its values and slopes at x,, i = 0, 1,. . . , N, we can reformulate the problem into the following one: compute the values d,, i = 0, 1,. . . , N such that the spline satisfying (3.1) and I"'(x,) = d,, i=O, I,..., N, (3.2) is CM or CC or CMC. From lemma 2 of [5] we have that I is increasing (decreasing) in [xi, x,+i] for some i, 0 < i < N -1, if and only if The domains Di of (3.3), (3.4) for the increasing and convex case are shown in Fig. 1 . We note that (3.3), (3.4) and (3.5) define non-empty convex sets of the uu-plane. So,.if we want CM, CC or CMC interpolating splines, we need only to define a suitable set D, for each [xi, xi+i] and then compute a sequence of slopes d,, i = 0, 1,. . . , N, such that be, respectively, the projection maps from uu-plane onto the u-axis and u-axis. We give the following algorithm. 
Algorithm Al
Step 1. Let N and the collection of sets { D, } jv=,,' be given.
Step 2. For i = 0, 1,. . . , N -1 1. B, = rIU,,,( 0;). Step 3. B,= R.
Step 4. A, = B,, J = N.
Step 5. For i = 1, 2,. . . , N 1. P = II:,,<{ A,_1 x R} n DiJ 2. A; = Bi n P 3. If Ai =B set J = i and stop. Otherwise continue.
Step 6. Stop.
Algorithm Al gives an answer for the problem above. In fact we have from lemma 4 of [5] (d) let J be computed as in Algorithm Al, where the sets Di, i = 0, 1,. . . , N -1, are given by Now suppose that Algorithm Al gives J = N and consider the following algorithm.
Algorithm A2
Step It is simple to show (see the proof of the first part of lemma 4 in [5] ) that Algorithm A2 will provide the desired sequence of slopes. It should be noted that, setting J = N, we assumed the 94 P. Costantini / Computing interpolating splines existence of CM, CC or CMC interpolating splines. For the CM case this is obviously true, since the point (0, 0) satisfies (3.3) or, in other words, there always exists a CM I E BS: with zero slopes at xl, i=O,..., N.IntheCCandCMCcase,forgivenkandn,,i=O,l,..., N-Land for arbitrary sets of data, Al will provide, in general, J =j # N. From a different point of view, this means that Algorithm Al can be completed if applied to the subset {(xi, v,)},!=, and that Algorithm A2 will produce the sequence of slopes d,', i = 0, 1,. . . , j such that (d(, d,:+ ,) E D,, i=o, I,..., j -1. Now suppose, without loss in generality, that Algorithm Al, applied to {(x,, Y,)};",~ can be completed and so, for dl', i =j, j + 1,. . _ , N given by Algorithm 2, we have (d,", d, 'l,) [7] ), the simple expression d" = :(A,_, + AI) has been successfully used for all cases. It is worthwhile to note that the change of the slope at xI of the interpolating linear spline I is made possible by the insertion of two knots in (xJ_i, xI) and in (x,, xi+, ). From a geometrical point of view this means that the change at x, has effect only in ]tZJ-i, t,,+J, since it is absorbed by the segments of 2 in [t,,_i, tZj] and [t2,+i, lZjtz]. If only one knot were posed in ( xj _ 1, xl), then the change would have effect at x,_ 1 and so on. So, while Algorithms Al and A2 always give curves which are reasonably visually pleasing, the method of [18] requires an a priori selection of the values ni, i = 0, 1,. . . , N -1, that is of the degree of spline, to ensure the existence of a CMC interpolant.
All the above arguments were done for fixed n,. In [5] the values ni, i = 0, 1,. . . , N -1 are computed according to data, to ensure that Algorithm Al will provide J = N for every set of convex (or monotone and convex) points. These results, which are stated in Theorem 3, can be easily extended for CC or CMC interpolation.
However the resulting formulas are not simple and have a high computational cost. Practical experience shows that the automatic computation outlined below:
Step 1. Compute (when possible) n, = max(2k + 1, k I(A,+, -A,_,)/(A, -LI,_~) + 11, k I (A,+, -At-,)/'(A,+1 -A<) + 1 I).
Step 2. Make an average of n,_,, n,, n,, 1.
will provide, in general, CC or CMC spline interpolation (we refer to the listing of subroutine SPLISP for details). On the other hand, if Algorithm Al would still have a break point at xi, then (3.6) could be applied again. So the Algorithms Al and A2 can be used to compute CC or CMC interpolating splines s E BS: with WI fixed (and in this case n, = m, i = 0, 1,. . . , N -1) or data dependent (and in this case m = max{ n,, i = 0, 1,. . . , N -l}) The real drawback is that n, is often too large (see the tests of Section 4) and the automatic computation of degree is convenient only for small values of k. We note that, for graphical purpose, it is sufficient to set k = 1. For CM interpolation no restriction on degree is needed. However, it is still useful to have the possibility of an automatic selection of m. The obvious choice is n, = 2k + 1, i=o, l,..., N-1 since it produces splines of minimal degree. Finally, also suppose that the slopes d,, i = 0, 1,. . . , N are given. In this case a linear spline 1 (and consequently sr) satisfying (3.1) and ( We have immediately the following statement (e) let di, A,, d,+i satisfy (3.7) or (3.8) . There exists ti such that for any n,, n, > Z, (di, d,,,) satisfies (3.3) or (3.4) respectively. Now we can solve the following shape-preserving osculatory problem: to find the sequence n,, i=O,l ,**., N -1 such that the spline I E BS:, which satisfies (3.1) (3.2) has the same shape of the data.
We note that the local monotonicity of a local convex osculatory spline is implicitly given by di, di+i.
It is now possible to outline the algorithm for computing and then evaluating a shape-preserving interpolating spline (SPISP). For details see the subroutines SPISCl and SPISEl in the listing of the code.
Algorithm SPISP
Step 2. Check the kind of interpolation.
If osculatory interpolation is required go to Step 5.
Step 2. For m given set nj = m, i = 0, 1,. . . , N -1. Otherwise compute the values n,, i = 0, l,..., N-l.
Step 3. Define the sets D,, i = 0, 1,. . . , N -1 using (3.3), (3.4) or (3.5) for the CM, CC or CMC case. Then use Algorithms Al and A2 and (eventually) formula (3.6) to compute the slopes d;, i=O, l,..., N.
Step 4. Go to Step 6.
Step 5. For m given set ni = m, i = 0, 1,. . . , N -1. Otherwise compute the values n,, i = 0, 1,. . . , N -1 as in statement (e).
Step 6. Evaluate the linear spline 1 E BSY satisfying (3.1) and (3.2).
Step 7. Evaluate the shape-preserving interpolating spline s = Bl using (2.5).
As previously said in the introduction, many good algorithms for shape-preserving spline interpolation are available. In the author's opinion, point insertion algorithms (as suggested in WI, tl71 and PI) are, in some cases, preferable for computer aided design. The interest of this algorithm consists essentially in that _ SPISPl seems to be the unique code for computing splines of arbitrary degree and arbitrary continuity class; -CM, CC, CHC and osculatory splines can be obtained from the same code; _ Algorithms Al and A2 are quite general, since they refer to arbitrary sets (see also the more general formulation given in [5] ). This means that any mixture of CM, CC, CMC can be imposed, as well as any other local constraints. Actually, Algorithms Al and A2 can be applied to any problem concerning the construction of locally constrained separable splines [5, sect. 41. '
Graphical examples
In this section we show some applications of the method described in the previous one. All the computations are made running the code SPISPl using the VAX-730 (with VMS V.3. The first test is given by some titanium heat data [8, p. 2221, reported in Table 1 , and the resulting curves are shown in Fig. 2 . We note that, for CMC interpolation, the intervals [x0, x1] and [x1, x2] are considered, respectively, increasing and convex and decreasing and concave. Hence xi is a break point for cases (iv) and (v). However, we obtain a visually pleasing curve. We must note the shape of the interpolants in [x2, x3] and in [x6, xs] for the various cases. The values ni, i = 0, 1, . . . , 12 (degrees of the polynomials constituting the spline) computed by the code for cases (iii) and (v) are: 5, 6, 8, 9, 6, 5, 4, 4, 5, 9, 9,11, 9. Also note the splines of cases (ii) and (iv) are, respectively, CC in [x0, xi31 and CMC in [x2, x1& Our second test [ll] is the radiochemical calculations given in Table 2 . The interpolants are plotted in Fig. 3 . It is interesting to note that the values n,, i = 0, 1,. . . ,7 for cases (iii) and (v) are, in this case, 4, 8, 12,16, 16, 17, 17, 12. However the splines of cases (ii) and (iv) are CC and CMC respectively (SPISCl returns the value ERRE = 0). For this test other fittings can be found in [ll] , [24] and [27] .
The third test (Table 3) is taken from the paper of Akima [l] , and the results of Fig. 4 clearly show a failure for CC interpolation. We note that the curve is, in this case (ii), CC everywhere, but has very large extraneous bumps. This fact is inherent to the nature of CC interpolation, since splines with arbitrary degree also present the same shape (see also the result of De Boor's taut spline, showed in [ll, Fig. 4 -f]). On the other hand the CMC interpolating curves are really Other fittings for the Akima test can be found in [l] , [lo] and [ll] . The fourth test (Table 4) is proposed by Pruess in [23] . We see immediately from Fig. 5 that break point at xs for case (iv), and at xg for case (ii); this case is the most Our final test (Table 5 ) is the design of a car proposed in [24] , and the graphs of Fig. 6 are obtained with osculatory interpolation (LHOPT = 2) using (vi) splines of BS: (A4 = 3, K = l), (vii) splines of BS: (M = 0, K = l), degree automatically computed. The two plots are practically identical, even if the spline of (vi) is not shape-preserving in [X5? ~1, [x7, 4 and I%, x14]. We note that they seem to be very close to the fitting of [24, Fig.   11 . The values ni, i = 0, 1,. . . , 16, for (vii) are   3, 3, 3, 3, 3, 6, 394, 3, 3, 3, 394, 3, 3, 3, 3 Finally, we remark that the code can be used for the design of parametric curves, using the accumulated arc length given by tO=O,
and considering the two sets of interpolation points {(t;, x~)};?I=~, ((t,, y,)}E"=,. For an idea of the results obtainable, we refer to [7, sect. 31.
The code
In this section we present the FORTRAN listing of the code SPISPl (Shape-Preserving Interpolating Spline) which is made up of two driver subroutines handling the execution of the other subprograms (10 subroutines and 3 functions), as it is shown in the graph of Fig. 7 .
More specifically, SPISCl (Shape-Preserving Interpolating Spline Computation) computes all the parameters used by SPISEl (Shape-Preserving Interpolating Spline Evaluation) for evaluating the spline at a prescribed set of points. We refer to the comments internal to the code for the calling sequences and the description of the input and output parameters. Here, it is important to point out that SPISCl and SPISEl are independent, the only restriction being that the first call to SPISEl must follow a call to SPISCl.
In writing the code (using the standard FORTRAN 77), the major attention was devoted to readability. However, we assumed that the compiler was able to perform some optimizazion, like recognizing common expressions and invariant expressions in DO-loops.
If this were not the case, some modifications should be made. : : 
