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In DeVore et al. (2011) [7] we considered smooth functions on
[0, 1]N which depend on a much smaller number of variables
ℓ or continuous functions which can be approximated by such
functions. We were interested in approximating those functions
when we can calculate point values at points of our choice. The
number of points we needed for non-adaptive algorithms was
higher than that in the adaptive case. In this paper we improve on
DeVore et al. (2011) [7] and show that in the non-adaptive case one
can use the same number of points (up to a multiplicative constant
depending on ℓ) that we need in the adaptive case.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The numerical solution of many scientific problems can be reformulated as the approximation of a
function f , defined on a domain in RN . When N is large this problem very often becomes intractable.
This is the so-called curse of dimensionality. On the other hand, the functions f that arise as solutions
to real world problems are thought to bemuch better behaved than a generalN-variate function. Very
often it turns out that essentially they depend on only a few parameters. This has led to a concerted
effort to develop a theory and algorithms which approximate such functions well without suffering
the effect of the curse of dimensionality. There are many impressive approaches (see [1,6,18,12,14,
16,20] as representative) which are being developed in a variety of settings. There is also the active
literature in compressed sensing which is based on the model that real world functions are sparsely
represented in a suitable basis (see e.g. [2,8,4] and the references in these papers).
In [7] we considered a version of this problem, namely we considered a continuous function f
defined on [0, 1]N but depending only on ℓ variables xi1 , . . . , xiℓ where i1, . . . , iℓ are unknown to us
(this is the exact case). Under some smoothness assumptions we gave an approximation to such f in
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L∞ norm, from point values. We also considered a situation when f is not a function of ℓ variables but
can be approximated in L∞ normby such a function to some tolerance ϵ (this is the approximate case).
We considered both adaptive and non-adaptive choices of points. Our benchmark was (L+1)ℓ points
which is the number of points in the uniform grid of [0, 1]ℓ andwewanted the level of approximation
which can be achieved for functions on [0, 1]ℓ using those points under our smoothness assumption.
The numbers of points we needed to prove our results are summarized in this table
Exact Approximate
Adaptive C(ℓ)(L+ 1)ℓ logN C(ℓ)(L+1)ℓ logN+C ′(ℓ) log2 N
Non-adaptive C(ℓ)(L+ 1)ℓ+1 log2 N C(ℓ)(L+ 1)ℓ+1 log2 N
We see that we needed substantially more points in the non-adaptive setting. In this paper we
show (see Corollary 4.3 and Theorem 5.3) that up to amultiplicative constant C(ℓ) in all caseswe need
the same number of points, i.e. C(ℓ)(L + 1)ℓ lnN . Our algorithms are theoretical; we are interested
in a real information complexity of the problem so we aimed at minimising the number of point
evaluations used. It is known that for linear problems adaptivity does not help much (see [17,18]
for detailed discussion). However, our problem is non-linear because the set of functions we consider
is not convex, so the question remains.
In information based complexity related problems are studied in the framework of weighted
spaces. In particular finite order weights deal with linear spaces of functions f of N variables which
can be represented (in a way unknown to us) as a finite sum f = ∑j gj where each gj depends only
on ℓ < N variables (see [21,18]). There are two differences between our approach and the existing
theory of finite order weights: we work in the sup norm while they work mostly in the Hilbert space
setting and we deal with one function of ℓ variables which makes our problem non-linear.
The paper is organized as follows. In Section 2 we give the necessary combinatorial background.
In particular we introduce sets with Determining property which are used in Section 5. In Section 3
we recall our approximation setup from [7]. In Section 4 we discuss the exact case and in Section 5
we discuss the approximate case. In the last section we present some remarks and open problems.
1.1. Notation
Before we proceed let us explain some notation used throughout the paper. N and ℓ are integers
ℓ < N; we think about N as large and about ℓ as rather small. We also use an integer L. We denote by
L the set
0,
1
L
,
2
L
, . . . ,
L− 1
L
, 1

⊂ [0, 1]
and h = 1/L. For an integer Rwe will denote by [R] the set of integers {1, 2, . . . , R}. For any finite set
Γ the symbol #Γ denotes the cardinality ofΓ . For a finite set A byLA ([0, 1]A resp.) wewill denote the
set of all vectors indexed by Awith values inL ([0, 1] resp.). Formally they are functions from A into
L ([0, 1] resp.). We will use this point of view by using a functional notation for points from [0, 1]N
(which formally is [0, 1][N]) andLℓ (which formally isL[ℓ]). In particular for a point x ∈ [0, 1]N and a
set A ⊂ [N] the symbol χAx denotes an element from [0, 1]N which has coordinates outside A equal
to zero and coordinates from A equal to corresponding coordinates of x. Wewill also use x|A to denote
an element from [0, 1]A which has on A the same coordinates as x. As is customary the symbol C(X)
will denote the space of all continuous functions on the set X . We will use this symbol also when X is
finite when it means all functions on X .
2. Combinatorial background
LetA be a collection of partitions A of [N] such that each A consists of ℓ disjoint sets A1, A2, . . . , Aℓ.
We say that the collectionA is ℓ-separating if for any distinct integers i1, . . . , iℓ ∈ [N] there exists a
partitionA ∈ A such that each set inA contains precisely one of integers i1, . . . , iℓ. In [7] this property
was termed Partition Assumption. It appears in theoretical computer science as a perfect hashing
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(c.f. [10,15]). It is known [10,15] and also explained in [7] that there exist ℓ-separating families of
partitions with small cardinality. Random constructions give familiesAwith
#A ≤ 2ℓeℓ lnN. (2.1)
Lower estimates for the cardinality of ℓ separating families are the main subject of [10,15].
If we look at an ℓ-separating family of partitions A then in the notation of Friedman and
Komlos [10] the minimal cardinality of A is Y (l, l,N). An easy estimate (7) in [10] gives a lower
estimate #A ≥ logN/ log l. The main result (Theorem 2) of [10] (see also 1.1 in [15]) is
#A ≥ l
l−1 logN
l! log 2 .
From Stirling formula we obtain
#A ≥ e
l−θ/12l
√
2π l3/2
logN (2.2)
so the random result (2.1) is very precise.
A set A ⊂ LN is called an ℓ-projection set if for every set A ⊂ [N] of cardinality ℓ and every vector
w ∈ LA there exists v ∈ A such that v|A = w. Such sets for N = 2 are used in theoretical computer
science, see [3].
Here we provide a simple random estimate of the cardinality of an ℓ-projection set.
Proposition 2.1. A random subset of LN of cardinality 2ℓ[ln(L+ 1)+ lnN](L+ 1)ℓ with overwhelming
probability is an ℓ-projection set.
Proof. First we describe our randomness. Let (γj)∞j=1 be a sequence of independent, identically
distributed, random variables each taking values inL, each value with the same probability (L+1)−1.
We define random vectors xj(ω) ∈ LN as xj(ω) = (γ(j−1)N+1, γ(j−1)N+2, . . . , γjN) for j = 1, 2, . . .. We
define the set
A = Ar(ω) = {x1(ω), . . . , xr(ω)}.
Obviously A is not an ℓ-projection set if there exists A ⊂ [N] with #A = ℓ and w ∈ LA such that
xj|A ≠ w for j = 1, 2, . . . , r . So
∆ := P(A is not ℓ-projection set )
≤ (L+ 1)ℓ

N
ℓ

P(xj|A ≠ w for j = 1, 2, . . . , r) since xj’s are independent
= (L+ 1)ℓ

N
ℓ

[P(x1|A ≠ w)]r
= (L+ 1)ℓ

N
ℓ

[1− (L+ 1)−ℓ]r .
Since [1− (L+ 1)−ℓ]r ≤ exp− r
(L+1)ℓ we get
∆ ≤ exp

ℓ ln(L+ 1)+ ℓ lnN − r
(L+ 1)ℓ

so for r ≥ 2ℓ[ln(L+ 1)+ lnN](L+ 1)ℓ we get
∆ ≤ exp−ℓ[ln(L+ 1)+ lnN] = [N(L+ 1)]−ℓ. 
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The question what is the smallest cardinality of projection sets for various combinations of
parameters seems to be unsolved. Some results are given in [13,11].Wewill need a somewhat stronger
property.
Determining property. The set B ⊂ LN is said to have this property if it satisfies the ℓ-projection property
and for each A, B of cardinality≤ ℓ and any pair a, b ∈ LA there exist P, P ′ ∈ B such that P|A = a and
P ′|A = b and P|(B \ A) = P ′|(B \ A).
There are at least two ways to build sets with Determining Property of rather small cardinality:
(i) Each 2ℓ-projection set in LN has Determining Property; this is clear. Proposition 2.1 gives such
sets of cardinality≤ 4ℓ(ln L+ lnN)(L+ 1)2ℓ.
(ii) Let us fix a 2ℓ-separating familyB of partitions of [N] and let us define
B =

V⊂[2ℓ]

B∈B
−
j∈V
αjhχBj : αj = 0, 1, . . . ,N

(2.3)
where B = (B1, . . . , B2ℓ) ∈ B and V ⊂ [2ℓ] is a set with #V = ℓ. It is easy to check that this
set satisfies Determining Property. Using (2.1) we see that there are such sets with cardinality
≤ 2

2ℓ
ℓ

ℓeℓ lnN(L+ 1)ℓ.
3. Approximation background
For any function φ defined on a setD (it may be defined on a bigger set E ⊃ D) we put
‖φ‖D = sup{|φ(P)| : P ∈ D}. (3.1)
L is the lattice of equally spaced points (spacing h) on [0, 1] andLℓ is the lattice of equally spaced
points (spacing h) in [0, 1]ℓ.
We assume that we have a sequence of linear operators Ah : C(Lℓ) → C([0, 1]ℓ) (defined for
L = 1, 2, . . .) such that
(i) There is an absolute constant C0 such that ‖Ah(g)‖[0,1]ℓ ≤ C0‖g‖Lℓ for all h.
(ii) If g depends only on the variables from the set A ⊂ [ℓ]with #A ≤ ℓ then Ah(g) also depends only
on those variables.
(iii) Ah(g) ≡ g if g is a constant.
(iv) If π is any permutation of the variables x = (x1, . . . , xℓ) (which can respectively be thought of as
a permutation of the indices {1, . . . , ℓ}), then Ah(g(π(·))π−1(x)) = Ah(g)(x), x ∈ [0, 1]ℓ.
We define the following approximation class:
As := As((Ah))
= {g ∈ C([0, 1]ℓ) : ‖g − Ah(g|Lℓ)‖[0,1]ℓ ≤ Chs, h = 1/L, L = 1, 2, . . .}, (3.2)
with semi-norm
|g|As := sup
h
{h−s‖g − Ah(g|Lℓ)‖[0,1]ℓ}. (3.3)
Let us note that this class depends on thewhole sequence of operators (Ah)not on just one operator.
We obtain the norm on As by adding ‖ · ‖[0,1]ℓ to the semi-norm. As was discussed in [7], there is
typically a range 0 < s ≤ S, where the approximation classes can be characterized as smoothness
spaces.
We need the following simple fact from [7] aboutAs functions.
Lemma 3.1. Suppose g ∈ As and ‖g(x)‖L[ℓ] ≤ ϵ. Then,
‖g‖[0,1]ℓ ≤ C0ϵ + |g|Ashs, (3.4)
where C0 is the constant in (i).
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Proof. This follows directly from the triangle inequality
‖g‖[0,1]ℓ ≤ ‖g − Ah(g|LN)‖[0,1]ℓ + ‖Ah(g|LN)‖[0,1]ℓ ≤ |g|Ashs + C0ϵ. 
With slight abuse of the notation, for g ∈ C([0, 1]ℓ)we will denote by Ah(g) the operator Ah(g|Lℓ).
We say that a function f ∈ C([0, 1]N) depends on variable j ∈ [N] if there are two points
P, P ′ ∈ [0, 1]N which differ only at coordinate j such that f (P) ≠ f (P ′).We call such a variable a change
variable. Those are variables on which our function depends. For a given sequence J = (j1, . . . , jℓ) of
distinct integers from [N] and a function g defined on [0, 1]ℓ we define an embedding operator
IJ(g)(x1, . . . , xN) = g(xj1 , . . . , xjℓ).
Clearly every function on [0, 1]N which depends on ℓ variables is of such form for someJ and g defined
on [0, 1]ℓ. We will consider two cases:
Exact case. We assume that the function f on C([0, 1]N) equals IJ(g) for some sequenceJ of ℓ distinct
integers from [N] and some g ∈ As for some s > 0. We do not know neither g nor J.
Approximate case. We assume that f ∈ C([0, 1]N) and there exists a function g ∈ As for some s > 0
and ϵ ≥ 0 and a sequence J of ℓ distinct integers from [N] such that
‖f − IJ(g)‖[0,1]N ≤ ϵ.
We do not know J, g nor ϵ ≥ 0.
4. Exact case
In this section we consider the case when the function f ∈ C([0, 1]N) depends on at most ℓ
variables. We decided to present this case separately (despite the fact that it formally follows from
the more general approximate case) because we can present a different, simpler and more efficient
algorithm which uses fewer points (but only by a multiplicative constant). Also this section can serve
as an introduction to Section 5.
We fix an (ℓ+ 1)-separating familyA of partitions of the set [N]. For any A = (A1, . . . , Aℓ+1) ∈ A
and any s = 1, . . . , ℓ+ 1 we define a family of points
P (A, s) =
−
j≠s
αjhχAj : αj = 0, 1, . . . , L

⊂ LN . (4.1)
We denote AA =ℓ+1s=1 P (A, s) and define the set A of base points as
A =

A∈A
AA =

A∈A
ℓ+1
s=1
P (A, s) ⊂ LN . (4.2)
We see that #A ≤ (ℓ + 1)(L + 1)ℓ#A. Now we evaluate f at points from A. We say that the set
Aj ∈ A ∈ A is a change set if there exist two points P and P ′ in AA which differ only on Aj such that
f (P) ≠ f (P ′). Clearly each change set contains at least one change variable of f . We look at A’s with
maximal number of change sets; there may be many of them— call themmaximal. Since the function
f depends on at most ℓ variables each partition A ∈ A contains a non-change set. Actually there may
be change variables that are not reflected by values of f onLN . Let us call a variable j ∈ [N] visible at
the scale h if there exist P, P ′ ∈ LN which differ only at coordinate j such that f (P) ≠ f (P ′).
Lemma 4.1. (i) Each change set contains at least one change variable visible at scale h.
(ii) In each maximal partition each change set contains exactly one change variable visible at scale h.
(iii) For every maximal partition, each change variable visible at scale h belongs to some change set.
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Proof. The first statement is clear as the change set is defined via points from LN . Let µ ≤ ℓ be the
number of variables visible at scale h. Thus the number of change sets in any partition is ≤ µ. Let
A = (A1, . . . , Aℓ+1) ∈ A be a partition such that #J ∩ Aj ≤ 1 for j = 1, 2, . . . , ℓ+ 1. Such an A exists
because A is an (ℓ + 1)-separating family. Let j be visible at scale h and let P, P ′ ∈ LN differ only
at coordinate j and f (P) ≠ f (P ′). One can easily see that there exist points P˜ and P˜ ′ in AA such that
P˜|J = P|J and P˜ ′|J = P ′|J. Thus we get f (P˜) = f (P) ≠ f (P ′) = f (P˜ ′). This means that the set As
such that j ∈ As is a change set. Repeating this argument for other variables visible at scale h we see
that the number of change sets in partition A equalsµ. Thus A is maximal and eachmaximal partition
has µ change sets. From this the remaining statements follow. 
For a maximal A let UA be the union of non-change sets in A. Consider the set
W =: [N] \

Amaximal
UA.
Clearly every variable visible at scale h is in W . Suppose that j ∈ [N] is not visible at scale h. There
exists a partition A = (A1, . . . , Aℓ+1) ∈ A such that each set As contains at most one variable visible
at scale h and there exists a set As0 which contains j but no variable visible at scale h. From Lemma 4.1
we infer that A is a maximal partition and that As0 is not a change set, so j ∈ UA. ThusW is the set of
change variables visible at scale h.
Once the set of change variables visible at the scale h have been identified we can (and for the sake
of completeness of exposition we will) repeat arguments from [7].
Our function f = IJ(g). ClearlyW ⊂ J but we may be missing some variables, so first we add (if
needed) arbitrary coordinates to W to get a sequence J′ = (j′1, . . . , j′ℓ) with 1 ≤ j′1 < j′2 < · · · , <
j′ℓ ≤ N . We fix a partition A ∈ A such that each Aj ∈ A contains at most one coordinate from J′. We
will assume (by property (iv) of operators (Ah) in our underlying approximation scheme this will not
change the function fˆ we are going to define) that j′i ∈ Ai for i = 1, . . . , ℓ, so s = ℓ+ 1. The function
f |P (A, ℓ+ 1)we naturally identify with a function onLℓ and we define
gˆ = Ah(f |P (A, ℓ+ 1)) ∈ C([0, 1]ℓ).
Now we define fˆ ∈ C([0, 1]N) as
fˆ (x1, . . . , xN) = IJ′(gˆ)(x1, . . . , xN) = gˆ(xj′1 , . . . , xj′ℓ). (4.3)
Now we are ready to state the main result of this section
Theorem 4.2. If f = IJ(g) with g ∈ As, then the function fˆ defined in (4.3) satisfies
‖f − fˆ ‖[0,1]N ≤ |g|Ashs. (4.4)
To define fˆ we use≤ (ℓ+ 1)(L+ 1)ℓ#A points chosen non-adaptively.
Proof. The number of points was already calculated. To prove the bound (4.4) we define S = Ah(g)
and write
f − fˆ = (IJ(g)− IJ(S))+ (IJ(S)− IJ′(gˆ)). (4.5)
The first term on the right side satisfies
‖IJ(g)− IJ(S)‖[0,1]N = ‖g − Ah(g)‖[0,1]ℓ ≤ |g|Ashs. (4.6)
From properties of operators (Ah) and the fact that both J and J′ contain the setW of all coordinates
visible at scale hwe see that IJ(S) = IJ′(gˆ), so the second term on the right side of (4.5) is identically
zero. 
If we use separating sets of partitions given in (2.1) we get
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Corollary 4.3. If f = IJ(g) with g ∈ As, then the function fˆ defined in (4.3) satisfies
‖f − fˆ ‖[0,1]N ≤ |g|Ashs. (4.7)
To define fˆ we use≤ 2(ℓ+ 1)2eℓ(L+ 1)ℓ lnN point values chosen non-adaptively.
5. Approximate case
In this section we assume that we are given a function f ∈ C([0, 1]N) such that
‖f − IJ(g)‖[0,1]N ≤ ϵ
for certain sequence J, function g ∈ As and ϵ ≥ 0. We do not know any of those. As in the previous
section the argument splits into two part. First, combinatorially we identify a good set of coordinates
(which may be different from J) and then prove the approximation estimate.
We switch notation somewhat and assume that f ∈ C([0, 1]N) is a function of the form f =
IJ(g) + η. To simplify the notation we put IJ(g) =: g˜ so g˜ depends only on variables from a set
B ⊂ [N]with #B = ℓ and ‖η‖LN ≤ ‖η‖[0,1]N ≤ ϵ.
We define the setB of base points as any subset ofLN with the Determining property.
For a set A ⊂ [N], #A = ℓ and x ∈ LN and φ a function onLN (or on [0, 1]N ) we define
α(φ, A, x) = max{φ(P) : P ∈ B and P|A = x|A}
β(φ, A, x) = min{φ(P) : P ∈ B and P|A = x|A}.
We define
hA(x) = α(f , A, x)+ β(f , A, x)2 . (5.1)
Clearly each hA is a function onLN which depends only on variables from A.
We define set A0 as argminA‖f − hA‖B. From the very definition ‖f − hA0‖B ≤ ‖f − hB‖B.
Note that
α(f , A, x) = max{g˜(P)+ η(P) : P ∈ B and P|A = x|A}
≤ ϵ +max{g˜(P) : P ∈ B and P|A = x|A}
= ϵ + α(g˜, A, x).
Analogously we have
α(f , A, x) ≥ α(g˜, A, x)− ϵ
β(f , A, x) ≤ β(g˜, A, x)+ ϵ
β(f , A, x) ≥ β(g˜, A, x)− ϵ.
For simplicity of notation we put h := hA0 . Now we see that
‖f − h‖B ≤ ‖f − hB‖B ≤ 12 (‖f − α(f , B, ·)‖B + ‖f − β(f , B, ·)‖B)
≤ ϵ + 1
2
(‖g˜ − α(f , B, ·)‖B + ‖g˜ − β(f , B, ·)‖B)
≤ 2ϵ + 1
2
(‖g˜ − α(g˜, B, ·)‖B + ‖g˜ − β(g˜, B, ·)‖B).
But for P˜ ∈ Bwe have
α(g˜, B, P˜) = max{g˜(P) : P ∈ B and P˜|B = P|B} = g˜(P˜)
and
β(g˜, B, P˜) = min{g˜(P) : P ∈ B and P˜|B = P|B} = g˜(P˜)
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so we get ‖f − h‖B ≤ 2ϵ which gives ‖g˜ − h‖B ≤ 3ϵ.
For a set V ⊂ [N]we define
osc(V ) = max{|g˜(P)− g˜(P ′)| : P, P ′ ∈ LN and P|([N] \ V ) = P ′|([N] \ V )}.
Proposition 5.1. We have osc(B \ A0) ≤ 6ϵ.
Proof. If osc(B \ A0) > 6ϵ we can fix P, P ′ ∈ LN such that P and P ′ differ only on B \ A0 and 6ϵ <
|g˜(P) − g˜(P ′)|. Since #B,#A0 ≤ ℓ we fix Q ,Q ′ ∈ B such that Q |B = P|B and Q ′|B = P ′|B and
Q |A0 \ B = Q ′|A0 \ B. Note that Q |A0 = Q ′|A0. Now we have
6ϵ < |g˜(P)− g˜(P ′)| = |g˜(Q )− g˜(Q ′)|
≤ |h(Q )− h(Q ′)| + 6ϵ = 6ϵ.
This contradiction completes the proof. 
Remark 5.2. The algorithm to identify A0 described above uses (up to a multiplicative constant)
the same number of points as the adaptive algorithm given in [7]. However, it has a very high
computational cost as it requires to search through all ℓ element subsets of [N] which is very time
consuming. Most likely it is not a practical algorithm.
Now that we have A0 we follow ideas from [7]. We fix a subset V ⊂ B such that for each x ∈ LA0
there exists unique vx ∈ V such that vx|A0 = x. Theremay bemany suchV ’s but our argumentsworks
for any of them. For a functionφ ∈ C([0, 1]N)we define an operator R by the formula R(φ)(x) = φ(vx)
for x ∈ LA0 .We fix a sequenceJ′ = (j′1, . . . , j′ℓ) such that {j′1, . . . , j′ℓ} = A0, i.e. this sequence identifies
A0 with [ℓ]. Using this identification we treat R as a linear operator from C([0, 1]N) into C(L[ℓ]) and
define
fˆ = IJ′AhR(f ). (5.2)
Now we are ready to formulate the main result of this note.
Theorem 5.3. Let fˆ be defined in (5.2). We have
‖f − fˆ ‖[0,1]N ≤ (13C0 + 1)ϵ + |g|As . (5.3)
If we use the set B defined in (2.3) then the definition of fˆ uses ≤ 2

2ℓ
ℓ

ℓeℓ(L + 1)ℓ lnN point values
chosen non-adaptively.
Proof. Clearly fˆ = IJ′AhR(g˜) + IJ′AhR(η) and each of those functions depends on variables from A0.
We obtain
‖f − fˆ ‖[0,1]N = ‖g˜ + η − IJ′AhR(g˜)− IJ′AhR(η)‖[0,1]N
≤ ‖g˜ − IJ′AhR(g˜)‖[0,1]N + ‖η‖[0,1]N + ‖IJ′AhR(η)‖[0,1]N
≤ ‖g˜ − IJ′AhR(g˜)‖[0,1]N + (C0 + 1)ϵ.
Now let us recall that we also have a sequence J which identifies [ℓ] with B. From property (iv)
of our approximation scheme we may assume that for ν = #A0 ∩ B we have js = j′s for s ≤ ν
and A0 ∩ B = {j1, . . . , jµ}. Note that Rg˜ is a function on Lℓ and Rg˜ = g|Lℓ. Now we define
g1(x) = g(x1, . . . , xν, 0, . . . , 0) for x ∈ Lℓ. From Proposition 5.1 we infer that ‖g − g1‖Lℓ ≤ 6ϵ.
Now we defineΦ = IJAhg1. Since g1 depends on coordinates 1, . . . , ν we see that
Φ = IJAhg1 = IJ′Ahg1 (5.4)
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and depends only on coordinates from B ∩ A0. If we put ζ = g − g1 we get
‖g˜ − Φ‖[0,1]N = ‖IJg − IJAhg1‖[0,1]N = ‖IJg − IJAhg + IJAhζ‖[0,1]N (5.5)
≤ ‖g − Ahg‖[0,1]ℓ + ‖Ahζ‖[0,1]ℓ ≤ |g|Ashs + C0‖ζ‖Lℓ (5.6)
≤ |g|Ashs + 6C0ϵ. (5.7)
Using (5.4) we obtain
‖Φ − IJ′AhR(g˜)‖[0,1]N = ‖Ah(ζ )‖[0,1]ℓ ≤ 6C0ϵ. (5.8)
So
‖g˜ − IJ′AhR(g˜)‖[0,1]N ≤ ‖g˜ − Φ‖[0,1]N + ‖Φ − IJ′AhR(g˜)‖[0,1]N (5.9)
≤ |g|Ashs + 12C0ϵ (5.10)
which proves the theorem. 
6. Notes and remarks
In [7] and in this note we assume that our function f depends on some of the variables xj. However,
in practical application we may not know the correct variables. In a recent preprint [5] the authors
study the case of ridge functions. Those are functions f (x1, . . . , xN) = g(⟨b, x⟩) for some function
of one variable g . Thus f is essentially a function of one variable but this variable is not one of the
coordinate variables. The case when f (x) = g(Ax) for some ℓ × N matrix A and g a function of ℓ
variables is studied in [9].
The basic problem left open in our study is the construction of a numerically feasible algorithm
which uses CLℓ lnN point values and produces the approximation error ≤ C(ϵ + |g|As). What
‘‘numerically feasible’’ actually means is open to debate but clearly an algorithm which uses a
comparable number of function values but much less algebraic operations would be welcome. Some
work on this question was done recently by Schnass and Vybiral [19].
Another problem is the lower estimate of the number of points needed in various situations. Let us
concentrate on the exact case and let us assume thatwe consider Lipschitz functions and our operators
are interpolation operators. If we want an estimate like (4.7) then we easily see that even for fixed
coordinates we need∼ (L+ 1)ℓ point values. The factor C(ℓ) lnN is the price we pay to find the right
coordinates. However, we do not knowwhether it is the right factor. Comparing (2.1) and (2.2) we see
that we use the best possible set of separating partitions. However, it is possible that there is a better
construction of base points. Since it is plausible that we always need something like ℓ-projection set,
this raises the question of a lower estimate for the cardinality of an ℓ-projection set inLN . We also do
not know lower estimates for the cardinality of sets with Determining property. Let me also point out
that we do not know if the optimal number of point values in the adaptive and non-adaptive situation
is the same.
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