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When a computer application is designed with a liquid software approach it means
that the application can be used on multiple devices and on multiple environments.
In addition the user can move from one device to another and the state of the ap-
plication seamlessly transfers when switching between devices. It also means that
the persistent data used by the program is synchronized between the devices. Using
the program on multiple devices can either be sequential or simultaneous and there
can be more than one user using the same application.
In this thesis the liquid software approach was tested in a web application to see
what kind of challenges the browser environment would have. The focus of the appli-
cation was on synchronizing persistent data between devices. The web application
approach was chosen because it can be run on all platforms that have support for a
modern browser. In order to test it a proof of concept application was made. The
requirements for the application were that it would not require third party add-ons
and that the core design would not be tied to any third party system. Different
technologies were tested and according to the tests the three most important tech-
nologies were Push API, service workers and IndexedDB. They all are new web
technologies and their standardization is not yet finished. The standards are being
developed by W3C, WHATWG and IETF.
Persistent data synchronization that satisfies the requirements of a liquid software is
possible to develop for the browser environment. Web browsers still face challenges
such as that the browser does not have access to low level services of the underlying
operating system which for some applications would be mandatory. Also if the liquid
software approach is to be combined with an Internet of things application then the
web-runtime might not be possible to be used with all of the devices.
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Liukkaat ohjelmistot ovat tietokoneohjelmia, joita voi käyttää useassa eri ympäristössä
usealla eri alustalla joko vuorotellen tai samanaikaisesti. Näiden ominaisuuksien
lisäksi laitteelta toiselle siirryttäessä aiemman ohjelman tila ja tiedot on jo valmiiksi
synkronoitu, kun käyttäjä ottaa uuden laitteen käyttoonsä. Ohjelman käyttö eri
laitteilla voi olla joko vuorottaista tai samanaikaista, ja käyttäjiä voi olla yksi tai
useampi.
Tässä opinnäytetyössä liukkaiden ohjelmistojen suunnittelutapaa testattiin verkkose-
lainten ympäristössä, jotta nähtäisiin millaisia ongelmia se nostaa esiin. Työssä
keskityttiin pysyvän datan synkronointiin eri laitteiden välillä. Verkkoympäristö
valittiin siitä syystä, että niitä voi ajaa jokaisella alustalla, jolla voi ajaa moder-
nia verkkoselainta. Testiä varten luotiin näytesovellus, jonka vaatimuksena oli ri-
ippumattomuus kolmannen osapuolen tuotteista. Erilaisia teknologioita kokeiltiin
ja lopulta liukkaan ohjelmiston toteutukseen löytyi kolme tärkeää selainteknologiaa:
Push API, service worker ja IndexedDB. Nämä kaikki ovat uusia työkaluja, eikä ni-
iden minkään standardointi ole vielä valmis. Standardeja kehittävät järjestöt W3C,
WHATWG ja IETF.
Liukas ohjelmisto on mahdollista toteuttaa selaimessa, mutta selaimen omat ra-
joitukset voivat joissain tapauksissa olla liikaa. Selain ei pääse käsiksi käyttöjär-
jestelmänsä matalan tason palveluihin, mikä voi olla joillekin sovelluksille todella
tärkeää. Jos liukkaat ohjelmistot halutaan yhdistää esineiden Internettiin, täyt¨yy
ottaa huomioon, ettei selainympäristö ole ajettavissa kaikilla laitteilla.
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11. INTRODUCTION
1.1 Background
Nowadays it is normal to have an Internet connection almost anywhere in the western
world. It is also common to own a smart phone and a tablet PC in addition to a
desktop PC and a laptop. However, smart devices are getting more common in other
areas of life as well: fridges, washing machines, watches, cars and so on.
One can easily develop software for one of these devices but problems arise when
the software needs to be run on another device and each device has its own type of
OS. There might be a need to share the state of the software between the different
devices which can be difficult in itself but with different OS’s it could be even more
challenging. Even if two devices had the same OS then there could still be some
compatibility issues if the device manufacturers are different or if the OS editions
differ from each other. This problem can be avoided by using a web browser as the
platform of the software since modern browsers implement many of the new HTML5
standards very well which gives the browsers many OS like features.
When the user owns multiple devices that all have a certain software installed it
would be useful if they could use the software with any of the devices at any time
depending on the situation. It would also be useful if the state and data was trans-
ferred effortlessly and quickly from device to device. This is liquid software - an
approach that will allow data and applications to seamlessly move between multiple
devices and screens[51].
1.2 Aim of the thesis
In this thesis I researched how to implement persistent data synchronization for a
liquid software application that is developed with JavaScript and that can be run
on a modern web browser. The aim is to keep the persistent data of the application
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synchronized between several devices. Two important aspects of the data synchro-
nization are speed and oﬄine support. The data must be synchronized quickly when
modifications are done. If the user has been oﬄine while modifying data then the
data should be synchronized when the user connects back to the Internet.
For this thesis I have developed a proof of concept application along with data
synchronization modules. The goal of the data synchronization modules is to offer an
easy API which will take care of synchronizing persistent data between the browser
and the server. Issues regarding simultaneous modification of data by multiple
devices has been omitted from the scope of this thesis. The application is written
with JavaScript which will make use of the standard features of HTML5 such as
IndexedDB, WebSocket and Push API. I will use Node.js [19] to implement the
server side of the application. I will discuss these technologies later.
1.3 Structure of the thesis
This document is structured as follows: Chapter 2 discusses the theory of liquid
software and data synchronization and their challenges. Chapter 3 discusses the
overall technologies related to data synchronization and the different web technolo-
gies that the HTML5 standard has to offer for modern browsers. Chapter 4 focuses
on the principles of the data synchronization solutions while Chapter 5 focuses more
on the implementation of the proof of concept application. The evaluation of the
chosen solutions is presented in Chapter 6. Outlooks of the future are discussed in
Chapter 7 and the conclusion is in Chapter 8.
32. LIQUID SOFTWARE
2.1 Description
In a liquid software approach the applications and data can flow from one device or
screen to another seamlessly allowing the users to roam freely between their devices.
It is not a single technology but instead it is a mindset supported by a specific set
of technologies.[51]
Liquid software divides the concept of data in persistent data and to the state of the
application. Persistent data would be something that is usually stored in databases.
The state of the application contains the information about the current view of
the application, the possible configurations made by the user and other information
related to state.
Liquid software has three categories: sequential screening, simultaneous screening
and collaboration scenario. In sequential screening a single user runs an application
on different devices at different times and each time the user switches to a new device
the current state and the data of the application is transferred to the new device. In
simultaneous screening the user uses multiple devices at the same time and the view
of the application can be changed based on the device. In a collaboration scenario
several users run the same application on their devices and the collaboration can be
either sequential or simultaneous.[31]
2.1.1 Requirements
According to the Liquid Software Manifesto [51] the key requirements for liquid
software are the following:
1. Effortless roaming: “In a truly liquid multi-device computing environment, the
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users shall be able to effortlessly roam between all the computing devices that
they have.”
2. Usability: “Roaming between multiple devices shall be as casual, fluid and
hassle-free as possible; all the aspects related to device maintenance and device
management shall be minimized or hidden from the users.”
3. Data synchronization: “The user’s applications and data shall be synchronized
transparently between all the computing devices that the user has, insofar as
the application and data make sense for each device.”
4. State synchronization: “Whenever applicable, roaming between multiple de-
vices shall include the transportation / synchronization of the full state of each
application, so that the users can seamlessly continue their previous activities
on any devices.”
5. Freedom of ecosystems: “Roaming between multiple devices shall not be lim-
ited to devices from a single vendor ecosystem only; ideally, any device from
any vendor should be able to run liquid software, assuming the device has
a large enough screen, suitable input mechanisms, and adequate computing
power, connectivity mechanisms and storage capacity”
6. Control: “The user shall remain in full control regarding the liquidity of ap-
plications and data. If the user wishes certain functionality or data to be
accessible only on a single device, the user shall be able to define this in a
simple and intuitive fashion.”
In addition to the previous requirements regarding this thesis the application must
be able to run in a browser. Full cross-browser compatibility is not required in terms
of this thesis so the requirements are met if the application can run in at least one
modern browser as long as it is not dependent on any browser add-ons.
2.1.2 Current obstacles and solutions
Since liquid software must be able to run on multiple devices the main obstacle is
the development of the application for different environments. Android [13], iOS
[6], OS X [7], Linux [25] and Windows [59] have their own ecosystems with their
multiple popular versions. Version control and maintenance gets increasingly hard
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with multiple environments because the developers have to implement the same
functionalities in a specific way for each environment.
The need to simplify development for multiple devices has been noted and products
such as PhoneGap [1], Qt [45] and Apache Cordova [5] have emerged on the market.
These products aim to give the developers a single programming language to use
and simple APIs to implement the software product across different environments.
Another approach is to move the software into a web-runtime which means that
the application can run in a browser. All modern devices and operating systems
have at least one modern browser which implements most of the HTML5 features
and different standards defined by the W3C [68]. JavaScript and HTML along with
the browsers have improved vastly over the years and they are now very potent
platforms for a client software. In some cases different browsers force the developers
to implement certain features in multiple different ways but the overall environment
is mostly constant.
The biggest obstacles for browsers are system calls, I/O handling and oﬄine usage.
With JavaScript it is not possible to handle local files so the assistance of the server
is required. It is usually not possible to communicate with the I/O ports of a
computer with the browser without some 3rd party add-on. LocalStorage [66] and
cookies of a web browser can store only key-value pairs where the value is of type
string and their storage size is very limited. W3C is currently working on new
standards for better ways to store data and some new versions of certain browsers
already implement these features. These standards are AppCache, IndexedDB and
ServiceWorker which will be discussed later.
2.2 Current examples
Examples of well-known applications that can be seen somewhat liquid are Telegram
[52], Google Mail [12], Amazon’s Whispersync [2] and Xbox Smartglass [28]. All of
them can be run on multiple devices and either their persistent data or the state of
the application can be synchronized between the devices.
Telegram is a chat software that can be run on Android, iOS, Windows Phone [30],
browser, Windows, OS X and Linux [52]. If the user has multiple instances open
and they all belong to the same user then any message sent or received in any of
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the devices will update the message data on all devices given that all of them are
connected to the Internet. On Telegram the data is synchronized but the state of
the application is not. If the user navigates to a certain chat room on one device
then the other devices remain in the view they are in. If the user opens a chat room
which has a new message on one device then the notification icon of a new message
will be removed from all other devices.
Google Mail is an email service which can be used with a web browser, an Android
device or an iPhone [12]. Whenever user receives email to their account it is seen
on all active devices. There are some delays between the updates. If user deletes a
message it can still be seen on other instances for a while until it disappears.
Amazon’s Whispersync is software that can be found in the Fire and Kindle devices
of Amazon and from Kindle reading applications. Whispersync allows the user
to view the bookmarks, highlights, and notes that were created on other devices
registered to the same Amazon account. Additionally Whispersync automatically
synchronizes the bookmarks and the annotations of the user. [2]
With Xbox SmartGlass, the user can connect their mobile device to their Xbox
360 or Xbox One console. The user can then control the console with their mobile
device or use the mobile device as a second screen while playing a video game or
while watching a movie. Xbox SmartGlass has different liquid software type features
when compared with the other examples. In other examples the persistent data was
synchronized between the devices but in SmartGlass the focus is on synchronizing
the state of the application in real-time. The mobile device can be used when
watching TV, listening to music or playing video games on the Xbox console and
the view of the second screen changes based on the use case. [28]
All these examples can be considered to be almost liquid software since they im-
plement some key features of the liquid software manifesto presented in 2.1.1 but
they are lacking either in the fluid roaming between the devices by having too long
delays in synchronization or they only synchronize the persistent data but not the
state of the application or vice versa. The examples do not give the user much or
any control over the liquidity of the software and instead the amount of data that is
synchronized is either fixed or it can only be toggled on or off. The fact that some
of these examples are tightly locked in a single vendor ecosystem or have support
for only a limited amount of devices is also preventing them from being considered
fully liquid.
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2.3 Benefits of liquid software philosophy
In this section I will discuss what kind of impact the liquid software design philosophy
could have on some general software applications and their use cases in a work
environment. The use cases are divided based on the point of view of each liquid
software category. Each point of view focuses on a different worker with different
tasks.
2.3.1 Sequential screening
In sequential screening the user has different devices and they use one device at a
time depending on time and place. This aspect of liquid software design philosophy
would fit really well in a scenario of a worker with four different work locations:
their own desktop at the office, a faraway work site, the journey between the office
and the work site, and finally meeting rooms at the office. The worker manages the
work sites and assigns different tasks for other workers and reports the progress of
the work site for the other managers at the office.
In a liquid use case the worker would have an enterprise resource planning tool which
has support for multiple platforms and the data it generates would be integrated
with their note making application and reporting application. At the office they
could have a desktop PC on which they could list the work sites and the tasks of
the sites or gather more information from them through reports. If the worker is
free to use a mobile device during the journey to the work site, the worker could
further gather information about the work site or assign tasks beforehand. At the
work site the tasks could be verified or additional information could be gathered
through a mobile device and real-time reports could be written already at the site.
The work site could even have many different devices and each of them would be
synchronized with the necessary working data. The day’s work and tasks status
would be easy to update at the site and reviewed later at the office and presented
in possible meetings.
The same task without liquid philosophy could be closer to a situation where the
user has a single desktop PC with an enterprise resource planning tool which has
support for only one device at their office workplace and the rest of the information
is handled with phone calls or notebooks. When the user gets back from the work
site and wants to update reports or the work progress related documents they would
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have to manually type in the information that resides in their own memory or in
the notebooks.
Full liquidity regarding this case is not completely necessary as the tasks can be
done with different devices to different server backends almost as easily as in the
liquid approach. Also the data synchronization speed does not have to reach the
liquid manifesto level of fluidity as long as the time frame between switching devices
is long enough.
2.3.2 Simultaneous screening
In simultaneous screening the user has different devices which are used at the same
time and they all have their necessary data constantly synchronized. Imagine a
line of work where the worker modifies a physical object with different tools. One
example of this kind of work could be an assembling of a car or other vehicle but
the example that is presented here could work with any similar project. In a typical
scenario the worker would work on the object with their devices and they would
estimate the completeness of the work based on their previous experiences and their
expertise. In a somewhat more futuristic outlook they could have several different
sensors measuring the object that is being modified. The data of the sensors could
be visualized to various screens. At the same time the worker could have a pair
of augmented reality glasses which could show some other aspect of the status and
the progress of the object. In addition, a reasonable number of external displays
could be near the worker and each of them could show either further instructions or
different status messages and they could even have machine learning forecasts about
the object and how the work is progressing.
In this futuristic scenario the development of the applications of the devices would
greatly benefit from the liquid software philosophy. The liquid software approach
makes sure that the data and state synchronization is thoroughly thought out. If
one device is then replaced with a completely new one, it would not affect the whole
system as there would likely be a certain level of abstraction between the devices.
Without liquidity the worst scenario would be that the logic between necessary de-
vices would have to be implemented from scratch. Again, this case will not require
full liquidity if the real-time requirements of different devices and their data syn-
chronization is not an issue; nevertheless the liquid philosophy approach could bring
up important questions about the whole system and its requirements.
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2.3.3 Collaboration scenario
In a collaboration scenario multiple users can use several devices that are constantly
synchronized. The collaboration scenario can be either sequential or simultane-
ous. One addition the collaboration could bring to the sequential and simultaneous
screening scenarios described before is the monitoring of each task. This could be
used to improve task schedules or prepare for delays or disasters. On a work site the
workers themselves could see the results of their own tasks and also see the results of
nearby tasks of other workers from which they could already tell what the next task
is going to be and what equipment or initial data is required to complete it. The
monitoring in a collaboration scenario should not be confused with micromanaging.
The collaboration scenario is especially important in a global world where a work
project could have people from various time zones. When the liquid design philoso-
phy is taken into account, the data movement between each project member should
be hassle free and the restrictions to get the latest data should be minimal.
2.3.4 Overall benefits
The features of liquid software are not particularly new but they cannot be taken
for granted either. I will now list some benefits of satisfying each requirement of
the requirement list of 2.1.1. Satisfying the 1st and 2nd requirement means that the
user experience is polished and moving from one device to another does not require
additional work by the user which can save a large amount of time. Satisfying the
3rd requirement means that data is always up to date and even if the user was to
move from an oﬄine to an online state the data would still be synchronized and only
data conflicts would require more effort from the user. The 4th requirement makes
it possible for the user to continue their work without any waiting or downtime even
if they are constantly moving between the devices. The 5th requirement gives the
user the freedom to choose their own tools without having to worry about vendor
lock-in. Finally, satisfying the 6th requirement gives the user the ability to modify
the tools to their own needs since different tasks have different requirements and
different people have different ways of working.
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3. TECHNOLOGIES
3.1 Basic concepts of client-server model
In [48] there is a discussion about what is data and what is information and why they
are important. Companies are highly dependent on data since it enables them to
do business. In order to get information we need to process, organize and structure
data and in order to preserve and to pass information on we need to store data.
The evolution of data storing and databases is briefly addressed in [15]. Data was
first stored only on the applications but later it evolved in to a client-server archi-
tecture where all persistent data was kept on a database server and the application
logic was mainly handled by the client side. The client would fetch the persistent
data from the server and then process it and show it to the user. Another look at
client-server architecture is in [9] where it is said that “In a client-server architec-
ture, your program is broken up into two different pieces that typically run on two
separate computers. A server does most of the heavy lifting and computation; it
provides services to its clients across a high-bandwidth network.” One major bene-
fit of client-server architecture is presented in [27]; systems with different processor
architecture, different operating systems and different libraries can co-operate via
the servers.
Liquid software usually uses client-server architecture because it helps different
devices with different environments to work together since all the data is passed
through the server. The use of a server helps in moving the logic to one place so it
can be implemented only once and when the functionality is on the server it is also
closer to the data. Usually it is not enough to store the persistent data solely on
the server and especially in the case of liquid software it must be possible to store
persistent data on the client side. The connection to the server could be lost which
would render the client useless without local data storage. Different devices can also
use the same data in different ways so instead of implementing the data handling of
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each device to the server side it is better to share the computing load between dif-
ferent parties and implement the client side data handling for each device. This also
makes the solution more modular which reduces the dependency between different
clients and servers.
Since the persistent data is stored in the client it would also be helpful to modify the
data without being constantly connected to the server. This feature raises another
issue: data synchronization. Because the persistent data can be in a different state
on the client and on the server it is necessary to synchronize the data between
the two parties. One important part in [15] regarding data synchronization is the
concept of ACID transactions:
• “Atomic: The transaction is indivisible: either all the statements in the trans-
action are applied to the database or none are.”
• “Consistent: The database remains in a consistent state before and after trans-
action execution.”
• “Isolated: While multiple transactions can be executed by one or more users
simultaneously, one transaction should not see the effects of other in-progress
transactions.”
• “Durable: Once a transaction is saved to the database (in SQL databases via
the COMMIT command), its changes are expected to persist even if there is
a failure of operating system or hardware.”
These requirements are necessary if the integrity of data must be sustained.
Another interesting aspect is the popularity of RDBMS and SQL as a way to store
persistent data in the server and the popularity of OOP as a way to create program
logic. As [15] tells, converting data from one form to another is not a simple task but
it is often required when transferring data between an application and a database.
This is also important when we focus on the ways the browser stores data locally.
Data update conflict is also an important issue. Certain conflicts can be handled by
satisfying the ACID requirements but some conflicts require more logic and possibly
even human interaction in order to achieve the desired outcome. Conflicts would
occur when two parties are modifying the same resource at the same time. They
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might fetch the same data from the server and modify it. When both parties up-
load their own modifications to the server, one of the modifications could be lost.
Different conflict detection and handling implementations exist but they are not in
the scope of this thesis. Instead it is enough to understand the possible use cases
where a conflict might happen. In a liquid environment conflict handling is very
important as the user can switch between oﬄine and online state all the time and
the data is often shared between different users and devices.
3.2 Backend as a Service (BaaS)
One good architecture for liquid software is the client-server architecture because
it helps to keep the latest persistent data in one place and it helps to share the
computing load between the client and the server. The difficult part about client-
server architecture is the implementation of the server because it often needs to be
scalable and be prepared to serve a large amount of clients. There are some options
for the developer to buy the server as a service so they do not need to implement
everything themselves.
Backend as a Service, in short BaaS and sometimes referred to as Mobile Backend
as a Service, is a service model that provides mobile application developers with a
scalable cloud backend which has a set of important features that the mobile appli-
cations usually require. The biggest benefit of using a BaaS is that the developer
does not need to build their server from scratch because BaaS provides a server
where the low level configurations have already been made. It aims to improve from
Infrastructure as a Service and Platform as a Service models by giving the develop-
ers more features and an easier way to build their server for the mobile applications
[47]. The key features of BaaS providers are usually push notifications, user man-
agement, data storage, file storage, support for oﬄine use and easy construction of
API’s between the client and the server [53]. BaaS implementations can also provide
SDKs or software libraries for the client which make the use of BaaS related services
easier.
In addition to providing an almost ready server the BaaS has important features
which are often required by liquid software applications. Some of the key features
are: user management, push notification, data and file storage and oﬄine support.
If the software has more than one user, a user management system must be im-
plemented into the server in order to distinguish between different users and their
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devices. The push notification feature is optional but if it is missing, a bidirectional
communication channel between the client and the server or a frequent data polling
feature must be implemented in order to keep the devices synchronized. Data stor-
age in the server is a mandatory feature because the clients often can not store large
amounts of data. The data storage on the client is mandatory because oﬄine usage
requires it. The support for oﬄine usage is also mandatory for the application to be
considered truly liquid because if the support is not provided then the roaming be-
tween devices is no longer hassle-free nor fluent in case the connection to the server
is lost. File storage is mandatory for the server but on the client it can be either op-
tional or mandatory based on the way the client uses the files. If the developer does
not want to use an existing BaaS or another service which provides similar features
then they should be prepared to develop those features themselves. Example BaaS
systems that are listed in [53] are Kumulos [24], Kinvey [22], AnyPresence [3], and
Kii [21] and the features they provide can be found from their websites.
Using a BaaS may introduce a major problem: vendor lock-in. If enough of the
features of the BaaS provider are used, it might be difficult to transfer to a different
provider if the logic behind some features is different or if the features are used
through a specific library that is implemented by the provider.
3.3 Browser storage technologies
Because the point of this thesis was to study how a liquid software could be made
for a web browser it would be good to take a look at some data storage technologies
of the browser. The data storage capabilities of the browser are important because
a liquid software application is expected to have support for oﬄine usage. If the web
application loses the connection to the Internet then the data needs to be stored
locally or else the data would be lost once the application shuts down. The amount
and type of persistent data that must be stored sets some requirements for the data
storage of the browser.
The browser support and data size restrictions vary between the technologies and
they all have their own use cases. All of these technologies are bound to a single
origin and they implement the same origin policy [61] which means that they can
not be modified from anywhere else but from the origin where they were created.
LocalStorage [65] is a simple key-value pair storage which is easy to use and which
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has a large browser support. It also has a very limited storage size which makes it
inadequate to store large amounts of data. The keys and values are stored as strings
so the LocalStorage does not have good support to store complex data types. It is a
very good data storage for simple data types when the required amount of storage
is low.
IndexedDB [62] is a transactional object-oriented database. It can store all data
types that are supported by the Structured clone algorithm [34]. Based on the web
browser the IndexedDB either has no limit to the size of the storage or it has a size
limit which is based on the quota of the browser. The quota size is usually some
percentage of the total disk space of the device it runs on. IndexedDB is a good
data storage when large amounts of data needs to be stored or if the stored data
type is complex.
Service worker [64] is a background worker for the web browser. The service worker
is registered for a certain web page and after that it continues to work inside the
browser even if the web page is closed as long as the browser stays open. Service
worker contains a resource cache which can be used to store web resources that are
usually fetched from the server every time a web page is loaded. It is a good storage
when the user requires oﬄine usage support for the resources of the web application.
3.3.1 LocalStorage
LocalStorage is a data storage of key-value pairs and it runs on a browser and it is
part of Web storage which is also known as DOM Storage. Both the key and the
value are stored as strings. Its specification can be found from [65]. It was developed
to replace cookies in data storing and to give a way to store data that spans across
multiple windows and to store data that lasts even after the session has ended.
The concept of origin was discussed in section 3.3. The LocalStorage is bound to a
single origin. The web client is able to limit the size of the storage quota and for
each origin a limit of five megabytes is suggested. The final storage limit depends
on the browser. The browser support for LocalStorage is very good so using it will
not affect the supported browsers. Wide support for web browsers is important for
a liquid application because then the user can decide which browser they want to
use. This would help with the requirement called “Freedom of ecosystems” that was
presented in the requirement list from the liquid software manifesto in 2.1.1.
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LocalStorage is not the ideal storage for liquid software solutions because of its small
size quota and the limitation of data types to strings. It preserves the persistent
data of the storage between shutting down and restarting the browser but the data
can not be modified and accessed unless the user has a web page open for the appli-
cation. This means that LocalStorage can not be synchronized in the background.
Fortunately there are other ways to store data in a browser.
3.3.2 IndexedDB
LocalStorage is fit to store persistent data in use cases where the size requirements
are low and the data is not very complex. In many cases there might be a need for
a bigger data storage that supports more complex data types. This is where the
IndexedDB comes in.
According to [35] the Indexed Database, in short IndexedDB, is a transactional
database system for the browser and it has a low-level API for client-side modi-
fications. It can hold significant amounts of structured data of all types that are
supported by the Structured clone algorithm [34] which has support for various
primitive types, JavaScript objects with cyclical structures and for files and blobs.
The size quota of IndexedDB is much larger than the quota of Web storage. The
browser can contain several indexed database instances and they all are bound to
some origin [62]. In an origin each database must have a unique name which stays
constant for the lifetime of the database. Each database also has a version number
which starts from 0.
Even though IndexedDB is a transactional database system it is not completely
similar to SQL-based RDBMS [35]. SQL-based RDBMS use fixed-column tables
while IndexedDB is a JavaScript-based object-oriented database. In IndexedDB
everything is stored as key-value pairs. The key is valid if it is one of the following
ECMAScript types: Number, String, Date or Array [62]. The data of IndexedDB is
modified and fetched with transactions and they are always done asynchronously.
According to [62] each database consists of object stores which are the primary
storage mechanism for storing data in a database. Each object store has a name
to identify it within the database. The data is stored in an object store as a list of
records which consist of a key and a value. The list is sorted according to key in
ascending order and the keys are unique which means that two records can not have
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the same key. Keys can be created in the following ways: with a key generator, via
a key path or by explicitly specifying it when a value is stored.
Like the name implies the IndexedDB can use indexes for searching items from the
stored data. An index allows one to look up records in an object store based on the
properties of the value of each key-value pair [62]. An index is always related to an
object store. The records in an index are automatically populated whenever records
in the referenced object store are inserted, updated or deleted. Each object store
has multiple indexes which means that if the object store is modified then all of its
indexes are modified as well. The records in an index are always sorted according
to the key of the record.
Whenever data is read or written to the database it is done by using a transaction.
According to [62] they represent an atomic and a durable set of data access and
data mutation operations. Transactions are isolated from each other which means
they can not modify the database simultaneously. The level of isolation is based on
the mode of the transaction which can be either read only or read-write. The spec-
ification does not mention anything about consistency though so the transactions
can not be said to be completely ACID based on the specification. The transaction
has a fixed scope through its lifetime that determines the object stores which the
transaction may use.
IndexedDB has support for cursors. They are a transient mechanism used to iterate
over multiple records in a database. The storage operations of a cursor are performed
on the underlying index or an object store. [62]
Since the IndexedDB stores key-value pairs it will cause an object-relational impedance
mismatch if the server uses SQL-based RDBMS and the data needs to be stored from
server to browser. This means that the data needs to be modified and restructured
when moving it from IndexedDB to an SQL database and vice versa. Such use case
is necessary when the application needs to be used in oﬄine mode or if the use of
bandwidth should be reduced.
The best part about IndexedDB considering liquid software is the fact that in can
be used by a service worker which will be covered in 3.3.3. This makes it possible
to modify the database in the background even if the user would not have the web
page open as long as the browser is running and the site has been visited at least
once.
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3.3.3 Service Worker
IndexedDB and LocalStorage are good ways to store the persistent data of a liquid
software application. In order to fully support the application in oﬄine state the UI
resources need to be stored somewhere on the client. Service worker has a solution
for this.
In a browser a web worker [67] is a worker instance that is spawned by the main
thread. The worker can run scripts in a parallel thread. A service worker [64] is an
event-driven web worker that has some additional features. It executes on the web
browser and it is created by writing a JavaScript file that implements the service
worker interface. It can be added to be part of a web application by registering it
against the origin and the path of the application [36]. If registration is successful
then the file containing the service worker implementation will be downloaded to
the client where it will be installed and/or activated. From the outside the service
worker seems like any normal JavaScript file but the main difference between them
is that the service worker must be registered and then installed and finally activated
by the browser.
In figure 3.1 is explained how service worker is related to a web application or
to other browser resources. In the image the HTML file and the JavaScript file
could together form a simple web application. The JavaScript file has a function
which registers the service worker. In order to access the service worker in a web
application it must be called through the Navigator [46]. The Navigator returns a
ServiceWorkerContainer object [38] which contains the register method. The
register method returns a ServiceWorkerRegistration object [39] when called
and from that object the currently active service worker instance can be fetched.
This instance implements the ServiceWorker interface [37] which is derived from
Worker interface [60] and which both contain several methods that can be called
from the web application.
A service worker is run in a worker context; therefore it has no DOM access and it
runs on a different thread than the main thread that powers the web application.
The service worker does not block the execution of the main thread [36].
All calls to the service worker are executed asynchronously which means that it can
not use any of the synchronous APIs provided by the browser. However it can use
the asynchronous APIs of which IndexedDB is the most important one regarding
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Figure 3.1 A diagram explaining the relationship between a service worker and other
browser modules.
liquid software and this thesis as it can fetch data from the database and modify its
contents on the background.
According to [40] when the service worker is installed it is always installed in a
certain scope. A scope is nearly the same thing as the origin of the web site which
was discussed in section 3.3. The difference is that the scope can be made more
precise by giving it some URI that resides under the origin. The service worker also
has a cache for the resources of the web site such as HTML documents and images.
The developer can tell the service worker the names of the resources that should be
in the cache. The service worker also has a method called ’fetch’ which can be used
to get resources from the same scope where the service worker is installed. Each
time resources are loaded the service worker can first check the cache and return
the cached version instead. If the resource does not exist in the cache then it can
be fetched from the server and cached. If the resource can not be obtained from the
server then a fallback resource can still be sent to the user.
The cache used by the service worker is designed to replace Application Cache [54]
which is a set of cached resources that is supposed to help the developer to create
oﬄine web applications. According to WHATWG in [54] it is currently in the process
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of being removed from theWeb platform. WHATWG instructs to use service workers
instead if oﬄine features need to be implemented to a web application.
Another important feature of the service worker is its ability to receive push noti-
fications which means that the service worker can synchronize data with the server
completely in the background without disturbing the main thread. When the user
finally returns to the application then all the necessary changes to the data could
already be synchronized and up to date. This is done with the help of Push API
which will be covered in 3.4.4.
Service workers are started and kept alive by their relationship to events instead
of documents which means that a service worker instance may be started by the
web browser to execute some task and after the task is done the service worker is
killed by the browser [64]. The service worker would have done all this without
ever receiving a message from the document it is installed to. Even though the user
closes the web page the service worker may stay alive as long as the browser stays
on. Even if the browser kills the service worker instance it may start the service
worker again when needed.
The lifecycle of a service worker works as follows: It is first registered, then down-
loaded, then installed and finally activated [36]. If an older version of the service
worker already exists then the new worker will wait until all the web pages using
the old one are closed. After that the new worker can activate and start executing.
Two important technologies are closely related to the service worker: message chan-
nel and web notification. They both improve the use of service worker and they will
be covered next.
Message Channel
The Channel Messaging API allows two separate scripts running in different brows-
ing contexts attached to the same document to communicate with each other [33].
With this API the service worker can communicate with the main JavaScript thread
which in turn can modify the DOM to show the latest data to the user. This way it
might be enough to implement the IndexedDB functionality to just service worker
and transfer the various commands and data through the message channel which
could simplify the architecture of a web application.
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Web notification
If a user needs to know when the persistent data has been synchronized to the
server or that the data has changed while using the application the browser can
show the user a notification of such action with the Notifications API [41]. The
API lets the browser pop up a notification on the web page and the notification is
displayed outside the page at a system level. This means that the user may receive
notifications even if the application is idle or in the background. According to [58]
the notification API is designed to be compatible with existing notification systems
while remaining platform-independent.
Notifications have several attributes such as title, body, data etc. and they can
either be non-persistent or persistent. If a notification is associated with a service
worker registration it is considered to be persistent and in the opposite case it is con-
sidered to be non-persistent. The difference between persistent and non-persistent
notifications is that the persistent one can have actions which can be shown to the
user in the notification window so the user can choose which action to take when
the notification pops up. The persistent notification would then be handled in the
service worker which in turn would choose the task to execute based on the action
that was chosen by the user.
Notifications require the permission of the user in order to be displayed. By default
the notifications are denied and when the user navigates to a web page with no-
tifications they are first asked if they wish to allow the notifications from the web
origin of the web page. Based on the implementation of the browser the notification
should be shown in their own display area apart from the active DOM of the web
page.
The tag attribute of the notifications makes it possible to update older notifications
or to make sure that if the user has several instances of the same web application
open then only one notification is received. If the user receives multiple notifications
with the same tag then they are seen as one notification where the latest one overrides
the older ones.
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3.4 Browser communication technologies
Liquid application may have some requirements about the communication channel
that is used between a server and a client. To satisfy the “Effortless roaming” and
“Usability” requirements of liquid software from 2.1.1 the communication channel
should be bidirectional and full-duplex which means that both parties can commu-
nicate with each other simultaneously.
The browser has different ways to communicate with the server. XmlHttpRequest
[57] is the oldest one and is supported by all browsers but with the evolution of the
web it has been noticed that simple document requesting is no longer enough for
the web sites to provide a good functionality for their users. Different technologies
have emerged with the rise of HTML5.
WebSocket [16] is a bidirectional communication channel between the server and
the client. With WebSocket the client and the server establish a TCP/IP channel
between them and they can both send data to the other party at any time. It has
low overhead and
Server-sent events [55] is a communication technology where the client and server
establish a connection between each other and after that the server can send data
to the client. The client can not send data through the channel. The data type that
can be sent is restricted to UTF-8 encoded strings.
Web push [18] or Push API [63] is an upcoming communication technology that
is similar to server-sent events in the sense that with it the server can send data
to the client but the client can not send data to the server. The difference is that
in server-sent events there is a constant connection between the server and the
client but in web push the client is connected to a push service which can receive
XmlHttpRequests from the server and then send the data to the client.
3.4.1 XmlHttpRequest
According to the XmlHttpRequest living standard by WHATWG the “XmlHttpRe-
quest defines an API that a provides scripted client with functionality for trans-
ferring data between a client and a server” [57]. The client starts by creating an
XmlHttpRequest object which implements an interface that contains event handlers
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and a state property. When the XmlHttpRequest object is created the client sets
properties such as the URL of the server and the type of request to the object. The
request is then sent to the server and then the event handlers of the XmlHttpRe-
quest object begin notifying the client on the changes to the state of the object.
When the request is handled or fails the state is set to done and then the client can
read the response of the request.
XmlHttpRequests can be asynchronous or synchronous but according to the living
standard the synchronous feature is on the process of being removed from the web
platfrom. The data that can be sent and received through an XmlHttpRequest can
be ArrayBuffer, Blob, HTML document or JSON.
XmlHttpRequests are good for fetching different resources and persistent data for
the client but the problem with them is that in order to get constantly updated
data from the server the client needs to poll it repeatedly with new requests. The
polling has a large overhead and causes unnecessary request handling for the server.
Luckily there are other ways to implement communication between the client and
the server.
3.4.2 WebSocket
The speed of persistent data synchronization might be essential for a liquid soft-
ware application if the amount of synchronized data is constantly very high. With
the HTML5 a new communication standard was introduced which was designed to
enable continuous communication between a client and a server.
The WebSocket Standard [16] says that “The WebSocket Protocol enables two-way
communication between a client and a remote host that has opted-in to communi-
cate with the client”. This means that the server and the client can send data to
each other through the WebSocket channel once the connection has been established.
Certain web applications require a bidirectional communication channel between the
client and the server. Before WebSocket standard the bidirectional communication
was implemented by abusing the HTTP polling which resulted in a variety of prob-
lems. One such method that abuses the HTTP is called long polling where a client
sends a request to a server and the request is kept alive by the server until it has
some new data to send and once the client receives the data it sends another request
which is again kept alive by the server until new data can be sent. The WebSocket
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Protocol was designed to fix this.
According to [16] the communication channel between the client and the server
is created by establishing a TCP/IP connection between the two parties. Before
the TCP/IP connection can be established a handshake is performed over HTTP
traffic; after that the communication can begin. WebSocket was designed to have a
minimal overlay for each message. This way it is ideal for bidirectional, full duplex
communication and it has good support for the use case where the frequency of
messages between the client and the server is high. Web sockets use the same origin
policy which means they will deny messages from a source that does not belong to
the same origin as the WebSocket object. WebSocket can use both unencrypted and
encrypted connections.
In [56] is the standard for the WebSocket API and in it is stated that WebSocket
uses events to inform the user application of its state. The API has event handlers
for opening the connection, closing the connection, receiving a message and for error
messages. The data types that can be sent over WebSocket are strings, Blob objects
and ArrayBuffer objects.
The WebSocket Protocol standard [16] states that the only relationship the Web-
Socket Protocol has with HTTP is that the handshake event is interpreted by HTTP
servers as an Upgrade request. An article by P. Lubbers [26] tells that a WebSocket
connection is established by upgrading from the HTTP protocol to the WebSocket
protocol. The article also says that there often might be proxy servers between the
client and the main server that is providing the web page content and this can be
a problem for the WebSocket since the connection is supposed to be working until
the client or the server explicitly wants to disconnect. The proxy however might not
understand the WebSocket protocol and all it sees is the use of the HTTP protocol in
the handshake phase but after that the proxy might close the connection because it
thinks that either one of the parties has become unresponsive. Liquid applications
require a hassle-free and effortless roaming so possible connection problems with
proxy servers should be taken into account when developing a liquid application.
3.4.3 Server-Sent Events
Sometimes it is enough for a liquid application to simply send requests to the server
through the XmlHttpRequest protocol without having to use the constant connec-
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tion of the WebSocket. Nevertheless it would be useful if the server could send data
to the client without the client having to poll for it every few seconds. This is where
the server-sent events come along.
Server-sent events are described in the HTML standard [55]. They are used through
an EventSource interface which is described in the part ’9.2.2’ of the HTML stan-
dard. They enable the server to push data to web pages over HTTP so the client
does not need to poll the server for the latest data. The server-sent events are con-
structed by creating a consistent connection between the client and the server so it
is similar to WebSockets. The differences to WebSockets are that the server-sent
events have an automatic reconnection functionality and that the client can not send
data to the server through the EventSource interface. The server-sent events use
only HTTP while the WebSocket uses an upgraded version of HTTP protocol to
communicate.
The data of server-sent events contains the text\event-stream MIME type. [55]
says that the Event streams are always decoded as UTF-8 and that there is no way
to specify another character encoding. Sending data therefore is heavier than it is
with web sockets.
If the connection between the client and the server is lost then the EventSource
automatically tries to reconnect. It has a readyState attribute which tells whether
it is connecting, open or closed. It also has event handlers for opening a connection,
receiving a message and for error messages.
The biggest drawback for EventSource is that it is not supported in any Internet
Explorer or Microsoft Edge [29] browser versions. It is still in a draft state and the
W3C is no longer working on it. Some other drawbacks are acknowledged in the
’9.2.6 Authoring notes’ of [55] such as that legacy proxy servers might drop long
HTTP connections such as the EventSource connection but this can be prevented
by sending extra messages every 15 seconds to keep the connection alive. Another
acknowledgment is that HTTP chunking might cause unexpected behavior on the
EventSource protocol.
3.4.4 Push API/Web Push
WebSocket and server-sent events can be used to synchronize persistent data be-
tween a client and a server. They both can also communicate with a service worker
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which was discussed in 3.3.3. Still the IETF and W3C are working on a new com-
munication technology which would allow the server to push data to the client. The
new technology is known as Push API [63] or web push [18] and it is designed to
support the new HTTP/2 protocol [17] which is supposed to improve the perfor-
mance of the HTTP. An important aspect in HTTP/2 is that it is designed to use
a single connection between a web page and a server rather than having multiple
different connections. HTTP/2 will not be discussed further in this thesis.
Web push is a new communication protocol that is still in a drafting state. The
protocol [18] is being developed by IETF and the Push API for it that also known
as W3C Web Push API [63] is being developed by W3C.
The idea behind web push is to provide push notifications for web applications. Push
notifications are messages that are sent from a server to the client so in principle
they are the same as server-sent events but the push notifications have a different
approach to them. According to [18] the general model for push services includes
three basic actors: a user agent (the client), a push service (between the client and
the server) and an application (the server). The user agent subscribes to the push
service and begins monitoring the service for new messages. After subscribing to
the service the user agent sends a push resource to the server. The server can now
send a message to the push service based on the information of the push resource
that was received from the client. When push service receives a message it forwards
it to the user agent based on the information in the message.
Push API and the service worker were designed to work together since only the
service worker has the ability to listen to the messages that are sent by the push
service. All messages are attached with a property called ’endpoint’. It is an URI
which specifies where the message should be sent. When a push service receives the
message it forwards it to the correct client based on the endpoint. The message is
then caught by the service worker that has been subscribed to the push service. The
push subscription process can be seen in figure 3.2.
The client can unsubscribe from the push service when they want. When this hap-
pens the server should also remove the subscription endpoint from its memory and
database. Subscription endpoints can change and when this happens a subscription
update action should be made by both the server and the client. Each service worker
can have only one subscription and each subscription is associated with one service
worker.
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Figure 3.2 Push subscription process according to a diagram in [63].
According to both the API [63] and the technology [18] standards the use of an
encrypted communication channel is mandatory for Push API communication. If
the user tries to subscribe over unencrypted HTTP then an exception should be
thrown. Of course the browser designers can decide how they want to implement
the standard for the browser.
Push API technology has a very limited browser support and in the scope of this
thesis it was tested only with Google Chrome. The implementation of Chrome
currently has a limitation which prevents push service from sending any data in the
push messages so they can only act as notifications for the client to start a data
fetching process.
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Chrome requires that the push service is implemented as a Google App Engine
project [14]. Google App Engine is a platform as a service by Google. It provides
developers with a server platform on which the user can host applications which can
use the various features of the Google App Engine. To use Push API it is enough
to create an empty Google App Engine project and then give the private key of
the project for the main server of the liquid software application. When the server
sends Google App Engine a push notification along with the endpoint and the key
the Google App Engine will take care of forwarding the message to the client.
3.5 Conclusions
In tables 3.3 and 3.4 can be seen the storage limitations of different storage tech-
nologies. Quota means that the browser can use some percentage of the storage of
the device. No limit means that the hard disk of the device limits the storage. RAM
limit means that the data is stored in RAM and therefore the amount of RAM limits
the amount of data that can be stored. The LocalStorage has very limited quota
on all browsers which does not make it an ideal storage for liquid software. The
amount of data that needs to be stored on the client can be very large because in
oﬄine mode the software has to function properly. WebSQL and Application Cache
are both considered obsolete and FileSystem is only for Chrome. Application Cache
has the best support among browsers. IndexedDB has fairly good browser support
among the latest browser versions but service worker is still lagging behind. I would
still choose both IndexedDB and service worker for data storage in a liquid web ap-
plication. Service worker is mandatory in order to get the most liquid-like features
because it is the only one that gives support for background synchronization.
In table 3.1 a list of browsers and different browser storage technologies can be
seen. In each row is the earliest version number of the browser that has support for
the technology. If the browser does not have any versions which completely support
the technology then a version that supports it partially has been selected. Such a
version can be identified from the parenthesis surrounding the version number. If
the technology does not have even partial support then a hyphen is in the place of
the version number. A similar table for communication technologies can be found
in table 3.2. All the data has been collected from [8]. Note that XmlHttpRequest
is implemented in all browsers but the advanced features are not supported in IE.
The (Adv) after XmlHttpRequest refers to advanced. Also note that SSE refers to
Server-Sent Events.
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Browser LocalStorage IndexedDB Service Worker AppCache
IE 8 (10) - 10
Edge 12 (12) - 12
Firefox 3.5 10 (44) 3.5
Chrome 4 23 (40) 4
Safari 4 (7.1) - 4
Opera 11.5 15 (24) 11.5
iOS Safari 3.2 (8) - 3.2
Android Browser 2.1 4.4 (47) 2.1
Opera Mobile 12 36 (36) 12
Chrome for Android 49 49 (49) 49
Table 3.1 Data storage support in browsers. Table data is from [8].
Browser XmlHttpRequest (adv.) WebSocket SSE Push API
IE (10) 10 - -
Edge 12 12 - -
Firefox 12 11 6 44
Chrome 31 16 6 (44)
Safari 7.1 7 5 -
Opera 18 12.1 11.5 -
iOS Safari 8 6.1 4.1 -
Android Browser 4.4.4 4.4 4.4 -
Opera Mobile 12 12.1 12 -
Chrome for Android 49 49 49 (49)
Table 3.2 Communication support in browsers. Table data is from [8].
As for communication technologies I think they all are sufficient for developing a
liquid web application. All of the technologies of section 3.4 can be used in a service
worker at least on Google Chrome as long as the communication goes over HTTPS
protocol and it is asynchronous. The communication from client to server could be
done with XmlHttpRequests. Push API would be the best choice for sending data
from server to client as it is designed to work together with the service worker and
the concept of a push service reduces the need for active connections on the main
server. A proxy server for WebSocket and the server-sent events type communication
could also be made between the web application and the main server. However, the
server-sent events is no longer developed and the forced UTF-8 encoding limits the
data types. WebSocket itself is a very different protocol and designed for specific use
cases so if the data synchronization was done over a REST interface then WebSocket







































































































Table 3.4 Browser storage limits of mobile browsers. A table from [23]. Data is from
2014.
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4. PRINCIPLES OF THE SOLUTION
In this chapter I will go through the principles of a solution that would satisfy
the various requirements set by the liquid software manifesto and this thesis. The
solution must comply with the restrictions that are set by the web environment.
4.1 Overall description
The proof of concept solution must run on a web browser and in this solution the
browser is limited to Google Chrome. A server-client architecture would be a good
choice because the client can be kept simpler and the persistent data can be kept on
the server. Synchronization of the persistent data between the server and the client
is easier than it would be in a peer-to-peer architecture because in the server-client
architecture the final data is always in one place.
XmlHttpRequest can be used for basic communication between the client and the
server. With it, the client may fetch resources and persistent data from the server
and send data modification requests but the server can not use the XmlHttpRequest
to push persistent data to the client. In liquid software it is important that the
synchronization of the persistent data is kept fast. The client could continuously
poll the server for data changes but if the unnecessary polling should be avoided
then the Push API could be used to implement a communication channel from the
server to the client. If Push API is used then a service worker must be implemented
into the client side. Because the solution must work in Google Chrome an additional
Google App Engine project must be set up to act as a push service for the Push
API. This is a requirement of the Google Chrome browser.
The client has some user interface and logic both of which can be implemented
on Google Chrome with HTML, CSS and JavaScript. The synchronization module
requires a service worker in order to receive notifications through the Push API. So
far the client may be interacted with, receive data update notifications and fetch
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Figure 4.1 Overall architecture of the solution
new data from the server. If the client loses its connection to the server, the client
could still recover and keep all of the local data in its memory as long as the browser
is not shut down. If the user would still wish to navigate through the different views
of the client, a cache for web resources is required. The service worker has a cache
which can store web resources. It is now possible to implement an application which
can be used oﬄine as long as the browser stays on.
In order to support a use case where the browser may be closed at any time a client
side database must be implemented. LocalStorage could fit this role but if the data
is expected to exceed the 5 MB storage limit of LocalStorage or if the data is so
complex it can not be stored as String-types then another solutions is required.
IndexedDB can store a large amount of data and it supports multiple data types.
Because it has an asynchronous API the service worker can use it. Since the service
worker runs on its own thread, a background synchronization for the persistent data
can be implemented by allowing the service worker to modify the IndexedDB.
The architecture of the final solution can be seen in figure 4.1. The synchroniza-
tion helper is not mandatory but it would be a good practise to keep a level of
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abstraction between the client side logic and the common persistent data storage
and synchronization methods. If the client wishes to send data to the server it is
done through the synchronization helper.
4.2 Requirements by the Liquid software manifesto
The requirements of a liquid software are listed in subsection 2.1.1. Each item in the
following list matches to the requirement list with the number and the name. The
following list contains information about what restrictions each requirement sets for
the proof of concept application of this thesis.
1. Effortless roaming: The server supports concurrent connections from multiple
devices. The UI of the application works on desktop and mobile devices.
2. Usability: Oﬄine functionality will be made for this with oﬄine status checking
and by storing necessary resources on the client. The persistent data will be
stored in an IndexedDB and the web resources will be stored in the resource
cache of a service worker.
3. Data synchronization: Will be implemented for the persistent data that is
related to the logic of the software and for the resources used by the client
application.
4. State synchronization: Not in the scope of this project. Will not be imple-
mented.
5. Freedom of ecosystem: The demo software will be implemented on Google
Chrome only but since the implementation itself is based on browser technol-
ogy it could be implemented to other browsers as well. The browsers must
support the necessary W3C standards.
6. Control: Not related to the core part of this thesis. Will not be implemented.
The level of synchronization shall be fixed at all times.
4.3 Functional specifications
The data synchronization module will implement persistent data synchronization
which happens in the background even when the application is not open. The data
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synchronization must work at all times as long as the browser is running and the
connection to the server is working. Only the persistent data that is related to the
resources of the client or related to the functionality of the application will be stored
and synchronized. Any operating system or browser related information will not be
synchronized or stored.
The synchronization module will offer an oﬄine functionality which will help the user
to store data even if the client loses the connection to the server. If the connection
is lost, the data synchronization module should still save all the data modifications
made by the client so they can be synchronized with the server when the connection
recovers. All persistent data is stored in a data storage of the browser so if the
client loses the connection to the server and the browser is closed the data can still
be retrieved from the storage once the browser and the client are started again.
The module will not check the data structure and will not be interested in the data.
However, if the data is to stored in the database and important keys regarding the
data storing are missing then an exception will be thrown. All the persistent data
that is important for the logic of the application is stored in a local database. All
web resources such as images and HTML documents are stored in the cache of the
service worker. The browser may provide additional restrictions to the use of the
data storage technologies.
The synchronization module will use a REST interface and XmlHttpRequest to
communicate with the server. The client must be able to receive the push messages
sent by the push service. Push message receiving will be implemented based on the
requirements of the underlying web browser.
Intelligent synchronization will not be implemented as it is not the core part of this
thesis. The user application will decide what data it wants and any intelligence
regarding the data synchronization will be very simple.
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5. IMPLEMENTATION OF THE APPLICATION
The principles of a liquid software web application were presented in chapter 4. In
this chapter the focus is on a proof of concept application that was implemented
to evaluate the chosen principles and to research the chosen web technologies. The
focus of the proof of concept application is on the synchronization of persistent data
between a server and a web client.
5.1 Overall description
The proof of concept application was implemented as a web application which means
that it can run on a browser. Even though different browsers exist it was decided
that it is enough if the proof of concept application can run on Google Chrome. The
overall solution consists of a Node.js [19] server, a Google App Engine push service
and a client.
The client consists of two web applications and a data synchronization module. The
web applications have separate user interfaces and logic modules. Both of them are
linked to the data synchronization module which consists of a data synchroniza-
tion helper called Lsyncr, a service worker and an IndexedDB instance. The data
synchronization module handles the communication with the server.
If a user is using an application and wants to modify the persistent data of the
application then the data modification request is sent to the server via the data
synchronization helper. Once the server receives the request it stores the request
data to its memory and sends notifications about the new data to a push service. All
the clients have registered their service workers to the push service; when the push
service receives a notification it will forward the notification to the correct service
worker. When the service worker receives a notification it will query the server for
all the latest data the server has to offer. The service worker will store the data it re-
ceived from the server to the IndexedDB and notify the data synchronization helper
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Figure 5.1 Overall architecture of the implementation
who in turn notifies the active application. A diagram of the overall architecture
can be seen in figure 5.1.
5.2 User applications
The client has two web applications. The first application implements a simple web
chat and the second one implements an application where the user can create person
and house instances and link them together. Both of the applications consist of a
single JavaScript file and an HTML file. They both use the jQuery [20] framework to
interact with the DOM of the web page. The applications do not have access to the
database of the browser or to the Node.js server. They both import the JavaScript
file of Lsycnr. This way they get a reference to the Lsyncr object which handles the
communication with the server and the database.
The chat application was made to demonstrate the persistent data synchronization.
The user can choose their user name and send chat messages which are forwarded
to all other users. All chat messages are stored to the IndexedDB.
The second application was made to demonstrate the persistent data storage and
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Figure 5.2 Initialization and start of Lsyncr in a user application.
the service worker cache. In it the user can create person and house instances.
Each person and house is given a random name and an id when they are created.
The user can link person and house instances together. Each house can contain
multiple Person references and each Person can belong to one House. The user can
freely move people in and out of houses. Additionally, each person is given an image
id out of three possible choices; the server contains three different image resources
with the same id values. On the user interface each person has their image next
to their name and id. The references between houses and people made it possible
to study how the circular reference affects the IndexedDB and the persistent data
synchronization of the web application. The image files made it possible to study
the service worker cache and how it works in oﬄine mode.
5.3 Lsycnr and service worker
The synchronization library consists of three parts: the synchronization helper mod-
ule called Lsyncr, the service worker and the indexed database. Lsyncr and the
service worker will be covered in this section.
Lsyncr is implemented into a single JavaScript file. The Lsyncr instance is created
when Lsyncr is imported in a user application file. The user application must initial-
ize the Lsyncr instance before it can be used. An example of Lsyncr initialization
from the point of view of a user application can be seen in figure 5.2. All the
parameters except for the indexedDbName are functions. These functions will
be called by Lsyncr once it has handled the specific request of the user application.
The method given in setSyncCallback will be called each time the service worker
of Lsyncr receives new data from the server. Lsyncr also has a method for setting
the current user id. In the proof of concept application the user can choose from
two possible user id values.
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Figure 5.3 The lifecycle of a service worker based on the Worker lifecycle graph in [40]
When the initialization of Lsyncr begins, it will register a new service worker. The
implementation of a service worker is inside a single JavaScript file. In order to
register the service worker the name of the JavaScript file containing the service
worker logic must be given to the registration method. Once the registration is
done the service worker is installed and activated. If a service worker already exists,
nothing is done unless the new service worker differs from the old one. In that case
the new service worker will be installed but it will not be activated until all user
applications using the old service worker are closed. After they are closed the new
service worker will be removed and the new one will replace it. The service worker
lifecycle can be seen in the figure 5.3.
When the service worker has been activated, the client can subscribe its endpoint
to the push service. The subscription requires the permission of the user. Google
Chrome will launch a pop up window containing the question whether the user
would like to give permission for the push notifications. When user accepts the
notifications, the subscription can be finalized and Google Chrome will then take
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Figure 5.4 Sequence diagram about the starting of the application and about modifying
data by the client.
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Figure 5.5 Example of how the chat application creates a new chat message and posts it
to Lsyncr.
care of registering the service worker subscription to the Google App Engine. The
client contains a manifest file which has a key that is required for the subscription.
Once the service worker registration is completed Lsyncr will create a Message Chan-
nel object and give the port reference of the Message Channel to the service worker.
With this reference the service worker can send messages through the Message Chan-
nel to Lsyncr. Next Lsyncr gives the service worker the name of the IndexedDB that
should be used when accessing the database. The service worker then starts up the
IndexedDB if it does not already exist with that name. The service worker registra-
tion and subscription was done according to the “Push Notifications on the Open
Web” tutorial [11].
When initialization is done, the service worker will start listening to push messages
from the push service. Once it receives them it will store the data in the messages
to the IndexedDB and forward the data to the Lsyncr which in turn forwards it to
the user application. If the user application is closed, Lsyncr is closed as well and it
can not receive messages from the service worker. Only the service worker and the
IndexedDB instance remain. The service worker can continue to receive messages
and modify the contents of the IndexedDB as long as the browser keeps running.
A sequence diagram about starting the application and sending new data to the
server can be seen in the figure 5.4. Application startup ends at point 7 and data
modifying beings at point 8.
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Figure 5.6 The post method of Lsyncr. User application calls this method to send data
to the server.
Once the user application wants to get data from the server or post new data it will
call the correct method of the Lsyncr interface. In the case of a post request the
user application calls the post method of Lsyncr. A code example of how the chat
application calls the post method of Lsyncr can be seen in figure 5.5 and how the
post of Lsyncr is implemented can be seen in figure 5.6. The parseUrlForIdb
method takes the URL and returns a reversed list of keys. For example if the URL
is /people/2/name then the parsing method returns a list [name, 2, people].
Next Lsyncr sends the processed URL and data to the service worker which stores
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Figure 5.7 The get method of Lsyncr. User application calls this method to get data
from server or database.
the data to the IndexedDB. Then Lsyncr creates a XmlHttpRequest object and uses
it to send a post request to the server. If the request returns back successfully, the
post callback method that the user application has registered to will be called. If
the request fails, then it is sent to the service worker which stores it into a special
oﬄine message array. Every once in a while the oﬄine message array is inspected.
If the array contains unsent requests, they are sent to the server. Each time the
sending fails the request returns to the array. The request will be removed from the
array once the server successfully handles it.
In figure 5.7 is the get method of Lsyncr. User application calls this method to get
data from either the server or the database. For example in the user application with
people and houses the people have friend objects. If the user application wanted to
know the name of a specific friend of a specific person then it would call Lsyncr like
this:
Lsyncr . get ("/ people /1/ f r i e n d s /3/name" , t rue ) ;
This would call the get method of Lsyncr which in turn would parse a list of keys
from the URL and then call the service worker to fetch the data from the database.
I will evaluate this architecture closer in the chapter 6.
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Figure 5.8 Example of message handling by the service worker.
In figure 5.8 is an example of how the service worker handles the messages sent
by Lsyncr through the Message Channel. All messages have a type property and
the service worker acts based on the type. In the “setData” and “getData” examples
a transaction is created and after that the proper method is called to set data to
database or get data from it. These methods will be discussed in the next section.
5.4 IndexedDB
Technical information about the IndexedDB has been discussed in the subsection
3.3.2. This section discusses the IndexedDB implementation regarding the proof of
concept application.
The IndexedDB instance is started by the service worker by calling the open method
of the IndexedDB interface. The database name and version number are given as
parameters to the opening method. If an IndexedDB instance with the same name
already exists, the version numbers are compared with each other; if the version
numbers are the same then nothing happens and if it is higher in the new one then
the IndexedDB will be upgraded to a new version by starting an onupgradeneeded
event. In the handler of the upgrade event more object stores and indexes can be
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Figure 5.9 The initialization of IndexedDB in service worker.
added to the IndexedDB and it is important to notice that adding them anywhere
else is not possible. Therefore the object stores and indexes should be considered as
variables which can not be easily modified so the database should be well designed
in order to avoid constant database restarts.
Example code of setting up the IndexedDB can be seen in figure 5.9. The code
is executed in the service worker and the configureIndexedDb method is called
when the service worker receives a command from Lsyncr to initialize the database.
The activeObjectStores list has names of object stores that are currently in use
in the IndexedDB instance. In this example it has only one name. The index is
created at the end of the method on the onupgradeneeded event handler. Lsyncr
is notified through the Message Channel when the database is ready.
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Figure 5.10 The IndexedDB structure of the application demonstrated. The return value
of this call would be "red".
In the proof of concept application the structure of the database was built so that
it would match the resource structure of the REST style. This was done because
the data synchronization library was designed to be used by multiple applications
without having to use an external schema file. The closer evaluation of this decision
is handled in chapter 6.
IndexedDB data records are stored as key-value pairs. In the database structure
of this solution the key of the record consists of the first resource key of the REST
URL and the id field of the object. This makes it possible to have unique record
keys. The value of the record contains the rest of the data as a JavaScript object. It
is important to understand that JavaScript objects are like dictionaries so they too
have their own key-value pairs. In case the REST URL would be nested then the
remaining resource names would be stored as object references to the value of the
IndexedDB record with the same name that the resource has in the URL. When the
nested URL’s final resource name is reached then the value of that resource is set
as the value of the final object. This would work both for getting and posting data.
An image describing this structure is in figure 5.10. Each resource in the REST
URL matches to a variable with a same name in each object with the exception of
id-values which organize the objects in case of object arrays.
In figure 5.11 is the method that creates a new data record to IndexedDB or updates
an existing one. This method is called from the “handlePortMessage” method which
can be seen in figure 5.8 and which was called by Lsyncr through the Message
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Figure 5.11 Method that creates a new record to IndexedDB, updates an existing one or
calls a method to update a single attribute of an existing record.
Channel. The record is first fetched from the database by using the main key and
if it is not found then a new record with the new key and data is created. If it
is found, based on the length of the REST URL the record is either updated or
the “setDataToLastObject” method is called. In this method the key-value tree of
the record is traversed and updated based on the key list. After that the record is
updated to the IndexedDB after which a notification is sent to Lsyncr through the
Message Channel. Lsyncr notifies the user application by calling the method the
user application has registered.
All the objects that are related to each other should remain in the same object
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Figure 5.12 Method that updates an existing IndexedDB record. Usually this method is
used to update a single attribute of an existing record.
store because otherwise an IndexedDB transaction could not be kept atomic. A
transaction is always bound to a certain object store. In this thesis there is only
one object store because dividing different data types to their own object stores
inside one application would require a customizable schema which was left out in
the implementation of this thesis. In the second user application with “person” and
“house” objects the person and house are related to each other. In case a person
decided to move to a house both the person and the house record would need to
be modified in one transaction. In IndexedDB this can be done by starting a read-
write transaction and while the transaction continues to receive operations it will
stay alive and block the other transactions from modifying the database.
In order to make fetching data faster the index properties of the IndexedDB were
used. Since they need to be created in the onupgradeneeded event handler they
could not be dynamic. Therefore each record has a type field which matches the
first resource of the REST URL which can also be found within the key of each
record. This way fetching the data of a certain type could be done by finding it with
the help of the index belonging to that type.
The way service worker fetches data from IndexedDB can be seen in figure 5.13.
5.4. IndexedDB 47
Figure 5.13 The method that service worker uses to fetch data from IndexedDB.
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Figure 5.14 The push message listener of service worker. This method is called when
the push service sends data to the service worker.
The index is used to filter the data based on the type of the data. Based on the key
list either multiple records, a single record or the value of a property of a record is
fetched. The continue method of cursor moves to the next record on the record list
of the cursor. Each time the continue is called the execution goes to the beginning
of the onsuccess method. If the cursor moves too far, it will either become null or
it will move to the other data types of the index. In the proof of concept application
there are messages, people and houses in the database. If the user wanted to get all
the messages then at some point the cursor would start showing records of people
and houses. At this point the execution is forced to stop and the fetched data is
sent to Lsyncr through the Message Channel.
5.5 Server and push service
The server is made with Node.js and it uses the Express framework [42] to handle
the requests from the client. The server stores the user names and endpoints into
a dictionary so a single user name may have multiple endpoints. One endpoint
represents one device. When a client sends the server new data the server goes
through all of its endpoints and sends the push service a new message with the
data and the endpoint. Each time the push service receives a message it checks the
endpoint and based on the endpoint it forwards the message to the correct client.
5.6. Abandoned solutions 49
The server has all of the data in its memory so when the server reboots all the data
is lost. A server side database was not necessary in the scope of this thesis. The
server implements a REST interface and it has methods for sending and getting chat
messages and for adding and modifying people and houses as well as getting people
and house information.
The push service is a simple Google App Engine project that has only the basic
functionalities that Google provides by default. Google Chrome requires that the
push service of the Push API is a Google App Engine. In order to register the
service worker to the push service the client must have an extra manifest file. The
file contains the key of the Google App Engine project.
When the server sends data to the push service it goes to https://gcm-http.
googleapis.com/gcm/send with the endpoint information added to the end of the
URI. The authorization key of the Google App Engine project must be sent with
each message that is sent to the push service so the push service knows that the
sender of the data can be trusted. The authorization key is not supposed to be public
information. All the data is sent with the content type set to application/json.
In figure 5.14 can be seen the push message handler of the service worker. This
method is called each time the push service sends data to the service worker. At the
beginning of the push method the service worker sends a synchronization message
to the server along with the endpoint of the service worker. In this method the new
data is fetched from the server. At the moment the push message can not have any
payload because of the way Google Chrome implements the Push API. When the
service worker receives the new data from the push service the service worker stores
the data to the database and notifies Lsyncr about new data through the Message
Channel. In the Message Channel handler of Lsyncr the update method of the user
application is called along with the data.
5.6 Abandoned solutions
5.6.1 Data synchronization
At first I thought I would use a BaaS system with the application. However, that
would have resulted in a vendor lock-in and since I would have received several
features without having to implement or study them myself it was better not to
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use a BaaS. I tried Firebase [10] which provides the developers a JavaScript library
that helps to use the Firebase server with the client. The oﬄine features and data
synchronization worked quite well with Firebase. However, if user first went oﬄine,
then modified data and then closed the browser the data would not be synchronized
since it was not saved to any storage or kept by a service worker. It was kept only
in the memory of the Firebase JavaScript instance.
Another database system which has support for easy data synchronization is PouchDB
[43] that is based on CouchDB [4] database system. PouchDB provides the developer
a JavaScript library that helps them to interact with a database that understands
the CouchDB replication protocol. This was left out because then I could not have
used any other database and one important point of the proof of concept application
was to keep it as modifiable as possible.
5.6.2 Push notification
PushBullet [44] is software which enables the use of a pushing service but in order to
get it working in a browser the user would be required to download it as an extension.
In this thesis one point was to get persistent data synchronization working without
3rd party extensions so it was left out.
StrongLoop [50] provides a LoopBack [49] framework which is a set of Node.js mod-
ules that make it easier to create a server that supports push notifications. However
at least based on the documentation the push notification tutorials were only for
Android and iOS. It did not seem important to try StrongLoop with a service worker
since the service worker already has a push notification system. In addition Stron-
gLoop is not completely free and the free version probably would not be enough for
a real software product. Since the framework is only for Node.js the user cannot
freely choose which server they wish to use.
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6. EVALUATION
In this chapter the developed data synchronization module Lsyncr will be evaluated
from the point of view of how well it handles data synchronization and how it
performs in oﬄine state. The different technologies that were used to create the
synchronization library will be evaluated as well.
6.1 Lsyncr
Traditionally, a user application would communicate with a server through a Xml-
HttpRequest object which can be used to send GET, POST, PUT and DELETE
operations. The interface between the user application and Lsyncr is meant to mimic
this behaviour. The user application is not supposed to communicate directly with
the server when using Lsyncr. Because the interface of Lsyncr resembles the tradi-
tional communication methods the use of Lsyncr becomes intuitive. The interface
of Lsyncr is meant to be REST-like because of the way the IndexedDB is handled.
It will be discussed closer in the next section.
Lsyncr is meant to work with a service worker and all the database operations are
meant to be handled in the service worker. If an application would already use some
local database system, it would have to be migrated to function with the service
worker. The use of IndexedDB is not forced by Lsyncr but the service worker that
was implemented uses IndexedDB as the local database. The implemented service
worker has a fixed interface with Lsyncr and the service worker has some initializa-
tion methods that Lsyncr calls so if the same service worker was not used then those
methods would need to be implemented. Lsyncr also expects to communicate with
the service worker through the Message Channel technology.
The data synchronization works well but it does not have a conflict detection system.
All data is simply overwritten to the database. The detection and handling of
conflicts was not completely in the scope of this thesis but it would have made
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Lsyncr more useful. The lack of conflict handling means that Lsyncr can not be
used in a real software project in its current state. It simply works as a proof of
concept of how to make liquid software on the web.
Lsyncr acts mostly as a message proxy or dispatcher between the user application,
the server and the service worker. When Lsyncr receives a command to send a
request to the server, it will do so without modifying the request. The only thing
Lsyncr does is add the main URL information to the request. The main URL is
the address of the server that has been configured to Lsyncr. Before sending the
request of the user application to the service worker Lsyncr parses the URL of the
request to match the IndexedDB structure that was designed for the proof of concept
application. In hindsight this should have been done in the service worker because
Lsyncr should not have to care about the database structure. Now an unnecessary
dependency exists between Lsyncr and the IndexedDB.
6.2 IndexedDB and Service Workers
The interface of IndexedDB was easy to use and since it can store large amounts of
data it is a very good storage system for the browser. The order in which IndexedDB
operations are executed might be hard to understand at first. For example when a
request to add data to an object store is created the add method of the object store
instance is called. The add method returns a reference to the add request. Now
the user can add oncomplete and onerror on to the request even though based on
the order of the commands in the code it would seem that the request has already
been executed and adding event handlers to it now would be useless. However, this
system works and the event handlers are called when the “add” request actually
finishes. This is because of the asynchronous nature of the IndexedDB. The adding
of event handlers also clutters the code. The developer should be prepared to build
customizable initialization methods for transactions and requests to help keep the
code clean and readable.
Another thing a developer should be aware of when using IndexedDB is the way it
handles object references. If two objects with a reference to each other are stored to
IndexedDB and if one of them is modified in the database then the modification will
not be reflected in the other object. In case of circular references the relationship
between the objects should be done with unique id values instead of object references.
The user has the responsibility to update the data to everywhere it is referenced.
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Regarding the proof of concept application I was not happy with how the database
structure turned out. To maximize the use of indexes and to be more efficient when
using the database it would have been better to build some kind of configuration
system instead of the current structure which mimics the resource structure of REST
URL’s. Now there is only one index which focuses on the type field of the data and
one object store which holds all the data. If the configuration was used then multiple
indexes and object stores could be used.
In addition to the structure of the IndexedDB, the relationship between the service
worker and the IndexedDB is not optimal. Now the service worker does all of the
database operations by calling the methods of the IndexedDB instance. Therefore
the structure of the IndexedDB is dictated by the service worker. To keep the
architecture more modular the handling of IndexedDB instances should have been
made in another script that would be imported to the service worker.
At the current implementation the service worker does some presumptions of the
keys it receives from Lsyncr when database operations should be done. The keys are
traversed from the last to the first by using the pop method of the Array object.
The last key is always expected to be some general name of a resources such as
“messages” or “people”. The second key is expected to be an id property. After that
the keys can be whatever they want but if user is getting data with a long key chain
and while traversing the object keys it encounters an Array type it expects the next
key to be an id property. This is done because of the attempt to mimic the REST
style database structure. A configurable database schema would be better if the
database operations should be verified.
In the proof of concept implementation the service worker has the biggest respon-
sibility for the oﬄine support. If Lsyncr fails to send a message to the server, the
message will be set in a list of oﬄine messages in the service worker. Periodically
the service worker will look at the oﬄine message list and once it sees that there is
content it will send it to the server by using the fetch method of the service worker
interface. If the message fails again it will be placed back in the oﬄine list. This
solution disrupts the current architecture. Lsyncr is meant to be the module that
posts new data to the server. However, if the service worker would be required to
use Lsyncr to send data from the oﬄine message list to the server then the oﬄine
messages could not be synchronized once the user closes the web application.
Using the service worker was easy and it functioned very well. The caching feature
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is well done and the developer has freedom to add additional logic to it. In the
proof of concept implementation, the caching was kept simple and the file names
were simply added to a list which was checked each time a resource was fetched from
the server to see whether it could be fetched from the cache instead. It was good
practice to keep the resources files in the cache and all the persistent data related
to the logic of the application in the IndexedDB.
One problem with the service worker is the fact that user can not use a new version
of the service worker if they still have a window open that uses the old one. There
might be cases where user has multiple windows open in an application so they
would be forced to close down all of them if they wanted an update. One way to fix
this would be to make multiple service workers and assign them to different pages.
Since service workers can import JavaScript files then the service workers do not
need to implement everything themselves.
6.3 Push API
With the current implementation of Push API, no data can be sent with a push
message. In addition the developer is forced to use Google App Engine as the push
service because the push subscription of Google Chrome will not work unless the
subscription is done to a Google App Engine project.
The Push API implementation on the proof of concept application worked well even
though the data had to be fetched from the server after the push notification was
received instead of having the data on the notification itself. It works very well with
the service worker and enables data synchronization on the background. The API
was also easy to use as it was enough to implement only one method for the push
messages.
6.4 Improvement ideas and missing important features
In order to make the data synchronization better and usable for real software projects
it would require several new features. The most important feature is data conflict
handling and timestamp checking. If several users were to modify data, there should
be support for sending the client software a notification of a conflict and add support
methods in order to help with handling the conflict.
6.4. Improvement ideas and missing important features 55
Intelligent caching would reduce the amount of resources that need to be loaded from
the server. Some people only use specific parts of a program so caching the resources
of other sites would fill up the memory of the device faster. This is particularly
important with mobile devices which have less storage and which sometimes have
to be precise about how much Internet bandwidth they use.
The IndexedDB structure would be better with a customizable schema. When the
developer knows what data they are storing, they can build better indexes to speed
up data queries. Some type checking could also be implemented into the data storage
operations because it would make the program less susceptible for errors and bugs
in case the server sends wrong kind of data to the user. All around the proof of
concept implementation lacks error handling.
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7. OUTLOOK OF THE FUTURE
7.1 Push API
I could not find any documents that would have estimated when the Push API is
ready. Both the API and the protocol standard are still under development. It is
good that Push API requires a service worker to function because that will hopefully
direct the future developers to build their software products with distinct modules
for server communications, database access and other application functionalities.
The use of a push service will also force the developers to use a specific architecture
in their software and the idea of having all the active connections of the client to be
tied to a push service makes sense because it reduces the load of the main server.
I could not test the Push API data sending features properly because it is not ready.
For the Push API to become a good solution for data sending it should support
different data types. Server-sent events technology supports only UTF-8 encoded
content so Push API should improve from this. The biggest problem at the moment
is how fast the standard can be finalized and how fast the project teams behind
different browsers will implement the support for Push API and service workers.
7.2 Service Workers
Service worker is already functioning very well at least on the Google Chrome. At
the moment it is the only way to have true background synchronization even when
the web application is not active in the browser. The fact that it uses its own
thread makes it really useful to synchronize data as it does not interfere with the
user application.
The service worker will replace AppCache as the oﬄine cache for the browser since
AppCache is no longer maintained and the service worker is currently being worked
on. The resource cache of the service worker already works very well.
7.3. IndexedDB 57
7.3 IndexedDB
It is good that the development of Web SQL has stopped because now there are
no competing standards and the developers can focus on learning one tool. It also
means that IndexedDB is at the moment the best tool for developers to stores large
amounts of data. The wide support for data types and the use of transactions and
indexes are what makes IndexedDB such a good database for the client. At the
moment IndexedDB interface is not as simple as LocalStorage but implementing a
reusable layer on top of it is not too difficult. One JavaScript module that already
does this is called LocalForage [32].
When IndexedDB becomes more widely used the amount of local data may increase
in web applications. This reduces the amount of data that needs to be downloaded
from the server but increases the size of the local storage amounts. For mobile
devices this is both good and bad. The bandwidth usage is reduced but the storage
size may be quite small for some use cases. It is important how the user can control
the limit of storage from the browser and how well the applications can react to a
smaller storage size.
7.4 Browser and device support
The biggest problem for Push API, service workers and IndexedDB is the lack of
support in several browsers. Microsoft has often been very slow in implementing
anything new to their browsers so they might again hinder the use of these new
tools because many people use IE or Edge. If a developer wants to have full browser
support for their web applications, they will not be able to use the new tools and
instead have to come up with different means of implementing their features or
simply drop the support of specific features for specific browsers.
The concept of Internet of Things is gaining popularity. The browser or web runtime
would have to be able to run in very different devices if all the applications in an
IoT environment were web applications. Even though the browser can be used to
create liquid software it should not be thought of as a complete replacement of native
applications. Some devices such as smart fridges or smart televisions might need the
native application to work properly in an IoT environment as their clients require
an access to low level functions which the browser can not use.
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It fits better to have browsers together with the native applications even though it
forces the user to develop their application on several platforms. The server would
always be the same for all clients so most of the logic could be handled there. If the
server handled a large amount of the logic, the applications on the devices would
require less development. Of course if the device can run a modern browser then it
would be efficient for it to use that as the client software.
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8. CONCLUSIONS
Liquid software is a computer program that is designed to work with multiple devices
in multiple environments. The main idea of liquid software is that user can use the
application with different devices sequentially or simultaneously and there can be
more than one user using the same application. The data between the applications
is synchronized to all devices and switching from one device to another is completely
hassle-free.
This thesis focused on liquid software from the point of view of web applications
that run on a web browser. To investigate how such web applications could be
made liquid a proof of concept application was made. Different browser technologies
were studied and some very new ones were chosen to help in the implementation
of the software: service workers, Push API and IndexedDB along with some older
technology such as Node.js and basic JavaScript. The main focus of the proof of
concept application itself was to study how persistent data can be synchronized
between multiple application instances and between the server.
Even though browsers do not have access to system level operations on the computer
such as file handling the liquid software was still possible to implement on the
browser. The standardization of the technologies that were used is not yet complete
and the support for different browsers is still very limited. However, they are the
technologies that are seen as the future of web applications and they are constantly
being developed by W3C, WHATWG and IETF.
In the future the concept of Internet of things will gains more popularity and more
devices start to have computational logic and an Internet access. The devices have
different limitations to their processing power, memory, storage size, battery life
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