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Introduction
The notion of a non-abelian tensor product of groups first appeared in [15] where Brown
and Loday generalised the following theorem from [2]:
Theorem 0.0.1. Consider a CW-complex X, two subcomplexes A and B such that
X “ A Y B, and denote C “ A X B. If A, B and C are connected, pA,Cq is pp ´ 1q-
connected, pB,Cq is pq ´ 1q-connected and C is simply connected, then the natural map
pippA,Cq bZ piqpB,Cq Ñ pip`q´1pX;A,Bq
is an isomorphism.
They managed to remove the requirement of simple connectedness on C by using the
new notion of non-abelian tensor product of two groups acting on each other, instead of
the usual tensor product bZ of abelian groups. In particular, they took two groups M
and N acting on each other and they defined their non-abelian tensor product M b N
via an explicit presentation.
This led to the development of an algebraic theory based on this construction. Many
results were obtained treating the properties which are satisfied by this non-abelian tensor
product as well as some explicit calculations in particular classes of groups.
In order to state many of their results regarding this tensor product, Brown and
Loday needed to require, as an additional condition, that the two groups acted on each
other “compatibly”. A key fact that we will need is that these compatibility conditions
are equivalent to the existence of a group L and of two crossed modules structures
pM µÝÑ L, ξM q and pN νÝÑ L, ξN q such that the original actions are induced from ξM and
ξN by composition with µ and ν.
Furthermore, they proved that the non-abelian tensor product is part of a so called
crossed square of groups: this particular crossed square is the pushout of a specific
diagram in the category XSqrpGrpq of crossed squares of groups. Note that crossed
squares are a 2-dimensional version of crossed modules of groups. Indeed XModpGrpq
is equivalent to the category of groupoids, whereas XSqrpGrpq is equivalent to the
category of double groupoids, that is groupoids of groupoids or crossed modules of crossed
modules.
Following the idea of generalising the algebraic theory arising from the study of the
non-abelian tensor product of groups, Ellis gave a definition of non-abelian tensor product
of Lie algebras in [37], and obtained similar results. Further generalisations have been
v
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studied in the contexts of Leibniz algebras [43], restricted Lie algebras [60], Lie-Rinehart
algebras [26], Hom-Lie algebras [20, 22], Hom-Leibniz algebras [21], Hom-Lie-Rinehart
algebras [63], Lie superalgebras [41] and restricted Lie superalgebras [70].
The aim of our work is to build a general version of non-abelian tensor product,
having the specific definitions in Grp and LieR as particular instances. In order to do
so we first extend the concept of a pair of compatible actions (introduced in the case of
groups by Brown and Loday [15] and in the case of Lie algebras by Ellis [37]) to semi-
abelian categories (in the sense of [58]). This is indeed the most general environment in
which we are able to talk about actions, thanks to [11, 5] where the authors introduced
the concept of internal actions. In this general context, we give a diagrammatic definition
of the compatibility conditions for internal actions, which specialises to the particular
definitions known for groups and Lie algebras. We then give a new construction of the
Peiffer product in this setting and we use these tools to show that in any semi-abelian
category satisfying the Smith-is-Huq condition (denoted as (SH) from now on), asking
that two actions are compatible is the same as requiring that these actions are induced
from a pair of internal crossed modules over a common base object.
Thanks to this equivalence, in order to deal with the generalisation to the semi-abelian
context of the non-abelian tensor product, we are able to use a pair of internal crossed
modules over a common base object instead of a pair of compatible internal actions,
whose formalism is far more intricate.
Now we fix a semi-abelian category A satisfying (SH) and we show that, for each pair
of internal crossed modules pM µÝÑ L, ξM q and pN νÝÑ L, ξN q over a common base object
L, it is possible to construct an internal crossed square which is the pushout in XSqrpAq
of the general version of the diagram used in Proposition 2.15 of [15] in the groups case.
The non-abelian tensor product M bN is then defined as a piece of this internal crossed
square. We show that if A “ Grp or A “ LieR, this general construction coincides with
the specific notions of non-abelian tensor products already known for groups and Lie
algebras. We construct an L-crossed module structure on this M bN , some additional
universal properties are shown and by using these we prove that ´b´ is a bifunctor.
Once we have the non-abelian tensor product among our tools, we are also able to
state the new definition of weak crossed square: the idea behind this is to generalise the
explicit presentations of crossed squares given for groups in [48, 15] and for Lie algebras
in [36, 23]. These equivalent definitions, which (contrarily to the semi-abelian one) do not
rely on the formalism of internal groupoids but include some set-theoretic constructions,
are shown to be equivalent to the implicit ones, where, by definition, crossed squares
are crossed modules of crossed modules and hence normalisations of double groupoids.
Our idea is to give an alternative explicit description of crossed squares of groups (resp.
Lie algebras) using the non-abelian tensor product, so that it does not involve anymore
the so-called crossed pairing (resp. Lie pairing), which is not a morphism in the base
category but only a set-theoretic function; in its place we use a morphism from the
non-abelian tensor product which is more suitable for generalisations. Doing so, the
explicit definitions can be summarised by saying that a crossed square is a commutative
square of crossed modules, compatible with an additional crossed module structure on
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the diagonal, and endowed with a morphism out of the non-abelian tensor product.
Our definition of weak crossed squares is based on the one of non-abelian tensor
product and plays the role of the explicit version of the definition of internal crossed
squares: in particular we proved that it restricts to the explicit definitions for groups and
Lie algebras and hence that in these cases weak crossed squares are equivalent to crossed
squares. So far we have shown that any internal crossed square is automatically a weak
crossed square, but we are currently missing precise conditions on the base category under
which the converse is true: this means that any internal crossed square can be described
explicitly as a particular weak crossed square, but this is not a complete characterisation.
In order to give a direct application of our non-abelian tensor product construction, we
focus on universal central extensions in the category XModLpAq: in [25] Casas and Van
der Linden studied the theory of universal central extensions in semi-abelian categories,
using the general notion of central extension (with respect to a Birkhoff subcategory)
given by Janelidze and Kelly in [56]. We are mainly interested in one of their results,
namely the following theorem.
Theorem 0.0.2. Given a Birkhoff subcategory B of a semi-abelian category X with
enough projectives, the following holds:
An object of X is B-perfect iff it admits a universal B-central extension. (1)
In [35] Edalatzadeh considered the category X “ XModLpLieRq and crossed modules
with vanishing aspherical commutator as Birkhoff subcategory B “ AAXModLpLieRq.
Since the category XModLpLieRq is not semi-abelian (because not pointed) the existing
theory does not apply in this situation: nevertheless he managed to prove the same result
as the one stated in (1) and furthermore he gave an explicit construction of the universal
B-central extensions by using the non-abelian tensor product of Lie algebras.
Using our general definition of non-abelian tensor product of L-crossed modules as
given in the third chapter, we are able to extend Edalatzadeh’s results to XModLpAq
(with Birkhoff subcategory AAXModLpAq) for each semi-abelian category A satisfying
the (SH) condition: this is a useful application of the construction of the non-abelian
tensor product, which again manages to express in this more general setting exactly the
same properties as in its known particular instances.
Furthermore, taking B “ AbpAq as Birkhoff subcategory of XModpAq, we are able
to show that, whenever the category A has enough projectives, our generalisation of
Edalatzadeh’s work is partly a consequence of Theorem 0.0.2, reframing Edalatzadeh’s
result within the “standard” theory of universal central extensions in the semi-abelian
context.
There are two non-trivial consequences of this fact. First of all, besides the existence
of the universal B-central extension for each B-perfect object in XModpAq, we are also
able to give its explicit construction by using the non-abelian tensor product: notice that
this construction is completely unrelated to what has been done in [25]. Secondly, this
construction of universal B-central extensions is valid even when A (and consequently
also XModpAq) does not have enough projectives, whereas within the general theory
this is a key requirement for (1) to hold.
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Structure of the text
In the first chapter we recall the basic categorical notions and tools that we are going
to use in the rest of the text: after a recap on the semi-abelian context, we recall some
definitions and results regarding internal actions, the cosmash product and commutator
theory; finally we give a quick description of the categories of internal points, reflexive
(multiplicative) graphs, categories, groupoids and crossed modules.
In the second chapter we study compatible actions of groups and Lie algebras, reframing
them in an internal language which is more suitable for generalisations (this change of
perspective and its consequences are presented in [31]). We extend the notion of com-
patibility to internal actions in the context of semi-abelian categories with (SH). We give
a new construction of the Peiffer product, which specialises to the definitions known for
groups and Lie algebras and we use it to prove the main result of this chapter: an equi-
valence between pairs of compatible actions and pairs of crossed modules over a common
base object. We also study the Peiffer product in its own right, in terms of its universal
properties, and prove its equivalence with existing definitions in specific cases. All the
results on semi-abelian categories contained in this chapter can be found in the submitted
paper [33].
The third chapter is mainly devoted to the construction of the non-abelian tensor product:
by imitating the reasoning that appears in Proposition 2.15 of [15] we are able to define
the non-abelian tensor product of two coterminal crossed modules in any semi-abelian
category that satisfy (SH): this construction and the following results will appear in the
paper in preparation [34]. We show that this construction has as particular cases the
non-abelian tensor products already existing for groups and Lie algebras. Through this
new construction we are also able to state the new definition of weak crossed squares:
these objects are designed to generalise to the semi-abelian context an explicit approach
to crossed squares (possible in Grp, LieR and many other categories) which aims to
describe them not as normalisations of double groupoids, but as commutative squares
of crossed modules endowed with an additional explicit structure. We were not able to
find precise categorical conditions on the base category A such that weak crossed squares
and crossed squares would coincide, but we show this equivalence in some particular cases.
In the last chapter an application of the previous construction is presented: in the con-
text of internal crossed modules over a fixed base object in a given semi-abelian category,
we use the non-abelian tensor product in order to prove that an object is perfect (in an
appropriate sense) if and only if it admits a universal central extension. This extends
results of Brown and Loday ([15], in the case of groups) and Edalatzadeh ([35], in the
case of Lie algebras). We also explain how those results can be understood in terms
of categorical Galois theory: Edalatzadeh’s interpretation in terms of quasi-pointed cat-
egories applies, but a more straightforward approach based on the theory developed in a
pointed setting by Casas and Van der Linden [25] works as well. All the material in this
chapter is part of the paper in preparation [32].
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Further developments and open questions
Starting from what is presented in this thesis, there are many aspects that would benefit
from further investigation.
• For what concerns compatible actions, the (SH) condition made calculations much
easier, but it is probably not stricly necessary. It should be checked that even
without this additional requirement things work smoothly.
• Many other particular definitions of compatible actions have been given in different
settings: one should check that all the ones that fall under the semi-abelian context
are indeed a particular case of Definition 2.3.1.
• We also need to understand what are the additional conditions on the base category
A in order for the conditions in Definition 2.3.1 to collapse to simpler ones as it
happens in Grp and LieR, where, for example, the existence of the coproduct
action is always guaranteed.
• As for the non-abelian tensor product, we would like to know whether there is
a way to explicitly compute it, at least in more concrete cases like when A is a
semi-abelian variety of algebras, or when the involved actions are trivial: the latter
case is closely related to currently unpublished work on intrinsic tensor products
by Hartl and Van der Linden.
• Once again, there are many definitions of non-abelian tensor products in specific
semi-abelian categories: a theoretically interesting but tedious step would be to
verify whether these are particular instances of Definition 3.2.5 as it happens for
groups and Lie algebras. This question applies also to different existing notions of
tensor products which are apparently unrelated with the non-abelian one.
• As regards internal crossed squares and weak crossed squares, some additional
categorical conditions on A are probably needed in order to have the equivalence
between these two notions (and consequently an explicit description for internal
crossed squares). The author is currently studying the case of semi-abelian varieties
of algebras in order to understand if in this simpler context the two already coincide.
Notation
We will use the following notation for standard categorical objects:
• the kernel of the map f is pKf , kf q;
• the cokernel of the map f is pCf , cf q;
• the equaliser of the maps f and g is pEpf,gq, epf,gqq;
• the coequaliser of the maps f and g is pCpf,gq, cpf,gqq;
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• the kernel pair of the map f is pKppfq, r0, r1q;
• the pullback of the map f along the map g is g˚pfq;
• the pushout of the map f along the map g is g˚pfq;
• in diagrams we will use the notations A ,2 ,2 B , A  ,2 ,2 B and A ,2,2 B re-
spectively for monomorphism, normal monomorphisms (which in our context con-
cide with kernels) and regular epimorphisms (including cokernels).
Chapter 1
Preliminaries
1.1 Basic categorical tools
1.1.1 Categorical context and basic results
Our base category A will almost always be “semi-abelian”, but since we will also deal
with the category XModLpAq of crossed module in A over a fixed object, which is not
semi-abelian, we need to introduce a wider range of categorical notions included in the
“semi-abelian context”. The idea behind semi-abelian categories is to express a categorical
generalisation of groups in the same way as abelian categories generalise abelian groups.
This problem was first introduced by Mac Lane in [62] and after many results based on
different requirements, a definition of semi-abelian category was given in [58], including
those previous results as part of this new theory. We will later recall some of the useful
constructions and definitions that are possible in a semi-abelian category, such as internal
actions, internal crossed modules and different types of commutators. Let us start by
introducing the ingredients that we need for the definition of a semi-abelian category.
Definition 1.1.1. A category A is said to be pointed if it has an initial object 0 which is
also terminal, that is 0 – 1. We call a map f : AÑ B the zero map (and we denote it as
0) if it is the (necessarily unique) map from A to B factorising through the zero object
0. In a pointed category we are able to define the kernel of a map f as the equaliser of
f and 0. Similarly we define the cokernel of f as the coequaliser of f and 0.
Lemma 1.1.2 (Lemma 4.2.4 in [3]). Let A be a pointed category and consider the diagram
K
γ

k ,2 A
α

f ,2 B
β

Kf 1
 ,2
kf 1
,2 A1
f 1
,2 B1
where Kf 1 is the kernel of f 1. When β is a monomorphism, K is the kernel of f iff the
left-hand side square is a pullback.
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Definition 1.1.3. A category A is said to be quasi-pointed if it has an initial object
0, a terminal object 1 and the unique morphism 0 Ñ 1 is a monomorphism. In this
context there is no zero morphism between two given objects, but we can define kernels
and cokernels as follows: the kernel f : AÑ B is the pullback of f along the (necessarily
unique) map from 0 to B, whereas the cokernel of f is the pushout of f along the (unique
if it exists) map from A to 0.
Kf
 ,2
kf ,2

A
f

0 ,2 B
A
f ,2

B
cf

0 ,2 Cf
Notice that in a quasi-pointed category, it suffices to have pullback in order to be
able to compute the kernel of each map, but only few objects can end up being kernels:
indeed in order for A to be a kernel, it has to admit a map from A to the initial object,
which is not a trivial requirement. Conversely even if a quasi-pointed category has all
pushouts, we may not be able to compute every cokernel: indeed the pushout that we
want to construct to build the cokernel of f involves a map from the domain of f to
the initial object and if this doesn’t exist, then also the desired cokernel is not defined
(notice that this is due to the non existence of the diagram that we want to compute the
pushout of, so this doesn’t imply that the category in exam is not cocomplete).
Example 1.1.4. The most basic example of a quasi-pointed category which is not pointed
is the category Set. Here the initial object is the empty set H, whereas the terminal
object is the singleton t˚u and obviously the unique map HÑ t˚u is a monomorphism.
If we consider an arrow f : A Ñ B, its kernel is always given by H itself because it is
the unique set which admits an arrow entering H. Conversely we are able to compute
its cokernel iff A “ H, and in this case we obtain that pCf , cf q “ pB, 1Bq.
The next one is a common property of many important classes of categories, such
as abelian categories, toposes (also quasi-toposes) and obviously semi-abelian categories.
The key idea behind regularity is the existence of a good notion of factorisation for
each map: in particular in the abelian context this means that every morphism can be
decomposed as a cokernel followed by a kernel, but this is too strict as a requirement for
the semi-abelian case.
Definition 1.1.5. We say that a category A is regular if
• it is finitely complete (or LEX ),
• it has coequalisers of kernel pairs and
• regular epimorphism are pullback stable.
An equivalent way to state this is saying that A is regular if
• it is finitely complete (or LEX ),
1.1. BASIC CATEGORICAL TOOLS 3
• any arrow factorises as a regular epimorphism followed by a monomorphism and
• these factorisations are pullback stable.
Therefore in a regular category A each morphism has a factorisation f “ m ˝ e as
a regular epimorphism followed by a monomorphism (from now on denoted as REM-
factorisation) which moreover is functorial and unique up to isomorhisms: in particular
we can find this factorisation through the following construction
Kppfq r0 ,2
r1
,2 A
cpr0,r1q %%
f ,2 B
Ipfq
9C
where e “ cpr0,r1q and m is the dotted map induced by the universal property of the
coequaliser cpr0,r1q. We call the object Ipfq direct image of f .
Example 1.1.6. It is trivial to see that Set is a regular category, as for Grp. A counter-
example is given by the category Top, in which regular epimorphisms are not pullback
stable.
Regular categories are a suitable environment where to study relations in an abstract
context.
Definition 1.1.7 ([1]). A regular category A is said to be (Barr) exact if every equival-
ence relation is effective (i.e. a kernel pair).
Example 1.1.8. Any abelian category, Set, Grp and also the category HComp of com-
pact Hausdorff spaces are examples of (Barr) exact categories. On the other hand two
classical example of regular categories which are not exact are given by the category
AbTF of torsion-free abelian groups and the category GrppTopq of topological groups
(that is internal groups in Top).
One more ingredient of semi-abelian categories is called Bourn protomodularity and
it has been first defined in [6].
Lemma 1.1.9. Consider the following diagram in any category
A
p˚1qα

f ,2 B
p˚2qβ

g ,2 C
γ

A1
f 1
,2 B1
g1
,2 C 1
(1.1)
where the square ˚2 is a pullback. Then the square ˚1 is a pullback if and only if the outer
rectangle is a pullback.
Definition 1.1.10 ([6]). A lex category A is said to be (Bourn) protomodular if the
converse of the previous lemma holds whenever β is a split epimorphism: looking at (1.1)
this means that if both the outer rectangle and the square p˚1q are pullbacks, then also
p˚2q is a pullback.
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If A is quasi-pointed, protomodularity implies that every regular epimorphism is a
cokernel. If moreover A is regular, protomodularity is equivalent to requiring the validity
of the (Regular) Short Five Lemma.
Lemma 1.1.11 (Regular Short Five Lemma). Consider the diagram
Kf
γ

 ,2
kf ,2 A
α

f ,2,2 B
β

Kf 1
 ,2
kf 1
,2 A1
f 1
,2,2 B1
(1.2)
with both f and f 1 being regular epimorphisms. If γ and β are isomorphisms, then α is
so.
When A is regular, it is also possible to prove that the requirement of having a split
epimorphism in Definition 1.1.10 can be weakened as shown in the following.
Lemma 1.1.12 (Proposition 4.1.4 in [3]). Let A be a regular category. Then A is pro-
tomodular iff whenever β in (1.1) is a regular epimorphism and both p˚1q and the outer
rectangle are pullbacks, then p˚2q is a pullback too.
Definition 1.1.13 ([58]). A category A is said to be semi-abelian if it is pointed, (Barr)
exact, protomodular and if it has binary coproducts. Since semi-abelian categories are
regular and pointed by definition, requiring protomodularity amounts to requiring the
Regular Short Five Lemma.
Every abelian category is semi-abelian, but the converse is false: a semi-abelian
category is abelian iff it is additive iff its dual is again semi-abelian. Even if we require
explicitly only binary coproducts to exist, semi-abelian categories are actually finally
cocomplete. The principal example of semi-abelian category is Grp, but also Rng (that
is the category of rings without unit) is so: notice that Ring is not semi-abelian since it
is not pointed. If A is an exact category, then GrppAq is semi-abelian as soon as it has
finite coproducts. The categories of Lie algebras and crossed modules are semi-abelian as
well, as their internal versions LieRpAq and XModpAq where A is already semi-abelian.
We will sometimes use intermediate notions such as Mal’cev, sequentiable and homo-
gical categories.
Definition 1.1.14 ([18]). A lex category A is said to be a Mal’tsev category if the
following axiom holds:
Any reflexive relation R on X P A is an equivalence relation. (M)
Proposition 1.1.15 ([3]). Let A be a regular category. TFAE:
• (M) holds in A;
• Any reflexive relation is symmetric;
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• Any reflexive relation is transitive.
Definition 1.1.16 ([8]). A category A is said to be sequentiable if it is quasi-pointed,
regular and protomodular. If A is also pointed we say that it is a homological category.
Example 1.1.17. Let A be a category and X P A an object, then we define the slice
category A{X as the category whose objects are arrows to X and morphisms between
two arrows are commutative triangles
A
h ,2
f %
A1
f 1y
X
If A is a semi-abelian category, then for every choice of X P A we know that A{X is
sequentiable. It is quasi-pointed since 0 Ñ X is the initial object, X 1XÝÝÑ X is the
terminal object and the morphism
0 ,2
$
X
X
is a monomorphism. Furthermore regularity and protomodularity are preserved by taking
slice categories.
In the rest of this subsection we are going to state some useful properties that hold
in the context of semi-abelian categories and that we will use throughout the text.
Lemma 1.1.18 ([8]). Let A be a sequentiable category and consider the diagram
Kf
 ,2
kf ,2
γ

A
f ,2,2
α

B
β

Kf 1
 ,2
kf 1
,2 A1
f 1
,2 B1
where f is a regular epimorphism and the objects on the left are the kernels of f and f 1.
Then the following hold:
• if γ is an isomorphism, then the right-hand side square is a pullback;
• if β is an isomorphism, then γ is a regular epimorphism iff α is so;
• if γ and β are regular epimorphisms, then α is so.
• if γ is a regular epimorphism, then the induced map f : Kα Ñ Kβ is so.
Proof. See Proposition 7, Proposition 8, Corollary 9 and Corollary 10 in [8].
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Lemma 1.1.19. Let A be semi-abelian and consider a morphism of exact sequences
0 ,2 A
α

 ,2 f ,2 B
β

g ,2,2 C
γ

,2 0
0 ,2 A1  ,2
f 1
,2 B1
g1
,2,2 C 1 ,2 0
(1.3)
If γ is an isomorphism, then
`
f 1
β
˘
is a regular epimorphism.
Proof. Given the REM-factorisation
A1 `B
pe1e2q ''
pf 1β q ,2 B1
I
:D i
:D
we can construct the following diagram
A
α

 ,2 f ,2 B
e2

g ,2,2 C
γ1

γ

A1  ,2 e1 ,2 I

i

ce1 ,2,2 Ce1
γ2

A1  ,2
f 1
,2 B1
g1
,2,2 C 1
Notice that e1 is a kernel since i ˝ e1 “ f 1 is a kernel and i is a monomorphism: this
implies that e1 is the kernel of its cokernel. Furthermore, since γ is an isomorphism, γ2
is a split epimorphism, and hence a regular epimorphism. By applying Lemma 1.1.18 to
the lower squares we deduce that i is a regular epimorphism since both 1A1 and γ2 are
so. This means that i is an isomorphism and hence
`
f 1
β
˘
is a regular epimorphism.
The following result appears in [9] in a slightly more general context given by regular
protomodular categories.
Lemma 1.1.20 (Theorem 4.1 in [9]). Let A be a semi-abelian category and consider the
following diagram
A
p ,2,2
_
k

B
m

C q
,2,2 D
with p, q regular epimorphisms, m a monomorphism and k a normal monomorphism.
Then also m is normal.
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Definition 1.1.21. Let A be a semi-abelian category and consider an object X with two
subobjects A aãÝÑ X and B bãÝÑ X. We define the join A_B as the subobject of X defined
through the REM-factorisation of the map
A`B p
a
bq ,2
 ) )
X
A_B
7A a_b
7A
Remark 1.1.22. Notice that the inclusions
A
jA ,2
'
iA '
A_B
A`B
5>5> B
jB ,2
'
iB '
A_B
A`B
5>5>
are actually monomorphisms since postcomposing with a_ b we obtain respectively the
monomorphisms a and b. Furthermore if both a and b are normal monomorphisms, then
so is a_b: in particular if a “ kf and b “ kg, then a_b is the kernel of the diagonal of the
pushout of f along g. For the proof of this fact and for more details see Proposition 2.7
in [40].
As a particular case we have the following lemma.
Lemma 1.1.23 (Section 2.4 in [40]). Consider two regular epimorphisms and their
pushout.
A
f ,2,2
g

h
%%
B
f˚pgq

C
g˚pfq
,2,2 D
Then the kernel of the diagonal is given by the join of the kernels of the two regular
epimorphisms, that is Kh – Kf _Kg.
1.1.2 Regular Pushouts
Definition 1.1.24 ([9]). A regular pushout is a commutative square of regular epi-
morphisms such that the comparison map to the induced pullback square is a regular
epimorphism as well.
Lemma 1.1.25 ([9]). Let A be a regular category. Then every regular pushout is a
pushout.
Proof. See Definition 2.2 (and what comes after it) in [9].
8 CHAPTER 1. PRELIMINARIES
Remark 1.1.26. In a semi-abelian category a commutative square of regular epimorphisms
is a regular pushout if and only if it is a pushout. This actually holds in any regular exact
Mal’cev category (see Theorem 5.7 in [17]), but if A is semi-abelian there is a simpler
proof which goes as follows.
Consider two regular epimorphisms f and g with the same domain: in order to build
their pushout consider the following diagram
Kf
 ,2
kf ,2
e

A
f ,2,2
g

B
g˜

I  ,2
i
,2 C ci
,2,2 Ci
where e and i are defined as the REM-factorisation of g ˝ kf and ci is the cokernel of
i. Since f is a regular epimorphism, it is the cokernel of its kernel, and this gives us
the dotted map on the right. In particular Lemma 1.1.20 tells us that i is a normal
monomorphism, and hence we have a morphism of short exact sequences. Since the map
on the left is a regular epimorphism, the square on the right is a pushout. Due to this
explicit construction of the pushout we are then able to show that the square on the right
is actually a regular pushout. Take the pullback of ci along g˜ and consider the induced
diagram
Kf
 ,2
kf ,2
e

A
f ,2,2
φ

B
Kp1
 ,2
kp1 ,2 P
p1 ,2,2
p2

B
g˜

I  ,2
i
,2 C ci
,2,2 Ci
It suffices to use Lemma 1.1.18 to obtain that φ is a regular epimorphism, which is the
thesis.
Lemma 1.1.27 ([9]). Consider a regular pushout in a regular category and take the
kernels of two of its parallel morphisms
Kf
k

 ,2
kf ,2 A
f ,2,2
α

B
β

Kf 1
 ,2
kf 1
,2 A1
f 1
,2,2 B1
Then the induced map k is again a regular epimorphism.
Proof. Consider the pullback of f 1 and β and the induced comparison map which is a
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regular epimorphism.
Kf
p˚1qk1

 ,2
kf ,2 A
f ,2,2
xα,fy

B
Kp2
k2

 ,2
kp2 ,2 A1 ˆB1 B
p˚2q
p2 ,2,2
p1

B
β

Kf 1
 ,2
kf 1
,2 A1
f 1
,2,2 B1
Since p˚1q is a pullback, k1 is a regular epimorphism as well. Furthermore, since p˚2q
is a pullback, k2 is an isomorphism and the composition k “ k2 ˝ k1 is again a regular
epimorphism.
1.1.3 The bifunctor 5
From now on we will consider A to be a semi-abelian category.
Definition 1.1.28 ([5]). The bifunctor 5 : Aˆ AÑ A is defined on objects as the kernel
A5B  ,2kA,B ,2 A`B p
1
0q ,2 A
Using the universal property of kernels together with the functoriality of coproducts, its
behaviour on arrows is determined by
A5B
f5g

 ,2
kA,B ,2 A`B
f`g

p1A0 q ,2 A
f

A15B1  ,2
kA1,B1
,2 A1 `B1 p1A10 q
,2 A1
Example 1.1.29. In the category Grp the coproduct A`B is the group freely generated
by the disjoint union of A and B, modulo the relations that hold in A or in B. This
means that an element in A`B can be represented as a word obtained by juxtaposition
of elements in A and in B. Then it is easy to deduce that A5B is the subgroup of
A ` B whose elements are represented by the words of the form a1b1 ¨ ¨ ¨ anbn such that
a1 ¨ ¨ ¨ an “ 1 P A. Furthermore, it can be shown that each word in A5B can be written
as a juxtaposition of formal conjugations, that is
A5B “ xaba´1 | a P A, b P By.
The following example expresses the idea of the proof, which easily generalises to any
word in A5B.
a1b1a2b2a3b3 “ pa1b1a´11 qpa1a2b2a´12 a´11 qpa1a2a3qb3
“ pa1b1a´11 qpa1a2b2pa1a2q´1q1p1b31´1q
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There are two natural transformations that will be useful in the following chapters:
we are going to define them and to explain what is their role.
Definition 1.1.30. If we consider the second projection functor pi2 : Aˆ AÑ A, we can
define a natural transformation
η : pi2
¨ÝÑ p´5´q.
For A,B P A we define the morphism ηAB : B Ñ A5B using the universal property of the
kernel A5B
B
ηAB

iB
(
A5B  ,2kA,B ,2 A`B p
1
0q ,2 A
since
`
1
0
˘ ˝ iB “ 0.
Remark 1.1.31. The naturality of η follows from the universal property of kernels and
says that for each pair of morphisms pf, gq, the square
B
g

ηAB ,2 A5B
f5g

B1
ηA
1
B1
,2 A15B1
commutes. This can be shown by postcomposing with the monomorphism kA1,B1 obtain-
ing the equalities
kA1,B1 ˝ ηA1B1 ˝ g “ iB1 ˝ g
“ pf ` gq ˝ iB
“ pf ` gq ˝ kA,B ˝ ηAB
“ kA1,B1 ˝ f5g ˝ ηAB.
Definition 1.1.32. If we define the functor ´5p´5´q : Aˆ AÑ A which sends the pair
pA,Bq into A5pA5Bq we have another natural transformation
µ : ´ 5p´5´q ¨ÝÑ p´5´q.
Its component µAB : A5pA5Bq Ñ A5B is induced from the following diagram
A5pA5Bq
µAB

 ,2
kA,A5B,2 A` pA5Bq
p iAkA,Bq

p10q ,2 A
A5B  ,2
kA,B
,2 A`B p10q
,2 A
since the right-hand square commutes.
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Remark 1.1.33. The naturality of µ follows from the universal property of kernels and
says that for each pair of morphisms pf, gq, the square
A5pA5Bq
f5pf5gq

µAB ,2 A5B
f5g

A15pA15B1q
µA
1
B1
,2 A15B1
commutes. This can be shown again by postcomposing with the monomorphism kA1,B1
obtaining the equalities
kA1,B1 ˝ µA1B1 ˝ pf5pf5gqq “
ˆ
iA1
kA1,B1
˙
˝ kA1,A15B1 ˝ pf5pf5gqq
“
ˆ
iA1
kA1,B1
˙
˝ pf ` pf5gqq ˝ kA,A5B
“ pf ` gq ˝
ˆ
iA
kA,B
˙
˝ kA,A5B
“ pf ` gq ˝ kA,B ˝ µAB
“ kA1,B1 ˝ pf5gq ˝ µAB.
Corollary 1.1.34 ([5]). For any fixed object A P A the triple pA5p´q, ηA, µAq is a monad.
Lemma 1.1.35. In a semi-abelian category, consider regular epimorphisms α : A Ñ A1
and β : B Ñ B1. Then both α` β and α5β are regular epimorphisms as well.
Proof. The first statement is easily shown checking that, if α “ coeqpx1, x2q and β “
coeqpy1, y2q, then α` β “ coeqpx1 ` y1, x2 ` y2q. As for the second statement, we build
the diagram
A5B  ,2 kA,B ,2
α5β

A`B
α`β

p1A0 q ,2,2 A
α

A15B1  ,2
kA1,B1
,2 A1 `B1 p1A10 q
,2,2 A1.
Thanks to Lemma 1.1.27 and Remark 1.1.26 it suffices to show that the right-hand square
is a pushout in order to obtain that α5β is a regular epimorphism as well. This is easy
to do by direct calculation.
1.1.4 The cosmash product ˛
Definition 1.1.36 ([65, 16, 51]). Given two objects A and B in A, consider the map
ΣA,B :“
ˆx1, 0y
x0, 1y
˙
“ x
ˆ
1
0
˙ˆ
0
1
˙
y : A`B ÝÑ AˆB
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Since A is semi-abelian, the morphism ΣA,B is a regular epimorphism. By taking its
kernel we find the short exact sequence
0 ,2 A ˛B  ,2 hA,B ,2 A`B ΣA,B ,2 AˆB ,2 0
where A ˛B is called cosmash product of A and B.
Remark 1.1.37. Notice that the inclusion of A ˛B into A`B factors through A5B due
to the fact that the latter is the kernel of
`
1A
0
˘
: A`B Ñ A. Moreover we have another
split short exact sequence involving the cosmash product, that is
0 ,2 A ˛B  ,2iA,B ,2 A5B
τAB ,2 B ,2
ηAB
lr 0
where τAB :“
`
0
1
˘ ˝ kA,B is the trivial action of A on B. This can be seen by constructing
the 3ˆ 3 diagram
0

0

0

0 ,2 A ˛B
hA,B
)
 ,2
iA,B ,2
_
iB,A

A5B τ
A
B ,2,2
_
kA,B

B ,2 0
0 ,2 B5A  ,2
kB,A
,2
τBA

A`B p
0
1q ,2,2
p10q

B ,2

0
0 ,2 A

A ,2

0 ,2

0
0 0 0
from the bottom-right square by taking kernels, and then by noticing that the top-left
object is the kernel of the comparison morphism from A`B to the pullback induced by
the lower-right square: since this morphism is precisely ΣA,B, its kernel is A ˛B.
Moreover the upper left square is a pullback and hence A˛B can be seen as the inter-
section of the subobjects A5B and B5A of A`B. Furthermore, being A a protomodular
category, each split short exact sequence leads to a regular epimorphism which covers
the object in the middle with the sum of the two adjacent ones. In this particular case
we obtain the regular epimorphism
pA ˛Bq `B
piA,B
ηA
B
q
,2,2 A5B.
Lemma 1.1.38. Let X be an object in a semi-abelian category A. Then the functor
´5X : AÑ A preserves coequalisers of reflexive graphs.
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Proof. Consider a reflexive graph (see Definition 1.3.1) with its coequaliser
A
d ,2
c
,2 Belr
q ,2,2 Q
and the induced diagram
A ˛X_
iA,X

d˛1X ,2
c˛1X
,2 B ˛X_
iB,X

q˛1X ,2,2 Q ˛X_
iQ,X

A5X
τAX

d51X ,2
c51X
,2 B5X
τBX

q51X ,2,2 Q5X
τQX

X
1X ,2
1X
,2 X
1X
,2,2 X
By using Corollary 2.27 in [50] we know that q ˛1X is again the coequaliser of d˛1X and
c ˛ 1X . We already know that q51X is a regular epimorphism by Lemma 1.1.35 and that
pq51Xq ˝ pd51Xq “ pq51Xq ˝ pc51Xq, so it remains to show the universal property. First
of all, by examining the squares on the right, one can see that they form a morphism of
short exact sequences, and being 1X an isomorphism, we conclude that the top square is a
pullback. This implies that it is also a pushout: indeed if we take kernels horizontally we
obtain an induced isomorphism between them and this in turn implies that it is a pushout.
Now suppose that there exists a map z : B5X Ñ Z such that z ˝ pd51Xq “ z ˝ pc51Xq.
This in turn implies that z ˝ iAX ˝ pd ˛ 1Xq “ z ˝ iAX ˝ pc ˛ 1Xq and hence there exists a
unique map φ : Q˛X Ñ Z such that φ˝ pq ˛1Xq “ z ˝ iAX . Now by the universal property
of the pushout we obtain the thesis.
1.1.5 The ternary cosmash product
Following [52, 16], in [51] Hartl and Van der Linden define the n-ary version of the
cosmash product. We are interested in the ternary one and in some relations between
this and the binary one.
Definition 1.1.39 ([51]). Given three objects A, B and C in A, consider the map
ΣA,B,C “
¨˝
iA iA 0
iB 0 iB
0 iC iC
‚˛: A`B ` C ÝÑ pA`Bq ˆ pA` Cq ˆ pB ` Cq
Its kernel is denoted as
A ˛B ˛ C  ,2 hA,B,C ,2 A`B ` C
and it is called ternary cosmash product of A, B and C. It is trivial to notice that,
as it happens for the binary cosmash product, the ternary one does not depend (up to
isomorphism) on the order of the objects.
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In [51] the authors define folding operations linking cosmash product of different
arities: for our purposes we only need to recall one of them.
Definition 1.1.40. Given two objects A and B we can construct a map
SA,B2,1 : A ˛A ˛B Ñ A ˛B
through the diagram
A ˛A ˛B
SA,B2,1

 ,2
hA,A,B ,2 A`A`B
p1A1Aq`1B

ΣA,A,B ,2 pA`Aq ˆ pA`Bq ˆ pA`Bq
p1A1Aqˆ
´p 01Bq˝pii¯
A ˛B  ,2
hA,B
,2 A`B
ΣA,B
,2 AˆB
Finally we need a map that links objects of the form pA`Bq5C to the corresponding
ternary cosmash product A ˛B ˛ C.
Definition 1.1.41. Consider the object pA`Bq5C and define the map jA,B,C as in the
diagram
A ˛B ˛ C
jA,B,C

 $,
hA,B,C
$,
pA`Bq5C  ,2
kpA`Bq,C
,2 A`B ` C p
1A`B
0 q ,2
ΣA,B,C '.
A`B
pA`Bq ˆ pA` Cq ˆ pB ` Cq
pi1
LR
In particular if A “ B we have the commutative diagram
A ˛A ˛ C
- 3:
hA,A,B
$,
SA,C2,1

jA,A,C ,2 pA`Aq5C  ,2kpA`Aq,C ,2
p1A1Aq51C
A`A` C
p1A1Aq`1C

A ˛ C #+
hA,B
3:
 ,2
iA,C
,2 A5C  ,2
kA,C
,2 A` C
Lemma 1.1.42. It is possible to cover the object pA` Bq5C with the three components
pA ˛B ˛ Cq, pA5Cq and pB5Cq.
Proof. By Lemma 2.12 in [51] we know that there is a regular epimorphism of the form
pA ˛B ˛ Cq ` pA ˛ Cq ` pB ˛ Cq e ,2,2 pA`Bq ˛ C
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Using Remark 1.1.37 we are able to construct the square
pA ˛B ˛ Cq ` pA ˛ Cq ` pB ˛ Cq ` C ` C
1`piA,C
ηA
C
q`piB,C
ηB
C
q
,2,2
e`p1C1Cq

pA ˛B ˛ Cq ` pA5Cq ` pB5Cq¨˝
jA,B,C
iA51C
iB51C
‚˛

ppA`Bq ˛ Cq ` C
pipA`Bq,C
ηA`B
C
q
,2,2 pA`Bq5C
from which we can see that the vertical map on the right is a regular epimorphism.
1.1.6 Some notions in commutator theory
Definition 1.1.43 ([52, 65]). Given two subobjects pL, lq and pM,mq of X, we define
their Higgins commutator as the image of the map
`
l
m
˘ ˝ hL,M , that is the subobject of
X given by the following factorisation
L ˛M

 ,2
hL,M ,2 L`M
p lmq

rL,M sHX ,2 ,2 X.
Proposition 1.1.44 (Theorem 5.3 in [65]). Let A be a semi-abelian category and K ãÑ X
a monomorphism. Then K is a normal subobject of X iff rK,XsHX is a subobject of K.
Lemma 1.1.45. Consider a diagram of the form
A
α

,2 a ,2 X
γ

B
β

lrblr
A ,2
a1
,2 X Blr
b1
lr
Then there exists a unique induced morphism
rα, βsHγ : rA,BsHX Ñ rA1, B1sHX 1
Moreover, if γ is a monomorphism, then also rα, βsHγ is a monomorphism. If furthermore
α and β are regular epimorphisms, then rα, βsHγ is an isomorphism.
Proof. The map rα, βsHγ is given by the universal properties of the cokernels involved in
the definition of the REM-factorisation. When γ is a monomorphism, then the lower face
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in the cube
A ˛B A`B
A1 ˛B1 A1 `B1
rA,BsHX X
rA1, B1sHX 1 X 1
hA,B
α˛β α`β
pabq
hA1,B1
pa1b1q
rα,βsHγ
γ
shows us that also rα, βsHγ is so. Now, if α and β are regular epimorphisms, they are
isomorphisms since from γ being a monomorphism we can deduce that they are mono-
morphisms as well. Hence α ˛ β is an isomorphism and from the left face of the cube we
deduce that rα, βsHγ is also a regular epimorphism.
Definition 1.1.46 ([53]). Given a coterminal pair
K
k ,2 A L
llr
we say that k and l Huq-commute if there exists a (necessarily unique) map φ such that
the diagram
K
x1,0y
w
k
%
K ˆ L φ ,2 A
L
x0,1y
]g
l
9D (1.4)
commutes.
We are mainly interested in the case in which both K and L are (normal) subobjects
of A.
Definition 1.1.47 ([53]). Given a pair of subobjects
K ,2
k ,2 A Llr
llr
we define the Huq commutator of pK, kq and pL, lq, denoted by rK,LsQA as follow
K ` L ΣK,L ,2,2
pklq

K ˆ L
φ

rK,LsQA  ,2 kq ,2 A q ,2,2 Q
(1.5)
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where the square on the right is a pushout. Since ΣK,L is a regular epimorphism, so is
q (the pushout of a regular epimorphism is again a regular epimorphism): in particular
this implies that q “ ckq “ ci (since A is both pointed and protomodular).
Remark 1.1.48. It is trivial to observe that two coterminal morphisms Huq-commute iff
their Huq commutator is trivial: indeed a map φ as in (1.4) exists iff q as in (1.5) is an
isomorphism, and since it is always a regular epimorphism, this is equivalent to q being
a monomorphism and hence to its kernel being 0.
Remark 1.1.49. Notice that the Huq commutator is the normalisation of the Higgins one.
In order to see this, consider the diagram
K ˛ L  ,2hK,L ,2

K ` L ΣK,L ,2,2
pklq

K ˆ L
φ

rK,LsHA

,2
m
,2 A cm
,2,2 Q
rK,LsQA
5 6? kcm
6? (1.6)
Since ΣK,L is the cokernel of hK,L and since the square on the right is a pushout, we
have that cm is the cokernel of m. Hence, being the Huq commutator the kernel of the
cokernel of m, it is the normalisation of rK,LsHA .
Moreover ifK and L cover A, that is if
`
k
l
˘
is a regular epimorphism, by Lemma 1.1.20
we obtain that m is already a normal monomorphism, and therefore it is the kernel of
its cokernel: this means that
rK,LsHA – rK,LsQA .
Remark 1.1.50. Looking at (1.6) it is easy to see that rK,LsHA “ 0 iff rK,LsQA “ 0:
indeed if the first one vanishes, then its cokernel is the identity on A and being the Huq
commutator the kernel of this map, it is again trivial; the other implication is given by
the fact that the Higgins commutator is a subobject of the Huq commutator.
Proposition 1.1.51 (Proposition 5.1.2 in [27]). The construction of the Huq commutator
is functorial. This means that if we have a commutative diagram as on the left
K
f

k ,2 A
h

L
g

llr rK,LsQA
rf,gsQh

ÞÝÑ
K 1
k1
,2 A1 L1
l1
lr rK 1, L1sQA1
we can construct a map as on the right.
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Remark 1.1.52. Notice that by definition of the induced map on the Huq commutators
we have that the following square commutes
rK,LsQA
rf,gsQh

 ,2 ,2 A
h

rK 1, L1sQA1  ,2 ,2 A1
Lemma 1.1.53 (Lemma 5.1.3 in [27]). If K and L are normal subobjects of A, then
rK,LsQA is a normal subobject of both K and L (and hence of K ^ L).
Proposition 1.1.54 (Lemma 5.1.5 in [27]). Consider a pair of subobjects
K ,2
k ,2 A Llr
llr
and a regular epimorphism h : AÑ A1. Construct the morphism of coterminal pairs
K
hK

,2 k ,2 A
h

L
hL

lrllr
K 1 ,2
k1
,2 A1 L1lr
l1
lr
induced by the REM-factorisation. Then
rK 1, L1sQA1 “ rhpKq, hpLqsQhpAq – hprK,LsQAq.
that is the morphism rhK , hLsQh is a regular epimorphism.
Proposition 1.1.55 (Proposition 5.1.6 in [27]). If K and L are normal subobjects of A,
then the commutator «
K
rK,LsQA
,
L
rK,LsQA
ffQ
A
rK,LsQ
A
vanishes.
Definition 1.1.56 ([71, 74]). Given two equivalence relations R and S on the same
object A, depicted as
R
r0 ,2
r1
,2 A δS ,2δRlr S
s1
lr
s0lr
consider the pullback
RˆA S ,2

S
s0

R r1
,2 A
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We say that R and S commute in the sense of Smith (or Smith-commute) if there exists
a (necessarily unique) map θ such that the following diagram commutes
R
x1,δS˝r1y
w
r0
$
RˆA S θ ,2 A
S
xδR˝s0,1y
^h
s1
:D (1.7)
There is a correspondent definition of Smith-commutator between two equivalence
relations on the same object A: this commutator rR,SsSA is again an equivalence relation
on A and it can easily be proved that rR,SsSA “ ∆A (the discrete relation on A) iff R
and S Smith-commute. For more details on this see [72, 71].
Definition 1.1.57 ([67]). We say that in A the Smith-is-Huq condition (from now on
denoted simply with SH) holds if two effective equivalence relations commute in the sense
of Smith as soon as their normalisations commute in the sense of Huq.
Definition 1.1.58. Let A be a semi-abelian category. We say that A P A is an abelian
object if it carries the structure of an internal abelian group. In particular the subcat-
egory AbpAq is defined as the category of abelian objects and morphisms between them:
notice that all morphisms between abelian objects automatically preserve the additional
structure since we are in a semi-abelian category (for more details see Lemma 3.9 in [46]).
An equivalent condition for A to be an abelian object is that rA,AsHA “ 0 (see Section 2.3
in [3]).
1.2 Points and actions
Throughout this section we consider A to be any category unless explicitly stated oth-
erwise: in particular we will require A to be semi-abelian only when dealing with the
equivalence between internal actions and points.
1.2.1 The categories PtpAq and ActpAq
Definition 1.2.1. A point in A is a split epimorphism p with a chosen splitting s, that
is
A
p ,2 B
s
lr
with p ˝ s “ 1B. A morphism of points is given by a pair of vertical maps pf, gq such
that the left-pointing and the right-pointing squares in
A
f

p ,2 B
s
lr
g

A1
p1 ,2 B1
s1
lr
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commute. The category of points in A and morphisms between them is denoted with
PtpAq.
Lemma 1.2.2. Consider a morphism of points of the form
A0
f

p0 ,2 B0
s0
lr
g

A1
p1 ,2 B1
s1
lr
If f and g are epimorphisms then the right pointing square is a pushout. Dually, if f and
g are monomorphisms, then the left pointing square is a pullback.
Proof. We only prove the first result since the second one is obtained by taking the dual
proof. Consider pZ,α, βq
A0
f

p0 ,2 B0
s0
lr
g
 β


A1
p1 ,2
α .5
B1
s1
lr
φ
%
Z
such that α ˝ f “ β ˝ p0. We want to construct a unique φ : B1 Ñ Z such that φ ˝ g “ β
and φ ˝ p1 “ α. The uniqueness is given by the fact that g is an epimorphism, whereas
to show existence we define φ “ α ˝ s1 and we show that#
α ˝ s1 ˝ g “ β
α ˝ s1 ˝ p1 “ α
holds. In particular since both p0 and f are epimorphisms, it suffices to show#
α ˝ s1 ˝ g ˝ p0 “ β ˝ p0
α ˝ s1 ˝ p1 ˝ f “ α ˝ f
The first one is given by
α ˝ s1 ˝ g ˝ p0 “ α ˝ f ˝ s0 ˝ p0
“ β ˝ p0 ˝ s0 ˝ p0 “ β ˝ p0
whereas the second one is given by
α ˝ s1 ˝ p1 ˝ f “ α ˝ s1 ˝ g ˝ p0
“ α ˝ f ˝ s0 ˝ p0 “ β ˝ p0 ˝ s0 ˝ p0
“ β ˝ p0 “ α ˝ f.
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Corollary 1.2.3. Consider a point in PtpAq, that is a commutative diagram of the form
A1
pA

p1 ,2 B1
s1
lr
pB

A0
sA
LR
p0 ,2 B0
sB
LR
s0
lr
(1.8)
in which every pair of parallel arrows is a morphism of points. Then the right-down
pointing square of split epimorphisms is a pushout. Dually the left-up pointing square of
split monomorphisms is a pullback.
Having described the category of points, we now shift to internal actions, whose
category is equivalent to the former whenever the base category A is semi-abelian.
Definition 1.2.4 ([5]). An internal action (or simply action) in A is a triple pA,X, ξq
with ξ : A5X Ñ X a map in A such that pX, ξq is an algebra for the monad A5p´q : AÑ A.
A morphism of actions from pA,X, ξq to pA1, X 1, ξ1q is given by a pair pf, gq of maps in
A, with f : AÑ A1 and g : X Ñ X 1, such that the following diagram commutes:
A5X f5g ,2
ξ

A15X 1
ξ1

X g
,2 X 1
The category of actions and morphisms between them is denoted by ActpAq.
Example 1.2.5 ([5]). If we fix A “ Grp we find that internal actions coincide with the
usual notion of group action. Indeed due to Example 1.1.29, in order to define such an
internal action ξ : A5X Ñ X it suffices to define it only on elements of the form axa´1
since they generate the whole subgroup A5X; now an internal action ξ corresponds to
the group action ψ : A ˆX Ñ X given by ψpa, xq :“ ξpaxa´1q; viceversa starting from
a group action ψ we define ξ : A5X Ñ X on the generators by ξpaxa´1q :“ ψpa, xq. It
is easy to show that these are actions in the corresponding sense (the fact that ξ is a
morphism and the axioms for it to be an internal action amounts to requiring the group
action axioms for the function ψ) and that the correspondence just depicted is a bijection
between internal and group actions.
Remark 1.2.6. Every time we have an action ξ : A5X Ñ X we can construct the corres-
ponding action core ˛ξ : A ˛ X Ñ X as the composition of ξ and iA,X : A ˛ X Ñ A5X
(this is firstly defined in [51] and then studied also in [49]). Furthermore we obtain that
the image of this action core is given by Imp˛ξq “ rA,XsHX¸ξA (see Proposition 4.2.9 for
more details).
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Remark 1.2.7 ([11]). Whenever the base category A is semi-abelian we have an equivalence
of categories PtpAq » ActpAq. This sends a split epimorphism
A
p ,2 B
s
lr
into the action pB,Kp, ξq where ξ is the unique morphism making the following diagram
commute
B5Kp
ξ

kB,Kp ,2 B `Kp
p skpq

p1B0 q ,2 B
Kp
 ,2
kp
,2 A p
,2 B
that is the map induced by the universal properties of kernels.
Viceversa, it sends an action pA,X, ξq into the split epimorphism
X ¸ξ A
piξ ,2 A
iξ
lr
where X ¸ξ A is defined as the coequaliser
A5X
iX˝ξ ,2
kA,X
,2 A`X σξ ,2 X ¸ξ A,
the map piξ is the unique map such that
A`X σξ ,2
piA,X
 )
X ¸ξ A
piξ

A
commutes, and finally iξ “ σξ ˝ iA. We will also denote X ¸ξ A just with X ¸ A if
there is no risk of confusion regarding the action involved, and we will sometimes use the
notation piξ “
〈
1A
0
ˇˇ
since piA,X “
`
1A
0
˘
. Notice that the map
k :“ σξ ˝ iX : X Ñ X ¸ξ A
is the kernel of piξ: it’s trivial to see that piξ ˝ k “ 0 whereas for the universal property
we have some work to do. Consider the following diagram
A5X
ξ

 ,2
kA,X ,2 A`X
σξ

p10q ,2 A
iA
lr
X
k
,2 X ¸ξ A
piξ ,2 A
iξ
lr
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Notice that the square on the left commutes by the definition of σξ. The fact that k is a
monomorphism is shown in Proposition 31 in [66]. Thus it is a normal monomorphism by
Lemma 1.1.20 and hence to show that k “ kpiξ it suffices to prove that piξ is the cokernel
of k. This is done as follows, through the diagram
X
k ,2 X ¸ξ A piξ ,2
z
'
A
z˝iξ

Z
with z ˝ k “ 0. We want to show that z ˝ iξ ˝ piξ “ z (the uniqueness comes from piξ
being an epimorphism), but since σξ is an epimorphism, this amounts to showing that
z ˝ iξ ˝ piξ ˝ σξ “ z ˝ σξ. We can use the fact that A and X cover A `X to decompose
this condition into the system#
z ˝ iξ ˝ piξ ˝ σξ ˝ iA “ z ˝ σξ ˝ iA
z ˝ iξ ˝ piξ ˝ σξ ˝ iX “ z ˝ σξ ˝ iX
which is trivially satisfied.
Remark 1.2.8. Notice that by the definition of the semidirect product, it is easy to show
that the diagram
A5X  ,2kA,X ,2
ξ

A`X
σξ

X
kpiξ
,2 X ¸ξ A
is a pushout. Thanks to this commutativity we can show that also the square
A5X
iξ5kpiξ

ξ ,2 X
kpiξ

pX ¸ξ Aq5pX ¸ξ Aq χpX¸ξAq ,2 X ¸ξ A
commutes, which means that “computing an action” is the same as “computing the con-
jugation in the induced semidirect product”.
Example 1.2.9. Consider the trivial action pA,X, τq given by
τ “
ˆ
0
1
˙
˝ kA,X : A5X Ñ X.
Then we have that
pX ¸τ A, στ q – CoeqpiX ˝ p
ˆ
0
1
˙
˝ kA,Xq, kA,Xq.
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Both
`
1
0
˘
and
`
0
1
˘
coequalise the two maps, so the first guess (also reasoning on the trivial
action in Grp) would be that
CoeqpiX ˝
ˆ
0
1
˙
˝ kA,X , kA,Xq – pAˆX, x
ˆ
1
0
˙
,
ˆ
0
1
˙
yq.
In order to prove this, since it is quite difficult to show directly the universal property, we
use once again the equivalence PtpAq » ActpAq. In particular we claim that the desired
point is given by
AˆX piA ,2 A
x1,0y
lr
and hence it suffices to show that τ “ `01˘ ˝ kA,X makes the following diagram commute
A5X
τ

kA,X ,2 A`X
px1,0yx0,1yq

X x0,1y
,2 AˆX
and this is done by direct and easy calculations.
Example 1.2.10. Consider the conjugation action pA,A, χAq given by
χA “
ˆ
1
1
˙
˝ kA,A : A5AÑ A.
Then we have that
pA¸χA A, σχAq – Coeqpi2 ˝ p
ˆ
1
1
˙
˝ kA,Aq, kA,Aq.
Both
`
1
0
˘
and
`
1
1
˘
coequalise the two maps, so the first guess (again thinking about the
case of Grp) would be that
Coeqpi2 ˝
ˆ
1
1
˙
˝ kA,A, kA,Aq – pAˆA, x
ˆ
1
0
˙
,
ˆ
1
1
˙
yq.
In order to prove this, we use the same strategy of the previous example.
In particular we claim that the desired point is given by
AˆA pi1 ,2 A
x1,1y
lr
and hence it suffices to show that χA “
`
1
1
˘ ˝kA,A makes the following diagram commute
A5A
χA

kA,A ,2 A`A
px1,1yx0,1yq

A x0,1y
,2 AˆA
and this is done by direct and easy calculations.
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Remark 1.2.11. Notice that if pB,X, ξ : B5X Ñ Xq is an action and f : A Ñ B is any
map, then also pA,X, ξ ˝ pf51Xq : A5X Ñ Xq is an action. Indeed we can obtain the
commutativity of the diagrams required by the action axioms by using the naturality of
η and µ and the axioms for ξ to be an action:
X
ηAX ,2 A5X
f51X

X
ηAX ,2 B5X
ξ

X
A5pA5Xq µ
A
X ,2
f5pf51Xq
!*
1A5pf51Xq

A5X
f51X

A5pB5Xqf51B5X,2
1A5ξ

f5ξ
"*
B5pB5Xq
1B5ξ

µBX ,2 B5X
ξ

A5X
f51X
,2 B5X
ξ
,2 X
The action ξ ˝ pf51Xq is often called pullback action of ξ along f and the reason is the
following. Consider the diagram
X  ,2
kpi
ξ1 ,2 X ¸ξ1 A
1X¸f

piξ1 ,2 A
f

σξ1
lr
X  ,2
kpiξ
,2 X ¸ξ B
piξ ,2 B
σξ
lr
where the bottom row is the point associated to ξ, whereas the first row is obtained
taking the pullback of piξ along f . The action ξ1 is called pullback action and it is easy
to see that this coincides with ξ ˝ pf51Xq, indeed we have the commutative diagram
A5X A`X A
B5X B `X B
X X ¸ξ1 A A
X X ¸ξ B B
f51
kA,X
ξ1
p10q
p σξ1
kpi
ξ1
q f`1 f
kB,X p10q
kpi
ξ1
piξ1
1¸f
f
kpiξ
ξ
piξ
p σξ
kpiξ
q
1.2.2 The categories PtLpAq and ActLpAq
In the following we will also need the categories of points and actions over a fixed object
L and some basic results about them: we think that all of them are well-known results,
but we recall some of the proofs for completeness.
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Definition 1.2.12. A point over L (or L-point) in A for a fixed L P A is a split epi-
morphism with codomain L and with a chosen splitting, that is
A
p ,2 L
s
lr
with p ˝ s “ 1L. A morphism of points over L is given by a vertical map such that the
two squares
A
α

p ,2 L
s
lr
A1
p1 ,2 L
s1
lr
commute. The category of points over L is denoted with PtLpAq.
Definition 1.2.13. An L-action in A with fixed L P A is an action pL,X, ξq in which
the acting object is L. A morphism of L-actions from pL,X, ξq to pL,X 1, ξ1q is given by a
map of actions in which the first component is the identity over L, that is an f : X Ñ X 1
such that the following diagram commutes:
L5X 1L5f ,2
ξ

L5X 1
ξ1

X
f
,2 X 1
The category of L-actions and morphisms between them is denoted by ActLpAq.
Remark 1.2.14. As for the general case, when A is a semi-abelian category we have
an equivalence of categories PtLpAq » ActLpAq which is simply the restriction of the
previous equivalence to these subcategories. Therefore also in this case we will often
switch from one formalism to the other if there is no risk of confusion.
Definition 1.2.15. Given two L-actions ξ : L5X Ñ X and ξ1 : L5X 1 Ñ X 1 and a morph-
ism f : X Ñ X 1 in A, we say that f is equivariant with respect to ξ and ξ1 if it forms with
the identity over L a map of L-actions. This corresponds to p1, fq being a morphism
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between the corresponding L-points, as can be seen through the diagram
L5X L`X L
L5X 1 L`X 1 L
X X ¸ξ L L
X 1 X 1 ¸ξ1 L L
15f
kL,X
ξ
p10q
p σξ
kpiξ
q 1`f
kL,X1
p10q
kpiξ
f
piξ
f¸1
kpi
ξ1
ξ1
piξ1
p σξ1
kpi
ξ1
q
Lemma 1.2.16. A map in the category PtLpAq is a regular epimorphism if and only if
the morphism between the domains is a regular epimorphism in A.
Proof. First of all we are going to show how coequalisers are computed in PtLpAq.
Consider two parallel morphism in PtLpAq and the point over L induced by the
coequaliser of the morphisms between the domains
A
f

g

p ,2 L
s
lr
A1
cf,g

p1 ,2 L
s1
lr
Cf,g
p ,2 L
s
lr
Here the map p is induced by the universal property of Cf,g since p1 ˝ f “ p “ p1 ˝ g,
whereas the map s is defined as the composition cf,g ˝ s1: it is trivial to see that p ˝ s “
p ˝ cf,g ˝ s1 “ p1 ˝ s1 “ 1L. Now suppose that there is another point coequalising the two
morphisms of points
A
f

g

p ,2 L
s
lr
A1
h

p1 ,2 L
s1
lr
Z
p˜ ,2 L
s˜
lr
Obviously we find a map φ : Cf,g Ñ Z such that h “ φ ˝ cf,g since h coequalises f and g.
The only thing that remains to be proved is that this φ is a morphism of points over L,
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which corresponds to the commutativity of the left-pointing and right-pointing squares
in
Cf,g
φ

p ,2 L
s
lr
Z
p˜ ,2 L
s˜
lr
But we have that
p˜ ˝ φ ˝ cf,g “ p˜ ˝ h “ p1 “ p ˝ cf,g
which means p˜ ˝φ “ p since cf,g is an epimorphism, and finally s˜ “ h ˝ s1 “ φ ˝ cf,g ˝ s1 “
φ ˝ s.
This means that in order to take the coequaliser of two morphisms of L-points it
suffices to compute the coequaliser of the morphisms between the domains and then take
the induced structure. In other words we just showed that if a morphism is a regular
epimorphism inPtLpAq, then the morphism between the domain is a regular epimorphism
in A.
Let us show the converse: suppose that we have a morphism of points in which the
first component is the coequaliser of two maps in A
A
f

g

A1
cf,g

p1 ,2 L
s1
lr
Cf,g
p ,2 L
s
lr
We want to construct two morphisms of points such that the lower square is their co-
equaliser. The first step is to observe that cf,g is also the coequaliser of its kernel pair
Kppcf,gq
r0

r1

p ,2 L
s
lr
A1
cf,g

p1 ,2 L
s1
lr
Cf,g
p ,2 L
s
lr
then we construct the structure of point over L as follows: first we define p :“ p1 ˝ r0 “
p1 ˝ r1 and then we define s using the universal property of the kernel pair (which is a
1.2. POINTS AND ACTIONS 29
pullback)
L s1
&
s1
!)
s
(
Kppcf,gq r0 ,2
r1

A1
cf,g

A1 cf,g
,2 Cf,g
obtaining p ˝ s “ p1 ˝ r0 ˝ s “ p1 ˝ s1 “ 1L.
Lemma 1.2.17. A square in the category PtLpAq is a pushout if and only if the square
between the domains is a pushout in A. The same holds for pullbacks. This means that
pushouts and pullbacks can be computed in the base category using only the domains and
then inducing the additional structure.
Proof. First of all we want to show that the diagram
A L
C L
B L
B `A C L
pA
f
g
sA
pC
sC
pB
f˚pgq
sB
p
g˚pfq
s
(1.9)
is a pushout of L-points. So consider a point
Z
p˜ ,2 L
s˜
lr
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with morphism in PtLpAq given by β : B Ñ Z and γ : C Ñ Z such that the cube
A L
C L
B L
Z L
pA
f
g
sA
pC
sC
pB
β
sB
p˜
γ
s˜
commutes. By the universal property of B`AC we have that there exists a unique arrow
φ : B `A C Ñ Z such that φ ˝ f˚pgq “ β and φ ˝ g˚pfq “ γ. It remains to show that φ is
a morphism of L-points, that is the commutativity of the squares
B `A C
φ

p ,2 L
s
lr
Z
p˜ ,2 L
s˜
lr
As far as it concerns the left-pointing square, we have
s˜ “ β ˝ sB “ φ ˝ f˚pgq ˝ sB “ φ ˝ s
whereas for the right-pointing one it suffices to use the universal property of the pushout
as depicted in
A
g ,2
f

C
g˚pfq
 pC

B
f˚pgq
,2
pB -4
B `A C
(
L
and the fact that both p and p˜ ˝φ satisfy the property of the dotted map and hence they
have to coincide. This means that the diagram (1.9) is a pushout in PtLpAq.
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In order to show that the same holds for pullbacks it suffices to show that the diagram
AˆC B L
A L
B L
C L
p
g˚pfq
f˚pgq
s
pA
sA
pB
f˚pgq
sB
pC
f
sC
(1.10)
is a pullback in PtLpAq: in order to see this, one can simply repeat the same reasoning
that we used for pushouts.
As a consequence we have a simple way to compute kernels in PtLpAq.
Corollary 1.2.18. Consider a morphism of L-points
A
f

pA ,2 L
sA
lr
B
pB ,2 L
sB
lr
Then its kernel is the L-point induced by the pullback diagram
AˆB L L
A L
L L
B L
pAˆBL
sAˆBL
pA
sA
1L
sB
1L
pB
f
sB
in PtLpAq.
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1.3 Internal graphs, groupoids and categories
Each notion mentioned in the title of this section is well-known. We will recall some
basic definitions and results, explicitly stating the properties that the category A has to
satisfy: for the sake of simplicity one can always consider A to be semi-abelian with (SH),
since this is the most stringent requirement within this section.
1.3.1 The category RGpAq
Definition 1.3.1. A reflexive graph pC1, C0, d, c, eq in A is given by a diagram
C1
d ,2
c
,2 C0elr
such that
C0
e

C0 C1
d
lr
c
,2 C0
(1.11)
commutes.
A morphism of reflexive graphs from pC1, C0, d, c, eq to pC 11, C 10, d1, c1, e1q is a pair
pf1 : C1 Ñ C 11, f0 : C0 Ñ C 10q such that
C0
f0

e ,2 C1
f1

C 10 e1
,2 C 11
C1
f1

d ,2 C0
f0

C 11 d1
,2 C 10
C1
f1

c ,2 C0
f0

C 11 c1
,2 C 10
commute. This completes the definition of the category RGpAq.
Lemma 1.3.2 (Proposition 3.9 in [39]). Let A be a pointed protomodular category and
consider a reflexive graph with its normalisation
Kd
 ,2 kd ,2 C1
d ,2
c
,2 C0e
lr
Then Cc˝kd – Cpd,cq.
1.3.2 The category RMGpAq
Definition 1.3.3. A reflexive multiplicative graph pC1, C0, d, c, e,mq in A is given by a
diagram
C1 ˆC0 C1 m ,2 C1
d ,2
c
,2 C0elr
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such that pC1, C0, d, c, eq is a reflexive graph and such that the multiplication m makes
the following diagram commute
C1
xec,1C1y ,2 C1 ˆC0 C1
m

C1
x1C1 ,edylr
C1
(1.12)
A morphism of reflexive multiplicative graph from pC1, C0, d, c, e,mq to pC 11, C 10, d1, c1, e1,m1q
is morphism pf1, f0q of the underlying reflexive graphs such that
C1 ˆC0 C1
f1ˆC0f1

m ,2 C1
f1

C 11 ˆC10 C 11 m1 ,2 C
1
1
This completes the definition of the category RMGpAq.
1.3.3 The category CatpAq of internal categories
Definition 1.3.4. Let A be a category with pullbacks. An internal category C “
pC1, C0, d, c, e,mq in A is a reflexive multiplicative graph in A
C1 ˆC0 C1 m ,2 C1
d ,2
c
,2 C0elr
such that the following additional diagrams commute:
C1 ˆC0 C1 m ,2
pi2

C1
d

C1
d
,2 C0
C1 ˆC0 C1 m ,2
pi1

C1
c

C1 c
,2 C0
C1 ˆC0 C1 ˆC0 C1
1C1ˆC0m ,2
mˆC01C1

C1 ˆC0 C1
m

C1 ˆC0 C1 m ,2 C1
Remark 1.3.5. Sometimes the condition (1.12) is stated in an equivalent way by asking
that the following diagram commutes
C0 ˆC0 C1
eˆC01C1 ,2
pi12 &-
C1 ˆC0 C1
m

C1 ˆC0 C0
1C1ˆC0elr
pi11qx
C1
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In order to see that the two are equivalent one has to use the diagram
C1
d
&-
x1,dy
)
C1 ˆC0 C0
pi11

pi12 ,2
1ˆC0e
#+
C0
e

C1 ˆC0 C1
pi1

pi2 ,2 C1
c

C1 C1
d
,2 C0
to deduce that x1, edy “ p1ˆC0 eqx1, dy and from this equality it is easy to show that
mp1ˆC0 eq “ pi11 ðñ mx1, edy “ 1C1 .
Inverting the roles of c and d leads to the equivalence of the other two equalities.
Definition 1.3.6. Let C and D be internal categories in A, then an internal functor
f : C Ñ D is given by a morphism pf1, f0q of the underlying reflexive multiplicative
graphs.
This completes the definition of the category CatpAq of internal categories and func-
tors in A.
1.3.4 The category GrpdpAq of internal groupoids
Definition 1.3.7. A groupoid in A is an internal category endowed with an additional
map
C1
i ,2 C1
such that the following diagrams commute
C1
i

d
y
c
%
C0 C1c
lr
d
,2 C0
C1
x1,iy ,2
d

C1 ˆC0 C1
m

C0 e
,2 C1
C1
xi,1y ,2
c

C1 ˆC0 C1
m

C0 e
,2 C1
Notice that being a groupoid is a property that an internal category may have of not:
it is not an additional structure because i is uniquely determined whenever it exists.
Definition 1.3.8. The category GrpdpAq of internal groupoid in A is given by the full
subcategory of CatpAq with groupoids as objects.
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1.3.5 Comparisons between these categories
Let us start by noticing that there is a chain of forgetful functors given by
GrpdpAq   U ,2 CatpAq   V ,2 RMGpAq   W ,2 RGpAq
In general both U and V are full and faithful, whereas W is only faithful. If the base
category is Mal’tsev we have the following
Theorem 1.3.9 ([19]). Let A be a Mal’tsev category. Then
1) W is full;
2) U and V are isomorphisms;
3) Any internal reflexive graph admits at most one structure of reflexive multiplicative
graph.
Proof. See Proposition 2.1 and Theorem 2.2 in [19].
It is possible to define a functor F : RGpAq Ñ RMGpAq, which is left adjoint to the
inclusion W . In order to construct the functor F we need to use the following results.
Lemma 1.3.10 ([72]). Let A be a semi-abelian category (it suffices Mal’cev and exact).
Given a reflexive graph pC1, C0, d, c, eq, it admits a (unique) internal groupoid structure
if and only if rKppdq,KppcqsSC1 “ ∆C1 (that is iff Kppdq and Kppcq Smith-commute).
Proof. See Proposition 1.8 and Corollary 1.9 in [72].
Now we restrict ourselves to categories in which the SH condition holds, and this
gives us a better way to state the previous result.
Lemma 1.3.11 ([67]). Let A be a semi-abelian category with SH. Given a reflexive
graph pC1, C0, d, c, eq, it admits a (unique) internal groupoid structure if and only if
rKd,KcsQC1 “ 0.
Proof. We use SH to go from the description in terms of kernel pairs to the one in terms
of kernels, that is to show that
rKppdq,KppcqsSC1 “ ∆C1 ðñ rKd,KcsQC1 “ 0.
Construction 1.3.12. Consider C P RGpAq given by
C1
d ,2
c
,2 C0elr
We want to construct F pCq P RMGpAq » GrpdpAq. Let us denote it as pC 11, C 10, d1, c1, e1q
and let us define it as follows
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• C 10 :“ C0;
• C 11 :“ Q “ C1rKd,KcsQC1 ;
• the map d1 is constructed using the universal property of the cokernel Q as follows
rKd,KcsQC1  ,2 i ,2_
jd

C1
q ,2,2
d $
Q
d1

Kd
5 6? kd
6?
C0
• similarly the map c1 is constructed using the universal property of the cokernel Q
as follows
rKd,KcsQC1  ,2 i ,2_
jc

C1
q ,2,2
c
$
Q
c1

Kc
5 6? kc
6?
C0
• finally the map e1 is defined as e1 “ qe.
It is trivial to verify that (1.11) is satisfied and therefore this is again a reflexive graph.
In order to show that there exists a multiplicative structure on F pCq it suffices to use
Lemma 1.3.11. But from the diagram
0

0

0

0 ,2 rKd,KcsQC1  ,2 ,2 Kd
q ,2,2
_

Kd1 ,2_

0
0 ,2 rKd,KcsQC1  ,2 i ,2

C1
q ,2,2
d

C 11 ,2
d1

0
0 ,2 0  ,2 ,2

C0

C0 ,2

0
0 0 0
(notice that q is a regular epimorphism thanks to Lemma 1.1.18) and from the similar
one involving c instead of d we can deduce that
Kd1 – KdrKd,KcsQC1
Kc1 – KcrKd,KcsQC1
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Therefore we have
rKd1 ,Kc1sQC11 –
«
Kd
rKd,KcsQC1
,
Kc
rKd,KcsQC1
ffQ
C1
rKd,KcsQC1
and this is 0 thanks to Proposition 1.1.55. Hence F pCq P RMGpAq.
Now consider a morphism of reflexive graphs
pf1, f0q : pB1, B0, dB, cB, eBq Ñ pC1, C0, dC , cC , eCq,
in order to define the morphism F ppf1, f0qq “ pf 11, f 10q (which is automatically a morph-
isms of reflexive multiplicative graphs since W is full and faithful) we notice that f
induces a morphism of coterminal pairs
KdB

 ,2
kdB ,2 B1
f1

KcB

lr
kcBlr
KdC
 ,2
kdC
,2 C1 KcC
lr
kcC
lr
which, thanks to Proposition 1.1.51, gives us a map
rKdB ,KcB sQB1 ÝÑ rKdC ,KcC sQC1 .
This, in turn, by the universal property of cokernels gives us the dotted map
rKdB ,KcB sQB1

 ,2 iB ,2 B1
f1

qB ,2,2 B11
f 11

rKdC ,KcC sQC1  ,2
iC ,2 C1
qC ,2,2 C 11
Finally by putting f 10 “ f0 it can be easily shown that pf 11, f 10q is a morphism of reflexive
graphs.
Proposition 1.3.13. The functor F : RGpAq Ñ RMGpAq is left adjoint to the in-
clusion W : RMGpAq Ñ RGpAq. This means that we have an adjunction F % W and
consequently also an adjunction pU´1˝V ´1˝F q % pW ˝V ˝Uq between internal groupoids
and reflexive graphs.
Proof. First of all notice that if we take a reflexive multiplicative graph C “ pC1, C0, d, c, e,mq P
RMGpAq and we take W pCq, since it obviously admits a reflexive multiplicative struc-
ture, we have that rKd,KcsQC1 “ 0 and therefore F pW pCqq – C.
Let us define the unit of the adjunction and show it’s universal property. Consider
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C “ pC1, C0, d, c, eq P RGpAq and take WF pCq “ pC 11, C0, d1, c1, e1q. The map pq, 1C0q
makes the following triple square commute
C1
q ,2
d

c

C 11
d1

c1

C0
e
LR
C0
e1
LR
and therefore it is a morphism of reflexive graphs. We denote it as
ηC :“ pq, 1C0q : C ÑWF pCq
and our aim is to prove that this is the unit of the adjunction. Notice that η : 1RGpAq Ñ
WF is a natural transformation: indeed by definition of F pfq we have that the following
naturality square in RGpAq commutes
X
f

ηX ,2,2 WF pXq
WF pfq

Y ηY
,2,2 WF pY q
Now consider a map f : X Ñ W pZq, we want to show that there exists a unique
fˆ : F pXq Ñ Z such that
X
ηX ,2,2
f

WF pXq
W pfˆqu
W pZq
(1.13)
commutes, that is W pfˆq ˝ ηX “ f .
This fˆ is given by W´1pη´1W pZq ˝WF pfqq: indeed ηW pZq is the isomorphism induced
by quotienting W pZq for the subobject 0. From the naturality square
X
f

ηX ,2,2 WF pXq
WF pfq

W pZq „ηW pZq WFW pZq
we deduce the commutativity of (1.13). Finally this is the unique choice for fˆ since W
is full and faithful and ηX is an epimorphism.
1.4 Pre-crossed modules and crossed modules
In this section we recall the concepts of internal pre-crossed modules and internal crossed
modules (first defined by Janelidze in [55] in the context of semi-abelian categories), which
are respectively equivalent to reflexive graphs and to groupoids.
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1.4.1 The category PreXModpAq
Definition 1.4.1 ([55, 64]). An internal pre-crossed module pX BÝÑ A, ξq is given by an
internal action pA,X, ξq with a morphism B : X Ñ A such that the following diagram
commutes
A5X
1A5B

ξ ,2 X
B

A5A χA ,2 A
(1.14)
Example 1.4.2. One of the easiest examples of internal pre-crossed module (actually an
internal crossed module) is given by pA 1AÝÑ A,χAq for which the previous commutativity
is trivial.
Definition 1.4.3. Consider two internal pre-crossed modules pX BÝÑ A, ξq and pX 1 B1ÝÑ
A1, ξ1q. A morphism of internal pre-crossed modules is given by a pair pg, αq with α : AÑ
A1 and g : X Ñ X 1 such that the following diagrams commute:
A5X α5g ,2
ξ

A15X 1
ξ1

X g
,2 X 1
X
B

g ,2 X 1
B1

A α
,2 A1
The first of the two diagrams says that the pair pf, gq is equivariant with respect to the
actions ξ and ξ1 (i.e. pα, gq is a morphism of actions).
Remark 1.4.4. In particular from this definition one can deduce that each pre-crossed
module pX δÝÑ A, ξq gives rise to a morphism of internal pre-crossed modules
pX BÝÑ A, ξq pB,1Aq ,2 pA 1AÝÑ A,χAq
Remark 1.4.5. The first definition of internal pre-crossed module was given in [55] and
it was stated in a slightly different way: an internal pre-crossed module pX BÝÑ A, ξq is
given by an internal action pA,X, ξq with a morphism B : X Ñ A such that the following
diagram commutes
A5X kA,X ,2
ξ

A`X
p1AB q

X B
,2 A
(1.15)
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The two definitions are equivalent, indeed it suffices to consider the following diagram
A5X
1A5B

 ,2
kA,X ,2 A`X
1A`B

p1A0 q ,2 A
A5A  ,2
kA,A
,2 A`A p1A0 q
,2 A
to go from diagram (1.14) to diagram (1.15) since
χA ˝ p1A5Bq “
ˆ
1A
1A
˙
˝ kA,A ˝ p1A5Bq
“
ˆ
1A
1A
˙
˝ p1A ` Bq ˝ kA,X
“
ˆ
1A
B
˙
˝ kA,X .
Being more similar to the group one we will always use the first definition from now on.
1.4.2 The category XModpAq
Let us recall the definition of internal crossed module in a semi-abelian category A that
satisfies the (SH) condition.
Definition 1.4.6 ([55, 64, 51]). An internal crossed module (in a semi-abelian category A
with SH), is given by pX BÝÑ A, ξq where B : X Ñ A is a morphism in A and ξ : A5X Ñ X
is an internal action such that the following diagram commutes
X5X χX ,2
B51X

M
A5X ξ ,2
1A5B

X
B

A5A χA ,2 A
Remark 1.4.7. In particular an internal crossed module in A is an internal pre-crossed
module pX BÝÑ A, ξq satisfying the so called Peiffer condition, which is the commutativity
of the following diagram
X5X
B51X

χX ,2 X
A5X
ξ
,2 X
(1.16)
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A morphism of internal crossed modules is just a morphism of the underlying internal
pre-crossed modules, that is XModpAq is the full subcategory of PreXModpAq whose
objects are internal crossed modules.
Construction 1.4.8. By using the correspondence between PtpAq and ActpAq we can
map each internal pre-crossed module into a particular reflexive graph, precisely given
by a diagram of the form
X  ,2
kd ,2 X ¸ξ A
d ,2
c
,2 Aelr
where ce “ 1A “ de. Precisely this is given as follows:
• First we obtainX¸ξA, and the maps d, e and kd by computing the point associated
to the action ξ; recall from Remark 1.2.7 that X ¸ξ A is defined as the coequaliser
A5X
iX˝ξ ,2
kA,X
,2 A`X σξ ,2,2
p10q
!)
X ¸ξ A
d

A
iA
LR
A
and that the point
X  ,2
kd ,2 X ¸ξ A d ,2 Aelr
is given by e “ σξ ˝ iA, by d ˝ σξ “
`
1
0
˘
, that is d “ 〈1A0 ˇˇ, and by kd “ σξ ˝ iX .
• Similarly we define the map c, so that c ˝ σξ “
`
1
B
˘
, that is c “ 〈1AB ˇˇ, using the
diagram
A5X
iX˝ξ ,2
kA,X
,2 A`X σξ ,2,2
p1Bq
!)
X ¸ξ A
c

X
iX
LR
B
,2 A
(1.17)
Notice that
`
1
B
˘ ˝ piX ˝ ξq “ `1B˘ ˝ kA,X due to the fact that pA,X, ξ, Bq is a crossed
module. Finally we deduce that c ˝ k “ B and that ce “ 1A.
From now on we will often use this formalism instead of the one given by the ac-
tion and by the crossed module conditions. In particular from a pre-crossed module
pA,X, ξ, Bq we will construct a reflexive graph given by the point pA,X ¸ξ A, e, dq en-
dowed with additional maps c and k such that ce “ 1A “ de, k “ kd and ck “ δ.
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Example 1.4.9. Consider the pre-crossed module pX 0ÝÑ A, τAXq given by the trivial action.
Then the diagram (1.17) becomes (see Example 1.2.9)
A5X
i2˝τAX ,2
kA,X
,2 A`X xp
1
0q,p01qy ,2,2
p10q
!)
AˆX
piA

X
iX
LR
0
,2 A
So d “ piA, c “ piA, e “ x1, 0y and k “ x0, 1y. This means that the reflexive graph
associated to the trivial pre-crossed module is given by
X  ,2
x0,1y ,2 AˆX
piA ,2
piA
,2 Ax1,0ylr
Furthermore we are able to show that if pX 0ÝÑ A, τAXq is a crossed module, then X is an
abelian object. In order to prove this, we use the equivalent condition rX,XsHX “ 0 and
the definition of this commutator through the diagram
X ˛X hX,X ,2

X `X
p11q

rX,XsHX  ,2 ,2 X
It suffices to show that
`
1
1
˘ ˝ hX,X “ 0 but this is given by the Peiffer condition through
the equalities ˆ
1
1
˙
˝ kX,X ˝ iX,X “ χX ˝ iX,X “ τAX ˝ p051q ˝ iX,X
“ τAX ˝ iA,X ˝ p0 ˛ 1q
“
ˆ
0
1
˙
˝ kA,X ˝ iA,X ˝ p0 ˛ 1q
“ pi2 ˝ ΣA,X ˝ hA,X ˝ p0 ˛ 1q
“ pi2 ˝ 0 ˝ p0 ˛ 1q “ 0.
Example 1.4.10. Consider the crossed module pA 1AÝÑ A,χAq given by the conjugation
action. Then the diagram (1.17) becomes (see Example 1.2.10)
A5A
i2˝χA ,2
kA,A
,2 A`A xp
1
0q,p11qy ,2,2
p11q
!)
AˆA
pi2

A
i2
LR
A
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So d “ pi1, c “ pi2, e “ x1, 1y and k “ x0, 1y. This means that the reflexive graph
associated to the conjugation crossed module is given by
A  ,2
x0,1y ,2 AˆA
pi1 ,2
pi2
,2 Ax1,1ylr
Proposition 1.4.11. Given a crossed module pX BÝÑ A, ξq we have that rKB, XsHX “ 0.
Proof. Looking at the diagram
KB ˛X  ,2
hKB,X ,2

KB `X
pkB1 q

rKB, XsHX ,2 ,2M
defining rKB, XsHX we just want to show that the equality
`
kB
1
˘ ˝ kKB,X ˝ iKB,X “ 0. In
order to do this we use the equality
`
kB
1
˘ ˝ kKB,X “ ξ ˝ p051q given by the diagram
KB5X
kB51

 ,2
kKB,X ,2 KB `X
kB`1

pkB1 q ,2 X
X5X
B51

 ,2
kX,X
,2 X `X p11q
,2 X
A5X
ξ
,2 X
where the two top squares commute trivially whereas the lower one is given by the
Peiffer condition. Furthermore we have that 051 “ ηAX ˝ τKBX : to show this, it suffices to
postcompone with the monomorphism kA,X . Now it remains to compute the following
chain of equalities ˆ
kB
1
˙
˝ kKB,X ˝ iKB,X “ ξ ˝ p051q ˝ iKB,X
“ ξ ˝ ηAX ˝ τKBX ˝ iKB,X
“ τKBX ˝ iKB,X “ 0.
Lemma 1.4.12 ([8]). Consider the following diagram
A
α

 ,2 kp ,2 B
β

p ,2 C
γ

s
lr
A1  ,2
kp1
,2 B1
p1 ,2 C 1
s1
lr
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with p ˝ s “ 1C , p1 ˝ s1 “ 1C1 and γ being a regular epimorphism. Then α is a regular
epimorphism iff β is so.
Proof. If α is a regular epimorphism, then β is so by Lemma 1.1.18. Instead if β is a
regular epimorphism, the right-pointing square on the right is a pushout by Lemma 1.2.2.
Consequently it is a regular pushout by Remark 1.1.26. Finally by applying Lemma 1.1.27
we obtain that α is a regular epimorphism as well.
Lemma 1.4.13. Consider a morphism of internal crossed modules
pX BÝÑ A, ξq pf,αqÝÝÝÑ pX 1 B1ÝÑ A1, ξ1q.
Then pf, αq is a regular epimorphism in XModpAq if and only f and α are regular
epimorphisms in A.
Proof. In the category RGpAq of reflexive graphs in A, coequalisers are computed point-
wise, and due to Theorem 3.1 and Lemma 3.1 in [44] this implies that also in CatpAq
the coequalisers are computed pointwise. This means that a morphism
pA,A0, d, c, e,mq pα,α0qÝÝÝÝÑ pA1, A10, d1, c1, e1,m1q
is the coequaliser of pg, g0q and ph, h0q inCatpAq if and only if α is the coequaliser cg,h and
if α0 is the coequaliser cg0,h0 . Using the equivalence of categories XModpAq » CatpAq
and the diagram
M
f

 ,2 kd ,2 A0
α0

d ,2
c
,2 A
α

elr
M 1  ,2
kd1
,2 A10
d1 ,2
c1
,2 A1e1lr
we conclude that pf, αq is a regular epimorphism in XModpAq iff both α and α0 are
regular epimorphisms in A. Now it suffices to apply Lemma 1.4.12 to conclude the
proof.
Another category that we will deal with, is denoted by XModLpAq for a fixed object
L P A: it is the subcategory of XModpAq whose objects are the internal crossed modules
of the form pM BÝÑ L, ξq and whose maps between pM BÝÑ L, ξq and pM 1 B1ÝÑ L, ξ1q are the
morphisms of internal crossed modules of the form pM gÝÑM 1, L 1LÝÑ Lq.
Remark 1.4.14. The category XModLpAq is not semi-abelian only because there is no
zero object, but it is quasi-pointed (and sequentiable). Indeed we have that p0 Ñ L, τL0 q
is the initial object, that pL 1LÝÑ L, χLq is the terminal object and that the morphism
0 ,2
$
L
L
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is a monomorphism of internal crossed modules.
Lemma 1.4.15. Consider a morphism of L-crossed modules
pM BÝÑ L, ξq pf,1LqÝÝÝÝÑ pM 1 B1ÝÑ L, ξ1q.
Then pf, 1Lq is a monomorphism in XModLpAq if and only f is a monomorphism in A.
Proof.
pðq Suppose that pα, 1Lq and pβ, 1Lq are two morphisms of L-crossed modules such
that pf, 1Lq ˝ pα, 1Lq “ pf, 1Lq ˝ pβ, 1Lq: we have f ˝ α “ f ˝ β and since f is a
monomorphism in A we deduce α “ β, that is pα, 1Lq “ pβ, 1Lq.
pñq Suppose pf, 1Lq is a monomorphism in XModLpAq: we construct the kernel pair
pKppfq, r0, r1q of f in A and we want to show that r0 “ r1 in order to show that
f is a monomorphism. We start by defining a L-crossed module structure around
Kppfq by using the diagrams
L5Kppfq
ξ˜
 )
15r1 ,2
15r0

L5M
ξ

Kppfq r1 ,2
r0

M
f

L5M
ξ
,2M
f
,2M 1
Kppfq
ri

B˜ ,2 L
M B
,2 L
It is easy to show that ξ˜ is actually an action, that pKppfq B˜ÝÑ L, ξ˜q is an L-crossed
module and that the maps pri, 1Lq are morphisms of L-crossed modules. Now we
use the fact that pf, 1Lq is a monomorphism in XModLpAq: therefore from the
equality pf, 1Lq ˝ pr0, 1Lq “ pf, 1Lq ˝ pr1, 1Lq we can deduce that pr0, 1Lq “ pr1, 1Lq,
that is r0 “ r1, which in turn is equivalent to f being a monomorphism in A.
Remark 1.4.16. Consider a morphism of L-crossed modules
pM BÝÑ L, ξq pf,1LqÝÝÝÝÑ pM 1 B1ÝÑ L, ξ1q.
The kernel of this morphism is given by
pKf 0ÝÑ L, ξq pkf ,1LqÝÝÝÝÝÑ pM BÝÑ L, ξq
where the action ξ is induced by the universal property of Kf as shown in the following
diagram
L5Kf
ξ

1L5kf ,2 L5M
ξ

1L5f ,2 L5M 1
ξ1

Kf
 ,2
kf
,2M
f
,2M 1
The fact that this is an L-crossed module is trivial to check.
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Chapter 2
Compatible actions in semi-abelian
categories
The concept of a pair of compatible actions was first introduced in the category of
groups by Brown and Loday, in relation to their work on the non-abelian tensor product
of groups [15]. Later, in [37], the definition was adapted to the context of Lie algebras,
where it was further studied in [59]. Since then, several other particular instances of
compatible actions have been defined, in various settings: see for example [43, 21, 20].
The aim of this chapter is to provide a general definition in semi-abelian categories (in the
sense of [58]), in a way that extends these as special cases. In particular this will give us
the tools to develop a unified theory, in such a way that computing the non-abelian tensor
product of compatible actions is the same as computing the non-abelian tensor product
of internal crossed modules. This process generalises the diverse particular notions of
non-abelian tensor product that appear in the literature so far.
With this idea in mind, we first examine the cases of groups and Lie algebras from
a new perspective, aiming to use a diagrammatic and internal approach whenever this
is possible. To do so, we take advantage of the equivalence between group actions (resp.
Lie algebra actions) in the usual sense and internal actions (introduced in [11, 5]) in the
category Grp (resp. LieR), as well as the equivalence (see [55]) between crossed modules
of groups (resp. crossed modules of Lie algebras) and internal crossed modules in Grp
(resp. LieR). Thus we may separate properties which are specific for groups and Lie
algebras from those that are purely categorical.
The conditions which we single out in the categories Grp and LieR in terms of
the internal action formalism become our general definition of “a pair of compatible
actions”. This definition makes sense as soon as the surrounding category is semi-abelian.
However, we shall always assume the (SH) condition to hold as well: this is a relatively
mild condition which excludes loops, for instance, but includes all categories of groups
with operations; see [67, 29]. This simplifies our work, since under (SH) internal crossed
modules allow an easier description [55, 67].
Our main tool is an extension, to the semi-abelian context, of the Peiffer product
M ’ N of two objects M and N acting on each other (via an action ξNM of N on M
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and an action ξMN of M on N). A notion of Peiffer product has already been introduced
in [30], in the special case of a pair of internal precrossed modules over a common base
object. Ours, however, is a different approach, and a priori the two notions do not
coincide. Our definition is a direct generalisation of the group and Lie algebra versions
of the Peiffer product, which were originally introduced respectively in [75] and in [37].
It is well defined as soon as the two objects M and N act on each other, whereas for
the definition in [30] they also need to satisfy some compatibility conditions. Moreover,
when the actions ξNM and ξ
M
N are compatible, the Peiffer productM ’ N is endowed with
internal crossed module structures pM lMÝÝÑM ’ N, ξM’NM q and pN lNÝÑM ’ N, ξM’NN q.
We use this as an ingredient in the generalisation of a result, stated in [15] for groups
and in [59] for Lie algebras, to any semi-abelian category that satisfies the condition (SH).
We show namely that two objects M and N act on each other compatibly if and only if
there exists a third object L with two internal crossed module structures pM µÝÑ L, ξLM q
and pN νÝÑ L, ξLN q. Amongst other things, this allows us to deduce that our definition of
compatibility for pairs of internal actions restricts to the classical definitions for groups
and Lie algebras. Another consequence of this result is that the non-abelian tensor
product introduced in Chapter 3 has two natural interpretations: either as a tensor
product of compatible internal actions, or equivalently as a tensor product of crossed
modules over a common base object.
Finally, we study the Peiffer product via its universal properties. We also prove
that, under the additional hypothesis of algebraic coherence [29], our definition of Peiffer
product coincides with the one given in [30].
The chapter is organised as follows:
• In Section 2.1 we examine the concept of a pair of compatible actions in the category
of groups. First we consider the definition of compatibility given in [15] and we
translate it into its diagrammatic form. Then we construct the Peiffer product as
a coequaliser and we prove that it coincides with the definition already known for
the case of groups. In Proposition 2.1.10 we prove a result stated in [15], namely
that two groupsM and N act on each other compatibly if and only if there exists a
third group L with two crossed module structures pM µÝÑ L, ξLM q and pN νÝÑ L, ξLN q.
• In order to deal with the Lie algebra case we open Section 2.2 with a quick recap of
some specific tools that we are going to use in the rest of the section. We then show
the link between the notions of compatible actions for groups and for Lie algebras,
supporting the idea of a possible generalisation to semi-abelian categories. We show
that two crossed modules with a common codomain in LieR induce compatible
actions and, in order to prove the converse, we use the Lie algebra version of
the internal construction of the Peiffer product introduced in the previous section,
endowing it with crossed module structures. Lastly, we prove that the coproduct
in XModLpLieRq can be obtained through the Peiffer product and we draw some
consequences of this result.
• Section 2.3 contains this chapter’s main results. We work in the context of a semi-
abelian category A that satisfies the (SH) condition. We express the definition of
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compatibility in this general context and show in Proposition 2.3.3 that whenever
we have a pair of internal crossed modules over a common base object, they induce
a pair of compatible internal actions. Then we construct the Peiffer product of two
internal actions in three distinct ways: first we imitate what happens in the case
of groups, constructing the Peiffer product for each pair of objects acting on each
other. In Proposition 2.3.5 we prove that this is the same as taking the pushout of
the two semi-direct products. Then we give a more specific definition that requires
the actions to be compatible. Finally, we show in Proposition 2.3.8 that, if the
compatibility conditions are satisfied, then the two definitions coincide.
We prove in Proposition 2.3.9 that whenever the actions are compatible, their
Peiffer product is automatically endowed with internal crossed module structures
pM lMÝÝÑ M ’ N, ξM’NM q and pN lNÝÑ M ’ N, ξM’NN q. This leads to The-
orem 2.3.10, which is a generalisation to semi-abelian categories of Proposition 2.1.10,
proven for groups in Section 2.1: two objects M and N act on each other compat-
ibly if and only if there exists a third object L with two internal crossed module
structures pM µÝÑ L, ξLM q and pN νÝÑ L, ξLN q. Via this result we obtain Corol-
lary 2.3.11 and Corollary 2.3.12 as confirmations of the equivalence between our
general definition of compatibility and the specific ones in the cases of groups and
Lie algebras.
We conclude the chapter with a study of the Peiffer product via its universal prop-
erties. Here we also prove that, under the additional hypothesis of algebraic co-
herence [29], our definition of the Peiffer product coincides with the one given
in [30]. Via results in [30], this further implies that under an additional condition
called (UA), the actions induced by two L-crossed module structures have a Peiffer
product which is again an L-crossed module; furthermore, it is the coproduct in
XModLpAq of the given L-crossed modules. This generalises Proposition 2.2.26 in
Section 2.2.
2.1 Compatible actions of groups
Definition 2.1.1. Consider two groups M and N acting on each other via
ξMN : M5N Ñ N ξNM : N5M ÑM
and on themselves by conjugation. We are able to define induced actions ξM`NM and
ξM`NN of the coproduct M `N on M and on N , that is such that the following diagrams
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commute:
M5N iM 51N ,2
ξMN "*
pM `Nq5N
ξM`NN

N
N5N iN 51N ,2
χN
"*
pM `Nq5N
ξM`NN

N
N5M iN 51M ,2
ξNM "*
pM `Nq5M
ξM`NM

M
M5M iM 51M,2
χM
"*
pM `Nq5M
ξM`NM

M
(2.1)
This is done simply by defining the action ξM`NM : pM `Nq5M Ñ M on the generators
sms´1 with m PM and s PM `N , inductively on the length of s:
ξM`NM psms´1q :“
$’&’%
m if s “ ,
ξM`NM ps1ξNM pnmn´1qs1´1q if Dn P N | s “ s1n,
ξM`NM ps1χM pmmm´1qs1´1q if Dm PM | s “ s1m.
(2.2)
and similarly for ξM`NN .
Remark 2.1.2. In particular we have that the following always hold
pnmqm1 “ pnmqm1pnmq´1 “ npmpn´1m1qm´1q “ nmn´1m1, (2.3)
pmnqn1 “ pmnqn1pmnq´1 “ mpnpm´1n1qn´1q “ mnm´1n1, (2.4)
where the right-hand side of each equality is given by the induced action of the coproduct.
This is given diagrammatically by the commutativity of the squares
pN5Mq5MkN,M 51M,2
ξNM 51M

pM `Nq5M
ξM`NM

M5M χM ,2M
pM5Nq5N kM,N 51N,2
ξMN 51N

pM `Nq5N
ξM`NN

N5N χN ,2 N
(2.5)
Definition 2.1.3. Two actions are said to be compatible if also the following equalities
hold for each m,m1 PM and n, n1 P N
pmnqm1 “ mnm´1m1, pnmqn1 “ nmn´1n1. (2.6)
If once again we examine these equalities from a diagrammatic point of view, we obtain
that they are equivalent to the commutativity of
pM5Nq5MkM,N 51M,2
ξMN 51M

pM `Nq5M
ξM`NM

N5M
ξNM
,2M
pN5Mq5N kN,M 51N,2
ξNM 51N

pM `Nq5N
ξM`NN

M5N
ξMN
,2 N
(2.7)
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A second look on these four equalities leads us to the following remark.
Remark 2.1.4. The meaning of the equations (2.3) and (2.4) is that for each m PM and
n P N
• pnmqnm´1n´1 acts trivially on M ,
• pmnqmn´1m´1 acts trivially on N ,
whereas the meaning of equations (2.6) is that for each m PM and n P N
• pnmqnm´1n´1 acts trivially on N ,
• pmnqmn´1m´1 acts trivially on M .
If we define K ďM `N to be the normal closure of the subgroup generated by elements
of the form pnmqnm´1n´1 or pmnqmn´1m´1, we have that K acts trivially on both M
and N if and only if the two actions are compatible.
The previous remark leads to the following definition given in [42].
Definition 2.1.5. Given a pair of compatible actions as above, we define their Peiffer
product M ’ N of M and N as the quotient
K  ,2 ,2M `N qK ,2,2 M ’ N — M`NK
Remark 2.1.6. Notice that the map qK and the Peiffer product M ’ N can also be
defined in the following equivalent way, as the coequaliser in the diagram
pN5Mq ` pM5Nq
pkN,M
kM,N
q
,2
ξNM`ξMN
,2M `N q ,2,2 M ’ N (2.8)
In order to show why this definition is equivalent to the previous one, consider the map
qK given by the first definition. It is easy to show that#
qK ˝ iM ˝ ξNM “ qK ˝ kN,M
qK ˝ iN ˝ ξMN “ qK ˝ kM,N
since this is exactly what taking the quotient by K means. But this is the same as saying#
qK ˝ pξNM ` ξMN q ˝ iN5M “ qK ˝ kN,M
qK ˝ pξNM ` ξMN q ˝ iM5N “ qK ˝ kM,N
which in turn is
qK ˝ pξNM ` ξMN q “ qK ˝
ˆ
kN,M
kM,N
˙
.
The universal property of the coequaliser is given by the universal property of the quotient
by K in a straightforward way.
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Since K acts trivially on both M and N we can define induced actions ξM’NM and
ξM’NN of M ’ N on M and N , that is such that the following diagrams commute
pM `Nq5M
ξM`NM $,
q51M ,2 pM ’ Nq5M
ξM’NM

M
pM `Nq5N
ξM`NN $,
q51N ,2 pM ’ Nq5N
ξM’NN

M
(2.9)
We can describe these actions of the Peiffer product through its universal property, but
in order to do this, we need Lemma 1.1.38 and a preliminar remark.
Remark 2.1.7. Note that the two composites
M `N η
N
M`ηMN ,2 pN5Mq ` pM5Nq
pkN,M
kM,N
q
,2
ξNM`ξMN
,2M `N
are equal to 1M`N : one is obvious and the other one is clear once we draw the diagram
involved. Hence we have that
pN5Mq ` pM5Nq
pkN,M
kM,N
q
&-
ξNM`ξMN
18M `NηNM`ηMNlr
is a reflexive graph.
Lemma 1.1.38 implies that q51M is the coequaliser of
`kN,M
kM,N
˘51M and
pξNM`ξMN q51M and that q51N is the coequaliser of
`kN,M
kM,N
˘51N and pξNM`ξMN q51N . We want
to use these universal properties to define induced actions ξM’NM and ξ
M’N
N of M ’ N
on M and N as in the following diagram
ppN5Mq ` pM5Nqq5M
pkN,M
kM,N
q51M
,2
pξNM`ξMN q51M
,2 pM `Nq5M
ξM`NM %,
q51M ,2 pM ’ Nq5M
ξM’NM

M
ppN5Mq ` pM5Nqq5N
pkN,M
kM,N
q51N
,2
pξNM`ξMN q51N
,2 pM `Nq5N
ξM`NN %,
q51N ,2 pM ’ Nq5N
ξM’NN

N
In order to do this, we need the following result.
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Proposition 2.1.8. The action ξM`NM coequalises
`kN,M
kM,N
˘51M and pξNM ` ξMN q51M . Sim-
ilarly, the action ξM`NN coequalises
`kN,M
kM,N
˘51N and pξNM ` ξMN q51N .
Proof. Consider a generator sms´1 of ppN5Mq`pM5Nqq5M and write s as juxtapposition
of generators of N5M and M5N , that is s “ s1 ¨ ¨ ¨ sk with sj “ njmjn´1j P N5M or
sj “ mjnjm´1j PM5N . We are going to prove the equality
ξM`NM
ˆˆˆ
kN,M
kM,N
˙
51M
˙
psms´1q
˙
“ ξM`NM
```
ξNM ` ξMN
˘ 51M˘ psms´1q˘
by induction on k. First of all notice that this is equivalent to the equality
ξM`NM
`
sms´1
˘ “ ξM`NM `psqmpsq´1˘ (2.10)
where psq :“ `ξNM ` ξMN ˘ psq P M ` N . In order to prove it when s is the empty word,
it suffices to notice that also psq is the empty word. Now suppose we proved (2.10) for
each word whose decomposition involves at most k ´ 1 generators of N5M and M5N ,
consider s “ s1 ¨ ¨ ¨ sk and denote s1 “ s1 ¨ ¨ ¨ sk´1: we have the chain of equalities
ξM`NM
`
sms´1
˘ “ξM`NM `s1skms´1k s1´1˘
“ξM`NM
`
s1 pskmq s1´1˘
“ξM`NM
´
s1
´
pskqm
¯
s1´1
¯
“ξM`NM
´
ps1q
´
pskqm
¯
ps1q´1
¯
“ξM`NM
`
ps1qpskqmpskq´1ps1q´1
˘
“ξM`NM
`
psqmpsq´1˘
where
pskq “
#
nkmk if sk “ nkmkn´1k P N5M ,
mknk if sk “ mknkm´1k PM5N .
Finally we apply the same reasoning to ξM`NN .
Proposition 2.1.9. We have two crossed module structures
pM lMÝÝÑM ’ N, ξM’NM q pN lNÝÑM ’ N, ξM’NN q
where the actions of the Peiffer product are induced as above and the maps lM and lN
are defined through the compositions
M (
iM
(
lM
%
Nv 
iN
v 
lN
y
M `N
q

M ’ N
(2.11)
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Proof. We will show the thesis only for ξM’NM since the proof in the other case uses the
same strategy. We need to show the commutativity of the following squares
M5M χM ,2
lM 51M

M
pM ’ Nq5M ξ
M’N
M ,2
1M’N 5lM

M
lM

pM ’ Nq5pM ’ Nq χM’N ,2 pM ’ Nq
For what regards the commutativity of the upper square we have the following chain of
equalities
ξM’NM ˝ plM 51M q “ ξM’NM ˝ pq51M q ˝ piM 51M q
“ ξM`NM ˝ piM 51M q
“ χM
given by commutativity of diagrams (2.5) and (2.9).
For what regards the lower square, it can be shown to be commutative by direct
calculations, using the explicit definition of the coproduct action given in (2.2). First of
all we can precompose with the regular epimorphism q51M : this shows that the required
commutativity is equivalent to the equation
q ˝ χM`N ˝ p15iM q “ q ˝ iM ˝ ξM`NM . (2.12)
Now we can take a word s P M ` N , an element m P M and prove by induction on
the length of s that the generator sms´1 P pM ` Nq5M is sent through the two maps
in (2.12) to
q psmq “ qpsms´1q. (2.13)
Let us first show this equality for s with length 0, that is the empty word: we have that
sm “ m “ sms´1 and hence (2.13). For the inductive step we are going to use the
equality q pnmq “ qpnmn´1q coming from the definition of the Peiffer product. Suppose
that (2.13) holds for words s with length lpsq ă k. Given s with length k we can write
it as s “ xs1 with x “ m PM or x “ n P N and lps1q “ k ´ 1: now we have the chain of
equalities
q psmq “ q
´
xs1m
¯
“ q
´
x
´
s1m
¯¯
“ q
´
x
´
s1m
¯
x´1
¯
“ qpxqq
´
s1m
¯
q
`
x´1
˘
“ qpxqq `s1ms1´1˘ q `x´1˘
“ q `xs1ms1´1x´1˘
“ q `sms´1˘ .
Hence pM lMÝÝÑM ’ N, ξM’NM q and pN lNÝÑM ’ N, ξM’NN q are crossed modules.
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Furthermore we know that the actions ξMN and ξ
N
M are in turn induced by ξ
M’N
M and
ξM’NN through the maps lM and lN , that is
M5N lM 51N ,2
ξMN "*
pM ’ Nq5N
ξM’NN

N
N5M lN 51M ,2
ξNM "*
pM ’ Nq5M
ξM’NM

M
commute. This can be proved by using the commutativity of diagrams (2.1), (2.9)
and (2.11).
Proposition 2.1.10 (Remark 2.16 in [15]). Two actions as above are compatible if and
only if there exists a group L with two crossed module structures
pM µÝÑ L,ψM q and pN νÝÑ L,ψN q such that the action of M on N and the action of
N on M are induced from L and its actions.
Proof. pðq Let us first show that the actions ξMN :“ ψN ˝ pµ51N q and ξNM :“ ψM ˝ pν51M q
are compatible. To see that they are actually actions it suffices to use Remark 1.2.11.
In order to show (2.6) (we will show only one of the two equalities since the proof of
the other follows the same steps) we are going to use the commutative diagrams induced
from the crossed module structures involving L, that is
M5M
˚1
χM ,2
µ51M

M
L5M
˚2
ψM ,2
1L5µ

M
µ

L5L χL ,2 L
N5N
˚3
χN ,2
ν51N

N
L5N
˚4
ψN ,2
1L5ν

N
ν

L5L χL ,2 L
Therefore we have the following chain of equalities
pmnqm1 “ νpµpmqnqm1 “ µpmqνpnqµpm´1qm1
“ µpmqνpnq
´
µpm´1qm1
¯
“ µpmqνpnq
´
m´1m1
¯
“ µpmq
´
νpnq
´
m´1m1
¯¯
“ µpmq
´
n
´
m´1m1
¯¯
“ µpmq
´
nm´1m1
¯
“ m
´
nm´1m1
¯
“ mnm´1m1
pñq This implication is given by Proposition 2.1.9.
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2.2 Compatible actions of Lie algebras
2.2.1 Preliminaries for Lie algebras
We start by recalling some well-known facts that we are going to use in the following. In
the meantime we use this subsection to fix some notation.
Definition 2.2.1. Let R be a commutative ring and let M be an R-module. We say
that M is a Lie algebra over R if it is endowed with a binary operation
r´,´s : M ˆM ÑM
called Lie bracket, such that the following conditions hold:
1) rax` by, zs “ arx, zs ` bry, zs and rx, ay ` bzs “ arx, ys ` brx, zs (R-bilinearity);
2) rx, xs “ 0 and rx, ys ` ry, xs “ 0 (alternating);
3) rrx, ys, zs ` rry, zs, xs ` rrz, xs, ys “ 0 (Jacobi identity).
Remark 2.2.2. We recall that the above definition is redundant: notice that the two
conditions in 1q are equivalent under the condition 2q, so it suffices to check just one
of them. Moreover, rx, xs “ 0 always implies rx, ys ` ry, xs “ 0, and the converse
is true whenever the multiplication by 2 is injective in M (that is, M is 2-torsion free).
Furthermore, the equation rrx, ys, zs`rry, zs, xs`rrz, xs, ys “ 0 is equivalent to rx, ry, zss`
ry, rz, xss ` rz, rx, yss “ 0 thanks to 2q.
Definition 2.2.3. Let M and L be R-Lie algebras. A morphism of R-Lie algebras
f : M Ñ L is a morphism of R-modules such that
fprx, ysq “ rfpxq, fpyqs.
This defines the category LieR of R-Lie algebras and R-Lie algebra morphisms.
Remark 2.2.4. There is an obvious forgetful functor U : LieR Ñ Set and it has a left
adjoint F : Set Ñ LieR: this functor builds the free R-Lie algebra on a given set X by
means of the following well-known procedure.
i) First of all we build the free magma onX, denotedMagpXq, writing r´,´s : MagpXqˆ
MagpXq Ñ MagpXq for the binary operation: this means that an element of
MagpXq is given by a word with square brackets, as for instance “rrx1, rx2, x3ss, x4s”.
ii) Then we take the free R-module on it RrMagpXqs and we extend the product by
defining «
nÿ
i“0
rixi,
mÿ
j“0
sjyj
ff
“
nÿ
i“0
mÿ
j“0
risjrxi, yjs.
This product gives to RrMagpXqs the structure of a R-algebra.
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iii) Finally consider the ideal I generated by the symbols
‚ rx, xs,
‚ rx, ys ` ry, xs,
‚ rx, ry, zss ` ry, rz, xss ` rz, rx, yss,
with x, y, z P X and define F pXq :“ RrMagpXqs{I.
Remark 2.2.5. LetM and N be two R-Lie algebras. Their coproductM`N is the R-Lie
algebra given by F pUpMq \ UpNqq{J where J is the ideal generated by the identities
coming separately from M and from N : this means that it is a quotient of the free
algebra on the disjoint union of the underlying sets of the two algebras.
Definition 2.2.6. Given a word s PM `N , we say that it is well nested if it is a simple
bracket—rx1, x2s where x1, x2 P M Y N—or if it is obtained by taking the bracket of
an element with a well-nested word. Equivalently this means that s does not contain a
bracket between two brackets. The height of a well nested word is simply the number of
pair of brackets appearing in it. Given a word s PM `N , any simple bracket rx1, x2s is
contained in a maximal well nested subword of s and we say that the relative height of
x1 and of x2 in s is the height of this subword.
Since we couldn’t find a clear reference for the following lemma, we prove it here,
even if we think it is a well-known result.
Lemma 2.2.7. Every element in M ` N can be written as a linear combination of
elements of the form
rxk, rxk´1, r. . . , rx3, rx2, x1ss ¨ ¨ ¨ sss (2.14)
with xi PM or xi P N .
Proof. Consider a word s which has n pairs of brackets and apply the following algorithm:
1) Choose a subword t of s which is well nested: this always exists, because we can
take one of the innermost (and hence simple) brackets.
2) If t “ s go to 3q. Otherwise t is contained in a subword of the form
rt, rw1, w2ss or rrw1, w2s, ts.
with w1 and w2 subwords of s. Use the Jacobi identity to break rt, rw1, w2ss into
rw1, rt, w2ss ` rrt, w1s, w2s (and similarly in the other case). Now s can be seen
as the sum of the two words in which we substituted rt, rw1, w2ss with the two
summands resulted from the application of the Jacobi identity. For each of these
words repeat the step 2q choosing them as new s and the maximal well nested word
containing the old t as new t.
3) Since s is now well nested it suffices to apply the alternating property until all the
brackets have a simple element on the left. This has only the effect of possibly
changing the sign in front of the word.
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The reason why this algorithm works is simply because at each application of 2q we
obtain one of the following:
i) the relative height of t increases by at least 1: this will eventually lead to the
relative height reaching n, which means that the word in question is well nested;
ii) the complexity of the bracket near t decreases: in one application it goes from
rw1, w2s to both w1 and w2 which individually contains less brackets than rw1, w2s.
This will eventually lead to w1 or w2 being a single element and hence to iq at the
next iteration.
Remark 2.2.8. Notice that for each word s P M `N and for each letter x in it, we can
decompose s as a linear combination of words of the form (2.14) in such a way that each
word in the decomposition has x1 “ x. This is possible because, by using the Jacobi
identity, we can first decompose s as a linear combination of words in which x appears
in a simple bracket. Then we can use the algorithm described in Lemma 2.2.7 choosing
as starting t the simple bracket containing x.
Remark 2.2.9. By examining the general definition of the functor 5 and of its monad
structure when restricted to LieR, we see that an element of the R-Lie algebra P 5M is an
element of P`M such that each of its monomials contains an element fromM : indeed the
arrow
`
1
0
˘
takes a linear combination of “words” and sends it to the linear combination of
“words” obtained by substituting every element fromM with 0 (therefore only monomials
with an element in M go to zero). Notice that pP 5M,kP,M q “ KerpCokerpiM : M Ñ
P `Mqq and therefore P 5M is the ideal generated by M in P `M .
In particular ηP : 1LieR Ñ P 5p´q is given by
ηPM : M Ñ P 5M : m ÞÑ m
and µP : P 5pP 5p´qq Ñ P 5p´q has components
µPM : P 5pP 5Mq Ñ P 5M
which map the two different brackets in P 5pP 5Mq to the one bracket in P 5M .
Furthermore if f : A Ñ B is a morphism, then P 5pfq “ 1P 5f : P 5A Ñ P 5B is given
by sending each linear combination of words in P 5A into the one obtained by substituting
every element a P A with its image fpaq P B.
2.2.2 Compatible actions of Lie algebras
We start by recalling the equivalent definitions of action and internal action in LieR.
Definition 2.2.10. Let M and P be R-Lie algebras. An action of P on M is given
by a R-bilinear map ψ : P ˆM Ñ M with pp,mq ÞÑ pm “ ψpp,mq, such that for each
p, p1 P P and m,m1 PM we have
• rp,p1sm “ ppp1mq ´ p1ppmq and
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• prm,m1s “ rpm,m1s ` rm, pm1s
Remark 2.2.11. Recalling Definition 1.2.4 we see that an internal action is a morphism
of R-Lie algebras ξ : P 5M ÑM such that
ξpmq “ m, ξpµPM psqq “ ξpp1P 5ξqpsqq
for allm PM and s P P 5pP 5Mq. For example if s “ tp, rm, p1su, then µPM psq “ rp, rm, p1ss
and p1P 5ξqpsq “ rp, ξprm, p1sqs, so we want that
ξprp, rm, p1ssq “ ξprp, ξprm, p1sqsq.
This means that the image of the action on a complicated word can be obtained by
taking the image of the most internal bracket and iterating this process until there are
no brackets left. We will call this property decomposability.
Remark 2.2.12. It is easy to notice that there is an equivalence between actions and
internal actions. In particular this correspondence sends an internal action ξ : P 5M ÑM
to the action ψ : P ˆM Ñ M defined via ψpp,mq :“ ξprp,msq, and conversely it sends
an action ψ : P ˆM ÑM to the internal action ξ : P 5M ÑM defined via#
ξpmq :“ m,
ξprp,msq :“ ψpp,mq.
The behavior of ξ on more complex elements is uniquely determined by the hypothesis
of decomposability. From now one we are going to use actions or internal actions equi-
valently, depending on which is the more convenient approach in each specific case.
Example 2.2.13. Given an R-Lie algebra M , the conjugation action χM : M5M Ñ M
corresponds to the map M ˆM ÑM given by pm,m1q ÞÑ rm,m1s.
Definition 2.2.14. Consider an action ξNM : N5M Ñ M and the conjugation
χM : M5M Ñ M . We can always construct an action ξM`NM : pM ` Nq5M Ñ M of
the coproduct M `N on M such that it extends both ξNM and χM . It is defined via
• m ÞÝÑ m,
• rm,ms ÞÝÑ rm,ms,
• rn,ms ÞÝÑ ξNM prn,msq.
where m PM and m,n PM`N . Notice that the images of those three types of elements
are fixed by the fact that ξM`NM is an action and by the fact that it extends both the
conjugation of M and the action ξNM . Furthermore, ξ
M`N
M is uniquely determined by
these requirements since we can easily deduce its behavior on more complex elements by
using the Jacobi identity and the decomposability of the action ξM`NM . For example we
can show that
ξM`NM prrn,ms,msq “ rξNM prn,msq,ms
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by the following chain of equalities
ξM`NM prrn,ms,msq “ ξM`NM p´rrm,ms, ns ´ rrm,ns,msq
“ ξM`NM prn, rm,mss ´ rm, rn,mssq
“ ξM`NM prn, rm,mssq ´ ξM`NM prm, rn,mssq
“ ξM`NM prn, ξM`NM prm,msqsq ´ ξM`NM prm, ξM`NM prn,msqsq
“ ξNM prn, χM prm,msqsq ´ χM prm, ξNM prn,msqsq
“ ξNM prn, rm,mssq ´ rm, ξNM prn,msqs
“ rξNM prn,msq,ms ` rm, ξNM prn,msqs ´ rm, ξNM prn,msqs
“ rξNM prn,msq,ms
Definition 2.2.15. Given two R-Lie algebras M and N , we say that two actions
ψMN : M ˆN Ñ N ψNM : N ˆM ÑM
are compatible (see [37]) if the following equations hold#pmnqm1 “ rm1, nms ,
pnmqn1 “ rn1,mns . (2.15)
Remark 2.2.16. The link between this definition and the compatibility condition in the
case of groups is given by the following general idea: the element mn (resp. nm) has to
act as the formal conjugation of m and n in the coproduct would do. In particular in
Grp this amounts to requiring the equalities#pnmqn1 “ pnmn´1qn1,
pmnqm1 “ pmnm´1qm1, (2.16)
(see [15] for further details) whose internal translation is given by$&%ξ
M
N
´
ξNM pxqn1ξNM pxq´1
¯
“ ξM`NN
`
xn1x´1
˘
,
ξNM
´
ξMN pyqm1ξMN pyq´1
¯
“ ξM`NM
`
ym1y´1
˘
,
with x “ nmn´1 and y “ mnm´1. Notice that these can also be seen as the commut-
ativity of the diagrams
pN5Mq5N kN,M 51N,2
ξNM 51N

pM `Nq5N
ξM`NN

M5N
ξMN
,2 N
pM5Nq5MkM,N 51M,2
ξMN 51M

pM `Nq5M
ξM`NM

N5M
ξNM
,2M
(2.17)
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Besides (2.16), we should also require the equalities#pnmqm1 “ pnmn´1qm1,
pmnqn1 “ pmnm´1qn1,
or their internal version$&%χM
´
ξNM pxqm1ξNM pxq´1
¯
“ ξM`NM
`
xn1x´1
˘
,
χN
´
ξMN pyqn1ξMN pyq´1
¯
“ ξM`NN
`
yn1y´1
˘
,
coming from the commutativity of the diagrams
pN5Mq5M kN,M 51M ,2
ξNM 51M

pM `Nq5M
ξM`NM

M5M χM ,2M
pM5Nq5N kM,N 51N ,2
ξMN 51N

pM `Nq5N
ξM`NN

N5N χN ,2 N
However, as one can easily check, these always hold for every pair of actions.
The same idea applied in LieR leads to the equations#pnmqn1 “ rn,msn1,
pmnqm1 “ rm,nsm1,
whose internal version is given by the system#
ξMN
`“
ξNM prn,msq , n1
‰˘ “ ξM`NN prrn,ms , n1sq ,
ξNM
`“
ξMN prm,nsq ,m1
‰˘ “ ξM`NM prrm,ns ,m1sq ,
or again by the commutativity of (2.17). By using the decomposability of the coproduct
actions one can show that these requirements are the same as (2.15) in Definition 2.2.15:
indeed we have the chains of equalities
rn,msn1 “ ξM`NN
`“rn,ms , n1‰˘ “ “ξMN prn,msq, n1‰ “ “n1, ξMN prm,nsq‰ “ “n1,mn‰ ,
rm,nsm1 “ ξM`NM
`“rm,ns ,m1‰˘ “ “ξNM prm,nsq,m1‰ “ “m1, ξNM prn,msq‰ “ “m1, nm‰ .
Furthermore, in the case of LieR the other two equations#pnmqm1 “ rn,msm1,
pmnqn1 “ rm,nsn1,
are automatically satisfied: indeed by looking at their internal version#“
ξNM prn,msq ,m1
‰ “ ξM`NM prrn,ms ,m1sq ,“
ξMN prm,nsq , n1
‰ “ ξM`NN prrm,ns , n1sq ,
one can see that they are precisely a consequence of the decomposability of the coproduct
actions shown in Definition 2.2.14.
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Definition 2.2.17. A crossed module of R-Lie algebras is given by pM,P, B, ψq whereM
and P are R-Lie algebras, B : M Ñ P is a morphism between them, and
ψ : P ˆM ÑM is an action such that the diagram
M ˆM χM ,2
Bˆ1M

M
P ˆM ψ ,2
1PˆB

M
B

P ˆ P χP ,2 P
commutes. That is, such that rm,m1s “ Bpmqm1 and Bppmq “ rp, Bpmqs.
Again by using the equivalence between actions and internal actions one can see that
crossed modules of R-Lie algebras are the same as internal crossed modules in LieR
according to Definition 1.4.6 (see [67] for further details).
Proposition 2.2.18. Let M and N be R-Lie algebras. Consider two crossed module
structures pM µÝÑ P,ψM q and pN νÝÑ P,ψN q
M
µ

N ν
,2 P
and construct two induced actions ψMN and ψ
N
M as follows:
M ˆN
µˆ1N !)
ψMN ,2 N
P ˆN
ψM
7A N ˆM
νˆ1M !)
ψNM ,2M
P ˆM
ψN
6@
These two actions are compatible.
Proof. We need to prove the equation pnmqn1 “ rn1,mns by using the crossed module
conditions rm,m1s “ µpmqm1 and µppmq “ rp, µpmqs, and rn, n1s “ νpnqn1 and νppnq “
rp, νpnqs. We have the chain of equalities
pnmqn1 “ pνpnqmqn1 “ µpνpnqmqn1 “ rνpnq,µpmqsn1
“ ´rµpmq,νpnqsn1 “ ´νpµpmqnqn1 “ νp´µpmqnqn1
“ r´µpmqn, n1s “ rn1, µpmqns “ rn1,mns.
For the second equation, the reasoning is the same.
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Imitating what has been done in the case of groups in [75, 42], we are able to define
the Peiffer product of two Lie algebras acting on each other (this was firstly defined
in [59]).
Definition 2.2.19. Given two Lie algebras M and N acting on each other, consider
their coproduct M `N and its ideal K, generated by the elements
pnmq ´ rn,ms and pmnq ´ rm,ns ,
for m PM and n P N . We define the Peiffer product M ’ N of M and N as the quotient
K  ,2 ,2M `N qK ,2,2 M`NK —M ’ N.
By repeating what we did in Remark 2.1.6 we can see that M ’ N is the following
coequaliser
pN5Mq ` pM5Nq
pkN,M
kM,N
q
,2
ξNM`ξMN
,2M `N q ,2,2 M ’ N.
Since K acts trivially on both M and N , we can define induced actions ξM’NM and
ξM’NN of M ’ N on M and N , that is such that the following diagrams commute
pM `Nq5M
ξM`NM $,
q51M ,2 pM ’ Nq5M
ξM’NM

M
pM `Nq5N
ξM`NN $,
q51N ,2 pM ’ Nq5N
ξM’NN

M
(2.18)
We can describe these actions of the Peiffer product through its universal property, but
in order to do this, we need Lemma 1.1.38 and the Lie algebra version of Remark 2.1.7.
Lemma 1.1.38 implies that q51M is the coequaliser of
`kN,M
kM,N
˘51M and pξNM ` ξMN q51M
and that q51N is the coequaliser of
`kN,M
kM,N
˘51N and pξNM ` ξMN q51N . We want to use these
universal properties to define induced actions ξM’NM and ξ
M’N
N of M ’ N on M and N
as in the next two diagrams
ppN5Mq ` pM5Nqq5M
pkN,M
kM,N
q51M
,2
pξNM`ξMN q51M
,2 pM `Nq5M
ξM`NM %,
q51M ,2 pM ’ Nq5M
ξM’NM

M
ppN5Mq ` pM5Nqq5N
pkN,M
kM,N
q51N
,2
pξNM`ξMN q51N
,2 pM `Nq5N
ξM`NN %,
q51N ,2 pM ’ Nq5N
ξM’NN

N
In order to do so, we need the following result.
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Proposition 2.2.20. The action ξM`NM coequalises
`kN,M
kM,N
˘51M and pξNM`ξMN q51M . Sim-
ilarly, the action ξM`NN coequalises
`kN,M
kM,N
˘51N and pξNM ` ξMN q51N .
Proof. We need to show that
ξM`NM
ˆˆˆ
kN,M
kM,N
˙
51M
˙
psq
˙
“ ξM`NM
```
ξNM ` ξMN
˘ 51M˘ psq˘ (2.19)
holds for each element s P ppN5Mq ` pM5Nqq5M . By Lemma 2.2.7 and Remark 2.2.8,
it suffices to check this for the generators of the form s “ rxk, r. . . , rx1,ms ¨ ¨ ¨ ss with
xi P N5M or xi PM5N and m PM . This means that to prove (2.19) it suffices to show
the equality
ξM`NM prxk, r. . . , rx1,ms ¨ ¨ ¨ ssq “ ξM`NM prpxkq, r. . . , rpx1q,ms ¨ ¨ ¨ ssq (2.20)
where
pxiq “
#
ξMN pxiq if xi PM5N ,
ξNM pxiq if xi P N5M .
In order to see this, we can use the decomposability of the action ξM`NM on both sides
of (2.20) obtaining that the one on the left becomes
ξM`NM
´
rxk, ξM`NM
´
r. . . , ξM`NM prx1,msq ¨ ¨ ¨ s
¯
s
¯
whereas the one on the right becomes
ξM`NM
´
rpxkq, ξM`NM
´
r. . . , ξM`NM prpx1q,msq ¨ ¨ ¨ s
¯
s
¯
.
This means that it suffices to show
ξM`NM prx,msq “ ξM`NM prpxq,msq
for x PM5N or x P N5M , but this is given again by decomposability of ξM`NM .
Finally, we repeat the whole reasoning with ξM`NN .
Proposition 2.2.21. We have two crossed module structures
pM lMÝÝÑM ’ N, ξM’NM q pN lNÝÑM ’ N, ξM’NN q
where the actions of the Peiffer product are induced as above and the morphisms lM and
lN are defined through the compositions
M (
iM
(
lM
%
Nv 
iN
v 
lN
y
M `N
q

M ’ N
(2.21)
2.2. COMPATIBLE ACTIONS OF LIE ALGEBRAS 65
Proof. We will prove the claim only for ξM’NM , since the proof in the other case uses the
same strategy. We need to show the commutativity of the following squares
M5M χM ,2
lM 51M

M
pM ’ Nq5M ξ
M’N
M ,2
1M’N 5lM

M
lM

pM ’ Nq5pM ’ Nq χM’N ,2 pM ’ Nq
For what concerns the commutativity of the upper square, we have the chain of equalities
ξM’NM ˝ plM 51M q “ ξM’NM ˝ pqK51M q ˝ piM 51M q
“ ξM`NM ˝ piM 51M q
“ χM
given by the definition of the coproduct action and of the Peiffer product action.
As for the lower square, we can precompose with the regular epimorphism q51M : this
shows that the required commutativity is equivalent to the equation
q ˝ χM`N ˝ p15iM q “ q ˝ iM ˝ ξM`NM .
Consider a generator rsk, r. . . , rs1,ms ¨ ¨ ¨ ss P pM ` Nq5M with m P M and
sj PM `N or sj PM (see Lemma 2.2.7 and Remark 2.2.8): we want to show that
q
´
ξM`NM prsk, r. . . , rs1,ms ¨ ¨ ¨ ssq
¯
“ q prsk, r. . . , rs1,ms ¨ ¨ ¨ ssq . (2.22)
We are going to prove this by induction on k:
• If k “ 0 we trivially have
q
´
ξM`NM pmq
¯
“ qpmq;
• Suppose that (2.22) holds for j ă k. Then by using the decomposability of ξM`NM
and the equality
qprs,msq “ qpkN,M prs,msqq “ q
`
ξNM prs,msq
˘
induced from the definition of the Peiffer product as coequaliser, we have the chain
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of equalities
q
´
ξM`NM prsk, r. . . , rs1,ms ¨ ¨ ¨ ssq
¯
“ q
´
ξM`NM
´”
sk,
”
. . . , ξM`NM prs1,msq ¨ ¨ ¨
ıı¯¯
“ q
´”
sk,
”
. . . , ξM`NM prs1,msq ¨ ¨ ¨
ıı¯
“ q `“sk, “. . . , ξNM prs1,msq ¨ ¨ ¨ ‰‰˘
“ “q pskq , “. . . , q `ξNM prs1,msq˘ ¨ ¨ ¨ ‰‰
“ rq pskq , r. . . , q prs1,msq ¨ ¨ ¨ ss
“ q prsk, r. . . , rs1,ms ¨ ¨ ¨ ssq .
Notice that the induction hypothesis is used for the equality on the second line,
considering ξM`NM prs1,msq as m1 PM .
Furthermore we know that the actions ξMN and ξ
N
M are in turn induced by ξ
M’N
M and
ξM’NN through the morphisms lM and lN , that is
M5N lM 51N ,2
ξMN "*
pM ’ Nq5N
ξM’NN

N
N5M lN 51M ,2
ξNM "*
pM ’ Nq5M
ξM’NM

M
commute. This can be proved by using the definition of the coproduct actions and the
commutativity of diagrams (2.18) and (2.21).
Putting together Proposition 2.2.18 and Proposition 2.2.21, we find the following
characterisation of compatible actions.
Theorem 2.2.22. Consider two Lie algebras M and N acting on each other. These
actions are compatible if and only if there exists a Lie algebra L and two crossed module
structures pM µÝÑ L,ψM q and pN νÝÑ L,ψN q such that the action of M on N and the
action of N on M are induced from L and its actions, through µ and ν.
2.2.3 The Peiffer product as a coproduct
As an additional result we want to show that the coproduct in XModLpLieRq can be
obtained through the Peiffer product: this coproduct has already been characterised in
a different way in [24] by using semi-direct products instead of the Peiffer product, but
this approach generalises the one used for XModLpGrpq in [13]. Consequently, we also
obtain that the Peiffer product defined above (and hence the one from [59]) coincides
with the one defined in [30] when restricted to LieR.
Definition 2.2.23. Given a pair of actions of L respectively on M and on N , we can
define an action of L on the coproduct M `N by imposing the equalities
ls :“
$’&’%
lm if s “ m PM
ln if s “ n P N“
ls1, s2
‰` “s1, ls2‰ , if s “ rs1, s2s PM `N
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and by extending the definition by linearity. In order to see that this is well defined it
suffices to use Lemma 2.2.7 and induction on the length of s PM `N .
Proposition 2.2.24. The action ψM`N restricts to an action on K. Consequently it
induces an action ψM’N of L on the quotient M ’ N .
Proof. Let us show that lk lies in K (that is q
`
lk
˘ “ 0) as soon as k P K. In order to
do this, it suffices to prove it for the generators
pnmq ´ rn,ms and pmnq ´ rm,ns ,
We prove it for the first one since the reasoning can be repeated for the other one:
q
´
l pnm´ rn,msq
¯
“ q
´
l pnmq
¯
´ q
´
l prn,msq
¯
“ q
´
rl,νpnqsm
¯
` q
´
νpnq
´
lm
¯¯
´ q
´
rln,ms
¯
´ q
´
rn, lms
¯
“ q
´
νplnqm
¯
` q
´”
n, lm
ı¯
´ q
´
rln,ms
¯
´ q
´
rn, lms
¯
“ q
´plnqm¯´ q ´rln,ms¯
“ q
´plnqm´ rln,ms¯ “ 0
For the second part of the claim it suffices to apply Theorem 5.5 in [69] and use the fact
that, as shown in [64], LieR is a strongly protomodular category in the sense of [7].
Proposition 2.2.25. If in the previous situation the actions on M and N are part of
crossed module structures pM µÝÑ L,ψM q and pN νÝÑ L,ψN q, then also the induced action
on the Peiffer product is part of a crossed module structure
pM ’ N |
µ
ν|ÝÝÑ L,ψM’N q.
Proof. Since q : M ` N Ñ M ’ N is an epimorphism, it suffices to show that for each
s, s1 PM `N and for each l P L the equalities
q
ˆˆ
µ
ν
˙´
ls
¯˙
“ q
ˆ„
l,
ˆ
µ
ν
˙
psq
˙
q
´pµνqps1qpsq¯ “ q `rs1, ss˘
hold.
We are going to show them only in the case in which s “ rm,ns and s1 “ rm1, n1s, but
the reasoning easily generalises to give the induction step needed for a complete proof
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by induction on the complexity of s and s1. Notice that we already have the equalitiesˆ
µ
ν
˙´
l rm,ns
¯
“
ˆ
µ
ν
˙´”
lm,n
ı
`
”
m, ln
ı¯
“
”
µ
´
lm
¯
, νpnq
ı
`
”
µpmq, ν
´
ln
¯ı
“ rrl, µpmqs , νpnqs ` rµpmq, rl, νpnqss
“ rl, rµpmq, νpnqss
“
„
l,
ˆ
µ
ν
˙
prm,nsq

,
hence by applying q to both sides we obtain the first equation. As for the second one we
have
q
´pµνqprm1,n1sqprm,nsq¯ “ q ´µpm1q ´νpn1qrm,ns¯´ νpn1q ´µpm1qrm,ns¯¯
“ q
´”
m,
”
m1n1, n
ıı
´
”
n,
”
m, n
1
m1
ıı¯
“
”
q pmq ,
”
q
´
m1n1
¯
, q pnq
ıı
´
”
q pnq ,
”
q pmq , q
´
n1m1
¯ıı
“ “q pmq , “qprm1, n1sq, q pnq‰‰´ “q pnq , “q pmq , qprn1,m1sq‰‰
“ q `rrm1, n1s, rm,nss˘ .
Proposition 2.2.26. Given a pair of L-crossed modules
pM µÝÑ L,ψM q and pN νÝÑ L,ψN q,
their coproduct in XModLpLieRq is given by pM ’ N |
µ
ν|ÝÝÑ L,ψM’N q.
Proof. Suppose we have a crossed module pZ zÝÑ L,ψZq with two morphisms pzM , 1Lq
and pzN , 1Lq as in the following diagram
pM µÝÑ L,ψM q
pzM ,1Lq
'
plM ,1Lq
#+
pN νÝÑ L,ψN q
pzN ,1Lq
w
plN ,1Lq
s{
pM ’ N |
µ
ν|ÝÝÑ L,ψM’N q
p|zMzN |,1Lq

pZ zÝÑ L,ψZq
We want to construct the dotted morphism of crossed modules such that the two triangles
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commute. The first step is constructing the arrow
ˇˇ
zM
zN
ˇˇ
through the diagram
pN5Mq ` pM5Nq
pkN,M
kM,N
q
,2
ξNM`ξMN
,2M `N q ,2,2
pzMzN q $,
M ’ N
|zMzN |

Z
In order to do so we need to show that
`
zM
zN
˘
coequalises the arrows on the left. This
is done by using the Peiffer condition for pZ zÝÑ L,ψZq and the fact that pzM , 1Lq and
pzN , 1Lq are morphisms of crossed modules:ˆ
zM
zN
˙
˝ pξNM ` ξMN q “
ˆ
zM ˝ ξNM
zN ˝ ξMN
˙
“
ˆ
ψZ ˝ pν5zM q
ψZ ˝ pµ5zN q
˙
“ ψZ ˝
ˆ
ν5zM
µ5zN
˙
“ ψZ ˝
ˆpz51q ˝ pzN 5zM q
pz51q ˝ pzM 5zN q
˙
“ ψZ ˝ pz51q ˝
ˆ
zN 5zM
zM 5zN
˙
“ χZ ˝
ˆ
zN 5zM
zM 5zN
˙
“
ˆ`zM
zN
˘ ˝ kN,M`
zM
zN
˘ ˝ kM,N
˙
“
ˆ
zM
zN
˙
˝
ˆ
kN,M
kM,N
˙
.
Finally we need to show the commutativity of the diagrams
L5pM ’ Nq
ψM’N

15|zMzN |,2 L5Z
ψZ

M ’ N |zMzN |
,2 Z
M ’ N
|µν|

|zMzN | ,2 Z
z

L L
To obtain the second one it suffices to precompose with the epimorphism qˇˇˇˇ
µ
ν
ˇˇˇˇ
˝ q “
ˆ
µ
ν
˙
“ z ˝
ˆ
zM
zN
˙
“
ˇˇˇˇ
zM
zN
ˇˇˇˇ
˝ q
whereas for the first one, we need to use the fact that LieR is an algebraically coherent
category, and hence 15lM and 15lM are jointly strongly epimorphic, since lM and lN are
so (see Theorem 3.18 in [29] for further details). This means that in order to prove the
claim, we only need to check the commutativity of the outer rectangles
L5M 15lM ,2
ψM

L5pM ’ Nq
ψM’N

15|zMzN |,2 L5Z
ψZ

M
lM
,2M ’ N |zMzN |
,2 Z
L5N 15lN ,2
ψN

L5pM ’ Nq
ψM’N

15|zMzN |,2 L5Z
ψZ

N
lN
,2M ’ N |zMzN |
,2 Z
which is given by hypothesis.
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2.3 Compatible actions in semi-abelian categories
From now on we will consider A to be a semi-abelian category in which the condition SH
holds.
We are going to give a definition of compatible internal actions which comes from
Definition 2.1.1 and Definition 2.1.3, with some differences that we will explain in the
rest of this section. Notice that, as explained in Remark 2.3.2, for a pair of actions, being
compatible is a property, and not additional structure.
Definition 2.3.1. Consider two objects M , N P A which act on each other and on
themselves by conjugation and denote the actions as
χM : M5M ÑM χN : N5N Ñ N
ξMN : M5N Ñ N ξNM : N5M ÑM.
We say that the actions ξMN and ξ
N
M are compatible if there exist two actions
ξM`NN : pM `Nq5N Ñ N ξM`NM : pM `Nq5M ÑM
“induced” from ξMN , ξ
N
M and the conjugations, that is such that
N5M iN 51M ,2
ξNM $,
pM `Nq5M
ξM`NM

M
M5M iM 51M ,2
χM
$,
pM `Nq5M
ξM`NM

M
M ˛N ˛M jM,N,M,2
SN,M1,2

pM `Nq5M
ξM`NM

N ˛M ˛ξNM
,2M
M5N iM 51N ,2
ξMN #+
pM `Nq5N
ξM`NN

N
N5N iN 51N ,2
χN
#+
pM `Nq5N
ξM`NN

N
M ˛N ˛N jM,N,N,2
SM,N1,2

pM `Nq5N
ξM`NN

M ˛N ˛ξMN
,2 N
(CA0)
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with the additional property that the following diagrams commute
ppN5Mq ` pM5Nqq5M pξ
N
M`ξMN q51M ,2
pkN,M
kM,N
q51M

pM `Nq5M
ξM`NM

pM `Nq5M
ξM`NM
,2M
(CA.M)
ppN5Mq ` pM5Nqq5N pξ
N
M`ξMN q51N ,2
pkN,M
kM,N
q51N

pM `Nq5N
ξM`NN

pM `Nq5N
ξM`NN
,2 N
(CA.N)
This definition obviously implies the one given in the case of groups, but we will see
later (Corollary 2.3.11) that in Grp the two definitions coincide. The difference between
these two definitions is threefold.
• First of all, in the case of groups we know that the actions ξM`NM and ξM`NN of the
coproduct are given (uniquely) for free as soon as we have the actions ξNM and ξ
M
N
of the single components (together with the conjugation actions). The conditions
on the base category required to obtain such a construction for free are still not
well characterised.
• The fact that the two squares in (CA0) involving the ternary cosmash products are
commutative for free in Grp and LieR. These commutativities are a key require-
ment to have the uniqueness of the coproduct action once we fix its components,
but right now it is not clear to us what are the conditions that the category A
must satisfy for the commutativity of these squares to be implied by the other four
triangles in (CA0).
• Similarly, we see a difference between diagrams (CA.M) and (CA.N), and their
group version given by (2.7). In particular the former two can be decomposed into
the latter, together with (2.5) and with additional conditions involving higher order
cosmash products and bemolle: also this aspect still needs further investigation.
Remark 2.3.2. Notice that in the situation of the previous definition, the coproduct
actions ξM`NM and ξ
M`N
N are uniquely determined by the commutativities of (CA0) due
to Lemma 1.1.42.
Proposition 2.3.3. Given a pair of coterminal crossed modules
pM µÝÑ L,ψM q pN νÝÑ L,ψN q
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we can define actions ξMN and ξ
N
M through the diagrams
M5N ξ
M
N ,2
µ51N (
N N5M ξ
N
M ,2
ν51M (
M
L5N
ψN
8B
L5M
ψM
7B
These actions are then compatible in the sense of Definition 2.3.1.
Proof. First of all, notice that ξMN and ξ
N
M are actually actions due to Remark 1.2.11.
Now, in order to show that they are compatible, we need to define the coproduct actions
ξM`NN : pM `Nq5N Ñ N ξM`NM : pM `Nq5M ÑM
such that diagrams (CA0), (CA.M) and (CA.N) commute. These are defined as the
compositions
pM `Nq5M ξ
M`N
M ,2
pµνq51M !*
M
L5M
ψM
8B pM `Nq5N
ξM`NN ,2
pµνq51N !*
N
L5N
ψN
8C
Once again the fact that they are actions is given by Remark 1.2.11. In order to show
that the four triangles in (CA0) commute, we simply compute the following
ξM`NM ˝ piM 51M q “ ψM ˝
ˆˆ
µ
ν
˙
51M
˙
˝ piM 51M q “ ψM ˝ pµ51M q “ χM ,
ξM`NM ˝ piN 51M q “ ψM ˝
ˆˆ
µ
ν
˙
51M
˙
˝ piN 51M q “ ψM ˝ pν51M q “ ξNM ,
ξM`NN ˝ piM 51N q “ ψN ˝
ˆˆ
µ
ν
˙
51N
˙
˝ piM 51N q “ ψN ˝ pµ51N q “ ξMN ,
ξM`NN ˝ piN 51N q “ ψN ˝
ˆˆ
µ
ν
˙
51N
˙
˝ piN 51N q “ ψN ˝ pν51N q “ χN ,
by using the crossed module conditions. For what regards the first square in (CA0), we
use the diagrams
M ˛N ˛M
µ˛ν˛1M

jM,N,M,2 pM `Nq5M
pµ`νq51M

L ˛ L ˛M
SL,M2,1

jL,L,M ,2 pL` Lq5M
p1L1Lq51M
L ˛M
iL,M
,2 L5M
M ˛N ˛M
1M˛ν˛1M

SN,M1,2 ,2 N ˛M
ν˛1M

˛ξNM ,2M
M ˛ L ˛M
µ˛1L˛1M

SL,M1,2
,2 L ˛M ˛ψM ,2M
L ˛ L ˛M
SL,M2,1
,2 L ˛M ˛ψM ,2M
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induced by naturality and by the crossed module conditions (see Theorem 5.6 in [51]),
to obtain the chain of equalities
ξM`NM ˝ jM,N,M “ ψM ˝
ˆˆ
µ
ν
˙
51M
˙
˝ jM,N,M
“ ψM ˝ iL,M ˝ SL,M2,1 ˝ µ ˛ ν ˛ 1M
“ ˛ξNM ˝ SN,M1,2
With the same reasoning we can show the commutativity of the other square in (CA0).
Finally we need to show the commutativity of (CA.M), that is the fact that ξM`NM
coequalises the maps
ppN5Mq ` pM5Nqq5M
pkN,M
kM,N
q51M
,2
pξNM`ξMN q51M
,2 pM `Nq5M
but we have the chain of equalities
ξM`NM ˝ pξNM ` ξMN q51M “ ψM ˝
ˆ
µ
ν
˙
51M ˝ pppψM ˝ ν51M q ` pψN ˝ µ51N qq 51M q
“ ψM ˝
ˆˆˆ
µ
ν
˙
˝ ppψM ˝ ν51M q ` pψN ˝ µ51N qq
˙
51M
˙
“ ψM ˝
ˆ
µ ˝ ψM ˝ ν51M
ν ˝ ψN ˝ µ51N
˙
51M
“ ψM ˝
ˆ
χL ˝ ν5µ
χL ˝ µ5ν
˙
51M
“ ψM ˝
ˆ`µ
ν
˘ ˝ kN,M`
µ
ν
˘ ˝ kM,N
˙
51M
“ ψM ˝
ˆˆ
µ
ν
˙
51M
˙
˝
ˆ
kN,M
kM,N
˙
51M
“ ξM`NM ˝
ˆˆ
kN,M
kM,N
˙
51M
˙
.
With the same reasoning we can show that (CA.N) commutes.
Let us consider the construction of the Peiffer product given in (2.8) as a definition
in the general case.
Definition 2.3.4. Given two objects M and N acting on each other with actions ξNM
and ξMN , we define their Peiffer product M ’ N as the following coequaliser
pN5Mq ` pM5Nq
pkN,M
kM,N
q
,2
ξNM`ξMN
,2M `N q ,2,2 M ’ N (2.23)
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An equivalent definition of the Peiffer product of two actions can be given through
the following proposition, which characterises it as the pushout of the two semi-direct
products induced by the two actions.
Proposition 2.3.5. Given a pair of actions ξMN : M5N Ñ N and ξNM : N5M Ñ M we
can obtain the Peiffer product M ’ N as the pushout
M `N
q
!)
σ
ξN
M ,2,2
σ
ξM
N

M ¸N
qM¸N

N ¸M qN¸M ,2,2 M ’ N
(2.24)
of the two semi-direct products.
Proof. Recall that the semi-direct products are defined as the coequalisers
N5M
iM˝ξNM ,2
kN,M
,2M `N
σ
ξN
M ,2,2 M ¸N,
M5N
iN˝ξMN ,2
kM,N
,2M `N
σ
ξM
N ,2,2 N ¸M,
By definition we know that q coequalises each of these pairs of maps, and hence we obtain
the unique regular epimorphisms qN¸M and qM¸N making the triangles
M `N
σ
ξN
M ,2,2
q
!)!)
M ¸N
qM¸N

M ’ N
M `N
σ
ξM
N ,2,2
q
!)!)
N ¸M
qN¸M

M ’ N
commute. Now in order to prove that (2.24) is a pushout, suppose there exist f : M¸N Ñ
Z and g : N ¸M Ñ Z such that γ :“ f ˝ σξNM “ g ˝ σξMN . It suffices to show that γ
coequalises the maps defining q:
γ ˝
ˆ
kN,M
kM,N
˙
“
ˆ
γ ˝ kN,M
γ ˝ kM,N
˙
“
ˆ
f ˝ σξNM ˝ kN,M
g ˝ σξMN ˝ kM,N
˙
“
ˆ
f ˝ σξNM ˝ iM ˝ ξNM
g ˝ σξMN ˝ iN ˝ ξMN
˙
“
ˆ
γ ˝ iM ˝ ξNM
γ ˝ iN ˝ ξMN
˙
“ γ ˝ pξNM ` ξMN q.
This gives us a unique map γ1 : M ’ N Ñ Z such that γ1 ˝ qM¸N “ f and γ1 ˝ qN¸M “ g
because σξNM and σξMN are epimorphisms.
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The idea behind the Peiffer product M ’ N is that it should be the universal object
acting on M and N with two crossed modules structures, as soon as these two objects
act on each other compatibly. In particular, if we are in the situation of two compatible
actions, we have induced coproduct actions whose precrossed module conditions
pM `Nq5M
1M`N 5iM

ξM`NM ,2M
iM

pM `Nq5pM `NqχM`N,2M `N
pM `Nq5N
1M`N 5iN

ξM`NN ,2 N
iN

pM `Nq5pM `NqχM`N,2M `N
(2.25)
are not satisfied (whereas the Peiffer conditions already hold for free).
Hence we want to do two things: we want to define actions of the Peiffer product
on M and N induced from the coproduct actions, and then we want to show that the
postcomposition with the quotient defining the Peiffer product makes the previous square
commute, obtaining two crossed module structure.
Again by using Lemma 1.1.38 and Remark 2.1.7 we deduce that in order to define
the actions ξM’NM and ξ
M’N
N of the Peiffer product as in
ppN5Mq ` pM5Nqq5M
pkN,M
kM,N
q51M
,2
pξNM`ξMN q51M
,2 pM `Nq5M
ξM`NM %,
q51M ,2 pM ’ Nq5M
ξM’NM

M
(2.26)
ppN5Mq ` pM5Nqq5N
pkN,M
kM,N
q51N
,2
pξNM`ξMN q51N
,2 pM `Nq5N
ξM`NN %,
q51N ,2 pM ’ Nq5N
ξM’NN

N
(2.27)
it suffices to show that ξM`NM coequalises the parallel maps in (2.26) and that ξ
M`N
N
coequalises the parallel maps in (2.27). But these are precisely given by (CA.M) and
by (CA.N).
Now we have the desired actions of the Peiffer product, but in order to obtain the
crossed module structures we need to show that postcomposing with the quotient q makes
the diagrams (2.25) commute. In fact we are going to prove more than this: the Peiffer
product is the coequaliser of those maps.
Definition 2.3.6. Given a pair of compatible actions ξNM and ξ
M
N , we define the strong
Peiffer product M ’S N as the coequaliser in the diagram
ppM `Nq5Mq ` ppM `Nq5Nq
χM`Np1M`N 5iM1M`N 5iN q ,2
ξM`NM `ξM`NN
,2M `N qS ,2,2 M ’S N (2.28)
Remark 2.3.7. It is important to notice that in principle there is a huge difference between
the coequaliser in (2.23) and the one in (2.28):
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• the latter makes sense only if the two actions are already compatible (otherwise
the existence of the coproduct actions is not guaranteed) and it is directly asking
that the Peiffer product coequalises the compositions in (2.25);
• the former makes sense even when the two actions are not compatible and it is
obtained following the ideas from the particular compatibility conditions in the
case of Grp through Remark 2.1.4 and Remark 2.1.6.
This means that taking (2.23) as a definition of M ’ N , we would not immediately have
that the Peiffer product is the universal way to coequalises the compositions in (2.25).
Obviously if we precompose the maps in (2.28) with piN 51M q ` piM 51N q, we see that qS
coequalises also the maps defining q
qS ˝ pξNM ` ξMN q “ qS ˝
ˆ
kN,M
kM,N
˙
but for the converse we need the following proposition.
Proposition 2.3.8. Consider two actions ξMN and ξ
N
M which are compatible in the sense
of Definition 2.3.1. Then the two coequalisers (2.23) and (2.28) are isomorphic, so that
the Peiffer product M ’ N coincides with the strong Peiffer product M ’S N .
Proof. In order to show the isomorphism between the two Peiffer products it suffices
to show that q coequalises the maps defining qS : since the converse already holds due
to Remark 2.3.7, we obtain the thesis by the universal properties of the coequalisers.
Recalling Lemma 1.1.42 we just need to show that q coequalises the two compositions in
pM5Mq`pN5Mq`pM ˛N ˛Mq`pM5Nq`pN5Nq`pM ˛N ˛Nq¨˝
iM 51M
iN 51M
jM,N,M
‚˛`
¨˝
iM 51N
iN 51N
jM,N,N
‚˛

ppM `Nq5Mq ` ppM `Nq5Nq
χM`Np1M`N 5iM1M`N 5iN q ,2
ξM`NM `ξM`NN
,2M `N
By the universal property of the coproduct we can consider each component separately
and since the last three are similar to the first three (it suffices to change the role of M
and N), we are going to examine only the first three.
• Precomposing with the inclusion of M5M , we obtain
q ˝ χM`N
ˆ
1M`N 5iM
1M`N 5iN
˙
˝ i1 ˝ piM 51M q “ q ˝ χM`N ˝ piM 5iM q
“ q ˝ iM ˝ χM
“ q ˝ iM ˝ ξM`NM ˝ piM 51M q
“ q ˝
´
ξM`NM ` ξM`NN
¯
˝ i1 ˝ piM 51M q.
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• Precomposing with the inclusion of N5M , and using the definition of q we obtain
q ˝ χM`N
ˆ
1M`N 5iM
1M`N 5iN
˙
˝ i1 ˝ piN 51M q “ q ˝ χM`N ˝ piN 5iM q
“ q ˝ kN,M
“ q ˝ iM ˝ ξNM
“ q ˝ iM ˝ ξM`NM ˝ piN 51M q
“ q ˝
´
ξM`NM ` ξM`NN
¯
˝ i1 ˝ piN 51M q.
• Precomposing with the inclusion of M ˛N ˛M , we obtain
q ˝ χM`N
ˆ
1M`N 5iM
1M`N 5iN
˙
˝ i1 ˝ jM,N,M “ q ˝ χM`N ˝ p1M`N 5iM q ˝ jM,N,M
“ q ˝ hN,M ˝ SN,M1,2
“ q ˝ kN,M ˝ iN,M ˝ SN,M1,2
“ q ˝ kN,M ˝ iN,M ˝ SN,M1,2
“ q ˝ iM ˝ ξNM ˝ iN,M ˝ SN,M1,2
“ q ˝ iM ˝ ξM`NM ˝ jM,N,M
“ q ˝
´
ξM`NM ` ξM`NN
¯
˝ i1 ˝ jM,N,M .
This means that M ’S N – M ’ N and that q is the universal map making (2.25)
commute through postcomposition.
Our aim now is to show that ξM’NM and ξ
M’N
N are indeed actions and that they give
to M ’ N two crossed module structures over M and N .
Proposition 2.3.9. The maps ξM’NM and ξ
M’N
N are internal actions and we have two
crossed module structures
pM lMÝÝÑM ’ N, ξM’NM q pN lNÝÑM ’ N, ξM’NN q
where the maps lM and lN are defined through the compositions
M (
iM
(
lM
%
Nv 
iN
v 
lN
y
M `N
q

M ’ N
Furthermore the compatible actions induced by these crossed module structures as in
Proposition 2.3.3 coincide with actions ξNM and ξ
M
N .
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Proof. We are going to prove the thesis only for ξM’NM and lM since the reasoning can
be repeated for ξM’NN and lN .
In order to see that ξM’NM is automatically an action it suffices to follow these steps:
• from diagram
M $,
iM
$,
ηM`NM

pM `Nq5M  ,2kM`N,M,2
q51M

pM `Nq `M
q`1M

pM ’ Nq5M  ,2kM’N,M,2 pM ’ Nq `M
we can see that ηM’NM “ pq51M q ˝ ηM`NM and consequently the first axiom
ξM’NM ˝ ηM’NM “ ξM’NM ˝ pq51M q ˝ ηM`NM “ ξM`NM ˝ ηM`NM “ 1M ;
• by using the fact that q5pq51M q is a regular epimorphism (due to Lemma 1.1.35)
we can show the second axiom
ξM’NM ˝ µM’NM “ ξM’NM ˝ p1M’N 5ξM’NM q
through the commutativity of the outer rectangle in
pM `Nq5ppM `Nq5Mq µ
M`N
M ,2
q5pq51M q

pM `Nq5M
q51M

pM ’ Nq5ppM ’ Nq5Mq ξ
M’N
M ,2
1M’N 5ξM’NM

pM ’ Nq5M
ξM’NM

pM ’ Nq5M
ξM’NM
,2M
given by the second axiom for the action ξM`NM .
It remains to prove that pM lMÝÝÑ M ’ N, ξM’NM q is indeed a crossed module. We need
to show the commutativity of the following squares
M5M χM ,2
lM 51M

M
pM ’ Nq5M ξ
M’N
M ,2
1M’N 5lM

M
lM

pM ’ Nq5pM ’ Nq χM’N ,2 pM ’ Nq
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For what regards the commutativity of the upper square we have the following chain of
equalities
ξM’NM ˝ plM 51M q “ ξM’NM ˝ pq51M q ˝ piM 51M q
“ ξM`NM ˝ piM 51M q
“ χM
In order to show the commutativity of the lower square, consider the following diagram
pM `Nq5M
q51M

ξM`NM
 )pM ’ Nq5M ξ
M’N
M ,2
1M’N 5lM

M
lM

pM ’ Nq5pM ’ Nq χM’N ,2 pM ’ Nq
and since q51M is a regular epimorphism, it suffices to show that this last one commutes.
To deduce this, we decompose it as
pM `Nq5M ξ
M`N
M ,2
1M`N 5iM

M
iM

pM `Nq5pM `Nq
q5q

χM`N
,2M `N
q

pM ’ Nq5pM ’ Nq χM’N ,2M ’ N
It is trivial to check that the lower square commutes and thanks to this, by using Pro-
position 2.3.8, we obtain that the whole rectangle commutes.
Finally we know that the actions ξMN and ξ
N
M are in turn induced by ξ
M’N
M and ξ
M’N
N
through the maps lM and lN , that is
M5N lM 51N ,2
ξMN "*
pM ’ Nq5N
ξM’NN

N
N5M lN 51M ,2
ξNM "*
pM ’ Nq5M
ξM’NM

M
commute. This can be proved by using the definition of lM and lN and the commutativity
of diagrams (CA0), (2.26) and (2.27).
Combining Proposition 2.3.3 and Proposition 2.3.9 we obtain the following charac-
terisation of compatible actions.
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Theorem 2.3.10. Two actions ξMN and ξ
N
M are compatible if and only if there exists an
object L and two crossed module structures
pM µÝÑ L,ψM q pN νÝÑ L,ψN q
which induce the given actions via the commutative triangles
M5N ξ
M
N ,2
µ51N (
N N5M ξ
N
M ,2
ν51M (
M
L5N
ψN
8B
L5M
ψM
7B
Consequently we obtain that our definition of compatible internal actions is indeed a
generalisation of the specific ones in the group and Lie algebra cases.
Corollary 2.3.11. In Grp Definition 2.3.1 coincides with Definition 2.1.3.
Proof. This is a corollary of Theorem 2.3.10 and Proposition 2.1.10.
Corollary 2.3.12. The definition of compatible actions of Lie algebras given in [37]
coincides with Definition 2.3.1 restricted to the category LieR.
Proof. This is a corollary of Theorem 2.3.10 and Theorem 2.2.22.
2.3.1 Universal properties of the Peiffer product
The Peiffer productM ’ N is the universal way to associate a coterminal pair of crossed
modules to a pair of compatible actions.
Proposition 2.3.13. Consider a pair of compatible actions ξMN and ξ
N
M and all the pairs
of coterminal crossed modules inducing them. The pair given by the Peiffer product is
the universal one, in the sense that for each other pair of crossed module
pM µÝÑ L,ψM q pN νÝÑ L,ψN q
inducing ξMN and ξ
N
M there exists a unique morphism
ˇˇ
µ
ν
ˇˇ
: M ’ N Ñ L making the
diagram
M
lM
 µ

N
lN ,2
ν
)0
M ’ N
|µν|
(
L
commute.
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Proof. It suffices to show that
`
µ
ν
˘
: M ` N Ñ L coequalises the two maps defining
M ’ N . Indeed that would give us a unique map
ˇˇ
µ
ν
ˇˇ
such that
M `N q ,2
pµνq !*
M ’ N
|µν|

L
and then by precomposing with the inclusion we would get
µ “
ˆ
µ
ν
˙
˝ iM “
ˇˇˇˇ
µ
ν
ˇˇˇˇ
˝ q ˝ iM “
ˇˇˇˇ
µ
ν
ˇˇˇˇ
˝ lM ,
ν “
ˆ
µ
ν
˙
˝ iN “
ˇˇˇˇ
µ
ν
ˇˇˇˇ
˝ q ˝ iN “
ˇˇˇˇ
µ
ν
ˇˇˇˇ
˝ lN .
Therefore we have to show that the two compositions
pN5Mq ` pM5Nq
pkN,M
kM,N
q
,2
ξNM`ξMN
,2M `N p
µ
νq ,2 L
are equal and this is obtained through the chain of equalitiesˆ
µ
ν
˙
˝ pξNM ` ξMN q “
ˆ
µ ˝ ψM ˝ ν51M
ν ˝ ψN ˝ µ51N
˙
“
ˆ`µ
ν
˘ ˝ kN,M`
µ
ν
˘ ˝ kM,N
˙
“
ˆ
µ
ν
˙
˝
ˆ
kN,M
kM,N
˙
.
Lemma 2.3.14. Consider two different pairs of coterminal crossed modules
M
µ

N ν
,2 L
M
µ1

N
ν1
,2 L1
such that they induce the same actions between M and N , that is such that the following
diagrams commute
N5M
ξNM
(
ν51M ,2
ν151M

L5M
ψM

L15M
ψ1M
,2M
M5N
ξMN
(
µ51N ,2
µ151N

L5N
ψN

L15N
ψ1N
,2 N
Then they induce the same Peiffer product M ’ N .
Proof. The induced actions ξM`NM and ξ
1M`N
M (resp. ξ
M`N
N and ξ
1M`N
N ) coincide when
restricted to M5M , N5M and M ˛N ˛M (resp. M5N , N5N and M ˛N ˛N), therefore
it suffices to use Remark 2.3.2 to obtain that ξM`NM “ ξ1M`NM (resp. ξM`NN “ ξ1M`NN ).
As a consequence they induce the same Peiffer product and the same crossed module
structures.
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Remark 2.3.15. We know from Proposition 3.2 in [30] that, as soon as pM µÝÑ L,ψM q
and pN νÝÑ L,ψN q are (pre)crossed modules, we have induced actions of L onM ¸N and
N ¸M with corresponding (pre)crossed module structures. In general this is not true
for M ’ N , but if A is algebraically coherent, by Proposition 4.1 and Proposition 4.3
in [30], and by Proposition 2.3.5 we obtain that our definition of Peiffer product coincides
with the one given by Cigoli, Mantovani and Metere: consequently M ’ N is endowed
with a precrossed module structure pM ’ N |
µ
ν|ÝÝÑ L,ψM’N q as soon as M and N are so.
Finally when A satisfies also the condition (UA), Theorem 5.2 in [30] tells us that the
Peiffer product precrossed module is actually a crossed module as soon as M and N are
so, and it is the coproduct of pM µÝÑ L,ψM q and pN νÝÑ L,ψN q in XModLpAq.
Remark 2.3.16. We do not know whether L acts on M ’ N when A is not algebraically
coherent. If so, it is also not clear to us whether this action defines a precrossed module
structure.
Chapter 3
Non-abelian tensor product
The aim of this chapter is to explain how, in the context of a semi-abelian category, the
concept of an internal crossed square may be used to set up an intrinsic approach to
the non-abelian tensor product. Both concepts were originally introduced for groups by
Brown and Loday in [15] and for Lie algebras by Ellis in [37].
A crossed square (of groups) is a two-dimensional crossed module, in the following
precise sense. The internal groupoid construction may be repeated, obtaining the cat-
egory Grpd2pGrpq “ GrpdpGrpdpGrpqq of internal double groupoids in Grp. Given
such an internal double groupoid
Z
dL

cL

dU ,2
cU
,2 XeUlr
dR

cR

Y
eL
LR
dD ,2
cD
,2 L
eR
LR
eDlr
viewed as a diagram in Grp (in which the composition maps are omitted), we may take
the normalisation functor vertically and horizontally to obtain a commutative square
P
pM ,2
pN

M
µ

N ν
,2 L.
The given double groupoid structure naturally induces actions of L onM , P and N (and
consequently also actions of M on P and N , and of N on P and M) that satisfy some
properties. One may now ask, whether it is possible to equip a given commutative square
of group homomorphisms with suitable actions (and, possibly, additional maps), in such a
way that an internal double groupoid may be recovered, thus extending the equivalence
XMod » GrpdpGrpq in order to capture double groupoids in Grp as commutative
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squares equipped with extra structure. The concept of a crossed square [15] answers this
question, and does indeed give rise to a category equivalence XSqr » Grpd2pGrpq.
Internal crossed squares answer the same question, now asked for a different, general
base category A, which we take to be semi-abelian. The work of Janelidze [55] provides
an explicit description of internal crossed modules in A, together with an equivalence of
categoriesXModpAq » GrpdpAq which reduces to the well-known equivalence when A “
Grp. Since the category of internal crossed modules in a semi-abelian category is again
semi-abelian, this construction may be repeated, and thus we see that XMod2pAq »
Grpd2pAq. We may now write XSqrpAq :“ XMod2pAq and say that a crossed square in
A is an internal crossed module of internal crossed modules in A. Indeed, any such double
internal crossed module has an underlying commutative square in A, which the crossed
module structures equip with suitable internal actions in such a way that an internal
double groupoid may be recovered. The internal action structure is, however, far from
being transparent, and thus merits further explicitation.
Yet, we shall see that even this tentative and very abstract general definition is
concrete enough to serve as a basis for an intrinsic approach to the non-abelian tensor
product. Originally this tensor product (of two groups M and N acting on each other
compatibly) was defined in [15] via a presentation in terms of generators and relations.
In Chapter 2 we investigated how to extend the concept of a pair of compatible actions
to the semi-abelian setting, showing that such a pair of compatible actions is equivalent
to the datum of a third object L and two internal crossed module structures µ : M Ñ L
and ν : N Ñ L. According to Proposition 2.15 in [15], given two L-crossed modules µ
and ν, and a crossed square of groups
P
pM ,2
pN

M
µ

N ν
,2 L
the crossed module
µpM “ νpN : P Ñ L
happens to be the tensor product of M and N (with respect to the actions of M and N
on each other, induced by the crossed module structures of µ : M Ñ L and ν : N Ñ L) if
and only if the crossed square is the initial object in the category of all crossed squares
over the given crossed modules µ and ν. This property of course determines the tensor
product, and it may actually be taken as a definition.
Concretely this means that in a semi-abelian category (satisfying (SH)), the non-
abelian tensor product of two objects acting compatibly on one another may be con-
structed as follows.
1. Consider the internal L-crossed modules µ : M Ñ L and ν : N Ñ L corresponding
to the given actions.
85
2. Use the equivalence XModpAq » GrpdpAq to transform these into internal group-
oids
M ¸ L
dM

cM

N ¸ L
dN ,2
cN
,2 L
eM
LR
eNlr
3. Take the pushout of eN and eM to find the double reflexive graph
Q
dL

cL

dU ,2
cU
,2M ¸ LeUlr
dM

cM

N ¸ L
eL
LR
dN ,2
cN
,2 L
eM
LR
eNlr
4. This double reflexive graph is not yet a double groupoid; it may be reflected into
Grpd2pAq by taking the quotient of Q by the join of commutators
rKcL ,KdLs _ rKcU ,KdU s.
5. The resulting internal double groupoid normalises to a crossed square
M bN pi
MbN
M ,2
piMbNN

M
µ

N ν
,2 L,
whose structure involves a crossed module M bN Ñ L. By definition, this is the
non-abelian tensor product ofM and N with respect to the given pair of compatible
actions.
By known properties of the non-abelian tensor product for groups and Lie algebras,
this reduces to the classical definitions in those cases (Proposition 3.2.3 and Proposi-
tion 3.2.17).
This chapter is devoted to exploring some basic properties of the definition, and
showing that in some cases, the tensor product may be used to give an explicit description
of an object of XSqrpAq as a square
P
pM ,2
pN

M
µ

N ν
,2 L
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in A equipped with suitable actions and a morphism h : M bN Ñ P . This extends the
explicit descriptions for groups and monoids to the general setting. It is, however, not
yet clear to us whether this description is always valid (see Section 3.3).
The chapter is organised as follows:
• In Section 3.1.1 we recall the notions of double reflexive graphs and internal double
groupoids; we construct the reflection into Grpd2pAq of a particular type of double
reflexive graphs that we will encounter in the following; then we give a quick recap
on the basic theory of crossed squares.
• Section 3.2 is devoted to the non-abelian tensor product: we explain in detail how
the tools from the previous section may be used to obtain an intrinsic approach
to the non-abelian tensor product in any semi-abelian category satisfying (SH); we
show that this approach coincides with the already existing ones in simpler cases
like Grp and LieR.
• In Section 3.3 we give a (partial) description of internal crossed squares in terms of
the non-abelian tensor product, by introducing the new definition of weak crossed
square and showing some conditions under which the two notions coincide.
3.1 Two-dimensional background
In this section and in the following ones we will always assume A to be a semi-abelian
category with the (SH)condition, even if for most of the results this is not strictly neces-
sary.
3.1.1 Double groupoids and double reflexive graphs
We recall the categories of double groupoids and double reflexive graphs, and describe
how one is embedded into the other as a reflective subcategory.
Definition 3.1.1. A double reflexive graph in A is a reflexive graph in RGpAq. This
means that the category RG2pAq is defined as RGpRGpAqq.
Lemma 3.1.2. Every double reflexive graph can be depicted as a diagram of the form
A1
dA

cA

d1 ,2
c1
,2 B1e1lr
dB

cB

A0
eA
LR
d0 ,2
c0
,2 B0
eB
LR
e0lr
(3.1)
in which every pair of adjacent vertices form a reflexive graph.
3.1. TWO-DIMENSIONAL BACKGROUND 87
Proof. In order to prove this it suffices to explicit the definition. Consider two reflexive
graphs in A
A :“ pA1, A0, dA, cA, eAq B :“ pB1, B0, dB, cB, eBq
and the double reflexive graph
C :“ pB,A, d, c, eq “ pB,A, pd1, d0q, pc1, c0q, pe1, e0qq.
By writing diagrammatically the commutativities that it has to satisfy, we easily see that
they are the same conditions for the diagram (3.1) to commute.
Definition 3.1.3. A double reflexive multiplicative graph in A is a reflexive multiplicative
graph inRMGpAq. This means that the categoryRMG2pAq is defined asRMGpRMGpAqq.
Lemma 3.1.4. A double reflexive multiplicative graph can be depicted as a diagram of
the form (3.1) in which every pair of adjacent vertices form a reflexive multiplicative
graph (that is it is endowed with a multiplication).
Proof. By using the previous result, we say that a double reflexive multiplicative graph
is given by a diagram of the form (3.1) endowed with multiplications
A1 ˆA0 A1 mA ,2 A1 B1 ˆB0 B1 mB ,2 B1
and with a multiplication pm0,m1q : AˆB AÑ A in RMGpAq given by
A1 ˆB1 A1 m1 ,2 A1 A0 ˆB0 A0 m0 ,2 A0
It is easy to show that also these two maps satisfy the properties of multiplication for
a reflexive multiplicative graph: this means that in the diagram (3.1) not only are the
vertical reflexive graphs multiplicative, but also the horizontal ones.
Definition 3.1.5. An internal double groupoid in A is an internal groupoid in GrpdpAq.
This means that the category Grpd2pAq is defined as GrpdpGrpdpAqq.
Corollary 3.1.6. Double groupoids are diagrams of the form (3.1) in which each reflexive
graph has an internal groupoid structure.
Proof. Being A a Mal’cev category,RMGpAq is Mal’cev as well (see [44] for more details),
and since the isomorphism RMGpCq » GrpdpCq holds for each Mal’cev category C, we
have
Grpd2pAq » GrpdpGrpdpAqq » GrpdpRMGpAqq
» RMGpRMGpAqq » RMG2pAq.
This means that a double groupoid is a double reflexive multiplicative graph, which by
the previous lemma is just a square of reflexive multiplicative graphs, which in turn is a
square of internal groupoids.
88 CHAPTER 3. NON-ABELIAN TENSOR PRODUCT
3.1.2 Double groupoids induced by particular double reflexive graphs
Consider a double reflexive graph
A
dL

cL

dU ,2
cU
,2 BeUlr
dR

cR

C
eL
LR
dD ,2
cD
,2 D
eR
LR
eDlr
(3.2)
such that the reflexive graph on the right and the one at the bottom already admit a
multiplicative structure, that is such that
rKdR ,KcRsQB “ 0 rKdD ,KcD sQC “ 0
We want to construct an induced double reflexive multiplicative graph by means of the
following construction.
Construction 3.1.7. Consider the diagram
Sw
jS
w
_
iS

S _ T &
i
&
T
8B
jT
8B
 ,2
iT
,2 A
qT ,2,2
qS

q
%%
A
T
q˜S

A
S q˜T
,2,2 A
S_T
(3.3)
where S and T are two normal subobjects of A such that
iS “ kqS , iT “ kqT ,
qS “ ciS , qT “ ciT .
Recall from Definition 1.1.21 and Remark 1.1.22 that S _ T is a normal subobject of A
with i “ kq, where AS_T is defined as the pushout of qT along qS , and q is its diagonal:
this immediately implies that q “ ci.
Now we are going to apply this result to the particular situation depicted in (3.2)
with
S :“ rKdL ,KcLs T :“ rKdU ,KcU s
3.1. TWO-DIMENSIONAL BACKGROUND 89
So let us consider the special double reflexive graph depicted in (3.2) and using Con-
struction 1.3.12 we define the maps d1U , c1U , e1U and d1L, c1L, e1L as shown in the following
diagram
A
dL

cL

dU ,2
cU
,2 BeUlr
A
q
%%
qT ,2,2
qS

A
T
p˚1q
d1U ,2
c1U
,2
q˜S

Be1Ulr
A
S
p˚2q
q˜T
,2,2
d1L

c1L

A
S_T
p˚3qd2L

c2L

d2U ,2
c2U
,2 Be
2
U
lr
dR

cR

C
eL
LR
C
e1L
LR
C
e2L
LR
dD ,2
cD
,2 DeDlr
eR
LR
(3.4)
We want to define the dotted maps so that each square of parallel arrows in (3.4) com-
mutes. This means that the following must hold:$’&’%
d2U q˜S “ d1U ,
c2U q˜S “ c1U ,
e2U “ q˜Se1U ,
$’&’%
d2Lq˜T “ d1L,
c2Lq˜T “ c1L,
e2L “ q˜T e1L.
(3.5)
Indeed notice that if (3.5) holds, then not only do the three squares at p˚1q and the three
at p˚2q commute, but also the nine at p˚3q (in order to show this it suffices to use the fact
that q is an epimorphism). Furthermore we immediately have that p AS_T , B, d2U , c2U , e2U q
and p AS_T , C, d2L, c2L, e2Lq are reflexive graphs.
We can define e2U and e2L using (3.5), therefore it remains to show the existence of
the other four maps satisfying (3.5) and that both the reflexive graphs just constructed
have a multiplicative structure, that is
rKd2U ,Kc2U sQA
S_T
“ 0 rKd2L ,Kc2LsQA
S_T
“ 0 (3.6)
Let us define for example d2U (the other three maps are defined using the same strategy).
In order to have the existence of such a map, we will take the following steps:
• we will show that dU ˝ iS “ 0,
• this will give us a map φ : AS Ñ B such that φ ˝ qS “ dU “ d1U ˝ qT ,
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• finally the universal property of the pushout will give us the map d2U .
The only point that we need to treat more in detail is the first one since the others are
straightforward.
Consider the commutative diagrams induced by taking kernels vertically
KdL_

,2 KdR_

KcL_

,2 KcR_

A
dL

dU ,2 B
dR

A
cL

dU ,2 B
cR

C
dD
,2 D C
dD
,2 D
The dotted maps give us a morphism of coterminal pairs
KdL

 ,2 ,2 A
dU

KcL

lrlr
KdR
 ,2 ,2 B KcR
lrlr
which by Remark 1.1.52 implies the commutativity of
rKdL ,KcLsQA

 ,2 iS ,2 A
dU

rKdR ,KcRsQB  ,2 ,2 B
Finally it suffices to use that pB,D, dR, cR, eRq already admits a multiplicative structure:
hence rKdR ,KcRsQB – 0 and dU ˝ iS “ 0.
The last step of this construction is the proof of the equalities (3.6): we prove only
the first one since the strategy for the second one is the same. Consider the diagram of
exact sequences
0

0

0

0 ,2 Kq˜S
 ,2 ,2 Kd1U
p˚˚q
,2,2
_

Kd2U
,2
_

0
0 ,2 Kq˜S
 ,2 ,2

A
T
q˜S ,2,2
d1U

A
S_T ,2
d2U

0
0 ,2 0  ,2 ,2

B

B ,2

0
0 0 0
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Once again the fact that we have a regular epimorphism on the first row is given by
Lemma 1.1.18: hence the REM-factorisation of q˜S ˝ kd1U is the one given by the squarep˚˚q. In the exact same way it is possible to describe the REM-factorisation of q˜S ˝ kc1U .
Now we can apply Proposition 1.1.54 to the diagram
Kd1U

 ,2 ,2 A
T
q˜S

Kc1U

lrlr
Kd2U
 ,2 ,2 A
S_T Kc2U
lr
l1
lr
obtaining that the induced morphism
rKd1U ,Kc1U sQA
T
,2,2 rKd2U ,Kc2U sQA
S_T
is a regular epimorphism. But we know that
rKd1U ,Kc1U sQA
T
“ 0
by construction (see Construction 1.3.12) therefore we deduce that
rKd2U ,Kc2U sQA
S_T
“ 0
This means that p AS_T , B, d2U , c2U , e2U q admits a (unique) multiplicative structure. The
same reasoning works for p AS_T , C, d2L, c2L, e2Lq giving us that the square p˚3q in (3.4) is a
double reflexive multiplicative graph.
Proposition 3.1.8. Consider a special double reflexive graph as in (3.2), then the morph-
ism of double reflexive graphs
A
dL

cL

dU ,2
cU
,2 BeUlr
dR

cR

A
S_T
d2L

c2L

d2U ,2
c2U
,2 Be
2
U
lr
dR

cR

p q 1B1C 1Dq,2
C
eL
LR
dD ,2
cD
,2 D
eR
LR
eDlr C
e2L
LR
dD ,2
cD
,2 D
eR
LR
eDlr
(3.7)
constructed in Construction 3.1.7 coincides with the unit of the adjunction between double
groupoids and double reflexive graphs induced by the adjunction between groupoids and
reflexive graphs (see Construction 1.3.12 and Proposition 1.3.13).
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Proof. Consider another morphism of double reflexive graphs
A
dL

cL

dU ,2
cU
,2 BeUlr
dR

cR

A1
dW

cW

dN ,2
cN
,2 B
1eNlr
dE

cE

pα βγ δq ,2
C
eL
LR
dD ,2
cD
,2 D
eR
LR
eDlr C 1
eW
LR
dS ,2
cS
,2 D
1
eE
LR
eSlr
in which the codomain is a double groupoid. We want to define a map φ : AS_T Ñ A1
such that φ ˝ q “ α and in order to do this, consider the diagrams
A
α

qT
$$
dU ,2
cU
,2 BeUlr
A
T
φTz
d1U ,2
c1U
,2 B
β

e1Ulr
A1
dN ,2
cN
,2 B
1eNlr
A
α

qS
$$
dL ,2
cL
,2 CeLlr
A
S
φSz
d1L ,2
c1L
,2 C
γ

e1Llr
A1
dW ,2
cW
,2 C
1eWlr
with the same notation as in (3.4). Here the dotted maps are defined through the
universal property of the unit of the adjunction between RGpAq and GrpdpAq (see
Proposition 1.3.13). Now we can simply define φ by using the universal property of the
pushout
A
q
%%
qT ,2,2
qS

A
T
q˜S
 φT

A
S q˜T
,2,2
φS +2
A
S_T
φ
%
A1
Now it is trivial to see that
`
φ β
γ δ
˘
is a morphism of double groupoids and that it is the
only one such that ˆ
φ β
γ δ
˙
˝
ˆ
q 1B
1C 1D
˙
“
ˆ
α β
γ δ
˙
.
Corollary 3.1.9. Consider two groupoids of the form
B
dR

cR

C
dD ,2
cD
,2 D
eR
LR
eDlr
(3.8)
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and construct the following span
D
1

1

1 ,2
1
,2 D1lr
1

1

B
dR

cR

1 ,2
1
,2 B1lr
dR

cR

peR eR1D 1Dq,2
D
1
LR
1 ,2
1
,2
peD 1DeD 1Dq

D
1
LR
1lr D
eR
LR
1 ,2
1
,2 D
eR
LR
1lr
C
dD ,2
cD
,2
1

1

DeDlr
1

1

C
1
LR
dD ,2
cD
,2 DeDlr
1
LR
(3.9)
in Grpd2pAq. Then in order to obtain its pushout in Grpd2pAq, we can see it as a
diagram in RG2pAq (through the inclusion functor J : Grpd2pAq ãÑ RG2pAq), take its
pushout in RG2pAq and then apply Construction 3.1.7 to the double reflexive graph that
we obtained.
Proof. By computing the pushout in RG2pAq (which is done componentwise) we ob-
tain a special double reflexive graph of the form (3.2). Consequently, by Proposi-
tion 3.1.8 we deduce that applying Construction 3.1.7 is the same as applying the reflector
R : RG2pAq Ñ Grpd2pAq. But being the reflector a left adjoint, it preserves colimits:
in particular it sends the pushout in RG2pAq to a pushout in Grpd2pAq, that is the
thesis.
3.1.3 Crossed squares
Definition 3.1.10 ([48, 61, 15]). A crossed square (of groups) is given by a commutative
square
P
pM ,2
pN

M
µ

N ν
,2 L
in Grp, together with actions of L on M , N and P (and hence actions of M on P
and N via µ, and of N on M and P via ν) and a function (not a group morphism!)
h : M ˆN Ñ P such that the following axioms hold:
0) hpmm1, nq “ mhpm1, nqhpm,nq and hpm,nn1q “ hpm,nqnhpm,n1q;
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i) the maps pM and pN preserve the actions of L, furthermore with the given actions
pM µÝÑ Lq, pN νÝÑ Lq and pP µ˝pM“ν˝pNÝÝÝÝÝÝÝÝÑ Lq are crossed modules;
ii) pM phpm,nqq “ mnm´1 and pN phpm,nqq “ mnn´1;
iii) hppM ppq, nq “ pnp´1 and hpm, pN ppqq “ mpp´1;
iv) lhpm,nq “ hplm, lnq;
for all l P L, m,m1 PM , n, n1 P N and p P P .
A map of crossed squares is given by four group morphisms which are compatible
with the actions and with the map h. Crossed squares and morphisms between them
form the category XSqrpGrpq.
Definition 3.1.11 ([15]). Given a pair of L-crossed modules pM µÝÑ L, ξM q and pN νÝÑ
L, ξN q in Grp we have an action ξMN ofM on N induced via µ and an action ξNM of N on
M induced via ν. We say that a map h : M ˆN Ñ P is a crossed pairing if the following
hold for each m,m1 PM and n, n1 P N
• hpmm1, nq “ hpmm1,mnqhpm,nq,
• hpm,nn1q “ hpm,nqhpnm, nn1q.
Remark 3.1.12. Notice that if we have a crossed square, then the map h : M ˆN Ñ P
is actually a crossed pairing. Indeed by using ivq and the fact that the actions involved
are induced from the actions of L we can show the equivalence between condition 0q and
h being a crossed pairing, through the equalities
mhpm1, nq “ µpmqhpm1, nq “ hpµpmqm1, µpmqnq “ hpmm1,mnq,
nhpm,n1q “ νpnqhpm,n1q “ hpνpnqm, νpnqn1q “ hpnm, nn1q.
In Proposition 5.2 in [61] and in Theorem 18 of [73], it is proved that Definition 3.1.10
is equivalent to the one of a cat2-group. By using the fact that crossed modules can be
equivalently described as groupoids or as cat1-groups, that is by using the equivalences
of categories
cat1-Grp » GrpdpAq » XModpAq
one can then show that any crossed square can be depicted as an internal crossed module
in the category of crossed modules of groups. This means that we have the equivalences
XSqrpGrpq » cat2-Grp » Grpd2pAq » XModpXModpAqq
In particular the functor from Grpd2pGrpq to XSqrpGrpq is given by normalisation.
In general internal crossed square don’t have an explicit description as in Defini-
tion 3.1.10, but, following the idea of the previous chain of equivalences, they are directly
defined as follows.
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Definition 3.1.13. An internal crossed square in A is an internal crossed module in
XModpAq. This means that the category XSqrpAq is defined as XModpXModpAqq.
This means that an internal crossed square is simply a square (endowed with addi-
tional structure) obtained by normalising a double groupoid.
Lemma 3.1.14. An internal crossed square in A is the normalisation of a double groupoid
in A, that is the outer square in the diagram
P  ,2
kdT ,2
_
kdW

KdL
dT ,2
cT
,2_
kdL

KdReT
lr
_
kdR

KdU
dW

cW

 ,2
kdU
,2 A
dL

cL

dU ,2
cU
,2 BeUlr
dR

cR

KdD
eW
LR
 ,2
kdD
,2 C
eL
LR
dD ,2
cD
,2 D
eR
LR
eDlr
(3.10)
obtained taking kernels of the domain morphisms and the induced maps. Similarly a
morphism of internal crossed squares is the (unique) normalisation of a morphism of
double groupoids.
Proof. It suffices to use the equivalence XModpAq » GrpdpAq given by normalisation
and denormalisation to obtain
XSqrpAq “ XModpXModpAqq » Grpd2pAq.
One can easily see that there is a lack of a definition of internal crossed square that
follows the lines of Definition 3.1.10, that is one that describes explicitly these objects as
squares of crossed modules with additional structure satisfying some axioms. We will do
a step in this direction with the definition of weak crossed squares (see Section 3.3).
Referring to the diagram (3.10) we will denote with j the diagonal of the upper left
square, with pD,A, c, d, eq the reflexive graph structure induced diagonally in the lower
right square and with λ the composition c ˝ j.
Remark 3.1.15. Given a double groupoid as in (3.10) we can define an action of D on P
in the following different ways:
• First of all we can define it as the dotted arrow in the diagram
D5P
ξ

e5k ,2 A5A
χA

xdU ,dLy5xdU ,dLy,2 pB ˆ Cq5pB ˆ Cq
χpBˆCq

P  ,2
k
,2 A xdU ,dLy
,2 B ˆ C
(3.11)
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where k “ kdL ˝ kdT “ kdU ˝ kdW is the kernel of xdU , dLy;
• either we induce it through the diagram
D5P
ξ

eR5kdW ,2 B5KdU
ψU

dR5dW ,2 D5KdD
ψD

P  ,2
kdW
,2 KdU dW
,2 KdD
(3.12)
• or simmetrically we can also use
D5P
ξ

eD5kdT ,2 C5KdL
ψL

dD5dT ,2 D5KdR
ψR

P  ,2
kdT
,2 KdL dT
,2 KdR
(3.13)
Notice that these three actions are uniquely determined by the universal property of the
kernels and that they are actually the same: indeed it suffices to show that if such a ξ
makes one of the previous diagrams commute, then also the other two are satisfied. This
is easily shown by the diagrams
D5P
ξ

eR5kdW ,2 B5KdU
ψU

eU 5kdU ,2 A5A
χA

P  ,2
kdW
,2 KdU
 ,2
kdU
,2 A
D5P
ξ

eD5kdT ,2 C5KdL
ψL

eD5kdL ,2 A5A
χA

P  ,2
kdT
,2 KdL
 ,2
kdL
,2 A
In each rectangle the rightmost square commutes by Remark 1.2.8, therefore the leftmost
square in each rectangle commutes if and only if the corresponding rectangle commutes
(also because kdU and kdL are monomorphisms), but both the rectangles are the same as
the left square in (3.11). Hence the three definitions are the same.
Remark 3.1.16. We can also define an action of D on P in the following way. Consider
the diagram
P  ,2
kdT ,2
_
kdW

KdL

KdL

KdL_
kdL

KdU
,2 KdL `KdU
#+#+
KdU
,2 KdL _KdU !)
kdL_kdU
!)
KdU
 ,2
kdU
,2 A
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and denote with l the map going from P to KdL _ KdU . Consider the diagonal point
defined through diagram (3.10)
KdL _KdU  ,2 kd ,2 A
d ,2 D
e
lr
Notice thatKdL_KdU is the kernel of d (and that kd “ kdL_kdU ) because of Lemma 1.1.23
and Corollary 1.2.3. Now since kd ˝ l is a normal monomorphism, through Lemma 2.6
in [28], we can construct the diagram
P_
l

 ,2
kdˆ ,2 Aˆ
l¸1

dˆ ,2 D
eˆ
lr
KdL _KdU  ,2 kd ,2 A
d ,2 D
e
lr
(3.14)
which gives us an action of D on P through the equivalence between points and actions.
Lemma 3.1.17. The actions defined in Remark 3.1.15 and in Remark 3.1.16 are the
same action ξ.
Proof. In order to show this, it suffices to prove that the equivalence ActpAq » PtpAq
sends the point constructed in (3.14) into the action ξ uniquely defined through the
commutativity of (3.11). To do this consider the diagram
D5P

kD,P ,2 D ` P
p eˆk
dˆ
q

p10q ,2 D
iD
lr
P
kdˆ ,2 Aˆ
dˆ ,2 D
eˆ
lr
and let us prove that kdˆ ˝ ξ “
`
eˆ
kdˆ
˘ ˝ kD,P . The map l ¸ 1 is a monomorphism since l is
so, therefore the thesis become
pl ¸ 1q ˝ kdˆ ˝ ξ “ pl ¸ 1q ˝
ˆ
eˆ
kdˆ
˙
˝ kD,P .
The lefthand side is equal to k ˝ ξ which in turn (by definition of ξ) is χA ˝ pe5kq, whereas
for the righthand side we have the following chain of equalities
pl ¸ 1q ˝
ˆ
eˆ
kdˆ
˙
˝ kD,P “
ˆ pl ¸ 1q ˝ eˆ
pl ¸ 1q ˝ kdˆ
˙
˝ kD,P
“
ˆ
e
k
˙
˝ kD,P “
ˆ
1
1
˙
˝ pe` kq ˝ kD,P
“
ˆ
1
1
˙
kA,A ˝ pe5kq “ χA ˝ pe5kq.
98 CHAPTER 3. NON-ABELIAN TENSOR PRODUCT
Proposition 3.1.18. In the previous situation we have that pP λÝÑ D, ξq is a crossed
module.
Proof. Notice that if we define cˆ :“ c˝pl¸1q we have that cˆ˝kdˆ “ c˝ j “ λ. Therefore it
suffices to show that the first row in (3.14) is actually a groupoid once it is endowed with
cˆ as second leg. In order to prove this, by using Remark 1.1.50 and Lemma 1.3.11 we only
need to show that rP,Kcˆs “ 0 since P “ Kdˆ. But Kcˆ ãÑ Kc implies rP,Kcˆs ãÑ rP,Kcs,
hence it suffices to show that rP,Kcs “ 0. We have the following chain of monomorphisms
rP,Kcs – rP,KcU _KcLs
– rP,KcU s _ rP,KcLs _ rP,KcU ,KcLs
Ď rKdU ,KcU s _ rKdL ,KcLs _ rKcU ,KcU , As
– 0_ 0_ 0 – 0
where the first isomorphism is given by Lemma 1.1.23, the second one is given by the
join decomposition formula described in Proposition 2.22 in [51] and the last ones are
due to Theorem 5.2 again in [51].
Proposition 3.1.19. Given a morphism of double groupoids
A

,2
,2 Blr

A1

,2
,2 B
1lr

pα βγ δq ,2
C
LR
,2
,2 D
LR
lr C 1
LR
,2
,2 D
1
LR
lr
consider the unique morphism of internal crossed squares induced between their normal-
isations, and denote ρ : P Ñ P 1 the upper-left component. Then
pP λÝÑ D, ξq pρ,δqÝÝÝÑ pP 1 λ1ÝÑ D1, ξ1q
is a morphism of internal crossed module.
Proof. We want to show the commutativity of the diagrams
P
ρ

λ ,2 D
δ

P 1
λ1
,2 D1
D5P
δ5ρ

ξ ,2 P
ρ

D15P 1
ξ1
,2 P 1
The first one is obvious by construction of the map ρ. For the second one we need to use
one of the explicit constructions for the actions ξ and ξ1, in particular the one depicted
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in (3.11). From this we construct the cube
D5P A5A
D15P 1 A15A1
P A
P 1 A1
e5k
ξ
δ5ρ χA α5α
e15k1
k
ρ α
k1
ξ1
χA1
We want to show that the face on the left commutes, but since we already know that
every other face commutes, it suffice to postcompose with the monomorphism k1 to obtain
k1 ˝ ξ1 ˝ pδ5ρq “ χA1 ˝ pe15k1q ˝ pδ5ρq
“ χA1 ˝ pα5αq ˝ pe5kq
“ α ˝ χA ˝ pe5kq
“ α ˝ k ˝ ξ
“ k1 ˝ ρ ˝ ξ.
3.2 Construction of the Non-Abelian Tensor Product
3.2.1 Groups case
First of all, let us examine what happens in the category Grp: the aim of this subsection
is to show how to construct the non-abelian tensor product of two coterminal crossed
modules of groups, without passing through set-theoretical constructions.
Consider two groups M and N acting on each other via ξMN : M5N Ñ N and
ξNM : N5M Ñ M and denote with mn the action of m P M on n P N and with nm
the action of n P N on m PM .
Definition 3.2.1. Given two groups M and N acting on each other (and on themselves
by conjugation) we define their non-abelian tensor product MbN as the group generated
by the symbols mb n with m PM and n P N with the relations
• pmm1q b n “ pmm1 b mnqpmb nq,
• mb pnn1q “ pmb nqpnmb nn1q,
for all m,m1 PM and n, n1 P N .
100 CHAPTER 3. NON-ABELIAN TENSOR PRODUCT
Even if it is possible to give a definition of the non-abelian tensor product even when
the two actions are not compatible, the main results of [15] that we are interested in,
always assume compatibility. Hence from now on we will do the same, dealing only with
non-abelian tensor products of two compatible actions.
Remark 3.2.2. Notice that by Chapter 2 we can equivalently use pairs of compatible
actions or pair of coterminal crossed modules, both in the group case and in the semi-
abelian one. Therefore we choose to use the latter from now on.
In order to describe the alternative construction of the non-abelian tensor product in
the semi-abelian context we need to recall the following result from [15].
Proposition 3.2.3 (Proposition 2.15 in [15]). Let pM µÝÑ L, ξM q and pN νÝÑ L, ξN q be
crossed modules, so that M and N act on both M and N via P . Then there is a crossed
square
M bN piM ,2
piN

M
µ

N ν
,2 L
where piM pm b nq “ mnm´1, piN pm b nq “ mnn´1 and hpm,nq “ m b n. This crossed
square is universal in the sense that it satisfies the following two equivalent conditions:
(1) If
P
pM ,2
pN

M
µ

N ν
,2 L
is another crossed square (with the same µ and ν), then there is a unique morphism
M bN piM ,2
piN

M
µ

P
pM ,2
pN

M
µ

pφ 1M1N 1Lq,2
N ν
,2 L N ν
,2 L
of crossed squares, which is the identity on M , N and L.
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(2) The diagram of inclusions of crossed squares
0 ,2

0

0 ,2

M
µ

p10 010 1Lq,2
0 ,2 L 0 ,2 L
p10 100 1Lq

p0 1M0 1L q

0 ,2

0

M bN pi
MbN
M ,2
piMbNN

M
µ
p 0 01N 1Lq
,2
N ν
,2 L N ν
,2 L
(3.15)
is a pushout in XSqrpGrpq.
We can reinterpret this result as a way to construct the non-abelian tensor product
M b N as the upper-left group in the pushout crossed square: this process does not
involve generators and relations and hence completely avoids the use of set-theoretical
tools. In order to generalise this construction to XSqrpAq we need what we have done
in the previous section, that is a description of how to compute pushouts of the previous
kind in the category of Grpd2pAq (since it is equivalent to XSqrpAq).
3.2.2 Construction in semi-abelian categories
Imitating in a semi-abelian category A what we’ve done so far for groups we have the
following construction.
Construction 3.2.4. Consider two L-crossed modules pM µÝÑ L, ξM q and pN νÝÑ L, ξN q
and their induced internal groupoid structures
M_
kM

M ¸ L
dM

cM

N  ,2
kN ,2 N ¸ L
dN ,2
cN
,2 L
eM
LR
eNlr
(3.16)
We construct the span (3.9) in Grpd2pAq and in order to compute its pushout we use
Lemma 3.1.9. This means that we see it as a diagram in RG2pAq and we compute the
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pushout
Q
dL

cL

dU ,2
cU
,2M ¸ LeUlr
dM

cM

N ¸ L
eL
LR
dN ,2
cN
,2 L
eM
LR
eNlr
(3.17)
in RG2pAq, which is given by the pointwise pushout of the previous diagram: this means
that
Q :“ pM ¸ Lq `L pN ¸ Lq
is the pushout of eM along eN and that the maps dU , cU , dL and cL are defined as follows,
using the universal property of the pushout:
dU :“
B
1M¸L
eM ˝ dN
F
dL :“
B
eN ˝ dM
1N¸L
F
cU :“
B
1M¸L
eM ˝ cN
F
cL :“
B
eN ˝ cM
1N¸L
F
Finally Corollary 3.1.9 tells us that by applying Construction 3.1.7 to (3.17) we obtain
the desired pushout
QMbN
dL

cL

dU ,2
cU
,2M ¸ LeUlr
dM

cM

N ¸ L
eL
LR
dN ,2
cN
,2 L
eM
LR
eNlr
(3.18)
of (3.9) inGrpd2pAq (the notation for the maps here is a bit different: we use an overline
instead of double apices). Here QMbN is given by
QMbN :“ pM ¸ Lq `L pN ¸ LqrKdL ,KcLs _ rKdU ,KcU s
By normalising this double groupoid (that is computing the kernels of the “domain”
morphisms and of the induced maps), we go back from Grpd2pAq to XSqrpAq obtaining
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the crossed square
M bN  ,2 ,2_

KdL
,2
,2_

Mlr _

KdU

 ,2 ,2 QMbN
dL

cL

dU ,2
cU
,2M ¸ LeUlr
dM

cM

N
LR
 ,2 ,2 N ¸ L
eL
LR
dN ,2
cN
,2 L
eM
LR
eNlr
(3.19)
Using the equivalence XSqrpAq » Grpd2pAq we now have that this crossed square is the
pushout in XSqrpAq depicted in (3.15).
Definition 3.2.5. Given a pair of L-crossed modules pM µÝÑ L, ξM q and pN νÝÑ L, ξN q
we define their non-abelian tensor product M b N as the top left object in the crossed
square
M bN pi
MbN
M ,2
piMbNN

λ
(
M
µ

N ν
,2 L
constructed above.
Corollary 3.2.6. The non-abelian tensor product MbN has an L-crossed module struc-
ture, namely pM bN λÝÑ L, ξq where the action ξ is defined as in Remark 3.1.15.
Proof. This is just an application of Proposition 3.1.18.
Notice that the previous corollary implies that the non-abelian tensor product is a
“binary operation” on the objects
´b´ : XModLpAq ˆXModLpAq Ñ XModLpAq.
This is obviously commutative, up to isomorphism, by construction; but it is not associ-
ative (see [37]).
Proposition 3.2.7. Consider two L-crossed modules
pM µÝÑ L, ξLM q, pN νÝÑ L, ξLN q,
two L1-crossed modules
pM 1 µ1ÝÑ L1, ξ1L1M 1q, pN 1 ν
1ÝÑ L1, ξ1L1N 1 q,
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and two morphisms of internal crossed modules
pM µÝÑ L, ξLM q pf,lqÝÝÝÑ pM 1 µ
1ÝÑ L1, ξ1L1M 1q
pN νÝÑ L, ξLN q pg,lqÝÝÝÑ pN 1 ν
1ÝÑ L1, ξ1L1N 1 q
Then there exists a unique morphism f b g : M bN ÑM 1 bN 1 such that `fbg fg l ˘ is a
morphism of internal crossed squares.
Proof. Consider the following diagram:
M bN pM bNq ¸M M
M 1 bN 1 pM 1 bN 1q ¸M 1 M 1
pM bNq ¸N QMbN M ¸ L
pM 1 bN 1q ¸N 1 QM 1bN 1 M 1 ¸ L1
N N ¸ L L
N 1 N 1 ¸ L L
fbg pfbgq¸f f
pfbgq¸g φ f¸l
g g¸l
l
Here φ is uniquely determined by the universal property of
QMbN

,2
,2M ¸ Llr

N ¸ L
LR
,2
,2 L
LR
lr
being defined as a pushout in Grpd2pAq: in particular φ is the only morphism which
makes
`
φ f¸l
g¸l l
˘
a morphism of double groupoids. Since the other dotted maps are
uniquely induced by taking kernels, f b g is automatically the unique morphism such
that
`
fbg f
g l
˘
is a morphism of internal crossed squares.
Corollary 3.2.8. In the situation depicted in the previous proposition
pM bN λÝÑ L, ξq pfbg,lqÝÝÝÝÑ pM 1 bN 1 λ1ÝÑ L1, ξ1q
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is a morphism of internal crossed modules, and consequently the non-abelian tensor
product
´b´ : XModLpAq ˆXModLpAq Ñ XModLpAq.
is a bifunctor.
Proof. The first result is just an application of Proposition 3.1.19 to the morphism of
internal crossed square
`
fbg f
g l
˘
. The second part is simply a particular case in which
l “ 1L.
Example 3.2.9. Consider the two crossed modules
pN νÝÑ L, ξLN q p0 0ÝÑ L, τL0 q.
Let us compute their non-abelian tensor product. First of all we need to explicit their
internal groupoid structure: to do this, we follow Construction 1.4.8 and Example 1.4.9
obtaining
0_
0

L
1

1

N  ,2
kN ,2 N ¸ L
dN ,2
cN
,2 L
1
LR
eNlr
But now the double groupoid given by Construction 3.1.7 is clearly
N ¸ L
1

1

dN ,2
cN
,2 LeNlr
1

1

N ¸ L
1
LR
dN ,2
cN
,2 L
1
LR
eNlr
which means that 0bN – 0.
At this point one would hope that taking the non-abelian tensor product of an L-
crossed module with the conjugation crossed module on L would give us back the first
L-crossed module: this would mean that the conjugation L-crossed module is precisely
the neutral element for the non-abelian tensor product. Unfortunately this happens to
be false even in Grp and even when the starting L-crossed modules are both given by
the conjugation on L. A simple counterexample is given by the Klein group: if we take L
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to be the Klein group endowed with the conjugation action, then the non-abelian tensor
square is
Lb L “ Z2 ˆ Z2 ˆ Z2 ˆ Z2 fl Z2 ˆ Z2 “ L
For this example, other computations of the non-abelian tensor product in Grp and for
further details look on [14] and [68].
Proposition 3.2.10. Consider an internal crossed square of the form
P
pM ,2
pN

M
µ

N ν
,2 L
Then there exists a unique φ such that the following diagram commutes
M bN piMbNM
%
piMbNN
 )
φ
(
P
pM ,2
pN

M
µ

N ν
,2 L
making
`
φ 1M
1N 1L
˘
a morphism of crossed squares.
Proof. We first shift to the double-groupoid setting and construct the following diagram
M bN pM bNq ¸M M
P P ¸M M
pM bNq ¸N QMbN M ¸ L
P ¸N R M ¸ L
N N ¸ L L
N N ¸ L L
φ φ¸1M
φ¸1N φ0 (3.20)
Here φ0 is induced by the fact that the double groupoid involving QMbN is defined as
a pushout in Grpd2pAq, whereas the maps φ ¸ 1M and φ ¸ 1N are the maps induced
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between the kernels and finally φ is given by the front square in the upper-left cube
being a pullback. The fact that φ is the unique map making
`
φ 1M
1N 1L
˘
a morphism of
crossed squares comes from the fact that φ0 is the unique map such that
`
φ0 1M¸L
1N¸L 1L
˘
is
a morphism of double groupoids.
3.2.3 The Lie algebras case
The aim of this subsection is to show that the non-abelian tensor product of Lie algebras
defined in [37] coincides with the general definition of non-abelian tensor product when
A “ LieR. In order to do that we need to recall some definitions and results regarding
the Lie algebra case from [37, 23].
From now on we will assume thatM and N are two Lie algebras with crossed module
structures on a common Lie algebra L, since in Chapter 2 we proved that this is the same
as having two compatible actions of Lie algebras.
Definition 3.2.11 ([37]). Given two R-Lie algebras M and N acting on each other,
their non-abelian tensor product M bLie N is the Lie algebra generated by the symbols
mb n with m PM and n P N , subject to the relations:
i) pλmq b n “ λpmb nq “ mb pλnq,
ii) pm`m1q b n “ mb n`m1 b n and mb pn` n1q “ mb n`mb n1,
iii) rm,m1s b n “ mb pm1nq ´m1 b pmnq and mb rn, n1s “ pn1mq b n´ pnmq b n1,
iv) rmb n,m1 b n1s “ ´pnmq b pm1n1q,
for all λ P R, m,m1 PM and n, n1 P N .
Definition 3.2.12 ([37]). Given two R-Lie algebras M and N acting on each other, and
a third Lie Algebra P , we say that a bilinear function h : M ˆN Ñ P is a Lie paring if
i) hprm,m1s, nq “ hpm,m1nq ´ hpm1,mnq,
ii) hpm, rn, n1sq “ hpn1m,nq ´ hpnm,n1q,
iii) hpnm,m1n1q “ ´rhpm,nq, hpm1, n1qs,
for all m,m1 PM and n, n1 P N . The Lie pairing h is said to be universal if for any other
Lie pairing h1 : M ˆ N Ñ P 1 there exists a unique Lie homomorphism φ : P Ñ P 1 that
makes the following triangle commute
M ˆN h ,2
h1 (
P
φ

P 1
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Proposition 3.2.13 (Proposition 1 in [37]). Given two R-Lie algebras M and N acting
on each other, the mapping
h : M ˆN ÑM bLie N
pm,nq ÞÑ mb n
is a universal Lie pairing. Hence the non-abelian tensor product M bLie N of two Lie
algebras acting on each other is uniquely characterised (up to isomorphism) as the codo-
main of their universal Lie pairing.
Definition 3.2.14 ([36, 23]). A crossed square in LieR is a commutative square of Lie
algebras
P
pM ,2
pN

M
µ

N ν
,2 L
endowed with Lie actions of L on P , M and N (and hence Lie actions of M on N and
L via µ, and of N on M and L via ν) and a function h : M ˆN Ñ P such that
0) h is bilinear and such that hprm,m1s, nq “ mhpm1, nq´m1hpm,nq and hpm, rn, n1sq “
nhpm,n1q ´ n1hpm,nq;
i) the maps pM and pN preserve the actions of L, furthermore with the given actions
pM µÝÑ L, ξM q, pN νÝÑ L, ξN q and pP µ˝pM“ν˝pNÝÝÝÝÝÝÝÝÑ L, ξP q are crossed modules;
ii) pM phpm,nqq “ ´nm and pN phpm,nqq “ mn;
iii) hppM ppq, nq “ ´np and hpm, pN ppqq “ mp;
iv) lhpm,nq “ hplm,nq ` hpm, lnq;
for all l P L, m,m1 PM , n, n1 P N and p P P .
Lemma 3.2.15 (Theorem 30 in [23]). Lie crossed squares, as just defined, coincide with
internal crossed squares in the category LieR.
Lemma 3.2.16 ([59]). For a pair of crossed modules pM µÝÑ L, ξM q and pN νÝÑ L, ξN q,
the square
M bLie N ρM ,2
ρN

M
µ

N ν
,2 L
in LieR, with ρM and ρN defined via
ρM pmb nq “ ´nm ρN pmb nq “ mn
endowed with
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• the actions ξM , ξN ,
• the action of L on M bLie N given by
lpmb nq :“
´
lm
¯
b n`mb
´
ln
¯
, (3.21)
• the map h : M ˆN ÑM bN defined in Proposition 3.2.13,
is a crossed square (according to Definition 3.2.14).
Proof. Let us check conditions 0q - ivq in Definition 3.2.14.
i) The first step is to show that the maps ρM preserves the actions of L. This amounts
to showing the equality
lpρM pmb nqq “ ρM
´
lpmb nq
¯
We prove this by using the fact that ξM is an action of Lie algebras, obtaining the
chain of equalities
ρM
´
lpmb nq
¯
“ ρM
´´
lm
¯
b n
¯
` ρM
´
mb
´
ln
¯¯
“ ´nplmq ´ plnqm
“ ´νpnqplmq ´ νplnqm
“ ´νpnqplmq ´ rl,νpnqsm
“ ´lpνpnqmq
“ lp´nmq
“ lpρM pmb nqq.
The same reasoning works for ρN . Now it remains to show that the diagonal
λ :“ µ ˝ ρM “ ν ˝ ρN is a crossed module once endowed with the action (3.21): in
order to do that we use the compatibility conditions as stated in [37], the crossed
module conditions for pM µÝÑ L, ξM q and pN νÝÑ L, ξN q, and the equation λpmbnq “
rµpmq, νpnqs obtained through
λpmb nq “ µpρM pmb nqq “ µ p´nmq
“ ´µ
´
νpnqm
¯
“ ´rνpnq, µpmqs
“ rµpmq, νpnqs.
In particular we obtain the following chains of equalities
λ
´
lpmb nq
¯
“ λ
´´
lm
¯
b n
¯
` λ
´
mb
´
ln
¯¯
“
”
µ
´
lm
¯
, νpnq
ı
`
”
µpmq, ν
´
ln
¯ı
“ rrl, µpmqs, νpnqs ` rµpmq, rl, νpnqss
“ rl, rµpmq, νpnqss
“ rl, λpµpmq b νpnqqs ,
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λpm1bn1qpmb nq “
´
λpm1bn1qm
¯
b n`mb
´
λpm1bn1qn
¯
“
”
´n1m1,m
ı
b n`mb
”
m1n1, n
ı
“ p´n1m1q b pmnq ´mb
ˆ´
n1m1
¯
n
˙
`mb
”
m1n1, n
ı
“ p´n1m1q b pmnq `mb
ˆ”
m1n1, n
ı
´
´
n1m1
¯
n
˙
“ p´n1m1q b pmnq
“ rm1 b n1,mb ns.
0) The map h is bilinear by construction and by using the definition of the tensor
product M bLie N we have the following chain of equalities
mhpm1, nq ´ m1hpm,nq “ rm,m1s b n`m1 b pmnq ´ rm1,ms b n´mb
´
m1n
¯
“ rm,m1s b n
“ hprm,m1s, nq
and similarly for the second equality required.
ii) ρM phpm,nqq “ ´nm and ρN phpm,nqq “ mn by definition of ρM and ρN .
iii) Again by definition of M bLie N we have
hpρM pmb nq, n1q “ hp´nm,n1q “ ´ pnmq b n1
“ ´
´
n1m
¯
b n´mb rn1, ns
“ ´npmb nq
and similarly for the second equality.
iv) lhpm,nq “ lpmb nq “ plmb nq ` pmb lnq “ hplm,nq ` hpm, lnq.
Proposition 3.2.17. When A “ LieR, the non-abelian tensor product M b N as de-
scribed in Definition 3.2.5 coincides with the tensor product of Lie algebras M bLie N
defined Definition 3.2.11.
Proof. By Proposition 3.2.13 it suffices to show that the general version of M b N has
the same universal property as M bLie N .
The first step is to construct a Lie pairing from M ˆ N to M b N . In order to do
this, consider diagram (3.19) and denote with jM and jN the diagonal inclusions of M
and N in QMbN . We are going to define a function h from M ˆ N to QMbN , we are
going to show that it factors through M bN as h : M ˆN Ñ M bN and then we are
going to prove that it is a universal Lie pairing.
Since we are in LieR we can define h directly on the elements by imposing hpm,nq :“
rjM pmq, jN pnqs. To prove that it factors through M bN it suffices to show that dU ˝h “
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0 “ dL ˝ h (the rest is trivial since M bN is the pullback of the kernels KdU and KdL),
and this is done through the equalities
dU ˝ hpm,nq “ dU prjM pmq, jN pnqsq “
“
dU pjM pmqq, dU pjN pnqq
‰
“ “dU pjM pmqq, 0‰ “ 0,
dL ˝ hpm,nq “ dL prjM pmq, jN pnqsq “
“
dLpjM pmqq, dLpjN pnqq
‰
“ “0, dLpjN pnqq‰ “ 0.
Now we have shown that the image of h lies in M bN obtaining h : M ˆN ÑM bN .
Let us prove that it is a Lie pairing according to Definition 3.2.12:
• for iq we have the following chain of equalities
hprm,m1s, nq “ rjM prm,m1sq, jN pnqs “ rrjM pmq, jM pm1qs, jN pnqs
“ ´rrjM pm1q, jN pnqs, jM pmqs ´ rrjN pnq, jM pmqs, jM pm1qs
“ rjM pmq, rjM pm1q, jN pnqss ´ rjM pm1q, rjM pmq, jN pnqss
“ rjM pmq, jN pm1nqs ´ rjM pm1q, jN pmnqs
“ hpm,m1nq ´ hpm1,mnq
and a similar one shows iiq;
• for iiiq we have
hpnm,m1n1q “
”
jM pnmq, jN pm1n1q
ı
“ “rjN pnq, jM pmqs, rjM pm1q, jN pn1qs‰
“ ´ “rjM pmq, jN pnqs, rjM pm1q, jN pn1qs‰
“ ´ “hpm,nq, hpm1, n1q‰ .
It remains to prove that h is a universal Lie pairing. In order to do that, we take a
universal Lie pairing h˜ (we know that it exists by Proposition 3.2.13) and we show that
there exists a morphism φ such that
M ˆN h ,2
h˜ "*
M bN
φ

M bLie N
(3.22)
This would imply that h is automatically universal and hence by uniqueness (up to
isomorphism) of the universal Lie pairing we would obtain that M bN –M bLie N .
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Let us show that such a φ exist. The first step is to use Lemma 3.2.16 which shows
that the non-abelian tensor product M bLie N induces a crossed square of Lie algebras
M bLie N ,2

M

N ,2 L
according to Definition 3.2.14. By Lemma 3.2.15 we know that in LieR Definition 3.1.13
coincides with Definition 3.2.14 and hence we can use the universal property of M bN ,
which gives us a map φ : M bN ÑM bLie N such that (3.22) commutes.
Consequently from now on can denote ρM and ρN respectively as piMbNM and pi
MbN
N .
3.3 Towards crossed squares through the non-abelian tensor
product
The aim of this section is to generalise the explicit description of crossed squares of
groups (given in Definition 3.1.10) and Lie algebras (given in Definition 3.2.14) to the
semi-abelian case (with SH), without passing through the double groupoid formalism.
In order to obtain this, we are going to use the construction of the non-abelian tensor
product, first in the categories Grp and LieR, and then in A. We call this object weak
crossed square, and we prove that it is the same as a crossed square as soon as we are
in Grp or LieR. We then show that the canonical definition of crossed square in the
semi-abelian context implies the one of weak crossed square. The converse is still an open
question: the aim would be to find suitable conditions under which the two definitions
coincide. This would mean that an “explicit” definition of crossed square is possible in
such a general setting.
The idea behind this internalisation is given by a bijection introduced in [15] (see
Definition 2.2 and following): the authors say that, given a pair of compatible group
actions, to each crossed pairing h : M ˆN Ñ P it corresponds a group homomorphism
h˚ : M bN Ñ P defined by extending h˚pmb nq “ hpm,nq (from now on we will drop
this notation and we will write h for both these maps since there is no risk of confusion).
Using this hint as the basis of our reasoning we can give the following definition.
Definition 3.3.1. A weak crossed square in A is given by a commutative square
P
λ
%
pM ,2
pN

M
µ

N ν
,2 L
in A, together with internal actions
ξLM : L5M ÑM ξLN : L5N Ñ N ξLP : L5P Ñ P
and a morphism h : M bN Ñ P such that the following axioms hold:
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i’) the maps pM and pN are equivariant with respect to the L-actions, that is the
squares
L5P ξ
L
P ,2
15pM

P
pM

L5M
ξLM
,2M
L5P ξ
L
P ,2
15pN

P
pN

L5N
ξLN
,2 N
commute, and furthermore pM µÝÑ L, ξLM q, pN νÝÑ L, ξLN q and pP λÝÑ L, ξLP q are
L-crossed modules.
ii’) the diagram
M bN
piMbNM
!)
piMbNN
u}
h

N P pM
,2
pN
lr M
commutes;
iii’) the diagram
P bN pMb1N ,2
piPbNP #+
M bN
h

M b P1MbpNlr
piMbPPs{
P
commutes;
iv’) the map h is equivariant with respect to the action ξLMbN : L5pM bNq ÑM bN
(induced as in Remark 3.1.15), that is the square
L5pM bNq
1L5h

ξLMbN ,2M bN
h

L5P
ξLP
,2 P
commutes.
A morphism of weak crossed squares of the form
P
pM ,2
pN

M
µ

P 1
p1
M 1 ,2
p1
N 1

M 1
µ1

pp fg lq ,2
N ν
,2 L N 1
ν1
,2 L1
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is given by a quadruple of morphisms
p : P Ñ P 1 f : M ÑM 1
g : N Ñ N 1 l : LÑ L1
such that the cube
P M
P 1 M 1
N L
N 1 L1
commutes and the h-maps are respected, that is the square
M bN fbg ,2
h

M 1 bN 1
h1

P p
,2 P 1
commutes as well.
Remark 3.3.2. Notice that from the three L-actions ξLM , ξ
L
N and ξ
L
P we are able to con-
struct the actions ξMP , ξ
N
P , ξ
M
N and ξ
N
M through the diagrams
M5P ξ
M
P ,2
µ51 (
P
L5P
ξLP
8C N5P
ξNP ,2
ν51 '
P
L5P
ξLP
8C
M5N ξ
M
N ,2
µ51 (
N
L5N
ξLN
8B N5M
ξNM ,2
ν51 (
M
L5M
ξLM
7B
and condition iq implies that also pP pMÝÝÑM, ξMP q and pP pNÝÝÑ N, ξNP q are crossed modules.
This is just an application of the following lemma.
Lemma 3.3.3. Let A be a semi-abelian category with SH. Consider a triangle
P
p ,2
λ %
M
µ

L
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with internal crossed module structures pM µÝÑ L, ξLM q and pP λÝÑ L, ξLP q, and the induced
action ξMP :“ ξLP ˝ pµ51P q. If p is equivariant with respect to the L-actions, that is if the
square
L5P ξ
L
P ,2
15p

P
p

L5M
ξLM
,2M
commutes, then also pP pÝÑM, ξMP q is an internal crossed module.
Proof. We need to show the commutativity of the diagram
P 5P χP ,2
p51

P
M5P ξ
M
P ,2
15p

P
p

M5M χM ,2M
For the upper square we have the chain of equalities
ξMP ˝ pp51q “ ξLP ˝ pµ51q ˝ pp51q “ ξLP ˝ pλ51q “ χP ,
whereas for the lower one we have
p ˝ ξMP “ p ˝ ξLP ˝ pµ51q “ ξLM ˝ p15pq ˝ pµ51q
“ ξLM ˝ pµ51q ˝ p15pq “ χM ˝ p15pq.
Proposition 3.3.4. If A “ Grp, then weak crossed squares are the same as internal
crossed squares, that is the group version of Definition 3.3.1 coincides with Defini-
tion 3.1.10.
Proof. As explained in [15], given a crossed pairing h : M ˆN Ñ P (see Remark 3.1.12),
we can decompose it as
M ˆN h ,2
´b´ !)
P
M bN
h˚
7A
where the first map, which sends pm,nq to m b n, is called universal crossed pairing,
whereas h˚ is a morphism of groups. Viceversa, we can associate a crossed pairing
h˚ ˝ p´ b ´q to every morphism of groups h˚ : M b N Ñ P . This means that having
a crossed pairing amounts to having a morphism going out of the non-abelian tensor
product (for the sake of simplicity we are going to name both of them as h).
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Notice that i1q is only the internal reformulation of iq, and hence they are clearly
equivalent. Let us prove that iiq ðñ ii1q. The only non-trivial step is given by the
explicit description #
piMbNM pmb nq “ mnm´1,
piMbNN pmb nq “ mnn´1,
for the projection maps: for further details see Proposition 2.3 (b) in [15]. Using these
equations together with #
pM phpmb nqq “ pM phpm,nqq,
pN phpmb nqq “ pN phpm,nqq,
we obtain the desired equivalence.
Similarly, in order to show iiiq ðñ iii1q, we use the equations#
piPbNP ppb nq “ pnp´1,
piMbPP pmb pq “ mpp´1,
#
hppM ppq b nq “ hppM ppq, nq,
hpmb pN ppqq “ hpm, pN ppqq.
We’ve already explained that, whenever ivq holds, 0q is equivalent to the requirement
that h : M ˆN Ñ P is a crossed pairing and that this is in turn equivalent to having a
morphism h : M bN Ñ P .
Finally, to show that ivq ðñ iv1q, we first take the action ξLMbN as defined in
Remark 3.1.15: in the particular case of groups it can be described through the equation
lpmb nq “ plmq b plnq
(for more details about this action see Proposition 2.3 (a) in [15]). Then, to obtain the
thesis, we use the equations
lhpmb nq “ lhpm,nq, hpplmq b plnqq “ hplm, lnq.
Remark 3.3.5. Consider a crossed square of groups as in Definition 3.1.10: according
to Proposition 3.2.10 we have a unique morphism φ : M b N Ñ P such that ` φ 1M1N 1L˘
is a morphism of crossed squares. In particular this map φ is the same as the map
h : M bN Ñ P induced by the crossed pairing h : M ˆN Ñ P . To see this, it suffices
to show that
`
h 1M
1N 1L
˘
is again a morphism of crossed squares: following the description
of morphisms given in Definition 3.3.1, this amounts to proving that h makes the outer
cube in (3.20) commute as well as the diagram
M bN M bN
h

M bN
h
,2 P
The latter is trivial due to the fact 1MbN : M bN ÑM bN is the h-map associated to
the crossed square defining the non-abelian tensor product, and the former is given by
condition ii1q.
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From the last remark we can deduce that, if there is a way to show the equivalence
between the notion of weak crossed square and the one of internal crossed square, then
the morphism h : M bN Ñ P has to be the one given by Proposition 3.2.10.
Proposition 3.3.6. If A “ LieR, then weak crossed squares are the same as internal
crossed squares, that is the Lie algebra version of Definition 3.3.1 coincides with Defini-
tion 3.2.14.
Proof. Let us consider conditions 0q´ ivq as in Definition 3.2.14 and conditions i1q´ iv1q
as in Definition 3.3.1.
As follows from Proposition 3.2.13, having a function h : M ˆ N Ñ P such that 0q
holds (that is a Lie pairing) is the same as having a morphism
h˚ : M bN Ñ P (from now on denoted again with h).
Notice that i1q is only the internal reformulation of iq, and hence they are clearly
equivalent. The equivalence iiq ðñ ii1q is given by the equivalence between the
systems #
piMbNM pmb nq “ pM phpmb nqq,
piMbNN pmb nq “ pN phpmb nqq,
#
´nm “ pM phpm,nqq,
mn “ pN phpm,nqq,
which in turn is obtained via the explicit description of the maps piMbNM and pi
MbN
M in
the Lie algebra case. Similarly, in order to show iii1q ðñ iiiq, we use the equivalence
between the systems#
piPbNP ppb nq “ hpppN b 1N qppb nqq,
piMbPP pmb pq “ hpp1M b pM qpmb pqq,
#
hppM ppq, nq “ ´np,
hpm, pN ppqq “ mp.
Finally, to show that ivq ðñ iv1q, we first take the action ξLMbN as defined in Re-
mark 3.1.15: in the particular case of Lie algebras it can be described through the
equation
lpmb nq “ plmq b n`mb plnq.
Then we use the equivalent equalities
h
´
lpmb nq
¯
“ lphpmb nqq,
õ
h
´
plmq b n`mb plnq
¯
“ lphpmb nqq,
õ
h
´
plmq b n
¯
` h
´
mb plnq
¯
“ lphpmb nqq,
õ
h
´
lm,n
¯
` h
´
m, ln
¯
“ lphpm,nqq.
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Proposition 3.3.7. An internal crossed square is automatically a weak crossed square,
that is Definition 3.1.13 implies Definition 3.3.1.
Proof. Consider an internal crossed square with respect to the implicit definition
P  ,2
kdT ,2
k
(
_
kdW

P ¸M
dT ,2
cT
,2_
kdL

MeTlr _
kdR

P ¸N
dW

cW

 ,2
kdU
,2 QP
dL

cL

dU ,2
cU
,2
d
(
c
(
M ¸ LeUlr
dR

cR

N
eW
LR
 ,2
kdD
,2 N ¸ L
eL
LR
dD ,2
cD
,2 L
eR
LR
eDlr
e
^h
(3.23)
Let us start by fixing the basic ingredients. We define the maps pM :“ cT ˝ kdT , pN :“
cW ˝kdW and λ :“ c˝k. The actions ξLM and ξLN are already given, whereas ξLP and ξLMbN
are constructed as in Remark 3.1.16 and h : M bN Ñ P is given by Proposition 3.2.10.
Now we are ready to show the properties of these objects.
As far as it concerns i1q, we already know by hypothesis that pM µÝÑ L, ξLM q and
pN νÝÑ L, ξLN q are crossed modules. The fact that also pP λÝÑ L, ξLP q is so, is given by
Proposition 3.1.18. It remains to show that pM : P Ñ M is equivariant with respect to
these actions (for pN the reasoning is totally similar). Consider the diagram
P
pM
$
_
l

k
 )
 ,2
kdˆ ,2 xQP
l¸1

dˆ ,2 L
eˆ
lr
Kd
φ

 ,2 kd ,2 QP
dU

d ,2 L
e
lr
M  ,2
kdR
,2M ¸ L dR ,2 L
eR
lr
where the two top squares are the ones defining the action ξLP , whereas the dotted map
is induced by the fact that M is the kernel of dR. In order to show that ppM , 1q is a map
of points from the top row to the bottom one (and hence an equivariant map), it suffices
to show that pM “ φ ˝ l, since each square commutes: this is done using the chain of
equalities
kdR ˝ φ ˝ l “ dU ˝ kd ˝ l “ dU ˝ k “ kdR ˝ pM
and the fact that kdR is a monomorphism.
Condition ii1q is already given by definition of the map h.
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In order to show iii1q it suffices to prove that
M b P pi
MbP
M ,2
piMbPP

M
µ

P
pM ,2
pN

M
µ

p piMbPP 1
pN 1
q
,2
ph˝p1bpN q 1pN 1 q
,2
P
λ
,2 L N ν
,2 L
are both morphisms of crossed squares, so that the thesis follows from the universal
property of M b P (and similarly for P b N). The map piMbPP clearly satisfies the
universal property depicted in Proposition 3.2.10 and therefore it induces the morphism
of crossed squares on the top. As far as it concerns the second one, it is easy to see that
it is obtained as the compositionˆ
h ˝ p1b pN q 1
pN 1
˙
“
ˆ
h 1
1 1
˙
˝
ˆ
1b pN 1
pN 1
˙
The first one is a morphism of crossed squares by definition of 1bpN , whereas the second
one is so by definition of h (and by Remark 3.3.5).
It remains to show that iv1q holds and to do so, consider the following diagram:
L5pM bNq L` pM bNq L
L5P L` P L
M bN {QMbN L
P xQP L
AMbN QMbN L
AP QP L
ξLMbN
15h 1`h
h φˆ
ξLP
φ φ
We want to show that the top square in the left face commutes. Notice that by definition
of φ and φ we already know that the squares on the bottom face commute, and similarly,
by definition of h the bottom square on the left face commutes. The two lower cubes
then commute by construction of {QMbN , xQP and φˆ (see Lemma 2.6 in [28]). This means
that ph, 1q is a morphism between the lifted points and therefore h is equivariant.
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It remains an open question whether the converse of Proposition 3.3.7 holds; a
stronger condition on the base category A might be necessary for this to be the case.
We have a partially positive answer in the situation where h happens to be a regular
epimorphism: such a weak crossed square is always a crossed square, as soon as in the
induced diagram
M bN pM bNq ¸M M
P P ¸M M
pM bNq ¸N QMbN M ¸ L
P ¸N Q1 M ¸ L
N N ¸ L L
N N ¸ L L
h h¸1M
h¸1N h˜ (3.24)
the kernel of h is normal in QMbN .
In this situation, we can construct the object Q1 and the dotted arrows in (3.24) in
such a way that the double reflexive graph in the front face is an internal double groupoid.
We may then use the idea contained in the following remark.
Remark 3.3.8. Suppose for the moment that the front face in (3.24) is already an internal
crossed square. Then both squares in the diagram
M bN
p˚1q
,2
h

pM bNq ¸M
p˚2qh¸1M

,2 QMbN
h˜

P ,2 P ¸M ,2 Q1
(3.25)
are pullbacks and hence the outer rectangle is so. This implies that Kh – Kh˜, but since h˜
is a regular epimorphism if and only if so is h (by applying the Lemma 1.1.18 twice), it
is the cokernel of its kernel: this means that Q1 can be described as the cokernel of the
inclusion of Kh into QMbN . Furthermore, this inclusion is normal.
Proposition 3.3.9. In a semi-abelian category that satisfies (SH), a weak crossed square
where h is a regular epimorphism is also an internal crossed square—that is, Defini-
tion 3.3.1 implies Definition 3.1.13 in that case—as soon as in the induced diagram (3.24),
the kernel of h is normal in QMbN .
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Proof. By using the idea in the previous remark we define Q1 as the cokernel of γ ˝ kh,
where γ is the composition depicted in the first row of (3.25). In particular we obtain
that
M bN γ ,2
h

QMbN
h˜

P
γ1
,2 Q1
(3.26)
is a pushout. Since Q1 is the cokernel of γ ˝ kh, from dU ˝ γ “ 0 “ dL ˝ γ we find unique
morphisms
d1U : Q1 ÑM ¸ L d1L : Q1 Ñ N ¸ L
such that d1U ˝ h˜ “ dU and d1L ˝ h˜ “ dL. Similarly, by using the universal property of the
pushout (3.26) we obtain unique morphisms
c1U : Q1 ÑM ¸ L c1L : Q1 Ñ N ¸ L
such that c1U ˝ h˜ “ cU and c1L ˝ h˜ “ cL. Then we define e1U :“ h˜ ˝ eU and e1L :“ h˜ ˝ eL.
With these data we already have that pQ1,M ¸L, d1U , c1U , e1U q and pQ1, N ¸L, d1L, c1L, e1Lq
are reflexive graphs. Since they are quotients of groupoids, they are groupoids as well.
In particular the square of groupoids involving them is a double groupoid: this can be
shown by proving the commutativity of each of the nine squares by using the fact that
h˜ is a regular epimorphism.
It remains to define two morphisms
α : M ¸ LÑ Q1 β : N ¸ LÑ Q1
making (3.24) commute and to show that α “ kd1L and β “ kd1U . We are going to
construct only α since a symmetric strategy works also for β. Let us first of all notice
that the square
M ` pM bNq p
eU ˝kLM
γ q ,2
1`h

QMbN
h˜

M ` P
pe1U ˝kLM
γ1 q
,2 Q1
(3.27)
is commutative due to the commutativity of the two components
M
kLM ,2M ¸ L eU ,2 QMbN
h˜

M
kLM
,2M ¸ L e
1
U ,2 Q1
M bN γ ,2
h

QMbN
h˜

P
γ1
,2 Q1
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Also the triangle
M ` pM bNq
peU ˝kLMγ q #+
σ
ξM
MbN ,2 pM bNq ¸M
kdUs{
QMbN
(3.28)
commutes, due to the commutativity of the two components
M
kLM

eT ,2 pM bNq ¸M
kdL

M ¸ L eU ,2 QMbN
M bN
γ
$,
kdT ,2
kdW

pM bNq ¸M
kdL

pM bNq ¸N
kdU
,2 QMbN
Now we can use the definition of the semidirect product P ¸M as a coequaliser to obtain
the dotted arrow α from the commutative diagram of solid arrows
M5pM bNq M ` pM bNq pM bNq ¸M
QMbN
M5P M ` P P ¸M
Q1
15h
kM,MbN
iMbN˝ξMMbN
1`h
σ
ξM
MbN
peU ˝kLMγ q
h¸1
kdU
kM,P
iP ˝ξMP
σ
ξM
P
pe1U ˝kLM
γ1 q
α
h˜
In particular we need to show that
`e1U˝kLM
γ1
˘
coequalises kM,P and iP ˝ ξMP : this is done
by precomposing with the regular epimorphism 15h and by using the commutativity of
(3.27) and (3.28). In a similar way we build also β : P ¸N Ñ Q1. Let us now show that
every square in (3.24) involving α and β commutes:
• We already know that the square
pM bNq ¸M kdL ,2
h¸1

QMbN
h˜

P ¸M α ,2 Q1
commutes by construction and similarly for the one involving β;
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• The square
P
γ1
 )
kMP ,2
kNP

P ¸M
α

P ¸N
β
,2 Q1
commutes because both the compositions are equal to γ1 by construction;
• Finally we need to show that the two right-pointing squares and the left-pointing
square in
P ¸M
α

dMP ,2
cMP
,2Me
M
P
lr
kLM

Q1
d1U ,2
c1U
,2M ¸ Le1Ulr
commute. For the left-pointing one we have the chain of equalities
α ˝ eMP “ α ˝ σξMP ˝ iP “ α ˝ σξMP ˝ iP “
ˆ
e1U ˝ kLM
γ1
˙
˝ iP “ e1U ˝ kLM ,
whereas for the right-pointing ones we need to precompose with the regular epi-
morphism σξMP obtaining
d1U ˝ α ˝ σξMP “
ˆ
d1U ˝ e1U ˝ kLM
d1U ˝ γ1
˙
“
ˆ
kLM
0
˙
“ kLM
ˆ
1
0
˙
“ kLM ˝ dMP ˝ σξMP ,
and
c1U ˝ α ˝ σξMP “
ˆ
c1U ˝ e1U ˝ kLM
c1U ˝ γ1
˙
“
ˆ
kLM
kLM ˝ pM
˙
“ kLM
ˆ
1
pM
˙
“ kLM ˝ cMP ˝ σξMP .
Finally we can repeat the same argument for the corresponding squares involving
β.
It remains to prove that α “ kdL (and similarly that β “ kdU ): to do this, we first show
that dL is the cokernel of α and then that α is a normal monomorphism, which implies
the thesis. The first step is easily done by directly showing the universal property of the
cokernel through the diagram
pM bNq ¸M kdL ,2
h¸1

QMbN
dL ,2
h˜

N ¸ L
P ¸M α ,2 Q1 d1L
,2 N ¸ L
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and the universal property of the cokernel dL.
The kernel K of h is normal in QMbN if and only if (3.26) is a pullback. Let
us show that then α is a monomorphism. Since A is protomodular, pullbacks reflect
monomorphisms; since kdL is a monomorphism, so is α. Furthermore it is normal as a
direct image of a normal monomorphism, which implies our claim.
Chapter 4
Universal central extensions
through the non-abelian tensor
product
The aim of this chapter is to show a direct application of the non-abelian tensor product
construction by studying a result on universal central extensions of crossed modules due
of Brown-Loday ([15], in the case of groups) and Edalatzadeh ([35], in the case of Lie
algebras). We prove, namely, that a crossed module over a fixed base object is perfect (in
an appropriate sense) if and only if it admits a universal central extension. We first follow
an ad-hoc approach, extending it to the context of semi-abelian categories by using a
general version of the non-abelian tensor product of Brown and Loday. We then provide
two interpretations from the perspective of categorical Galois theory. A first one follows
the line of Edalatzadeh [35] in the context of quasi-pointed categories. This allows to
capture centrality, but we couldn’t find a natural way to treat perfectness in this setting.
We then switch to the pointed context where the theory developed by Casas and Van
der Linden can be used. In this simpler environment we find a convenient interpretation
both of centrality and of perfectness.
The chapter is oganised as follows:
• In Section 4.1 we recall well-known results on central extension theory in the context
of semi-abelian categories following [56, 25].
• Section 4.2 is devoted to the construction of the Birkhoff subcategory TrivActLpAq
of ActLpAq and to the study of the so-called coinvariance commutator : we show
some of its useful properties and we prove that it is isomorphic to the Higgins
commutator.
• In Section 4.3 we generalise, with an ad-hoc approach, the definitions of central
extensions and perfect objects from the category of L-crossed modules of groups
and Lie algebras to the categories of internal L-crossed modules in any semi-abelian
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category with (SH). We then show in Theorem 4.3.9 that an internal crossed module
admits a universal central extension if and only if it is perfect.
• By using the coinvariance reflector defined in Section 4.2, in Section 4.4 we construct
a Birkhoff subcategory of XModLpAq which generalises the approach adopted by
Edalatzadeh [35]: in this way we are able to show that the previous ad-hoc defin-
itions of central extensions and perfect objects coincides with the more general
version of the definitions given in [35].
• Finally in Section 4.5 we describe a more natural approach, through which we are
able to reinterpret what we have done so far, in the theory of central extension in
the semi-abelian context. This means that we can construct a Birkhoff subcategory
of XModpAq in such a way that the definitions of central extensions of crossed
modules and of perfect crossed modules induced by the standard theory from [25]
coincide with the former definitions given in the previous sections.
4.1 Extensions and central extensions in semi-abelian cat-
egories
We recall some basic definitions and results of categorical Galois theory [4, 54, 56, 57].
Definition 4.1.1 ([56]). Let C be an exact category and X a subcategory of C. We say
that X is a Birkhoff subcategory of C if the following hold:
(a) X is a full and reflective subcategory of C,
(b) X is closed under subobjects in C and
(c) X is closed under quotients (i.e., regular epimorphisms) in C.
We usually denote the left adjoint as I : C Ñ X and, when we do not omit it, the right
adjoint as J : XÑ C. The largest Birkhoff subcategory of C is obviously C itself, whereas
the smallest one is given by Subp1q where 1 denotes the terminal object. When C is a
variety, being a Birkhoff subcategory is the same as being a subvariety.
Lemma 4.1.2 ([56]). A reflective subcategory X of an exact category C is a Birkhoff
subcategory if and only if for each regular epimorphism f : AÑ B, the naturality square
A
ηA ,2
f

JIpAq
JIpfq

B ηB
,2 JIpBq
is a regular pushout. In particular X is closed under subobjects if ηA is a regular epi-
morphism for each A P C, and it is closed under regular quotients when the above square
is a regular pushout.
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Since we shall always be dealing with categories that are Mal’tsev, for each Birkhoff
subcategory there is a Galois theory à la Janelidze (see [54, 56, 4]). We recall the main
definitions.
Definition 4.1.3 ([56]). We denote with pC Ó Bq or with ExtCpBq the category of
extensions of B, which is the full subcategory of C{B whose objects are the regular
epimorphisms having B as codomain; notice that a morphism in ExtCpBq is any triangle
in C from a regular epimorphism to another regular epimorphism with the same codomain
B.
Definition 4.1.4 ([56]). Given a Birkhoff subcategory X ãÑ C we say that an extension
f : AÑ B is an X-trivial extension (of B) when the naturality square
A
ηA ,2
f

JIpAq
JIpfq

B ηB
,2 JIpBq
is a pullback. We will denote with TrivXCpBq the full subcategory of ExtCpBq whose
objects are the X-trivial extensions of B.
Definition 4.1.5 ([56]). Given a Birkhoff subcategory X ãÑ C we say that an extension
f : A Ñ B is an X-central extension (of B) when there exists an extension g : C Ñ B
such that the pullback g˚pfq
AˆB C g
˚pfq ,2

C
g

A
f
,2 B
of f along g is a X-trivial extension. We will denote by CentrXCpBq the full subcategory of
ExtCpBq whose objects are the X-central extensions of B. We have the chain of inclusions
TrivXCpBq Ď CentrXCpBq Ď ExtCpBq.
Remark 4.1.6. In the general setting of [56] an X-normal extension is defined as an
extension f : AÑ B such that one of the projections r0, r1 in the kernel pair
Kppfq r0 ,2
r1

A
f

A
f
,2 B
is a X-trivial extension. Of course this is a stronger notion than the one of X-central
extension, but in our context the two coincide, as stated in the following.
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Lemma 4.1.7 ([56]). In the context of an exact protomodular category C, an extension
is X-central if and only if it is X-normal. Furthermore a split epimorphism is a X-central
extension if and only if it is X-trivial.
Proof. Proposition 4.7 in [56] tells us that the two claims are equivalent and Theorem 4.8
again in [56] proves that they hold in every Goursat category. Exactness and protomod-
ularity imply the Mal’cev property which is stronger than the Goursat property.
The following definitions are borrowed from [25], where the theory of universal central
extensions is explored in detail.
Definition 4.1.8 ([25]). We say that an extension u : U Ñ B is a universal X-central
extension of B if it is an initial object in CentrXCpBq.
Definition 4.1.9 ([25]). Given a Birkhoff subcategory X of a pointed exact category C,
we say that an object A P C is X-perfect whenever its reflection IpAq is the zero object
0 P X.
Example 4.1.10. A key example of a Birkhoff subcategory is the subcategory of abelian
objects in any semi-abelian category, which are those objects that admit an internal
abelian group structure. For instance, abelian groups in the category of all groups, or
vector spaces equipped with a trivial (zero) multiplication in the category of Lie algebras
over any field. It is clear that AbpAq is an abelian category, but it is also a Birkhoff
subcategory of A: indeed it is a full reflective subcategory of A, closed under subobjects
and regular quotients.
This means that we have a definition of AbpAq-central extensions, also called categor-
ically central extensions in contrast with algebraically central extensions: the former ones
are given through Definition 4.1.5, whereas the latter ones arise naturally from commut-
ator theory (see [45, 57] for further details). They are the extensions f : A Ñ B whose
kernel pair congruence Kppfq is contained in the center of A, or equivalently commutes
with ∇A: this means rKppfq,∇AsSA “ ∆A, where ∇A and ∆A are the largest and the
smallest congruences on A.
Lemma 4.1.11 ([47, 65]). Lef f : A Ñ B be a regular epimorphism. It is an AbpAq-
central extension iff rKf , AsHA “ 0.
Proof. From Theorem 6.1 in [46] we know that f is a categorically central extension
iff it is a algebraically central extension, that is iff rKppfq,∇AsSA “ ∆A. But since
∇A “ KpptAq (with tA : A Ñ 0 the only map from A to the terminal object), we know
that
rKppfq,∇AsSA “ ∆A ðñ rKf ,KtAsQA “ 0.
Notice that for this equivalence to hold we need not SH: indeed it holds whenever the two
subobjects of A cover it (see Proposition 4.6 in [40]) and we obviously have Kf_KtA “ A
since KtA “ A. This also implies that their Huq commutator coincides with their Higgins
commutator, obtaining the equivalent condition rKf , AsHA “ 0.
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4.2 Trivial actions and coinvariants
In this section we work out a less trivial example of a Galois structure, which later on
will be useful for us: we study the so-called coinvariants reflector from internal actions
to trivial actions. This is a categorical conceptualisation of a classical construction, well
known in group cohomology (see [12]). Throughout, we let L be a fixed object in a
semi-abelian category A.
Let us start by defining a suitable Birkhoff subcategory of ActLpAq: the subcategory
TrivActLpAq of trivial L-actions.
Definition 4.2.1. Consider an L-action expressed as a point with a chosen kernel
0 ,2M
kp ,2 X
p ,2 L
s
lr ,2 0.
We say that it is a trivial action when there exists an isomorphism of split short exact
sequences
0 ,2M
kp ,2 X
φ

p ,2 L
s
lr ,2 0
0 ,2M x1M ,0y
,2M ˆ L pi2 ,2 L
x0,1Ly
lr ,2 0
with the splitting induced by the product. The category TrivActLpAq of trivial L-actions
is the full subcategory of ActLpAq whose objects are trivial L-actions.
Construction 4.2.2. We wish to construct a functor I : ActLpAq Ñ TrivActLpAq
which is left adjoint to the inclusion functor J : TrivActLpAq Ñ ActLpAq. Given a split
epimorphism, the first step is to construct another split epimorphism using the cokernel
Cs of s. That is, taking the pushout of s along the zero morphism:
0 ,2M
cs˝kp

kp ,2 X
cs

p ,2,2 L

s
lr ,2 0
0 ,2 Cs Cs
,2 0lr ,2 0.
(4.1)
Then we take the pullback of the morphisms with codomain 0, thus obtaining the product
0 ,2 Cs
 ,2 x1Cs ,0y ,2 Cs ˆ L
pi1

pi2 ,2,2 L

x0,1Ly
lr ,2 0
0 ,2 Cs Cs
,2 0lr ,2 0.
This trivial L-action in the upper sequence is called the objects of coinvariants of the
given action, and it is the image through I of the action we began with. This gives us
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the morphism
0 ,2M
cs˝kp

 ,2 kp ,2 X
xcs,py

p ,2,2 L
s
lr ,2 0
0 ,2 Cs
 ,2
x1Cs ,0y
,2 Cs ˆ L
pi2 ,2,2 L
x0,1Ly
lr ,2 0
which happens to be the unit η : IdActLpAq Ñ HIp´q of the adjunction. When there is
no risk of confusion, we will denote the component of η depicted in the diagram by ηM .
The following definition follows the pattern of [39, 40]: the kernel of the unit of a
Birkhoff reflector is viewed as a commutator, relative to this reflector.
Definition 4.2.3. With the notation of the previous construction we take the kernel of
the unit ηM
0 ,2 JL,MK
_
kpcs˝kpq

JL,MK
_
kxcs,py

,2,2 0

lr ,2 0
0 ,2M
cs˝kp

 ,2 kp ,2 X
xcs,py

p ,2,2 L
s
lr ,2 0
0 ,2 Cs
 ,2
x1Cs ,0y
,2 Cs ˆ L
pi2 ,2,2 L
x0,1Ly
lr ,2 0
and we define the coinvariants commutator (the reason behind the commutator notation
will become clear in the following sections) JL,MK as the top left kernel. Notice that the
equality in the first row comes from the fact that the lower left hand square is a pullback.
Therefore we could equivalently define JL,MK as the kernel of cs ˝ kp, computed in A.
Remark 4.2.4. The mapping which sends an L-point as above to JL,MK is functorial,
indeed for each morphism of L-points as in (4.6) (not necessarily a regular epimorphism)
we have a unique map J1, fK : JL,MK Ñ JL,M 1K induced by the universal properties of
the kernels and cokernels involved.
Remark 4.2.5. By construction we have the diagram
0 ,2M
cs˝kp

 ,2 kp ,2 X
xcs,py

p ,2,2 L
s
lr ,2 0
0 ,2 Cs
 ,2
x1Cs ,0y
,2 Cs ˆ L
pi2 ,2,2
pi1

L
x0,1Ly
lr ,2

0
0 ,2 Cs Cs
,2,2 0lr ,2 0
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where the rightmost vertical composite rectangle
X
p ,2,2
cs

L
0

Cs 0
,2,2 0
is a pushout of regular epimorphisms, that is a regular pushout: indeed the universal
property can be shown directly by using the fact that p ˝ s “ 1L and that cs is the
cokernel of s. Since xcs, py is the comparison morphism to the induced pullback, it is
automatically a regular epimorphism. By Lemma 1.2.16, this is equivalent to ηM being
a regular epimorphism of L-points. Furthermore, since the top left square is a pullback,
also cs ˝ kp is a regular epimorphism.
Proposition 4.2.6. TrivActLpAq is a Birkhoff subcategory of ActLpAq.
Proof. According to Lemma 4.1.2 we need to prove three things:
(a) TrivActLpAq is a reflective subcategory of ActLpAq, that is the inclusion functor
has a left adjoint;
(b) for each L-action
X
p ,2 L
s
lr
the unit ηX is a regular epimorphism of L-actions;
(c) for each regular epimorphism of L-actions
X
p ,2
f

L
s
lr
X 1
p1 ,2 L
s1
lr
its associated naturality square is a regular pushout of L-actions.
For paq it suffices to show the universal property of η: consider a morphism of L-actions
with a trivial L-action as codomain
0 ,2M
g˝kp

 ,2 kp ,2 X
xg,py

p ,2 L
s
lr ,2 0
0 ,2M 1  ,2x1,0y
,2M 1 ˆ L pi2 ,2 L
x0,1y
lr ,2 0
(4.2)
We know that
g ˝ s “ pi1 ˝ xg, py ˝ s “ pi1 ˝ x0, 1y “ 0
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and therefore there exists a unique map φ : Cs ÑM 1 such that
X
cs ,2
g
%
Cs
φ

M 1
commutes. But this means that we can decompose in a unique way the morphism (4.2)
as
0 ,2M
cs˝kp

 ,2 kp ,2 X
xcs,py

p ,2 L
s
lr ,2 0
0 ,2 Cs
φ

 ,2
x1,0y
,2 Cs ˆ L
φˆ1L

pi2 ,2 L
x0,1y
lr ,2 0
0 ,2M 1  ,2x1,0y
,2M 1 ˆ L pi2 ,2 L
x0,1y
lr ,2 0
Step pbq is already proved in Remark 4.2.5. It remains to show that pcq holds, and
by Lemma 1.2.17 (and Lemma 1.2.16) this amounts to showing that for each regular
epimorphism f : X Ñ X 1 the left face of the cube
X L
X 1 L
Cs ˆ L L
Cs1 ˆ L L
p
xcs,py
f
s
p1
s1
pi2
cˆ1L
x0,1y
pi2
xcs1 ,p1y
x0,1y
is a regular pushout in A. By definition it suffices to show that the comparison morphism
φ
X
xcs,py
)
f
'
φ
'
P ,2

X 1
xcs1 ,p1y

Cs ˆ L cˆ1L ,2 Cs1 ˆ L
(4.3)
is a regular epimorphism.
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In order to prove this, we need two steps: the first one is to show an equivalent
description of the pullback P , that is the fact that it can be obtained also as the pullback
P
p2 ,2
p1

X 1
cs1

Cs c
,2 Cs1
(4.4)
since this can be decomposed as the two pullbacks
P
p2 ,2

X 1

Cs ˆ L cˆ1L ,2
pi1

Cs1 ˆ L
pi1

Cs c
,2 Cs1
So in order to show that φ is a regular epimorphism, we can use the diagram
X
cs
((
f
""
φ
%
P
p2 ,2
p1

X 1
cs1

Cs c
,2,2 Cs1
(4.5)
The second step consists into showing that the outer square in (4.5) is a regular pushout
and since the four maps are already regular epimorphisms it amounts to showing that it
has the desired universal property.
L
s

L
s1

X
p˚˚q
f ,2,2
cs

X 1
cs1
 u

Cs
v -3
c
,2,2 Cs1
w
%
Z
We have that
u ˝ s1 “ u ˝ f ˝ s “ v ˝ cs ˝ s “ 0
134 CHAPTER 4. UNIVERSAL CENTRAL EXTENSIONS
and therefore by the universal property of Cs1 there exists a unique w : Cs1 Ñ Z such
that w ˝ cs1 “ u. The commutativity of the other triangle is given by the fact that cs is
an epimorphism.
Consequently p˚˚q is a regular pushout and the induced comparison morphism φ
in (4.5) is a regular epimorphism. This in turn implies that the outer square in (4.3) is
a regular pushout, that is the thesis.
Remark 4.2.7. According to Definition 4.1.9 we have that an L-action
0 ,2M  ,2 ,2 X ,2 Llr ,2 0
is TrivActLpAq-perfect iff its image through the reflector TrivActLpAq Ñ ActLpAq is
the zero L-action, that is the point
0 ,2 0  ,2 ,2 L
1L ,2 L
1L
lr ,2 0.
This in turn is equivalent to the equality of subobjects JL,MK “M since a map is zero
iff its kernel is an isomorphism. Hence an L-action is perfect iff JL,MK “M .
The following is a special case of a result in [39].
Lemma 4.2.8. Consider a regular epimorphism in PtLpAq
0 ,2M
f

 ,2 kp ,2 X
g

p ,2 L
s
lr ,2 0
0 ,2M 1  ,2
kp1
,2 X 1
p1 ,2 L
s1
lr ,2 0
(4.6)
then the induced map J1, fK : JL,MKÑ JL,M 1K is again a regular epimorphism.
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Proof. Consider the following diagram
JL,MK
JL,M 1K
M X L
M 1 X 1 L
Cs Cs ˆ L L
Cs1 Cs1 ˆ L L
J1,fK
kpcs˝kpq
f
kp
cs˝kp
p
xcs,py
g
s
kp1
kpc
s1 ˝kp1 q
p1
s1
x1,0y
f
pi2
fˆ1L
x0,1y
x1,0y
cs1˝kp1
pi2
xcs1 ,p1y
x0,1y
(4.7)
and consider the leftmost face of the cube on the left, denoted p˚q from now on: the
strategy is to prove that p˚q is a regular pushout since the map induced between the
kernels of a regular pushout is again a regular epimorphism.
So the first thing to do is to notice that every map in p˚q is a regular epimorphism
(the only one we need to say something about is f , but this is a regular epimorphism
from the fact that it is the second map in a composition which is regular epimorphism).
Now to show the universal property of the pushout we use Lemma 1.1.25 and hence
it suffices to show that the comparison map φ1 (see (4.8)) induced by the pullback
P1 is a regular epimorphism. In order to prove this we can use the fact that φ2 is a
regular epimorphism: this is because the middle square is a regular pushout due to iiiq
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in Proposition 4.2.6.
M X L
P1 P2 L
M 1 X 1 L
Cs Cs ˆ L L
Cs1 Cs1 ˆ L L
cs˝kp
kp
φ1
xcs,py
p
φ2
s
k
p
s
kp1
f
p1
g
s1
x1,0y
f
pi2
fˆ1L
x0,1y
x1,0y
cs1˝kp1
pi2
xcs1 ,p1y
x0,1y
(4.8)
But since the square
M
kp ,2
φ1

X
φ2

P1
k
,2 P2
is a pullback, also φ1 is a regular epimorphism and hence the square p˚q is a regular
pushout.
Finally it suffices to use Lemma 1.1.27 to obtain that J1, fK is a regular epimorphism.
Proposition 4.2.9. Given an L-point
0 ,2M  ,2
k ,2 X
p ,2 L
s
lr ,2 0. (4.9)
its coinvariance commutator JL,MK, seen as a subobject of X, coincides with the Higgins
commutator rL,M sHX of L and M .
Proof. Consider the action ξ : L5M ÑM associated to the point in (4.9) and the induced
“action core” ξ˛ : L ˛M ÑM . We have a morphism of split short exact sequences
0 ,2 L5M
ξ

 ,2
kL,M ,2 L`M
pskq

p10q ,2
L
iL
lr ,2 0
0 ,2M  ,2
k
,2 X
p ,2
L
s
lr ,2 0
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Precomposing the first square with the map iL,M we obtain the commutative triangle of
solid arrows
0 ,2 L ˛M
k˝ξ˛ "*
 ,2
kL,M˝iL,M,2 L`M
pskq

ΣL,M ,2
LˆM
φs,ks{
,2 0
X
Here we can see that k ˝ ξ˛ “ 0 iff s and k cooperate: first of all s and k cooperate iff
there exists a map φs,k such that the triangle on the right commutes; if this map exists
we deduce that
k ˝ ξ˛ “
ˆ
s
k
˙
˝ kL,M ˝ iL,M
“ φs,k ˝ ΣL,M ˝ kL,M ˝ iL,M “ 0
On the other hand if k ˝ ξ˛ “ 0 then `sk˘ ˝ kL,M ˝ iL,M “ 0 and by the universal property
of the cokernel ΣL,M , such a φs,k exists.
Notice that the existence of φs,k is equivalent to the triviality of the action ξ, as
shown by applying the Short Five Lemma to the diagram
0 ,2M  ,2
x1,0y ,2M ˆ L
φs,k

piL ,2
L
x0,1y
lr ,2 0
0 ,2M  ,2
kp
,2 X
p ,2
L
s
lr ,2 0
We then have that k ˝ ξ˛ “ 0 if and only if its image is 0, and its image is precisely
rL,M sHX . Hence we have shown that rL,M sHX “ 0 iff the action ξ is trivial. Resuming
what we have so far: rL,M sHX is a normal subobject of X (since X “ L_M), contained
inM (we always have rL,M sHX ãÑ rX,M sHX and being k normal implies rX,M sHX ãÑM),
such that rL,M sHX “ 0 iff the action ξ is trivial.
But the coinvariance commutator share all these properties, therefore the two satisfy
the same universal property and hence they are isomorphic.
Remark 4.2.10. In order to justify the last sentence in the previous proof it suffices to
think of constructing two functors starting from the two commutators: in both cases,
dividing out the commutator (which is a normal subobject) determines an adjunction
to a RE-reflective subcategory defined by the condition that this commutator vanishes.
But both commutators are zero at the same time, so they describe the same reflective
subcategory. Therefore the two adjunctions are the same and consequently the units are
the same. Finally their kernels are the same.
Lemma 4.2.11. Given an internal crossed module pM BÝÑ L, ξq the object MrL,MsHX is
abelian.
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Proof. First of all notice that the Higgins commutator rL,M sHX can always be obtained
as the image of the action core: indeed we already know that it is the image of k ˝ ξ˛ but
since the second map is a monomorphism, the image of ξ˛ is the same. Then by using
the Peiffer condition and precomposing with iM,M we obtain the commutative diagram
M ˛M
B˛1

χM˛ ,2M
L ˛M
ξ˛
,2M
Now by computing the REM-factorisation we find
M ˛M
B˛1

,2,2 rM,M sHM
φ

,2 ,2M
L ˛M ,2,2 rL,M sHX ,2 ,2M
Finally by taking cokernels of the horizontal maps in the square on the right we obtain
rM,M sHM
φ

,2 ,2M ,2,2 MrM,MsHM

rL,M sHX ,2 ,2M ,2,2 MrL,MsHX
Since MrM,MsHM
is an abelian object and since MrL,MsHX
is obtained as its quotient, it is
abelian as well.
Remark 4.2.12. Notice that, if we consider the diagram in Definition 4.2.3, since cs ˝ kp
is a regular epimorphism (see Remark 4.2.5), it is the cokernel of its kernel. This means
that Cs – MrL,MsHX .
4.3 Central extensions of crossed modules, ad-hoc approach
We let A be a semi-abelian category. Imitating what has been done for groups and Lie
algebras, we give the following definitions. Later on we will justify them from a Galois
theory perspective.
Definition 4.3.1. Let L be an object of A. A central extension in XModLpAq is a
regular epimorphism of crossed modules
pM BÝÑ L, ξq pf,1LqÝÝÝÝÑ pM 1 B1ÝÑ L, ξ1q
where for the kernel Kf of f we have that rL,Kf sHX “ 0.
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Remark 4.3.2. Notice that this means that the kernel Kf
0ÝÑ L of pf, 1Lq has a trivial
L-action: indeed by Proposition 4.2.9, we have JL,Kf K “ rL,Kf sHX .
Definition 4.3.3. Let L be an object of A. A perfect object in XModLpAq is an L-
crossed module pM BÝÑ L, ξq such that rL,M sHX “M .
Lemma 4.3.4. An L-crossed module pM BÝÑ L, ξq is perfect if and only if in the corres-
ponding internal groupoid
X
d ,2
c
,2 Lelr
the normal closure L of e is all of X.
Proof. Consider the diagram
JL,MK


,2 ,2 L_
kce

d˝kce ,2 L
e
lr
M
ce˝kd

 ,2 kd ,2 X
ce

d ,2 L

e
lr
Ce Ce
,2 0lr
whose rows are split short exact sequences and whose columns are short exact sequences.
If JL,MK “ M then by the Short Five Lemma applied to the first two rows, we obtain
that L “ X. The converse holds because the upper left square is a pullback. The result
now follows from Proposition 4.2.9.
Proposition 4.3.5. Given a crossed module pM BÝÑ L, ξq we can construct the crossed
square
LbM

δM ,2M
B

L L
by taking the non-abelian tensor product. Then δM is a regular epimorphism iff pM BÝÑ
L, ξq is perfect.
Proof. Let us recall the construction of the non-abelian tensor product. First of all we
denormalise both pM BÝÑ L, ξq and pL 1LÝÑ L, χLq and we take the pushout of the two
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split monomorphisms e and ∆L obtaining the square of reflexive graphs
P

p1 ,2
p2
,2M ¸ Llr
d

c

Lˆ L
LR
pi1 ,2
pi2
,2 L
e
LR
∆Llr
Then we take a quotient of P in order to obtain a double groupoid
P
((

p1 ,2
p2
,2M ¸ Llr
P˜

p˜1 ,2
p˜2
,2M ¸ Llr
d

c

Lˆ L
LR
Lˆ L
LR
pi1 ,2
pi2
,2 L
e
LR
∆Llr
and finally we normalise back the whole double groupoid obtaining
LbM  ,2 ,2_

pLbMq ¸M ,2,2_

Mlr _

pLbMq ¸ L

 ,2
kp˜1 ,2 P˜

p˜1 ,2
p˜2
,2M ¸ Llr
d

c

L
LR
 ,2 ,2 Lˆ L
LR
pi1 ,2
pi2
,2 L
e
LR
∆Llr
Now we are ready to prove the result. First of all, by applying Lemma 1.1.18 to the
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diagram
LbM_

δM ,2M_

pLbMq ¸ L
db

cb

δM¸1L ,2,2 M ¸ L
d

c

L
eb
LR
L
e
LR
(4.10)
we deduce that δM is a regular epimorphism iff δM ¸ 1L is so. Then using the diagram
Kp1
δP
!*

 ,2
kp1 ,2 P

p2 ,2M ¸ L
Kp˜1
δM¸1L
4=
 ,2
kp˜1
,2 P˜
p˜2
,2M ¸ L
we see that δM ¸ 1L is a regular epimorphism if and only if δP is so.
Being δP a proper map (see Lemma 1.1.20), it is a regular epimorphism iff it has
trivial cokernel.
On the other hand, Lemma 1.3.2 says that for any reflexive graph the cokernel of the
normalisation is the same as the coequaliser of the two split epimorphisms: this implies
that the first one is trivial iff the second one is. Let us draw the picture involving the
desired coequaliser Q
P

p1 ,2
p2
,2M ¸ Lslr
d

c

q ,2,2 Q

Lˆ L
e1
LR
pi1 ,2
pi2
,2 L
e
LR
∆Llr ,2,2 0
LR
Here the second row involves also the coequaliser of pi1 and pi2 which is 0 (because it is
the cokernel of the normalisation 1L).
Let us prove by hand that q is the cokernel of e. Consider γ : M ¸ LÑ Z such that
γ ˝ e “ 0: in order to have the unique map φ : Q Ñ Z such that φ ˝ q “ γ it suffices to
show that γ ˝ p1 “ γ ˝ p2 since q is the coequaliser of p1 and p2. For that we use the fact
that P is the pushout of e and ∆L, and hence that ps, e1q is a jointly epimorphic pair:
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we have the equalities#
γ ˝ p1 ˝ s “ f “ γ ˝ p2 ˝ s
γ ˝ p1 ˝ e1 “ γ ˝ e ˝ pi1 “ 0 “ γ ˝ e ˝ pi2 “ γ ˝ p2 ˝ e1
and so γ ˝ p1 “ γ ˝ p2. This means that Q “ Ce.
Finally by Lemma 4.3.4 we know that Ce “ 0 iff pM BÝÑ L, ξq is perfect, and this gives
us the thesis.
Proposition 4.3.6. Consider a regular epimorphism of crossed module
pM BÝÑ L, ξq pf,1LqÝÝÝÝÑ pM 1 B1ÝÑ L, ξ1q.
Then f considered as a morphism in A is a central extension (with respect to AbpAq).
Proof. Since pM BÝÑ L, ξq is a crossed module we have that rKB,M sHM “ 0. From the
commutativity of the triangle
M
f ,2
B &
M 1
B1

L
we can construct a monomorphism Kf ãÑ KB which in turn induces a monomorphism
rKf ,M sHM ãÑ rKB,M sHM (since the Higgins commutator is monotone). This means that
rKf ,M sHM “ 0 and therefore by Lemma 4.1.11 we obtain that f is central as a morphism
in A with respect to AbpAq.
Proposition 4.3.7. In the situation of Proposition 4.3.5, if pM BÝÑ L, ξq is perfect, then
the map pδM , 1Lq is a central extension of L-crossed modules.
Proof. We know from the proof of Proposition 4.3.5 that δM ¸ 1L is a regular epimorph-
ism. Since it is also the differential of a crossed module (coming from a double groupoid
square), it is a central extension in A with respect to the Birkhoff subcategory AbpAq.
Notice that, being the upper square in (4.10) a pullback, we have an equality between
kernels KδM “ KδM¸1. Consider the following diagram
KδM
 ,2 ,2 KδM ¸ L
d ,2,2
h

L
e
lr
e

KδM
 ,2 ,2 pLbMq ¸ L
δM¸1
,2,2 M ¸ L
(4.11)
4.3. CENTRAL EXTENSIONS OF CROSSED MODULES 143
where the square on the right is a pullback according to Corollary 1.2.18. The right
inverse e of d is induced by the diagram
L
e
 )
eb
#+
KδM ¸ L d ,2,2
h

L
e

pLbMq ¸ L
δM¸1
,2,2 M ¸ L
The first row in (4.11) is the L-action which is part of the L-crossed module structure of
the kernel of pδM , 1Lq. In order to conclude the proof, we need to show that this action
is trivial, so that rL,KδM s “ JL,KδM K “ 0 as in Remark 4.3.2. The map d is obviously
a split extension, so it suffices to show that it is central with respect to AbpAq: but we
already know that δM ¸ 1 is so and because d is its pullback it is central as well.
Proposition 4.3.8. Suppose that A satisfies the Smith is Huq condition. Then any
central extension of L-crossed modules
pM BÝÑ L, ξq pf,1LqÝÝÝÝÑ pM 1 B1ÝÑ L, ξ1q
induces a crossed square
M
f ,2
B

M 1
B1

L L.
Proof. The first step is to prove that
rM ¸ L,Kf¸1s “ 0.
In order to do that we use the decomposition formula given in [67]
rM ¸ L,Kf¸1sHM¸L “ rM,Kf¸1sHM¸L _ rL,Kf¸1sHM¸L _ rM,L,Kf¸1sHM¸L
“ rM,Kf¸1sHM _ rL,Kf¸1sHKf¸L _ rM,L,Kf¸1sHM¸L
and we show that each component is trivial:
• notice that Kf “ Kf¸1 since f is the pullback of f ¸ 1;
• since pf, 1Lq is a central extension, we know that rL,Kf s “ 0;
• from Proposition 4.3.6 it follows that f is a central extension with respect toAbpAq,
and therefore rM,Kf sHM “ rM,Kf sHM¸L “ 0;
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• since both Kf and M are normal subobjects of M ¸L, the Smith is Huq condition
implies that rKf ,M,M ¸ LsHM¸L “ 0, which in turn implies rM,L,Kf sHM¸L “ 0
since this is a subobject of the previous one.
Now consider the extension f ¸ 1 (it is a regular epimorphism because f is so): since
rM¸L,Kf¸1sHM¸L “ 0 we deduce that f¸1 is a central extension with respect to AbpAq
and therefore it is the differential of a crossed module.
We now use the fact that inGrpdpAq the central extensions (with respect toAbpGrpdpAqq)
are computed pointwise, that is they are couples of central extensions in A (with respect
to AbpAq): this is shown in Proposition 4.1 of [10]. Since both f ¸ 1L and 1L are central
with respect to AbpAq, the lower square in the diagram
M_
kd

f ,2M 1_
kd1

M ¸ L
d

c

f¸1L ,2,2 M 1 ¸ L
d1

c1

L
e
LR
L
e1
LR
is a central extension in GrpdpAq (with respect to AbpGrpdpAqq) and therefore it is
the differential of an internal crossed module in GrpdpAq. This means that its denorm-
alisation is a double groupoid and therefore the square we are interested in is an internal
crossed square.
Theorem 4.3.9. An L-crossed module is perfect iff it admits an universal central exten-
sion.
We split the proof in the two following implications.
Theorem 4.3.10. Every perfect L-crossed module has a universal central extension.
Proof. Let pM BÝÑ L, ξq be a perfect L-crossed module and consider the crossed square
LbM
Bb

δM ,2,2 M
B

L L
By Proposition 4.3.7 pδM , 1Lq is a central extension of L-crossed modules. Now we
want to show that this central extension is universal, that is it is initial among central
extensions of pM BÝÑ L, ξq. So consider another central extension
pM˜ B˜ÝÑ L, ξ˜q pf,1LqÝÝÝÝÑ pM BÝÑ L, ξq
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Due to Proposition 4.3.8 we know that also
M˜
B˜

f ,2,2 M
B

L L
is a crossed square. Now it suffices to use the universal property of the non-abelian tensor
product (see Proposition 3.2.10) to conclude that there exists a unique map φ : LbM Ñ
M˜ such that the diagram
LbM
φ
'
Bb
)
δM
%%
M˜
B˜

f ,2,2 M
B

L L
commutes. This implies that pδM , 1Lq is initial as central extension of L-crossed modules.
Also the converse of this result holds.
Theorem 4.3.11. Every object that admits a universal central extension is perfect.
Proof. Consider an L-crossed module pM 1 B1ÝÑ L, ξ1q and an abelian object A P AbpAq:
the fact that A is abelian can be seen as pA 0ÝÑ L, τLAq being an L-crossed module. We
can construct the crossed module pAˆM 1 B1˝piM 1ÝÝÝÝÑ L, ξAˆM 1q where the action ξAˆM 1 is
induced by the universal property of the product as shown in the diagram
L5pAˆM 1q
15piA
u}
15piM 1
!*
ξAˆM 1

L5A
τLA

L5M 1
ξ1

AˆM 1
piA
t}
piM 1
"*
A M 1
(4.12)
In order to see that this is an L-action it suffices to use the naturality diagrams for η and
µ and the fact that both τLA and ξ
1 are L-actions. Similarly to see that this gives rise to
an L-crossed module it suffices to use that both pM 1 B1ÝÑ L, ξ1q and pA 0ÝÑ L, τLAq are so.
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Now consider the triangle
AˆM 1
B1˝piM 1 '
piM 1 ,2M 1
B1y
L
This is a morphism of L-crossed module (due to (4.12)) which is a regular epimorphism:
we want to follow Remark 4.3.2 and show that it is a central extension by proving that
its kernel has a trivial L-action. But its kernel is simply pA 0ÝÑ L, τLAq: to see this is
suffices to use the description of kernels in XModLpAq, to notice that A “ KpiM 1 in the
base category A and to show the commutativity of the square on the left in the following
diagram
L5A
τLA

15x1,0y ,2 L5pAˆM 1q
ξAˆM 1

15piM 1 ,2 L5M 1
ξ1

A  ,2 x1,0y
,2 AˆM 1 piM 1 ,2M 1
Therefore since its action is trivial, ppiM 1 , 1Lq is a central extension.
Now suppose that
pM BÝÑ L, ξq pf,1LqÝÝÝÝÑ pM 1 B1ÝÑ L, ξ1q
is a universal central extension of L-crossed modules. By definition we have a unique
map from this extension to the previous one
pM BÝÑ L, ξq
pxg,fy,1Lq %,
pf,1Lq ,2 pM 1 B1ÝÑ L, ξ1q
pAˆM 1 B1˝piM 1ÝÝÝÝÑ L, ξAˆM 1q
ppiM 1 ,1Lq
29
Let us focus on this induced map: the way we wrote it comes from the fact that it
makes the previous diagram commute, but what can we say about g : M Ñ A? It is the
unique map that makes pxg, fy, 1Lq a morphism of L-crossed modules, that is such that
the following squares commute
M
xg,fy

B ,2 L
AˆM 1 B1˝piM 1
,2 L
L5M
ξ

15xg,fy ,2 L5pAˆM 1q
ξAˆM 1

M xg,fy
,2 AˆM 1
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The first one trivially commutes for each choice of g, whereas the second one does so iff
L5M
ξ

15g ,2 L5A
τLA

M g
,2 A
(4.13)
commutes. Now, since
L ˛M  ,2iL,M ,2 L5M
τLM ,2
M
ηLM
lr
is a split short exact sequence, we have that the map
`ηLM
τLM
˘
: pL ˛Mq `M Ñ L5M is
an epimorphism. This implies that the commutativity of (4.13) is equivalent to the
commutativity of the same diagram precomposed with
`ηLM
τLM
˘
. This in turn amounts to
having that g ˝ ξ ˝ iL,M “ 0, that is gprL,M sHXq “ 0.
Now fixA “ MrL,MsHX (it is abelian by Lemma 4.2.11) in order to deduce that rL,M s
H
X “
M . Notice that both the quotient g “ q : M  MrL,MsHX and the zero map g “ 0 satisfy
the condition gprL,M sHXq “ 0, we conclude that q “ 0, that is rL,M sHX “ M . This
means that pM BÝÑ L, ξq is perfect and consequently pM 1 B1ÝÑ L, ξ1q is perfect too, since it
is a quotient of a perfect.
4.4 Galois theory interpretation, quasi-pointed setting
The aim here is to use the coinvariants reflector to construct a Birkhoff subcategory
of XModLpAq with respect to which we find the “right” class of central extensions of
L-crossed modules.
Definition 4.4.1. Consider an internal crossed module pM BÝÑ L, ξq with the kernel KB
and the commutator JL,MK induced by ξ as in Definition 4.2.3.
We say that an internal crossed module has an acyclic action when KBX JL,MK “ 0.
Here the intersection is the subobject of M defined via the pullback
KB X JL,MK
i
"*
 ,2 ,2
_

JL,MK
_
kpcs˝kpq

KB  ,2
kB
,2M
Notice that since i is the diagonal of the pullback of a kernel along another kernel, it is
itself a kernel.
The idea behind this definition is that the action has no cycles (elements of KB) in
its image.
We will denote AAXModLpAq the full subcategory of XModLpAq whose objects are
the crossed modules with an acyclic action.
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Construction 4.4.2. We will now define the functor F : XModLpAq Ñ AAXModLpAq
which is left adjoint to the inclusion functor J . Given an internal L-crossed module
pM BÝÑ L, ξq, we start by defininig the subcrossed module pKB X JL,MKq 0ÝÑ 0, τ0KBXJL,MKq
where τ0KBXJL,MK is the trivial action: this is a crossed module, indeed in the diagram
pKB X JL,MKq 5 pKB X JL,MKq χpKBXJL,MKq,2
051

pKB X JL,MKq
05 pKB X JL,MKq τ0pKBXJL,MKq ,2
150

pKB X JL,MKq
0

050 χ0 ,2 0
the lower square trivially commutes (each composition is 0), whereas for the upper
one it suffices to use the fact that τ0pKBXJL,MKq is an isomorphism with inverse given
by η0pKBXJL,MKq and the commutativity of the diagram
05pKB X JL,MKq
τ0pKBXJL,MKq

pKB X JL,MKq i ,2
η0pKBXJL,MKq

M
ηLM

05pKB X JL,MKq
05i
,2 L5M
ξ

M
(4.14)
in order to obtain
i ˝ χpKBXJL,MKq “ χM ˝ pi5iq “ ξ ˝ pB51q ˝ pi5iq “ ξ ˝ p05iq ˝ p051q
“ i ˝ τ0pKBXJL,MKq ˝ p051q
which is the thesis since i is a monomorphism.
Furthermore the inclusion between the two crossed modules is given by the arrow
pi, 0q P XModpAq:
05pKB X JL,MKq
τ0
KBXJL,MK

05i ,2 L5M
ξ

pKB X JL,MKq i ,2M
pKB X JL,MKq i ,2
0

M
B

0
0
,2 L
here the commutativity of the second square is trivial whereas the first one is given
by (4.14).
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The image of pM BÝÑ L, ξq through F is given by the cokernel in XModpAq of the
previous inclusion, that is ˆ
M
K X JL,MK BÝÑ L, ξ
˙
where the action ξ is obtained as follows: first we pass to the category of points and we
take the cokernel
0 ,2 KB X JL,MK_
i

KB X JL,MK
kp˝i

0 ,2 0
0
lr ,2_
0

0
0 ,2M

 ,2 kp ,2 X
cpkp˝iq

p ,2 L
s
lr ,2 0
0 ,2 Kp
 ,2
kp
,2 Cpkp˝iq
p ,2 L
s
lr ,2 0
(4.15)
and then we go back to the associated action ξ given by the diagram
L5Kp
ξ

 ,2
kL,kp ,2 L`Kp
p skpq

p1L0 q ,2,2 L
Kp
 ,2
kp
,2 Cpkp˝iq p
,2,2 L
The first thing we need, is to prove that Kp – Ci and to do so, we need three steps:
i) We show that the outer square
KB X JL,MK  ,2 ,2_

JL,MK
_
kpcs˝kpq

JL,MK

KB  ,2
kB
,2M   )
kp
 )
KB ,2 X
is again a pullback by using the universal property of the smaller pullback square
and the fact that kp is a monomorphism. This means that if we show that the maps
kp ˝ kB and kp ˝ kpcs˝kpq are kernels, then kp ˝ i is again a kernel, and in particular
the kernel of its cokernel.
ii) We show that the maps kp ˝ kB and kp ˝ kpcs˝kpq are kernels. To see this, it suffices
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to take the following kernels of split epimorphisms
0 ,2 JL,MK
_
kpcs˝kpq

JL,MK
_
kp˝kpcs˝kpq

0 ,2 0
0
lr ,2_
0

0
0 ,2M
cs˝kp

 ,2 kp ,2 X
xcs,py

p ,2 L
s
lr ,2 0
0 ,2 Cs
 ,2
x1,0y
,2 Cs ˆ L
pi2 ,2 L
x0,1y
lr ,2 0
0 ,2 KB_
kB

KB_
kp˝kB

0 ,2 0
0
lr ,2_
0

0
0 ,2M
B

 ,2 kp ,2 X
z

p ,2 L
s
lr ,2 0
0 ,2 L  ,2 x1,0y
,2 Lˆ L pi2 ,2 L
x1,1y
lr ,2 0
where the map z in the second diagram is part of the structure of the unique
morphism of points induced (through the equivalence ActpAq » PtpAq) by the
morphism of actions
L5M
ξ

1L5B ,2 L5L
χL

M B
,2 L
(this commutativity is given by the precrossed module condition for pM BÝÑ L, ξq).
In each diagram, the middle upper vertical arrow is a kernel by definition, and it
is identical to the desired composition since the lower left square is a pullback.
iii) With iq and iiq we proved that the middle vertical sequence in (4.15) is exact since
being kp ˝ i a kernel, it is the kernel of its cokernel. But since also the rightmost
vertical one and the three rows are exact, by the 3ˆ 3 Lemma (see [8]) we obtain
that the leftmost vertical sequence is exact, that is Kp – Ci.
At this point one would expect that the action ξ just defined makes the diagram
05pKB X JL,MKq
τ0
KBXJL,MK

05i ,2 L5M
p˚qξ

1L5ci ,2,2 L5 MKBXJL,MK
ξ

pKB X JL,MKq i ,2M ci ,2,2 MKBXJL,MK
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commute and indeed this can be shown by using the diagram
L5M L`M L
L5 MKBXJL,MK L` MKBXJL,MK L
M X L
M
KBXJL,MK Cpkp˝iq L
1L5ci
ξ
p10q
p skpq
1`ci
p10q
kp
ci
p
cpkp˝iq
kp
ξ
p
p skpq
The map B is induced via the universal property of the cokernel of i
pKB X JL,MKq i ,2
0

M
p˚˚qB

ci ,2,2 M
KBXJL,MK
B

0
0
,2 L L
The fact that it is an internal crossed module is easy to show: it suffices to use that
pM BÝÑ L, ξq is an internal crossed module and that both q5q and 1L5q are (regular)
epimorphisms (by Lemma 1.1.35). From the commutativity of p˚q and p˚˚q we conclude
that
pM BÝÑ L, ξq pci,1Lq ,2
ˆ
M
KBXJL,MK BÝÑ L, ξ
˙
is a morphism of L-crossed modules. Furthermore it can easily be checked that this map
has the universal property of the cokernel of pi, 0q in XModpAq.
We should also verify that the internal L-crossed module obtained through F is
actually an action-acyclic one and this is done in what follows.
Let us depict the situation through the diagram
M X L
M
KBXJL,MK X 1 L
Cs Cs ˆ L L
Cs Cs ˆ L L
ci
kp
cs˝kp
p
xcs,py
cpkp˝iq
s
kp p
s
x1,0y
cpkp˝iq
pi2
cpkp˝iqˆ1L
x0,1y
x1,0y
cs˝kp
pi2
xcs,py
x0,1y
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where the map cpkp˝iq is defined through the universal property of cokernels
L
s ,2 X
cpkp˝iq

cs ,2,2 Cs
cpkp˝iq

L
s
,2 X 1 cs
,2,2 Cs
Now by defining the maps h as follows
KB
h

 ,2 kB ,2M
ci

B ,2 L
KB
 ,2
kB
,2 M
KBXJL,MK B ,2 L
we obtain the following commutative cube
KB X JL,MK JL,MK
KB X JL, MKBXJL,MKK JL, MKBXJL,MKK
KB M
KB
M
KBXJL,MK
φ J1,ciK
kB
h
ci
kB
in which the front face and the back face are pullbacks and the map φ, induced by the
universal property of the former, is the zero morphism: this is due to the fact that the
diagonal of the pullback on the back face is exactly i. Also the lower face is a pullback
and this implies that the upper one is so. Finally, since J1, ciK is a regular epimorphism
and the upper face is a pullback, also φ is a regular epimorphism. But an epimorphism
can be 0 only when its codomain is 0 itself, that is
KB X JL, MKB X JL,MKK “ 0
which means that the image through F is always an action-acyclic L-crossed module.
Finally we will denote the previous cokernel map as
pM BÝÑ L, ξq ηpB,ξq“pci,1Lq ,2
ˆ
M
KBXJL,MK BÝÑ L, ξ
˙
.
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We now want to construct an exact sequence involving this map in the categoryXModLpAq,
and in order to do so we take its kernel
ppKB X JL,MKq 0ÝÑ L, ξq ,2

pM BÝÑ L, ξq
pci,1Lq

p0 0ÝÑ L, τL0 q p0,1Lq
,2 p MKBXJL,MK BÝÑ L, ξq
where the action ξ is defined through the diagram
L5pKB X JL,MKq
ξ

1L5i ,2 L5M
ξ

1L5ci ,2 L5 MKBXJL,MK
ξ

pKB X JL,MKq i ,2M ci ,2 MKBXJL,MK
We know that pci, 1Lq is a regular epimorphism in XModLpAq since ci is so in A. Due
to Proposition 2 in [8] we know that in a quasi-pointed protomodular category a map is
a regular epimorphism if and only if it is the cokernel of its kernel, therefore pci, 1Lq is
the cokernel of ppi, 1Lqq and we have that the sequence
ppKB X JL,MKq 0ÝÑ L, ξq ,2 pi,1Lq ,2 pM BÝÑ L, ξq pci,1Lq ,2,2 ˆ MKBXJL,MK BÝÑ L, ξ
˙
is exact.
Lemma 4.4.3. The category AAXModLpAq is a Birkhoff subcategory of XModLpAq.
Proof. By using directly Definition 4.1.1 we need to prove three things:
i) AAXModLpAq is a reflective subcategory of XModLpAq, that is the inclusion
functor has a left adjoint;
ii) AAXMod is closed under subobjects;
iii) AAXMod is closed under quotients.
For iq it suffices to show the universal property of η: consider a morphism of L-crossed
modules with an action-acyclic L-crossed module as codomain, that is´
M
BÝÑ L, ξ
¯ pf,1LqÝÝÝÝÑ ´M 1 B1ÝÑ L, ξ1¯ (4.16)
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where KB1 X JL,M 1K “ 0. We want to show that there exists a unique morphism of
action-acyclic L-crossed module pf, 1Lq such that the triangle´
M
BÝÑ L, ξ
¯
pf,1Lq !*
η“pci,1Lq ,2
ˆ
M
KBXJL,MK BÝÑ L, ξ
˙
pf,1Lqs{´
M 1 B
1ÝÑ L, ξ1
¯ (4.17)
commutes. We will define the map f using the universal property of ci, therefore we
need to show that f ˝ i “ 0. So consider the cube
KB X JL,MK JL,MK
KB1 X JL,M 1K JL,M 1K
KB M
KB1 M 1
φ J1,fK
kB
f
kB1
(4.18)
Since i is the diagonal of the square on the back, the composition f ˝ i coincides with φ
followed by the diagonal on the front face: now it suffices to notice that KB1XJL,M 1K “ 0
and hence that composition is the zero map. Therefore we have a unique map f such
that
M
f %
ci ,2 M
KBXJL,MK
fv 
M 1
(4.19)
It remains to prove that pf, 1Lq is a morphism of (action-acyclic) L-crossed module, that
is the commutativity the diagrams
M
KBXJL,MK
f

B ,2 L
M 1 B1
,2 L
L5 MKBXJL,MK
ξ

1L5f ,2 L5M 1
ξ1

M
KBXJL,MK f ,2M 1
For the first one it suffices to precompose with the regular epimorphism ci obtaining
B1 ˝ f ˝ ci “ B1 ˝ f “ B “ B ˝ ci.
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For the second one we use the fact that if ci is a regular epimorphism, then so is 1L5ci:
therefore we precompose with 1L5ci obtaining
ξ1 ˝ p1L5fq ˝ p1L5ciq “ ξ1 ˝ p1L5fq “ f ˝ ξ “ f ˝ ci ˝ ξ “ f ˝ ξ ˝ p1L5ciq
and hence the thesis. Notice that the commutativity of (4.17) is equivalent to the com-
mutativity of (4.19).
As for iiq is concerned, let us consider a morphism as in (4.16) which is also a
monomorphism in XModLpAq (see Lemma 1.4.15) and the induced cube as in (4.18).
Since we can obtain the morphism from KB X JL,MK to M 1 as a composition of three
monomorphisms, it is a monomorphism itself. But this can also be seen as φ followed
by the diagonal of the front face: we then use the fact that if a composition is monic,
its first component is monic as well, to obtain that φ is a monomorphism as well. Now,
since the codomain KB1 X JL,M 1K is 0 by hypothesis, also the domain is 0, that is also
M is action-acyclic.
For what regards iiiq consider a morphism as in (4.16) which is also a quotient in
XModLpAq (that is such that f is a regular epimorphism due to Lemma 1.4.13) and the
induced cube as in (4.18). Following the reasoning at the end of Construction 4.4.2 we
obtain that φ is a regular epimorphism, but since the domain is 0 by hypothesis, also the
codomain is 0, that is also M 1 is action-acyclic too.
Protoadditive functors were introduced and studied in [38].
Theorem 4.4.4. The reflector F is protoadditive: this means that is preserves split short
exact sequences.
Proof. The proof consists of the following steps:
1) Show that the functor that sends an L-crossed module pM BÝÑ L, ξq to JL,MK is
protoadditive;
2) Show that this implies that the functor that sends pM BÝÑ L, ξq to KB X JL,MK is
protoadditive;
3) Use the 3ˆ 3 Lemma to conclude that F is protoadditive.
For what regards 1q the aim is to prove that any split short exact sequence of L-crossed
modules
pK 0ÝÑ L, ξq ,2p1,kq ,2 pM BÝÑ L, ξq p1,fq ,2 pM 1 B1ÝÑ L, ξ1q
p1,gq
lr (4.20)
induces a split short exact sequence of coinvariance commutators
0 ,2 JL,KK J1,kK ,2 JL,MK J1,fK ,2 JL,M 1KJ1,gKlr ,2 0.
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Using Proposition 4.2.9 we can reason with Higgins commutators instead, showing that
0 ,2 rL,Ks r1,ks ,2 rL,M s r1,f s ,2 rL,M 1s
r1,gs
lr ,2 0
is still exact. From the fact that
0 ,2 K  ,2
k ,2M
f ,2M 1
g
lr ,2 0
is a split exact sequence in the base category, by using Proposition 2.24 in [51] we obtain
that
0 ,2 pL ˛K ˛Mq ¸ pL ˛Kq  ,2 ,2 L ˛M 1˛f ,2 L ˛M 1
1˛g
lr ,2 0
is a split exact sequence as well. We have the comparison arrows
0 ,2 pL ˛K ˛Mq ¸ pL ˛Kq

 ,2 ,2 L ˛M
ξ˛

1˛f ,2 L ˛M 1
ξ1˛

1˛g
lr ,2 0
0 ,2 K  ,2
k
,2M
f ,2M 1
g
lr ,2 0
whose images, from right to left, are rL,M 1s, rL,M s and rL,K,M s _ rL,Ks. These
images form a split short exact sequence: taking kernels to the left,
0 ,2 pL ˛K ˛Mq ¸ pL ˛Kq

 ,2 ,2 L ˛M

1˛f ,2 L ˛M 1

1˛g
lr ,2 0
0 ,2 Kr1,f s

 ,2 ,2 rL,M s _

r1,f s ,2 rL,M 1s _

r1,gs
lr ,2 0
0 ,2 K  ,2
k
,2M
f ,2M 1
g
lr ,2 0
we see that the bottom left square is a pullback, since the bottom right vertical arrow is a
monomorphism; likewise, the top right square is a regular pushout, so the top left vertical
arrow is a regular epimorphism. It follows that Kr1,f s is the image rL,K,M s _ rL,Ks of
the left vertical composite. Now since K is central in M (we use the underlying crossed
module structures only here) we have rL,K,M s ãÑ rM,K,M s ãÑ rK,M s “ 0. Hence
Kr1,f s “ rL,Ks, which is the thesis.
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For what regards 2q consider the following diagram
K0 X JL,KK JL,KK
KB X JL,MK JL,MK
KB1 X JL,M 1K JL,M 1K
K0 K
KB M
KB1 M 1
k˜ J1,kK
f˜ J1,fK
kB
g˜ J1,gK
kB1
k
kB
f
kB1
g
It is trivial to notice that J1, fK ˝ J1, gK “ 1. Then it remains to show that k˜ “ kf˜ .
Suppose that A αÝÑ KBX JL,MK is such that f˜ ˝α “ 0 then 0 “ kB1 ˝ f˜ ˝α “ J1, fK˝kB ˝α
and since J1, kK “ kJ1,fK we have a unique γ : A Ñ JL,KK such that J1, kK ˝ γ “ kB ˝ α.
Using that kB is a monomorphism and the equality J1, kK “ kB ˝ k˜ we obtain k˜ ˝ γ “ α
which is the thesis.
Finally, in order to prove 3q, consider the following diagram:
pK0 X JL,KK 0ÝÑ L, φq_

 ,2 pk˜,1Lq ,2 pKB X JL,MK 0ÝÑ L, φq_

pf˜ ,1Lq ,2 pKB1 X JL,M 1K 0ÝÑ L, φ1q_

pg˜,1Lq
lr
pK 0ÝÑ L, ξq

 ,2 pk,1Lq ,2 pM BÝÑ L, ξq

pf,1Lq ,2 pM 1 B1ÝÑ L, ξ1q

pg,1Lq
lr
F pK 0ÝÑ L, ξq F pk,1Lq ,2 F pM BÝÑ L, ξq F pf,1Lq ,2 F pM 1 B1ÝÑ L, ξ1q
F pg,1Lq
lr
Each column is exact by definition of the functor F and the middle row is exact by
hypothesis. From the description of kernels in Remark 1.4.16 and from the previous
step, we deduce that the top row is exact as well. Now it suffices to use the 3 ˆ 3-
lemma to obtain that also the bottom row is exact. The fact that it is split is given by
functoriality.
Remark 4.4.5. If A is strongly protomodular we can give a simpler proof of the protoad-
ditivity of the functor F by changing the way in which 1q is shown in Theorem 4.4.4.
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This proof uses Proposition 4.3.6 as follows.
Consider a split short exact sequence of L-crossed module as in (4.20): by Proposi-
tion 4.3.6 we know that f is a central extension in A (with respect to AbpAq), but since
it is also split, it is a trivial extension and hence a product projection. In particular g is
a normal monomorphism, and being A a strongly protomodular category we obtain that
pg, 1Lq is a normal monomorphism of L-actions: since it is also split we that pg, 1Lq is a
product injection and pf, 1Lq is a product projection in ActLpAq.
Notice that in the semi-abelian context, any RE-reflector R preserves products. In-
deed consider a product split short exact sequence
X  ,2
x1,0y ,2 X ˆ Y piY ,2,2 Ylr
x0,1y
lr
The images RppiY q and Rpx0, 1yq are again respectively a split monomorphism and split
epimorphism. Since R is a left adjoint, it preserves cokernels and consequently we know
that RppiY q is the cokernel of Rpx1, 0yq, therefore in order to prove that RpX ˆ Y q –
RpXq ˆ RpY q it suffices to show that the split monomorphism Rpx1, 0yq is a normal
monomorphism (so that it is the kernel of its cokernel). However, this follows from the
assumption that the adjunction units are regular epimorphisms and from the fact that a
direct image of a kernel along a regular epimorphism is again a kernel (see Lemma 1.1.20):
here we also used the fact that x1, 0y is a (split) monomorphism.
This means that F preserves products, so it sends the split short exact sequence (4.20)
into a sequence which is again split exact. Finally by the 3 ˆ 3 lemma we deduce that
the induced sequence of coivariance commutators is split short exact as well.
Now, using Lemma 4.1.7 we can reformulate centrality as follows.
Lemma 4.4.6. Consider an extension
pM BÝÑ L, ξq pf,1LqÝÝÝÝÑ pM 1 B1ÝÑ L, ξ1q.
It is central with respect to AAXModLpAq if and only if its kernel
Kpf,1Lq “ pKf 0ÝÑ L, ξq ,2

pM BÝÑ L, ξq
pf,1Lq

p0 0ÝÑ L, τL0 q ,2 pM 1 B
1ÝÑ L, ξ1q
is a crossed module with an acyclic action.
Proof. The previous is a central extension iff one of the projections
pri, 1Lq : Kppp1L, fqq Ñ pM BÝÑ L, ξq
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is a trivial extension. Since r0 and r1 are split epimorphisms we can construct the diagram
0 ,2 Kpf,1Lq
 ,2 ,2

Kpppf, 1Lqq

pri,1Lq ,2 pM BÝÑ L, ξq

lr ,2 0
0 ,2 F pKpf,1Lqq  ,2 ,2 F pKpppf, 1Lqqq
F ppri,1Lqq ,2 F ppM BÝÑ L, ξqqlr ,2 0
(4.21)
where the vertical maps are the components of the unit. Notice that the first row is exact
since Kpri,1Lq “ Kpf,1Lq as follows from the fact that both the square in the diagram
Kpri,1Lq ,2

Kpppf, 1Lqq
pri,1Lq

prj ,1Lq ,2 pM BÝÑ L, ξq
pf,1Lq

p0 0ÝÑ L, τL0 q p0,1Lq
,2 pM BÝÑ L, ξq pf,1Lq
,2 pM 1 B1ÝÑ L, ξ1q
are pullbacks and therefore the outer rectangle is a pullback as well. Going back to (4.21),
the second row is exact since F is protoadditive. Then by definition we have that pri, 1Lq
is a trivial extension iff the square on the right is a pullback, but this is true iff the
vertical map on the left is an isomorphism (see Lemma 1.1.18).
Theorem 4.4.7. An extension of L-crossed modules in A is central with respect to
AAXModLpAq if and only if it is a central extension in the sense of Definition 4.3.1.
Proof. Recall that an extension is central in the sense of Definition 4.3.1 if and only ifJL,Kf K “ 0 (by Proposition 4.2.9. From the previous lemma we know that the extension
pf, 1Lq is central with respect to AAXModLpAq iff the unit pKf 0ÝÑ L, ξq Ñ F pKf 0ÝÑ
L, ξq is an isomorphism.
pñq If it is an isomorphism, its kernel ppK0X JL,Kf Kq 0ÝÑ L, ζq is the initial object p0 0ÝÑ
L, τL0 q: this implies that pK0XJL,Kf Kq “ 0. Now notice thatK0 is the kernel of the
zero map Kf
0ÝÑ L, therefore we have K0 “ Kf and also pK0 X JL,Kf Kq “ JL,Kf K
since the pullback defining the intersection becomes
K0 X JL,Kf K_

JL,Kf K_

K0 Kf
Putting together the two equations we obtain the thesis.
pðq Conversely if JL,Kf K “ 0 we have that also K0 X JL,Kf K “ 0 and therefore the
kernel of the unit is the initial object. This in turn is equivalent to the unit being
monic, but since it is already a regular epimorphism, it is an isomorphism.
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We have to generalise Definition 4.1.9 to the quasi-pointed exact environment of
XModLpAq. There seems to be no single categorically sound approach to this; so we
stick with the following ad-hoc interpretation:
Definition 4.4.8. Given an L-crossed module pM BÝÑ L, ξq, we say that it is perfect
(with respect to AAXModLpAq) whenever its underlying action is perfect (with respect
to TrivActLpAq).
Remark 4.4.9. Recalling Remark 4.2.7 and Proposition 4.2.9 we obtain that an L-crossed
module pM BÝÑ L, ξq is perfect iff JL,MK “ rL,M sHX “M .
The aim of the next section is to make this more natural: we set up a Galois theory
with respect to which both the central extensions and the perfect objects agree with
those needed in Section 4.3.
4.5 Galois theory interpretation, pointed setting
Consider an internal crossed module pM BÝÑ L, ξq. Lemma 4.2.11 tells us that MrL,MsHX is
an abelian object. Furthermore the association
F : XModpAq ÝÑ AbpAq
pM BÝÑ L, ξq ÞÝÑ MrL,M sHX
is functorial. Indeed if we have a morphism of internal crossed modules of the form
pM BÝÑ L, ξq pf,lqÝÝÝÑ pM 1 B1ÝÑ L1, ξ1q
we can construct the cube
L ˛M L5M
rL,M sHM¸L M
L1 ˛M 1 L15M 1
rL1,M 1sHM 1¸L1 M 1
iL,M
l˛f l5f
ξ
iL1,M 1
ξ1
f
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and consequently the map f through the diagram
rL,M sHM¸L ,2 ,2
rl,f s

M
f

,2,2 M
rL,MsHM¸L
f

rL1,M 1sHM 1¸L1 ,2 ,2M 1 ,2,2 M
1
rL1,M 1sHM 1¸L1
The mapping F is clearly a functor and it has a right adjoint given by the inclusion of
abelian objects as particular crossed modules. In order to define this functorG : AbpAq Ñ
XModpAq we first need the following lemma.
Lemma 4.5.1. If A P AbpAq then pA 0ÝÑ 0, τ0Aq is an internal crossed module.
Now the functor G is determined by
G : AbpAq ÝÑ XModpAq
A ÞÝÑ pA 0ÝÑ 0, τ0Aq.
Notice that if f : AÑ B is a morphism in AbpAq (that is a morphism in A), then
pf, 0q : pA 0ÝÑ 0, τ0Aq Ñ pB 0ÝÑ 0, τ0Bq
is a morphism of internal crossed module.
Proposition 4.5.2. The functor G is right adjoint to F .
Proof. To prove the thesis we will show the universal property of the unit.
Let us start by considering G ˝ F pM BÝÑ L, ξqq “
´
M
rL,MsHX
0ÝÑ 0, τ
¯
and constructing
the unit
pq, 0q : pM BÝÑ L, ξq ÝÑ
˜
M
rL,M sHX
0ÝÑ 0, τ
¸
The first step is showing that this is a morphism of internal crossed modules, that is the
commutativity of the diagrams
M
q

B ,2 L

M
rL,MsHX
,2 0
L5M
05q

ξ ,2M
q

05 MrL,MsHX τ
,2 M
rL,MsHX
The first one is obvious, whereas the second one comes from the isomorphism Cs – MrL,MsHX
(see Remark 4.2.12) and from the fact that (4.1) is a morphism of points.
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Now we want to show the universal property of the unit: given a morphism of internal
crossed modules of the form
pf, 0q : pM BÝÑ L, ξq ÝÑ pA 0ÝÑ 0, τ0Aq
we need to construct a unique f : MrL,MsHX
Ñ A such that pf, 0q ˝ pq, 0q “ pf, 0q. Consider
the following diagram
M M ¸ L L
A A 0
Cs Cs ˆ L L
A A 0
f
kp
q
p
xcs,py f¸0
s
x1,0y
f
pi2
fˆ0
x0,1y
Here the map f is uniquely determined by the construction of the lower layer via the
universal property of cokernels Cs and A. It is the unique map such that f ˝ q “ f and
this immediately implies that it is the unique such that pf, 0q ˝ pq, 0q “ pf, 0q. Finally,
pf, 0q is a morphism of crossed modules by the construction of G.
Proposition 4.5.3. The category AbpAq is a Birkhoff subcategory of XModpAq.
Proof. We already know from the previous proposition that AbpAq is a full reflective
subcategory of XModpAq. By using Lemma 4.1.2 it suffices to show that the unit pq, 0q
is a regular epimorphism in XModpAq and that AbpAq is closed under quotients in
XModpAq. Lemma 1.4.13 tells us that pq, 0q is a regular epimorphism in XModpAq if
and only if both q and 0 are regular epimorphisms in A, and this is clear by construction.
Now consider an internal crossed module pA 0ÝÑ 0, τ0Aq coming from the subcategory
AbpAq, and a quotient of it in XModpAq
pA 0ÝÑ 0, τ0Aq
pq1,q2q,2,2 pM BÝÑ L, ξq
Again by Lemma 1.4.13 we know that both q1 and q2 are regular epimorphisms. Since q2
has 0 as domain it has to be an isomorphism, giving us L – 0. From q1 being a regular
epimorphism we deduce that M P AbpAq (because it is a quotient of an abelian object)
and also that B “ 0 (from the equality B ˝ q1 “ q2 ˝ 0 “ 0). Finally the action ξ has to
be trivial because it is the only possible action of the zero object. This means that
pM BÝÑ L, ξq – pM 0ÝÑ 0, τ0M q “ GpMq
i.e. AbpAq is closed under quotients in XModpAq.
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Remark 4.5.4. IfXModpAq has enough projectives then so does A, since A is included as a
Birkhoff subcategory and Birkhoff reflectors preserve the property of existence of enough
projectives. (Indeed, any left adjoint whose right adjoint preserves regular epimorphisms
does so.)
Proving the converse (that XModpAq has enough projectives if so does A) is more
difficult. By general results on functor categories we know that if A has enough projectives
then the category of reflexive graphs in A has enough projectives as well. The claim
now follows from the same argument as above: XModpAq is equivalent to a Birkhoff
subcategory of the category of reflexive graphs in A.
Now we are able to apply Theorem 3.5 in [25] to obtain the following.
Corollary 4.5.5. Suppose A is semi-abelian with enough projectives. An internal crossed
module pM BÝÑ L, ξq of A is perfect (with respect to the Birkhoff subcategory AbpAq of
XModpAq) iff it admits a universal central extension (with respect to the Birkhoff sub-
category AbpAq of XModpAq).
We now have to explain that the central extensions and the perfect objects in this
sense agree with the definitions above. Once this is clear, we find Theorem 4.3.9 as a
consequence of Corollary 4.5.5—under the condition that enough projectives exist in A.
If A happens to not have enough projectives, then Theorem 4.3.9 remains valid, of course.
Proposition 4.5.6. Given an extension of a crossed module pM BÝÑ L, ξq, we have that
it is a universal central extension with respect to the Birkhoff subcategory
AbpAq ,2 XModpAq,lr (B1)
if and only if it is a universal central extension with respect to the Birkhoff subcategory
AAXModLpAq ,2 XModLpAq.lr (B2)
Lemma 4.5.7. Consider an extension of crossed modules
pM 1 B1ÝÑ L1, ξ1q pf,lqÝÝÑ pM BÝÑ L, ξq (4.22)
which is central with respect to (B1). Then l is an isomorphism and pf, lq can be con-
sidered as an extension of L-crossed modules.
Proof. Let us start by proving that a morphism as in (4.22) is a trivial extension with
respect to (B1) iff the following hold#
l is an isomorphism,
rf, ls : rM 1, L1s Ñ rM,Ls is an isomorphism.
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By definition pf, lq is trivial with respect to (B1), if and only if the cube on the right
rM 1, L1s M 1 M 1rM 1,L1s
rM,Ls M MrM,Ls
L1 0
L 0
rf,ls B1
f
l
B1
is a pullback in XModpAq. But since pullbacks are computed levelwise in XModpAq,
this is the same as asking that both the top and the bottom faces are pullbacks in A.
Now it’s trivial to see that the top face is a pullback iff rf, ls is an isomorphism and that
the bottom face is a pullback iff l is an isomorphism as well.
The next step amounts to showing that for any extension (4.22) which is central with
respect to (B1), l is an isomorphism. In order to show this, recall that pf, lq is central if
there exists another extension
pĂM rBÝÑ rL, rξq pg,kqÝÝÝÑ pM BÝÑ L, ξq
such that the pullback pf, lq of pf, lq along pg, kq is trivial. By looking at the pullback
M ĂM
M 1 M
L rL
L1 L
B rB
B
l
l
B1
and by using the equivalent condition for triviality proven above, we know that l is an
isomorphism and hence l is an isomorphism too: this is given by the fact that l is a regular
epimorphism by hypothesis (it is part of an extension) and a monomorphism because l
is so and because pullbacks reflect monomorphisms in protomodular categories.
Proof of Proposition 4.5.6. We already know that in order for an extension to be central
with respect to (B1), it has to have an isomorphism in the second component. Let us
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therefore fix an extension pf, 1Lq. Consider its kernel pair
M M 1
M 1 M
L L
L L
r0
B
r1 f
B1
f
BB1
and in particular one of the two projections pr0, 1Lq. We will use the following chain of
equivalent conditions to obtain the thesis:
1) pf, 1q is central with respect to (B1),
2) pr0, 1q is trivial with respect to (B1),
3) Krr0,1s “ 0,
4) rKr0 , Ls “ 0,
5) rKf , Ls “ 0,
6) pf, 1q is central with respect to (B2).
The equivalence between 1q and 2q is given by the fact that the extension pf, 1q is central
with respect to (B1) iff it is normal with respect to (B1).
To show 2q ðñ 3q we use Lemma 4.5.7 and the fact that rr0, 1s is already a split
epimorphism by construction (it is defined through a kernel pair): this means that it is
an isomorphism iff its kernel Krr0,1s is trivial.
Now consider the diagram
rKr0 , Ls


 ,2
krr0,1s ,2
“
M,L
‰


rr0,1s ,2 rM 1, Ls


rs0,1s
lr
Kr0
 ,2
kr0
,2M
r0 ,2M 1
s0
lr
(4.23)
The functor that sends an L-crossed module pM BÝÑ L, ξq to rM,Ls is protoadditive (see
Theorem 4.4.4) and hence the first row in (4.23) is again a split short exact sequence:
this means that Krr0,1s – rKr0 , Ls, that is 3q ðñ 4q.
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The equivalence between 4q and 5q is simply given by the vertical isomorphism on
the left of the diagram
Kr0

 ,2
kr0 ,2M
r1

r0 ,2M 1
f

Kf
 ,2
kf
,2M 1
f
,2M
due to the fact that the square on the right is a pullback by construction.
The last step is given by Corollary 4.4.7.
Finally it is trivial to observe that a central extension is universal with respect to (B1)
iff it is universal with respect to (B2).
Proposition 4.5.8. An L-crossed module pM BÝÑ L, ξq is perfect with respect to Defini-
tion 4.4.8 if and only if it is perfect with respect to the Birkhoff subcategory AbpAq when
seen as an object in XModpAq.
Proof. Recalling Remark 4.4.9 we have that pM BÝÑ L, ξq is perfect with respect to Defini-
tion 4.4.8 if and only if rL,M s “M . But this is equivalent to the requirement MrL,Ms “ 0,
which in turn is the same as F pM BÝÑ L, ξq “ 0, that is perfectness with respect to
Definition 4.1.9.
Bibliography
[1] M. Barr, Exact categories, in Exact categories and categories of sheaves, Springer,
1971, pp. 1–120.
[2] A. L. Blakers and W. S. Massey, The homotopy groups of a triad. III, Ann. of
Math. (2), 58 (1953), pp. 409–417.
[3] F. Borceux and D. Bourn, Mal’cev, protomodular, homological and semi-abelian
categories, vol. 566 of Mathematics and its Applications, Kluwer Academic Publish-
ers, Dordrecht, 2004.
[4] F. Borceux and G. Janelidze, Galois theories, vol. 72 of Cambridge Stud. Adv.
Math., Cambridge Univ. Press, 2001.
[5] F. Borceux, G. Janelidze, and G. M. Kelly, Internal object actions, Com-
ment. Math. Univ. Carolin., 46 (2005), pp. 235–255.
[6] D. Bourn, Normalization equivalence, kernel equivalence and affine categories, in
Category theory (Como, 1990), vol. 1488 of Lecture Notes in Math., Springer, Berlin,
1991, pp. 43–62.
[7] , Normal functors and strong protomodularity, Theory Appl. Categ., 7 (2000),
pp. No. 9, 206–218.
[8] , 3ˆ 3 lemma and protomodularity, J. Algebra, 236 (2001), pp. 778–795.
[9] , The denormalized 3ˆ3 lemma, J. Pure Appl. Algebra, 177 (2003), pp. 113–129.
[10] D. Bourn and M. Gran, Central extensions in semi-abelian categories, J. Pure
Appl. Algebra, 175 (2002), pp. 31–44. Special volume celebrating the 70th birthday
of Professor Max Kelly.
[11] D. Bourn and G. Janelidze, Protomodularity, descent, and semidirect products,
Theory Appl. Categ., 4 (1998), pp. 37–46.
[12] K. S. Brown, Cohomology of groups, vol. 87, Springer Science & Business Media,
2012.
167
168 BIBLIOGRAPHY
[13] R. Brown, Coproducts of crossed P -modules: applications to second homotopy
groups and to the homology of groups, Topology, 23 (1984), pp. 337–345.
[14] R. Brown, D. L. Johnson, and E. F. Robertson, Some computations of nona-
belian tensor products of groups, J. Algebra, 111 (1987), pp. 177–202.
[15] R. Brown and J. Loday, Van Kampen theorems for diagrams of spaces, Topology,
26 (1987), pp. 311–335.
[16] A. Carboni and G. Janelidze, Smash product of pointed objects in lextensive
categories, J. Pure Appl. Algebra, 183 (2003), pp. 27–43.
[17] A. Carboni, G. M. Kelly, and M. C. Pedicchio, Some remarks on Mal’ tsev
and Goursat categories, Appl. Categ. Structures, 1 (1993), pp. 385–421.
[18] A. Carboni, J. Lambek, and M. Pedicchio, Diagram chasing in mal’cev cat-
egories, Journal of Pure and Applied Algebra, 69 (1991), pp. 271–284.
[19] A. Carboni, M. C. Pedicchio, and N. Pirovano, Internal graphs and internal
groupoids in Mal’ cev categories, in Category theory 1991 (Montreal, PQ, 1991),
vol. 13 of CMS Conf. Proc., Amer. Math. Soc., Providence, RI, 1992, pp. 97–109.
[20] J. Casas, E. Khmaladze, and N. Pacheco Rego, A non-abelian tensor product
of Hom-Lie algebras, Bull. Malays. Math. Sci. Soc., 40 (2017), pp. 1035–1054.
[21] , A non-abelian Hom-Leibniz tensor product and applications, Linear Multilin-
ear Algebra, 66 (2018), pp. 1133–1152.
[22] , On some properties preserved by the non-abelian tensor product of Hom-Lie
algebras, Available online at: arXiv:1902.06538v2, (2019).
[23] J. Casas and M. Ladra, The actor of a crossed module in lie algebras, Commu-
nications in Algebra, 26 (1998), pp. 2065–2089.
[24] , Colimits in the crossed modules category in Lie algebras, Georgian Math. J.,
7 (2000), pp. 461–474.
[25] J. Casas and T. Van der Linden, Universal central extensions in semi-abelian
categories, Appl. Categ. Structures, 22 (2014), pp. 253–268.
[26] J. L. Castiglioni, X. García-Martínez, and M. Ladra, Universal central
extensions of Lie-Rinehart algebras, J. Algebra Appl., 17 (2018), pp. 1850134, 30.
[27] A. Cigoli, Centrality via Internal Actions and Action Accessibility via Centralizers,
PhD thesis, Università degli Studi di Milano, 2010.
[28] A. Cigoli, J. Gray, and T. Van der Linden, On the normality of Higgins
commutators, J. Pure Appl. Algebra, 219 (2015), pp. 897–912.
BIBLIOGRAPHY 169
[29] A. Cigoli, J. R. A. Gray, and T. Van der Linden, Algebraically coherent
categories, Theory Appl. Categ., 30 (2015), pp. 1864–1905.
[30] A. Cigoli, S. Mantovani, and G. Metere, Peiffer product and Peiffer com-
mutator for internal pre-crossed modules, Homology Homotopy Appl., 19 (2017),
pp. 181–207.
[31] D. di Micco, Compatible actions of Lie algebras, Communications in Algebra,
(2019). doi: 10.1080/00927872.2019.1648656.
[32] D. di Micco and T. Van der Linden, Universal central extensions through the
non-abelian tensor product. In preparation.
[33] , Compatible actions in semi-abelian categories, arXiv e-prints, (2019),
p. arXiv:1908.04184.
[34] , An intrinsic approach to the non-abelian tensor product via internal crossed
squares, arXiv e-prints, (2019), p. arXiv:1911.08781.
[35] B. Edalatzadeh, Universal central extensions of Lie crossed modules over a fixed
Lie algebra, Appl. Categ. Structures, 27 (2019), pp. 111–123.
[36] G. Ellis, Crossed Modules and Their Higher Dimensional Analogues, PhD thesis,
University of Wales, 1984.
[37] , A nonabelian tensor product of Lie algebras, Glasgow Math. J., 33 (1991),
pp. 101–120.
[38] T. Everaert and M. Gran, Protoadditive functors, derived torsion theories and
homology, J. Pure Appl. Algebra, 219 (2015), pp. 3629–3676.
[39] T. Everaert and T. Van der Linden, Baer invariants in semi-abelian categor-
ies II: Homology, Theory Appl. Categ., 12 (2004), pp. 195–224.
[40] , Relative commutator theory in semi-abelian categories, J. Pure Appl. Algebra,
216 (2012), pp. 1791–1806.
[41] X. García-Martínez, E. Khmaladze, and M. Ladra, Non-abelian tensor
product and homology of Lie superalgebras, J. Algebra, 440 (2015), pp. 464–488.
[42] N. D. Gilbert and P. J. Higgins, The nonabelian tensor product of groups and
related constructions, Glasgow Math. J., 31 (1989), pp. 17–29.
[43] A. V. Gnedbaye, A non-abelian tensor product of Leibniz algebras, Ann. Inst.
Fourier (Grenoble), 49 (1999), pp. 1149–1177.
[44] M. Gran, Internal categories in Mal’ cev categories, J. Pure Appl. Algebra, 143
(1999), pp. 221–229. Special volume on the occasion of the 60th birthday of Professor
Michael Barr (Montreal, QC, 1997).
170 BIBLIOGRAPHY
[45] , Commutators and central extensions in universal algebra, J. Pure Appl. Al-
gebra, 174 (2002), pp. 249–261.
[46] , Applications of categorical Galois theory in universal algebra, in Galois theory,
Hopf algebras, and semiabelian categories, vol. 43 of Fields Inst. Commun., Amer.
Math. Soc., Providence, RI, 2004, pp. 243–280.
[47] M. Gran and T. Van der Linden, On the second cohomology group in semi-
abelian categories, J. Pure Appl. Algebra, 212 (2008), pp. 636–651.
[48] D. Guin-Waléry and J. Loday, Obstruction à l’excision en K-théorie algébrique,
in Algebraic K-theory, Evanston 1980 (Proc. Conf., Northwestern Univ., Evanston,
Ill., 1980), vol. 854 of Lecture Notes in Math., Springer, Berlin, 1981, pp. 179–216.
[49] M. Hartl and B. Loiseau, On actions and strict actions in homological categories,
Theory Appl. Categ., 27 (2013), pp. 347–392.
[50] M. Hartl and T. Van der Linden, The ternary commutator obstruction for
internal crossed modules. Preprint arXiv:1107.0954v1, 2011.
[51] , The ternary commutator obstruction for internal crossed modules, Adv. Math.,
232 (2013), pp. 571–607.
[52] P. J. Higgins, Groups with multiple operators, Proc. Lond. Math. Soc. (3), 6 (1956),
pp. 366–416.
[53] S. A. Huq, Commutator, nilpotency and solvability in categories, Q. J. Math., 19
(1968), pp. 363–389.
[54] G. Janelidze, Pure Galois theory in categories, J. Algebra, 132 (1990), pp. 270–
286.
[55] , Internal crossed modules, Georgian Math. J., 10 (2003), pp. 99–114.
[56] G. Janelidze and G. M. Kelly, Galois theory and a general notion of central
extension, J. Pure Appl. Algebra, 97 (1994), pp. 135–161.
[57] , Central extensions in universal algebra: a unification of three notions, Algebra
Universalis, 44 (2000), pp. 123–128.
[58] G. Janelidze, L. Márki, and W. Tholen, Semi-abelian categories, J. Pure
Appl. Algebra, 168 (2002), pp. 367–386.
[59] E. Khmaladze, Non-abelian tensor and exterior products modulo q and universal
q-central relative extension of Lie algebras, Homology Homotopy Appl., 1 (1999),
pp. 187–204.
[60] R. Kurdiani, Non-abelian tensor product of restricted Lie algebras, Bull. Georgian
Acad. Sci., 164 (2001), pp. 32–34.
BIBLIOGRAPHY 171
[61] J. Loday, Spaces with finitely many nontrivial homotopy groups, J. Pure Appl.
Algebra, 24 (1982), pp. 179–202.
[62] S. MacLane, Duality for groups, Bull. Amer. Math. Soc., 56 (1950), pp. 485–516.
[63] A. Mandal and S. K. Mishra, Universal central extensions and non-abelian
tensor product ofHom-Lie-Rinehart algebras, Available online at: arXiv:1803.
00936v2, (2018).
[64] S. Mantovani and G. Metere, Internal crossed modules and Peiffer condition,
Theory Appl. Categ., 23 (2010), pp. No. 6, 113–135.
[65] , Normalities and commutators, J. Algebra, 324 (2010), pp. 2568–2588.
[66] N. Martins-Ferreira, A. Montoli, and M. Sobral, Semidirect products and
split short five lemma in normal categories, Appl. Categ. Structures, 22 (2014),
pp. 687–697.
[67] N. Martins-Ferreira and T. Van der Linden, A note on the “Smith is Huq”
condition, Appl. Categ. Structures, 20 (2012), pp. 175–187.
[68] A. McDermott, The nonabelian tensor product of groups: Computations
and structural results. http://web.math.unifi.it/users/fumagal/articles/
McDermott.pdf, 1998.
[69] G. Metere, A note on strong protomodularity, actions and quotients, J. Pure Appl.
Algebra, 221 (2017), pp. 75–88.
[70] P. Paez Guillan, Non abelian tensor product of restricted Lie superalgebras. Talk
at the conference PSSL 102, Santiago de Compostela, 13th?14th January 2018, 2018.
[71] M. C. Pedicchio, A categorical approach to commutator theory, J. Algebra, 177
(1995), pp. 647–657.
[72] , Arithmetical categories and commutator theory, Appl. Categ. Structures, 4
(1996), pp. 297–305. The European Colloquium of Category Theory (Tours, 1994).
[73] T. Porter, The crossed menagerie: an introduction to crossed gadgetry
and cohomology in algebra and topology. https://ncatlab.org/nlab/files/
menagerie12a.pdf, 2018.
[74] J. Smith, Mal’cev varieties, Lecture Notes in Math, 554 (1976).
[75] J. H. C. Whitehead, On adding relations to homotopy groups, Ann. of Math. (2),
42 (1941), pp. 409–428.
172 BIBLIOGRAPHY
Acknowledgements
My first thanks go to my two advisors, Sandra Mantovani and Tim Van der Linden.
Starting from the first day of my PhD I have always been able to rely on the help and
advice of Sandra and I thank her because these have proved to be fundamental for all the
choices and experiences that have led me so far. Precisely one of these pieces of advice
brought me to Brussels to meet Tim during one of the most difficult times of this path:
our different characters and opposing ways of reasoning perfectly balanced giving rise to
a pleasant and fruitful collaboration that I would have liked to undertake before.
Thanks in particular to Andrea Montoli, for the countless and indispensable discussions.
Finally, I would like to thank all my fellow Ph.D. students and the new friends I met
during this path and who contributed to make these three years an amazing experience:
thanks especially to Andre, Fra, Ema, Ivan, Leonardo, François, Florence and Christina.
173
