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Abstract
We show uniqueness in law for the critical SPDE
dXt = AXtdt+ (−A)1/2F (X(t))dt + dWt, X0 = x ∈ H,
where A : dom(A) ⊂ H → H is a negative definite self-adjoint operator on a separable
Hilbert space H having A−1 of trace class and W is a cylindrical Wiener process on H.
Here F : H → H is continuous and has at most linear growth. This leads to new uniqueness
results for generalized stochastic Burgers’ equations and for three-dimensional stochastic
Cahn-Hilliard type equations which have interesting applications. To get weak uniqueness
we also establish a new optimal regularity result for the Kolmogorov equation λu−Lu = f
on H, where λ > 0, f : H → R is Borel and bounded and L is the Ornstein-Uhlenbeck
operator related to the SPDE when F = 0. In particular we show that the first derivative
Du : H → H verifies Du(x) ∈ dom((−A)1/2), for any x ∈ H, and moreover
sup
x∈H
|(−A)1/2Du(x)|H = ‖(−A)1/2Du‖0 ≤ C ‖f‖0.
Mathematics Subject Classification (2010): 60H15, 35R60, 35R15
Key words: Stochastic PDEs, Weak uniqueness in infinite dimensions, Optimal regularity
for Kolmogorov type operators.
1 Introduction
We establish weak uniqueness (or uniqueness in law) for critical stochastic evolution equa-
tions like
dXt = AXtdt+ (−A)1/2F (Xt)dt+ dWt, X0 = x ∈ H. (1)
Here H is a separable Hilbert space, A : D(A) ⊂ H → H is a self-adjoint operator of
negative type such that the inverse A−1 is of trace class (cf. Section 1.1 and see also
Remark 2), W = (Wt) is a cylindrical Wiener process on H, cf. [12], [13], [20] and the
references therein. We also assume that
F : H → H is continuous and verifies |F (x)|H ≤ CF (1 + |x|H), x ∈ H, (2)
1
for some positive constant CF . We consider mild solutions to (1), i.e.,
Xt = e
tAx+
∫ t
0
(−A)1/2e(t−s)AF (Xs)ds+
∫ t
0
e(t−s)AdWs, t ≥ 0,
where (etA) is the analytic semigroup generated by A (cf. Section 1.1). We prove the
following result.
Theorem 1. Under Hypothesis 1 and assuming (2), for any x ∈ H, there exists a weak
mild solution defined on some filtered probability space. Moreover uniqueness in law (or
weak uniqueness) holds for (1), for any x ∈ H.
Examples of SPDEs of the form (1) are considered in Section 2. In particular we can
deal with stochastic Burgers-type equations like
du(t, ξ) =
∂2
∂ξ2
u(t, ξ) +
∂
∂ξ
f(u(t, ξ)) + dWt(ξ), u(0, ξ) = u0(ξ), ξ ∈ (0, π),
with suitable boundary conditions (cf. [19], [6] and [26]) and stochastic Cahn-Hilliard
equations (cf. [14], [7], [24], [15]) like
du(t, ξ) = −△2ξu(t, ξ) +△ξf(u(t, ξ)) + dWt(ξ), t > 0, u(0, ξ) = u0(ξ) on G,
with suitable boundary conditions (G ⊂ R3 is a regular bounded open set). We can prove
weak well-posedness for both SPDEs when f is continuous and has at most a linear growth.
We mention that in [28], [1] and [2] weak uniqueness has been investigated for stochastic
evolutions equations with Ho¨lder continuous coefficients and non-degenerate multiplicative
noise when (−A)1/2F is replaced by F . On the other hand, weak uniqueness for (1) follows
by Section 4 of [6] under the assumption that F is θ-Ho¨lder continuous and bounded,
θ ∈ (0, 1), with ‖F‖Cθb (H,H) small enough.
To prove weak uniqueness for (1) we first establish a new optimal regularity result for
the infinite-dimensional Kolmogorov equation
λu(x)− Lu(x) = f(x), x ∈ H.
where λ > 0, f : H → R is a given Borel and bounded function and L is an infinite-
dimensional Ornstein-Uhlenbeck operator which is formally given by
Lg(x) =
1
2
Tr(D2g(x)) + 〈Ax,Dg(x)〉, x ∈ D(A),
where Dg(x) and D2g(x) denote respectively the first and second Fre´chet derivatives of a
regular function g at x ∈ H and 〈·, ·〉 is the inner product in H. According to Chapter 6
in [12] (see also [6] and [10]) we investigate properties of the bounded solution u : H → R
given by
u(x) =
∫ ∞
0
e−λtPtf(x)dt, x ∈ H; (3)
here (Pt) is the Ornstein-Uhlenbeck semigroup associated to L. One has Ptf(x) = E[f(Z
x
t )]
= E
[
f(etAx +
∫ t
0 e
(t−s)AdWs)
]
; Zx denotes the Ornstein-Uhlenbeck process which solves
(1) when F = 0 (cf. Section 1.2). It easy to prove that u ∈ C1b (H), i.e., u is continuous and
bounded with the first Fre`chet derivative Du : H → H which is continuous and bounded.
The new regularity result we prove is that Du(x) ∈ D((−A)1/2), for any x ∈ H, and
sup
x∈H
|(−A)1/2Du(x)|H ≤ π√
2
sup
x∈H
|f(x)|H , (4)
2
see Theorem 6 with z = 0 and compare with [1], [4], [6] and [23]. Note that (4) is a limit
case of known estimates. Indeed if θ ∈ (0, 1), and f : H → R is θ-Ho¨lder continuous and
bounded then
‖(−A)1/2Du‖Cθb (H,H) ≤ cθ‖f‖Cθb (H) (5)
is the main result in [6]. Similar regularity results have been already proved in Lp(H,µ)-
spaces with respect to the Gaussian invariant measure µ for (Pt) (cf. Section 3 of [5]):
‖(−A)1/2Du‖Lp(µ) ≤ Cp‖f‖Lp(µ), 1 < p <∞. (6)
Hence estimate (4) corresponds to the remaining case p = ∞. We stress that when
f ∈ L2(µ) the fact that the estimate ‖(−A)1/2Du‖L2(µ) ≤ C2‖f‖L2(µ) is sharp follows
by Proposition 10.2.5 in [12]. The optimality of (4) is also clear by the singular gradient
estimate
‖(−A)1/2DPtf‖0 ∼ C1
t
‖f‖0, as t→ 0+, (7)
where C1 is given in (23) (it is independent of A). Theorem 6 is deduced by the crucial
Lemma 5; the proof of such lemma uses the diagonal structure of A. By Lemma 5 we also
derive another new regularity result:
‖PsDu−Du‖0 ≤ c s1/2‖f‖0, s ∈ [0, 1] (8)
(cf. Theorem 8 with z = 0). Estimate (8) implies that Du belongs to the Zygmund space
of order 1 (see Appendix). Such Zygmund regularity of Du has been recently obtained in
[4] and [23] by a different method using interpolation techniques.
Concerning the SPDE (1) we first prove the weak existence in Section 4 (see also
Remark (13)). To this purpose we adapt a compactness argument already used in [18] (see
also Chapter 8 in [13]). The proof of the uniqueness part of Theorem 1 is more involved
and it is done in various steps (see Sections 5 and 6). In the case when F ∈ Cb(H,H) we
first consider equivalence between mild solutions and solutions to the martingale problem
of Stroock and Varadhan [27] (cf. Section 5.1). This allows to use some uniqueness results
available for the martingale problem (cf. Theorems 16, 17 and 18). On this respect we
point out that an infinite-dimensional generalization of the martingale problem is given in
Chapter 4 of [16].
In Section 5.3 we prove weak uniqueness assuming that there exists z ∈ H such that
sup
x∈H
|F (x)− z|H < 1/4. (9)
To this purpose we need a careful analysis of the Kolmogorov equation
λu− Lu− 〈z, (−A)1/2Du〉 = f + 〈F − z, (−A)1/2Du〉
under the condition (9) (see Section 5.2). This analysis is based on the fact that the same
estimate (4) holds more generally if u is replaced by the solution u(z) of the following
equation
λu− Lu− 〈z, (−A)1/2Du〉 = f, (10)
for any z ∈ H (cf. Theorem 6). In Section 5.4 we prove uniqueness in law when F ∈
Cb(H,H) (removing condition (9)). To this purpose we also adapt the localization principle
which has been introduced in [27] (cf. Theorem 17). In Section 6 we complete the proof of
Theorem 1, showing weak uniqueness under (2). To this purpose we truncate F and prove
uniqueness for the martingale problem up to a stopping time (cf. Theorem 18).
Finally we mention that recent papers investigate pathwise uniqueness for SPDEs like
(1) when (−A)1/2F is replaced by a measurable drift term F (cf. [10], [11] and also [3] for
the case of semilinear stochastic heat equations and see the references therein). For such
equations in infinite dimensions even if F ∈ Cb(H,H) pathwise uniqueness, for any initial
x ∈ H, is still not clear (however pathwise uniqueness holds for µ-a.e. x ∈ H).
3
1.1 Notations and preliminaries
We consider a real separable Hilbert space H and denote its norm and inner product by
|·|H and 〈·, ·〉 respectively. Moreover B(H) denotes the Borel σ-algebra of H. Concering
(1) as in [6], [10], [11] we assume
Hypothesis 1. A : D(A) ⊂ H → H is a negative definite self-adjoint operator with
domain D(A) (i.e., there exists ω > 0 such that 〈Ax, x〉 ≤ −ω|x|2H , x ∈ D(A)). Moreover
A−1 is a trace class operator.
In the sequel we will concentrate on an infinite dimensional Hilbert space H. Since A−1
is compact, there exists an orthonormal basis (ek) in H and an infinite sequence of positive
numbers (λk) such that
Aek = −λkek, k ≥ 1, and
∑
k≥1
λ−1k <∞. (11)
We denote by L(H) the Banach space of bounded and linear operators T : H → H endowed
with the operator norm ‖ · ‖L. The operator A generates an analytic semigroup (etA) on
H such that etAek = e
−λktek, t ≥ 0. Remark that
‖(−A)1/2etA‖L = sup
k≥1
{(λk)1/2e−λkt} ≤ c√
t
, t > 0, (12)
with c = supu≥0 ue−u
2
. We will also use orthogonal projections with respect to (ek):
πm =
∑m
j=1 ej ⊗ ej , πmx =
∑m
k=1 x
(k)ek, where x
(k) = 〈x, ek〉, x ∈ H, m ≥ 1. (13)
Let (E, |·|E) be a real separable Banach space. We denote by Bb(H,E) the Banach space of
all real, bounded and Borel functions on H with values in E, endowed with the supremum
norm ‖f‖0 = supx∈H |f(x)|E , f ∈ Bb(H,E). Moreover Cb(H,E) ⊂ Bb(H,E) indicates the
subspace of all bounded and continuous functions. We denote by Ckb (H,E) ⊂ Bb(H,E),
k ≥ 1, the space of all functions f : H → E which are bounded and Fre´chet differentiable
on H up to the order k ≥ 1 with all the derivatives Djf bounded and continuous on H,
1 ≤ j ≤ k. We also set Bb(H) = Bb(H,R), Cb(H) = Cb(H,R) and Ckb (H,R) = Ckb (H).
We will deal with the SPDE
dXt = AXtdt+ (−A)1/2F (Xt)dt+ dWt, X0 = x ∈ H, (14)
whereW = (Wt) = (W (t)) is a cylindrical Wiener process on H. ThusW is formally given
by “Wt =
∑
k≥1W
(k)
t ek” where (W
(k))k≥1 are independent real Wiener processes and (ek)
is the basis of eigenvectors of A (cf. [12], [20] and [13]). Recall that we also assume (2).
A weak mild solution to (14) is a sequence (Ω, F , (Ft), P,W,X), where (Ω,F , (Ft),P)
is a filtered probability space on which it is defined a cylindrical Wiener process W and
an Ft-adapted, H-valued continuous process X = (Xt) = (Xt)t≥0 such that, P-a.s.,
Xt = e
tAx +
∫ t
0
(−A)1/2e(t−s)AF (Xs)ds+
∫ t
0
e(t−s)AdWs, t ≥ 0. (15)
(hence X0 = x, P-a.s.). We say that uniqueness in law holds for (14) for any x ∈ H if given
two weak mild solutions X and Y (possibly defined on different filtered probability spaces
and starting at x ∈ H), we have that X and Y have the same law on B(C([0,∞);H))
which is the Borel σ-algebra of C([0,∞);H) (this is the Polish space of all continuous
functions from [0,∞) into H endowed with the metric of the uniform convergence on
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bounded intervals; cf. [21] and [13]). Equation (15) is meaningful because of (12). Note
that the stochastic convolution
WA(t) =
∫ t
0
e(t−s)AdWs =
∑
k≥1
∫ t
0
e−(t−s)λkekdW (k)(s)
is well defined since the series converges in L2(Ω;H), for any t ≥ 0. Moreover WA(t) is a
Gaussian random variable with values in H with distribution N(0, Qt) where
Qt =
∫ t
0
e2sAds = (−2A)−1(I − e2tA), t ≥ 0, (16)
is the covariance operator (see also [6]). Note that (−A)γWA(t) has a continuous version
with values in H for γ ∈ [0, 1/2). However, in general (−A)1/2WA(t) has not a pathwise
continuous version (a counterexample is given in [8]).
Equivalence between difference notions of solutions for (14) are clarified in [12] and [20]
(see also [22] for a more general setting). If we write X(k)(t) = X
(k)
t = 〈X(t), ek〉, k ≥ 1,
(14) is equivalent to the system
X
(k)
t = x
(k) − λk
∫ t
0
X(k)s ds + λ
1/2
k
∫ t
0
F (k)(Xs)ds+W
(k)
t , k ≥ 1, (17)
or to X
(k)
t = e
−λktx(k) +
∫ t
0 e
−λk(t−s)(λk)1/2F (k)(Xs)ds +
∫ t
0 e
−λk(t−s)dW (k)s , for k ≥ 1,
t ≥ 0, where F (x) =∑k≥1 F (k)(x)ek, x ∈ H.
We will also use the natural filtration of X which is denoted by (FXt ); FXt = σ(Xs :
0 ≤ s ≤ t) is the σ-algebra generated by the r.v. Xs, 0 ≤ s ≤ t (cf. Chapter 2 in [16]).
Remark 2. We point out that Theorem 1 holds under the following more general hypoth-
esis: A : D(A) ⊂ H → H is self-adjoint, 〈Ax, x〉 ≤ 0, x ∈ D(A), and (I −A)−1 is of trace
class, with I = IH . Indeed in this case one can rewrite equation (1) in the form
dXt = (A− I)Xtdt + (I −A)1/2[(I −A)−1/2Xt + (−A)1/2(I −A)−1/2F (Xt)]dt + dWt,
X0 = x. Now the linear operator A˜ = I −A and the nonlinear term
F˜ (x) = [(I −A)−1/2x+ (−A)1/2(I −A)−1/2F (x)],
x ∈ H, verify Hypothesis 1 and condition (2) respectively.
1.2 A generalised Ornstein-Uhlenbeck semigroup
Let us fix z ∈ H. We will consider generalised Ornstein-Uhlenbeck operators like
L(z)g(x) =
1
2
Tr(D2g(x)) + 〈x,ADg(x)〉 + 〈z, (−A)1/2Dg(x)〉, x ∈ H, g ∈ C2cil(H). (18)
Here C2cil(H) denotes the space of regular cylindrical functions. We say that g : H → R
belongs to C2cil(H) if there exist elements ei1 , . . . , ein of the basis (ek) of eigenvectors of A
and a C2-function g˜ : Rn → R with compact support such that
g(x) = g˜(〈x, ei1〉, . . . , 〈x, ein〉), x ∈ H. (19)
By writing the stochastic equation dXt = AXtdt+(−A)1/2zdt+dWt, X0 = x in mild form
as
Xt = e
tAx+
∫ t
0
e(t−s)AdWs +
∫ t
0
(−A)1/2e(t−s)Az ds,
5
one can easily check that the Markov semigroup associated to L(z) is a generalized Ornstein-
Uhlenbeck semigroup (P
(z)
t ):
P
(z)
t f(x) =
∫
H
f(etAx+ y + (−A)−1/2[z − etAz]) N(0, Qt)) (dy), (20)
=
∫
H
f(etAx+ y + Γtz) N
(
0, Qt)
)
(dy), f ∈ Bb(H), x ∈ H,
setting Γt = (−A)1/2
∫ t
0
esAds, Γtz = (−A)−1/2[z − etAz] =
∑
k≥1
1− e−tλk
λ
1/2
k
z(k) ek.
The case z = 0. i.e., (P
(0)
t ) = (Pt) corresponds to the well-known Ornstein-Uhlenbeck
semigroup (see, for instance, [12], [13], [6], [10] and [11]) which has a unique invariant
measure µ = N(0, S) where S = −12 A−1.
It is also well-known (see, for instance, [12] and [13]) that under Hypothesis 1, (Pt) is
strong Feller, i.e, Pt(Bb(H)) ⊂ Cb(H), t > 0. Indeed we have etA(H) ⊂ Q1/2t (H), t > 0,
or, equivalently,
Λt = Q
−1/2
t e
tA =
√
2 (−A)1/2etA(I − e2tA)−1/2 ∈ L(H), t > 0. (21)
Moreover Pt(Bb(H)) ⊂ Ckb (H), t > 0, for any k ≥ 1. Following the same proof of Theorem
6.2.2 in [12] one can show that under Hypothesis 1, for any z ∈ H, we have P (z)t (Bb(H)) ⊂
Ckb (H), t > 0, for any k ≥ 1. Moreover, for any f ∈ Bb(H), t > 0, the following formula
for the directional derivative along a direction h holds:
DhP
(z)
t f(x) = 〈DP (z)t f(x), h〉 =
∫
H
〈Λth,Q−
1
2
t y〉 f(etAx+ y + Γtz)µt(dy), x, h ∈ H, (22)
where µt = N(0, Qt) (cf. (16)) and the mapping: y 7→ 〈Λth,Q−
1
2
t y〉 is a centered Gaussian
random variable on (H,B(H), µt) with variance |Λth|2 (cf. Theorem 6.2.2 in [12]). Since
Λtek =
√
2 (λk)
1/2e−tλk(1− e−2tλk)−1/2ek,
we see that with C1 =
√
2 · supu≥0 ue
−u2
(1−e−2u2 )1/2
‖Λt‖L ≤ C1t−
1
2 , t > 0. (23)
We deduce that, for t > 0, g ∈ Bb(H), h, k ∈ H,
‖DhP (z)t g‖0 ≤
C1√
t
|h|‖g‖0, ‖D2hkP (z)t g‖0 ≤
√
2C21
t
‖g‖0|h| |k|, (24)
where DhP
(z)
t g = 〈DP (z)t g(·), h〉, D2hkP (z)t g = 〈D2P (z)t g(·)h, k〉. The previous regularizing
effect of P
(z)
t hold more generally on functions with values in K (separable Hilbert space).
In particular, for any ϕ ∈ Bb(H,K) and any t > 0 one has P (z)t ϕ ∈ C2b (H,K) and estimates
(24) hold with g replaced by ϕ.
To study equation (10) we will investigate regularity properties of
u(z)(x) =
∫ ∞
0
e−λtP (z)t g(x)dt, x ∈ H. (25)
(we drop the dependence of u(z) on λ); see the remark below.
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Remark 3. Let us fix z ∈ H. We point out that under Hypothesis 1 when f ∈ Bb(H)
and x ∈ H, the mapping: t 7→ P (z)t f(x) is right-continuous and bounded on (0,∞) by
the semigroup property and by the strong Feller property. Hence we can consider, for any
λ > 0, the continuous and bounded function u(z) : H → R given in (25).
Moreover, also the mapping: t 7→ DhP (z)t f(x) is right-continuous on (0,∞), for x, h ∈ H.
To check this fact let us fix t > 0. Writing DhP
(z)
t+sf(x) = DhP
(z)
s+ t
2
[P
(z)
t/2 f ](x), s ≥ 0, and
using the strong Feller property we get easily the assertion.
Since supx∈H |DP (z)t f(x)|H ≤ c‖f‖0√t , t > 0, differentiating under the integral sign, one
shows that there exists the directional derivative Dhu
(z)(x) at any point x ∈ H along any
direction h ∈ H.
Moreover, it is not difficult to prove that there exists the first Fre`chet derivative
Du(z)(x) at any x ∈ H and Du(z) : H → H is continuous and bounded (cf. the proof
of Lemma 9 in [10]). Finally we have the formula
Dhu
(z)(x) =
∫ ∞
0
e−λtDhP
(z)
t f(x)dt, x, h ∈ H (26)
and the straightforward estimate ‖Du(z)‖0 ≤ c(λ)‖f‖0 with c(λ) independent of z ∈ H.
We will prove a better regularity result for Du(z) in Section 3.
Remark 4. In the final part of the proof of Lemma 5 we will need to use that
Γt(H) ⊂ Q1/2t (H), t > 0 (27)
(cf. (20)). Note that this is equivalent to say that Q
−1/2
t Γt ∈ L(H), t > 0, and we have
Q
−1/2
t Γt =
√
2(−A)1/2(I − e2tA)−1/2(−A)−1/2(I − etA)
=
√
2(I − e2tA)−1/2(I − etA) =
√
2(I + etA)−1/2(I − etA)1/2 ∈ L(H).
2 Examples
One-dimensional stochastic Burgers-type equations. We consider
du(t, ξ) =
∂2
∂ξ2
u(t, ξ) +
∂
∂ξ
f(ξ, u(t, ξ)) + dWt(ξ), u(0, ξ) = u0(ξ), ξ ∈ (0, π), (28)
with Dirichlet boundary condition u(t, 0) = u(t, π) = 0, t > 0 (cf. [19] and [6] and see
the references therein). Here u0 ∈ H = L2(0, π) and A = d2dξ2 with Dirichlet boundary
conditions, i.e. D(A) = H2(0, π)∩H10 (0, π). It is well-known that A verifies Hypothesis 1.
The eigenfunctions are ek(ξ) =
√
2/π sin(kξ), ξ ∈ R, k ≥ 1.
The corresponding eigenvalues are −λk, where λk = k2. The cylindrical noise is
Wt(ξ) =
∑
k≥1W
(k)
t ek(ξ) (cf. [13]). In [19] pathwise uniqueness for such equations is
proved assuming that f(ξ, ·) is locally Lipschitz with a linearly growing Lipschitz constant.
Here we assume that f : (0, π)×R → R is continuous and there exists C > 0 such that
|f(ξ, s)| ≤ C(1 + |s|),
s ∈ R, ξ ∈ (0, π) (more generally, one could impose Carathe´odory type conditions on f).
It is well-known that the Nemiskii operator: x ∈ H 7→ f(·, x(·)) ∈ H is continuous from
H into H. To write (28) in the form (1) we define F : H → H as follows
F (x)(ξ) = (−A)−1/2 ∂ξ[f(·, x(·))](ξ), x ∈ L2(0, π) = H.
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To check that F verifies (2) it is enough to prove that T = (−A)−1/2 ∂ξ can be extended
to a bounded linear from L2(0, π) into L2(0, π). We briefly verify this fact. Recall that the
domain D[(−A)1/2] coincides with the Sobolev space H1(0, π). Take y ∈ H10 (0, π) and x ∈
L2(0, π). Define xN = πNx (cf. (13)). Using that (−A)1/2 is self-adjoint and integrating
by parts we find (we use inner product in L2(0, π) and the fact that y(0) = y(π) = 0)
〈(−A)−1/2∂ξ y, xN 〉 = 〈∂ξy, (−A)−1/2xN 〉 = −〈y, ∂ξ(−A)−1/2xN 〉.
Now ∂ξ(−A)−1/2xN (ξ) =
√
2/π
∑N
k=1 x
(k) cos(kξ) and we compute |∂ξ(−A)−1/2xN |2L2(0,π)
= |xN |2L2(0,π). It follows that, for any N ≥ 1,
|〈(−A)−1/2∂ξy, xN 〉| ≤ |y|L2(0,π) |x|L2(0,π)
and we easily get the assertion. Hence F verifies (2) and SPDE (28) is well-posed in weak
sense, for any initial condition u0 ∈ L2(0, π).
Note that instead of f(ξ, u) one could consider different non local non-linearities like,
for instance, u g(|u|H ) assuming that g : R→ R is continuous and bounded.
Three-dimensional stochastic Cahn-Hilliard equations. The Cahn-Hilliard
equation is a model to describe phase separation in a binary alloy and some other media,
in the presence of thermal fluctuations; we refer to [24] for a survey on this model. The
stochastic Cahn-Hilliard equation has been recently much investigated under monotonicity
conditions on f which allow to prove pathwise uniqueness; in one dimension a typical
example is f(s) = s3 − s (see [14], [7], [24], [15] and the references therein).
We can treat such SPDE in one, two or three dimensions. Let us consider Neumann
boundary conditions in a regular bounded open set G ⊂ R3. For the sake of simplicity we
concentrate on the cube G = (0, π)3. The equation has the form{
du(t, ξ) = −△2ξu(t, ξ) +△ξf(u(t, ξ)) + dWt(ξ), t > 0, u(0, ξ) = u0(ξ) on G,
∂
∂nu =
∂
∂n(△u) = 0 on ∂G,
(29)
where △2ξ is the bilaplacian and n is the outward unit normal vector on the boundary ∂G.
Let us introduce the Sobolev spaces Hj(G) =W j,2(G) and the Hilbert space H,
H =
{
f ∈ L2(G) :
∫
G
f(ξ)dξ = 0
}
.
We assume u0 ∈ H and define D(A) = {f ∈ H4(G) ∩ H : ∂∂nf = ∂∂n(△f) = 0 on ∂G
}
,
Af = −△2ξf , f ∈ D(A). Using also the divergence theorem, we have A : D(A)→ H.
The square root has domain D[(−A)1/2] = {f ∈ H2(G) ∩ H : ∂∂nf = 0 on ∂G
}
;
−(−A)1/2f = △ξf , f ∈ D[(−A)1/2]. Note that A is self-adjoint with compact resolvent
and it is negative definite with ω = 1 (cf. Hypothesis 1). The eigenfunctions are
ek(ξ1, ξ2, ξ3) = (
√
2/π)3 cos(k1ξ1) cos(k2ξ2) cos(k3ξ3), ξ = (ξ1, ξ2, ξ3) ∈ R3,
k = (k1, k2, k3) ∈ N3, k 6= (0, 0, 0) = 0∗. The corresponding eigenvalues are −λk, where
λk = (k
2
1+k
2
2+k
2
3)
2. Since
∑
k∈N3, k 6=0∗ λ
−1
k < +∞ we see that A verifies Hypothesis 1. The
cylindrical Wiener process is Wt(ξ) =
∑
k∈N3, k 6=0∗ W
(k)
t ek(ξ). Note that △ξf(u(t, ξ)) =
△ξ
[
f(u(t, ξ))− ∫G f(u(t, ξ))dξ].
Assuming that f : R → R in (29) is continuous and verifies |f(s)| ≤ c(1 + |s|), s ∈ R,
we can define F : H → H as follows:
F (x)(ξ) = f(x(ξ))−
∫
G
f(x(ξ))dξ, x ∈ H, ξ ∈ G. (30)
It is not difficult to prove that F verifies (2). Thus SPDE (29) is well-posed in weak sense,
for any initial condition u0 ∈ H.
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3 An optimal regularity result
Let f ∈ Bb(H) and fix z ∈ H. Here we are interested in the regularity property of
u(z)(x) =
∫ ∞
0
e−λtP (z)t f(x)dt, x ∈ H. (31)
By Remark 3 we know that u(z) ∈ C1b (H) and we have a formula for the directional
derivative
Dhu
(z)(x) = 〈Du(z)(x), h〉 =
∫ ∞
0
e−λtDhP
(z)
t f(x)dt, x, h ∈ H, λ > 0. (32)
In the sequel, for any s ≥ 0, we consider the bounded linear operator (−A)−1/2esA : H → H
defined as
(−A)−1/2esAh =
∑
k≥1
λ
−1/2
k e
−sλk h(k)ek,
h ∈ H. The following lemma will be important.
Lemma 5. For s ≥ 0, f ∈ Bb(H), λ > 0, x, h, z ∈ H, we have∣∣∣ ∫ ∞
0
e−λtDhP
(z)
t+sf(x)dt
∣∣∣ ≤ π√
2
‖f‖0 |(−A)−1/2esAh|H .
Proof. Let us fix f ∈ Bb(H), s ≥ 0, λ > 0, z and x ∈ H. We proceed in two steps.
I Step. We consider f ∈ Cb(H). We know that the functional R(z)x,f,s,λ : H → R,
R
(z)
x,f,s,λ(h) =
∫ ∞
0
e−λtDhP
(z)
t+sf(x)dt =
∫ ∞
0
e−λt〈DP (z)t+sf(x), h〉dt, h ∈ H, (33)
is linear and bounded, thanks to the estimate supx∈H |DP (z)r f(x)|H ≤ c‖f‖0√r , r > 0. Recall
the projections πN : H → Span{e1, . . . , eN} (see (13)); πNh =
∑N
k=1 h
(k)ek, N ≥ 1. The
assertion for f ∈ Cb(H) follows if we prove that, for any h ∈ H, N ≥ 1,
|R(z)x,f,s,λ(πNh)| ≤ C|(−A)−1/2esAh|H ‖f‖0, (34)
where C is independent of N and h. We fix h ∈ H and define
πNh = hN .
We first assume that f ∈ Cb(H) depends only on a finite numbers of coordinates. Identi-
fying H with l2(N) through the basis (ek), we have
f(x) = f˜(x(1), . . . , x(m)), x ∈ H,
for some m ≥ 1, and f˜ : Rm → R continuous and bounded.
Setting Qtek = Q
k
t ek, where Q
k
t =
∫ t
0 e
−2λkrdr = 1−e
−2λkt
2λk
(cf. (16)) we consider
p(x) =
1√
2π
e−x
2/2, ck(t) =
(1− e−2λkt
2λk
)1/2
=
√
Qkt .
Note that, for t > 0, the one dimensional Gaussian measure N(0,
∫ t
0 e
−2λksds) has density
p( xck(t) )
1
ck(t)
with respect to the Lebesgue measure on R. Recall also that
Λkt+s =
√
2 (λk)
1/2e−[t+s]λk(1− e−2[t+s]λk)−1/2,
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t > 0, k ≥ 1 (see (21)). In the sequel we concentrate on the more difficult case N > m (if
N ≤ m we can obtain (34) arguing similarly). By (22) we find, integrating over RN ,
R
(z)
x,f,s,λ(hN ) =
∫ ∞
0
e−λt
(∫
H
f(e(t+s)Ax+ y + Γt+sz)
[ N∑
k=1
Λkt+s
h(k) yk
ck(t+ s)
]
N(0, Qt+s)dy
)
dt
=
∫ ∞
0
e−λtdt
∫
RN
f˜
(
e−(t+s)λ1x(1) + y1 +
1− e−(t+s)λ1√
λ1
z(1), . . .
. . . , e−(t+s)λmx(m) + ym +
1− e−(t+s)λm√
λm
z(m)
) ·
·
[ m∑
k=1
Λkt+s
h(k) yk
ck(t+ s)
+
N∑
k=m+1
Λkt+s
h(k) yk
ck(t+ s)
] N∏
k=1
p
( yk
ck(t+ s)
) 1
ck(t+ s)
dy1 . . . dyN .
Set Γk(r) =
[1−e−rλk ]
(λk)1/2
, k ≥ 1, r ≥ 0. Since by the Fubini theorem
0 =
∫
RN−m
[ N∑
k=m+1
Λkt+s
h(k) yk
ck(t+ s)
] N∏
k=m+1
p(
yk
ck(t+ s)
)
1
ck(t+ s)
dym+1 . . . dyN ·
·
∫
Rm
f˜(e−(t+s)λ1x(1) + y1 + Γ1(t+ s)z(1), . . . , e−(t+s)λmx(m) + ym + Γm(t+ s)z(m)) ·
·
m∏
k=1
p(
yk
ck(t+ s)
)
1
ck(t+ s)
dy1 . . . dym,
we find
R
(z)
x,f,s,λ(hN ) =
∫ ∞
0
e−λtDhNP
(z)
t+sf(x)dt
=
∫ ∞
0
e−λtdt
∫
Rm
f˜(e−(t+s)λ1x(1) + y1 + Γ1(t+ s)z(1), . . . , e−(t+s)λmx(m) + ym + Γm(t+ s)z(m)) ·
·
[ m∑
k=1
Λkt+s
h(k) yk
ck(t+ s)
] m∏
k=1
p
( yk
ck(t+ s)
) 1
ck(t+ s)
dy1 . . . dym
=
∫ ∞
0
e−λtdt
∫
Rm
f˜(v1, . . . , vm) ·
[ m∑
k=1
Λkt+s
h(k) [vk − e−(t+s)λk x(k) − Γk(t+ s)z(k)]
ck(t+ s)
]
·
·
m∏
k=1
p
(vk − e−(t+s)λk x(k) − Γk(t+ s)z(k)
ck(t+ s)
) 1
ck(t+ s)
dv1 . . . dvm.
In the sequel to simplify the notation we write
h˜ = (h(1), . . . , h(m)), x˜ = (x(1), . . . , x(m)),
v˜ = (v1, . . . , vm), Λt+sh˜ = (Λ
1
t+sh
(1), . . . ,Λmt+sh
(m)) ∈ Rm. By the Fubini theorem, we
deduce
R
(z)
x,f,s,λ(hN ) =
∫
Rm
f˜(v˜)dv˜
∫ ∞
0
e−λt
[ m∑
k=1
Λkt+s
h(k) [vk − e−(t+s)λkx(k) − Γk(t+ s)z(k)]
ck(t+ s)
]
·
m∏
k=1
p
(vk − e−(t+s)λkx(k) − Γk(t+ s)z(k)
ck(t+ s)
) 1
ck(t+ s)
dt.
Now, for any fixed v˜ ∈ Rm, we have, changing variable u = λkt,∫ ∞
0
e−λt
[ m∑
k=1
Λkt+s
h(k) [vk − e−(t+s)λkx(k) − Γk(t+ s)z(k)]
ck(t+ s)
]
·
m∏
k=1
p
(vk − e−(t+s)λkx(k) − Γk(t+ s)z(k)
ck(t+ s)
) 1
ck(t+ s)
dt
=
√
2
m∑
k=1
∫ ∞
0
e−λt (λk)1/2
e−[t+s]λk
(1− e−2[t+s]λk)1/2
[vk − e−(t+s)λkx(k) − Γk(t+ s)z(k)]
ck(t+ s)
h(k) ·
·
m∏
k=1
p
(vk − e−(t+s)λkx(k) − Γk(t+ s)z(k)
ck(t+ s)
) 1
ck(t+ s)
dt
=
√
2
∫ ∞
0
e−λu/λk
e−u
(1− e−2ue−2sλk)1/2 ·
·
m∑
k=1
(λk)
−1/2e−sλkh(k)
[vk − e−(u/λk +s)λkx(k) − Γk(u/λk + s)z(k)]
ck(u/λk + s)
·
·
m∏
k=1
p
(vk − e−(u/λk +s)λkx(k) − Γk(u/λk + s)z(k)
ck(u/λk + s)
) 1
ck(u/λk + s)
du.
By the Fubini theorem and using 1− e−2ue−2sλk ≥ 1− e−2u, u ≥ 0, k ≥ 1, we get
|R(z)x,f,s,λ(hN )| =
√
2
∣∣∣ ∫ ∞
0
du
∫
Rm
f(v˜)e−λu/λk
e−u
(1− e−2ue−2sλk)1/2 · (35)
·
m∑
k=1
(λk)
−1/2e−sλkh(k)
[vk − e−(u/λk +s)λkx(k) − Γk(u/λk + s)z(k)]
ck(u/λk + s)
·
m∏
k=1
p
(vk − e−(u/λk +s)λkx(k) − Γk(u/λk + s)z(k)
ck(u/λk + s)
) 1
ck(u/λk + s)
dv˜
∣∣∣
≤
√
2
∫ ∞
0
e−u
(1− e−2u)1/2 du
∫
Rm
|f(v˜)| ·
·
∣∣∣ m∑
k=1
e−sλk
(λk)1/2
h(k)
[vk − e−(u/λk +s)λkx(k) − Γk(u/λk + s)z(k)]
ck(u/λk + s)
∣∣∣ ·
·
m∏
k=1
p
(vk − e−(u/λk +s)λkx(k) − Γk(u/λk + s)z(k)
ck(u/λk + s)
) 1
ck(u/λk + s)
dv˜.
Let us fix u ≥ 0; we have, changing variable in the integral over Rm,∫
Rm
|f(v˜)|
∣∣∣ m∑
k=1
(λk)
−1/2e−sλkh(k)
[vk − e−(u/λk +s)λkx(k) − Γk(u/λk + s)z(k)]
ck(u/λk + s)
∣∣∣ ·
·
m∏
k=1
p
(vk − e−(u/λk +s)λkx(k) − Γk(u/λk + s)z(k)
ck(u/λk + s)
) 1
ck(u/λk + s)
dv˜,
≤ ‖f‖0
∫
Rm
∣∣∣ m∑
k=1
(λk)
−1/2e−sλkh(k)
wk
ck(u/λk + s)
∣∣∣ m∏
k=1
p
( wk
ck(u/λk + s)
) 1
ck(u/λk + s)
dw˜,
= ‖f‖0
∫
Rm
∣∣∣ m∑
k=1
(λk)
−1/2e−sλkh(k)yk
∣∣∣ m∏
k=1
p(yk)dy˜.
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Now, introducing the standard Gaussian measure N(0, Im) on B(Rm), we find
‖f‖0
∫
Rm
∣∣∣ m∑
k=1
(λk)
−1/2e−sλkh(k)yk
∣∣∣ m∏
k=1
p(yk)dy˜
≤ ‖f‖0
(∫
Rm
∣∣∣ m∑
k=1
(λk)
−1/2e−sλkh(k)yk
∣∣∣2 N(0, Im)(dy˜))1/2
= ‖f‖0
(∫
Rm
m∑
k=1
(λk)
−1e−2sλk [h(k)]2y2k N(0, Im)(dy˜)
)1/2
= ‖f‖0
( m∑
k=1
(λk)
−1e−2sλk [h(k)]2
)1/2
.
By (35) it follows that
|R(z)x,f,s,λ(hN )| ≤
√
2‖f‖0
( m∑
k=1
(λk)
−1e−2sλk [h(k)]2
)1/2 ∫ ∞
0
e−u(1− e−2u)−1/2du
≤ π√
2
‖f‖0 |(−A)−1/2esAh|H
and so (34) holds.
Now we treat an arbitrary f ∈ Cb(H). We introduce the cylindrical functions fn,
fn(x) = = f(πmx) = f
(∑n
k=1 x
(k)ek
)
, n ∈ N, x ∈ H. It is clear that ‖fn‖0 ≤ ‖f‖0, n ∈ N,
and moreover fn(x)→ f(x), for any x ∈ H.
By the previous estimate with f replaced by fn, we get∣∣∣ ∫ ∞
0
e−λtDhP
(z)
t+sfn(x)dt
∣∣∣ ≤ π√
2
‖f‖0|(−A)−1/2esAh|H , h ∈ H. (36)
Let t > 0 (recall that s ≥ 0 is fixed). According to (22) we have
DhP
(z)
t+sfn(x) =
∫
H
〈Λt+sh,Q−
1
2
t+sy〉 fn(e(t+s)Ax+ y + Γt+sz)N(0, Qt+s)(dy); (37)
we can easily pass to the limit as n → ∞ in (37) by the Lebesgue convergence theorem
and get DhP
(z)
t+sfn(x)→ DhP (z)t+sf(x).
Similarly, using also the estimate |DP (z)t+sf(x)|H ≤ c‖f‖0√t , t > 0, we can pass to the
limit, as n→∞, in (36) and obtain (34) when f ∈ Cb(H).
II Step. Let us consider f ∈ Bb(H).
Here we use the invariant measure µ = N(0,−12A−1) for (Pt) (i.e., (P
(z)
t ) when z = 0).
There exists a uniformly bounded sequence (fn) ⊂ Cb(H) such that fn(x) → f(x), as
n→∞, for any x ∈ H, µ-a.s., and ‖fn‖0 ≤ ‖f‖0 (to this purpose it is enough to note that
P1/kf → f in L2(H,µ) as k →∞).
It is well-known that for any r > 0, x ∈ H, N(erAx,Qr) is equivalent to µ (see [13] and
[10]). This follows from the fact that (Pt) is strong Feller and irreducible and so we can
apply the Doob theorem (cf. Proposition 11.13 in [13]). We note that, for r > 0, x ∈ H,
|P (z)r fn(x)− P (z)r f(x)| ≤
∫
H
|fn(y)− f(y)|N(erAx+ Γrz,Qr)dy.
By (27) it follows that Γrz ∈ Q1/2r (H), where Q1/2r (H) is the Cameron-Martin space of
N(erAx,Qr). Applying the Feldman-Hajek theorem we find that N(e
rAx + Γrz,Qr) and
N(erAx,Qr) are equivalent.
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By the dominated convergence theorem we find, for any x ∈ H, r > 0, limn→∞ |P (z)r fn(x)−
P
(z)
r f(x)| = 0. Now let us fix t > 0. Writing DhP (z)t+sfn = DhP (z)s+ t
2
P
(z)
t/2 fn, we have
DhP
(z)
t+sfn(x) =
∫
H
〈Λ t
2
+sh,Q
− 1
2
t
2
+s
y〉P (z)t
2
fn(e
( t
2
+s)Ax+ y + Γ t
2
+sz)N(0, Q t
2
+s)(dy).
Since P
(z)
t/2fn(x)→ P
(z)
t/2f(x), for any x ∈ H, we find easilyDhP
(z)
t+sfn(x)→ DhP (z)s+t/2P
(z)
t/2f(x)
= DhP
(z)
t+s(x), as n→∞. Since, for any n ≥ 1, h ∈ H,∣∣∣ ∫ ∞
0
e−λtDhP
(z)
t+sfn(x)dt
∣∣∣ ≤ π√
2
‖f‖0 |(−A)−1/2esAh|H , (38)
passing to the limit as n→∞ (using also (24)) we obtain the assertion.
By considering s = 0 in the previous lemma, we obtain
Theorem 6. Let f ∈ Bb(H), λ > 0, z ∈ H and consider u(z) ∈ C1b (H) given in (31). The
following assertions hold.
(i) For any x ∈ H we have Du(z)(x) ∈ D((−A)1/2), (−A)1/2Du(z) : H → H is Borel and
bounded and
sup
x∈H
[∑
k≥1
λk(Deku
(z)(x))2
]1/2
= ‖(−A)1/2Du‖0 ≤ π√
2
‖f‖0. (39)
(ii) Let (fn) ⊂ Bb(H) be such that supn≥1 ‖fn‖0 ≤ C < ∞ and fn(x) → f(x), x ∈ H.
Define
u(z)n (x) =
∫ ∞
0
e−λtP (z)t fn(x)dt.
Then, for any h ∈ H,
〈(−A)1/2Du(z)n (x), h〉 → 〈(−A)1/2Du(z)(x), h〉, as n→∞, x, z ∈ H. (40)
Proof. (i) Set B = (−A)1/2 with domain D(B). Let us fix x, z ∈ H and recall that
Dhu
(z)(x) = 〈Du(z)(x), h〉 =
∫ ∞
0
e−λtDhP
(z)
t f(x)dt, h ∈ H.
We know by Lemma 5 with s = 0 that k0 = Du
(z)(x) verifies |〈k0, Bh′〉| ≤ π√2‖f‖0|h′|H ,
h′ ∈ D(B). This implies that k0 ∈ D(B∗) and |B∗k0|H ≤ π√2‖f‖0. The assertion fol-
lows since B is self-adjoint. Moreover, since
∑N
k=1
√
λkDeku
(z)ek converges pointwise to
(−A)1/2Du(z) as N →∞ we get the desired Borel measurability.
(ii) To prove (40) we first note that, for t > 0, DhP
(z)
t fn(x)→ DhP (z)t f(x), as n→∞,
x, h ∈ H (see the argument after formula (37)). Moreover, |DP (z)t fn(x)|H ≤ c‖fn‖0√t ≤
c C√
t
,
t > 0. Hence we have, for any k ∈ D((−A)1/2), x ∈ H,
lim
n→∞〈Du
(z)
n (x), (−A)1/2k〉 = 〈Du(z)(x), (−A)1/2k〉.
By the first assertion we deduce that limn→∞〈(−A)1/2Du(z)n (x), k〉 = 〈(−A)1/2Du(z)(x), k〉.
It follows easily that (40) holds, for any h ∈ H.
Remark 7. Note that if G ∈ Bb(H,H), then (40) implies that
lim
n→∞〈(−A)
1/2Du(z)n (x), G(x)〉 = 〈(−A)1/2Du(z)(x), G(x)〉, x, z ∈ H. (41)
This fact will be useful in the sequel.
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Recall that
u(z)(x) =
∫ ∞
0
e−λtP (z)t f(x)dt = R
(z)(λ)f(x)
where the resolvent R(z)(λ) : Bb(H)→ Bb(H) verifies the identity
R(z)(µ)−R(z)(λ) = (λ− µ)R(z)(µ)R(z)(λ), λ, µ > 0.
By Lemma 5 we can also obtain the following new regularity result. It implies C1-Zygmund
regularity for Du; see Appendix (in finite dimension for Ornstein-Uhlenbeck semigroups
such implication is proved in Lemma 3.6 and Proposition 3.7 with θ = 1/2; see also Remark
26).
Theorem 8. Let C2 =
√
2π (1+ω)
1/2
(ω)1/2
+ 4C1 where ω > 0 and C1 are respectively defined
in Hypothesis 1 and formula (23). For any s ∈ [0, 1], x, z, h ∈ H, f ∈ Bb(H), λ > 0, we
have:
|P (z)s Du(z)(x)−Du(z)(x)|H ≤ C2 s1/2‖f‖0. (42)
Proof. It is enough to prove the assertion when λ ∈ (0, 1]. Indeed once we have proved
|P (z)s Du(z)(x)−Du(z)(x)|H ≤ C s1/2‖f‖0, λ ∈ (0, 1],
we write, for λ > 1, using the previous resolvent identity
u(z)(x) =
∫ ∞
0
e−tP (z)t f(x)dt+ (1− λ)
∫ ∞
0
e−tP (z)t u
(z)(x)dt.
It follows that
|P (z)s Du(z)(x)−Du(z)(x)|H ≤ C s1/2[‖f‖0 + (λ− 1)‖u(z)‖0 ≤ C s1/2
[‖f‖0 + λ− 1
λ
‖f‖0
]
≤ 2C s1/2‖f‖0,
since ‖u(z)‖0 ≤ 1λ‖f‖0. Now we fix x, z ∈ H, s ∈ (0, 1], λ ∈ (0, 1]. We have
P (z)s Dhu
(z)(x)−Dhu(z)(x) = 〈P (z)s Du(z)(x)−Du(z)(x), h〉
=
∫ ∞
0
e−λt[P (z)s (DhP
(z)
t f)(x)−DhP (z)t f(x)]dt.
Note that∫ ∞
0
e−λtDhP
(z)
t f(x)dt =
∫ ∞
−s
e−λ[t+s]DhP
(z)
t+sf(x)dt =
∫ 0
−s
e−λ[t+s]DhP
(z)
t+sf(x)dt
+e−λs
∫ ∞
0
e−λtDhP
(z)
t+sf(x)dt =
∫ s
0
e−λuDhP (z)u f(x)du+ e
−λs
∫ ∞
0
e−λtDhP
(z)
t+sf(x)dt.
Hence
P (z)s Dhu
(z)(x)−Dhu(z)(x) =
∫ ∞
0
e−λtP (z)s (DhP
(z)
t f)(x)− e−λs
∫ ∞
0
e−λtDhP
(z)
t+sf(x)dt
+
∫ s
0
e−λuDhP
(z)
t f(x)dt.
Since
∣∣∣ ∫ s0 e−λuDhP (z)u f(x)dt
∣∣∣ ≤ 2C1√s|h|H‖f‖0, we concentrate on T (z)x,s,f,λ : H → R:
T
(z)
x,s,f,λ (h) =
∫ ∞
0
e−λt[P (z)s (DhP
(z)
t f)(x)− e−λsDhP (z)t+sf(x)]dt, h ∈ H. (43)
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This linear functional is well-defined because
|P (z)s (DhP (z)t f)(x)− e−λsDhP (z)t+sf(x)| ≤ ‖DhP (z)t f‖0 + c(λ)‖DhP (z)t+sf‖0 ≤
c√
t
|h|‖f‖0,
t > 0, h ∈ H (using (23)). Moreover, it is easy to check that it is linear and bounded (to this
purpose, note that, for any t > 0, the mapping h 7→ P (z)s (DhP (z)t f)(x)− e−λsDhP (z)t+sf(x)
is linear).
We will prove that
|T (z)x,s,f,λ(h)| ≤
π√
2
(1 + ω)1/2
(ω)1/2
s1/2 |h| ‖f‖0. (44)
To this purpose let us consider h = ek. Since in particular, for t > 0, P
(z)
t f ∈ C1b (H) we
can differentiate under the integral sign and obtain
DekP
(z)
t+sf(x) = DekP
(z)
s (P
(z)
t f)(x) =
∫
H
〈DP (z)t f(esAx+ y + Γsz), esAek〉µs(dy)
= e−λksP (z)s (DekP
(z)
t f)(x), t > 0.
Hence, for any k ≥ 1, t > 0,
P (z)s (DekP
(z)
t f)(x)− e−λsDekP (z)t+sf(x) = [eλks − e−λs]DekP (z)t+sf(x). (45)
For h ∈ H we define πNh = hN =
∑N
k=1 h
(k)ek (cf. (13)). We have∫ ∞
0
e−λt[P (z)s (DhNP
(z)
t f)(x)− e−λsDhNP (z)t+sf(x)]dt
=
N∑
k=1
hk[e
λks − e−λs]
∫ ∞
0
e−λtDekP
(z)
t+sf(x)dt.
Let SN(s, λ) : H → H,
SN (s, λ)h =
N∑
k=1
hk(e
sλk − e−λs)ek, h ∈ H.
We have
T
(z)
x,s,f,λ (hN ) =
∫ ∞
0
e−λt[P (z)s (DhNP
(z)
t f)(x)− e−λsDhNP (z)t+sf(x)]dt
=
N∑
k=1
hk[e
λks − e−λs]
∫ ∞
0
e−λtDekP
(z)
t+sf(x)dt =
∫ ∞
0
e−λtDSN (s,λ)hP
(z)
t+sf(x)dt.
Using Lemma 5 we find
|T (z)x,s,f,λ (hN )|2 ≤
π2
2
‖f‖20 |(−A)−1/2esASN (s, λ)h|2H
≤ π
2
2
‖f‖20 ‖(−A)−1/2esASN (s, λ)‖2L |hN |2H .
Since
‖(−A)−1/2esASN (s, λ)‖L ≤ sup
k≥1
[(1− e−[λ+λk]s)1/2 λ−1/2k ] ≤ s1/2 sup
k≥1
(1 + λk)
1/2
(λk)1/2
.
we get |T (z)x,s,f (hN )|2 ≤ π
2
2
1+ω
ω ‖f‖20|hN |2 s. Passing to the limit as N → ∞ we get (44).
The assertion follows.
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Remark 9. Estimate (42) is not straightforward. It is equivalent to
|P (z)s Du(z)(x)−Du(z)(x)|2H =
∑
k≥1
|P (z)s Deku(z)(x)−Deku(z)(x)|2 ≤ Cs‖f‖20 where
∑
k≥1
∣∣∣ ∫ ∞
0
e−λt[P (z)s (DekP
(z)
t f)(x)−DkP (z)t+sf(x)]dt
∣∣∣2
=
∑
k≥1
∣∣∣ ∫ ∞
0
e−λt [eλks − 1] |DkP (z)t+sf(x)|dt
∣∣∣2.
If instead of using Lemma 5 we put the modulus inside the integral, we only get
∫ ∞
0
e−λt |eλks − 1| |DkP (z)t+sf(x)|dt ≤ C‖f‖0
∫ ∞
0
|eλks − 1| (λk)
1/2e−tλk e−sλk
(1− e−2tλk)1/2 dt (46)
= C‖f‖0(1− e−λks)
∫ ∞
0
(λk)
1/2e−tλk
(1− e−2tλk)1/2 dt = C‖f‖0
(1− e−λks)
λ
1/2
k
∫ ∞
0
e−u
(1− e−2u)1/2 du.
Now define φ(s) =
∑
k≥1
(1−e−λks)2
λk
, s ∈ [0, 1].
This is a continuous function on [0, 1] such that φ(0) = 0. However in general it is not
true that φ(s) ≤ Cs, s ∈ [0, 1] (one can consider the case λk = k2). By the straightforward
computations in (46) one cannot get (42).
The next sections are devoted to the proof of Theorem 1. First we prove weak existence
for (1). The proof of weak uniqueness is more involved. To this purpose we will use
the martingale characterisation of mild solutions, the optimal regularity result given in
Theorem 6 and also localization principles for martingale problems.
4 Proof of weak existence of Theorem 1
We will prove weak existence by adapting a compactness approach of in [18]. This approach
uses the factorization method introduced in [8] (the compactness approach is also presented
in Chapter 8 of [13]).
Let us fix x ∈ H. To construct the solution we start with some approximating mild
solutions. We introduce, for each m ≥ 1,
Am = A ◦ πm, Amek = −λk ek, k = 1, . . . m,
Amek = 0, k > m; here πm =
∑m
j=1 ej ⊗ ej ((ej) is the basis of eigenvectors of A; see (13)).
For each m there exists a weak mild solution Xm = (Xm(t))t≥0 on some filtered prob-
ability space, possibly depending on m (such solution can also be constructed by the
Girsanov theorem, see [17], [13] and [10]).
Remark 10. Usually the mild solutions Xm are constructed on a time interval [0, T ] by
the Girsanov theorem. However there is a standard procedure based on the Kolmogorov
extension theorem to define the solutions on [0,∞). On this respect, we refer to Remark
3.7, page 303, in [21].
We know that
Xm(t) = e
tAx+
∫ t
0
e(t−s)A(−Am)1/2F (Xm(s))ds +
∫ t
0
e(t−s)AdWs, t ≥ 0. (47)
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Recall that, for any t ≥ 0, the stochastic convolution WA(t) =
∫ t
0 e
(t−s)AdWs is a Gaussian
random variabile with law N(0, Qt).
Let p > 2 and q = pp−1 < 2. We find (using also (12)) for t ∈ [0, T ],
|Xm(t)|pH ≤ cp(|etAx|pH +
∣∣ ∫ t
0
e(t−s)A(−Am)1/2F (Xm(s))ds|pH + |WA(t)|pH)
≤ cT |x|pH +Mp CpF
(∫ t
0
|(t− s)−1/2(1 + |Xm(s)|Hds
)p
+ cp|WA(t)|pH
≤ cT |x|pH + cT (
∫ t
0
(t− s)−q/2ds)p/q ·
∫ t
0
(1 + |Xm(s)|pH)ds+ cp|WA(t)|pH
≤ CT |x|pH +CT + CT
∫ t
0
|Xm(s)|pHds +CT |WA(t)|pH .
By the Gronwall lemma we find for t ∈ [0, T ]
|Xm(t)|pH ≤ CT (|x|pH + 1 + |WA(t)|pH) + kT
∫ T
0
|WA(s)|pHds.
We deduce the bound
sup
m≥1
sup
t∈[0,T ]
E|Xm(t)|pH = C <∞. (48)
The mild solution X will be a weak limit of solutions (Xm). To this purpose we need some
compactness results. We start with the following result (see [18]; the proof uses that (etA)
is a compact semigroup).
Proposition 11. If 0 < 1p < α ≤ 1 then the operator Gα : Lp(0, T ;H)→ C([0, T ];H)
Gαf(t) =
sinπα
π
∫ t
0
(t− s)α−1e(t−s)Af(s)ds, f ∈ Lp(0, T ;H), t ∈ [0, T ], is compact.
Below we consider a variant of the previous result. In the proof we use estimate (12).
Proposition 12. Let p > 2. Then the operator Q,
Qf(t) =
∫ t
0
(−A)1/2e(t−s)Af(s)ds, f ∈ Lp(0, T ;H), t ∈ [0, T ],
is compact from Lp(0, T ;H) into C([0, T ];H).
Proof. Since the proof is similar to the one of Proposition 11 we only give a sketch of
the proof. Denote by | · |p the norm in Lp(0, T ;H). According to the infinite dimensional
version of the Ascoli-Arzela´ theorem one has to show that
(i) For arbitrary t ∈ [0, T ] the sets {Qf(t) : |f |p ≤ 1} are relatively compact in H.
(ii) For arbitrary ε > 0 there exists δ > 0 such that
|Qf(t)−Qf(s)|H ≤ ε, if |f |p ≤ 1, |t− s| ≤ δ, s, t ∈ [0, T ]. (49)
To check (i) let us fix t ∈ (0, T ] and define operators Qt and Qε,t from Lp(0, T ;H) into H,
for ε ∈ (0, t),
Qtf = Qf(t), Qε,tf =
∫ t−ε
0
(−A)1/2e(t−s)Af(s)ds, f ∈ Lp(0, T ;H).
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Since Qε,tf = eεA
∫ t−ε
0 (−A)1/2e(t−ε−s)Af(s)ds and eεA, ε > 0, is compact, the operators
Qε,t are compact. Moreover, by using (12) and the Ho¨lder inequality (setting q = pp−1 < 2)
|Qtf − Qǫ,tf |H =
∣∣∣∣
∫ t
t−ε
(−A)1/2e(t−s)Af(s)ds
∣∣∣∣
H
≤
(∫ t
t−ε
‖(−A)1/2e(t−s)A‖qLds
)1/q (∫ t
t−ε
|f(s)|pHds
)1/p
≤M
(∫ t
t−ε
(t− s)−q/2ds
)1/q (∫ t
t−ε
|f(s)|pHds
)1/p
=Mqε
−1/2+1/q|f |p
with −12 + 1q > 0. Hence Qε,t → Qt, as ǫ→ 0+, in the operator norm so that Qt is compact
and (i) follows. Let us consider (ii). For 0 ≤ t ≤ t+ u ≤ T and |f |p ≤ 1, we have
|Qf(t+ u)−Qf(t)|H ≤
∫ t
0 ‖(−A)1/2e(t+u−s)A − (−A)1/2e(t−s)A‖L |f(s)|Hds
+
∫ t+u
t
|(−A)1/2e(t+u−s)Af(s)|Hds
≤ (∫ u0 ‖(−A)1/2esA‖qLds)1/q |f |p + (∫ T0 ‖(−A)1/2e(u+s)A − (−A)1/2esA‖qLds)1/q |f |p
≤M
(∫ u
0
s−q/2ds
)1/q
+
(∫ T
0
‖(−A)1/2e(u+s)A − (−A)1/2esA‖qLds
)1/q
= I1 + I2.
It is clear that I1 =Mpu
1/2−1/p → 0 as u→ 0.
Moreover, for s > 0, (−A)1/2esA is compact (indeed (−A)1/2esAek = (λk)1/2e−sλkek
and (λk)
1/2e−sλk → 0 as k →∞). It follows that ‖euA(−A)1/2esA − (−A)1/2esA‖L → 0 as
u→ 0 for arbitrary s > 0.
Since
‖(−A)1/2e(u+s)A − (−A)1/2esA‖q ≤ (2M)
q
sq/2
, s > 0, , u ≥ 0,
and q < 2, by the Lebesgue’s dominated convergence theorem I2 → 0 as u→ 0. Thus the
proof of (ii) is complete.
Proof of the existence part of Theorem 1. Let x ∈ H. We proceed into two steps.
I Step. Let (Xm) be solutions of (47). We prove that their laws {L(Xm)} form a tight
family of probability measures on B(C([0,∞);H)).
To this purpose it is enough to show that for each T > 0 the laws {L(Xm)} form a
tight family of probability measures on B(C([0, T ];H)).
Let us fix p > 2, T > 0 and choose α such that 1/p < α < 1/2. We know by (48) that
there exists a constant cp > 0 such that E|Xm(t)|pH ≤ cp, m ≥ 1, t ∈ [0, T ]. It follows that
sup
m≥1
E
∫ T
0
|Fm(Xm(t))|pH <∞. (50)
with πm ◦ F = Fm, since |Fm(x)|H ≤ CF (1 + |x|H), m ≥ 1. By the stochastic Fubini
theorem we have the following factorization formula (cf. Theorem 5.10 in [13])
WA(t) =
∫ t
0
e(t−s)AdWs = GαYt = Gα(Y )(t), t ∈ [0, T ],
where
Yt =
∫ t
0
(t− r)−αe(t−r)AdWr, t ∈ [0, T ].
Therefore
Xm(t) = e
tAx+Q(Fm(Xm))(t) +Gα(Y )(t), t ∈ [0, T ]. (51)
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Note that Yt is a Gaussian random variable with values inH, having mean 0 and covariance
operator Rt =
∫ t
0 s
−2αe2sAds. Therefore it is easy to prove that
E
∫ T
0
|Ys|pHds ≤ T sup
t∈[0,T ]
E[|Yt|pH ] <∞. (52)
Now we show tightness of L(Xm) on B(C([0, T ];H)). It follows from (50), (52) and Chebi-
shev’s inequality that for ε > 0 one can find r > 0 such that for all m ≥ 1
P
(( ∫ T
0
|Ys|pHds
)1/p ≤ r and ( ∫ T
0
|Fm(Xm(s))|pHds
)1/p ≤ r) > 1− ε. (53)
By Propositions 11 and 12 (recall that | · |p denotes the norm in Lp(0, T ;H)) the set
K = {e(·)x+Gαf(·) +Qg(·) : |f |p ≤ r, |g|p ≤ r} ⊂ C([0, T ];H)
is relatively compact. It follows from (51) that P(Xm ∈ K) = L(Xm)(K) > 1− ε, m ≥ 1.
and the tightness follows by the Prokhorov theorem.
II Step. By the Skorokhod representation theorem, possibly passing to a subsequence
of (Xm) still denoted by (Xm), there exists a probability space (Ωˆ, Fˆ , Pˆ) and random
variables Xˆ and Xˆm, m ≥ 1, defined on Ωˆ with values in C(0,∞;H) such that the law of
Xm coincide with the law of Xˆm, m ≥ 1, and moreover
Xˆm → Xˆ, Pˆ− a.s.
Let us fix k0 ≥ 1. Let Xˆ(k0)m = 〈Xˆm, ek0〉. Recall that πm ◦ F = Fm. It is not difficult to
prove that the processes (M
(k0)
m )m≥1
M (k0)m (t) =


Xˆ
(k0)
m (t)− x(k0) + λk0
∫ t
0 Xˆ
(k0)
m (s)ds − λ1/2k0
∫ t
0 F
(k0)(Xˆm(s))ds, k0 ≤ m
Xˆ
(k0)
m (t)− x(k0) + λk0
∫ t
0 Xˆ
(k0)
m (s)ds, k0 > m, t ≥ 0,
are square-integrable continuous FXˆmt -martingales on (Ωˆ, Fˆ , Pˆ) with M (k0)m (0) = 0. More-
over the quadratic variation process 〈M (k0)m 〉t = t, m ≥ 1 (cf. Section 8.4 in [13]).
Passing to the limit as m→∞ we find that
M (k0)(t) = Xˆ(k0)(t)− x(k0) + λk0
∫ t
0
Xˆ(k0)(s)ds − λ1/2k0
∫ t
0
F (k0)(Xˆ(s))ds, t ≥ 0, (54)
is a square-integrable continuous FXˆt -martingale with M (k0)(0) = 0. To check the mar-
tingale property, let us fix 0 < s < t. We know that Eˆ[M
(k0)
m (t) −M (k0)m (s)/FXˆms ] = 0,
m ≥ 1.
Consider 0 ≤ s1 < . . . < sn ≤ s, n ≥ 1. For any hj ∈ Cb(H), we have, for m ≥ k0,
Eˆ
[(
Xˆ(k0)m (t)− Xˆ(k0)m (s) + λk0
∫ t
s
Xˆ(k0)m (r)dr − λ1/2k0
∫ t
s
F (k0)(Xˆm(r))dr
)· (55)
·
n∏
j=1
hj(Xˆm(sj))
]
= 0.
Using that |F (k0)(x)| ≤ CF (1 + |x|H) and that, for any T > 0,
sup
m≥1
sup
t≤T
Eˆ[|Xˆm(t)|pH ] ≤ C <∞
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(cf. (48)) by the Vitali convergence theorem we get easily that (55) holds when Xˆm
is replaced by Xˆ . Then we obtain that M (k0) is a square-integrable continuous FXˆt -
martingale.
Moreover, by a limiting procedure, arguing as before, we find that ((M (k0)(t))2 − t) is a
martingale. It follows that M (k0) is a real Wiener process on (Ωˆ, Fˆ , Pˆ).
Hence, for any k ≥ 1, we find that there exists a real Wiener process M (k) such that
Xˆ(k)(t) = x(k) − λk
∫ t
0
Xˆ(k)(s)ds + λ
1/2
k
∫ t
0
F (k)(Xˆ(s))ds +M (k)(t).
We prove now that (M (k))k≥1 are independent Wiener processes.
We fix N ≥ 2 and introduce the processes (SNm)m≥1, SNm(t) =
(
M
(1)
m (t), . . . , M
(N)
m (t)
)
t≥0,
with values in RN . The components of SNm are square-integrable continuous FXˆmt -martingales.
Moreover the quadratic covariation 〈M (i)m ,M (j)m 〉t = δijt.
Passing to the limit as before we obtain that also the RN -valued process (SN (t)),
SN (t) =
(
M (1)(t), . . . , M (N)(t)
)
, t ≥ 0,
has components which are square-integrable continuous FXˆt -martingales with quadratic
covariation 〈M (i),M (j)〉t = δijt. Note that SN (0) = 0, Pˆ-a.s.
By the Le´vy characterization of the Brownian motion (see Theorem 3.16 in [21]) we
have that
(
M (1)(t), . . . , M (N)(t)
)
is a standard Wiener process with values in RN . Since N
is arbitrary, this shows that (M (k))k≥1 are independent real Wiener processes and finishes
the proof.
Remark 13. Following the previous method one can prove existence of weak mild solution
even for
dXt = AXtdt+ (−A)γF (Xt)dt+ dWt, X0 = x ∈ H,
with γ ∈ (0, 1) and F : H → H continuous and having at most a linear growth.
5 Proof of weak uniqueness when F ∈ Cb(H,H)
To get the weak uniqueness of Theorem 1 when F ∈ Cb(H,H) we first show the equivalence
between martingale solutions and mild solutions. Indeed to prove uniqueness of martingale
solutions some useful results are available (see, in particular, Theorems 16, 17 and 18).
5.1 Mild solutions and martingale problem
We formulate the martingale problem of Stroock and Varadhan [27] for the operator L given
below in (56) and associated to (1). We stress that an infinite-dimensional generalization
of the martingale problem is proposed in Chapter 4 of [16]. Here we follow Appendix of
[25]. In such appendix some extensions and modifications of theorems given in Sections
4.5 and 4.6 of [16] are proved.
We use the space C2cil(H) of regular cylindrical functions (cf. (19)). We deal with the
following linear operator L : D(L) ⊂ Cb(H) → Cb(H), with D(L) = C2cil(H) (recall that
here F ∈ Cb(H,H)):
Lf(x) = 1
2
Tr(D2f(x)) + 〈x,ADf(x)〉+ 〈F (x), (−A)1/2Df(x)〉 (56)
= Lf(x) + 〈F (x), (−A)1/2Df(x)〉, f ∈ D(L), x ∈ H.
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Remark 14. We stress that the linear operator (L,D(L)) in (56) is countably pointwise
determined, i.e., it verifies Hypothesis 17 in [25]. Indeed, arguing as in Remark 8 of [25],
one shows that there exists a countable set H0 ⊂ D(L) such that for any f ∈ D(L), there
exists a sequence (fn) ⊂ H0 satisfying
lim
n→∞(‖f − fn‖0 + ‖Lfn − Lf‖0) = 0.
Let x ∈ H. An H-valued stochastic process X = (Xt) = (Xt)t≥0 defined on some
probability space (Ω,F ,P) with continuous trajectories is a solution of the martingale
problem for (L, δx) if, for any f ∈ D(L),
Mt(f) = f(Xt)−
∫ t
0
Lf(Xs)ds, t ≥ 0, is a martingale (57)
(with respect to the natural filtration (FXt ), where FXt = σ(Xs : 0 ≤ s ≤ t) is the
σ-algebra generated by the random variables Xs, 0 ≤ s ≤ t), and moreover, X0 = x,P-a.s..
If we do not assume that F is bounded then in general Mt(f) is only a local martingale
because in general Lf is not a bounded function.
We say that the martigale problem for L is well-posed if, for any x ∈ H, there exists a
martingale solution for (L, δx) and, moreover, uniqueness in law holds for the martingale
problem for (L, δx).
Equivalence between mild solutions and martingale solutions has been proved in a
general setting in [22] even for SPDEs in Banach spaces. We only give a sketch of the
proof of the next result for the sake of completeness (see also Chapter 8 in [13]).
Proposition 15. Let F ∈ Cb(H,H) and x ∈ H.
(i) If X is a weak mild solution to (1) with X0 = x, P-a.s., then X is also a solution
of the martingale problem for (L, δx).
(ii) Viceversa, if X = (Xt) is a solution of the martingale problem for (L, δx) on some
probability space (Ω,F ,P) then X is also a weak mild solution to (1) on (Ω,F , (FXt ),P)
with initial condition x.
Proof. (i) Let X be a weak mild solution to (1) with X0 = x, P-a.s. defined on a filtered
probability space (Ω, F , (Ft),P). Let f ∈ D(L). Since f depends only on a finite number
of variables by the Itoˆ formula we obtain that
f(Xt)−
∫ t
0
Lf(Xs)ds
is an Ft-martingale, for any f ∈ D(L). This shows the assertion since FXt ⊂ Ft, t ≥ 0.
(ii) Let X be a solution to the martingale problem for (L, δx) defined on (Ω,F ,P).
I Step. Let X
(k)
t = 〈Xt, ek〉 and F (x) =
∑
k≥1 F
(k)(x)ek. We show that, for any k ≥ 1,
X
(k)
t − x(k) + λk
∫ t
0
X(k)s ds−
∫ t
0
(λk)
1/2F (k)(Xs)ds
is a one-dimensional Wiener process W (k) = (W
(k)
t ).
Let k ≥ 1. We will modify a well known argument (see, for instance, the proof of
Proposition 5.3.1 in [16]). By the definition of martingale solution, it follows easily that if
f(x) = x(k) = 〈x, ek〉, x ∈ H, the process
M
(k)
t = f(Xt)− f(x)−
∫ t
0
Lf(Xs)ds, t ≥ 0,
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is a continuous local martingale (which is FXt -adapted). Equivalently,
X
(k)
t =M
(k)
t +x
(k)+λk
∫ t
0
X(k)s ds+
∫ t
0
bk(s)ds, with M
(k)
t contin. loc. martingale (58)
and bk(s) = (λk)
1/2F (k)(Xs). Using f(x) = (〈x, ek〉)2, x ∈ H,
Nkt = (X
(k)
t )
2 − (x(k))2 + 2λk
∫ t
0
(X(k)s )
2ds− 2
∫ t
0
bk(s)X
(k)
s ds− t, (59)
is also a continuous local martingale. On the other hand, starting from (58) and applying
the Itoˆ formula (cf. Theorem 5.2.9 in [16]), we get
(X
(k)
t )
2 = (x(k))2 − 2λk
∫ t
0
(X(k)s )
2ds+ 2
∫ t
0
bk(s)X
(k)
s ds+ 2
∫ t
0
bk(s)dM
(k)
s + 〈M (k)〉t,
where (〈M (k)〉t) is the variation process of M (k). Comparing this identity with (59) we
deduce: Nkt − 2
∫ t
0 bk(s)dM
(k)
s = 〈M (k)〉t − t and so 〈M (k)〉t = t (a continuous local mar-
tingale of bounded variation is constant). By the Le´vy martingale characterization of the
Wiener process (see Theorem 5.2.12 in [16]) we get that M (k) is a real Wiener process.
II Step. We prove that the previous Wiener processes W (k) =M (k) are indipendent.
We fix any N ≥ 2 and prove that W (k), k = 1, . . . , N are independent. We will argue
similarly to the first step. By using functions f(x) = xjxk, j, k ∈ {1, . . . N}, we get that
〈W (j),W (k)〉t = δjkt.
Again by the Le´vy martingale characterization of the Wiener process (cf. Theorem 3.16
in [21]) we get that (W (1), . . . ,W (N)) is an N -dimensional standard Wiener process. It
follows that {W (k)}k=1,...,N are independent real Wiener processes.
For the martingale problem for L in (56) we have the following uniqueness result (we
refer to Corollary 21 in [25]; see also Theorem 4.4.6 in [16] and Theorem 2.2 in [22]).
Theorem 16. Suppose the following two conditions:
(i) for any x ∈ H, there exists a martingale solution for (L, δx);
(ii) for any x ∈ H, any two martingale solutions X and Y for (L, δx) have the same
one dimensional marginal laws (i.e., for t ≥ 0, the law of Xt is the same as Yt on B(H)).
Then the martingale problem for L is well-posed.
Throughout Section 5 we will apply the previous result and also the next localization
principle for L (cf. Theorem 26 in [25]).
Theorem 17. Suppose that for any x ∈ H there exists a martingale solution for (L, δx).
Suppose that there exists a family {Uj}j∈J of open sets Uj ⊂ H with ∪j∈JUj = H and
linear operators Lj with the same domain of L, i.e., Lj : D(L) ⊂ Cb(H) → Cb(H), j ∈ J
such that
i) for any j ∈ J , the martingale problem for Lj is well-posed.
ii) for any j ∈ J , f ∈ D(L), we have Ljf(x) = Lf(x), x ∈ Uj .
Then the martingale problem for L is well-posed.
In Section 6 we will treat possibly unbounded F ; we will prove uniqueness by truncating
F (i.e., we will multiply F by some cut-off function) and using uniqueness results for the
martingale problem up to a stopping time. According to Section 4.6 of [16] this leads to
the concept of stopped martigale problem which we will use.
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Let us fix an open set U ⊂ H and consider the Kolmogorov operator L in (56) with
F ∈ Cb(H,H). We define the stopped martingale problem for L on U .
Let x ∈ H. A stochastic process Y = (Yt)t≥0 with values in H defined on some
probability space (Ω,F ,P) with continuous paths is a solution of the stopped martingale
problem for (L, δx, U) if Y0 = x, P-a.s. and the following conditions hold:
(i) Yt = Yt∧τ , t ≥ 0, P-a.s, where
τ = τYU = inf{t ≥ 0 : Yt 6∈ U} (60)
(τ = +∞ if the set is empty; this exit time τ is an FYt -stopping time);
(ii) for any f ∈ D(L) = C2cil(H),
f(Yt)−
∫ t∧τ
0
Lf(Ys)ds, t ≥ 0, is a FYt -martingale. (61)
A key result say, roughly speaking, that if the (global) martingale problem for an operator
is well-posed then also the stopped martingale problem for such operator is well-posed for
any choice of the open set U and for any initial condition (we refer to Theorem 22 in [25];
see also the beginning of Section A.3 for a comparison between this result and Theorem
4.6.1 in [16]). We state this result for the operator L in (56).
Theorem 18. Suppose that the martingale problem for L is well-posed.
Then also the stopped martingale problem for (L, δx, U) is well-posed for any x ∈ H and
for any open set U of H. In particular uniqueness in law holds for a stopped martingale
problem for (L, δx, U), for any x ∈ H, U open set in H.
In order to apply Theorems 16 and 17 we need to prove existence of regular solutions
for related Kolmogorov equations and also some convergence results for solutions. This
will be done in the next section.
5.2 On the Kolmogorov equation for L when ‖F − z‖0 < 1/4
Here we study the Kolmogorov equation
λu− Lu− 〈(−A)1/2Du,F 〉 = f, (62)
where λ > 0, f ∈ C2b (H) and F ∈ Cb(H,H) (cf. (56); L is the Ornstein-Uhlenbeck
operator). We assume that there exists z ∈ H such that
sup
x∈H
|F (x)− z|H < 1/4. (63)
We will prove regularity and stability results for the solutions. Note that to study (62) we
cannot proceed as in Proposition 5 of [10] because in general ‖(−A)1/2Du‖0 does not tend
to 0 as λ→∞.
We will rewrite the equation as
λu(x)− Lu(x)− 〈(−A)1/2Du(x), z〉 = f(x) + 〈(−A)1/2Du(x), F (x)− z〉. (64)
Let us introduce the Banach space E = {v ∈ C1b (H), Dv(x) ∈ D((−A)1/2), x ∈
H, (−A)1/2Dv ∈ Bb(H,H)} endowed with the norm
‖v‖E = ‖v‖0 + ‖(−A)1/2Dv‖0, v ∈ E.
We first prove
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Lemma 19. For any z ∈ H, F ∈ Cb(H,H) which verify ‖F − z‖0 < 1/4, for any λ ≥ 1,
g ∈ Cb(H), there exists a unique solution u = u(z) in E to the integral equation
u(z)(x) =
∫ ∞
0
e−λtP (z)t [g + 〈[F − z], (−A)1/2Du(z)〉](x)dt, x ∈ H
(we drop the dependence of u(z) from λ). Moreover
‖(−A)1/2Du(z)‖0 ≤ 12‖g‖0, ‖u(z)‖0 ≤ 4‖g‖0.
Proof. We define T : E → E, Tu(x) = ∫∞0 e−λtP (z)t [g+ 〈[F − z], (−A)1/2Du〉](x)dt, u ∈ E,
x ∈ H. Note that if u ∈ E then g + 〈[F − z], (−A)1/2Du〉 ∈ Bb(H) and so by Theorem 6
Tu ∈ E. We prove that T is a strict contraction. Since
Tu(x)− Tv(x) =
∫ ∞
0
e−λtP (z)t (〈[F − z], (−A)1/2[Du−Dv]〉)(x)dt,
we find ‖Tu− Tv‖0 ≤ 14λ‖u− v‖E ≤ 14‖u− v‖E and by Theorem 6
‖(−A)1/2D[Tu]− (−A)1/2D[Tv]‖0 ≤ 3
4
‖u− v‖E .
Hence we have a unique fixed point u(z) ∈ E which solves the integral equation. Moreover
‖(−A)1/2Du(z)‖0 ≤ 3(‖g‖0 + 1
4
‖(−A)1/2Du‖0)
(see Theorem 6) and the assertion follows.
Let F ∈ Cb(H,H) which verify (63). Set, for any n ≥ 1,
Fn(x) =
∫
H
F (e
1
n
Ax+ y)N(0, Q 1
n
)(dy), x ∈ H. (65)
Then Fn is of C
∞ class and all its derivatives are bounded. Moreover ‖Fn‖0 ≤ ‖F‖0,
n ≥ 1. It is not difficult to prove that
Fn(x)→ F (x), x ∈ H, (66)
as n→∞, and ‖Fn − z‖0 < 1/4, for any n ≥ 1.
Recalling that in (62) f ∈ C2b (H) we consider classical bounded solutions to the follow-
ing finite-dimensional equations
λunm − Lunm − 〈(−A)1/2πmFn ◦ πm,Dunm〉 = f ◦ πm, n,m ≥ 1, λ ≥ 1. (67)
where πm =
∑m
j=1 ej ⊗ ej . We write fm = f ◦ πm, zm = πmz and Fnm = πmFn ◦ πm,
Am = Aπm. Note that
‖Fnm − zm‖0 < 1/4, n,m ≥ 1. (68)
We have unm = unm◦πm, Lunm = Lmunm with Lmunm = 12 Tr [D2unm(x)] +〈Amx,Dunm(x)〉,
x ∈ H. Indeed, for λ ≥ 1, n,m ≥ 1, equation (67) can be solved by considering the associ-
ated equation in Rm which is like
λv(y)− 1
2
△v(y)− 〈By,Dv(y)〉 − 〈G(y),Dv(y)〉 = g(y), y ∈ Rm, (69)
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where B is a given m×m real matrix and g,G are regular and bounded functions (to this
purpose one can use, for instance, the Schauder estimates proved in [9]).
Thus, for any m,n ≥ 1, there exist classical cylindrical functions unm ∈ C2b (H) which
solve (67). Such functions are the unique bounded classical solutions; however in order to
prove uniqueness for SPDE (1) it is important to show existence of classical solutions.
We can rewrite (67) as
λunm(x)− Lunm(x)− 〈(−A)1/2zm,Dunm(x)〉
= f ◦ πm(x) + 〈(−A)1/2[πmFn ◦ πm(x)− zm],Dunm(x)〉, x ∈ H,
and so we obtain the following representation formula:
unm(x) =
∫ ∞
0
e−λtP (z)t [fm + 〈[πmFn ◦ πm − zm], (−A)1/2Dunm〉](x)dt, x ∈ H. (70)
Note that, since fm = f ◦ πm,
P
(z)
t fm(x) = P
(zm)
t fm(x) =
∫
H
f(etAmx+ πmy + (−Am)−1/2[zm − etAmzm]) N
(
0, Qt) (dy).
By Lemma 19 we have the bound
‖(−A)1/2Dunm‖0 ≤ 12‖f‖0.
On the other hand
‖unm‖0 ≤ 4‖f‖0. (71)
Now let us introduce, for x ∈ H, m ≥ 1, λ ≥ 1, the solution um = u(z)m ∈ E to
um(x) =
∫ ∞
0
e−λtP (z)t [fm + 〈[πmF ◦ πm − zm], (−A)1/2Dum〉](x)dt, x ∈ H. (72)
By Lemma 19, we know that
‖(−A)1/2Dum‖0 ≤ 12‖f‖0. (73)
Lemma 20. Let λ ≥ 1, z ∈ H, f ∈ C2b (H) and consider classical bounded solutions unm
of equation (67) when F ∈ Cb(H,H) verifies (63). We have, for any x ∈ H, m ≥ 1,
lim
n→∞unm(x) = um(x) and supn,m≥1
sup
m≥1
‖unm‖0 = C <∞, (74)
Proof. We only need to prove the first assertion. Let us fix m ≥ 1.
unm(x)− um(x)
=
∫ ∞
0
e−λtP (z)t
(
〈[πmFn ◦ πm − πmF ◦ πm], (−A)1/2Dunm〉
+〈[πmF ◦ πm − zm], (−A)1/2Dunm − (−A)1/2Dum〉
)
(x)dt.
Using the uniform bound on ‖(−A)1/2Dunm‖0 and the fact that (πmFn ◦ πm − πmF ◦ πm)
is uniformly bounded and converges pointwise to zero as n→∞ we obtain
|
∫ ∞
0
e−λtP (z)t
(〈[πmFn ◦ πm − πmF ◦ πm], (−A)1/2Dunm〉)(x)|dt→ 0, asn→∞.
It remains to prove that
lim
n→∞
∣∣ ∫ ∞
0
e−λtP (z)t
(〈[πmF ◦ πm − zm], (−A)1/2Dunm − (−A)1/2Dum〉)(x)dt∣∣ = 0.
Using the bound (73) and Theorem 6 (see also (41)) we can apply the dominated conver-
gence theorem and obtain the assertion.
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Lemma 21. Let λ ≥ 1, z ∈ H, f ∈ C2b (H) and consider um given in (72) with F verifying
(63). We have, for any x ∈ H,
lim
m→∞um(x) = u(x) and supm≥1
‖um‖0 <∞, (75)
Proof. The second bound is clear by Lemma 19. We prove the first assertion.
um(x)− u(x)
=
∫ ∞
0
e−λtP (z)t
(
fm − f + 〈(πmF ◦ πm − zm)− (F − z), (−A)1/2Dum〉
)
(x)dt
+
∫ ∞
0
e−λtP (z)t
(
〈F − z, (−A)1/2Dum − (−A)1/2Du〉
)
(x)dt.
Using the uniform bound on ‖(−A)1/2Dum‖0, the fact that ([πmF ◦πm−zm]− [F −z]) and
(fm − f) are uniformly bounded and both converge pointwise to 0 as m→∞ we obtain∫ ∞
0
e−λtP (z)t
(
fm − f + 〈(πmF ◦ πm − zm)− (F − z), (−A)1/2Dum〉
)
(x)dt→ 0,
x ∈ H, asm→∞. It remains to prove that
lim
m→∞
∫ ∞
0
e−λtP (z)t
(〈F − z, (−A)1/2Dum − (−A)1/2Du〉)(x)dt = 0, x ∈ H.
Using the bounds (73) and Theorem 6 (see also (41)) we can apply the dominated conver-
gence theorem and obtain the assertion.
5.3 Weak uniqueness when ‖F − z‖0 < 1/4
Here we will apply the regularity results of the previous section to obtain
Lemma 22. Let x ∈ H and consider the SPDE (1). If there exists z ∈ H such that
‖F − z‖0 < 1/4 (76)
then we have uniqueness in law for (1).
Proof. According to Section 4, for any x ∈ H, there exists a weak mild solution starting
at x ∈ H. Equivalently, by Proposition 15, for any x ∈ H, there exists a solution to the
martingale problem for (L, δx).
We will prove that given two weak mild solutions X and Y which both solve (1) and
start at x we have that the law of Xt coincides with the law of Yt on B(H), for any t ≥ 0.
By Theorem 16 we will deduce that X a Y have the same law on B(C([0,∞);H).
Let us fix x ∈ H and let X = (Xt) be a weak mild solution starting at x ∈ H. We
proceed in two steps.
Step 1. Some useful formulas for finite-dimensional approximations of Xt.
For any m ∈ N we set Xt,m := πmXt, where πm =
∑m
j=1 ej ⊗ ej (cf. (13)). We have
Xt,m = e
tAπmx+
∫ t
0
e(t−s)A(−Am)1/2F (X(s))ds +
∫ t
0
πme
(t−s)AdWs, t ≥ 0,
where Am = Aπm. Writing πmWt =
∑m
k=1W
(k)
t ek it follows that
Xt,m = πmx+
∫ t
0
AmXsds+
∫ t
0
(−Am)1/2F (Xs)ds + πmWt.
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Let f ∈ C2b (H). As in (67) and (70) we denote by unm the classical solution of the equation
λunm − Lunm − 〈(−A)1/2πmFn ◦ πm,Dunm〉 = f ◦ πm, λ ≥ 1. (77)
Applying a finite-dimensional Itoˆ’s formula to unm(Xt,m) = unm(Xt) yields
dunm(Xt,m) =
1
2 Tr [D
2unm(Xt,m)]dt
+〈Dunm(Xt,m), AmXt + (−Am)1/2F (Xt)〉dt+ 〈Dunm(Xt,m), πmdWt〉
(78)
On the other hand, by (77) we have
λunm(Xt,m)− 12 Tr [D2unm(Xt,m)]
−〈Dunm(Xt,m), AmXt,m + (−Am)1/2Fn(Xt,m)〉 = f(Xt,m).
Taking into account (78) yields
dunm(Xt,m) = λunm(Xt,m)dt− f(Xt,m)dt
+〈Dunm(Xt,m), (−Am)1/2(F (Xt)− Fn(Xt,m))〉dt + 〈Dunm(Xt,m), πmdWt〉.
(79)
Taking into account that unm(πmy) = unm(y), y ∈ H, n,m ≥ 1, we rewrite (79) as
unm(Xt)− unm(x) = λ
∫ t
0
unm(Xs)ds −
∫ t
0
f(Xs,m)ds
+
∫ t
0
〈(−A)1/2Dunm(Xs), (F (Xs)− Fn(Xs,m))〉ds +
∫ t
0
〈Dunm(Xs), πmdWs〉,
t ≥ 0. Now we can apply the expectation thanks to the results of the previous section (note
that (
∫ t
0 〈Dunm(Xs), πmdWs〉) is a martingale). We find
E[unm(Xt)]− unm(x) = λ
∫ t
0
E[unm(Xs)]ds−
∫ t
0
E[f(Xs,m)]ds (80)
+
∫ t
0
E[〈(−A)1/2Dunm(Xs), (F (Xs)− Fn(Xs,m))〉]ds.
Step 2. Passing to the limit in (80) as n,m→∞.
We apply the convergence results of Lemmas 20 and 21. To this purpose note the
pointwise convergence
πmFn ◦ πm → F
first as n → ∞ and then as m → ∞ (according to the convergence used in the previous
section). Moreover supn,m≥1 ‖πmFn ◦πm‖0 ≤ ‖F‖0 and um(πmy) = um(y), y ∈ H, m ≥ 1.
Let us fix m ≥ 1. First we can pass to the limit as n → ∞ in (80) by the Lebesgue
convergence theorem and get
E[um(Xt)]− um(x) = λ
∫ t
0
E[um(Xs)]ds−
∫ t
0
Ef(Xs,m)ds
+
∫ t
0
E[〈(−A)1/2Dum(Xs), (F (Xs)− F ◦ πm(Xs))〉]ds. (81)
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Then, using also Lemma 21, we pass to the limit as m→∞ and arrive at
E[u(Xt)]− u(x) = λ
∫ t
0
E[u(Xs)]ds −
∫ t
0
E[f(Xs)]ds and so∫ ∞
0
e−λtE[u(Xt)]dt− 1
λ
u(x) = λ
∫ ∞
0
e−λt
∫ t
0
E[u(Xs)]dsdt
−
∫ ∞
0
e−λt
∫ t
0
E[f(Xs)]dsdt.
By the Fubini theorem, since λ
∫∞
0 e
−λt ∫ t
0 E[u(Xs)]dsdt =
∫∞
0 e
−λt
E[u(Xt)]dt, we get
u(x) =
∫ ∞
0
e−λsE[f(Xs)]ds, λ ≥ 1.
If Y is another weak mild solution starting at x and defined on (Ω˜, F˜ , (F˜t), P˜). We obtain,
for any f ∈ C2b (H),∫ ∞
0
e−λsE[f(Xs)]ds =
∫ ∞
0
e−λsE˜[f(Ys)]ds, λ ≥ 1.
By the uniqueness of the Laplace transform and using an approximation argument we find
that E[g(Xs)] = E˜[g(Ys)], for any g ∈ Cb(H), s ≥ 0. Applying Proposition 15 and Theorem
16 we find that X and Y have the same law on B(C([0,∞);H)).
5.4 Weak uniqueness when F ∈ Cb(H,H)
Here we prove uniquenes using the localization principle (cf. Theorem 17) and Lemma 22.
Lemma 23. Let x ∈ H and consider the SPDE (1). If F ∈ Cb(H,H) then we have
uniqueness in law for (1).
Proof. By Proposition 15 it is enough to prove that the martingale problem for L is well-
posed (L is given in (56)). According to Section 4, for any x ∈ H, there exists a solution
to the martingale problem for (L, δx).
In order to apply Theorem 17 we proceed into two steps. In the first step we construct
a suitable covering of H; in the second step we define suitable operators Lj according to
Lemma 22 such that the martingale problem associated to each Lj is well-posed.
I Step. There exists a countable set of points (xj) ⊂ H, j ≥ 1, and numbers rj > 0 with
the following properties:
(i) the open balls Uj = B(xj,
rj
2 ) = {x ∈ H : |x− xj|H < rj/2} form a covering for H;
(ii) we have: ‖F (x) − F (xj)‖ < 1/4, x ∈ B(xj, rj).
Using the continuity of F : for any x we find r(x) > 0 such that
|F (y)− F (x)|H < 1/4, y ∈ B(x, r(x)).
We have a covering {Ux}x∈H with Ux = B(x, r(x)2 ). Since H is a separable Hilbert space
we can choose a countable subcovering (Uj)j≥1, with Uj = B(xj,
r(xj)
2 ) = B(xj ,
rj
2 ).
II Step. We construct Lj in order to apply the localization principle.
Let us consider the previous covering (B(xj , rj/2)). We take ρ ∈ C∞0 (R+), 0 ≤ ρ ≤ 1,
ρ(s) = 1, 0 ≤ s ≤ 1, ρ(s) = 0 for s ≥ 2. Define
ρj(x) = ρ
(4 |x− xj |2H
r2j
)
, x ∈ H.
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Now ρj = 1 in B(xj ,
rj
2 ) and ρj = 0 outside B(xj, rj). Set
Fj(x) := ρj(x)F (x) + (1− ρj(x))F (xj), x ∈ H, so that
sup
x∈H
|Fj(x)− F (xj)|H = sup
x∈B(xj ,rj)
|F (x)− F (xj)|H < 1/4 (82)
and Fj(x) = F (x), x ∈ B(xj, rj2 ) = Uj . Define D(Lj) = C2cil(H), j ≥ 1, and
Lfj(x) = 1
2
Tr(D2f(x)) + 〈x,ADf(x)〉+ 〈(−A)1/2Fj(x),Df(x)〉, f ∈ C2cil(H), x ∈ H.
We have Ljf(x) = Lf(x), x ∈ Uj, f ∈ C2cil(H).
Moreover the martingale problem for each Lj , is well-posed by Lemma 22 (with F = Fj
an z = F (xj)). Applying Theorem 17 we find the assertion.
6 Proof of weak uniqueness of Theorem 1
Here we prove uniqueness in law for (1) assuming that F : H → H is continuous and
verifies
|F (y)|H ≤ CF (1 + |y|H), y ∈ H. (83)
To this purpose we will use Lemma 23 and Theorem 18; we will truncate F and show
uniqueness for the martingale problem up to a stopping time.
Let X = (Xt)t≥0 be a mild solution of (1) starting at x ∈ H (under the assumption
(83)) defined on some filtered probability space (Ω, F , (Ft),P) on which it is defined a
cylindrical Ft-Wiener process W ; see Section 4. For a cylindrical function f ∈ C2cil(H)
in general Lf (see (56)) is not a bounded function on H because F can be unbounded.
However we know by a finite-dimensional Itoˆ’s formula that
Mt(f) = f(Xt)−
∫ t
0
Lf(Xs)ds = f(x) +
∫ t
0
Df(Xs)dWs
is still a continuous square integrable Ft-martingale. We can apply Itoˆ’s formula because
there exists N ≥ 1 such that f(x) = f(πNx), x ∈ H, and so f(Xt) = f(πNXt). Note that
setting AN = AπN , we have
πNXt = πNx+
∫ t
0
ANXsds+
∫ t
0
(−AN )1/2F (Xs)ds+
N∑
k=1
W
(k)
t ek, t ≥ 0.
Now let us consider B(0, n) = {x ∈ H : |x|H < n} and define continuous and bounded
functions Fn : H → H such that
Fn(y) = F (y), y ∈ B(0, n), n ≥ 1.
To this purpose one can take η ∈ C∞0 (R) such that 0 ≤ η(s) ≤ 1, s ∈ R, η(s) = 1 for
|s| ≤ 1 and η(s) = 0 for |s| ≥ 2, and set Fn(y) = F (y) η
( |y|H
n
)
, y ∈ H. Define
Lnf(y) = 1
2
Tr(D2f(y)) + 〈y,ADf(y)〉+ 〈Fn(y), (−A)1/2Df(y)〉, f ∈ C2cil(H), y ∈ H.
Let us introduce the exit time τXn = inf{t ≥ 0 : |Xt|H ≥ n} (τXn = +∞ if the set is empty;
cf. (60)) for each n ≥ 1. It is an Ft-stopping time (cf. Proposition II.1.5 in [16]). By the
optional sampling theorem (cf. Theorem II.2.13 in [16]) we know that
Mt∧τXn (f) = f(Xt∧τXn )−
∫ t∧τXn
0
Lf(Xs)ds = f(Xt∧τXn )−
∫ t∧τXn
0
Lnf(Xs∧τXn )ds, t ≥ 0,
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is a martingale with respect to the filtration (Ft∧τXn )t≥0 (note that the process (Xt∧τXn )t≥0
is Ft∧τXn -adapted; see Proposition II.1.4 in [16]).
Thus (Xt∧τXn )t≥0 is a solution to the stopped martingale problem for (Ln, δx, B(0, n)).
By Lemma 23 the martingale problem for each Ln is well-posed because Fn ∈ Cb(H,H).
Applying Theorem 18 we get that also the stopped martingale problem for (Ln, δx, B(0, n))
is well-posed, n ≥ 1.
Let Y be another mild solution starting at x ∈ H. Then (Yt∧τYn )t≥0 also solves the
stopped martingale problem for (Ln, δx, B(0, n)).
By weak uniqueness of the stopped martingale problem it follows that, for any n ≥ 1,
(Xt∧τXn )t≥0 and (Yt∧τYn )t≥0 have the same law. To finish the proof one proves that X and
Y have the same law on B(C([0,∞);H)).
To this purpose, let 0 ≤ t1 < . . . < tN and consider a continuous and bounded function
g : HN → R. We have to prove that
E[g(Xt1 , . . . ,XtN )− g(Yt1 , . . . , YtN )] = 0.
We know that, for any n ≥ 1, E[g(Xt1∧τXn , . . . ,XtN∧τXn )− g(Yt1∧τYn , . . . , YtN∧τYn )] = 0.
Since τXn ↑ ∞ and τYn ↑ ∞, as n → ∞, P-a.s., we obtain easily the assertion by the
dominated convergence theorem.
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A A further regularity result on the Kolmogorov
equation
When z = 0 one can show that Du (see (32)) belongs to the so-called Zygmund C1-space
(see [4] and [23]). We will provide an alternative proof which is inspired by Lemma 2.2 in
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[1]. The Zygmund regularity will follow by Theorem 8, taking into account the estimate
‖D2P (z)t ϕ‖0 ≤ Ct−1‖ϕ‖0, t > 0, ϕ ∈ Bb(H).
(see Section 1.2). Let E be a separable Hilbert space. The Zygmund space C1(H,E) is the
space of all continuous and bounded function f : H → E, i.e., f ∈ Cb(H,E), such that
[f ]C1 = sup
x,h∈H, h 6=0, |h|≤1
|f(x+ h)− 2f(x) + f(x− h)|E
|h|E <∞. (84)
This is a Banach space endowed with the norm ‖f‖C1 = [f ]C1 + ‖f‖0, f ∈ C1(H,E). As
usual we set C1(H) = C1(H,R).
Lemma 24. Let us consider a semigroup of linear contractions (Rt), Rt : Cb(H)→ Cb(H),
t ≥ 0, such that Rt(Cb(H)) ⊂ C2b (H), t > 0, and there exists C0 > 0 such that
‖D2Rtϕ‖0 ≤ C0t−1‖ϕ‖0, t ∈ (0, 1], ϕ ∈ Cb(H). (85)
Let f ∈ Cb(H). If there exists a constant N > 0 such that
sup
x∈H
|Rtf(x)− f(x)| = ‖Rtf − f‖0 ≤ N t1/2, t ∈ [0, 1]. (86)
Then f ∈ C1(H). Moreover, [f ]C1 ≤ 16(C0 + 1) (N + ‖f‖0).
Proof. I Step. We introduce the semigroup (Rˆt), Rˆt = e
−tRt, t ≥ 0. and prove that
‖D2Rˆtf‖0 ≤ 4C0 (N + ‖f‖0)√
t
, t ∈ (0, 1/2]. (87)
First note that |Rˆtf(x) − Rtf(x) + Rtf(x) − f(x)| ≤ |1 − e−t|‖Rtf‖0 + Nt1/2, t ∈ [0, 1],
and so (using also that ‖Rˆtf − f‖0 ≤ 2‖f‖0)
‖Rˆtf − f‖0 ≤ (N + 2‖f‖0) t1/2, t ≥ 0.
Let now ϕ ∈ Cb(H), t > 1. We can write D2Rˆtϕ = D2Rˆ1Rˆt−1ϕ and so
‖D2Rˆtϕ‖0 ≤ C0e−t‖ϕ‖0, t > 1.
It follows that, for any ϕ ∈ Cb(H),
‖D2Rˆtϕ‖0 ≤ C0t−1‖ϕ‖0, t > 0. (88)
Now by (88) we obtain (87) as follows.
Let x ∈ H. Let k ≥ 0 be an integer and fix t ∈ (0, 1/2]. Using the semigroup law and
(88), we write
‖D2Rˆt2k+1f(x)−D2Rˆt2kf(x)‖L = ‖D2Rˆt2k+t2kf(x)−D2Rˆt2kf(x)‖L
= ‖D2Rˆt2k [Rˆt2kf − f ](x)‖L
≤ C0
t2k
‖Rˆt2kf − f‖0 ≤
C0(N + 2‖f‖0) t1/22k/2
2kt
=
C0(N + 2‖f‖0)
t1/2 2k/2
.
Now D2Rˆt2N+1f(x)−D2Rˆtf(x) =
∑N
k=0[D
2Rˆt2k+1f(x)−D2Rˆt2kf(x)]. Since we know by
(88) that limN→∞D2Rˆt2N+1f(x) = 0, for any x ∈ H, we obtain
D2Rˆtf(x) =
∑
k≥0
[D2Rˆt2kf(x)−D2Rˆt2k+1f(x)], x ∈ H,
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and we deduce (87) since
sup
x∈H
‖D2Rˆtf(x)‖L ≤ C0(N + 2‖f‖0)
t1/2
∑
k≥0
1
2k/2
.
Formula (87) implies, for any t ∈ (0, 1],
‖D2Rtf‖0 ≤ 16C0(N + ‖f‖0)√
t
, t ∈ (0, 1]. (89)
II Step. Let us check that f ∈ C1(H) using (89).
Fix h ∈ H with |h|H ≤ 1 and set t = |h|2H . We write
f = [f −Rtf ] +Rtf = lt + gt.
Since ‖lt‖0 = ‖f −Rtf‖0 ≤ N |h|H we consider gt. Setting
△hf(x) = f(x+ h)− 2f(x) + f(x− h),
we get △hf(x) = △hlt(x) +△hgt(x) and ‖△hlt‖0 ≤ 4N |h|H . By the Taylor formula and
(89) we find
|△hgt(x)|E ≤ ‖D2Rtf‖0 |h|2H ≤
16C0(N + ‖f‖0)
|h|H |h|
2
H = 16C0(N + ‖f‖0)|h|H .
Hence [f ]C1 ≤ 16(C0 + 1) (N + ‖f‖0).
Combining the previous lemma and Theorem 8 we find that Du(z) ∈ C1(H,H) with a
bound on [Du(z)]C1 independent of z.
Theorem 25. Let f ∈ Bb(H) and consider Du(z) given in (32). Then with c1 = 16[C21 +
1][C2 + 1] (C1 and C2 are the same of Theorem 8) we have
|Du(z)(x+ k)− 2Du(z)(x) +Du(z)(x− k)|H ≤ c1 ‖f‖0, x ∈ H, k ∈ H, |k| ≤ 1, (90)
Proof. Recall that by (24) supx∈H |D2P (z)t ϕ(x)| = ‖D2P (z)t ϕ‖0 ≤
√
2C21 t
−1‖ϕ‖0, t ∈ (0, 1],
ϕ ∈ Cb(H) (the estimates holds more generally for any t > 0). We know by Theorem 8
that
|P (z)s (〈Du(z)(·), h〉)(x) − 〈Du(z)(x), h〉| ≤ C2|h|s1/2‖f‖0.
We obtain by Lemma 24, for any k ∈ H with |k|H ≤ 1,
|〈Du(z)(x+ k)− 2Du(z)(x) +Du(z)(x− k), h〉| ≤ c1 |h|H‖f‖0.
After taking the supremum over {|h|H ≤ 1} we obtain the assertion.
Remark 26. Let us consider the Ornstein-Uhlenbeck semigroup (Pt) (i.e., (P
(z)
t ) when
z = 0). One may ask if a kind of converse of Lemma 24 holds. In other word if g belongs
to the Zygmund space C1(H) we may ask if g verifies
sup
s∈(0,1)
‖Psg − g‖0
s1/2
<∞. (91)
Arguing as in the proof of Lemma 3.6 and Proposition 3.7 of [9] (considering θ = 1/2 in
such results) one can prove that if g ∈ C1(H) and in addition we have
sup
s∈(0,1)
‖g(esA(·))− g‖0
s1/2
<∞ (92)
then (91) holds.
We point out that in infinite dimensions under Hypotheses 1 it is not clear if (92) holds
when g is replaced by the derivative Du (Du is given in (32) with z = 0 and f ∈ Bb(H)).
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