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Abstract
The fundamental understanding of phases and their transitions has been
a central theme in condensed matter physics. Until recently, it was largely
believed that the Landau symmetry breaking principle was effective in dis-
tinguishing different phases of matter, with broken symmetries signaling the
phase transition. But with the discovery of topological phases which are
beyond the Landau symmetry breaking principle, the identification and clas-
sification of quantum phases at absolute zero has opened up new unexplored
avenues thus leading to exciting theoretical discoveries further propelling
technological advancement. Topological phases of matter are characterized
by the notion of topological order and in this work we aim to explore and un-
derstand topological phases by introducing novel signatures which character-
ize topological order. The robustness of these phases to external perturbation
makes them an ideal candidate to store and manipulate quantum information
thus making them an unique and interesting prospect for realizing quantum
computers.
There have been several signatures to characterize intrinsic topological or-
der, for instance the invariance of the topologically ordered state under local
operators, the dependence of ground state degeneracy on the underlying man-
ifold and its robustness to external perturbation, topological entanglement
entropy related to the quantum dimension of the supers-selection sectors, the
inability to construct the topologically ordered state from a product state via
constant depth unitary transformations. With toric code as the toy model,
we analyze the robustness of topological order on a manifold supporting open
boundaries by computing some of the above signatures which effectively de-
tect a topological to trivial phase transition. We then probe the existence of
a quantum criticality between distinct topological phases obtained by vary-
ing the underlying manifold. In these scenarios, most of the above signatures
turn out to be ineffective in detecting the distinct phases leading to the in-
troduction of an non-local order parameter whose construction is facilitated
by the phenomenon of anyon condensation.
The signatures for quantitatively and qualitatively characterizing intrinsic
topological order being highly scenario dependent and also with its definition
for mixed states being elusive we introduce an operational definition based on
concepts of topological error correction. We define a state to be topologically
ordered if the errors in the state can be corrected by an error correction
circuit of finite depth. To concretize the notion of topological to trivial
Abstract
phase transition in an open setting we turn to nonequilibrium phenomenon,
for example: Directed Percolation, with the change in percolation rate driving
a dynamical phase transition between absorbing and active states with the
former being topologically ordered while the latter being topologically trivial.
Additionally, we explore the notion of topological phase transitions between
distinct topological phases obtained by varying underlying topology in an
open setting, analogous to the closed setting discussed earlier. To summarize,
we have introduced various mixed states which exhibit topological order and
also an operational definition to quantify topological order applicable across
multitude of scenarios.
We extend the above operational definition to quantify and detect quan-
tum phase transitions in the case of Symmetry Protected Topological (SPT)
phases. To further validate the above notion, we consider the perturbed vari-
ants of the Su-Schrieffer–Heeger (SSH) models and detect quantum phase
transitions to a high accuracy by employing the techniques from the frame-
work of tensor networks. It is significant to note the distinction of the error
correction algorithms applied earlier in the case of intrinsic topological order
were independent of symmetry constraints while in the current scenario we
impose additional symmetry constraints to accurately detect the phase tran-
sition. In addition, we also devise error correction strategies with respect to
topologically trivial states to detect quantum phase transitions which do not
involve topological phases. This gives rise to a very fundamental question
on whether error correction statistics with a well defined error correction
algorithm, not necessarily optimal, are capable of detecting a equivalence
classes of phases and thereby acting as a reliable probe to effectively detect
topological/quantum phase transitions?
From theoretical and numerical end of the spectrum we shift gears to
explore possible experimental platforms with an aim to realize some of the
quantum many-body phenomenon discussed earlier. While there have been
several innovative experimental avenues to realize the above, one such promis-
ing candidate has been ultracold polar molecules setups that offer additional
degrees of freedom due to the ro-vibrational degrees of freedom. Based on
the chemical reaction between atoms and molecules which results in a quan-
tum Zeno-based blockade, we devise several optimal strategies to efficiently
detect molecules using atom as probe, we further extend the above tech-
nique to entangle the internal states of molecules and atoms. In addition,
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Symmetries have been the cornerstone of physics in detecting different
phases of matter. Landau symmetry breaking principle has been successful
in classifying different phases using the notion of broken symmetries. The
mathematical formalism of such symmetries and their breaking has been ef-
fectively captured by the concepts of group theory and it was largely believed
until recently, that this theory of phase transitions was complete. In recent
years, with the discovery of topological phases it has become quite apparent
that broken symmetries alone are insufficient to quantify phase transitions
as the nature of entanglement which captures quantum correlations plays a
significant role. The discovery of such phases has once again thrown open
the fundamental question of phases and their classification and this has led
to a new classification scheme based on both symmetries and the pattern of
the entanglement. In the ongoing process of classification, the discovery of
intrinsic topologically ordered phases has been a major milestone due to its
applications to quantum computation which involves storing and manipula-
tion of quantum information. The ground state manifold of such topological
phases are a haven for storing quantum memories as these are robust to local
perturbations, i.e., quantum error correction can be efficiently implemented
to correct the errors that corrupt the quantum memories. From the manipu-
lation point of view, the quantum memories can be acted upon by unitaries
which are realized by braiding of the anyonic quasiparticle excitations, a
hallmark of phases with intrinsic topological order. Therefore, the study of
topological phases is intriguing as it has both a fundamental significance in
gaining insight into the phase transitions therefore aiming to structure the
uncharted terrain of phases beyond the Landau symmetry breaking principle,
while on on the other hand, on the technological front, these systems provide
a platform to efficiently store and manipulate quantum information thereby
acting as a testbed for realizing quantum computers.
In this thesis, I explore the notion of intrinsic topological order in various
setups. In Chap. 1, we begin by briefly introducing the general notion of
Landau symmetry breaking principle followed by the study of phase transi-
tion in the context of transverse field Ising model. We then introduce the
toric code model while discussing some of its salient features and further
consider it in the presence of perturbation thereby introducing the notion
of phases beyond Landau symmetry breaking principle. Having arrived at
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an intuitive understanding, we explore various notions of topological order
discussed in the literature, while concluding with the notion of topological
quantum computation.
In Chap. 2, we further explore the notion of topological order in systems
supporting open boundaries. We begin by defining the class of quantum
doubles on a directed graph tiled on a general manifold both with periodic
and open boundary conditions. We present a mathematical formulation of
boundaries given the quantum double used to construct the bulk while in-
troducing the behavior of excitations at boundary captured by the idea of
anyon condensation. We recast the toric code model in the above formalism
and derive the different boundary conditions of the toric code. The vari-
ants of these boundaries are central to the ideas discussed in the remaining
chapters and therefore this chapter plays an important role in establishing
some important fundamental concepts related to the construction of open
boundaries.
Having introduced the basic ingredients of topological phases on different
manifolds, in Part. II we analyze the robustness of topological phases under
various perturbations in a closed environment. In Chap. 3, we consider the
toric code on a cylinder in the presence of various perturbation resulting in
a topological to trivial quantum phase transition. Due to the presence of the
boundaries, the perturbed models can be effectively mapped to Ising models
of the condensing and the non-condensing type. The non-condensing class
sports a robust topological phase upto some perturbation strength while the
topological phase in the condensing class breaks down as soon as the per-
turbation is turned on. We confirm this by computing numerical signatures
like the lifting of the ground state degeneracy and Topological Entanglement
Entropy (TEE) for the condensing case while benchmarking the numerical
accuracy by comparing to the criticality of non-condensing scenario. We also
introduce the notion of Minimal Entangled States (MES) as a signature ca-
pable of detecting the phase transition while also establishing its inaccuracy
in predicting the exact critical strength.
In Chap. 4, we explore the sensitivity of the topological phase to the un-
derlying manifold on which it is defined. The change in the boundary condi-
tions induces a topological to topological phase transition (TTPT) with each
boundary condition giving rise to a unique topological phase. We discuss the
notion of Hamiltonian interpolation connecting various periodic boundaries
to open boundaries effectively mapping a torus to a cylinder while also in-
troducing the interpolation between different open boundaries on a cylinder.
TEE, which was an effective signature in detecting the earlier introduced
topological to trivial phase transition, becomes ineffective in detecting the
different topological phases. On the contrary, the TEE remaining constant
14
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implies that throughout the interpolation the phase is topologically ordered,
thereby establishing the fact that the quantum phase transition is indeed a
topological to topological phase transition. To effectively detect the critical-
ity we introduce the notion of longest open loop operators, operators which
sport excitations at their ends, whose expectation value captures the quan-
tum criticality. We also note that these phase transitions are accompanied
by broken symmetries in the excitation space and we establish appropriate
conditions where the broken symmetries indicate the presence of a phase
transition and vice-versa.
In Part. III, we explore various scenarios which encode topological phase
transitions in an open setting. In Chap. 5, we explore the sensitivity of the
topological order to the underlying boundaries in an open setting. To this
extent, we engineer appropriate collapse operators with variable dissipative
rates, which capture the interpolation as discussed in earlier in Chap. 4.
These variable dissipative rates eventually control the diffusion dynamics of
the excitations thereby resulting in different steady states which map to the
ground states of the toric code on a torus and a cylinder, thus encoding a
TTPT. We introduce two scenarios: one which involves pure cooling, that
is, collapse operators which diffuses excitations without creating any new
excitations while the other involves noisy cooling, where in addition to the
diffusion the collapse operators induce new excitations. As in Chap. 4, the
expectation value of the open loop operator effectively captures the phase
transition. We also note that the open loop operator is an effective signa-
ture in scenarios which do not sport bulk excitations and/or support anyon
condensation, therefore might not be applicable in a more general context.
From the earlier analysis, it is clearly evident that most of the signatures
used to quantify topological phases and thereby detect different topological
phase transitions are either scenario specific or inconsistent, i.e., while they
are effective in few cases they seem to unreliable for the rest. In addition,
the definitions based on local unitary transformations, connecting the ground
state to a product state using finite depth quantum circuits seem to capture
the essence of topological order they still remain elusive to numerically quan-
tify topological order. Also, the understanding of topological order for mixed
states has long remained an open question. Error correction being a trade-
mark of the phases with intrinsic topological order, we try to quantify and
arrive at a consistent operational definition for such phases by defining them
as states whose errors can be corrected by a circuit of finite depth. In Chap. 6,
we introduce a minimal instance of the toric code which under appropriate
perturbation can be mapped to a 1D Ising chain. We introduce and verify the
above definition for the perturbed minimal instance case benchmarking the
results with respect to the well established 1D Ising chain. We further intro-
15
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duce topological phase transitions in an open setup by engineering collapse
operators to capture the nonequilibrium phenomenon of Directed Percolation
(DP) in 1D and Branching Annihilating Random Walks (BARW) in 2D. The
absorbing state, obtained at zero heating rate in the above processes maps
to the steady state which is topologically ordered while at higher heating
rates the steady state is mixed and maps to a active state is topologically
trivial thereby inducing a dynamical topological phase transition. We com-
pute the criticality related to the topological phase transition using the time
statistics of the error correction schemes introduced as a part of the opera-
tional definition and observe that the criticality qualitatively resembles the
thermodynamic transition in both 1D DP and 2D BARW.
Having analyzed phase transitions involving phases exhibiting topological
order in various closed and open scenarios, in Part. III, we shift our focus to
analyze phase transitions involving Symmetry Protected Topological (SPT)
phases. To this extent, we consider the Su-Schrieffer–Heeger (SSH) model
described by the hopping of particles on a 1D chain characterized by inter
and intra-site hopping. In the limit of intra-site strength being dominant,
the above model sports zero energy edge modes, a signature of SPT, while
in the other limit the state is also a topological insulator sporting SPT order
with no edge modes. By defining an appropriate excitation basis consisting
of density and phase fluctuations along with an error correction algorithm
which preserves the chiral symmetry, we extend the operational definition to
accurately capture the phase transition. We extend the above analysis to a
more generalized version of the SSH model, the Extended Bosonic SSH model,
which hosts three distinct phases: anti-ferromagnetic and two distinct SPT
phases. We consider the excitation basis as in the above SSH model along
with a similar error correction algorithm and successfully quantify the distinct
phases. One other significant result is that by considering the excitation space
of domain walls with respect to the anti-ferromagnetic phase we successfully
detect the phase transitions between the above phase and SPT phases.
In Part. IV, we turn our focus to possible experimental setups capable
of realizing the quantum many-body phenomena discussed in the previous
chapters. We turn to ultracold polar molecules and present various optimal
strategies related to construction of basic building blocks which eventually
lead to the realization of the delicate quantum many-body states. Based on
the chemical reaction between atoms and molecules which induces a quan-
tum Zeno-based blockade, we propose optimal strategies for the detection
of molecules using atoms, entangling the internal degrees of freedom of the
atoms and molecules, in addition, we also present optimal strategies for en-
gineering dissipative dynamics.
Finally, in Chap. 9, we conclude by summarizing the key results which
16
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involve characterizing topological order in various closed and open setups. In
addition, we also shed light on the exciting future directions which vary over
a large spectrum from gaining fundamental insights into phase transitions, to







The classification of matter into different phases has helped gain a deeper
insight into the understanding of the nature around us. In the classical
context i.e., matter at T>0, phases and their transitions have been classified
based on the nature of symmetries they possess. For example, iron filings
in the presence of a magnetic field: if the magnetic field strength is high
these filings orient themselves in a particular direction, thereby breaking
the continuous symmetry that they possess in the absence of a magnetic
field. The simple observation of classifying matter based on notion of broken
symmetries has been mathematically formulated in terms of group theory.
Though this has been largely successful in classifying different phases, with
the discovery of Berezinskii–Kosterlitz–Thouless (BKT) transition at T > 0
involving vortices and the discovery of certain quantum phases of matter [1],
the theory based on symmetry breaking is no longer completely sufficient in
classifying these phases and their transitions.
1.1 Beyond Landau Symmetry Breaking
Principle: Topological phases
In this section, we introduce the notion of symmetries and thereby the con-
cept of spontaneous symmetry breaking in the context of quantum phases.
We then study these notions with respect to the transverse field Ising model
which encodes a quantum phase transition between ferromagnetic and para-
magnetic phases. We further introduce the toric code model in the pres-
ence of a perturbation and highlight the limitations of the Landau symmetry
19
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breaking principle [2, 3, 4] leading to the introduction of topological phases
characterized by new kind of order called topological order.
1.1.1 Spontaneous Symmetry Breaking Principle
As introduced earlier, phase transitions are marked by broken symmetries.
We extend the above notion to the domain of quantum phases defined by
a parameterized Hamiltonian, H(λ). To this extent, we begin by defining
the notion of symmetry with respect to a Hamiltonian, H(λ) and its ground
states in the thermodynamic limit.
Definition 1.1.1. An unitary operator, U , is said to be a symmetry of a
given Hamiltonian, H, if [H,U] = 0, implying that the unitary commutes
with the Hamiltonian, U †HU =H.
Definition 1.1.2. A unitary operator, U , is said to be a symmetry of a state,
∣ψ⟩, if it leaves the state invariant, U ∣ψ⟩ = ∣ψ⟩.
Consider the Hamiltonian, H(λ), parameterized by λ such that H(0)
and H(1) belong to distinct phases. Let Us be the set of symmetries of the
Hamiltonian H(λ) for all λ with the ground states in the limit of λ = 0 and
λ = 1 given by ∣ψ⟩ and ∣φ⟩ respectively. The notion of spontaneous symmetry
breaking is as follows: In the thermodynamic limit (system size N →∞) all
the symmetries Us of the Hamiltonian leave the ground state ∣ψ⟩ invariant
i.e., the symmetries of the Hamiltonian are symmetries of the ground state
while the other ground state, ∣φ⟩ is not invariant under all the symmetries
of the Hamiltonian. In other words, with change in λ, the ground state
spontaneously breaks the symmetry of the Hamiltonian signaling the phase
transition. In a more mathematical context, the symmetries of the Hamil-
tonian form a group, either continuous or discrete, while in one phase the
group structure is preserved by the ground state while in the other the group
structure is broken, which is the essence of Landau’s symmetry breaking
principle.
1.1.2 Transverse Field Ising Model
To illustrate the above principle, we consider a 1D ring with nearest neighbor
Ising interaction in the presence of a transverse field. The Hamiltonian of









1.1 Beyond Landau Symmetry Breaking Principle: Topological phases
The above Hamiltonian is invariant under the following operation
σx → −σx, σz → σz
. The above operation is the inversion symmetry and can be achieved by
U = ⊗iσiz, making U a symmetry operator for His. The above operator, U ,
along with 1, which is a trivial symmetry of His, forms a Z2 group and we
note that the Hamiltonian His is Z2 symmetric at all λ.
We now discuss the ground states of the above Hamiltonian at various
λ. At λ = 0, the ground state is ferromagnetic and doubly degenerate, while
in the other extreme of λ = 1, the ground state is a paramagnet. In the
σz basis, in the limit of λ = 1, the ground state is given by ∣ψ⟩ = ∣000...0⟩,
where ∣0⟩, ∣1⟩ are eigenstates of σz. While in the limit of λ = 0, the ground
state is double degenerate and given by either ∣φ⟩ = ∣ + + + ...+⟩/∣ − − − −...−⟩,
where ∣±⟩ = 1√
2
(∣0⟩ ± ∣1⟩). Therefore, for the transverse field Ising model in
the limit of λ = 1, the ground state, ∣ψ⟩, is invariant under the symmetry
of the Hamiltonian while in the limit of λ = 0, the ground state, ∣φ⟩ breaks
the symmetry of the Hamiltonian, as σz ∣0⟩ = ∣0⟩, σz ∣±⟩ = ∣∓⟩. As we lower
the perturbation strength, the ground state at some critical λ spontaneously
chooses one of the ferromagnetically ordered ground states, spontaneously
breaking the symmetry of the Hamiltonian, hence marking the presence of
a phase transition from a trivial to a ferromagnetic phase. We also note
that in the limit of λ → ∞ the ground state preserves the Z2 symmetry of
the Hamiltonian where as in the limit of λ → 0 the ground state itself is Z2
symmetric but breaks the symmetry of the Hamiltonian.
1.1.3 Toric Code Model
It was largely believed that the every phase transition was accompanied by
a broken symmetry and Landau symmetry breaking principle encompassed
all the phase transitions. We now introduce the toric [5] code model which
hosts an order that is beyond the above notion. Consider a square lattice
with vertices (faces) denoted by v(p) on a torus (periodic boundaries) with
spins on the edges of the lattice as in Fig. 1.1. The Hamiltonian of the toric
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where i(j) belongs to the edges attached to the vertex (face), v(p). We
now discuss the ground state construction, the excitations in the system and
further discuss the ground state degeneracy arising due to the action of the




Figure 1.1: Toric code model. The Av operator, denoted by the green dia-
mond, acts on the spins attached to the vertex v. The Bp operator, denoted
by the blue diamond, acts on the spins which form the face p. The red (or-
ange) squares denote Av(Bp) violations which appear at the vertices(center
of faces) and are generated by the action of σi
z(x) which anti-commutes with
the Av(Bp) operator.
Ground state of the toric code model
Let us denote the ground state of the toric code by ∣ψtc⟩. To gain a better
intuition, we present a pictorial representation of the ground state. To this
extent, let us represent the two qubit states ∣0⟩, ∣1⟩ with a no-dash and dash
( ) respectively. We begin by considering the no dash configuration at all
sites on the lattice, ∣0⟩ = ∣00....0⟩, which is the least energy eigenstate for all
Bp operators, that is
Bp∣0⟩ = ∣0⟩,∀p (1.4)
The action of the Av operator on the above state flips the qubits attached
to the vertex, v, therefore, generating a loop around the vertex v, i.e., the
no dash qubits around the vertex turn to dashed qubits generating a local
loop. The ground state of the Bp operator and the above single Av operator
is a superposition of no loop configuration and a loop around vertex v. On
22
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addition of one another vertex operator, say Av′ , the ground state of Bp,Av
and Av′ is a superposition consisting no loop configuration, the individual
loop configurations and combined loop of around v, v′. Extending this to
include all the vertices the ground state is given by a loop gas structure, that
is, the ground state is a superposition of all possible loop configurations and
in the σz basis is given by ∣ψtc⟩ = N ∏
v
(1 + Av)∣0⟩, where N represents the
normalization factor [4].
Instead of considering the σz basis we could have considered σx basis,
that is consider the state ∣+⟩ = ∣ + + + ..+⟩ such that
Av ∣+⟩ = ∣+⟩,∀v. (1.5)
We can, thus, map the no dash, dash to {∣+⟩, ∣−⟩} qubits and generate a
similar loop structure, as above, given by N ∏
p
(1 +Bp)∣+⟩.
The loop gas configuration observed in the above states signifies a spe-
cific entanglement pattern, and this pattern shall later be used to not only
quantify the notion of topological order but also to distinguish between differ-
ent topological phases i.e., different loop configurations in the superposition
gives rise to distinct topological phases. We further introduce the notion of
frustration-free Hamiltonian defined as follows:
Definition 1.1.3. A Hamiltonian, H = ∑
i
hi, is said to be frustration-free if
the ground state of the Hamiltonian, H, is ground state of each of hi’s.
It is clear that the above introduced toric code Hamiltonian, as in Eq. 1.2
is frustration-free„ we shall invoke this fact at a later time to study the phase
transitions between different Hamiltonians which are frustration-free.
Excitation space of the toric code model
We begin by noting the following anti-commutating relations
{σ(i)z ,Av} = 0,{σ(j)x ,Bp} = 0 (1.6)
where i, j denote the edges attached to the vertex v and face, p respectively.
Consider the action of σx on the toric code ground state, ∣ψtc⟩, say ∣ψp⟩. We
note the following
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Therefore, the action of the anti-commutator on the edge i, σ(i)
x(z) generates
a pair of excitations on neighboring faces shared by edge i. From the above,
we note that the energy cost to create a pair of excitation is four units, for
single excitation being 2 units. The excitations are particle like and are iden-
tified by at the center of the excited faces/vertices. The excitations once
generated can be moved around freely in the lattice by applying additional
anti-commutators with no additional energy cost. These long strings host-
ing two excitations at their ends, referred to as ribbon operators, leave the
excitations deconfined which is a feature of such models. We fix the fol-
lowing terminology, σz(x) generate vertex (face) excitations which we refer
to as Av(Bp) violations and denote them by e(m). We now discuss some
important characteristics of the above introduced excitations:
Fusion rules:
We define the collective behavior of excitations in terms of the fusion
rules. To concretize the idea, we introduce the notion of vacuum channel,
denoted by 1 which is equivalent to no excitation being present. Consider
a pair of Av violations, the pair if considered as a single unit would project
back to the ground state, therefore the collective behavior, fusion of these
excitations results in the vacuum. For the case of the toric code, using the
above notion we arrive at the fusion rules, as in Eq. 1.8, Fig. 1.2
e × 1 = e, m × 1 =m
e × e = 1, m ×m = 1
e ×m = f, m × e = f
(1.8)
The fusion of e and m results in a composite particle f and thus the set
of excitations of the toric code is complete with the inclusion of vacuum, 1,










Figure 1.2: Graphical representation of the fusion rules.
Braiding:
As the excitations introduced above are particle like, we now study the
exchange statistics. To compute the exchange statistics, we braid the excita-
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tions one around the other due to which wave-function picks up a phase. In
the case of Av(Bp) violations the wave-function remains invariant and thus
these are bosonic in nature. While the composite particle obtained from the
fusion of Av,Bp violation picks up a factor of -1 and hence this is identified
as a fermion. In a more general setting, it is possible that the wave-function
picks up any phase due to the braiding and hence we term these excitations
as anyons. Anyons come in abelian and non-abelain flavors, the former scales
the wave-function by a scalar phase (as in the fermion or the boson) while
the latter results in a unitary operator acting on the wavefunction.
a
b
Figure 1.3: Braiding of anyons a type around b type results in the scaling
of the wavefunction by a complex phase factor for abelian anyons, while in
the case of non-abelian anyons braiding results in a unitary matrix acting on
the wavefunction.
Ground state degeneracy
Having introduced the notion of creating long loops with no energy cost and
fusing excitations to vacuum, we now explore the ground state degeneracy
arising out of the underlying topology on which we construct the toric code
model. We consider the lattice on a surface with periodic boundaries i.e.,
a torus. We define the non-trivial loops on the torus as curves which are
not homotopically equivalent i.e., two curves are said to be homotopically
equivalent if one can be smoothly deformed into the other, i.e., without
breaking the curve. We construct the non-trivial loop operators by fusing
the excitations to the vacuum along the non-trivial loops of the torus by the
application of σx(z) operators. The action of the non-trivial loop operators
on ∣ψgs⟩, defined in the earlier section, gives rise to orthogonal ground states,
therefore the ground state manifold is degenerate. For example, consider
the ground state ∣ψgs⟩ = N (1 + Av)∣0⟩ in the σz basis. Let us consider the
Bp violations which are generated by applying σx operators. Consider the
non-trivial loops around the legs of the torus, Lx and Ly, and the operators
corresponding to the loops given by Lxx, Lxy respectively. The ground state
manifold is fourfold degenerate and is given by
∣ψ1⟩ = ∣ψgs⟩
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∣ψ2⟩ = Lxx∣ψgs⟩
∣ψ3⟩ = Lxy ∣ψgs⟩
∣ψ4⟩ = LxxLxy ∣ψgs⟩
The above recipe can be repeated for the σx basis, with loop operators
formed by Av violations, that is by applying σz operators, Lzx, Lzy along the
loops Lx, Ly. We note that in the σz basis, the Lxx, Lxy operators generate the
other degenerate ground states while the operators Lzx, Lzy leave the ground
state invariant. In the σx basis, the operators Lzx, Lzy generate the degenerate
ground state manifold while Lxx, Lxy leave the trivial ground state invariant.
The linear transformation connecting the different ground states of σz and
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i⟩ are the ground states in σz and σx basis respectively. The
linear transformation connecting the ground states is the modular-S matrix
which is an important signature of topological order which we shall introduce
later.
To conclude the section, we note a known result connecting the genus of
the surface on which the lattice is placed with the ground state degeneracy,
which thereby signifies the importance of the underlying topology
Lemma 1.1.1. Let S be a surface with genus g on which the lattice L
with toric code Hamiltonian Htc is wrapped. The total number of degenerate
ground states is given by 4g.
For example, the number of degenerate ground states on a torus with
single puncture, genus 1 torus, is four, while on sphere whose genus is 0 the
ground state is unique. This ground state degeneracy plays an important
role in efficiently encoding quantum memories. We shall elaborate on this in
a later section, but we note that a torus with genus, n, has a ground state
degeneracy of 4n allowing the storage of 2n qubits.
1.1.4 Toric code in the presence of perturbation:
Beyond Symmetry Breaking
Having discussed the toric code model, we now return to the notion of phase
transitions beyond Landau symmetry breaking principle. To this extent, we
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consider the toric code model in the presence of perturbation, we could have
considered any perturbation but for brevity we analyze the case of toric code




z , as in Eq. 1.10
Hptc = JtcHtc + hzHzp (1.10)
In the limit of Jtc ≫ hz, the ground state is four fold-degenerate while in
the the other extreme of hz ≫ Jtc we have a paramagnet and a non-degenerate
ground state manifold. Therefore, at some point we expect a phase transi-
tion as in the former the ground state is highly entangled while in the latter
the ground is a product state. The phases are completely distinct due to the
entanglement in the ground state manifold of the ground states and hence
varying the strength triggers a phase transition. To further consolidate the
phase transition, we note that the excitations in the former limit are decon-
fined (long strings with excitations at the end cost finite energy) while the
excitations in the other extreme are confined (long strings with excitations
need infinite energy).
We now discuss the notion of symmetry breaking in the above scenario.
The Hamiltonian, Hptc, as in Eq. 1.10 is Z2 symmetric as it is invariant under
U = ⊗iσiz since UHtcU † = Htc, UHzpU † = Hzp . The ground state in either
phases respect the symmetry i.e., U ∣ψtc⟩ = ∣ψtc⟩ this is due to the fact that
each of the loop configurations in the ground state of the toric code has mod-
ulo 2 ∣1⟩’s while the paramagnet remains invariant under the above unitary
U . Hence we have established that the perturbed toric code phase is beyond
the symmetry breaking principle, i.e., these phase transitions are not accom-
panied by any broken symmetries. The key difference between the toric code
ground state and the paramagnet is that while the former is highly entangled
the latter is a product state. The above implies that symmetry alone is in-
sufficient to describe phases and the accompanying phase transitions but also
the entanglement pattern of the ground state i.e., the pattern of superposi-
tion of the closed loop configurations in the ground state, play an important
role. This entanglement pattern of the ground state gives rise to the notion of
intrinsic topological order [6]. The gapped ground states (protected ground
states, which we introduce in the next section), the degeneracy of the ground
state manifold dependent on the topology of the underlying manifold, the
deconfined excitations leading to non-zero expectation value of trivial loops
(also known as Wilson loops), the area law scaling of entanglement entropy
with a sub-leading constant term are all characteristics of intrinsic topological
order. In the next section, we introduce and discuss some of the prominent
signatures of intrinsic topological order leading to a potential definition of
intrinsic topological order. In the future chapters, we discuss the merits and
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shortcomings of the above notions in various scenarios and also propose an
operational definition to characterize topologically ordered phases.
1.2 Notions of Topological Order
In the previous section, we have introduced that symmetries alone do not
quantify different phases but the pattern of entanglement in the ground state
plays an equally important role in quantifying different phases. The toric
code ground state in the presence of perturbation is one such phase which is
beyond the Landau symmetry breaking principle and in this section we aim
to characterize such phases using the notion of topological order.
1.2.1 Robust degenerate ground state manifold
One of the key characteristic of topological order is the ground state degener-
acy due to the underlying topology. In general, the fusion rules defined above,
allow the the excitations to fuse to vacuum giving rise to the possibility of
constructing non-local loop operators along the non-trivial loops (under the
constraint that the underlying manifold supports the same). These non-local
loop operators project the trivial ground state into orthogonal states giving
rise to a degenerate ground state manifold. It is also interesting to note that
the ground states are robust to local errors, consider the perturbed Hamil-
tonian, Hptc, as in Eq. 1.10, with the perturbed ground state given by ∣ψp⟩ ,
as in Eq. 1.11
∣ψp⟩ = ∣ψ⟩ +GHzp ∣ψ⟩ + (GHzp)2∣ψ⟩ + ... (1.11)




where ∣n⟩ denotes the excited states of Htc. The perturbative expansion
remains similar for all the ground states of the degenerate manifold, resulting
in perturbed states whose mixing with other degenerate ground states is
exponentially suppressed. This is due to the fact that mixing of the ground
states is only possible when perturbative terms of high orders, on the order
of the system size, are included in the expansion. These higher order terms
are capable of generating long strings which complete the non-trivial loop
thereby projecting into other degenerate ground states. Therefore, due to
the exponential suppression the ground manifold is robust and topological
order can be characterized in general as follows
⟨ψi∣L∣ψj⟩ = Cδij + εij (1.12)
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where ∣ψi⟩, ∣ψj⟩ are topologically ordered ground states, L is any local
operator with εij → 0 as system size, N →∞.
In other words, the above notion implies that the degenerate ground
states of a topologically ordered system cannot be mapped to one other via
local operators. Based on the above observation, the authors in [8, 9] have
introduced Topological Quantum Order (TQO) conditions that are to be
satisfied by a system exhibiting topological order. We motivate the TQO
conditions by considering the toric code model, while we note that these
conditions are defined in a more general setting in the above references and
we refer the interested readers to the above for a more complete treatment.
The TQO conditions are as follows
1. TQO-1 : For any local operator O,





Bp, with c0 being a complex number.
2. TQO-2 : Given two regions A, B on the lattice such that B is the
smallest region that includes A. Then the kernel of the reduced density





Bp and Ac represents the complement of A.
We refer the reader to the above cited references for a general proof on
the protection of spectral gap of a system satisfying the TQO conditions, in
the presence of a perturbation. In Ref. [10], the authors have presented the
proof for the gap protection in specific for the quantum double models which
we introduce in the next chapter.
1.2.2 Local Unitary Transformation
The pattern of entanglement, as in the superposition of closed loop config-
urations in the ground state of the toric code can be qualified by the depth
of the local unitary transformation connecting the above ground state to a
product state. To this extent, we define the notion of local unitary, finite
depth and then introduce the notion of long-range entanglement [11].
Definition 1.2.1. An unitary operator, U , defined on a Hilbert space of n
qubits, is said to be k-local, if it acts non-trivally on atmost k qubits.
Definition 1.2.2. The depth, d, of a quantum circuit is given by the number
of layers of non-overlapping local unitaries.
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Theorem 1.2.1. A state, ∣φ⟩, is said it to be long-range entangled if and
only if it cannot be mapped to a product state via local unitaries of constant
depth [11].
Intuitively, the ground state of the toric code cannot be mapped to a
product state via local unitaries of constant depth and hence is long-range
entangled. On comparing the entangled state to the product state by im-
posing constraints on the unitaries connecting these states, it is possible to
qualify the entanglement and therefore characterize topological order. We
conclude that all intrinsic topological ordered states are Long-Range En-
tangled (LRE). Though, we define intrinsic topological ordered states as
long-range entangled it is still difficult to quantify and detect such states, for
which we later introduce a definition based on error-correction statistics.
1.2.3 Topological Entanglement Entropy
One of the key characteristics of topological order is the constant sub-leading
term in the computation of entropy. Consider a region, A, with boundary of
length L and with the reduced density matrix of the region given by ρA. For
a long range entangled state the Von Neumann entropy given by SA, satisfies
an area law given by
SA = aL − γ (1.14)
where Stopo = −γ is termed as Topological Entanglement Entropy (TEE) and
is a signature of topological order. In a general setting, the above term can
be captured by computing [12]
Stopo = SA + SB + SC − SAB − SBC − SAC + SABC (1.15)
where SX denotes the entropy of region X, with A,B,C as in Fig. 1.4(a)
One other approach to compute the sub-leading constant term is by comput-
ing [13]
Stopo = SABC − SAC − SAB + SA (1.16)
with SX as defined above and with A,B,C as in Fig. 1.4(b). It is also sig-
nificant to note that the topological entanglement entropy is related to the
quantum dimensions of the quasi-particle excitations of the topologically or-
dered state, i.e.,
γ = log(D),where D =
√
∑d2i (1.17)
with di denoting the quantum dimension of the quasi-particle of the ith type.
For the case of toric code, the quantum dimension of the four abelian anyons
is equal to 1, therefore for the case of the toric code TEE, γ = log 2. We note
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Figure 1.4: Schemes used to extract Stopo.
that, though the above proposed schemes capture TEE in the thermodynamic
limit, while for a finite system size these extraction schemes suffer from finite-
size corrections. As an alternative, to effectively extract TEE, the authors of
Ref. [14] have proposed a method which involves computing the entropy of a
cylindrical region obtained by slicing the torus, thereby avoiding the corners
which are inevitable in the above proposed schemes. We extend the above
method to the case of open boundaries in Chap. 3.
1.2.4 Modular matrices
Modular-S and T matrices capture the mutual and self statistics of the quasi-
particles excitations of a topologically ordered phase. The mutual statistics
refer to exchange of excitations which in (2+1)D results in braiding, implying
that the S and T matrices capture the braiding rules which can be further
used to derive the fusion rules, as detailed in the Appendix. A. As each
distinct topological ordered phase is characterized by unique quasi-particles
excitations it is conjectured that modular-S and T matrices are central to
the classification of intrinsic topological order [6]. These modular matrices
are not only effective in detecting the topological to trivial phase transi-
tions [15, 16, 17], but also are effective in distinguishing between different
topological phases exhibiting the same topological order, for instance toric
code and double semion topological phases as in Ref. [18]. The central theme
in constructing modular matrices given the degenerate ground state mani-
fold is the notion of Minimal Entangled States or Minimal Entropy States
(MESs). MESs are states which minimize the entanglement entropy of a
non-trivial region, for instance: cylinder on a torus. Further, in Ref. [15],
the authors have established that these as eigenstates of the non-trivial loop
operators which translate between different degenerate ground states. The
unitary transformations between different MESs are related to the modu-
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lar matrices, as these modular matrices are also known to connect different
ground states as noted in Eq. 1.9. We discuss the algorithm used for extract-
ing modular matrices, given a Hamiltonian in Chap. 3. In a more general
context, modular matrices are defined in the context of Topological Quan-
tum Field Theories (TQFT’s). A (2+1)D TQFT assigns a Hilbert space to
a 2D orientable surface, such that the Hilbert space remains invariant with
respect to the deformations of the underlying topology. The Hilbert space
encodes the information of the ground state manifold of some Hamiltonian,
for instance the toric code Hamiltonian. The modular transformations are
defined as linear transformations on the above introduced Hilbert space that
preserve the ground state manifold. We note that the above discussion on
TQFT’s lacks mathematical rigor and we refer the interested reader to the
following references [19, 20, 7, 21].
1.2.5 Origins of topological order and topological
order of other kinds
In this section, we present a brief overview on the origins of topological
order, while ending the section with the introduction of Symmetry Protected
Topological (SPT) order. The topological order introduced in the earlier
sections via the toric model is generally referred to as intrinsic topological
order and the notions defined previously in the current section hold in the
case of intrinsic topological order. We note that this section is heavily derived
from the Refs. [6, 11].
We begin by introducing the Fractional Quantum Hall (FQH) state. Mo-
tivated by the idea to realize a electron crystal, experiments were setup where
a 2D electron gas was subjected to high magnetic field at very low tempera-
tures. Though, they failed to observe a electron crystal, instead they found
a quantum liquid with strong interactions, this strongly correlated electron
state was termed as a FQH state. FQH states are characterized by filling
fraction, ν, which is given by the ratio of density of electrons to the applied
magnetic field. The striking feature of the FQH states is that the filling
fractions are given by exact rational numbers, which leads to precise compu-
tation of Hall resistance given by ν−1 he2 , which has applications in quantum
metrology. Different filling fractions correspond to distinct FQH states and
therefore, the map of one to the other involves a phase transition [22]. With
all the FQH states having the same symmetry properties, these phase tran-
sitions are not signaled by broken symmetries and therefore these phases are
classified as phases beyond the Landau symmetry breaking principle.
FQH states being quantum liquids hints at the possibility that the elec-
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trons might have arranged themselves in a pattern. This can be further
established by observing that (a) every electron has a quantized cyclotron
motion due to the magnetic field (b) every electron takes quantized steps
around another and (c) they tend to stay away from each other due to the
Coulombic repulsion [6]. Due to these local patterns there emerges a global
pattern or global order which is termed as intrinsic topological order. The
global pattern of quantum fluctuations corresponds to a pattern of entangle-
ment that is long ranged entangled [23], the precise definition of which we
have introduced in the earlier section.
Prior to the discovery of FQH states, Integer Quantum Hall (IQH) states
were discovered, states whose filling fraction results in an integer instead of a
fraction as in the FQH states. As in the FQH case, IQH states are beyond the
Landau symmetry principle as a phase transition between two distinct IQH
states characterized by distinct filling fractions does not involve any broken
symmetries. The distinction between the FQH and IQH states is that in
the latter the Hall resistance is connected to a topological invariant known
as the Chern number [24, 22]. The more striking difference is that these
topological invariants are tied to some symmetry, in case of the IQH, this is
the time reversal symmetry. That is, the existence of the topological invariant
is in one-to-one correspondence of the underlying symmetry of the system,
if the symmetry is broken the topological invariant ceases to exist leading
to topological triviality. These phases are thus referred to as Symmetry
Protected Topological (SPT) phases.In addition to IQH states, band and
topological insulators exhibit SPT order [11]. One other significant difference
between the SPT phases and phases exhibiting intrinsic topological order is
that though both are gapped phases, the ground state degeneracy in the
former is fixed irrespective of the underlying topology on which they are
defined while in the latter the ground state degeneracy is a property of the
underlying manifold [24]. SPT phases are short-range entangled, that is
these phases can be mapped to a product state using local unitaries of finite
depth with the local unitaries essentially breaking the symmetry unlike the
long range entangled states which cannot be mapped to a product state
using local unitaries of finite depth. On the classification front, bosonic SPT
phases are classified by group cohomology theory while tensor categories are
effective in classification of intrinsic topological order.
1.3 Topological Quantum Computation
From the classification paradigm we shift to the application side of topolog-
ical phases of matter. Topological quantum computing [25, 26, 27, 28, 29,
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30, 31, 32] deals with the storage and manipulation of quantum memories
using properties which are intrinsic to topological phases. The ground state
manifold being degenerate can be effectively used to encode logical qubits,
with the braiding of non-abelian anyons resulting in a unitary which can be
used to manipulate the stored memories. In a general setting, the scheme
involves the following: we encode the logical qubits in the degenerate groud
state manifold, we generate non-abelian anyons from vacuum, braid them
around to realize the required unitary finally fusing them back to vacuum as
in Fig. 1.5. The most striking features of the above scheme include robustness
of logical qubits to local errors and the braiding is path independent, paths
that are homotopically equivalent can be traced by the anyons to realize the
unitary, with no additional energy cost for the moving of the anyons as they
are deconfined.
Figure 1.5: Schematic representing the braiding of non-abelian anyons.
The scheme of topological quantum computer involves encoding the logical
qubit in the ground state manifold. To perform an unitary operation on the
logical qubit, we create a sea of non-abelian anyons, braid them and finally
annihilate them.
We present the above ideas using Kitaev toric code and Kitaev 1D wire.
For the toric code model, as introduced earlier the ground state manifold
is fourfold degenerate which supports two qubits. Conventionally, though
toric code does not support non-abelian anyons, it is possible to create twist
defects [33] which give rise to non-abelian Ising anyons. From a practical
point of view, the periodic boundaries which give rise to degenerate manifold
might not be suitable for an experimental setup, this can be circumvented
by considering toric code on a surface with punctured holes [34]. There-
fore, a punctured surface code with twist defects is a suitable candidate for
topological quantum computation.
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The other example we consider is the Kitaev 1D wire [35], which is an
SPT phase similar to the one introduced later in Chap. 7. By expressing 1D
chain in terms of coupled Majorana fermionic operators and further chang-
ing the strength on their intra-site coupling gives rise to unbounded zero
edge modes. Due to the half-filling constraint, each pair of uncoupled Ma-
jorana fermions give rise to a qubit. By further varying the parameters of
the Hamiltonian of a generalized 1D Kitaev chain (specifically the chemical
potential) it is possible to create multiple unbounded Majorana pairs and
therefore encode multiple qubits. These qubits are protected against local
perturbation as the quantum memory is encoded in the fermion parity which
are highly non-local. The Majorana fermions are non-abelian in nature with
their exchange statistics resulting in a unitary. In a more general context, we
note that it is possible to approximate any arbitrary unitary gate by braid-
ing of non-abelian anyons, for instance using Fibonacci non-abelian anyons,
further implying that non-abelian anyons are perfect platforms in realizing a




Quantum Double Models and
their Boundaries
In this section, we introduce the Kitaev quantum double models [5, 29, 7, 37]
which are a generalization of the toric code model introduced earlier. We
introduce these models on a directed graph tiled on a general manifold with
periodic boundary conditions, later introducing the notion of open bound-
ary conditions [38, 39, 40, 41, 42, 43, 44, 45, 46]. We outline a procedure
to identify the distinct anyon types (also referred to as excitation/super-
selection sectors) given the group which characterizes the quantum double.
Further, we introduce the notion of open boundaries with respect to the
group that defines the bulk, thereby introducing the notion of anyon conden-
sation [40, 47, 48]. Finally, we conclude by re-casting the toric code model
as the quantum double of the Z2 group, while also presenting the different
boundary conditions of the same. We note that these class of models can
be further generalized by twisted quantum doubles where the gauging is fur-
ther scaled by a scalar (3-cocycle) [49]. The above models can further be
generalized by the Levin-Wen string nets [50] which are obtained by the cat-
egorification of the quantum doubles. We also note that this section largely
follows the discussion as in Refs. [5, 29, 7].
2.1 Quantum Double Models
We begin by considering a directed graph, D, with vertices v, directed edges,
e, and faces, f , as in Fig. 2.1 along with a group, G, of order n. To each
directed edge of the above graph we attach a qudit with a Hilbert space
dimension of ∣G∣ and identify it by the group element ∣g⟩, where g ∈ G. We
define a site, s, as a pair of vertex, v and face, p, s = (v, p).
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Figure 2.1: Directed graph, D, with vertices, v, directed edges, e and faces,
f .
As in Ref. [5], we define the operators Lg+, L
g
−, T h+ , T h− acting on the spins
of the edges as in Eq. 2.1, where g, h ∈ G.
Lg+∣α⟩ = ∣gα⟩
Lg−∣α⟩ = ∣αg−1⟩
T h+ ∣α⟩ = δh,α∣α⟩
T h− ∣α⟩ = δh−1,α∣α⟩
(2.1)
We define the operator Lg(j, s) = Lg±(j), if the oriented edge is pointed to-
wards v we define Lg(j, s) = Lg−(j) and if it pointed away we define Lg(j, s) =
Lg+(j) with Lg±(j) defined as the operator L± acting on the spin-j attached
to the edge. We now define the operators Ags as in Eq. 2.2, Fig. 2.2 where




To define the Bhs operators, we fix a direction either clockwise or anti-
clockwise, here we set it to clockwise, for the face p of the site s and define
T h(j, s) = T h± (j). If the directed edge is in the above fixed direction, we
define T h(j, s) = T g+(j) else we define T h(j, s) = T g−(j). We define the Bhs





T kj(j, s) (2.3)
where k is the collection of all combinations such that the product of the
elements in each combination is equal to h.
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Figure 2.2: Definition of the Ags operator.
Figure 2.3: Definition of the Bhs operator.
We note that there exists an isomorphism between the algebra of the
operators at site s and the quantum doubleD(G) [40] and hence these models








where e is the identity of the group G. We note that the above operators
are Hermitian which can be established using the properties of the quantum
double D(G) [40]. Using all the above ingredients, we construct the general
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We note that the operators Av and Bf commute (using Eqs. 2.2, 2.3),
and the ground state, ∣ψqd⟩ is a simultaneous ground state of all the local
operators
Av ∣ψqd⟩ = ∣ψqd⟩ Bf ∣ψqd⟩ = ∣ψqd⟩ ∀v, f (2.6)
The excitations in the system are given by the violation of the Av, Bp
operators and are identified at the center of the vertices and faces respectively.
The operators which generate these excitations are known as ribbon operators
and these generate excitations in pairs [5]. The distinct anyon types are given
by the irreducible representations of the quantum double, D(G), which are
in one-to-one correspondence with the irreducible representations (irreps) of
the centralizers1 of the conjugacy classes2 of the group G. We also comment
that the abelian/non-abelian nature of the group G is reflected in the anyons
being abelian/non-abelian which we have defined earlier. Given that the
anyons are given by irreps as above, it is straight forward to compute the
S-matrix from which it is possible to compute the fusion rules using the
Verlinde formula, see Appendix. A for details.
2.2 Boundaries of the Quantum Double
In this section, we extend the above analysis to various open boundary sce-
narios, where an open boundary is defined as the interface between the quan-
tum double exhibiting topological order and vacuum, later we also introduce
cases where we discuss interfaces between two quantum doubles. The follow-
ing sub-sections are heavily derived from Ref. [40].
2.2.1 Boundaries between quantum double and
vacuum
In the earlier section, we introduced the quantum double model on general
directed graph, here, for the sake of clarity we consider a square lattice with
an interface as in Fig. 2.4, the discussion can be easily extended to any general
directed graph.
1Given a group G, the centralizer of a subset S ⊂ G is given by C(S) = {g ∈ G∣gs =
sg∀s ∈ S}
2Given a group G, with a ∈ G, conjugacy class of a, ā, is given by ā = {gag−1∣g ∈ G}
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As above, the directed edges of the graph in the bulk are labeled by the
elements of the group G, used to construct the quantum double D(G). The
edges on the interface are decorated by the elements of the subgroup, K ⊆ G,
therefore defining the open boundary. That is given a quantum double,
D(G), the possible boundaries are classified by distinct subgroups K ⊆ G.
Due to the introduction of the open boundary, the Av, Bp operators of the
Kitaev Hamiltonian, as in Eq. 2.5, have to be modified to accommodate the









where Akv , Bkp are defined as before as in Eqs. 2.2, 2.3. For the sake of brevity




Figure 2.4: Definition of Akvb,B
k
pb at boundary site s = (vb, pb), the slant
region indicating the vacuum on the right side of the interface, with the left
bulk given by the quantum double, D(G). Akvb∣α1, α2, α3⟩ = ∣kα1, kα2, kα3⟩,
Bkpb∣α3⟩ = δk,α3 ∣α3⟩.











where B denotes the bulk and B′ denotes the boundary.
Anyon Condensation
In this section, we study the behavior of the anyons at a given boundary.
Given a particular boundary, a particular excitation can either condense
or non-condense, that is in the former the excitation gets identified at the
vacuum while in the latter the excitation is retained at the boundary. The
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excitations are given by some irreps as defined above and we further define
a irrep with respect to a given boundary. The (non)-condensing nature of
an excitation is given by the (negative) positive sign of the inner product of
the characters of the above irreps. We leave the details to Ref. [40] while
reproducing the main results in the Appendix. A.
2.2.2 Generalized boundaries conditions
Generalized boundaries between quantum double and vacuum:
In the previous section, we introduced the boundary interfaces as being dec-
orated by the elements of the subgroup, K ⊆ G. This boundary condition
can further be generalized to include other boundaries by considering the
subgroup K along with non-trivial 2-cocycle of K. We define a 2-cocycle of
K as follows
Definition 2.2.1. Let φ ∶ K × K → C be a function such that for every
k, l,m ∈K we have
φ(kl,m)φ(k, l) = φ(k, lm)φ(l,m). (2.9)
then φ is called a 2-cocycle of K.
With the introduction of 2-cocycle, we further modify the Akv operator as











Figure 2.5: Modified definition of Akv0 at boundary site s = (v0, p0) scaled by
the 2-cocycle, φ.
Two 2-cocycles φ and φ′ are said to be equivalent if there exists an arbi-
trary function α ∶K → C such that
φ′(k, l) = α(kl)−1α(k)α(l)φ(k, l)
where k, l ∈ K. We denote the set of equivalent 2-cocycles by H2(K,C). To
summarize, given a quantum double, D(G), the boundaries between D(G)
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and vacuum are characterized by subgroup, K of G along with the non-trivial
2-cocycles H2(K,C) whose Hamiltonian is given by Eq. 2.8 with AKv opera-
tors being modified as above to include the scaling due to the 2-cocycle. The
excitations in the bulk are still given by the irreps as introduced earlier, with
the irrep with respect to the given boundary now including the information
of the 2-cocycle and therefore the condensation of a particular excitation is
given by inner product of the characters of the irreps, as defined earlier, for
more details see Appendix. A
Generalized domain walls:
In this section, we extend and generalize the above introduced boundary
conditions between a quantum double and vacuum to define an interface
between two quantum doubles. Consider a boundary interface as in Fig. 2.4
separating the quantum double D(G1) on the left and the vacuum on the
right is now replaced by a quantum double, say D(G2). The above interface,
also known as a domain wall, is characterized by the subgroup, U ⊆ G1 ×G2
along with a 2-cocycle, ϕ ∈ H2(U,C). That is the domain walls can be
perceived as the boundaries between the lattice decorated by the quantum
double D(G1 ×G2) and vacuum. Following the earlier recipe, the excitations
are given by the irreps of the product double, i.e., the excitations are given
by the product of the individual excitations and the condensation rules are
obtained by inner product between the characters associated to the product
double and the boundary. The condensation properties of the folded quantum
double can also be perceived as the tunneling of excitations through the
double wall in the unfolded equivalent. For example, let us denote one of the
excitations of D(G1) and D(G2) by Al and Br respectively. The excitation
of the product double is given by AlBr and using the condensation rules
let us assume that the above composite excitation condenses on the interface
between the product double and vacuum, that is in the folded version AlBr is
identified as 1 on the boundary. In the unfolded version, this can be perceived
as Al being identified as Br as it passes through the domain wall.
2.3 Quantum Double, D(Z2): Toric code
model
In this section, we realize the earlier introduced toric code model reformulated
as D(Z2) quantum double model. We consider a square grid graph, i.e., a
square lattice, tiled on a torus realizing periodic boundary conditions, with
a spin-1/2 attached to each edge decorated by a group element, ∣g⟩, where
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g ∈ Z+2 (the group of integers under addition modulo 2). With the order of the
group being 2 and also the group being abelian leaves the orientation of the
edges irrelevant, allowing us to choose undirected edges for the underlying
graph. We proceed to define the Hamiltonian on the above decorated graph,
to this extent we note that the Lg(j, s) operator introduced earlier reduces



















where k is the collection of four tuple (g1, g2, g3, g4) such that their sum is
equal to identity, 0, of the group Z2 with Pj being projector onto ∣j⟩, where
j = 0,1. For instance, (1, 0, 1, 0) is a valid tuple contributing to the sum
with the product given by P1P0P1P0 where P0 = 1+σz2 , P1 =
1−σz
2 . Therefore,







Therefore, we retrieve the toric code Hamiltonian, as in Eq. 1.2, by sub-
stituting the above Av, Bp operators into Eq. 2.5. The excitations of D(Z2
are characterized by the irreps, π, of the centralizers of the conjugacy class,
ā, of Z2, denoted by the pair (ā, π). The conjugacy classes of Z2 are given
by {0̄, 1̄} whose centralizers form a Z2 group. The character table of Z2 has
a two irreps: one trivial and the other non-trivial denoted by π1 and π2,
therefore the excitations in the D(Z2) are given by (0̄, π1), (0̄, π2) , (1̄, π1),
(1̄, π2) which map to the vacuum, Av violations (e), Bp violations (m) and
the fusion of Av, Bp violations (f). The fusion rules can be computed using
the Verlinde formula using the entries of S-matrix indexed by the irreps, as
in Appendix. A.
Having retrieved the main ingredients of the toric code model we intro-
duce various boundaries of the toric code model. Here, we consider the inter-
faces between D(Z2)-vacuum and the domain walls between D(Z2)-D(Z2).
To facilitate the construction of the open boundaries we consider either a
cylinder or a planar surface tiled by a square lattice with undirected edges.
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2.3.1 Boundary I: Interface between D(Z2) and
vacuum
The boundaries are characterized by the subgroup, K ⊆ Z2 along with a
2-cocycle, φ ∈ H2(K,C). The 2-cocycles of the subgroups of Z2 are trivial
and therefore the interface is decorated with elements of the subgroup, K =
{0, Z2} giving rise to the following boundary conditions
• K = {0}, Identity as boundary
• K = Z2, Group as boundary
For the cylinder geometry/planar geometry we can decorate the boundaries
with a mixture of the above boundary conditions and this leads us to mixed
boundary conditions. For the rest of the analysis, we consider a cylinder ge-
ometry with open boundaries on the either end tiled by a square lattice
decorated with Z2 in the bulk, this could be easily be extended to pla-
nar surfaces which sport no periodicity, leading to the well known surface
codes [51, 52, 34].
(a) (b) (c)
Figure 2.6: Identical boundary conditions on the cylinder (a) Identity as
boundary on both ends with no boundary spins (b) Identity as boundary
case with additional spins on the boundary projected onto identity, ∣0⟩ (c)
Group as boundary case decorated with elements of Z2.
K = Z2, Group as boundary:
We decorate either of the open boundary edges with elements from the sub-
group K = Z2 as in Fig. 2.6(c). The Av, Bp operators in the bulk are as in
Eq. 2.10, 2.12 respectively, while at the boundary AKv , as in Eq. 2.7 at the
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boundary reduces to Av as in Eq. 2.10 given by ∏σx where the product runs
over the three edges attached to the boundary vertex. The BKp operator at
the boundary reduces to identity as it is decorated by elements of Z2. There-
fore, substituting the above operators in Eq. 2.8 we have the Hamiltonian,


























By comparing the character of the irrep of the excitations, χ(ā,π) to the
character of the irrep associated with the boundary, χ(A(K),π), we arrive
at the conclusion that the irrep given by χ(0̄,π1), χ(1̄,π1) condenses on the
boundary, that is, Bp violations (m-excitations) condense on the boundary
while Av violations (e-excitations) are retained at the boundary. In other
words, the m-violations are identified with the vacuum, therefore termed as
condensing excitations, while the e-violations are retained at the boundary,
therefore termed as non-condensing excitations. This is also easy to perceive
from the lattice structure as Av violations are still possible at the boundary
due to absence of the gauge constraints on the boundary spins while the Bp
violations can no longer be generated in pairs by the action of σx on the
boundary spins. The boundary can also be denoted by the direct sum of
excitations that condense on it and is given by the label 1⊕m.
K = {0}, Identity as boundary:
We decorate either of the open boundary edges with elements of the subgroup
K = {0} as in Fig. 2.6(b). As earlier, the Hamiltonian in the bulk is given
by Av and Bp operators as in Eq. 2.10, 2.12 respectively. The AKv at the
boundary reduces to 1 on every edge, due to Eq. 2.7 while the Bp operator








where the dots (●) represent the spins in the bulk while the product (⊗)
represent the spin on the boundary. The BKp operator at the boundary
reduces to the projector, P0 = 1+σz2 . Therefore, the Hamiltonian, Hid with
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where B denotes the bulk vertices and faces which do not share an edge
with the boundary interface while B′ denotes the boundary vertices and bulk
faces which share an edge with the boundary, with B′′ denoting the edges on
the boundary. Ignoring the projected spins on the boundary, as in Fig. 2.6(a)
retains all the properties of the above Hamiltonian, Eq. 2.14, and therefore
























The B′f operator is a three body σz operator acting on the face adjacent to
the boundary, as in Fig. 2.6(a).
As established earlier and in the appendix A, we compare the characters
of the irreps associated with the excitations and of the boundary to gain
an insight into the condensation properties associated with the particular
boundary. In this case, we note that the Av violations (e-excitations) con-
dense on the boundary, while the Bp violations are retained. Intuitively, from
Fig. 2.6(a) due to the absence of edges (gauge constrained, if present, as in
Fig. 2.6(b)) there are no Bp violations that can be condensed at the boundary
as well there are no vertices that can be violated along the boundary inter-
face. Therefore, the identity as boundary denoted by 1⊕ e has Av violations
condensing on the boundary with the Bp violations being retained.
We note that identity (group) as boundary are referred to as rough
(smooth) boundaries in literature [53]. We also note that it is possible to
formulate a Hamiltonian with different boundary conditions on either open
boundaries of the cylinder leading to a mixed boundary scenario, the details
of which, we leave to a later chapter.
2.3.2 Boundary II: Interface between D(Z2) and D(Z2)
Having analyzed the interfaces between D(Z2) and vacuum we extend the
boundary analysis to interfaces, termed as domain walls between two D(Z2)
quantum doubles. To this extent, we consider the boundaries of the folded
product double of D(Z2 × Z2) and vacuum. The boundaries are therefore
characterized by the subgroups, K ⊆ Z2 × Z2 along with the 2-cocycles,
ϕ ∈ H2(K,C). To differentiate between the quantum doubles on either side
of the interface, we decorate the graph on the left with Z+2 group under ad-
dition modulo 2 and the right with Z×2 group under multiplication modulo
2. The elements of the group Z+2 are given by {0+,1+} while Z×2 are given by
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{1×,−1×}. We summarize the different possible interfaces along with the ex-
citations that condense on the boundary in the following table and in Fig. 2.7
Boundaries (K,ϕ) Condensate on the boundary
K = {(0+,1×)} 1, el, er, eler
K = {(0+,1×), (0+,−1×)} 1, el,mr, elmr
K = {(0+,1×), (1+,1×)} 1, er,ml,mler
K = {(0+,1×), (1+,−1×)} 1, eler,mlmr, flfr
K = Z+2 ×Z×2 , Trivial ϕ 1,ml,mr,mlmr
K = Z+2 ×Z×2 , Non-trivial ϕ 1, elmr,mler, flfr
where el, er denote the Av violations (e-excitations) on the left and right
side of the domain wall.
(a) (b)
Figure 2.7: (a) Folded version of the product double D(Z+2 ) ×Z×2 ) with the
boundary decorated by some subgroup, K ⊆ Z+2 × Z×2 . (b) Unfolded version
of (a).
We note that in the above table the subgroups of order 2, ∣K ∣ = 2, are
isomorphic to Z2 and hence the 2-cocycle is always trivial. The composite
condensates, for example elmr can be can be perceived as el being mapped to
mr as it passes through the domain wall. In this context, the interface when
decorated with the elements of the subgroup K = {(0+,1×), (1+,−1×)} leads
to the condensates 1, eler,mlmr, flfr implying that in the unfolded version
the excitation type remains unchanged as it passes through the domain wall.
In the case of K = Z+2 × Z×2 along with non-trivial 2-cocycle, the Av(Bp)
violations on left get mapped to Bp (Av) violations on the right (el,r ←→ml,r).
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2.3.3 Summary
To summarize, we introduced the quantum double model, D(G), on a general
directed graph tiled on a general periodic manifold. We then introduced the
notion of open boundaries which are chacaterized by the subgroup, K ⊆ G,
along with a 2-cocycle, ϕ ∈ H2(K,C). Having defined the quantum double
in a general setting, we retrieve the details of the toric code by casting it
as a quantum double of Z2. We then analyzed various boundary interfaces
between the toric code and vacuum, further extending the notion of bound-
aries to define domain walls between two toric code quantum doubles. We
summarize various boundary conditions introduced for the case of D(Z2) as
in Fig. 2.8 as discussed in Ref. [53].
Figure 2.8: Various boundary conditions of the D(Z2) toric code as in
Ref. [53]. Smooth boundary is denoted by red line on the top, rough boundary
is denoted by dashed green line on the left, domain wall is denoted by the
dashed orange line. There is an additional stabilizer denoted by the blue
circle that gives rise to defects of codimension 2 as defined in the above
reference.
By comparing the characters of the irreps associated with the excitations
and the physical boundary, we have gained insight on whether an excitation
condenses or is retained at the boundary, thereby introducing the notion of
anyon condenstion. Boundaries can also be classified by the anyons that
condense on them and thus anyon condensation plays a significant role in
understanding of the open boundaries. The notion of anyon condensation
and thereby the notion of open boundaries has also been studied in the
context of twisted quantum doubles [54], Levin-Wen string net models [53]
and also in fractal phases [55] which are beyond the description of formal
field theory framework used to classify intrinsic topological order. In the rest
of the work, we mainly deal with the different variants of the smooth, rough,
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Robustness of intrinsic topological




Robustness of topological phases
with open boundaries
Robustness of topological order has gathered significance in the recent past
in the fields of condensed matter physics and quantum information science.
In the former, the focus has been to gain interest into new phases of mat-
ter which are beyond the Landau symmetry breaking paradigm, while in
the latter the focus has been to realize robust quantum memories. While
periodic boundary scenarios in the presence of external perturbation have
been explored before as in Refs. [56, 57, 58, 59, 60, 61], the notion of the
same for open boundaries remains unexplored. Open boundary scenarios are
of significant value both from a theoretical perspective as they exhibit ex-
otic phenomenon such as anyon condensation while on the experimental side
[62, 52, 63] open boundaries are easier to realize.
In this part we study the robustness of intrinsic topological order with
respect to the ground states of various perturbed toric code Hamiltonians.
In this chapter, we consider the toric code Hamiltonian on a cylinder with
identical open boundaries on either end in the presence of external pertur-
bation, as in Fig. 3.1. The external perturbation drives the topologically
ordered phase to a topologically trivial phase resulting in a quantum phase
transition. In the following chapter, we discuss phase transitions induced due
to the change in the underlying boundary conditions, resulting in a quantum
phase transition between distinct topological phases. In order to create a
distinction between the above two notions, in the remaining of the work we
term the latter as topological phase transitions. We also note that in the re-
maining of the work, in order to effectively capture the boundary effects we
consider the toric code on a cylindrical geometry whose radius, R, diverges,
with its length L remaining finite as we approach the thermodynamic limit
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Figure 3.1: Toric code with open boundaries (a) on a cylinder with length
L and radius R. (a) Toric code with identity as boundary. (b) Toric code
with group as boundary
as in Fig. 3.1.
3.1 Perturbation in the presence of boundaries
We consider the case of open boundary conditions being perturbed by var-
ious magnetic fields given by ∑i σiz, ∑i σix. We analyze the robustness of
topological order when either one of the above perturbations is turned on at
a given time. In the following, we introduce the exact Hamiltonians and the
Ising mapped versions which help us gain insight into the nature of phase
transitions.
3.1.1 Exact Hamiltonians and Ising Hamiltonians
The perturbed Hamiltonians in the physical spin picture, which we refer to
as exact Hamiltonians, can be summarized as follows
Hgrpx(idpx) =Hgr(id) − hx∑
i
σix




where Hgr, Hid are given by Eq. 2.13 and Eq. 2.16 respectively.
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Group as boundary, K = Z2, with ∑i σix as perturbation
The Hamiltonian is given by Hgrpx, Eq. 3.1, and as introduced earlier, in the
group as boundary case, the Bp violations condense on the boundary. The
perturbation, ∑i σix leaves the Av space invariant while anti-commutes with
the Bp operator, which results in the following relations
[Hp,Av] = 0,∀v ∈ bulk,
[Hp,Av′ ] = 0,∀v
′ ∈ boundary,
[Hp,Bp] ≠ 0
We shift to the Bp excitation subspace and identify the center of each











The above equation is motivated by the fact that the perturbation gen-
erates Bp excitations in pairs in the bulk, resulting in the nearest neighbor
Ising interaction, while at the boundary, due to the condensation the excita-
tions can exist independently, resulting in the additional term hx ∑
p′∈boundary
µxp′ ,
which breaks the Z2 symmetry of the transverse field Ising model. The fol-
lowing summarizes the above map between the physical spins and the Ising



















q − hx ∑
p′∈boundary
µxp′
Similarly for identity as boundary when perturbed with ∑i σiz results in
a condensing scenario. The perturbation leaves the Bp sector invariant and
anti-commutes with theAv operator, therefore we shift to the excitation space
of Av with the excitations being identified at vertices with a Ising spin-1/2.
To summarize, group (identity) as boundary when perturbed with ∑i σix(z)
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Group as boundary, K = Z2, with ∑i σiz as perturbation
The Hamiltonian is given by Hgrpz, as in Eq. 3.1. The perturbation, ∑i σiz
leaves the Bp space invariant while anti-commutes with the Av operator,
which results in the following relations
[Hp,Bp] = 0,∀p,
[Hp,Av] ≠ 0,∀v ∈ bulk,
[Hp,Av′ ] ≠ 0,∀v
′ ∈ boundary,
We shift to the Av excitation subspace and identify the center of each











The above equation is motivated by the fact that the perturbation gen-
erates Av excitations in pairs in the bulk, resulting in the nearest neighbor
Ising interaction, while at the boundary, as the excitations are contained and
the nearest neighbor Ising interaction is retained. There is no support for
isolated excitations at the boundary and the Z2 symmetry of the Ising model
is preserved. The following summarizes the above map between the physical






















Similarly, for identity as boundary case with ∑i σix as the perturbation
results in a non-condensing scenario, where we move to the excitation space
of Bp and identify the violations by a spin-1/2 sitting at the center of the
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face. To summarize, group (identity) as boundary under ∑i σiz(x) map to









We validate the above results by using the Controlled-NOT mechanism
as introduced in Ref. [64], which we summarize in Appendix. B. The CNOT
map in the current context, is similar to the case of periodic boundaries,
where, in addition to the nearest neighbor Ising interactions it introduces
a vacancy and topological spin (associated to the non-trivial loops which
project into different ground states as in Ref. [65]). In the case of group as
boundary under ∑i σix perturbation, as in Eq. 3.1, the CNOT-map gives rise
to additional terms given by −h∑p′,q′ µxp′ ⊗ Lx ⊗ µxq′ , where p′, q′ are Ising
spins on either side of the boundary with Lx given by Lx = ∏j∈L σ
j
x with L
being the shorter width of the cylinder, in addition to the vacancy. While
in the thermodynamic limit, the contribution of these terms in capturing
the criticality remains negligible, though, from a qualitative viewpoint they
provide critical insights into the robustness of topological order.
3.2 Characterizing the phase transition
In the previous section, we mapped the perturbed Hamiltonian in the physical
spin basis to an effective Ising model in the excitation basis. To gain a better
understanding of the phase transition we study the behavior of magnetiza-
tion, which acts as a local order parameter with respect to the perturbation
strength, h.
3.2.1 Non Condensing case
We consider the Hnci Hamiltonian, as in Eq. 3.5, at different perturbation
strength. In the limit of hp → 0 we have a paramagnet while in the other
limit of hp →∞ we have a ferromagnet. From the above we also infer that the
topologically ordered phase of the exact model gets mapped to the paramag-
net in the excitation basis while the topologically trivial phase gets mapped
to the ferromagnet. To capture the phase transition we compute the absolute
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Figure 3.2: Susceptibility of the Ising model equivalent to the (Top) non-
condensing case (Bottom) condensing case
where N is the total number of spins.
From Fig. 3.2, we note that the susceptibility curve diverges indicating
the presence of a quantum phase transition. To precisely capture the critical
strength we perform finite size scaling analysis whose expression is given by,
as in Ref. [66]
m = N−β/ν f̃ ([h − hc]N1/ν) , (3.7)
where hc is the critical strength, m is the magnetization, N is the system
size, ν, β are the critical exponents, f̃ is a scaling function chosen as a degree
6 polynomial. Herem, g, N are known and hence we fit the data to determine
the coefficients of the polynomial, m̃ and gc. From the fit, we note that the
critical strength is given by hc = 0.453(1) and the critical exponents are given
by, β = 0.100(7), ν=1.13(1) which are in good agreement with the critical
exponents of the 2D Ising universality class (β=0.125, ν=1) [67].
We note that the topological order in the non-condensing scenario is more
robust in comparison to perturbed toric code on periodic boundaries where
the critical strength is given by hperiodicc =0.328 [61]. This can be attributed
to the fact that quantum fluctuations in the quasi-1D geometry play a sig-
nificant role in comparison to the 2D case, as the disordered phase of the
Ising transition corresponds to the topologically ordered phase and vice-
versa. Therefore, cylinderical geometries are more viable avenues to store
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quantum memories, though a single qubit less in comparison to two qubits
in the case of a torus.
3.2.2 Condensing case
The Hamiltonian for the condensing case is given by Hci as in Eq. 3.4. As
described earlier, the Z2 symmetry of the conventional transverse field Ising
Hamiltonian is broken as soon as the perturbation is turned on, this is due
to the condensation properties of the excitations at the boundary. That is,
with the introduction of the perturbation localized excitations appear at the
boundary, with the break in symmetry hinting at the fact that the condensing
scenarios do not give rise to robust topological phases. We further confirm
the above picture by analyzing the topological coupling term obtained via
the CNOT map, see Appendix. B. The effective Ising Hamiltonian including












µxp ⊗Lx ⊗ µxq).
(3.8)
By performing a mean-field decoupling on the topological coupling term, we
obtain hp ⟨µxp⟩ ⟨µxq ⟩Lx. In the condensing scenario, as soon as the pertur-
bation is turned on, the expectation value is non-zero thereby lifting the
topological degeneracy resulting in a topologically trivial phase. In the non-
condensing scenario, the expectation value is zero for h < hc thereby the
ground state degeneracy remains intact and the phase is topologically or-
dered, in the case of h > hc, the expectation value is again zero due to the
ferromagnetic interactions and the phase is topologically trivial. Therefore,
though in the thermodynamic limit the contribution of these terms is quanti-
tatively negligible, from a qualitative perspective these Ising mapped models
provide deep insight into the robustness of topological order.
Having analytically established the fact that topological phases are not
robust in condensing scenarios, we turn to numerical analysis to consolidate
the above picture. As in the non-condensing case, we compute the suscep-
tibility as a function of the perturbation strength and observe that there is
no divergence with increase in the system size, as in Fig. 3.2. Therefore, we
revert back to the original model and study various numerical signatures of
topological order. Given that we have already characterized the phase tran-
sition in the non-condensing scenario, allows us to not only benchmark our
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numerics but also verify the above established analysis with respect to the
condensing scenario.
3.3 A Closer look at the Condensing case
In this section, we verify the already established analysis for the condensing
scenarios by examining the following signatures which encode the notion of
topological order
1. Breaking of the ground state degeneracy
2. Topological Entanglement Entropy
3. Minimal Entangled States (Two minima in topologically ordered phase
to one in trivial phase)
3.3.1 Ground state degeneracy, ∆E:
As introduced earlier, one of the important characteristics of topological order
is the ground state degeneracy. For the case of toric code on a cylinder with
identical boundaries, it has been established that the ground state degeneracy
is two [68]. In the current analysis, setting the perturbation strength to zero
should give us a degeneracy in the low energy spectrum. The degeneracy can
be captured by analyzing the difference of the least two energy levels, (∆E)
i.e., the least two eigenvalues of the Hamiltonian spectrum. For the non-
condensing case, as already established the critical strength is around 0.45,
therefore we expect to observe a degeneracy in the low energy spectrum
(∆E ≈ 0) up to the above critical strength. With reference to Fig. 3.3, for
the non-condensing scenario, we observe the above expected behavior in the
energy gap, ∆E, of the least two energy levels. That is, ∆E is suppressed
with increase in system size up to the critical strength and beyond the critical
strength the energy gap starts to widen. Extrapolating to the thermodynamic
limit, in the non-condensing case the ground state manifold is degenerate up
to the critical strength, hc, implying that the topological phase is robust
up to hc. Comparing the condensing case to the non-condensing case, as
in Fig. 3.3 we note that there is no suppression in ∆E with increase in
system size, rather ∆E > 0 as soon as the perturbation is turned on. This
is in agreement with the earlier established analysis, that in the condensing
scenario there are no robust topological phases. The results in Fig. 3.3(a),
(b) correspond to the case of identity as boundary with suitable perturbation
resulting in non-condensing and condensing scenarios. As a consistency check
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we also compute ∆E for the case of group as boundary with perturbation
resulting in condensing scenario as in Fig. 3.3(c) and note that ∆E is greater
than zero as soon as the perturbation is turned on.
Figure 3.3: Energy Difference, ∆E, as function of the perturbation strength,
h, with the identity as boundary perturbed by a relevant magnetic field re-
sulting in (a) non-condensing (b) condensing scenarios. (c) ∆E as a function
of the perturbation strength, h, with group as boundary perturbed by a
relevant magnetic field resulting in a condensing scenario.
3.3.2 Topological Entanglement Entropy, γ:
As introduced earlier, an important diagnostic for topological order is TEE.
As established earlier TEE, γ, is given by the constant sub-leading term in
the computation of the von-Neumann entropy, SA of a region A
SA = aL − γ (3.9)
where L is the length of the cut.
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To compute γ, we consider a cut around the surface of the cylinder which
includes the boundary, as in Fig. 3.4. We could have chosen a cut completely
in the bulk but this would be ineffective as it would not capture the boundary
effects (rather it would capture the boundary effects twice since SA = SA′).
We briefly motivate the method as in Ref. [14] to compute γ. As our ther-
modynamic limit is given by R →∞ while L being fixed, that is the system
size scales with the radius of the cylinder, so the entanglement cut scales
with the radius of the cylinder. To compute TEE, γ, at a given perturbation
strength, h, we compute the entropy with respect to the boundary cut and
fit SA versus R for different system sizes. The y-intercept of the linear fit
results in the topological term, γ.
(a) (b)
Figure 3.4: Different cuts used for the computation of entropy. (a) Cut for
identity as boundary (b) Cut for group as boundary. The region used for the
computation of entropy always includes the boundary and it can be either
the region to the left or right of the cut as SA = SA′ . For computational
purposes, we choose the region to the right of cut in (a) and left of the cut
in (b) for computing the entropy.
As in the earlier discussion, we begin by re-establishing the fact that there
exists a robust topological phase in the non-condensing scenario using TEE.
To this extent, we consider the identity as boundary Hamiltonian under
relevant perturbation (∑i σix) resulting in a non-condensing scenario. To
extract the TEE, we follow the above detailed procedure i.e., we compute
the entropy for different system sizes with the entropy cut scaling with the
radius, R, of the cylinder. For a given perturbation strength, h, we plot the
entropy, SA as a function of R and then compute the TEE (y-intercept) as
in Fig. 3.4(a). From Fig. 3.4(b), we see that up to a strength of h = 0.45,
the TEE is around log 2 and it starts to deviate for higher perturbation
strength which is in good agreement with the critical strength obtained from
susceptibility divergence implying that the TEE is an effective parameter in
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detecting topological phases. From Fig. 3.4(b) we observe a dip in the TEE
We attribute the dip in the TEE around the transition point to the finite
size effects which are particularly strong around the criticality.
Figure 3.5: Extracting TEE in the non-condensing case. (a) For a given
strength, we consider cuts of R = 3, 4 for computing the entropy, SA, where
region A is as in Fig. 3.4 and then fit SA versus R to extract the TEE, which
is the y-intercept of the fit. (b) TEE at different perturbation strengths. As
the perturbation strength is increased, TEE scales from γ = log 2 to γ=0,
signaling a phase transition.
From the above analysis, it is evident that TEE is an effective tool in
detecting a quantum phase transition involving a topological phase. We
now turn to the case of condensing scenario, where we have analytically
established that the phase is trivial as soon as the perturbation is turned
on. To this end, we consider the identity as boundary Hamiltonian under
a relevant perturbation, ∑i σiz, which gives rise to the condensing scenario.
We compute γ using the method as established earlier for the non-condensing
scenario which results in Fig. 3.5. From the above figure, it is clear that TEE
drops to zero as soon as the perturbation is turned on, which is in strong
agreement with the earlier established analysis. We further consolidate the
above result by considering the other condensing scenario , i.e., group as
boundary Hamiltonian with σx perturbation. From Fig. 3.7(a), (b), it is
evident that the TEE drops to zero as soon as the perturbation is turned on.
In this section, we have thus established that Topological Entanglement
Entropy, γ, is effective in detecting a quantum phase transition involving
topological and trivial phases. To summarize, for the non-condensing sce-
nario, we have reconfirmed the robustness of topological phase in the pres-
ence of a relevant perturbation while for the condensing scenario we have
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Figure 3.6: Extracting TEE in the condensing scenario with identity as
boundary under σz perturbation. (a) For a given strength, we consider cuts
of R = 3, 4 for computing the entropy, SA, where region A is as in Fig. 3.4(a)
and then fit SA versus R to extract the TEE, which is the y-intercept of the
fit. (b) As soon as the perturbation is turned on, the TEE drops to zero.
Figure 3.7: Extracting TEE in the other condensing scenario with group as
boundary under σx perturbation. (a) For a given strength, we consider cuts
of R = 2, 3 for computing the entropy, SA and extract TEE as outlined
above. (b) As in Fig. 3.6(b), TEE drops to zero as soon as the perturbation
is turned on.
analytically and numerically consolidated the fact that the topological phase
is trivial as soon as the perturbation is turned on. We note that, though
we have been successful in extracting the TEE, the cut used in the current
context might not always lead to the expected TEE in other scenarios [69].
In addition, we also note that choosing a cut along the length of the cylinder
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connecting both the boundaries also leads to ambiguous results. Therefore,
the choice of the cut is particularly important and is highly context specific.
In the following part, we aim to use these results to benchmark one other
method which is capable of detecting topological phases.
3.3.3 Minimal Entangled States
Modular-S and T matrices which encode the braiding statistics are central to
the theory of topological order. The general outline of constructing modular
matrices given a Hamiltonian has been extensively discussed in the Refs. [15,
16, 18]. Minimal Entangled States (MES) are central to the above numerical
strategy, these states are obtained by observing the Renyi-2 entropy of the
region trapped inside a non-trivial cut of the underlying manifold. In the
current scenario, we have one non-trivial loop encircling the circumference
of the cylinder and we use this to detect the states which are minimally
entangled. In the limit of h = 0, we know that these are two in number while
for higher values in the topologically trivial phase we have a single MES. This
change in MES can therefore be used to detect quantum phase transitions as
in the condensing scenario. The outline of the numerical procedure to detect
phase transitions via MES for the case of Hidpz is as follows:
1. We begin with the linear superposition of ground states (as the ground
state manifold is degenerate), c1∣ψ1⟩+c2eiφ∣ψ2⟩, where ∣ψ1⟩, ∣ψ2⟩ are the
ground states with c2 =
√
1 − c21 and 0 ≤ c1 ≤ 1, 0 ≤ φ < 2π.
2. We compute c1, φ such that the renyi 2-entropy given by S2 = − log(Tr(ρ2A))
is minimized.
3. By observing that the minima occur at φ = 0, π, we can effectively
minimize the entropy with c1 as the parameter by fixing φ either at 0
or π.
4. We compute the strength at which the minima disappers (by observing
the behavior of c1) for different system sizes and thereby compute the
critical strength in the thermodynamic limit by performing finite size
analysis.
We compute the entropy as a function of (c1, φ) as in Fig. 3.8 at various
perturbation strength. As outlined above, we note that the minima occur
at φ = 0, π. Instead of considering the two parameter optimization, we op-
timize with respect to c1 for different perturbation strength, as in Fig. 3.9
while considering the strength at which the minimum collapses as the critical
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strength for a given system size. From Fig. 3.10, by performing finite size
analysis we infer that the critical strength at which the transition occurs is
given by 0.12(1) which is off from the expected value of zero. Therefore, we
conclude that in this case, the MES method fails to effectively detect the
critical strength and thereby is inaccurate in quantifying the robustness of
topological phases leading to qualitative incorrectness by classifying a trivial
phase as ordered phase.
Figure 3.8: Negative of Renyi-2 entropy of the state ∣η⟩ = c1∣ψ1⟩ + c2eiφ∣ψ2⟩
depending on c1 and φ at a perturbative strength of (a) h = 0.15, As the
perturbation is increased to (b) h = 0.25, (c) h = 0.29, and at (d) h = 0.33,
we notice that the two minima collapse minimum at φ = 0, π. (N=20 spins)
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Figure 3.9: Renyi-2 entropy versus c1 at different strengths, captured for
different lattice sizes (a) 15, (b) 20, (c) 25. In the case where the entropy
at c1=1 forms a tangent to the entropy versus c1 curve results in the critical
strength due to the disappearance of the second minima.









Figure 3.10: Finite size scaling of the critical strength where the second




Robustness of topological phases
to underlying boundary
conditions
In the previous chapter, while having analyzed the quantum phase tran-
sition involving topological and trivial phases, in this chapter we intro-
duce quantum phase transitions between two distinct topological phases,
leading to the introduction of topological to topological phase transitions
(TTPTs) [18, 70, 71, 72]. We consider a parameterized Hamiltonian which at
either ends reduces to a frustration-free toric code Hamiltonian with different
boundary conditions. In this chapter, we analyze various scenarios where the
above Hamiltonian interpolation [73] connecting two different Hamiltonians
induces a TTPT.
4.1 Distinct Boundary conditions: Distinct
Topological phases
In this section, we would like to establish the fact that each boundary condi-
tion gives rise to a unique topological phase due to the condensing properties
at the boundary. We define the open boundaries on the cylinder in the limits
introduced previously, i.e., L being fixed and R → ∞, that is the bound-
ary scales with system size. We also note that due to the mixing of different
anyonic sectors, the mapping to the equivalent Ising models is not as straight-
forward as in the earlier case and therefore, we restrict our analysis to the
exact models. Consider two topological phases, say T1, T2, with different
open boundary conditions characterized by the same topological order i.e.,
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the topological order in the bulk is locally indistinguishable (TEE remains
invariant) while the open boundaries are decorated by different subgroups.
We now introduce the notion of uniqueness of a topological phase according
to the following theorem as in Ref. [11]
Theorem 4.1.1 (Equivalence of topological phases). Two gapped ground
states, belong to the same phase if and only if they are related by a local
unitary (LU) transformation.
Consider the ground states of the Hamiltonians which encode the above
topological phases T1, T2 as ∣ψt1⟩, ∣ψt2⟩ respectively. If the two topological
phases T1, T2 were equivalent then according to the above theorem it would
imply that there exists a local unitary transformation connecting the states
∣ψt1⟩ and ∣ψt2⟩. This would imply that the excited states generated due to
the action of some local unitary are equivalent, implying that the conden-
sation properties at the distinct boundaries of T1 and T2 are equivalent up
to a unitary. The above scenario is not physically feasible as the unitary
maps a condensing excitation to a non-condensing excitation or vice-versa.
Therefore, two different physical boundaries give rise to distinct topologi-
cal phases. For example, consider the case of toric code on a torus being
mapped to toric code on a cylinder with mixed boundary conditions. The
ground state degeneracy in the periodic boundary conditions is four while
on a cylinder with mixed boundaries is non-degenerate. The change in de-
generacy is already an indication of the presence of a transition point. Using
the above arguments, if they belonged to the same phase it would imply the
existence of unitary connecting the degenerate ground space of the former
to the non-degenerate ground state of the latter. The existence of a local
unitary would also imply that, condensation which is favored in the mixed
boundary conditions is also possible in the periodic boundary case where
such a phenomenon is physically infeasible due to the absence of boundaries
which support condensation. Therefore, due to the absence of local a unitary
connecting the ground states the two phases though topologically ordered are
yet distinct topological phases. The above analysis can also be extended to
case of mapping a cylinder with identical boundaries on either side to a dif-
ferent boundary conditions on either side. The degeneracy in this case is the
same, but invoking the above argument if there exists a local unitary then
it would mean that condensation is promoted at a boundary where it is not
supported. Therefore, due to the absence of the local unitary transformation
connecting the ground states, though degenerate and topologically ordered,
they give rise to distinct topological phases.
The fact that different boundary conditions refer to distinct topological
phases can be re-established observing the ground states of different bound-
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aries. In general, as mentioned earlier, the ground state of the toric code is
given by an equal weight superposition of loop configurations. In this sce-
nario, the loop configurations concerning different boundaries are distinct,
thereby giving rise to distinct ground states and further distinct topological
phases. For example: consider the ground state of the toric code on a torus
and on a cylinder with mixed boundaries, the former can never host open
loop configurations as there is no physical boundary supporting anyon con-
densation while in the latter open loop configurations are possible due to the
boundary. In the current context of quasi-1D cylinder (L finite, R →∞), the
open loop configurations are on the same order of the closed loops and hence
cannot be neglected, leading to distinct ground states.
In addition, to further validate the above fact that these topological
phases with different boundaries are distinct, we extend the notion of quan-
tum phase transition as in Ref. [74] to the current scenario. In the above
reference, the author has introduced the notion of quantum phase transition
between two frustration-free Hamiltonians HA and HB as follows
Two frustration-free Hamiltonians HA and HB belong to different quan-
tum phases if and only if there is no parameterized Hamiltonian H(ε) (with ε
as the parameter) which connects HA and HB without closing an energy gap
or changing the number of ground states.
The toric code Hamiltonians with different boundary conditions are frus-
tration free and as there exists no parameterized Hamiltonian which can
connect them without closing an energy gap or change in ground state de-
generacy are distinct quantum phases. These quantum phases being topolog-
ically ordered, implies the Hamiltonian interpolation encodes a topological
to topological phase transition (TTPT).
As introduced earlier, in a conventional setting, phase transitions are
characterized by spontaneous symmetry breaking where the ground state no
longer respects the symmetry of the Hamiltonian. Topological phase transi-
tions are beyond this conventional notion of conventional Landau symmetry
breaking principle as the ground state respects the symmetry of the Hamil-
tonian as we drive across the transition. Though, the ground state respect
the symmetries of the Hamiltonian, the symmetries of the excitation space
are not always preserved. These accompanying broken symmetries of the
excitation space further consolidate the presence of a criticality between two
topological phases. For the cases to be introduced in the later sections, we
shall analyze the following symmetries of the excitation space, with respect
to the toric code model:
Parity Conservation:
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The excitations in the toric code with periodic boundaries (with no do-
main walls) always appear in pairs. Due to the introduction of the various
boundary conditions, it is always possible to draw single excitations from the
boundary.
Anyonic Symmetry [33, 75]:
One other symmetry in the toric code model is the notion of anyonic
symmetry, where the fusion and the braiding rules of excitations remain
invariant under the exchange of the labels of the excitations. For the case
of toric code with periodic boundary conditions, the anyonic symmetry is
retained (to the presence of a domain wall) while in the open boundary
context the anyonic symmetry is broken due to the change in fusion rules at
the boundary. In other words, denoting the Av and Bp excitations by e and
m respectively, the fusion rules given by e× e = 1, m×m = 1, e×m = f where
f is a fermion, remain invariant under the exchange of e and m, e ↔ m,
similarly the braiding rules remain invariant under the exchange.
We note that to encode a TTPT, it is sufficient that either one of the
symmetries is broken but it is not necessary that every TTPT is accompanied
by a broken symmetry. The above statement can be made more complete,
at least in the context of toric code models and may be extended to abelian
anyonic systems by imposing additional constraints on the symmetries, which
we shall discuss later in this section.
Having introduced the notion of topological phases, their equivalence and
also the concept of topological phase transition we now turn to specific re-
alizations of the above induced by varying the boundary conditions of the
toric code model. By tuning the Av, Bp interactions we vary the bound-
ary conditions thereby mapping between different boundary Hamiltonians
by interpolation. The general form of Hamiltonian interpolation between
Hamiltonians H1 and H2 parameterized by the interpolation strength, λ, is
given by
H(λ) = λH1 + (1 − λ)H2 (4.1)
As different boundary conditions encode distinct topological phases we expect
to observe a topological phase transition as we vary λ. To keep track of the
possible scenarios, we use the ground state degeneracy (G̃λ) at either ends of
the interpolation to broadly classify the possible transitions into the following
classes:
1. G̃λ=0 ≠ G̃λ=1
2. G̃λ=0 ≠ G̃λ=1
72
4.2 G̃λ=0 ≠ G̃λ=1
4.2 G̃λ=0 ≠ G̃λ=1
In this section, we analyze phase transitions characterized by the change in
the ground state degeneracy at either end of the interpolation. The phase
transitions being induced by the change in the boundary conditions encom-
passes the following cases:
1. Topology variation: The underlying topology is varied by mapping from
periodic boundary conditions (on a torus) to mixed open boundary
conditions (on a cylinder).
2. Boundary variation: The underlying topology is a cylinder and the
boundaries at the open end of the cylinder are varied.
4.2.1 Topology variation: Torus with no domain wall
to a cylinder with a mixed boundary
In this section, we map the toric code Hamiltonian on a torus with no domain
wall to toric code on a cylinder with mixed boundary conditions. We tune
the Av, Bp operators which effectively break the periodicity of the torus and
gives rise to a cylinder with mixed boundary conditions as in Fig. 4.1. The
mapping is appropriately scaled by the interpolation strength, λ which gives
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on the three edges attached to the respective vertices (faces) at the boundary,
as elucidated in Fig. 4.1(b), (c).
From Eq. 4.2 it is clear that Hpm(0) represents the toric code Hamilto-
nian on a torus, while Hpm(1) represents the toric code Hamiltonian on a
cylinder with mixed boundary conditions. In the limit of λ = 0, the ground
state degeneracy is four while in the limit of λ = 1 the ground state manifold
is non-degenerate [68]. The change in the ground state degeneracy indicates
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(a) (b) (c)
Figure 4.1: (a) The red snake represents the interpolation cut. (b) TC
with periodic boundaries i.e., on a torus. (c) TC with mixed boundaries
on a cylinder. The red (blue) diamond represents the A⧫v (B⧫p ) interaction
whose interaction strength is unperturbed by the interpolation. As a result
of interpolation the dark green (yellow) full diamonds get mapped to light
green (light yellow) half diamonds and thereby the interaction is given by
(1 − λ)A⧫v − λA◀v , [(1 − λ)B⧫p − λB▶p ].
the presence of a critical point at which the transition occurs. The above fact
can be further consolidated by the analyzing the break in the symmetries of
the excitation space as discussed earlier. In the limit of λ = 0, both Av(e)
and Bp(m) excitations occur in pairs while in the limit of λ = 1 it is possible
to draw single excitations from the boundary, thereby the parity conserva-
tion is broken. In the limit of λ = 0, anyonic symmetry, e ↔ m, is retained
as the labels of Av(e) excitations can be exchanged with the Bp(m) excita-
tions, while at the other extremum, λ = 1, anyonic symmetry is no longer
retained as the boundary condensation distinguishes the different excitations
i.e., the boundary at which Av excitations condense, Bp excitations are non-
condensing and vice-versa. If the anyonic symmetry were to be retained then
under the exchange it would be imply a map between condensing and non-
condensing excitations which is not possible. Therefore, the phase transition
between the two topological phases is accompanied by broken symmetries of
parity conservation and anyonic label exchange.
From the above, the presence of a topological criticality is evident. In
an attempt to characterize the transition in terms of the critical strength we
numerically analyze the following signatures:
1. Energy gap in the degenerate ground state manifold
2. Topological Entanglement Entropy
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3. Expectation value of the open loop operator
Energy gap in the degenerate ground state manifold
As established in the earlier chapter, the gap opening in the degenerate
manifold is an effective signature to re-confirm the presence of criticality.
Although in the previous chapter, we had analyzed the gap opening to detect
a quantum phase transition between topological and trivial phase, in the
present scenario gap opening is still a valid signature as the degeneracy in
the ground state manifold at the extremal limits of interpolation strength,
λ, is distinct. This is easy to see as the ground state both in the limits of
λ = 0 and λ = 1 can be represented by N ∏
v
(1 +Av)∣0⟩ where the product is
modified to include the vertices in the respective limits. In the limit of λ = 0,
the ground state degeneracy is four due to the non-trivial loop operators
which wrap around the legs of the torus, while in the other limit the ground
state is unique (the non-trivial loops around the cylinder leave the ground
state invariant). Therefore, with increase in the interpolation strength of
λ with reference to the Eq. 4.2 we expect to see a gap opening in the low
energy manifold, as in Fig. 4.2(a). As in the previous chapter, we observe that
the energy gap ∆E between the generate ground states is suppressed until
the criticality and then starts to increase with increase in the interpolation
strength, λ, as in Fig. 4.2(b). From the derivative of the ∆E we note that
the critical interpolation strength is around 0.5, λc ≈ 0.5.
Topological Entanglement Entropy
As established previously, topological entanglement entropy, γ, a constant
sub-leading term in entropy is a key signature characterizing topological or-
der. We follow the procedure, outlined earlier, in computing γ by considering
one of the cuts as in Fig. 4.4. In the limit of periodic boundary, λ = 0, the cut
includes a strip on the torus while in the limit of λ = 1, the cut includes either
one of the boundary with the cut scaling with the radius of the cylinder in
the limit of λ = 1. From Fig. 4.3, we note that the topological entanglement
entropy is almost a constant, log 2 for almost the entire domain of the inter-
polation strength, λ, with some deviations around the criticality which we
attribute to finite size effects being predominant around the supposed criti-
cality, λc = 0.5. This is in agreement with previously established result that
topological entanglement entropy is ineffective in detecting phase transitions
between topological phases exhibiting the same topological order, here in this
case Z2 topological order [18]. In fact, the value of topological entanglement
entropy remains almost constant all along the interpolation further justifies
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Figure 4.2: (a) The least energy levels for a system size of N = 20. At λ = 0,
we see that the ground state spectrum is degenerate, while in the limit of
λ = 1 we have a unique ground state. (b) Difference between the least two
energy levels, ∆E (Bottom) d∆Edλ . As mentioned earlier, the radius, R, of
the cylinder scales with the system size, for the rest of the discussion, we fix
L = 2 and vary R from 2 to 6.
(a) (b) (c)
Figure 4.3: (a) The cuts used in the computation of TEE, the green and blue
regions capture a strip on the torus while in the mixed boundary scenario,
the green region captures the smooth boundary and the blue region captures
the rough boundary. (b) TC on a torus, the green string represents the σz
open-loop operator while the golden string represents the trivial Wilson loop
operator. (c) Due to the condensation of the excitation at the boundary the
green string reduces to a trivial open string while the Wilson loop splits into
two open strings, one identical to the green string while the other sporting
two excitations at its ends.
the notion that for all λ the phase is Z2 topologically ordered.
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Figure 4.4: (a) Topological Entanglement Entropy (TEE) as a function of the
interpolation strength, λ. (b) (Top) Expectation value of the longest open-
loop operator (Bottom) Derivative of the expectation value with respect to
λ. The labels denote different system sizes with the value in the parentheses
indicating the maximal possible separation between the excitations used for
the construction of the longest open loop operator.
Expectation value of the open loop operator
From the gap opening in the ground state manifold the presence of criticality
is evident and with topological entanglement entropy being ineffective in
capturing the same, we introduce a new signature, open loop operators which
effectively detect the distinct topological phases. Open loop operators are
truncated Wilson loop operators generated by a string of σx(z) operators
acting on adjacent spins resulting in a non-local operator. These open loop
operators are marked with excitations at their ends, this property can be
used to distinguish different phases as the expectation value with respect to
the ground state in the extremities of λ is either zero or one depending on
whether the excitations condense or non-condense. The TTPTs discussed
in the current scenario always involve a boundary so it is always possible
to construct a open loop operator involving a boundary, whose expectation
value with respect to the ground state vanishes in one phase while is non-zero
in the other due to the condensation properties.
In the present context, where we map the toric code from periodic to
open boundaries the open loop operator can be constructed by a sequence of
σzoperators, denoted by Lrz as in Fig. 4.3(c), with the corresponding Wilson
loop operator in the context of periodic boundaries as in Fig. 4.3(b). The
expectation value of the above open loop operator with respect to the ground
state in the limit of λ → 0 is zero, this is due to the fact that the open loop
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operator sports two excitations (there is no relevant boundary to support
condensation), projecting the ground state into an excited state, thereby
the expectation value is zero, ⟨ψλ=0gs ∣Lrz ∣ψλ=0gs ⟩ = 0. While in the limit of
λ = 1, the condensation is supported due to the open boundaries leaving the
ground state invariant, therefore the expectation value is one, ⟨ψλ=0gs ∣Lrz ∣ψλ=1gs ⟩
= 1. The choice of the open loop operator is such that the excitations in
the non-condensing phase are farthest apart. We refer to this particular
choice of the open loop as the longest open loop and is effective in detecting
the TTPT. From Fig. 4.4(b) and performing finite size analysis, we infer
that the derivative of the expectation value diverges at a critical strength of
λc = 0.53(3), thereby signaling a phase transition.
4.2.2 Boundary variation: Cylinder with rough
boundaries to a mixed boundary
In this section, we fix the underlying topology on which the lattice is defined
to a cylinder and vary the boundary conditions on one open end of the cylin-
der leaving the boundary on the other fixed. As above, we consider the toric
code Hamiltonian on a cylinder with one end fixed by as a rough boundary
while the other end being mapped between rough and smooth boundary con-
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where A⧫v , B⧫p , A◀v , B▶p are as defined in previous section. Unlike the
Hamiltonian in the previous section, where the boundary terms did not in-
clude addition spins, here we decorate the interpolating boundary with ad-
ditional spins to realize the mapping. The additional spins included at the
interpolating boundary (denoted by ⊗ as in Fig. 4.5(a)) give rise to addi-









where ● indicates the action on the spins from the bulk and ⊗ indicates the
action on the spin of the interpolating boundary. In the limit of λ = 0, these
terms realize the rough boundary conditions on the interpolating boundary
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and the Hamiltonian Hrm(0) maps to toric code with rough boundaries on
either end. In the other limit of λ = 1, the Hamiltonian Hrm(1) maps to toric
code with mixed boundaries, where the projection on the right boundary
spins is lifted and B}p maps to B⧫p operator. As in the earlier section, the
ground state degeneracy at either ends of the interpolation is different, 2 in
the case of the identical rough boundaries (λ = 0) while 1 in the case of mixed
boundaries (λ = 1) signaling the presence of criticality as the interpolation
strength, λ, is varied. The phase transition is also accompanied by the break
in the symmetries of the excitation space, while in the limit of λ = 0, the
Bp-violations, m, appear in pairs, where as in the limit of λ = 1, it is possible
to draw single Bp excitations due to the smooth boundary on the right,
thereby breaking the parity conservation. The anyonic exchange symmetry
is not conserved due to the possible condensation at the boundaries, if the
symmetry were to be conserved it would immediately imply that the Bp




Figure 4.5: (a) TC on a cylinder with a rough boundary on both ends (λ = 0).
Additional spins are added on the right boundary, represented by ⊗. (b) TC
on a cylinder with mixed boundaries. In both (a), (b) the red diamond
remains unperturbed with action on the attached edges given by A⧫v , the
dark blue half diamond also remains unperturbed with the action on the
attached edges given by B▶p . The yellow diamond in (a) represents the B}p
which translates to B⧫p in (b), while the uncolored dashed half diamond in
(a) maps to A◀v in (b) due to the interpolation. The action of open-loop
operator at the boundary at (c) λ = 0, (d) λ = 1.
Energy gap in the degenerate ground state manifold
The phase transition is characterized by the change in the ground state de-
generacy, at both the extermum the ground state retains the representation
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introduced in the earlier section with the product suitably being modified
to include the respective vertices. In the limit of λ = 0, the ground state
degeneracy is two, generated by the action of the two non-trivial loop oper-
ators: one connecting either boundaries, the other being the loop operator
winding the cylinder. In the limit of λ = 1, the ground state manifold is non-
degenerate [68]. As we increase the interpolation strength, λ, as observed in
the previous section, there is a gap opening in the degenerate manifold, as
in Fig. 4.6(a). We also note that up to the critical interpolation strength,
λc, there is a suppression in the energy gap, ∆E, of ground state manifold
with increase in system size, and results in a qualitatively similar plot as in
Fig. 4.2 indicating the presence of criticality around 0.5, λc ≈ 0.5.
Figure 4.6: (a) Low energy spectrum of the interpolating Hamiltonian
Hrm(λ) for a system size of N = 20 spins. (b) (Top) Expectation value
of the longest open-loop operator with respect to the interpolation strength,
λ. (Bottom) Derivative of the expectation value of the open-loop operator
with respect to λ. The labels denote the different system sizes with the value
in the parantheses as defined above in Fig. 4.4.
Expectation value of the open loop operator
As in the earlier case, we compute the expectation value of the longest open
loop operator to capture the critical interpolation strength, λc. We consider
the loop operator, a sequence of σz connecting two different vertices on the
right boundary as in Fig. 4.5(c). In the limit of λ = 0, the loop operator leaves
the ground state invariant as the Av excitations condense on the boundary
while in the limit of λ = 1, due to the change in the boundary conditions, the
Av excitations are retained at the boundary (non-condensing) projecting it
to an excited state. Therefore, in the limit of λ = 0, the expectation value is
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1 while in the other limit of λ = 1, the expectation value is 0. We observe the
expected behavior as in Fig. 4.6(b) and by performing finite size analysis we
note the expectation value diverges at a critical strength of λc = 0.48(4).
To conclude this section, we have analyzed TTPTs induced by change in
the boundary conditions realized by changing the underlying topology as well
as the boundary conditions on the cylinder. Both of the phase transitions
are characterized by change in ground state degeneracy with the energy gap,
∆E opening providing an estimate on the critical interpolation strength, λc.
While topological entanglement entropy confirms that at all interpolation
strength, λ, the phases are topologically ordered it is ineffective in detecting
the distinct topological phases. To detect the criticality, we therefore, intro-
duce the open loop operators whose expectation values captures the phase
transition providing an estimate on the critical interpolation strength, λc.
4.3 G̃λ=0 = G̃λ=1
As introduced earlier, quantum phase transitions are characterized either by
change in the ground state degeneracy or the closing of the gap between the
ground state (non-degenerate) manifold and the first excited state. In the
previous section, we analyzed TTPTs of the former kind while in this section,
we introduce and analyze various scenarios of the latter kind. The phase
transitions are induced by varying the boundary conditions which include
topology variation and boundary variation with the ground state degeneracy
remaining constant at either end of the interpolation in both of the above
variations.
4.3.1 Topology variation: Torus with domain wall to a
cylinder with rough boundaries
Domain walls are boundaries of the folded toric code D(Z2 × Z2) i.e., the
boundary is characterized by the subgroup, D(Z2 × Z2), along with a non-
trivial 2-cocycle of the same, as introduced in the earlier chapter. The folded
toric code with the above boundary conditions when unfolded results in the
scenario as illustrated in Fig. 4.7(a). The resulting Hamiltonian with the
domain wall is given by Hdr(0), where the B}p is given by Fig. 4.7(d). We
interpolate between toric code Hamiltonian with a domain wall to a cylinder
with rough boundaries at both ends. The interpolating Hamiltonian is given
by Eq. 4.5,
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where A⧫v , B⧫p , B▶p are as defined in the earlier section, while B◀p is quali-
tatively identical to B▶p . The phase transition is accompanied by break in
both, parity and anyonic symmetry. In the limit of λ = 1, Bp(m) violations
appear in pairs while in the limit of λ = 0, it is possible to draw single Bp(m)
violations from the domain wall with the other end of the open loop operator
being identified as Av(e) violation across the domain wall, therefore in the
limit of λ = 1, the parity symmetry with respect to the Bp(m) violations is
preserved while in the other extermum the symmetry is broken. The anyonic
exchange symmetry is preserved in the limit of λ = 0, while in the limit of
λ = 1, the symmetry is broken due to the (non)-condensation of the (Bp),Av
violations.
Low energy spectrum
We analyze the low energy spectrum to gain an understanding on the criti-
cality of the phase transition. In the limit of λ = 0, the ground state can be
represented by N ∏v(1 + Av)∏p(1 + B}p )∣0⟩ where as in the limit of λ = 1
can be represented by N ∏v(1 + Av)∣0⟩. The ground state degeneracy in
both the limits is two, in the limit of λ = 0 the non-trivial loop operator run-
ning parallel to the domain wall projects the above state into an orthogonal
ground state. Any non-trivial loop operator running perpendicular to the do-
main wall, eventually passes through the domain wall does not generate any
states which contribute to the ground state manifold as the ends of such open
loops are identified with different type of excitations (a fermion), thereby the
ground state degeneracy is two in the limit of λ = 0. From Fig. 4.8(a), for a
system size of N = 20 spins, we notice that the ground state manifold is two
fold degenerate in the extreme limits of λ, while at intermediate λ, around
λ ≈ 0.5, we observe the following:
1. A gap opening, ∆E, in the ground state manifold
2. The merging of the first and the second excited state
From Fig. 4.8(b), we notice that the gap opening is suppressed with in-
crease in system size. Extrapolating to the thermodynamic limit, by perform-
ing finite size analysis, we note that the ground state manifold is two fold
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Figure 4.7: (a) The interpolation cut, denoted by the red snake dissects along
the domain wall. (b) At λ = 0, TC on a torus with a domain wall, denoted
by the short slant interface. (c) At λ = 1, TC on a cylinder with a rough
boundary on both ends. (d) B}p operator at the domain wall. (e) Open-loop
operator with a pair of excitations projecting the ground state at λ = 0 into
an excited state. (f) Open-loop operator whose excitations have condensed
at the boundary leaving the ground state at λ = 1 invariant under the loop
action.
degenerate at all strength, λ. The above conclusion, along with the merger
of the first and second excited state at λ ≈ 0.5 implies that there is a gap
closing in the thermodynamic limit, possibly resulting in a energy spectrum
as in Fig. 4.8(c). Therefore, the closing of the gap establishes the presence
of a criticality, further confirming the notion that the two topological phases
are distinct.
Expectation value of the open loop operator
In order to capture the critical interpolation strength, λc, we compute the
expectation value of the longest open loop operator. We consider the open
loop operator as in Fig. 4.7(e), (f) generated by the action of a sequence
of σz operators. In the limit of λ = 0, the above loop operator projects the
ground state into an excited state as the σz operator creates Bp excitations on
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Figure 4.8: (a) The least energy levels for a system size of N = 20. At λ = 0
and λ = 1, we note that the ground state manifold is degenerate, while around
λ = 0.5, we note the split in the degeneracy along with the the merging of the
first and second excited states. (b) Energy difference between the first two
energy levels as a function of the interpolation strength, λ, with the labels
denoting the different system sizes (Inset) Extrapolating the energy difference
at λ = 0.5, to the thermodynamic limit by performing finite-size analysis. (c)
Sketch of the energy spectrum in the thermodynamic limit as a function of
the interpolation strength, λ. The gap closing between the degenerate ground
state manifold and the first excited state indicates the presence of the phase
transition. (d) (Top) Expectation value of the longest open-loop operator
with respect to different interpolation strength, λ. (Bottom) Derivative of
the expectation value with respect to λ. The labels denote the different
system sizes with the value in the parentheses as defined earlier.
the other side of the domain wall, as in Fig. 4.7(e), thereby the expectation
value of the loop operator is zero. While in the other limit of λ = 1, the
string of σz operators create no new excitations in the system as the Av
violations generated condense on the boundary, leaving the ground state
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invariant, thereby the expectation value of the loop operator is one. From
Fig. 4.8(d) and by performing finite size scaling analysis, we note that the
critical interpolation strength, λc = 0.53(4).
4.3.2 Boundary variation: Cylinder with rough
boundaries to smooth boundaries
We now consider the boundary variation of the above scenario, that is we
fix the underlying topology to be a cylinder while varying both the open
boundaries. We map the toric code on a cylinder with rough boundaries on
either end to smooth boundaries on either end, as in Fig. 4.9(a), (b) with the
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where A⧫v , A◀v , A▶v , B⧫p , B⧫p as defined earlier, with B}p as defined in Eq. 4.4,
with I denoting the interior bulk region, R and L denoting the right and left
boundary respectively. The phase transition is accompanied by the break
in parity conservation, in the limit of λ = 0, the Bp(Av) violations appear
in pairs (singly) while in the limit of λ = 1, the Bp(Av) violations appear
singly (in pairs) due to the rough and smooth boundary conditions in the
respective limits. Anyonic symmetry is absent in either of the phases due to
the different condensation properties in either limits.
Low energy spectrum
The ground state degeneracy is same (equal to 2) in the extremal limits of
λ = 0 and λ = 1. As in the topology variation scenario, we analyze the
gap closing of the ground state manifold and the first excited state. From
Fig. 4.10(a), it is evident that the first excited state and second excited state
merge at λ ≈ 0.5 for a system size of N = 20 spins. The gap between the
ground state manifold and the first excited state is qualitatively similar to
the topology variation case, as in Fig. 4.8(b). Therefore, the conjugation of
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Figure 4.9: TC on a cylinder with (a) rough boundary, (b) smooth boundary
on both ends. The red diamond belongs to the interior region, I, which
remains unperturbed while the transparent half diamonds in (a) translate to
half filled green diamonds A◀v , A▶v at either boundaries L and R respectively
as λ varies from 0 to 1. Similarly, the golden yellow diamonds represent B}p
in (a) and map to B⧫p in (b) with increase in λ. The action of the open-loop
operator at the boundary at (c) λ = 0, (d) λ = 1.
the merger between the excited states with the suppressed energy gap with
increase in system size, results in a thermodynamic spectrum as in Fig. 4.8(c),
thereby confirming the presence of criticality due to the closing of the gap.
Expectation value of the open loop operator
As in the other cases, we compute the expectation value of the longest open
loop operator. We construct the open loop operator by a sequence of σz
connecting the rough boundary at two distinct points, as in Fig. 4.9(c), (d).
In the limit of λ = 0, the Av violations condense on the boundary leaving
the ground state invariant, therefore the expectation value is 1. While in the
limit of λ = 1, the Av violations do not condense on the boundary, therefore
the loop operator projects the ground state into an excited state, thereby the
expectation value is 0. From Fig. 4.10(b), we observe the above behavior,
from the divergence of the expectation value of the loop operator and by




Figure 4.10: (a) Least energy levels for a system size of N = 20 spins. Both
at λ = 0 and λ = 1, the ground state manifold is degenerate. At λ = 0.5,
we note the merging of the first and the second excited energy levels. (b)
(Top) Expectation value of the longest open-loop operator with respect to
λ. (Bottom) Derivative of the expectation value with respect to λ. As noted
earlier, the labels denote the different system sizes.
4.4 Additional Remarks
In this section, we introduce other possible scenarios of boundary variations
which induce a topological phase transition. In the previous sections, we
introduced the notion that to encode a topological phase transition it is
sufficient that either one of the parity conservation or anyonic symmetry is
broken but it is not necessary that every phase transition is accompanied by
a broken symmetry. We aim to gain further insight into the above statement
and make it more complete by introducing additional constraints. To this
extent, we discuss the case of interpolation obtained by swapping the mixed
boundaries on either side. Additionally, we also discuss TTPTs induced by
topology variation with the domain wall being intact and also the scenario
which involves simultaneous dissection and gluing of the underlying lattice.
4.4.1 Boundary variation: Interpolating between
mixed boundaries on either end
In this section, we discuss the case of swapping the mixed boundaries on ei-
ther sides by interpolation i.e., mapping identity (group) as boundary, λ = 0,
to group (identity) as boundary on the left (right) boundary, λ = 1, as in
Fig.4.11(a), (b). The TTPT is characterized by the gap closing at λ = 0.5,
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belonging to the G̃λ=0 = G̃λ=1 class . In the limit of λ = 0 and λ = 1, both Av
and Bp violations can be drawn singly from either of the boundaries leaving
the parity conservation broken. The anyonic exchange symmetry also re-
mains broken in both the limits due to the different condensation properties
at either of the boundaries. From the above discussion, it is not necessary
that every topological transition is accompanied by a broken symmetry. How-
ever, we can further refine the parity symmetry where we include the physical
boundary which retains/breaks the parity, thereby completing the necessary
condition. That is, in the limit of λ = 0, the parity of the Av(Bp) violations
is conserved with respect to the right (left) boundary while in the limit of
λ = 1, the parity conservation is broken due to the change in the boundary
conditions. Therefore, specifying the particular physical boundary results in
the following bi-implication:
Either a break in the parity with respect to a particular physical boundary
or break in the anyonic symmetry is necessary and sufficient to characterize
the presence of a TTPT.
(a) (b)
Figure 4.11: Toric Code on a cylinder with mixed boundary conditions (a)
rough boundary on the left and smooth boundary on the right (b) smooth
boundary on the left and rough boundary on the right.
4.4.2 Topology variation: Transition with the domain
wall intact
Previously, we considered the interpolation between the toric code on a torus
with a domain wall to a toric code on a cylinder with rough boundaries
achieved by dissecting along the domain wall. In this section, we analyze a
similar case, instead of dissecting the torus along the domain wall we consider
the case of dissection along a different rail thereby mapping the torus with a
88
4.4 Additional Remarks
domain wall (λ = 0), as in Fig. 4.12(a) to a cylinder with mixed boundaries
and a domain wall (λ = 1), as in Fig. 4.12(b).
(a) (b)
Figure 4.12: (a) Toric Code on a torus with a domain wall. The red snake
represents the interpolation cut which breaks the periodicity along some other
rail other than the domain wall leading to (b) Toric code on a cylinder with
mixed boundaries on either end with the domain wall intact.
The phase transition is characterized by the change in the ground state
degeneracy at either ends of the interpolation, as in the limit of λ = 0, the
ground state degeneracy is two while in the other limit it is four. With the
introduction of the domain wall the ground state manifold jumps to four,
with the four ground states being generated by the action of the following
non-trivial loop operators on the trivial ground state, given by the product
representation as in the earlier sections:
1. The non-trivial loop operator encircling the cylinder
2. The non-trivial loop operator connecting the physical boundaries, the
Av violation condensing on the left boundary map to a Bp violation as
it crosses the domain wall which condenses on the right boundary
3. A combination of the above two loop operators
4. Absence of a non-trivial loop operator (or one of the above two non-
trivial loop operators acting twice)
The phase transition falls into the category of G̃λ=0 ≠ G̃λ=1. It is also worth
noting that in the current scenario the phase transition is accompanied solely
by breaking the anyonic symmetry while parity conservation remains broken
in both the phases. In the limit of λ = 0, the anyonic symmetry is preserved
due to the presence of the domain wall as discussed earlier, and in the limit
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of λ = 1, this is broken due to the introduction of the boundaries. Also, it is
always possible to create single Av, Bp violations due to the domain wall in
the limits of λ = 0 and due to the boundaries in the limits of λ = 1 leaving
the parity conservation broken on either side of the transition.
4.4.3 Topology variation: Transition arising out of
simultaneous dissection and gluing
In all of the above scenarios, the phase transitions arising out of the topol-
ogy variation involved dissection or gluing (the case where the interpolation
limits are inverted). In this section, we introduce a scenario which involves
simultaneous dissection and gluing of the underlying topology. To this ex-
tent, we interpolate between toric code on a cylinder with mixed boundaries
and a domain wall (λ = 0) to a cylinder with rough boundaries and no domain
wall (λ = 1). In the limit of λ = 0, we dissect along the domain while gluing
the mixed boundaries, as in Fig. 4.13(a), mapping to a cylinder with rough
boundaries, in the limit of λ = 1, as in Fig. 4.13(b).
(a) (b)
Figure 4.13: Interpolating via simultaneous dissection and gluing, the red
snake represents the dissection while the dashed green arrows represent the
gluing action. (a) Toric Code on a clylinder with mixed boundaries and a
domain wall (b) Toric Code on cylinder with rough boundaries on either end.
The transition is characterized by change in the ground state degeneracy
as in the limit of λ = 0, the ground state degeneracy is four, while in the limit
of λ = 1, the ground state manifold is two fold degenerate. We also note that
the phase transition is accompanied by the break in the parity conservation
as in the limit of λ = 0, the Bp violations appear singly while in the other
extremum they appear in pairs. The anyonic symmetry is broken in both








Topological to topological phase
transitions in an open quantum
system
In this chapter, we extend the analysis of the TTPT’s of the previous chap-
ter to an open quantum system. We begin by reviewing some of the key
notions behind open quantum systems which are described by the Lind-
blad master equation involving collapse operators which interact with the
environment. We then introduce the notion of a phase transition between
two different topological phases obtained by engineering suitable dissipative
collapse operators. To draw parallels with the closed setup, the effective
cooling rate associated with the dissipative collapse operators map to the
interpolation strength, with the steady states at the extermities of inter-
polation getting mapped to the respective ground states of the closed sys-
tem. While in the closed setup the phase transition was a property of the
ground states parameterized by the interpolation strength, in the current
open scenario, the topological phase transition is a property of the steady
state[76, 77, 78, 79, 80, 81, 82] parameterized by effective cooling rate of the
dissipators facilitating the effective change in boundary conditions. As in the
closed setup analysis, we analyze the behavior of the expectation value of the
open loop operator as a function of the effective dissipative rate to capture
the criticality.
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5.1 Open quantum systems - A review of key
concepts
In this section, we briefly review the Lindblad master equation which gov-
erns the dynamics of open quantum systems. We note that the following
discussion is based on the Ref. [83] and for a more elaborate discussion we
refer the reader to Ref. [84].
It is known that the dynamics of closed system described by the Hamil-




∣ψ(t)⟩ =HS ∣ψ(t)⟩ (5.1)
In a more realistic setting, for example in the case of experimental setups,
the interaction (I) with environment (E) is almost inevitable. The total
Hamiltonian, Ht which describes the entire setup is given by
HT =HS +HI +HE (5.2)
The state vector in this formalism is now represented as a statistical




where pi represents the probability of observing ρ in the state ∣ψi⟩. The





ρ = [HT , ρ] (5.4)
which results in the unitary evolution of the entire system and the environ-
ment given by
ρ(t) = USEρ(0)U †SE (5.5)
As we are interested in the dynamics of the system alone, we perform a
partial trace over the environment degrees of freedom. We further assume
that the system (S) and environment (E) are separable, that is we assume
that the initial state of the system and the environment are completely un-
correlated which results in the following
ρS(t) = TrE(USE(ρS(0)⊗ ρE(0))U †SE) (5.6)
Using the formalism of dynamical maps, say V , which map the ρS(0) onto
other density matrices involving only the system, in addition, to preforming
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the spectral decomposition of the density matrix of the environment, results
in the Kraus sum representation of the density operator ρS(t), given by
ρS(t) = V(ρS(t)) =∑
k
MkρS(0)M †k (5.7)
where Mk are the Kraus operators given by M i,jk = ⟨i, k∣USE ∣j,0⟩, with {∣k⟩}





due to USE being a unitary. The Kraus operators preserve the positivity,
unit trace and Hermitian properties of the density matrices.
Motivated by the differential equation for coherent evolution (Schrödinger
equation for closed systems), we now proceed to discuss if a similar equation
can be derived for the system dynamics involving the environment which
promotes decoherence. In other words, we aim to arrive at ρS(t + δt) which
does not necessarily only depend on ρS(t) as information dissipated into the
environment can flow back into the system at later times. If the above back
flow of information is restricted, implying the density matrix at ρS(t + δt) is
solely dependent on ρS(t) (in other words the environment is memoryless)
then in this approximation it is possible to arrive at a master equation which
describes the dynamics of the system which includes decoherence. We note
that such an approximation is referred to as Markov approximation. In the
Markovian approximation, the Kraus sum which captures the non-unitary
evolution of the system can be written as ρ(t + δt) = ∑kMk(δt)ρ(t)M
†
k(δt),










where Cn are the dissipative operators that capture the interaction of the
system with the environment. We note that in the long time limit (t →∞),
the system stabilizes giving rise to steady states, that is ρ̇s = 0. The properties
associated with these steady states characterize different phases, with the
divergence in these properties signaling the presence of a criticality or a
phase transition in an open quantum system.
5.2 Interpolation via engineered dissipation
In this section, we aim to interpolate between the two steady states given by
the ground state of toric code on a torus (λ = 0) and on a cylinder(λ = 1).
To facilitate the interpolation, we introduce collapse operators as in Eq. 5.9
which are parameterized by the cooling rate, λ. We analyze the steady states,
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ρ(λ) at different cooling rates, λ, obtained by solving the Lindblad master
equation in a purely dissipative setup (H = 0). For clarity, we split the
collapse operators into three classes:
(a) Collapse operators acting on the permanent vertices (faces) given by
cp
v(f)
(b) Collapse operators acting on the periodic boundary given by ct
v(f)
(c) Collapse operators acting on the open boundary given by co
v(f)






































x (1 −B◀f ),
(5.9)
where γv, γf are the cooling rates of the vertex and face excitations, while
λ is the interpolation strength, A⧫v , B⧫f , A
▶
v , B◀f operators are as defined in
the earlier sections.
Intuitively, in the vicinity of λ = 0 the collapse operators diffuse the exci-
tations around the lattice, the excitations perform a random walk until they
fuse with an excitation of the same type, i.e., the collapse operators impose
the fusion rules cooling the product state to the entangled ground state of
the toric code on a torus. In the other limit of λ = 1, due to the open bound-
aries conditions, appropriate collapse operators promote the condensation of
the relevant excitations at a given boundary while allowing the diffusion of
excitations in the bulk. Due to the different cooling properties because of the
open boundary, the cooled steady state is equivalent to the ground state of
the toric code on a cylinder with mixed boundaries. At intermediate λ, the
dynamics is captured by the competition between the cooling operators that
promote the diffusion of the excitations along the periodic boundary and the
cooling operators which promote a biased diffusion resulting in a restricted
diffusion, effectively capturing the break in topology.
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(a) (b) (c)
Figure 5.1: (a) The red snake represents the interpolation cut. The dissipa-
tive dynamics induced by the collapse operators by diffusing excitations on
(b) a torus (c) a cylinder with mixed boundaries. (b) Excitations always ap-
pear in pairs and the collapse operators diffuse the excitations (represented
by dashed green and blue arrows) or cool them by fusing (represented by
thick green and blue lines). (c) Excitation parity is not conserved because of
the boundary, thereby allowing the excitations to condense at the boundary
(represented by dashed magenta arrows), in addition to the diffusion and
pair cooling as noted in (b).
To detect the phase transition between the two topological phases we
compute the expectation value of the longest loop operator with respect to
the steady states, ρ(λ), parameterized by the cooling rate, λ, which con-
trols the interpolation. The steady states at a given λ are computed by the
MCWF method [85]. The longest open loop operator, L, we consider in the
current scenario is given by a sequence of σz(x) operators which sport Av (Bp)
violations at it ends. In the vicinity of λ = 0 the loop operator projects the
ground state into an excited state and hence the expectation value is zero,
that is the Tr(ρλL) = 0, while in the limit of λ = 1, the excitations condense
on the boundary with the expectation value going to one. We compute the
critical cooling rate, λc = 0.637(4), by performing finite size analysis as in
Fig. 5.2(a).
5.3 Dissipative interpolation via imperfect
cooling
The general form of the collapse operators considered in the previous section
is given by γC(1 − D), where the D operator probes the presence of an
excitation and C diffuses the excitation with γ being the cooling rate. In
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Figure 5.2: Expectation value of the longest open-loop operator parameter-
ized by the cooling rate, λ, (with γv = γf = 1), and the labels denoting the
different system sizes for (a) perfect cooling (b) imperfect cooling. (Inset)
Finite size scaling to obtain the critical cooling rate, λc.
this section, we introduce collapse operators of the form γC(1 − γD), as in
Eq. 5.10. In the presence of excitations, in the former, the action of the check
operator does not introduce any additional scaling but in the latter the check
operator introduces additional scaling which further facilitates the cooling
rate. In the absence of excitations, in the former, the collapse operators
leave the state invariant, while in the latter the collapse operators induce
























x (1 − λB◀f ),
(5.10)
We compute the steady states, ρ(λ), parameterized by the cooling rate, λ,
using the MCWF method. As established in the earlier scenario, we compute
the expectation value of the longest open loop operator with respect to the
above steady states. As above, in the vicinity of λ = 0, the expectation value
is zero while in the limit of λ = 1, the expectation value is one. We compute
the critical cooling rate, λc = 0.586(1), by performing finite size analysis as
in Fig. 5.2(b). We note that the critical cooling rate is lowered compared
to the above case implying the cooling is effective in the current scenario in
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comparison to the previous case.
To conclude, we have introduced TTPT’s in an open quantum system
by appropriately tailoring the collapse operators which cool to different toric
code ground states depending on the rate of cooling. As in the previous
chapter, the expectation value of the open loop operator effectively captures
the TTPT. We note that the open loop operators are effective in the current
scenario due to the fact that the bulk excitations are excluded by the open
loop operator, as we consider a quasi-1D geometry. In a more general context,
for example a more general perturbation, the bulk excitations might vary the
expectation value of the open loop leaving the notion of open loop operator
to detect topological phases ambiguous. In addition, the construction of open
loop operators is limited to scenarios which support open boundaries, as the
definition of the open loops require the notion of anyon condensation which
is absent in the case of periodic boundaries. Therefore, due to the above
limitations and also to uniformly quantify topological order across varied





An operational definition of
topological order
In the previous part, we have studied various scenarios which host topological
phases and have analyzed the order using a variety of signatures. TEE was an
effective probe in detecting quantum phase transitions while it remained inef-
fective in identifying different topological phases. In a more general context,
the equivalence between TEE, SPT order and intrinsic topological order still
remains ambigious. For example, the ground state of the Kitaev ladder, as in
Fig. 6.1, which exhibits SPT order has no TEE [86]. In addition, TEE does
not always capture the distinction between symmetry protected topological
order and intrinsic topological order. One such example is the construction
by Bravyi in Ref. [87]: Consider a 1D zigzag chain as in Fig. 6.1 with qubits








We consider the ground state of the above zigzag Hamiltonian, also known
as a cluster state and compute the TEE by considering a cut as in Fig. 6.1
such that it includes half of the chain by following the Kitaev-Preskill pre-
scription as introduced in Chap. 1. The TEE remains log 2 yet the ground
state is topologically trivial as it can be prepared from a product state using
Controlled-Z (CZ) gates defined by
CZ ∣k1, k2⟩ =
⎧⎪⎪⎨⎪⎪⎩
−∣k1, k2⟩ for k1 = k2 = 1
∣k1, k2⟩ otherwise
(6.2)
(finite depth unitaries). In addition, in Ref. [88] it was observed that topo-
logically trivial states in 3D exhibit non-zero TEE. Also, the extraction of
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Figure 6.1: (a) Kitaev 1D ladder defined by the toric code Av, Bp operators
defined on a quasi-1D ladder with periodic boundaries. (b) Consider qubits
at the vertices of the zigzag chain. The dashed line represents the region
used to compute the entropy which is further divided into three regions to
extract TEE via the Kitaev-Preskill prescription.
TEE as described in Chap. 3, in few scenarios, have additional nontopo-
logical contributions due to symmetry protected states arising at the choice
of the cut [89, 90, 91]. In Ref. [11], the following definition based on cir-
cuit depth was proposed i.e., a state is intrinsic topologically ordered state,
if it cannot be mapped to a product state using local unitaries of finite
depth [11]. Though the above definition provides a qualitative insight it
is difficult to quantify as it is quantum Kolmogorov complex, which in un-
computable [92]. Modular matrices as a probe have been successful in the
context of periodic boundaries [15, 18], while in the open boundary scenario
due to anyon condensation numerical recipes for their construction remain
unclear. In addition, the notion of mixed topologically ordered states re-
mains unclear. Though there have been several proposals in this direction
[93, 94, 95, 96, 97, 98], due to the absence of paradigmatic models hosting
such states, the understanding and verification of the above still remains an
open challenge. In an attempt to remove the above limitations, we introduce
an operational definition to quantify topological order in this chapter. We
not only validate the new method by mapping to well established models
but also introduce novel scenarios which host topological phases in an open
quantum system.
We begin by introducing the perturbed toric code model on a minimal
lattice which hosts a quantum phase transition. We then present a gen-
eral outline of the operational definition, which we validate by accurately
detecting the quantum criticality introduced in the above perturbed toric
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code model. We then introduce various nonequilibrium transitions, and by
engineering suitable collapse operators which encode the rules of the above
transitions, we discover mixed states that are topologically ordered.
6.1 Perturbed Toric Code on a minimal lattice
We introduce the toric code Hamiltonian on a minimal lattice as in Fig. 6.2(a).
The Hamiltonian consists of three body vertex (face) Av (Bp) operators, with



























z . The ground state is non-
degenerate and as introduced previously, is given by N ∏
v
(1 +Av)∣0⟩.





x applied on the second rail, as in Fig. 6.2(a), leading to Eq. 6.4





The perturbation creates Bp violations in pairs as in Fig. 6.2(c). Unlike
the previous scenarios, where perturbation on open boundaries led to single
excitations, here the perturbation is always contained in the bulk leading to
paired excitations with no possibility for single excitations.
6.1.1 Topological Signatures
The perturbation induces strings with excitations at either ends. At low hx,
the system is topologically ordered as the excitations are deconfined, while
at high hx the excitations are confined, hence capturing a topological phase
transition. As in the previous section, we compute topological entanglement
entropy and expectation value of a non-local open loop operator to further
confirm the presence of a criticality.
Topological Entanglement Entropy
We compute the sub-leading constant term using the earlier established
method by considering the cut as in Fig. 6.2(b). From Fig. 6.3(a) we note
that for hx = 0, the sub-leading constant is log 2 that is the ground state is
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Figure 6.2: (a) Toric Code on a minimal lattice with smooth (rough) bound-
aries on the top (bottom) and truncated open boundary at either end. The
Av (Bp) operators in the bulk are three body operators and are denoted by
light green (blue) triangles. Due to the truncated boundary conditions the
interaction at either end is given by Bp′ , denoted by dark green half trian-
gles. The spins on the perturbed rail are highlighted by bold orange outline.
(b) The region encompassed by the orange box is used in the computation
of entropy. The spins highlighted by bold red outline are used to construct
the open loop operator with Av excitations condensing on the rough lower
smooth boundary. (c) The perturbed of the minimal instance maps to the
1D Ising model with the Bp excitations being mapped to the Ising spins.
topologically ordered and as the perturbation strength is increased we notice
strong deviations from log 2 confirming the presence of the transition point.
Loop operator expectation value
We construct the open loop operator, obtained by the action of σz operator
on a sequence of spins as in Fig. 6.2(b). The σz operators create Av violations
and these can be condensed at the rough open boundaries on the bottom of
the lattice, resulting in an open loop operator. From Fig. 6.3(b), we notice
that in the limit of hx → 0, the expectation value of the longest open loop
operator is 1 while at higher perturbation strength, hx, there is a drop in the
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expectation value. The divergence of the expectation value, further confirms
the presence of a transition point.
Figure 6.3: (a) Topological entanglement entropy (TEE) as a function of the
perturbation strength, hx, with the red line y = − log 2 denoting the TEE
at hx = 0. (b) (Top) Expectation value of the longest open loop operator
with respect to hx. (Bottom) Derivative of the expectation value, with the
divergence confirming the presence of criticality.
6.2 Probing Topological Order via Error
Correction Statistics
In this section, we introduce a new method to detect the topological phase
transition. We sketch a brief outline of the procedure and later apply this to
the above introduced perturbed model.
We begin by considering the ground state, ∣ψp⟩, of some perturbed Hamil-
tonian belonging to the class of toric code Hamiltonians at some perturbation
strength, h. The method to detect the phase transition follows the prescrip-
tion as below:
1. Express the perturbed ground state as a superposition of all the eigen-




2. For each of the excited state ∣ψk⟩, compute the time taken to annihilate
all the excitations by using an error correction algorithm which is not
necessarily optimal.
105
Chapter 6. An operational definition of topological order
3. Consider the error correction circuit to be given by an operator C, then
the time correction statistics is given by ⟨ψp∣C ∣ψp⟩ (in other words,
we generate the time correction statistics of the error correction by
combining ∣ck∣2 with the error correction time of each excited state).
Any statistical measure of the time statistics, for instance: mean, vari-
ance, standard deviation qualitatively captures the phase transition as all
the above statistics encode the information on the error correction time, see
Fig. 6.5, Appendix. C. That is, in the topologically ordered phase, the above
quantities are bounded while in the trivial phase they diverge with increase
in system size. Further, implying that a state is topologically ordered if it
takes finite time (in system size) to correct its errors while a trivial state
cannot correct its errors in finite time. We note that standard deviation has
better finite size scaling behavior in comparison to the rest of the measures,
see for instance Fig. 6.5 and thus we use the former to effectively capture
the criticality. In addition, we also note that we impose no optimality con-
straints on the choice of the error correction algorithm, as the above measures
qualitatively remain the same with respect to any error correction strategy,
thereby effectively capturing the phase transition.
6.2.1 Mapping to the Ising 1D chain
We establish a relationship between the perturbed minimal lattice and Ising
1D chain with nearest neighbor interactions. The advantage of such an anal-
ysis is two fold, firstly to benchmark the proposed method by comparing the
critical strength to that of the Ising 1D chain, secondly to gain access to
higher system sizes for the purpose of numerical analysis.
To establish the relationship, we move from the physical spins to the ex-
citation space. In the excitation space, the presence/absence of an excitation
can be described by a Ising spin 12 . As introduced earlier, we note that the
perturbation induces only Bp excitations in pairs while leaving the Av sector
invariant which translates to a nearest neighbor interaction in the excitation
space as in Fig. 6.2(c). Therefore, the effective Hamiltonian in the excited












In the limit of hx → 0, the original model is topologically ordered which
maps to the paramagnet of the Ising chain while at hx → ∞ the original
model is topologically trivial which maps to the ferromagnet of the above
Ising chain. It is well established that the quantum criticality of the Ising 1D
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chain is at hc = 1. Therefore, in the case of the above perturbed toric code
model, the critical strength at which the topological phase transition occurs
is given by hx = 1, which can be used to benchmark our new method.
We note two interesting properties, one, the parity conserving symmetry
in the above introduced perturbed toric code model, manifests itself as the Z2
symmetry of the Ising chain. That is the Bp violations which always appear
in pairs in the bulk due to the perturbation are not allowed to condense via
the boundary which leads to the protection of the Z2-Ising symmetry in the
excitation space. It is in this context, we note that the perturbed ground state
is symmetry protected topologically ordered state as parity of excitations is
preserved due to the restriction of anyon condensation. The other interesting
observation we note is the entanglement pattern, as introduced in Chap. 1, in
the ground state of the original perturbed model, Hp and the Ising mapped
equivalent, His. In the limit of hx = 0, the ground state of Hp is the ground
state of the toric code, a highly entangled state, which maps to a product
state in the excitation space, i.e., the ground state of His. In the other limit
of hx → ∞, the ground state of Hp is a product state which maps to an
entangled state in the excitation space. We shall invoke this map later to
gain an intuitive understanding of the topological phase transitions in an
open setting.
6.2.2 Detecting topological phase transition in the
perturbed minimal instance toric code
Having established the equivalence map between the perturbed minimal in-
stance toric code model and Ising 1D chain, we compute the error correction
statistics with respect to Ising chain. It is important to note that though the
equivalence exists, the unitary connecting both the ground states is highly
non-local (as in the CNOT map introduced in Chap. 3) and thereby, these
phases are distinct which is as expected (the paramagnet which gets mapped
to the toric code ground state is not topologically ordered).
To verify the proposed method, we begin by considering the ground state,
∣ψhtc⟩ of the perturbed toric code Hamiltonian, as in Eq. 6.4 at some perturba-
tion strength, h. We express the perturbed ground state as a superposition
of all the eigenstates, ∣ψktc⟩, of the unperturbed toric code Hamiltonian, the
Ising equivalence of the above is captured by the following map
where ∣ψ0tc⟩ is the ground state of the toric code, L = σx being the operator
acting on the above ground state generating relevant excited states of the
toric code Hamiltonian i.e., excited states with even pairs of Bp violations.
In the Ising spin basis, ∣ψ0is⟩ corresponds to ∣000...0⟩, a paramagnet, while
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Pi, Pj’s are σx resulting in spin flips on the paramagnet corresponding to the
even pairs of Bp violations.
We perform the error correction in the Ising spin basis by mapping every
excited state to a paramagnet, i.e., ∣000...0⟩, which in the exact model maps
to the ground state of the toric code model.
Figure 6.4: Error correction scheme for a 1D Ising chain. The red squares in-
dicate the excitation positions (Bp violations) obtained after a measurement
in the Ising basis. Each excitation is associated with a walker (identified
by different colored circles) which hops right and left in the bulk, like the
green and orange walkers, while the walkers at the boundary move in a single
direction, like the blue and yellow walkers, as the the boundaries on either
side are truncated. The walkers leave a mark on the site visited starting at
t = 0, and span the lattice until they cross the path of the another walker, for
example orange and yellow, blue and green walkers. The time taken for an
excited state to be corrected to the paramagnet is given by the time taken
for all walkers to annihilate, in this case it is 3. The annihilation of the viola-
tions refers to the fusing of Bp violations in the original toric model with the
fusion resulting in the vacuum. In a more general setting, fusion rules form
the basis of error correction, with the algorithm designed to fuse excitations
to vacuum, thereby leading to the reference state.
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To perform the error correction, we employ the following scheme: we
identify each excitation with a unique walker. Every walker parallelly keeps
tracing the lattice until their paths cross, at which point the respective ex-
citations annihilate instantaneously, as in Fig. 6.4. For small system sizes
it is possible to compute the exact statistics by computing the time taken
for all the excitations to annihilate for all excited states (see Appendix. C).
In a more realistic setting, from an experimental viewpoint the statistics is
generated by repeated measurements in the Ising basis, that is measurements
in the excited basis. We compute the standard deviation (σ) of the above
statistics as a function of the perturbation strength, hx, as in Fig. 6.5 and
note that the topological phase transition occurs at hx = 1.003(1) which is in
agreement with the well known 1D Ising transition.
Figure 6.5: Statistical measures of the error correction times. (a) Mean, µ
(b) Variance, σ2 (c) Standard Deviation, σ as a function of the perturbation
strength, h. From the Insets of each of the plots we note that the critical
strength, hc, is (a)hµc = 1.013(3) (b)hσ
2
c = 1.007(3) (c)hσc = 1.003(1) implying
that standard deviation, σ, has better finite size scaling properties.
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6.3 Absorbing State Models
Before we extend the above method to open systems, we introduce the no-
tion of absorbing state models [99]. Non-equilibrium phenomenon have been
studied extensively in the context of classical dynamical phase transitions.
One of the well known phenomenon includes the notion of absorbing state
phase transitions, the dynamics of which are controlled by a definite set of
rules and are generally parameterized by the branching rate.
6.3.1 Directed Percolation in 1D
We briefly introduce the Directed Percolation (DP) class [100, 101]. Consider
a set of identical particles labeled by A with the vacuum denoted by ∅ with
the dynamics being governed by the following rules
1. Self annihilation: A→ ∅, at a rate γsa
2. Diffusion: A + ∅→ ∅ +A, at rate γd
3. Coagulation: 2A→ A, at a rate γc
4. Off-spring production A→ 2A, at a rate γop
The evolution of the system can be cast in terms of a discrete classical
master equation in the Lindblad form given by
ρ̇(t) = cρ(t)c† − 1
2
{c†c, ρ(t)},where{A,B} = AB +BA (6.7)
with the collapse operators given by
1. cisa = γsaσ
(i)
−




+ + σ(i)+ σ(i+1)− )
3. cic = γcσ
(i)
− (1 − P (i+1)1 )(1 − P
(i)
1 )
4. ciop = γopσ
(i+1)
+ (1 − P (i)1 )
where σ+(−) are creation (annihilation) operators which (de)-populate a
given site by mapping 0(1)→ 1(0) with P i1 being a projector which projects
onto state 1 at site i. The rate at which (4) occur is generally referred to as
the branching rate. For the DP universality class, below a critical branching
rate the dynamics drive the system into a so called absorbing state which
is defined by the absence of particles, while above the critical branching the
dynamics drive the system into an active state. The DP process is marked
by the presence of absorbing states, that is configurations once reached can
never be left.
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6.3.2 Branching Annihilating Random Walks in 2D
In this section, we extend the above introduced ideas to 2D models. We build
upon the non-equilibrium dynamics of the pair conserving random walks
belonging to the class of Branching Annihilating Random Walks (BARW’s).
We specifically consider the 2-species BARW’s [102] with the species denoted
by A, B and vacuum denoted by ∅. The dynamics of BARW’s are governed
by the following rules:
1. Diffusion: A(B) + ∅→ ∅ +A(B) with rate γd
2. Diffusion assisted annihilation: A(B)+A(B)→ ∅ with rate γda, i.e., if
the site to which the particle diffuses is occupied by a particle of the
same type both the particles annihilate
3. Parity conserving off-spring production: A→ 2B with rate γpcp
As in the earlier case, the dynamics can be captured by the discrete
classical master equation of the Lindblad form, as in Eq. 6.7 with the collapse
operators given by




+ + σ(i)+ σ(i+1)− )
2. cida = γdaσ
(i)
− (1 − P (i1 )




+ (1 − P (iA)1 )
where σ−(+) are as defined in the earlier section, with iA, iB indicating the
lattice sites traversed by the species A and B respectively. The branching
rate is defined as the rate at which off-spring production occurs, for a pictorial
representation refer to Fig. 6.10.
6.4 Detecting topological phase transitions in
an open quantum setting
Earlier in the introduction of the current chapter, we had mentioned that
there have been several approaches to characterize topological order for mixed
states. In this section, we begin by presenting these ideas, and also note that
most of these definitions are centered around defining topologically trivial
states as opposed to topologically ordered states.
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6.4.1 Various approaches in identifying topologically
trivial mixed states
We begin with the definition introduced by Hastings as in Ref. [93]. We
define a topologically trivial pure state as follows
Definition 6.4.1. Given some Hamiltonian, H, with its ground state denoted
by ψ0. The state ψ0 is said to be (R, ε) trivial if there exists a unitary quantum
circuit U with range R such that ∣ψ0 −Uψp∣ ≤ ε for some product state ψp.
The above definition implies that a state is topologically trivial if it can be
approximated to some product state within some precision ε. Unbounding R
results in every state being (L,0) trivial, due to the existence of global unitary
circuit connecting any state to product state. The pure state definition can
be extended to a general mixed state, ρ, by comparing to a thermal state,
ρcl = Z−1e−Hcl where Hcl is a sum of local Hamiltonians with locality for each
term bounded by a diameter of, at most, R and each one being diagonal in
a product basis, which results in the following
Definition 6.4.2. A density matrix, ρ is (R, ε) trivial if it is possible to
introduce additional degrees of freedom Ki on each site, defining an enlarged
Hilbert space given by Hi ⊗Ki at each site, such that
∣ρ −Tr{Ki} (UρclU †)∣ ≤ ε, (6.8)
where ∣..∣ denotes the trace norm, U is a unitary quantum circuit with range
R, and ρcl is a thermal state of range R with U and ρcl defined on an enlarged
space and the trace is performed over the additional degrees of freedom Ki.
As in the case of pure states, if Hcl and dimension of Ki are unbounded
(implying we consider the system, interactions and environment as a single
unit) then the above definition implies that a mixed state ρ is (R, ε) trivial
if it equal to a sum of (R,0) trivial states upto a precision of ε. The above
definitions though advantageous in establishing that topologically ordered
states cannot survive for T>0 in 2D the main bottleneck is that it is tailored
for thermal states [93, 98], and it is unknown whether it can be be extended
to any general scenario.
Motivated by the above definition, Osborne has suggested similar defini-
tions for topologically trivial mixed state [103].
Definition 6.4.3. A state ρ is topologically trivial if it can be expressed as
a convex combination of topologically trivial pure states i.e.,
ρ =∑
j
pj ∣φj⟩⟨φj ∣ (6.9)
where ∣φj⟩ is topologically trivial according to the definition of Hastings.
112
6.4 Detecting topological phase transitions in an open quantum setting
The following definition suggested by Osborne is based on purification.
The notion of purification is based on the fact that a mixed state is obtained
by tracing out additional degrees of freedom of a pure state belonging to an
extended Hilbert space. For instance, consider ρ ∈ HA, let HB be a Hilbert
space with dimensionality no less than HA then it is always possible to find
a state ∣ψ⟩ ∈HA ⊗HB such that ρ = TrB(∣ψ⟩⟨ψ∣), implying ∣ψ⟩ purifies ρ.
Definition 6.4.4. A state ρ is topologically trivial if the local purification of
ρ is topologically trivial.
The above definition implies that, ρ is topologically trivial if the state ∣ψ⟩
that purifies it is trivial.
One other definition has been based on the notion of extending the def-
inition of topological order based on local unitary transformations. Earlier
in Chap. 2, we defined a state to be topologically ordered if it cannot be
prepared from a product state via local unitaries of finite depth. In the con-
text of mixed states, a mixed state is said to be topologically trivial if it
can be prepared from a product state via local quantum channels [98] (quan-
tum channels are defined as completely positive trace preserving operators
mapping different density matrices). In Ref. [97], Grusdt has motivated the
notion of topological order for thermal density matrices by studying their
spectral properties while for nonequilibrium steady states the definitions are
motivated by the gap of the Liouvillian superoperator of the Lindblad master
equation.
The above introduced definitions mostly extend the notion of local uni-
tary transformations introduced in the context of pure states, as in Sec. 1.2.2,
to mixed states and thereby inherit the computational difficulty. Therefore,
due to the lack of computability and also due to the absence of toy models
hosting such states the verification of these definitions is quite limited. To
this extent, in the following, motivated by the nonequilibrium phenomenon of
1D Directed Percolation and 2D Branching Annihilating Random Walks, we
introduce models which host mixed topological states, thereby not only intro-
ducing novel topological phases in an open setup but also effectively predict
the accompanying topological phase transition by applying the operational
definition.
6.4.2 Mapping Dissipative Toric Code models to
Directed Percolation in 1D
The excitations in the toric code model are given by Av,Bp violations and
are particle-like identified at the vertices and faces respectively. One of the
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striking features of these excitations is that the fusion of the bosonic exci-
tations (mostly abelain anyons) results in a vacuum. This feature has been
extensively used in state preparation of topologically ordered ground states.
We build on the idea as in Ref. [62] by engineering dissipative collapse oper-
ators, as in Eq. 6.10, to drive a product state into highly entangled ground




















The motivation behind such a construction is that the projector, 1−Av2
(1−Bp2 ) acts as probe checking whether a particular vertex (face) is excited.
If a particular vertex (face) is excited the check operator equals 1 and thereby
firing the σz operator on one of the spins attached to the vertex, which diffuses
the excitation on the lattice generating a random walk. The dynamics of
such a random walk can be modeled by purely dissipative Lindblad master







Let us consider the evolution of an initial product state, which is also
classical in the current scenario, under the action of the above collapse oper-
ators, as in Eq. 6.10. The collapse operators diffuse the excitations around
the lattice and depending on the diffusion rate, γv(p), after evolving for a
sufficient long enough time the steady state consists of no excitations as all
the excitations find a partner and fuse to the vacuum, resulting in the ground
state of the toric code. This would imply that the above collapse operators
cool (diffuse until fusion) the product state to the toric code ground state.
In the current scenario, to replicate the DP like process, we consider
the toric code on a minimal lattice with the perturbation inducing only Bp
excitations (leaving Av sector invariant) along the second rail, as in the earlier
Sec. 6.1. We encode the rules of the 1D Directed Percolation into cooling
and heating collapse operators. The cooling operators, ccp, are of the form
introduced above, as in Eq. 6.10 with the Bp operators being replaced by
three (two) boundary interaction in the bulk (boundary). In addition to the










x (1 −Bp) (6.12)
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which perturbs the dynamics by inducing new excitations into the system
via the boundary i.e., the check operator checks the face for the presence
of an excitation and if present, the adjacent face is excited by pulling an
excitation from the boundary. We note that the cooling operators capture
self-annihilation and diffusion while the heating operators capture coagula-
tion and off-spring production. In addition, we also note that the excita-
tions are allowed to fuse to the boundary only at the end of the chain, with
Figs. 6.6 6.7 summarizing all the collapse operators.
Figure 6.6: Cooling collapse operators which realize diffusion and annihila-
tion facilitating the the dynamics of the 1D Directed Percolation. The middle
row represents the position of the excitations at some time, t. The action of
the different cooling operators (a) the fusing of the excitation at the end of
the chain to the smooth top boundary (b) diffusion of the excitations into
the bulk given a excitation sits at the boundary we have restricted movement
as the excitations can only hop to the right (left) at the left (right) end. The
diffusion of excitations in the bulk towards (c) the left (d) the right. The
green arrow indicates the motion of the excitation while the patched circle
represents the excitation at a previous time instant before the jump. The
spin represented by the green outline is acted upon by the anti-commutators
therefore diffusing the excitations in the bulk or fusing them at the boundary.
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Figure 6.7: Heating collapse operators which introduce additional excitations
into the system. The action of the different heating collapse operators is given
by pulling Bp excitations from the smooth top boundary (a) at the left (right)
ends the excitations are pulled only on the right (left), while in the bulk (b),
(c) excitations can be pulled on either side. The red arrow indicates the
creation of an excitation in the bulk by the action of anti-commutator on
the spin represented by red outline with the position of the excitations given
by blue circles and the position of new excitations given by circles with blue
outline.
Ising mapped collapse operators
In the previous section, we have introduced collapse operators which extend
the classical DP dynamics to the toric code model in an open quantum set-
ting. As in the ground state analysis, we map the exact model to Ising like
spins in the excitation space and compute the steady state using the Monte-
Carlo Wavefunction Method (MCWF) for the classical master equation (see
Appendix. D for details of the algorithm). As we identify each excitation
with an Ising spin, µ, the cooling collapse operators map as follows
116




















In the above equation, the spin i belongs to the face p in the original
model while µp, µp′ correspond to the Ising spins in the neighboring faces, p,


















In the above equation, the spin (j + 1) belongs to the smooth boundary
of the face neighboring p. p′ is Ising spin adjacent to the face p. Therefore,
the presence of excitation leads to creation of additional excitation on the
neighboring face, thereby heating the system.
Critical strength in the thermodynamic limit and critical
exponents
The heating rate of the dissipative dynamics, γh, is analogous to the branch-
ing rate of the classical DP and effectively parameterizes the dynamical phase
transition. At low heating rates, most of the excitations are cooled resulting
in a steady state closer to the ground state of the toric code, which in the
classical DP phenomenon maps to the absorbing state while at higher heat-
ing rates the steady state has a finite density of excitations which maps to
the active state of classical DP. Therefore, to capture the dynamical phase
transition in thermodynamic limit, we compute the density of excitations,
ne = ∑i Tr(P i1ρ), where P i1 is the projector ∣1⟩⟨1∣ acting at site i, as a func-
tion of the time at different heating strength, as in Fig. 6.8(a). The initial
state used for evolution is a fully filled state, that is the density of excitations
is one at t = 0. We note that the curvature of the ne versus time provides
insight the nature of decay thereby allowing us to classify the phase as ab-
sorbing, critical or active. For positive (negative) curvature, we conclude that
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the phase is active (absorbing or inactive) [99]. To further quantify the decay
and thereby characterize the phase transition we compute the quantity, as
in Eq. 6.13, which at critical heating strength decays algebraically, that is








Figure 6.8: (a) Error density ne for N = 300 sites at different values of γ,
blue curve showing subcritical behavior, orange curve showing critical, with
green curve showing supercritical behavior. Initial states were chosen to
have maximum density. (Inset) Finite size scaling leads to γc = 8.30(2) . (b)
Effective critical exponents, δeff at b = 4. The critical value of the transition
is taken where δeff remains constant. Error bars correspond to all values
consistent with a constant value in the long time limit. (Inset) Finite size
scaling leads to δ = 0.163(5) in the thermodynamic limit. Errors are given
by the sum of the uncertainty in the linear fit and the difference in δ between
b = 4 and b = 2.
Topological critical strength, critical exponents
To capture the topological phase transition, we extend the above introduced
method of error statistics to the context of mixed steady states. For the
mixed steady state given by ρ = 1N ∑ ∣ψ⟩i⟨ψ∣i, where N is the number of tra-
jectories of the Monte-Carlo simulation and ∣ψ⟩i corresponds to the evolved
state for each trajectory. We compute the error-correction statistics aver-
aged over all the trajectories at each time. The error correction algorithm
is as outlined earlier, as in Fig. 6.4, involves parallel walkers spanning the
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lattice until they meet resulting in the annihilation of the respective exci-
tations. However, the walker annihilation is subtly modified to incorporate
the boundary effects, i.e., the excitations can be annihilated at either end
of the chain and due to this the walker would cease to proceed further ei-
ther on crossing the path of another walker or upon meeting the boundary
at the ends. As from Fig. 6.9, we note that the standard deviation, nσ, of
the error correction statistics which encodes the topological phase transition
closely follows the thermodynamic transition in terms of the critical heating
strength. As in the case of the thermodynamic transition, we note that the
initial state chosen for evolution has a standard deviation which is maximum
(i.e., the initial state used for the evolution involves a mixture of absorbing
states and a states which have maximum error correction time).
To gain a more intuitive understanding on the topological phase tran-
sition we invoke the Ising duality map established earlier in Sec. 6.2.1. At
γh = 0, in the effective Ising model we have an ensemble of product states,
i.e., due to cooling we have a steady state that is an absorbing state which
is topologically ordered and is reflected in the standard deviation of the
time correction statistics being low in the thermodynamic limit. While at
γh → ∞, the ensemble is mixed (analogous to the highly entangled state in
the excitation space as in the ground state analysis) implying the state is
topologically trivial which is reflected in the diverging standard deviation in
the thermodynamic limit. Therefore, we conclude that standard deviation
is an effective signature to detect topological phases of matter and thereby
topological phase transitions in an open setup.
6.4.3 Mapping Dissipative Toric Code models to
BARW in 2D
In this section, we study the notion of non-equilibrium phenomenon of BARW
in 2D, as introduced earlier, in the context of toric code defined on a torus.
The two particle like excitations Av and Bp violations provide a natural set-
ting to study the 2-species BARW. To this extent, excitations of Av, Bp sec-
tors are identified as two species of the BARW. As in the 1D case, the rules of
classical dynamics are encapsuled by engineering suitable collapse operators.
The cooling collapse operators are as introduced in earlier Sec. 6.4.2, given






















Chapter 6. An operational definition of topological order
Figure 6.9: (a) Standard deviation, nσ, of the error correction time statistics
for N = 300 sites at different values of γh, blue curve showing subcritical
behavior, orange curve showing critical, with green curve showing supercrit-
ical behavior. Initial states are chosen to have maximum standard devia-
tion, therefore trivial states. (Inset) Finite size scaling leads to γc = 8.34(5).
(b) Effective critical exponents, δeff at b = 4. Finite size scaling leads to
δ = 0.18(2) in the thermodynamic limit. Errors are given by the sum of the
uncertainty in the linear fit and the difference in δ between b = 4 and b = 2.
The heating collapse operators generate two excitations of the other sector
thereby introducing new excitations at the vertices (faces) or annihilating the
already present ones. The heating rates γhv, γhp are analogous to the branch-
ing rate of the classical BARW and effectively parametrize the dynamical
phase transition.
Ising mapped collapse operators
As in the case of the 1D Directed Percolation process we map the collapse
operators of the original model to the Ising spins in the excitation space
and generate the dynamics using the MCWF method. We identify the dual
lattice with Ising spins, µ, but due to the two different sectors we have two
different sectors of Ising spins, vertex and face excitations denoted by v and p
respectively. The cooling collapse operators of the original model get mapped
to the Ising spins as follows
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Figure 6.10: (Left) Heating [(a), (d)] and cooling [(b), (c)] collapse opera-
tors facilitating the 2-BARW dynamics. Heating collapse operators: (a) Av
violation generates Bp violations in pairs with the spin outlined in red being
acted upon by σx (d) Bp excitation generates two Av violations, with the
spin outlined in red being acted by σz. Cooling collapse operators (b) Bp vi-
olations (c) Av violations diffuse around the lattice. The hashed blue circle,
hashed red square denote the position of the excitations at the previous time
with the spin outlined in green being acted upon by (b) σx (c) σz. (Right)
Error correction scheme for excitations in 2D. The red squares denote the
position of the Bp excitations, we associate each excitation with a walker,
denoted here by blue and green walkers, which span the lattice in diamond
shaped patterns. We denote the position of the walker at each time instance
starting from t = 0 to t = 6, which is the time taken for the walkers to cross
the path of the other. Here we have considered only Bp violations, the same







































where i denotes the spin which belong to the face, p, (vertex) (v), which is
being probed for the presence of an excitation. µp(v), µp′(v′) denote the Ising
spins on the adjacent faces (vertices) p, p′ (v, v′) shared by the spin i of the
original model as in Fig. 6.10. The heating collapse operators are given by
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where i belongs to the original model, while p, p′, v, v′ are defined as above.
We note that in the above map, the face (vertex) is probed for the presence
of a excitation, if present, a pair of adjacent Ising vertices (faces) spins are
flipped.
Critical strength in the thermodynamic limit and critical
exponents
We consider the dissipative dynamics induced by the above collapse opera-
tors. We set the cooling (heating) rate with respect to the vertex and face
operators to γc(h). The heating rate, as in the 1D DP, is analogous to the
branching rate of the classical BARW and effectively parametrizes the dy-
namical phase transition. Unlike the DP case, we observe an active phase as
soon as the heating is turned on, implying that the system has finite den-
sity of excitations at finite γh as observed in Fig. 6.11(a). For a general DP
process the decay in density at criticality is given by ne ∼ t−δ, which for the
2D BARW reduces to ne ∝ log t/t as establisheed in Ref. [105] and further
numerically verified in Ref. [102]. Here, we reestablish the above results by
plotting net vs. t, as in Fig. 6.11, which results in δthermoc = 1 with logarithmic
corrections that behave linearly.
Topological critical strength, critical exponents
The dynamics also encode a topological phase transition, as for low heating
strength the system cools into the ground state of the toric code as the exci-
tations annihilate due to fusion. At higher heating strength, the perturbation
induces additional excitations into the system and thus the steady state is a
mixed ensemble. To estimate the topological phase transition, we compute
the error-correction time statistics averaged over the trajectories of the MC
simulation. The error-correction algorithm closely follows the description of
the 1D error-correction algorithm, i.e., we identify each excitation with a
unique walker and the walker spans the lattice in diamond shaped patterns
corresponding to a constant Manhattan distance from the initial site, until
it crosses the path of another walker, see Fig. 6.10(b). The maximum of
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the time taken for all the walkers to meet is taken as the error correction
time for a given state. For the case of the toric code, the excitations being
abelian, braiding introduces only a phase factor which does not influence the
statistical properties, as the amplitudes contributing to the statistics remain
insensitive to the phase. Due to the above reason the same error correction
scheme can be considered for different sectors and also we note that we can
extend the above error correction scheme to all topological phases sporting
abelian anyons. In a more general context, for non-abelian anyons, the error
correction scheme is more sophisticated considering the fact that the braiding
results in a non-trivial unitary instead of a phase correction and this would
eventually impact the amplitudes and thereby the statistical properties. We
compute the standard deviation of the statistics and note that the critical
strength for the topological phase transition follows the thermodynamic be-
havior i.e., the system is topologically ordered for γh = 0, while is trivial for
all finite heating strength, see Fig. 6.11(b). From Fig. 6.11(b), we establish
that δtopoc = 1 with logarithmic corrections that behave in a quadratic fash-
ion. The difference in behavior of the logarithmic corrections distinguishes
the topological criticality from the criticality in the thermodynamic limit,
further distinguishing the thermodynamic and topological phase transition.
Figure 6.11: Two-dimensional topological criticality. (a) Error density, ne
and (b) circuit depth, nσ for N = 512 sites and γh = 0 (dashed) and
γh = 0.025γc. (Inset) The logarithmic corrections to a t−1 decay, with a
linear behavior for the (a) error density and a quadratic behavior for the (b)












In this part, we extend the operational definition to topological insulators [106,
107, 108, 109], by considering variants of the Su-Schrieffer-Heeger (SSH)
model [110, 111, 112, 113, 114]. This class of models host phases which
are signaled by various topological invariants, for instance Chern number,
winding number in the context of periodic boundaries, while giving rise to
edge modes in the context of open boundaries and hence are termed as topo-
logical phases. These phases are short range entangled in contrast to the long
range entangled toric code ground states which we have explored in the pre-
vious chapters [11]. The ground states of these phases can be generated from
product states using local unitaries of constant depth with the unitaries nec-
essarily breaking the symmetry of the state. If instead symmetry preserving
unitaries are considered then the depth of unitaries scales with the system
size [115]. We begin by introducing the SSH model taking note of the topo-
logical phases in both periodic and open boundary conditions while keeping
track of the topological invariants which signal the presence of symmetry
protected topological order.
7.1 SSH Model
We begin by introducing the hardcore boson variant of the SSH model, by
considering a 1D chain of 2N spin-1/2 particles, whose Hamiltonian is given
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where σ+ = (σx + iσy)/2, σ− = (σx − iσy)/2 which are generally referred to
as creation and annihilation operators. As each site in the chain has two
levels, the Hamiltonian effectively captures hopping of particles. For exam-
ple, consider the presence (absence) of a particle to be given by the spin-1/2
state ∣0⟩(∣1⟩), the action of the above Hamiltonian flips the spin states on
the neighboring sites, thereby effectively capturing the hopping.
The effective particle hopping captured by the above Hamiltonian can be


















where ci and c†i are fermionic operators that annihilate and create fermions
at site i. The Hamiltonian in the second quantization formalism using the









c†2ic2i+1] + h.c (7.3)
We note that the above Hamiltonian find its origins in describing the electron
hopping in insulators such as polyacetylene [110].
The fermionic version of the Hamiltonian in the first quantization formal-









(∣n + 1,A⟩⟨n,B∣ + h.c) (7.4)
with N being the position basis and A,B being the internal degrees of free-
dom at each unit cell. The Hamiltonian for each unit cell can be described
as H = Hext ⊗ Hint, with ∣N,A⟩ = ∣N⟩ ⊗ ∣A⟩. We note a subtle yet crucial






Figure 7.1: SSH chain with hopping denoted by v and w with the external
unit cells N=10 for the choice of the unit cell AB, each hosting two internal
sites labeled by the blue and brown circles. With respect to the AB unit cell,
in the limit of w = 0, v ≠ 0 we have intra-sites dimers with no edge modes
while in the limit of v = 0,w ≠ 0 we have inter-sites dimers resulting with
zero energy edge modes. The available choice of the unit cells denoted by
AB, BA.
unit cell one involving the sites A,B, the other with sites B,A, as in Fig. 7.1,











(∣n + 1,B⟩⟨n,A∣ + h.c) (7.5)
The choice of the unit cell plays a major role in defining various topolog-
ical signatures, therefore an accurate classification of the topological phases
should include the information on the unit cell. Having introduced the dif-
ferent variants of the Hamiltonian with open boundaries, we now proceed
to discuss the properties of the bulk (by closing the chain) and boundary
properties which encode topological invariants thereby characterizing these
phases as topological phases.
7.1.1 Topological Invariants
We close the chain of the Hamiltonian in Eq. 7.4 by adding the inter-site
hopping between the first site of the first unit cell and the second site of the
N th unit cell, i.e., we include the term σ2N− σ1+ and its conjugate scaled by the
potential w. The introduction of periodicity leaves the system translational
invariant. We perform a Fourier transform on the position basis of Hamil-
tonian Eq. 7.4 [116]. This gives rise to the band Hamiltonian acting on the
internal sites for each unit cell parameterized by momentum, k, as in Eq. 7.6
H(k) = [ 0 v +we
ik
v +we−ik 0 ] (7.6)
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where k ∈ {δ,2δ, ....,Nδ}, where δ = 2πN with eigen energies given by
E(k) = ∣v + e−ikw∣ = ±
√
v2 +w2 + 2vw cos(k) (7.7)
We plot the dispersion relation at different v,w, as in Fig. 7.2 and note that
at v ≠ w there exists a finite energy gap while in the case of v = w the gap
closes indicating the presence of a phase transition between the insulating
phases defined in the limits of v < w and v > w. The phases in the either
Figure 7.2: Energy bands as a function of the wavenumber, k, for (a) v = 0
(b) v < w (c) v = w (d) v > w (e) w = 0. We note the closing of the band gap
at v = w signaling the presence of a criticality.
limit being distinct we search for properties which vary as we vary v,w. To
this extent, we note that the above Hamiltonian can be re-cast as
H(k) = dx(k)σx + dy(k)σy + dz(k)σz (7.8)
where dx(k) = v + w cosk, dy(k) = −w sink, dz(k) = 0. The vector
d(k) traces out a circle in the xy-plane centered at (v,0) with radius w. We
note that in the limit of v < w the vector winds around the origin, while in
the other limit v > w the vector does not include the origin as in Fig. 7.3.
This interesting property can be used to distinguish between the different
possible phases. To further consolidate the above notion, we introduce the










where h(k) is the off diagonal element of the momentum Hamiltonian, which
in the current scenario is given by dx(k)− idy(k). We note that the above is
one of the definitions for winding number among many others which are all
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Figure 7.3: The circle traced by the vector d(k) (a) does not include the
origin for v > w (b) passes through the origin for v = w (c) includes the origin
for v < w resulting in a winding number of (a) ν = 0 (b) undefined (signaling
the presence of a transition, i.e., we have a conductor due to the gap closing
(c) ν = 1, for the choice of the unit cell AB.
equivalent, for a exhaustive list and their equivalence we refer the reader to










The solution of the above integral relies on whether or not the curve d(k)
given by v +we−ik includes the origin (which acts as a pole). For the case of
v < w we note that νAB = 1 while in the limit of v > w, νAB = 0. In a more










with d̃ = d∣d∣ which projects the curve d(k) onto a unit circle. The winding
number is topological in nature, as it does not depend on the path traced
by d(k) but rather depends only on whether the origin is enclosed by d(k)
vector. In the current context, the above property of the winding number
remains invariant in the limits of v < w (distinct but still invariant in the
limits of w < v) for a given choice of the unit cell, hence acting as a topological
invariant in either limits thereby classifying the distinct phases.
In the above, we have computed the winding number by fixing the choice
of the unit cell to be AB. It is also possible to choose the other unit cell,
BA, leading to the Hamiltonian as in Eq. 7.5 the band Hamiltonian of which
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is given by
H(k) = [ 0 w + ve
−ik
w + veik 0 ] (7.12)
which results in the vector d’(k), whose components are given by
d′x(k) = w + v cosk, d′y(k) = w sink, d′z(k) = 0.
In the current scenario, the winding number, νBA is 1 in the limit of w > v
while is 0 in the limit of w < v. The phase with the non-vanishing winding
number is classified as a topological phase. Due to the choice of the unit cell,
the phases in either of the limits are topological in nature and are distinct
due to the gap closing at v = w.
7.1.2 Edge states
In the open boundary context, the Fourier transform no longer diagonalizes
the Hamiltonian and therefore does not provide any additional insight. By
observing the Hamiltonian, Eq. 7.4, in the limit of w → 0, we have fully
dimerized states, with eigenstates given by the superposition of the internal
sites i.e.,
HABpb (∣n,A⟩ ± ∣n,B⟩) = ±(∣n,A⟩ ± ∣n,B⟩) (7.13)
this is an insulating phase as the particles cannot hop between sites.
While in the limit of v → 0, we again have fully dimerized states, with
the eigenstates given by the superposition as in Eq. 7.14
HABpb (∣n + 1,A⟩ ± ∣n,B⟩) = ±(∣n + 1,A⟩ ± ∣n,B⟩) (7.14)
this is also an insulating phase as the movement of particles is restricted. In
this limit, in addition to the above eigenstates we also have two additional
states with zero energy i.e.,
HABpb ∣1,A⟩ =HABpb ∣N,B⟩ = 0 (7.15)
due to the absence of on-site potential and with no extra energy needed to
clamp the electrons we have two zero energy modes at the edges of the chain
which is a characteristic of topological order.
To summarize, for the choice of the unit cell denoted by AB in the limit
of v < w the phase is SPT while for the choice of the unit cell denoted by BA
in the limit of v > w the phase is SPT. This implies that the two insulating
phases are SPT ordered and we denote these phases by SPTAB and SPTBA.
On a more general note, topological insulators are characterized by insulating
bulk and conducting edges, here in the current scenario we have zero energy
edge modes which characterize the SSH topological insulator.
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7.2 Error correction statistics to probe the
phase transition
We extend the operational definition introduced for intrinsic topological order
to the case of symmetry protected topological phases by imposing symmetry
conditions on the error correction circuit. In this framework, a state is said
to be symmetry protected topologically ordered if it can be corrected by a
finite depth symmetric error correction circuit. To this extent, we introduce
an excitation basis, then represent the ground state of the Hamiltonian, Hhb
at different v,w as a superposition of the excited states and compute the time
taken to annihilate the errors while imposing constraints on the detection of
errors which preserve the symmetry of the topological phase.
7.2.1 Excitation space
We consider the map between the states of the excited space, {∣0⟩, ∣+⟩, ∣-⟩, ∣1⟩}





























where ∣0⟩, ∣1⟩ denote the presence (absence) of a particle as introduced in
Eq. 7.1. The SSH Hamiltonian in the hardcore bosonic limit is given by, Hhb,
as in Eq. 7.1, which in the excited space translates toHABhbe by the action of the









T bi,i+1 ⊗ T ai+2,i+3









with T ai,j, T bi,j
T ai,j = ∣0⟩⟨+∣ + ∣+⟩⟨1∣ − ∣0⟩⟨-∣ + ∣-⟩⟨1∣
T bi,j = ∣+⟩⟨0∣ + ∣1⟩⟨+∣ + ∣-⟩⟨0∣ − ∣1⟩⟨-∣
(7.18)
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with the subscript i, j denoting the physical qubits which are considered
together.
For the action of the unitary U on the combined 2-qubit set given by

















The ground state of the Hamiltonian HABhbe in the limit of v → 0 is given by
∣−[1,2N],−[2,3], ...,−[2N-2,2N-1]⟩ and the Hamiltonian HBAhbe in the limit of w → 0
is given by ∣−[1,2],−[3,4], ...,−[2N-1,2N]⟩.
Errors and the correction strategy
Having constructed the excitation basis, we now examine the possible errors
and relevant error correction strategies in order to successfully capture the
phase transition using the operational definition. From the Hamiltonians,
HABhbe , H
BA
hbe , we note that the excited space consists of phase errors given by
∣+⟩ and density fluctuations given by ∣0⟩, ∣1⟩. The error correction strategy
involves correcting the phase and density fluctuations and hence involves two
steps as follows:
1. We identify the ∣+⟩ sites in the excitation space with walkers which
annihilate if one of the following conditions is met
(a) It crosses the path of another ∣+⟩ walker which is traversing the
ring (the walker traverses on a 1D ring irrespective of whether the
original spin chain is periodic or open, (or)
(b) It meets a site with density fluctuations (∣0⟩, ∣1⟩) (or)
(c) The walker crosses the boundary, the boundary here is identified
as the first site and the last site joined together, with no ∣+⟩ walker
at the boundary
2. With the walkers associated to the ∣+⟩ site being annihilated, say in time
tp, we turn to the density fluctuations and compute the time taken to
annihilate the density fluctuations, which involves pairing of 1’s and
0’s. To this extent, we initiate a unique walker at every site which has
1 and 0 which parallelly span the 1D ring. The 1 walker annihilates
with the 0 walker when their paths meet. Therefore, the total time of
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the error correction is given by time taken for all 1 walkers to meet
with the corresponding 0 walkers, say given by time td.
3. The total time for correcting a state is given by tp + td.
7.3 Error correction statistics via Matrix
Product State simulations
To capture the topological phase transition using the operational definition,
we employ the tools of Matrix Product States (MPS) methods to compute the
ground state, ∣ψvw⟩, given v,w. We then perform a series of measurements in
the excitation space (joint physical basis) averaging it over many trajectories,
thereby reconstructing the ground state. In other words, we represent the
ground state in terms of the excited states. To summarize, the operational
definition involves the following procedure:
1. Compute the ground state, ∣ψvw⟩, using MPS methods (We use the Den-
sity Matrix Renormalization Group (DMRG) algorithm and AutoMPS
methods from ITensor package [118])
2. Perform a measurement in the excitation space depending on the ref-
erence state, that is either :
∣1, 2 3
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where each of the brackets maps to one of {∣0⟩, ∣+⟩, ∣-⟩, ∣1⟩}. Each mea-
surement is performed by a projection operator, with the MPS wave-
function reconfiguring its correlations after each measurement [119].
3. We repeat the above step over many trajectories, therefore representing
the ground state as a superposition of the excited states
∣ψpv⟩ =∑ cγ ∣α1, α2, ..., αN⟩ (7.20)
where αi’s belong to the excitation space.
4. For each trajectory we compute the time taken to correct the phase
and density fluctuations, leading to the computation of time statistics
obtained by averaging over all the trajectories.
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7.3.1 Periodic Boundary
We consider the Hamiltonian, Hhb as in Eq. 7.1 with the additional term
connecting the first site of the 1st unit cell and the second site of the N th unit
cell scaled by the hopping potential w. To establish that the phase SPTAB
defined in the limits of v < w is SPT we consider the ground state of the
Hamiltonian HABhbe in the limit of v → 0, given by ∣−[1,2N],−[2,3], ...,−[2N-2,2N-1]⟩
as the reference state, this is by observing the Hamiltonian, Hhb. We express
the ground state at any given v,w as a superposition of the excited states
given by the coupling of the form {[1,2N], [2,3], ..., [2N − 2,2N − 1]}. We
note that in the limit of v/w < 1 the phase is SPT ordered as the standard
deviation, σ, of the time correction statistics is bounded, while in the limit
of v/w > 1 the standard deviation diverges, as in Fig. 7.4. The divergence of
the standard deviation does not directly imply that the phase is topologically
trivial, as to establish topological triviality would imply that the standard
deviation should diverge with every other topological phase. On the contrary,
in the limit of v > w, we know that the phase SPTBA is SPT ordered. To
consolidate the above notion, we consider the ground state of the Hamiltonian
HBAhbe in the limit of w → 0, given by ∣−[1,2],−[3,4], ...,−[2N-1,2N]⟩ as the reference
state. We compute the time correction statistics as established for the case
of SPTAB and note that the standard deviation is bounded for v/w > 1,
implying SPTBA is SPT ordered, while it diverges for v/w < 1 as in Fig. 7.4.
In Fig. 7.4, we compare vc in the thermodynamic limit obtained via employing
(i) the error correction strategy which involves density fluctuations alone
while ignoring the phase fluctuations (DP), with (ii) the error correction
strategy which involves both density and phase fluctuations (DPF). We note
that for higher system sizes both the above strategies result in vc which are
almost the same while for smaller system sizes we notice a deviation. Due
to this, we observe that there is an overall deviation at which the transition
occurs in the thermodynamic limit which is obtained by performing finite
size analysis. We attribute the overall deviation in vc in the thermodynamic
limit to the phase fluctuations which strongly influence the statistics in small
system sizes.
7.3.2 Open Boundary
We consider the Hamiltonian, Hhb as in Eq. 7.1 with open boundaries. To
establish that SPTAB as SPT ordered we follow the same prescription as
above, that is perform the error correction with ∣−[1,2N],−[2,3], ...,−[2N-2,2N-1]⟩
as the reference state. We note that the standard deviation is bounded in
the limit of v/w < 1 while it diverges in the limit of v/w > 1 as in Fig. 7.5,
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Figure 7.4: Standard deviation, σ, of error correction statistics as a function
of v/w in the periodic boundary context. To detect the SPT phase in the limit
of v/w < 1 we consider the reference state as ∣−[1,2N],−[2,3], ...,−[2N-2,2N-1]⟩ and
compute the error correction statistics by annihilating (a) density fluctuations
(DF) alone resulting in vc = 1.01(1) (b) both density and phase fluctuations
(DPF) resulting in vc = 1.00(1). (c) Finite size scaling analysis with DF alone
and DPF both, we note that vc remains almost the same for large system
sizes though in the smaller system sizes the effect of phase fluctuations are
pretty strong resulting in a deviation of vc. (d) Standard deviation as a
function of w/v with the reference state as ∣−[1,2],−[3,4], ...,−[2N-1,2N]⟩ and the
error correction strategy involving annihilation of DPF. We note that in the
limit of w/v < 1 we note that the phase is SPT ordered as σ is bounded.
reconfirming the fact that SPTAB is SPT ordered in the limit of v/w < 1. On
similar lines we establish that SPTBA is SPT ordered by observing that the
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standard deviation of the error correction statistics is bounded in the regime
of v/w > 1 while is unbounded in v/w < 1 with respect to the reference state
given by ∣−[1,2],−[3,4], ...,−[2N-1,2N]⟩ as in Fig. 7.5. As in the periodic case, we
compare the criticality in the thermodynamic limit obtained via employing
the error strategies including and excluding phase fluctuations. We note a
similar deviation in vc in the thermodynamic as in the periodic boundary
case and attribute this to the strong phase fluctuations in smaller system
sizes.
7.4 Extended Bosonic SSH Model
























with N external unit cells each hosting two internal sites. In the limit of
δ = 0, the above model reduces to SSH model discussed in the previous
section, while in the limit of δ = 1, it reduces to the Heisenberg model. In
the limit of δ → 0 as analyzed earlier there exists two distinct SPT phases
in the limits of w > v and w < v. For δ → ∞, it is clear that the phase
is anti-ferromagnetic, therefore the above Hamiltonian hosts three distinct
phases out of which two are symmetry protected topological phases and an
anti-ferromagnetic phase characterized by the parameters v, w and δ. We
extend the operational definition introduced earlier with an aim to detect
the above phases.
7.4.1 Excitation space
The above Hamiltonian hosts atleast three distinct phases, thereby to suc-
cessfully detect these using the operational definition we need to define atleast
three reference states and related error correction strategies.
SPT phases:
From the analysis of the previous section, we have established that the SSH
chain has two distinct SPT phases. Therefore in the low δ regime, we expect
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Figure 7.5: Standard deviation, σ, of error correction statistics as a function
of v/w in the open boundary context. To detect the SPT phase in the limit
of v/w < 1 we consider the reference state as ∣−[1,2N],−[2,3], ...,−[2N-2,2N-1]⟩ and
compute the error correction statistics by annihilating (a) density fluctuations
(DF) alone resulting in vc = 0.99(1) (b) both density and phase fluctuations
(DPF) resulting in vc = 0.98(1). (c) Finite size scaling analysis with DF and
DPF, as noted in the periodic boundary case, vc remains almost the same for
larger system sizes with phase fluctuations being heavy in the small system
sizes leading to the deviation in vc in the thermodynamic limit obtained
via the different error correction strategies. (d) Standard deviation, σ, as
a function of w/v with the reference state as ∣−[1,2],−[3,4], ...,−[2N-1,2N]⟩ and
the error correction involving the annihilation of DPF both. In the limit of
w/v < 1, we note that the phase is SPT ordered as σ is bounded.
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to observe these distinct SPT phases in the limits of w/v > 1, this is similar
to SPTAB at δ = 0 and v/w > 1 is similar to SPTBA at δ = 0. To detect
the different SPT phases, we consider the excitation space of {∣0⟩, ∣+⟩, ∣-⟩, ∣1⟩
as established in the earlier section 7.2.1. In the limit of w/v ≫ 1, moti-
vated by the results from the SSH model we consider the reference state
∣−[1,2N],−[2,3], ...,−[2N-2,2N-1]⟩ while in the other limit of v/w ≫ 1, we consider
the reference state to be given by ∣−[1,2],−[3,4], ...,−[2N-1,2N]⟩.
Anti-Ferromagnetic phase:
For the case of anti-ferromagnetic phase, we consider the excitation space
to be given by the notion of domain walls. The ground state in the limit
of δ → ∞ is given by ∣0101...01⟩/∣1010...10⟩, the domain walls around each
site are computed by observing its neighbors. A domain wall is identified
if the site and its neighbor share the same state, for example, consider the
state ∣...0i1j0k...⟩ somewhere in the bulk, in the excitation space there are no
domain walls with respect to the site j and thereby the state is represented
by ∣...0ij0jk...⟩. Instead if the state were given by ∣...0i0j1k...⟩, the equivalent
excited state is given by ∣...1ij0jk...⟩. In general, given a state we construct
its domain wall representation as follows
As we consider only open chains in our analysis, we note that the number
of domain walls are one less compared to the interacting physical spin-1/2 s,
arising out of the fact that we do not compare the first and the last site. This
indeterminacy leaving the boundary free allows us to define an appropriate
error correction strategy in the presence of odd domain walls, which we shall
describe in the next section.
7.4.2 Error Correction
Having defined the reference state and the excitation space, we propose ap-
propriate error correction strategies given the reference phase.
SPT phase:
The error correction strategy involves annihilating the ∣+⟩ phase fluctuations
followed by the annihilation of the density fluctuations as outlined in the
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Sec. 7.2.1. The standard deviation, σ, of the error statistics obtained by con-
sidering the reference state as ∣−[1,2N],−[2,3], ...,−[2N-2,2N-1]⟩ results in accurately
detecting one of the SPT phases at δ = 0,3 as in Fig. 7.6, while in Fig. 7.7(a)
we plot σ as a function of δ, v,w for a system size of N=100 and note that
the σ is bounded implying the existence of a SPT phase. Motivated by the
fact that SSH Hamiltonian encodes two distinct SPT phases, to detect the
other SPT phase we compute the error correction statistics with respect to
the reference state ∣−[1,2],−[3,4], ...,−[2N-1,2N]⟩, the standard deviation of which
is as in Fig. 7.7(b). From Figs. 7.7(a), (b) we have successfully established
the fact that the Extended Bosonic SSH model encodes two distinct SPT
phases.
Figure 7.6: Standard deviation, σ, as a function of w/v at (a) δ = 0 (b) δ = 3
with the inset providing estimates for wc (a) wc = 1.005(2)(b) wc = 1.57(1)
with v = 1.
Anti-Ferromagnetic phase:
Having established the different SPT phases, we now consider the ground
state of the anti-ferromagnet as the reference state. As established in the
previous section, the error correction procedure involves the annihilation of
the domain walls. Given that the presence of domain walls is identified by
1’s, the error correction procedure in the excitation space involves identifying
each domain wall with a walker which traverses the 1D ring which annihilates
when one of the following condition is met:
1. It crosses the path of the another walker which is traversing the chain
(or)
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2. It crosses the boundary, the boundary is placed at one of the either
ends and its state is left unknown, with no walker at the boundary
We apply the above error-correction procedures in the domain wall exci-
tation space to reconfirm the presence of the anti-ferromagnetic phase as in
Fig. 7.7(c). From Figs. 7.7(a), (b), (c) we conclude that the full phase dia-
gram involves three distinct phases marked by the presence of two distinct
SPT phases and an anti-ferromagnetic phase. The critical values in the full
phase diagram in the thermodynamic limit being similar to critical values
obtained from the three plots combined, for instance combining Figs. 7.7(a),
(b), (c).
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Figure 7.7: Standard deviation, σ, as a function of w/v and δ for a system
size of N=100 spins. SPT phase with (a) ∣−[1,2N],−[2,3], ...,−[2N-2,2N-1]⟩ (b)
∣−[1,2],−[3,4], ...,−[2N-1,2N]⟩ as the reference state with error correction strategy
involving both density and phase fluctuations capturing the phase transition
between SPT phase (low σ) and anti-ferromagnetic/dual SPT phase (high σ).
(c) Anti-ferromagnetic ground state in the excitation space as the reference
state with error correction strategy involving domain walls capturing the










Quantum simulation platform for
topological phases based on
ultracold polar molecules
In the previous chapters, having analyzed the nonequilibrium and dissipa-
tive quantum many-body phenomena mainly centered around the toric code
models, in this chapter we discuss experimental ingredients which further
aid in the realization of the above discussed phenomena [121, 122, 123, 62,
124, 125, 126]. To this extent, we consider setups involving ultracold po-
lar molecules [127, 128, 129, 130, 131] along with atoms. As mentioned in
Chap. 1, quantum phases are phases of matter at T → 0, therefore ultracold
regimes are a perfect platform hosting these phases. Polar molecules with
their wide spectrum of properties which include additional rotational and
vibrational degrees of freedom, strong electric dipole moment [132] among
others have gained a lot of interest in the recent past. With additional ro-
tational and vibrational degrees of freedom in comparison to their atomic
counterparts and with efficient techniques to control these degrees of free-
dom gaining traction [133] polar molecules are an attractive platform to a
wide range of applications ranging from tests of fundamental physics to the
realization of many-body physics further to the understanding of chemical
reactions [134, 135].
In this section, we mainly focus on the basic ingredients which include
efficient detection and control of ultracold molecules, needed to realize the
many-body dynamics of the toric code model as outlined in the Ref. [125].
In the above reference, the author has presented an architecture based on
ultracold polar molecules to digitally simulate the coherent dynamics of the
toric code Hamiltonian in addition to a dissipative protocol which results in
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the ground state of the toric code. The digital simulation scheme involves
a setup with a single control molecule surrounded by four molecules which
realize the Av, Bp interactions of the toric code. In the current scenario, we
replace the control molecule with a control atom, as in Fig. 8.1(a). To realize
the dynamics, we need to load the molecules around the control atom. In
order to confirm the loading we need to detect the loaded molecules, to this
extent we propose an efficient detection scheme which involves the imaging
of the atoms. We note that the scheme proposed involves detection of single
loaded molecule, and can be tailored for any other general scenario involving
the detection of individual molecules. The direct imaging techniques used in
the context of the atoms, are generally tailored for the detection of ensemble
of molecules and are unreliable in the detection of single molecule. This is
due to the fact that each molecule settles into a stable excited state after scat-
tering only a single photon, thereby no longer scattering any photons of the
imaging laser [133] required for the imaging process. Further to capture the
evolution, we engineer a scheme to entangle the internal degrees of freedom of
the atom and the molecule. Next, we introduce a protocol which involves the
controlled dissipation of the internal states of the molecule aiding in the dissi-
pative preparation of the toric code ground state. We develop these schemes
which are favorable for bi-alkali molecules NaK [136, 137] and Na atoms.
NaK molecules are chemically stable in the class of bi-alkali molecules, as
most other molecules in the same class are difficult to prepare due to the
inter-molecular collisions which result in an exothermic reaction [137]. We
also note that the strategies proposed in this chapter are based on strong
chemical reactions between the atom and the molecule resulting in a quan-
tum Zeno based collisional blockade.
8.1 Detection of Molecules
We begin by discussing the strategies for the optimal detection of the molecules
using atom as a probe. To effectively engineer the four body spin dynamics
we need to position the molecules around a control atom. To this extent, we
load the polar molecules around the atom as in Fig. 8.1(a). We assume that
the lattice potentials can be tuned to strongly suppress the tunneling between
the loaded molecular sites. For the purpose of detection, we consider the case
where the atom can hop with hopping strength J , while the molecule remains
stationary. The chemical reaction between the atom and the molecule intro-
duces the dissipative element which induces a loss with a rate γ [135, 138].
With this setup as the basis, our goal is to efficiently probe the presence
of the trapped molecule using the transfer dynamics of the atomic system.
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Figure 8.1: Quantum Zeno detection of molecules. (a) Single layer with
control atoms surrounded by the molecule ensemble, with the control atoms
used for the detection of molecules. (b) In the absence of molecules, the
atoms can hop from ∣L⟩ to ∣R⟩. (c) The presence of molecules restricts the
transfer to ∣R⟩ due to the strong chemical reaction.
In the absence of the molecule, the dynamics of the atom, captured by the
Landau-Zener process successfully transfers the atom which can be detected
using quantum gas microscope techniques [139, 140]. On the other hand in
the presence of molecule, in the limit where reaction rate becomes stronger
than the tunneling, the system is frozen due to the strong chemical reaction
between atom and molecule as in the quantum Zeno effect. That is, the
coherent evolution of the atom given by the Landau-Zener transition in the
absence of the molecule is suppressed in the presence of molecule due to dis-
sipation induced by the strong chemical reactions between the atom and the
molecule [141]. Therefore, imaging the atom after the transfer dynamics aids
in the detection of the molecule. In order to efficiently detect the molecule,
we need to minimize the loss due to the ineffective transfer dynamics of the
atom as well as the loss due to the chemical reaction between the atom and
the molecule. In the absence of molecule, the two-level atomic Hamiltonian
reads as H0(t) as in Eq. 8.1 whose dynamics are captured by the Landau-
Zener formula. While in the presence of molecule the dynamics of the atom
are captured by the evolution of the Hamiltonian H0(t) +H1. The detuning
∆(t) is time dependent allowing the tunability of external field frequency in
an experimental setup, with the intensity of the external field remaining a
constant thereby setting the Rabi frequency Ω(t) to a constant Ω.
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H0(t) = [
−∆(t) Ω(t)
Ω(t) ∆(t)] ,H1 = [
0 0
0 −iγ] . (8.1)
The detection of trapped molecule by an atom can thus be casted as an
optimization problem with the total error in detection given by Eq. 8.2
L(ci, ti, tf) = P γ=00 + PL (8.2)
where P γ=00 denotes the loss due to the ineffective transfer, PL denotes the
loss due to chemical reaction between the atom and the molecule, given by
[1− (P γ≠00 +P
γ≠0
1 )] , while cis being coefficients in ∆(t) which we fix to be an
odd polynomial in t upto fifth order subject to the constraints that ∆(0) = 0,
∆(±∞) = ±∞ with (ti, tf) being the time period of evolution with tf = −ti.
Fig. 8.2(a) captures the individual losses with the time of evolution being
optimal while Fig. 8.2(b) captures optimal ∆(t) and the error in detection
given by L(ci, ti). We note that for γ = 50J , we achieve high detection rates
with a loss of around 3%. We arrive at the choice of γ = 50J by observing the
universal rate coefficient, β, of the chemical reaction between NaK and Na,
which is on the order of β = 1.47×10−10cm3s−1 [138], which in a potential well
with an oscillator length, a0 = 100nm, results in a loss rate of γ = 50kHz [142]
with the hopping matrix element J on the order of 100-1000 Hz.
Figure 8.2: (a) Probability of atom in ∣L⟩, ∣R⟩, given by P0, P1 and loss
given by PL = 1 − (P0 + P1). In the absence of molecule in ∣R⟩, γ = 0, the
Hamiltonian H is Hermitian and leads to unitary evolution resulting in no
loss. In the presence of molecule in ∣R⟩, the Hamiltonian is non-Hermitian
leading to a non-zero loss, PL (b) Optimal ∆(t) = 0.09t − 0.94t3 + 1.78t5 in
units of J with optimal time ti = 0.78J−1. (Top) Objective error function
L(ci, ti) (Bottom) in the optimal time regime at γ = 50J .
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8.2 Entangling Atom-Molecule interaction
Following the efficient detection of molecules, by introducing additional inter-
nal degrees of freedom we present a scheme to entangle these internal degrees.
The entangling gate plays a major role in realizing the coherent dynamics
of the toric code Hamiltonian which we shall present towards the end of the
current section. The main idea behind entangling the internal states is to
steer the internal state of the molecule via the atom. This would allow us
to achieve control on manipulating the quantum states of the molecule by
tuning the internal states of the atom. To realize these ideas, we extend the
two well system to a three well system, with additional internal degrees of
freedom for both atom and molecule as in Fig. 8.3.
Figure 8.3: System used to entangle the internal states of atom and molecule.
A single qubit denoted by ∣i⟩m(a) is used to represent the internal states of
the molecule (atom). One other qubit denoted by ∣k⟩m/a(k ∶= L,C,R) is used
to represent the position of the molecule/atom. A total of four qubits, two
each for the atom and molecule are required to describe the entire system.
The Hamiltonian of the above setup is given by




∣C⟩⟨C ∣m ⊗ ∣C⟩⟨C ∣a
− (Jm∣1, L⟩⟨1,C ∣m + Ja∣1,R⟩⟨1,C ∣a + h.c
(8.3)
where B is the rotational constant of the molecule, EHFS is the hyperfine
splitting of the atom and ∆m/a correspond to the electric and magnetic field
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gradients, with the tunneling between the potential wells given by Jm,a. We
assume ∆m(t) = −∆a(t) = ∆(t) and the hopping strength to be identical i.e.,
Jm = Ja = J . We evolve the above system starting with the initial condition
that the molecules occupies the ∣L⟩ position while the atom occupies the
∣R⟩ position (irrespective of the internal states). The central position is left
vacant for the interaction of the atom and the molecule, with the tunneling
to the central position being allowed only when the atom or molecule are
excited. The direct hopping between the positions occupied by the atom and
the molecule can be negated by shifting the central site (in the current con-
text, the central site is shifted out of plane with respect to the Fig. 8.1). The
evolution of Hamiltonian can be approximated to Controlled-Z (CZ) gate, as
introduced in Chap. 6, with the atom as the control qubit and the molecule
as the target qubit. The internal states of the atom and the molecule act as
the computational states, thereby restricting the positional degrees of free-
dom of both atom and molecule to ∣R⟩ and ∣L⟩ respectively. Any occupation
of the central well would lead to a chemical reaction resulting in a faulty CZ
gate. We capture the quality of the gate using fidelity measures obtained by
computing the overlap of the state evolved by the above Hamiltonian with
the maximally entangled state given by 1√
2
(∣0000⟩ + ∣1010⟩), where the odd
qubits represent the internal states and the even qubits represent the posi-
tion of the molecule and atom. Due to the tunable parameters, ∆(t), tf , the
fidelity of the CZ gate can be optimized subject to the constraints that ∆(t)
is an even function along with ti = −tf . We report a fidelity of 91.31% for the
CZ gate as in Fig. 8.4 with the loss rate set to γ = 50J . Fig. 8.4 captures the
relation between the gate error/detection error and the loss rate γ. We note
that with increase in γ, the loss reduces as expected in the Zeno regime.
Following the Ref. [125], we extend the above ideas to simulate the co-
herent dynamics of the toric code Hamiltonian. We revisit the toric code
Hamiltonian given by Htc = −∑vAv −∑f Bf as introduced in Chap. 1, the
evolution of which is given by U = e−iHtct = ∏v exp(iAvt)∏f exp(iBf t). For
a a single timestep τ , the face f undergoes an evolution exp(iBfτ) which is
given by a sequence of CZ and phase gates acting on the control atom and








where a denotes the qubit representing the internal state of the (control)
atom, with U(τ)a = exp(iτσaz), Uaπ/2 = exp(iσyπ/4), CZe is the controlled
phase gate, the entangling gate established via the dynamics of the atom
and molecule with the internal states of the atom and molecule as the control
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and target qubit respectively. Therefore, following the procedure as outlined
in Ref. [125] and using the CZ gate obtained via the evolution of the atom
and the molecule we have established a protocol to simulate the coherent
dynamics of the toric code Hamiltonian.





of J , Jm = Ja = 1J and B = 0.5J , EHFS = 0.75J . In the zeno regime, as
γ →∞ both the detection errors and entangling gate errors vanish.
8.3 Dissipative Quantum State Engineering
We extend the entangling CZ gate developed in the earlier section towards
controlled dissipation of the internal states of the molecule. To this extent,
we introduce two strategies: one, which involves a pulsed sequence realizing
a SWAP gate which swaps the internal states of atom and molecule while
leaving the state ∣0m0a⟩ invariant, followed by dissipatively pumping the atom
to ∣0⟩a. The other strategy is to continuously drive both the molecular and
atomic transitions by engineering suitable collapse operators and evolving
the open system according to Lindbladian dynamics.
8.3.1 Dissipative Engineering via pulsed sequences
In this section, we construct a SWAP gate, which aims at swapping the inter-
nal states of the molecule and atom. The atom-controlled coherent driving
in conjugation with the dissipative pumping of the atom to state ∣0a⟩ realizes
the controlled dissipation of the internal states of the molecule. The quan-
tum circuit, denoted by U , as in Fig. 8.5 performs the SWAP using only
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Figure 8.5: Quantum circuit which swaps the internal states of molecule and
atom denoted by ∣q0⟩, ∣q1⟩ simultaneously leaving the state ∣0m0a⟩ invariant.
The two qubit gates can be decomposed into single qubit gates and a CZ
gate.
The unitary, U , is given by
U = R2−π/2T2T1 (8.5)










The decomposition of the above unitaries in terms of single qubit gates
and CZ gate, equivalent upto a global phase, is as follows
T1 = (H1 ⊗H2)(CZ)(R1−π/2 ⊗R2−π/2)(H1 ⊗H2)
T2 = (G1 ⊗G2)(Z ⊗Z)(T1)(G1 ⊗G2)
(8.7)
where H = 1√
2
[1 1
1 −1] denotes the Hadamard gate, Z denotes the Pauli-
Z, given by [1 0
0 −1] gate with G = e
−iπ
4
σz . Under the assumption that the
single qubit operations are perfect, the efficiency of the molecular dissipation
is directly connected to the fidelity of the transformation U capturing the
swap, which is directly proportional to the fidelity of the entangling CZ gate.
We capture, in Table. 8.1, the fidelity of the U gate at different γ given by
Uγ, by computing ∣ ⟨01∣Uγ ∣10⟩ ∣2 and ∣ ⟨00∣Uγ ∣00⟩ ∣2, giving the fidelity of the
underlying CZ gate as the reference.
Having introduced dissipative techniques, we follow the Ref. [125] and
prepare the ground state of the toric code by incoherent dynamics, that is
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γ CZ Fidelity ∣ ⟨01∣Uγ ∣10⟩ ∣2 ∣ ⟨00∣Uγ ∣00⟩ ∣2
100 94.6 89.6 89.0
150 96.3 92.8 92.5
200 97.2 94.5 94.3
250 97.7 95.5 95.4
∞ 100 100.0 100
Table 8.1: Table capturing the fidelity of the transformation, U , at different
γ, given by Uγ, with reference to the fidelity of CZ gate which is central to
U .
we introduce dissipative operations which cool a product state to the ground
state of the toric code. Motivated by the fact that the excitations in the toric
code model are identified at the centers of the vertices/faces, we encode the
information of the whether an vertex/face is excited in the control atom, the
presence (absence) of the excitation is identified by ∣1a⟩(∣0a⟩) and therefore
dissipatively pump the atom to ∣0a⟩ if an excitation is present. To map the
state of a vertex/face we use the following unitary sequence
Um = CNOTiUaπ/2CZaU cπ/2 (8.8)
where CNOTi is the Controlled-NOT gate introduced in Chap. 3. with the
internal states of the atom and molecule acting as the control and target
qubit. The unitaries in Um can be expressed using single qubit gate opera-
tions and the CZ gate engineered in the previous section. As in the previous
section, we perform the unitary Um sequentially over all the edges which de-
fine a vertex/face and this operation leaves the control qubit in ∣0⟩ if there
are no excitations while flips it to ∣1⟩ in the presence of excitations. In the
latter, the internal state of the atom can then be dissipatively pumped to
∣0⟩a to cool the system to the ground state of the toric code Hamiltonian.
In general, the unitary followed by dissipation can be described by the dis-
crete Lindblad master equation as introduced in Chap. 6 with the collapse
operators given by cip = σix(1 −Bp), c
j
v = σjx(1 −Av), as introduced earlier in
Chaps. 5 and 6.
8.3.2 Dissipative Engineering via Lindbladian
dynamics
In this section, instead of the pulse sequence we introduce a strategy based
on continuous driving of both atom and the molecular transitions. The CZ
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gate introduced earlier effectively realizes a σzσz interaction on the internal
states of the atom and molecule with no possibility for energy transfer. By
considering the rotation frame of reference, the above interaction translates to
a σxσx interaction thereby facilitating energy transfer. This energy transfer
can be further made efficient by tuning the detuning and Rabi frequency
of the individual driving. We analyze the proposed strategy by replacing
the non-Hermitian dynamics by Linbladian dynamics with the interaction
captured by the coherent evolution of the Hamiltonian given by
H = −J(∣1, L⟩⟨1,C ∣m + ∣1,R⟩⟨1,C ∣a + h.c)
+Ω(σ(m)x + σ(a)x ) + δ(σ(m)z + σ(a)z )
−∆∣L⟩⟨L∣ −∆∣R⟩⟨R∣
(8.9)
where Ω, δ are the Rabi frequency and detuning used for the driving of
the molecule and the atom. We introduce collapse operators which capture
the optimal pumping of the atom, cκ =
√
κσ− from the excited to ground
state. In addition, the chemical reaction between the atom and molecule




∣sink⟩⟨λm1 Cλa2C ∣, where ∣sink⟩
is an additional state accounting for the loss of atom and molecule. Having
defined the Hamiltonian and the dissipative collapse operators, the dynamics
realizing the state engineering is described by the Lindblad master equation
as introduced in Chap. 5, Eq. 5.8. We optimize the parameter set (Ω, δ,∆, κ)
such that the initial state ∣1⟩m∣0⟩a maps to ∣0⟩m∣0⟩a. In Fig. 8.6, we plot the
probability of the molecule in ∣0⟩ and ∣1⟩, with the former increasing and the
latter decreasing we show that the internal state of the molecule dissipates
with high probability with the loss due to the chemical reaction remaining
low.
To summarize, we have presented a complete simulation toolbox which
includes detection of molecules, entangling the internal states of the molecule
to an atom, along with dissipative state preparation techniques involving the
internal degrees of freedom of the molecules. In addition, we have also pre-
sented these schemes tailored to simulate the dynamics of the toric code
Hamiltonian as well prepare its ground state by dissipative cooling. These
techniques can be further extended to encode the tailored dissipation in-
troduced in Chap. 5 and also the nonequilibrium phenomena introduced in
Chap. 6, thereby facilitating the detection of various quantum phase transi-
tions involving topological phases.
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Figure 8.6: The probability of molecule in the excited state ∣1⟩, p(m)1 closely
follows an exponential decay, while the ground state probability p(m)0 in-
creases in a similar way (Inset) The loss due to the chemical reaction with
γ = 50J which remains low. The optimal parameters are given by κ = 0.007J ,










To summarize, we have analyzed phase transitions invovling topological phases
in the context of closed and open environment. The main focus has been to
analyze and introduce various signatures capable of detecting topological
phases defined on a manifold supporting open boundaries.
While the robustness of topologically ordered states under perturbation
on a periodic manifold has been well understood, the introduction of open
boundaries which support exotic phenomenon such as anyon condensation
has remained unexplored. The understanding of these open boundaries are
of much significance as they not only facilitate efficient storing of quantum in-
formation but also are more viable to realize experimentally[143, 62, 125, 63].
In Part II, we widely focused on the analysis of phase transitions in closed
systems which exhibit topological order defined on a manifold supporting
open boundaries in the presence of various perturbations. In Chap. 3, we
analyzed the robustness of topological order of the toric code defined a cylin-
der, sporting identical boundary conditions on either of its boundaries, in
the presence of various external magnetic fields. We classified the perturbed
models into non-condensing and condensing classes by observing the behav-
ior of excitations. We arrived at the conclusion that non-condensing classes
are more robust candidates to store a single logical qubit in comparison to
the periodic boundary counterpart. We then analyzed the condensing class
by studying various signatures like gap opening in the ground state man-
ifold, TEE and concluded that the topological phase is trivial as soon as
the perturbation is turned on. Having established the above result, we then
benchmarked MES based method leading to the notion that MES are quan-
titatively ineffective in precisely capturing the critical strength. In Chap. 4,
we analyzed the sensitivity of topological order with respect to the manifold
on which the Hamiltonian is defined. Using Hamiltonian interpolation, we
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interpolated between different boundary conditions thereby detecting vari-
ous topological to topological phase transitions (TTPTs). TEE which was
an effective signature previously remained insensitive to the change in the
boundary conditions and therefore we introduced the notion of open loop
operator whose expectation value effectively captures the phase transition.
It would be interesting to study the above introduced phase transitions
in a dynamical setting with the perturbation inducing a sudden quench on
the ground of the toric code [57, 144]. For example, it would be interesting
to study the Loschmidt echo as the unperturbed Hamiltonian is quenched
both across a topological-trivial phase transition as well as a topological-
topological phase transition [145, 146]. Also, with the excitations being par-
ticle like it would be interesting to study the Kibble-Zurek mechanism which
relates the density of excitations to the rate of quench when quenched across
the transition to uncover possible universality classes [147, 148]. The notion
of time crystals has gained importance in the recent times, where the or-
der parameter of a periodically driven Hamiltonian shares a different period
with respect to the period of the Hamiltonian [149]. Though the notion of
topologically ordered time crystals has been hinted at in Ref. [150] it would
be interesting to investigate the same with the boundaries being periodically
modulated.
In Part. III, we discussed the notion of topological phase transitions in
various open quantum setups. In Chap. 5, motivated by TTPT’s of Chap. 4,
we introduced dissipative collapse operators whose effective rates are con-
trolled by an interpolation parameter. The collapse operators cool the prod-
uct state to distinct topologically ordered states at either end of the interpo-
lation thereby resulting in a TTPT. Established signatures being inconsistent
in detecting topological order across varied scenarios and also with the notion
of topological order for mixed states being elusive, in Part III, we propose
an operational definition for topological order. The above definition not only
enables the detection of novel topological phases but also provides a unified
framework to quantify topologically ordered states across various scenarios.
In Chap. 6, we successfully verify the above definition by mapping and com-
paring the criticality of a perturbed minimal instance toric code to that of an
1D Ising chain. Further, we introduce topologically ordered states in an open
system by engineering suitable collapse operators to mimic the 1D Directed
Percolation and 2D Branching Annihilating Random Walks nonequilibrium
phenomena. The phase transitions in these systems are parameterized by
the heating rate which when low cools the system to a topologically ordered
state while higher heating rates drive it into a topologically trivial state.
In Part. IV, we extend the operational definition to SPT phases by study-
ing two variants of the SSH model. To this extent, we compute the ground
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state using tensor network algorithms and via measurements which are sim-
ulated using Monte-Carlo sampling we compute the error correction time
statistics. A key difference between the operational definition introduced for
intrinsic topological order and the current case of SPT lies in the fact that
in the former there were no symmetry constraints on the error correction
strategy while in the latter we impose additional constraints.
With quantum phase transitions being analyzed from quantum informa-
tion viewpoint, it would be interesting to further probe the fundamental
question on whether error correction strategies can detect different phases
and their associated phase transitions, not being restricted to the case of
topologically ordered phases. From the topological order viewpoint, we have
used the depth of the detection circuits for classification of phases with the
correction time being instantaneous, the statistics of number of unitaries re-
quired to correct the error might also be an interesting parameter capturing
the phase transition [151]. Establishing the correspondence with nonequilib-
rium phenomenon opens up a lot of avenues to discover topological phases
in an open setting, for example: one interesting direction would be to ex-
plore whether cellular automaton rules can generate topological phases and
the possibility of construction of a quantum version of a cellular automa-
ton. In addition, in a dynamical setting it would be interesting to study
the possibility of realizing topological time crystals in an open setting [152]
by modulating the dissipative rates in a periodic fashion. Some of the im-
mediate directions would be to analyze various entanglement signatures of
these mixed topologically ordered states. With the recent advancement in
both numerical and experimental techniques, optimal state preparation us-
ing variational circuits has gained traction [153]. It would be interesting to
pursue the preparation of mixed states and also detect the phase transitions
by computing the complexity, based on the depth of the variational circuits.
On similar lines, on a numerical front with the advancement in machine
learning algorithms and their applications to state preparation and phase
detection [154, 155, 156], it would be interesting to study the closed and
open setup phase transitions introduced in this work using these techniques.
With the notion of topological order in 3D captured by various fracton mod-
els [157, 158], it would be interesting to extend the operational definition
to not only compute the robustness of these phases in a closed setting [159]
but also to analyze these phases in an open setting with an aim to store
robust quantum memories. One other important direction would be pursue
the notion of open boundaries both in 2D and 3D topologically ordered sys-
tems to gain further insight into distinct topological phases which act as a
testbed for storing logical qubits thereby providing platforms for topological
quantum computation.
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Chapter 9. Summary and outlook
In part V, with ultra cold molecules as the basic ingredients we pro-
pose strategies which would further aid in the realization of the quantum
many-body phenomena as discussed above. To this extent, we have pre-
sented an optimal strategy for the efficient detection of molecules using atoms
as a probe. Further, by extending the internal degrees of both atoms and
molecules we have presented a strategy to entangle them, thereby providing
a means to control the molecule using the atom. Finally, we present two
strategies for dissipative state engineering of the molecular internal states,
one involving a pulsed sequence which swaps the internal states of atom and
molecule in conjugation with optical pumping of the atomic state. The other
strategy centered around engineering suitable collapse operators to efficiently







Condensation at the boundary of
the quantum double
We cite the main results of Ref. [40] which provide a recipe to compute the
condensation properties of the excitations obtained by the inner product of
characters related to the irreps of excitations and the corresponding bound-
ary. As introduced in the Chap. 2, the boundaries of a quantum double
D(G) are characterized by the subgroup of K ⊆ G along with a 2-cocycle
of K, H2(K,C). The excitations are identified by the irreps, π, of the cen-
tralizers of the conjugacy class, ā, of G, denoted by the pair (ā, π). Let us
denote the character of the irreps by χ(ā,π) which is given by
χ(ā,π)(gh∗) = δh∈āδgh,hg trπ(k−1h gkh) (A.1)
We define the modular S-matrix whose rows and columns are indexed by
irreps of D(G) which provide insight into the braiding statistics
S(ā,π)(ā′,π′) =
1
∣Z(a)∣ ⋅ ∣Z(a′)∣ ∑h∶ha′h−1∈Z(a)
trπ(ha′−1h−1) trπ′(h−1a−1h) (A.2)
The fusion rules between (ā, π) and (ā′, π′) are given by





where (h̄, ρ) denote excitations of the fusion outcome.







A. Condensation at the boundary of the quantum double
where 0 = (ē,1) is the trivial representation.
Given that the boundary is decorated by subgroup K ⊆ G along with
a trivial 2-cocycle, the associated character with respect to the boundary,












An anyon indexed by (ā, π) condenses on a boundary decorated by elements
of K, if
⟨χA(K), χ(ā,π)⟩ > 0 (A.7)
If in the above, the 2-cocycle is non-trivial, say ϕ, then the character







where ϕ(k∣l) = ϕ(k, l)ϕ(klk−1, k)−1.
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Appendix B
CNOT mechanism in the context
of open boundaries
We present the CNOT mechanism which maps the Hamiltonian Hgrpx to the
equivalent Ising picture along with the topological spins and vacancy. This
section heavily relies on the derivation mentioned in Ref. [64, 160]. We begin
by defining the CNOT operation which involves a control (c) qubit and a
target (t) qubit and is given by
CNOTc⊗t = ∣0⟩⟨0∣⊗ 1 + ∣1⟩⟨1∣⊗ σx (B.1)
From the above it is clear that given the control qubit is ∣0⟩, the target qubit
remains invariant while if it is ∣1⟩, the target qubit is flipped by the action
of σx. We note the following relations involving CNOT’s
CNOT(1⊗ σz)CNOT = σz ⊗ σz
CNOT(σz ⊗ 1)CNOT = σz ⊗ 1
CNOT(σx ⊗ 1)CNOT = σx ⊗ σx
CNOT(1⊗ σx)CNOT = 1⊗ σx
(B.2)
New faces/vertices can either be added or existing faces/vertices can be
shrinked by the application of the CNOTs. We shall present both the tech-
niques where additional (existing) qubits can be induced (expelled) thereby
leading to the increase (decrease) of theAv,Bp operators. Following Ref. [160],
consider the ground state of the toric code ∣ψtc⟩, and consider a face as in
Fig. B.1. Initially the purple spin, ∣0⟩p, is attached to the lattice at a singu-
lar point, it forms a face by itself. To integrate this new spin we begin by
applying a CNOT
CNOT14(∣ψtc⟩⊗ ∣0⟩4p) = CNOT(1⊗ σ4z)(∣ψtc⟩⊗ ∣0⟩4p)
= (σ1z ⊗ σ4z)CNOT(∣ψtc⟩⊗ ∣0⟩4p)
(B.3)
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B. CNOT mechanism in the context of open boundaries
The successive application proceeds as in Fig. B.1 leading to the splitting
of a single face into two faces






Figure B.1: The purple spin in ∣0⟩ is being added to create two faces from a
single face. The action of CNOT on qubits (a) 1c and 4t (b) 2c and 4t (c) 3c
and 4t
As CNOT is a unitary, the above procedure is reversible, that is it is
possible to shrink the existing faces by the action of CNOT. Consider the
action of CNOT on ∣ψtc⟩, for the removal we have
CNOT(∣ψtc⟩) = CNOT(σ1z ⊗ σ4z)∣ψtc⟩
= (1⊗ σ4z)CNOT(∣ψtc ⊗ ∣0⟩4p⟩
(B.5)
Here we have discussed the extension(shrinking) of the faces, similar tech-
niques can be applied for the vertices. We now extend this to the case of
Hgrpx closely following the Ref. [64]. In the above, the authors have intro-
duced the CNOT map as reorienting the edges of the target qubits, imply-
ing a shrink in the Bp operators by applying consecutive CNOTs until each
physical spin is an independent face all by itself. As each spin forms an
independent face, the Hamiltonian reduces to ∑p µzp along with a vacancy
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and additional topological spins. In the thermodynamic limit, these addi-
tional features can be ignored as these are sub-leading. The ground state
of the toric code thus maps to the paramagnet in the approximated Ising
equivalent. In the presence of perturbation, we note that as the CNOT is
performed the perturbation spreads leading to nearest neighbor interaction,
thereby the perturbed toric code model is approximated by the transverse
field Ising model.
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B. CNOT mechanism in the context of open boundaries
Figure B.2: Ising map along with the topological spins (denoted by large
orange dots) and the vacancy (denoted by dashed red circle) for Hamilto-
nian Hgrpx. The difference between the map in the periodic case and the
open boundary case arises in (f), where the last rung is retained because of
the boundary. Step (j) is equivalent to (k) since the action of two vertical
non-trivial loop operators (homotopic loop operators) on the system have no
effective action, L2topological = I, where Ltopological is the non-trivial loop opera-
tor in the vertical direction. Thereby the only loop operator remaining is in
the horizontal direction connecting both the boundaries as indicated in (k).
The topological spin in the horizontal direction couples the Ising spins on
either side of the shorter boundary.
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Appendix C
Error-Correction Statistics for 1D
Ising chain
We present the error correction time statistics of the perturbed ground state
of the transverse field Ising model with the perturbation strength on the
nearest neighbor for a system size of N = 24. The spread in the statistics
implies an increase in time to correct the errors.
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We sketch the steps behind the Monte-Carlo simulations involving the dissi-
pative collapse operators which encode the rules of 1D DP and 2D BARW.
We consider the collapse operators in the Ising basis (excitation basis) which





P (µx)(1 − µzp) (D.1)
where P (µx) = ∏
pj
µxpj , with the effective Hamiltonian for evolution given by,







We consider pure dissipative setups, i.e., Hc = 0. The MCWF method used to
compute the steady state has the following procedure for a single trajectory,
as in Ref. [85], where the steady state itself is obtained by averaging the
evolved state over many trajectories
1. Choose a random number, r, between 0 and 1 representing the proba-
bility of the occurrence of a quantum jump
2. Evolve the system using the above introduced effective Hamiltonian
upto a time tj such that ⟨ψtj ∣ψtj⟩ = r at which the jump occurs





⟨ψ(tj)∣C†kCk∣ψ(tj)⟩ /δp, where δp = ∑
n
⟨ψ(tj)∣C†nCn∣ψ(tj)⟩
In this particular scenario due to the structure of the collapse operators
it is possible to compute the time at which jump occurs analytically. The
key ingredients for the MCWF method are as follows:
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D. Monte-Carlo simulation of classical master eequation
• C†nCn = γ2(1 − µzp)
• δpn = ⟨ψ(t)∣C†nCn∣ψ(t)⟩ = δn,1γn for nth qubit in ∣ψ(t)⟩.


















where γeff = ∑
i
δi,1γi for i in ∣ψ(0)⟩.










definition for fracton order
In this appendix, we discuss the possible extensions of the operational def-
inition to the case of fracton topological order. These phases of matter are
beyond the conventional paradigm of topological orders with their classifica-
tion currently being actively pursued. For our current discussion, we consider
lattice spin systems in 3D exhibiting such orders. Broadly, these phases of
matter are classified into type-I and type-II fracton orders. We consider the
X-Cube model and Cubic code model which are paradigmatic models ex-
hibiting the above orders. We also note that we closely follow the Ref. [159]
in the construction of these models.
E.1 X-cube model
We consider a 3D cubic lattice with spin-1/2’s on the edges of the lattice.










σix as defined in Fig. E.1. Bp =∏
k
σkz
where k belongs to the edges of the cube. The ground state is given by
∣ψ⟩xc = N∏
v,k
(1 +Akv)∣0⟩, for k ∈ {xy, yz, zx} (E.2)
with the ground state degeneracy given by 26L−3 defined on a L×L×L cube
placed on a 3-torus.
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E. Extension of operational definition for fracton order
Figure E.1: (a) Av operator is given by the sum of Akv ’s in each plane, while
Bp is defined on the 12 edges that define the cube. (b) Excitations in the
system consist of Bp violations (denoted by colored cubes) which appear four
at a time while Av excitations in the same plane appear as pairs (denoted
by stars) while moving them across planes i.e., by taking a turn results in an
additional excitation (denoted by pentagon) at the bend.
The excitations in the system are given by the action of anti-commutators
σz and σx which anti-commute with Av and Bp operators respectively. While
Av violations, which are identified at the vertices, when in plane appear in
pairs but when moved in/out of plane additional excitations appear at the
bent vertex which can be derived from the Av structure. Bp excitations
identified at the center of the cubes appear four at a time as a single edge is
shared between four cubes. These models under perturbation can be mapped
to Ising models in 3D as in Ref. [159], with the Ising spins sitting at the
either the vertices or at the center of the 3D faces or both, depending on the
perturbation. The operational definition of topological order can be extended
to effectively detect fracton phases, where a phase exhibits fracton topological
order if its errors can be corrected by finite depth error correction circuits.
In other words, the statistical properties encoding the error correction time
statistics are bounded in the case of fracton phases while they diverge in
the trivial phase. Error correction being central to the operational definition
we propose an outline for the same. The error correction strategy for the Bp
excitations would involve the parallel detection of the four excited cubes. For
the case of Av violations in the same plane the error correction strategy is
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E.2 Cubic code model
same as in the case of toric code in 2D while it has to be further adapted for
efficient detection of Av violations in and out of plane due to the additional
excitations appearing at the bends as in Fig. E.1(b).
E.2 Cubic code model
We consider a 3D cubic lattice with two spin-1/2’s placed at the vertices of
the cube. The Hamiltonian of the Cubic code model (also known as Haah’s




where Ac, Bc are as defined in Fig. E.2
Figure E.2: (a) Ac operator (b) Bc operator
The ground state is given by
∣ψ⟩cc = N∏
c
(1 +Bc)(1 +Ac)∣0⟩ (E.4)
with the ground state degeneracy having a lower bound of 4 and upper bound
of 24L. The excitations are given by the action of anti-commutators σx and
σz acting on the spin-1/2’s at the vertices and are identified at the center of
the cube. These excitations appear four at a time at the corners of a tetrahe-
dron. These models under various perturbation have been recently studied
in the Ref. [159] by mapping to Ising models in 3D with the excitations being
identified by the Ising spins at the corners of the tetrahedrons. As in the X-
cube model, the operational definition can be applied to the current scenario,
where we expect that errors in the fracton phase can be corrected by finite
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E. Extension of operational definition for fracton order
depth circuits, with the statistical properties of time correction statistics be-
ing bounded in the fracton phase while they diverge in the trivial phase. The
error correction strategy in the current scenario would involve the detection
of tetrahedrons. A sketch of the error detection might be as follows: given
the excited cubes, we start with the smallest tetrahedron, as in Fig. E.3(a)
and observe if the excited cubes can be annihilated, else we increase the size
of tetrahedron, as in Fig. E.3(b) until all the excited cubes are annihilated.
The time of detection is captured by the size of tetrahedron.
Figure E.3: (a) The excited cubes are situated at the corners of a smaller
tetrahedron, which can be detected in a single time step and annihilated by
applying σz on the first qubit at the vertex denoted by the red dot. (b)
The excited cubes are at the corners of a larger tetrahedron, the detection
of which requires atleast two time steps and can be annihilated by applying
σz on the first qubit of the vertices denoted by the red dots.
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