We evaluate the predictions of two theories of syntactic processing complexity, dependency locality theory (DLT) and surprisal, against the Dundee Corpus, which contains the eye-tracking record of 10 participants reading 51,000 words of newspaper text. Our results show that DLT integration cost is not a significant predictor of reading times for arbitrary words in the corpus. However, DLT successfully predicts reading times for nouns. We also find evidence for integration cost effects at auxiliaries, not predicted by DLT. For surprisal, we demonstrate that an unlexicalized formulation of surprisal can predict reading times for arbitrary words in the corpus. Comparing DLT integration cost and surprisal, we find that the two measures are uncorrelated, which suggests that a complete theory will need to incorporate both aspects of processing complexity. We conclude that eye-tracking corpora, which provide reading time data for naturally occurring, contextualized sentences, can complement experimental evidence as a basis for theories of processing complexity.
Introduction
Research on human sentence processing has traditionally focused on syntactic ambiguity, based on the observation that certain locally ambiguous constructions pose difficulty for the human sentence processor. Such difficulty manifests itself typically in the form of increased processing time (e.g., elevated reading times on the disambiguating region).
While disambiguation is an important source of difficulty in human sentence processing, difficulty can also arise in unambiguous sentences. A classic example are relative clauses, which have been investigated extensively in the literature on syntactic processing difficulty. Experimental results show that English subject relative clauses as in (1-a) are easier to process than object relative clauses as in (1-b). Experimentally, this difficulty is evidenced by the fact that reading times for the verb attacked are shorter for subject relative clauses than for object relative clauses (King & Just, 1991) . 1 a. The reporter who attacked the senator admitted the error. b. The reporter who the senator attacked admitted the error.
Findings such as these have motivated processing theories that do not rely on ambiguity resolution, but instead capture the complexity involved in computing the syntactic dependencies between the words in a sentence. One such theory is Dependency Locality Theory (DLT), proposed by Gibson (1998 Gibson ( , 2000 . A central notion in DLT is integration cost, a distance-based measure of the amount of processing effort required when the head of a phrase is integrated with its syntactic dependents. DLT is able to capture the subject/object relative clause asymmetry in (1), as well as a wide range of other complexity results, including processing overload phenomena such as center embedding and cross-serial dependencies. 
