For an n-by-n matrix A, its Crawford number c(A) (resp., generalized Crawford number C(A))
is, by definition, the distance from the origin to its numerical range W (A) (resp., the boundary of its numerical range ∂W(A)). It is shown that if A has eigenvalues λ 1 , . . . , λ n arranged so that |λ 1 | · · · |λ n |, then lim k c(A k ) 1/k (resp., lim k C(A k ) 1/k ) equals 0 or |λ n | (resp., |λ j | for some j, 1 j n). To measure the location and relative size of W (A), one frequently used quantity is the numerical radius of A: w(A) = sup{|z| : z ∈ W (A)}. In this paper, we consider two other quantities, which are not so well known but still quite useful, namely, the Crawford number c(A) and generalized Crawford number C(A) of A. These are defined as c(A) = inf {|z| : z ∈ W (A)} and C(A) = inf {|z| : z ∈ ∂W(A)}, respectively. The former was first considered (for finite matrices) in [1] while the latter appeared in [2] in the study of the numerical ranges of nilpotent operators. We are concerned here with the asymptotic behavior of the homogenized (generalized) Crawford numbers of powers of a matrix A.
Note that such a sequence c(A k )
1/k (resp., C(A k ) 1/k ), k 1, may not converge in general as witness the matrix A = 1 0 0 −1 . Hence we will consider instead its limit supremum. In the literature, there are several results of this nature for different operator parameters. For example, it is well known that, for any operator A, the limit of A k 1/k as k approaches infinity exists and is equal to the spectral radius r(A) 
Proof.
(1), (2) , (3) and (4) 
For the proof of (8), note that c(A
For the generalized Crawford number, we make use of C(A) w(A) from (3).
as was noted before.
In the remaining part of this paper, we consider only finite matrices unless otherwise stated.
Crawford number
The main result of this section is the following theorem.
Theorem 2.1. If A is an n-by-n matrix, then lim
We start the proof with the following result of Kronecker. 
u are relatively prime integers for each u,
then it is easily seen that lim k λ
The normal case can now be easily treated.
Proposition 2.3. If A is an n-by-n normal matrix, then lim
In this case, 
where the last inequality is by Proposition 1.1 (5). Our assertions follow. . Then
For the remaining part of the proof, we assume that a, b / = 0. Four cases are considered separately:
(1) c / = 0 and a = b. In this case,
= 0 and |a| / = |b|. In view of Proposition 1.1 (2), we may assume that a = 1 > |b|. Since
In this case, A is normal. Hence our assertion follows form Proposition 2.3. (4) c / = 0, a / = b and |a| = |b|. We may assume that |a| = |b| = 1. Let n k , k 1, be positive integers such that lim k a
The converse inequality follows by Proposition 1.1 (8) .
1/k even for a 2-by-2 matrix A. One example is A = 1 1 0 1 for which the former equals 0 while the latter 1/2. For general matrices, the condition for their equality will be given in Proposition 2.8.
For the ease of exposition, we define three types of matrices, which correspond roughly to the four cases in the proof of Proposition 2.4.
Definition 2.5.
A matrix A is said to be of type I if its eigenvalues have equal moduli and it is unitarily equivalent to a matrix of the form
where A is not a scalar matrix and has equal eigenvalues, it is of type II if it is irreducible and has two eigenvalues with unequal moduli, and it is of type III if it is unitarily equivalent to a matrix of the form ⎡ ⎢ ⎢ ⎣
where |λ 1 | = · · · = |λ m | and the λ j 's are distinct.
Recall that a matrix is irreducible if it is not unitarily equivalent to the direct sum of any two other matrices.
Note that a matrix of type I or II has size at least two while a size-one matrix is of type III. A general (resp., normal) matrix is unitarily equivalent to a direct sum of irreducible matrices of type I, II or III (resp., of type III).
The next lemma deals with matrices of types I and II. 
(1) A is of type I. Let 
Since A is irreducible, there are i 0 and j 0 with 1 i 0 m and m < j 0 n such that a i 0 j 0 / = 0 and a ij = 0 for all i and j satisfying either i = i 0 and m < j < j 0 or i 0 < i m and m < j n. Let
The following lemma is useful in proving for type-III matrices. 
Proof. We prove this by induction on n. For n = 2, we have
Hence B 2 = A 12 meets our requirement. Next assuming that our assertion is true for all operator matrices of size less than n, we prove it for n. 1, n) . In this case, we have
and similarly
Substituting the latter into the former yields
Continuing in this fashion, we obtain
The induction hypothesis on the submatrix [A ij ] n i,j=m , 2 m n, says that for any j, 2 j n, there are
for all k 1. Substituting (2) into (1) yields
Since
which, when expanded, gives the asserted form for (A k ) 1n .
We are now ready to prove Theorem 2.1. 
Proof of Theorem 2.1. We may assume that
where the last inequality is by Proposition 1.1 (5). Therefore, lim k c(A
σ (A)) and our assertion follows.
The above proof also yields the following proposition.
Proposition 2.8. Let A be an n-by-n matrix. Then lim k c(
A k ) 1/k = sup k c(A k )
1/k if and only if either
Our last result of this section gives conditions on A for which lim k c(A k )
1/k equals 0.
Proposition 2.9. Let A be an n-by-n matrix. Then the following conditions are equivalent:
( 
Generalized Crawford number
In this section, we consider the limit supremum of C(A k ) 1/k , k 1, for a finite matrix A. The next theorem is our main result. A with eigenvalues λ 1 , . . . , λ n , the quantity lim k C(A k )
Theorem 3.1. For any n-by-n matrix
1/k equals some |λ j |, 1 j n.
We start with the 2-by-2 matrices. Its proof is the harbinger of the one for the general case.
Proof. We consider four cases separately:
and
for all large k. Hence 
Proof. We may assume that c ≡ min{r(C 1 ), . . . , r(C q )} > 0 and even c = 1 (by considering A/c instead of A). Since 0 is in the interior of W (A), there is an ε > 0 such that D ε ≡ {z ∈ C : |z| < ε} is contained in W (A). Assume that
where |λ j1 | = · · · = |λ jm j | = r(C j ) for all j. By Lemma 2.2, there are positive integers n k , k 1, such that lim k (λ jl /r(C j )) n k = 1 for all j and l. We deduce, using Lemma 2.7, that, for each
We are now ready for the proof of Theorem 3.1. 1/n k = c. We may assume that 0 is in the interior of W (A n k ) for all k. Indeed, if there are infinitely many k's, say, k for which 0 is not in Int
Proof of Theorem 3.1. Assume that
Hence we have
This shows that c = lim k c(A k ) 1/k . Since c > 0, we obtain c = |λ n | by Theorem 2.1. Hence in the following we may assume that 0 ∈ Int W (A n k ) for all k. Since there are only finitely many subsets of the set of summands {B i , C j : 1 i p, 1 j q} of A, by the pigeonhole principle there is a For normal matrices, more can be said.
Proposition 3.5.
If A is an n-by-n (n 3) normal matrix with eigenvalues λ 1 , . . . , λ n satisfying 
Similarly, for a general matrix A, lim k C(A k ) 1/k can be any of the |λ j |'s as the preceding example (for n 4 and j 3) and the next (for n 3 and j = 1 or 2) show.
Example 3.7. For any n 3, let
We conclude this section with the following theorem characterizing those matrices A with 
