Abstract. In order to get an image with every object in focus, an image fusion process is required to fuse the images under different focal settings. In this paper, a novel multifocus image fusion algorithm based on multiresolution transform and particle swarm optimization (PSO) is proposed. Firstly the source images are decomposed into lowpass subbands coefficients and highpass subbands coefficients by the nonsubsampled contourlet transform (NSCT). Then, different fusion rules are applied for low and high frequency NSCT coefficients. Finally the fused image is reconstructed by the inverse NSCT transform. The experiment results demonstrate that the proposed method is effective and can provide better performance than the method based on the wavelet transform and the nonsubsampled contourlet transform.
Introduction
Image fusion has become an important part of image processing. Multiple images can be taken from two or more sensors in the same time or different times for a specific image or scene. Image fusion is the process of combining the relevant information of these images to obtain a new explanation of the image or scene. The purpose of image fusion is reducing uncertainty. The fused image can better describe the scene than any of the individual source images. Image fusion has already applied in many fields, such as digital imaging, medical imaging, remote sensing, and machine vision [1] [2] [3] .
When scene contains objects of different depth of focus, it is impossible to display all areas of the picture very well. Therefore, if one object in the scene is in focus, the other objects at different distances from the camera will be out of focus and blurred. So in order to get all the objects focused in one image multifocus image fusion is needed. Several images of a scene are taken with focus on different parts. Then these images are fused with the purpose that the objects will be focused in the resulting image [4] [5] .
Many algorithms have been developed to resolve the image fusion problem. In those methods, the fusion schemes based on Multiscale transform have attracted quite a lot of research attention, such as wavelet [2] , contourlet [6] , and nonsubsampled contourlet transform [7] .
In this paper, a nonsubsampled contourlet transform (NSCT) based fusion algorithm with particle swarm optimization (PSO) is proposed. The source images are decomposed using nonsubsampled contourlet transform. Depending on the nature of the transformed coefficients, they are fused by different fusion rules. Then the fused image is obtained by applying inverse nonsubsampled contourlet transform on the fused coefficients.
The rest of the paper is organized as follows: section Ⅱ reviews the basic theory of nonsubsampled contourlet transform and particle swarm optimization, and also presents the procedure of the proposed fusion algorithm. Section Ⅲ shows the experiment results and its comparison with the other methods. Finally conclusions are given in section Ⅳ.
Method

A. Nonsubsampled Contourlet Transform
NSCT is a kind of shift invariant, multiscale, multidirectional transform [8] . In contourlet transform the cause of shift variance is due to the presence of downsampler and upsampler in both the laplacian pyramid (LP) and the directional filter bank (DFB). To reduce it, nonsubsampled pyramid structure and nonsubsampled directional filter bank are employed in NSCT. NSCT provides a better frequency selectivity and regularity than contourlet transform. Fig.1 shows the structure of NSCT. The NSCT is constructed by combining the nonsubsampled pyramid filter banks (NSPFB) and nonsubsampled directional filter banks (NSDFB) steps. The NSPFB gives the multiscale property while directionality is given by the NSDFB. The input image is decomposed in lowpass subband and highpass subband ( Fig.1 (a) ). Then NSDFB is applied on the highpass subband to obtain directional subbands ( Fig.1 (b) ). The lowpass subband is further decomposed by the NSPFB until up to the desired level of decomposition.
B. Particle Swarm Optimization
Particle swarm optimization (PSO), a population-based optimization algorithm, is inspired by the social behavior of animals such as fish schooling and bird flocking [9, 10] . In PSO, each particle represents a potential solution to a complex problem in the search space. Each particle has two attribute values: fitness determined by the problem and velocity to decide the flying. Each particle can learn from the previous experiences of all particles. That is, the position of a particle is influenced by the best position of its own experience and the best particle position in the swarm. The fitness function is used to measure the performance of each particle. ( 1)
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where t denote the iteration counter, ω is the inertia weight controlling the impact of the previous velocity, 1 c and 2 c are learning constants, 1 r and 2 r are random variables in the range [0,1], i p is the best position of particle i , and g p is the best position of all particles within iteration t . The processing steps of PSO are briefly described as follows.
Step 1: Initialize the population. Each particle has its own random velocity and position.
Step 2: Determine the fitness function value of each particle.
Step 3: Find the best position of its own experience of each particle.
Step 4: Find the position of the best particle.
Step 5: Update the velocity and position of each particle via equation (1) and (2).
Step 6: Check if the current optimization solution can be accepted or the stopping criterion is satisfied. Otherwise, go to Step 2.
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PSO, as an evolutionary computing algorithm, is suitable for solving a complex problem with approximate solutions and it only requires primitive mathematical operations, which means that PSO can be implemented easily.
C. The proposed image fusion method
In this paper, image decomposition is performed by the NSCT. The NSCT not only retains the property of contourlet, but also has a very important characteristic of shift-invariance. When it is applied in image fusion, the size of different subbands is same, so it is easy to find the relationship between different subbands, which is good for designing the fusion rule and helpful for avoiding the pseudo-Gibbs phenomenon. Therefore, NSCT is suitable for image fusion.
In order to improve the quality of the fused image, two different focus measurements are presented. The whole process is divided in three steps: Decomposition of source images in NSCT, Fusion of NSCT coefficients of source images and reconstruction from fused NSCT coefficients. After transform the source images into NSCT domain, we can get the coefficients of both source images as, x y . The high-frequency coefficients contain important information of the images such as edges, texture features. The weight averaging is applied to them: C x y are the high-frequency coefficients of image A and image B respectively at scale j and pixel location ( , ) x y , and ( , )
F j C x y is the fused highfrequency coefficients at scale j and pixel location ( , ) x y . In this paper, we use PSO to determine the parameter α . For different location of each subband in different direction the value of parameterα can be obtained by PSO, so we can get the proper fused coefficients.
After applying fusion rules on NSCT coefficients, we have the coefficients of the fused image, on which we apply inverse NSCT to obtain the final fused image. 
Experimental Results and Analysis
This section gives the visual and quantitative evaluation of the proposed method and its comparison with discrete wavelet transform (DWT), nonsubsampled contourlet transforms (NSCT) and particle swarm optimization (PSO) based fusion method.
The presented method is tested with multifocus images of size 512×512. Fig.2 (a) and Fig.2 (b) show a pair of tested images containing two clocks with different distances toward the camera and only one clock in either image is in focus. For NSCT, five scales of decomposition are used. The NSPFB is '9-7' and the NSDFB is 'pkva'. The PSO parameters are set as following: the population size, two learning constants 1 c and 2 c are empirically set to 30, 2 and 2 respectively; inertial factor ω linearly decreases from 0.9 to 0.4; the iteration times is 100. The experiment result of proposed method is shown in Fig. 2 . The visual results of the other three methods are also shown in Fig. 2 . From these results it is clear that our method gives better results than the other three methods.
The visual analysis is not the only performance evaluation criterion because sometimes it does not give the clear image. Hence some quantitative measurements are also been used. We use mutual information (MI) [11] and / AB F Q [12] for this purpose. MI calculates how much information of the source images is transferred to the fusion image. are higher, it means that the fusion performance of the method is better. Values of these quantitative measures of different methods for the tested images are given in table Ⅰ. As we know that NSCT is the shift invariance version of CT, and it has more directional subbands than DWT. The influence of this can be observed by viewing the improvements of results. Our method gets better result than using NSCT or PSO to fuse individually. Analyzing the table, we can observe that the proposed method has the highest value of / AB F Q than other three methods. The value of MI is a little lower than PSO but higher than other two methods. Generally speaking our method obtains an acceptable and better result. Hence combining both the qualitative and quantitative analysis we can say that the performance of the propose method is better than other methods.
