Requirements engineering (RE) is considered as one of the most critical phases in the software life-cycle, and poorly implemented RE processes are among the major risks for project failure. Stakeholders are often faced with the challenge that the complexity of information outstrips their capability to survey it and to decide about which requirements should be taken into account. Additionally, preferences regarding a set of requirements are typically not known beforehand but constructed within the scope of a decision making process. In this paper we introduce a simple application scenario and discuss recommendation and decision technologies which can be exploited for proactively supporting stakeholders in their decision making.
INTRODUCTION
Requirements engineering (RE) is considered as one of the most critical phases in software projects [30] , and poorly implemented RE constitutes a major risk for projects failure [17] . Today's software projects still have a high probability to be cancelled or to significantly exceed available resources [36] . Leffingwell [21] found that 40% of the total project budget is related to rework costs triggered by low-quality requirement documents. Requirements themselves are a verbalization of decision alternatives or already taken decisions that concern the functionality and quality of the software [4] . Stakeholders 1 engaged in RE processes typically have to deal with the following types of decisions [31] :
• Quality decisions, e.g., is the requirement nonredundant, concrete and understandable?
1 Stakeholders are persons with a specific interest on the outcome of a project: customers, programmers, analysts, designers, domain experts, decision makers, users, etc.
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• Preference decisions, e.g., which requirements should be considered for the next release?
• Classification decisions, e.g., which topic, component, or team does this requirement belong to?
• Property decisions, e.g., is the effort estimation for this requirement realistic?
Individual as well as group decisions are made increasingly difficult due to the increasing size and complexity of software projects [1, 2, 7, 16, 28] . Most traditional requirements management tools fail to provide adequate support for such types of projects, even though many of them claim to support a collaborative process [10] . Although multiple users can work together to construct software requirements, existing tools provide limited support for managing large numbers of feature requests, resolving conflicts or helping to organize stakeholders into forums where they can explore their needs, generate requirements, and make common decisions [1, 7] . The major goal of our research is to address these problems by developing an intelligent recommendation & decision support system that assists stakeholders in their daily requirements engineering work. Thus the challenges of enormous information overload, continuously changing requirements and quickly aging requirements will be tackled. The major contribution of this paper is twofold. First, we introduce a basic scenario that motivates the application of recommendation and decision technologies in the context of requirements engineering. Second, we discuss different types of recommendation and decision technologies that can help to improve the overall quality of decision processes in RE.
The remainder of this paper is organised as follows. In Section 2 we introduce the mentioned application scenario. In Section 3 we discuss recommendation approaches that will serve as a foundation of our envisioned decision support system. Finally, we discuss related work in Section 4 and conclude the paper with Section 5.
EXAMPLE SCENARIO
We exemplify the envisioned functionality of a decision support system for RE by considering a simplified (!) RE scenario (see Figure 1) . The basic functionalities proposed in this scenario have been derived from our experiences in industrial software projects we conducted, for example, in the domain of financial services [13] . Although the project size was rather small (5-10 persons) we identified a couple of functionalities that have potential to improve the overall quality of decision processes in RE. Please note that we do not claim these functionalities to be complete (further analysis is needed in this context) but represent important aspects that have to be taken into account if the goal is to improve the quality of decision processes. Figure 1 shows an example user interface of our envisioned RE decision support system. In the scenario of Figure 1 the stakeholders Tom, Alice, Bob, and Peter are cooperatively working on the requirement R2. Their task is to decide about the quality of the current version of R2. Note that in this scenario the stakeholders have specific tasks that are related to only a subset of the requirements. Decisions taken by this group of stakeholders have to be synchronized with decisions of other groups in order to achieve consensus.
The stakeholder Tom (current user) currently evaluates requirement R2 regarding the dimensions quality and overall effort for implementation. He can either evaluate R2 on his own or also take into account the opinions of other stakeholders that have already evaluated R2 (in our case Alice, Bob, and Peter ). Tom can therefore review and rate their evaluations (by clicking the corresponding link, for example, accept in case that he wants to review the evaluation of Alice). Furthermore, it is possible to invite additional stakeholders as participants of the decision process if needed (link invite for review . . . on Figure 1 ).
Tom decides to concur in the evaluation of Alice and to provide explanations for his selection using the link add explanation . . . (textual argumentation for the selected settings for quality, effort, and decision). Finally, Tom can define additional preferences on the given set of requirements in order to provide information regarding their importance. This can be done by activating add preference . . . . Tom can activate the calculation of a proposal for the overall evaluation of R2 that maximizes the agreement between Tom, Alice, Bob, and Peter. The calculation of such a proposal can be triggered by activating the link group recommendation . . . .
On the left side of Figure 1 links to additional recommendation functionalities are depicted.
The link look at these requirements . . . recommends relevant requirements for the current task. For example those that have been developed independently by a different stakeholder but have high textual similarity with the requirements managed by Tom, Alice, Bob, and Peter. Another example of a recommendation is look at these dependencies . . . . In this case a stakeholder is informed about potential dependencies between requirements that are not contained in the requirements model.
One further recommendation functionality is the recommendation of adaptations for stakeholder preferences with the goal to achieve maximum agreement (link repair inconsistent preferences . . . ) [14] . This functionality allows stakeholders to actively decide which preferences to change before proposals are generated for a group decision. Further examples for functionality not contained in the scenario depicted in Figure 1 are the recommendation of proposals for sets of requirements (e.g., release proposals) that help to achieve maximum consensus between stakeholders (represented by a link look at proposed releases . . . ), the recommendation of defaults (e.g., for attributes of a requirement -in our case quality, effort, and decision) implemented by a propose value . . . functionality.
RECOMMENDATION & DECISION TECHNOLOGIES
In our envisioned system, recommendation and decision technologies will support two basic scenarios: decision processes of individual stakeholders and group decision processes. The differentiation is similar to the one presented in [18] where decision processes regarding travel destinations are separated into individual decisions of travel group members (construction of the individual preferences regarding hotel type, sports facilities, etc.) and group decision processes (synchronizing the individual preferences with those of other travel group members).
Assisting individual stakeholders
We will exploit social network analysis [15] and integrate different methods for the selection of stakeholders to be included in requirements development and decision processes (especially useful in large and distributed projects [16] ). Social networks [15] enable to determine the reputation of a stakeholder in certain contexts. This information can be used in contexts such as requirements selection, release planning, or selecting a stakeholder who should be responsible for the quality assurance of a set of requirements.
Stakeholders interacting with our system will be supported in two modalities: push (initiated by the system) and pull (initiated by the user) [24] . The second modality (the pull) is the more classical approach to deal with recommendations, i.e., knowledge-based, content-based, and collaborative filtering based [11, 29, 20, 32] ; the stakeholder initiates the dialogue by querying the system. We will provide a set of standard queries, e.g., querying for new requirements, responsible stakeholders, or reusable requirements. According to the type of the query and the stakeholder activity this will initiate a conversation with the system. Simple recommendations will be delegated to collaborative [20] or content-based recommenders [29] , recommendations based on a dialog with the stakeholder will be delegated to knowledge-based recommenders [11, 32] .
For more complex items, e.g., those that cannot be selected without considering the structure and semantics of the dependencies or the preferences of other stakeholders, the request of the stakeholder will initiate a conversational recommendation session [12, 32] . Here we will use recommendation approaches based on critiques [32] . In these situations the stakeholder request will trigger a dialogue with candidate items, and with explanations for the suggestions. The stakeholder will have the possibility to critique either the recommendation itself, for instance "Stakeholder X has not enough experience to deal with requirement Y, please provide a more experienced developer for this J2ME project", or he might criticise the explanation of the system, e.g., "The dependency X is not a good reason for including requirement Y". When the recommendation deals with issues that must be negotiated with other peers, the system will activate the group assistance infrastructure (see the paragraph on Assisting groups of stakeholders) and the dialogue will involve other stakeholders.
Using the push modality, the system will activate the dialogue by alerting the user of an important issue that must be considered or negotiated with other stakeholders. The goal of the system in this case is to prioritize the recommendations and detect the right moment to interrupt the user. This functionality is based on context detection [3, 23] : the system detects the context, prioritizes the recommendations and selects the right timing for a user notification.
Assisting groups of stakeholders
Unlike the stakeholder assistance that focuses on a single stakeholder, the group assistance is responsible for actively supporting group decision processes [26, 18] , for example, decisions in requirements screening (e.g., is the requirement understandable enough?), requirements negotiations (e.g., what are acceptable trade-offs and what are the priorities of the others?) or in release planning (which requirements should be taken into account in the upcoming releases?). The task of this recommendation functionality is to (a) collect stakeholder preferences, for example, regarding a specific requirement (see the simple scenario shown in Figure  1) , and (b) in case of contradicting preferences, to moderate the decision process. Moderation means to propose minimal changes (repairs) to the given set of stakeholder preferences such that a solution (consistent release) can be found [12, 14] . The identification of such minimal preference sets is shown in the following example.
Example 1: repair recommendation for preferences. Table 1 depicts a set of requirements R={r1,r2,r3,r4} and a set of stakeholders S={s1,s2,s3}. For each requirement ri ∈ R each stakeholder specifies his/her preferences which can be 1 (include) and 0 (exclude), for example, c12=1 denotes the fact that stakeholder s1 wants to include requirement r2 in the next software release. The set of stakeholder preferences is denoted as C=∪cij. Note that inculusion and exclusion are example constraints (preferences), further types of constraints are possible (see, e.g., the RE ontology proposed by [22] ) but not used in this example. For the given set of preferences shown in Table 1 there does not exist a solution, i.e, the stakeholder preferences are inconsistent. The first step to resolve this inconsistency is to figure out combinations of constraints (preferences) that are responsible for the inconistency, for example, the stakeholder preference c12 is inconsistent with the preference c22. The complete set of such (minimal [19] ) inconsistencies is CON = {con1:{c12, c22}, con2:{c22, c32}, con3:{c13, c33}, con4:{c23, c33}}. Such sets can be determined using the algorithm presented in [19] . We can now determine all possible repairs for the given set C of stakeholder preferences by simple deleting at least one element from each subset of CON (see [33] ). The possible repair constraint sets rep k for CON are elements of REP = {rep1:{c22, c33}, rep2:{c22, c13, c23}, rep3:{c12, c32, c33}, rep4:{c12, c32, c13, c23}} where a repair constraint set rep k is defined as a minimal set of stakeholder preferences (see [14] ) that have to be changed in order to make the resulting set of stakeholder preferences consistent.
For the given set REP we can identify the following set of concrete repair actions REPc= {repc1:{c22=1, c33=0}, repc2:{c22=1, c13=1, c23=1}, repc3:{c12=0, c32=0, c33=0}, repc4:{c12=0, c32=0, c13=1, c23=1}. REPc can now be considered as a set of alternative and minimal repairs for the original set of stakeholder preferences such that consistency between the preferences can be achieved.
The ranking and recommendation of such repair sets can be based on different approaches such as lowest cardinality ranking (in our case this would be the repair repc1:{c22=1, c33=0}) or multi attribute utility theory (MAUT -see, e.g., [35] ). If we want to apply MAUT we have to assign an im-portance value to each of the given stakeholder preferences (see, e.g., Table 2 ) an then to apply, for example, the following utility formula (Formula 1) which determines for each repair candidate the corresponding utility value (see Table  3 ).
utility(repc
In our simple example, the alternative repair actions would be recommended following the utilities shown in Table 3 . Note that this is a recommendation forwarded to the stakeholders who are then responsible to restart the decision process. This way to recommend repair actions for inconsistent stakeholder requirements corresponds, for example, to a functionality that can be associated with the repair inconsistent preferences ... link in Figure 1 . 
Example 2: group recommendations.
Let us assume that {r1, r2, r3} are decision alternatives regarding the implementation of a requirement r , e.g., r : 'knowledge-based support for a car configurator application' (see Table 4 ). For example, {r1: 'constraint solver' , r2: 'description logics reasoner', r3: 'prolog'} describe basic decision alternatives for a reasoning component that should support the implementation of a car configurator.
In this context a group recommendation functionality [18, 25, 26] could be applied which proposes a decision alternative that is acceptable for the stakeholders engaged in the decision process (in our case {s1, s2, s3, s4}). Different strategies for determining such a group recommendation are possible [18, 25, 26] , for example, the so-called least-misery strategy [25] would propose requirements that are stable in the sense that none of the stakeholders has evaluated the alternative with a low rating. The evaluation of different recommendation strategies in such an similar scenarios is a major focus of future work. A detailed overview of such group decision strategies is provided in [25] .
RELATED WORK
The application of recommender systems in RE contexts is a young and constantly evolving research field [1, 7, 24] . Currently the application of recommender technologies in RE is restricted to specific applications.
Castro-Herrera et al. [7] focus on the application of clustering methods for the grouping of coherent requirements. As an application scenario they introduce users of open source CRM environments who do not perform well in identifying appropriate discussion forums for their feature requests. Furthermore, basic collaborative filtering is used to recommend relevant (additional) requirements to the user.
Requirement grouping on the basis of clustering techniques is as well discussed in [9] -however, the focus of this work is different in the sense that the calculated clusters are then exploited by domain experts who are responsible for deciding about the priorities of the given requirements (without further decision support).
Chen et al. [8] apply clustering techniques to support the construction of feature models by an intelligent grouping of coherent requirements. Finally, Ruhe et al. [34] show how to apply AHP (Analytical Hierarchy Process) for determining a set of preferred requirements. This work is an important contribution to improve the quality of requirements selection. Compared to [34] our goal is to replace pure preference elicitation [27] (AHP-like utility-based approaches are an example [6] ) with a preference construction paradigm [5] in requirements engineering decision-making.
CONCLUSIONS
In this paper we have summarized the current status of our work which focuses on the design and development of a system that supports decision processes in requirements engineering (RE) on the basis of different types of recommendation algorithms. Intelligent decision support in RE is an important issue since it can help to significantly improve the quality of software processes and to reduce the overall costs of software projects. The functionalities included in the presented application scenario have been identified within the scope of industrial software projects.
Our plan for future work is to further analyze requirements regarding decision support in different types of software projects (e.g., open source software development and large scale distributed software projects) and to implement a corresponding decision support system. We will evaluate this system within the scope of requirements engineering scenarios in university software courses as well as in large-scale industrial projects. s1 = Alice s2 = Bob s3 = Peter s4 = Tom rating of the group (least-misery) r1 9  7  9  10  7  r2  2  3  9  1  1  r3  10  10  2  6  2   Table 4 : Group decisions in RE: recommending decision alternatives.
