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Abstract
Let G be any connected bridgeless (n,m)-graph which may have loops and multiedges. It is known that
the flow polynomial F(G, t) of G is a polynomial of degree m − n + 1; F(G, t) = t − 1 if m = n; and
F(G, t) ∈ {(t − 1)2, (t − 1)(t − 2)} if m = n + 1. This paper shows that if m  n + 2, then the absolute
value of the coefficient of t i in the expansion of F(G, t) is bounded above by the coefficient of t i in the
expansion of (t + 1)(t + 2)(t + 3)(t + 4)m−n−2 for each i with 0 i m − n + 1.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Graphs considered in this paper may have loops and multiedges. For any graph G, let V (G),
E(G), v(G) and e(G) denote, respectively, the vertex set, edge set, order and size of G. We call
G an (n,m)-graph if v(G) = n and e(G) = m.
Following Tutte [8], the flow polynomial of an (n,m)-graph G is defined as
F(G, t) =
∑
S⊆E(G)
(−1)m−|S|t |S|+c(S)−n, (1.1)
E-mail address: fengming.dong@nie.edu.sg (F.M. Dong).0095-8956/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jctb.2006.07.005
414 F.M. Dong, K.M. Koh / Journal of Combinatorial Theory, Series B 97 (2007) 413–420where c(S) is the number of components in the spanning subgraph of G induced by S. The
following properties of F(G, t) can be found in [8] too:
F(G, t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, if G is empty;
F(G1, t)F (G2, t), if G = G1 ∪ G2;
0, if G has a bridge;
(t − 1)F (G − e, t), if e is a loop;
F(G/e, t) − F(G − e, t), otherwise,
(1.2)
where G/e and G − e are the graphs obtained from G by contracting e and deleting e, respec-
tively, and G1 ∪ G2 is the disjoint union of G1 and G2.
It follows from (1.1) that F(G, t) is a polynomial in t of degree m − n + c(G), where c(G)
denotes the number of components of G. By (1.2), it can be shown that if G is a connected
bridgeless (n,m)-graph, then
F(G, t) =
m−n+1∑
i=0
(−1)m−n+1−iai t i , (1.3)
where am−n+1 = 1 and ai ’s are positive integers.
Our objective in this paper is to prove the following result. For more information on flow
polynomials, the reader may refer to the references [1–7].
Theorem 1.1. Let G be any connected bridgeless (n,m)-graph. If
F(G, t) =
m−n+1∑
i=0
ci t
i , (1.4)
then |ci | di for all 0 i m − n + 1, where
m−n+1∑
i=0
dit
i =
{∏m−n+1
j=1 (t + j), if nm n + 1;
(t + 1)(t + 2)(t + 3)(t + 4)m−n−2, otherwise.
(1.5)
2. Approach
Let P be the set of all polynomials in t . Define a binary relation ‘c’ in P as follows:
r∑
i=0
ait
i c
r∑
i=0
bit
i (2.1)
if and only if ai  bi for all i = 0,1,2, . . . , r . Clearly, (P,c) is a partially ordered set.
For a connected (n,m)-graph G, write
τ(G, t) = (−1)m−n+1F(G,−t). (2.2)
If G is bridgeless, by (1.3), τ(G, t) is a polynomial in t of degree m − n + 1 in which all
coefficients are positive integers. Clearly, we have:
Lemma 2.1. Theorem 1.1 holds if
τ(G, t)c
{∏m−n+1
j=1 (t + j), if m − n 1;
(t + 1)(t + 2)(t + 3)(t + 4)m−n−2, otherwise
(2.3)
holds for each connected bridgeless (n,m)-graph G.
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Lemma 2.2. If G is a connected graph and e is an edge in G which is neither a loop nor a bridge
of G, then
τ(G, t) = τ(G/e, t) + τ(G − e, t). (2.4)
Furthermore, if G − e has a bridge, then τ(G, t) = τ(G/e, t).
Proof. By (1.2),
τ(G, t) = (−1)e(G)−v(G)+1F(G,−t)
= (−1)e(G)−v(G)+1(F(G/e,−t) − F(G − e,−t))
= (−1)e(G/e)−v(G/e)+1F(G/e,−t) + (−1)e(G−e)−v(G−e)+1F(G − e,−t)
= τ(G/e, t) + τ(G − e, t). (2.5)
If G − e has a bridge, then F(G − e, t) = 0, and the result holds. 
Let u be a vertex in G such that e1 = uw1 and e2 = uw2 are the only edges incident with u
and both are not loops (it is possible that w1 = w2). A desubdivision at u is an operation of G
that deletes u and adds one edge joining w1 to w2. So, if G′ is the graph obtained from G by a
desubdivision at u, then G is a subdivision of G′.
Lemma 2.3. If G′ is the graph obtained from a graph G by a desubdivision at a vertex in G,
then F(G′, t) = F(G, t) and τ(G′, t) = τ(G, t).
Proof. By (1.2), F(G′, t) = F(G, t). Since v(G′) = v(G) − 1 and e(G′) = v(G) − 1, we have
τ(G′, t) = τ(G, t). 
By Lemma 2.3 and (1.2), the flow polynomial of a connected bridgeless graph, except t − 1,
is the flow polynomial of some connected graph which contains no vertices of degree 2.
Let G be any connected bridgeless graph with δ(G) 3, where δ(G) is the minimum degree
of G. Let s(G) =∑x∈V (G)(d(x) − 3). Then G is cubic (i.e., 3-regular) if and only if s(G) = 0.
Lemma 2.4. Let G be any connected bridgeless graph with δ(G)  3. If s(G) > 0, then there
exists a connected bridgeless graph H with δ(H) 3 such that G ∼= H ·uv for some uv ∈ E(H).
Proof. As s(G) > 0, d(x) 4 for some x ∈ V (G). Now we construct H as follows:
(i) if G has two loops l1 and l2 at x, let H be the graph obtained from G − {l1, l2} by adding a
new vertex w and adding three multiedges xw;
(ii) if G has only one loop l at x, let H be the graph obtained from G − {l, xx1}, where
xx1 ∈ E(G) and x1 = x, by adding a new vertex w and adding two multiedges xw and
an edge wx1;
(iii) otherwise, let e1, e2, . . . , et be the edges incident with x, where t = d(x)  4. As G is
bridgeless, every edge of G is on some cycle. There exists a cycle C which includes two
edges incident with x. Assume that e1 and et are on C. Let H be the graph obtained from
G − {e1, e2} by adding a new vertex w and adding three edges wx, wx1, wx2, where xi is
the end of ei other than x in G for i = 1,2.
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edge of H is on some cycle and so H is bridgeless. 
By Lemma 2.4, we immediately get the following result, which shows that (2.3) holds for all
graphs if and only if it holds for all cubic graphs.
Lemma 2.5. Let G be a connected bridgeless (n,m)-graph. If m > n, then there exists a con-
nected cubic graph H such that e(H) − v(H) = m − n and τ(G, t)c τ (H, t).
Proof. We may assume that δ(G) 3. Suppose that the result holds if s(G) < k, where k  1.
Now let s(G) = k.
As s(G) > 0, by Lemma 2.4, there exists a connected bridgeless graph G1 with δ(G1)  3
such that G ∼= G1 · uv for some uv ∈ E(G1). By Lemma 2.2,
τ(G, t)c τ (G1, t). (2.6)
It is clear that e(G1) − v(G1) = m − n. Now it remains to show that s(G1) < s(G). Let x be
the vertex of G obtained after identifying u and v in G1. As uv is an edge in G1, we have
dG(x) = dG1(u) + dG1(v) − 2. Thus
s(G1) =
∑
w∈V (G1)
(
dG1(w) − 3
)
= s(G) − (dG(x) − 3)+ (dG1(u) − 3)+ (dG1(v) − 3)
= s(G) − 1. (2.7)
By the induction hypothesis, the lemma holds for G1. Hence the lemma also holds for G. 
3. Near-cubic graphs and proof of Theorem 1.1
In this section, we shall prove that (2.3) holds for all cubic graphs. This, together with
Lemma 2.5, establishes our main result, namely Theorem 1.1.
To show that (2.3) holds for all cubic graphs, we first introduce a related family of graphs.
Let G be a graph and x ∈ V (G). If d(u) = 3 for all u ∈ V (G)\{x}, then G is called a near-cubic
graph at x. So, if d(x) = 3, then a near-cubic graph G at x is a cubic graph. We shall now proceed
to establish a crucial result (Theorem 3.1) on near-cubic graphs.
For any w ∈ V (G), let N(w) be the set of all neighbors of w excluding w.
Lemma 3.1. Let G be a connected near-cubic graph at x. If v(G)  3 and G has no bridges,
then |N(x)| 2.
Proof. Since G is connected and v(G) 3, N(x) = ∅. Suppose that N(x) = {u}.
Since G has no bridges, there are at least two edges joining x and u. If there are three edges
joining x and u, then as G is connected, near-cubic at x and N(x) = {u}, we have V (G) = {x,u},
a contradiction. Thus there are only two edges joining x and u.
Since d(u) = 3, there exists an edge, say e, joining u to another vertex not in {x,u}. Thus e is
a bridge of G, a contradiction too. 
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parities and
e(G) − v(G) + 1 = (d(x) + v(G) − 1)/2.
Proof. Observe that G has v(G) (respectively v(G) − 1) odd vertices when d(x) is odd (re-
spectively even). Since the number of odd vertices in G is even, d(x) and v(G) have different
parities. Observe that
e(G) = 1
2
(
d(x) + 3(v(G) − 1))= 1
2
(
d(x) + 3v(G) − 3),
and the result follows. 
We are now ready to prove the following crucial result.
Theorem 3.1. Let G be any connected near-cubic graph at x. Then
τ(G, t)c (t + 2)(t + 1)	(d(x)−1)/2
(t + 4)	(v(G)−1)/2
. (3.1)
Proof. The result is obviously true if G has a bridge. Thus, we assume that G contains no bridges
and, in particular, d(x) 2.
We shall prove this result by contradiction. Suppose that the result is false and G is a counter-
example with minimum v(G).
Claim 1. v(G) 3.
Suppose v(G) = 1. By Lemma 3.2, d(x) ( 2) is even and
F(G, t) = (t − 1)d(x)/2. (3.2)
By Lemma 3.2, we have
τ(G, t) = (−1)(d(x)+1−1)/2F(G,−t) = (t + 1)d(x)/2 c (t + 2)(t + 1)	(d(x)−1)/2
. (3.3)
Thus the result holds for G if v(G) = 1, a contradiction.
Suppose v(G) = 2. Then d(x) ( 3) is odd by Lemma 3.2, and
F(G, t) = (t − 1)(d(x)−1)/2(t − 2). (3.4)
By Lemma 3.2, we have
τ(G, t) = (−1)(d(x)+2−1)/2F(G,−t) = (t + 1)(d(x)−1)/2(t + 2). (3.5)
So (3.1) holds for G if v(G) = 2, a contradiction. Claim 1 thus follows.
Claim 2. d(x) 3.
Suppose that d(x) = 2. Let H be the graph obtained from G by a desubdivision at x. Then H
is a connected cubic graph with v(H) = v(G) − 1. This implies that v(G) is odd and the result
holds for H . By Lemma 2.3,
τ(G, t) = τ(H, t)
c (t + 1)(t + 2)(t + 4)	(v(G)−2)/2

c (t + 2)(t + 1)	(d(x)−1)/2
(t + 4)	(v(G)−1)/2
, (3.6)
418 F.M. Dong, K.M. Koh / Journal of Combinatorial Theory, Series B 97 (2007) 413–420Fig. 1.
i.e., the result holds for G, a contradiction. Claim 2 thus follows.
By Claim 1, v(G) 3. By Lemma 3.1, there exist two distinct vertices u and v in N(x). Let
e1 = xu and e2 = xv be two edges as shown in Fig. 1.
Observe that G/e1 is a connected near-cubic graph at x with dG/e1(x) = d(x) + 1 and
v(G/e1) = v(G) − 1. Thus the result holds for G/e1, i.e.,
τ(G/e1, t)c (t + 2)(t + 1)	(dG/e(x)−1)/2
(t + 4)	(v(G/e)−1)/2
. (3.7)
If G − e1 has a bridge, then, by Lemma 2.2,
τ(G, t) = τ(G/e1, t)
c (t + 2)(t + 1)	(dG/e(x)−1)/2
(t + 4)	(v(G/e)−1)/2

= (t + 2)(t + 1)	d(x)/2
(t + 4)	(v(G)−2)/2

c (t + 2)(t + 1)	(d(x)−1)/2
(t + 4)	(v(G)−1)/2
. (3.8)
Thus the result holds for G, a contradiction, implying that G− e1 has no bridges. By Lemma 2.2,
τ(G, t) = τ(G/e1, t) + τ(G − e1, t)
= τ(G/e1/e2, t)+ τ(G/e1 − e2, t)+ τ
(
(G − e1)/e2, t
)+ τ(G− e1 − e2, t). (3.9)
Let G0 = G/e1/e2. Observe that G0 is a connected near-cubic graph with v(G0) = v(G)−2 and
dG0(x) = d(x) + 2. In the graph G/e1 − e2, v is of degree 2 and every vertex in V (G)\{x, v} is
of degree 3. Let G1 be the graph obtained from G/e1 − e2 by a desubdivision at v. Then G1 is a
connected near-cubic graph at x with v(G1) = v(G)−2 and dG1(x) = d(x). Similarly, let G2 be
the graph obtained from (G− e1)/e2 by a desubdivision at u and observe that G2 is a connected
near-cubic graph at x with v(G2) = v(G) − 2 and dG2(x) = d(x). In the graph G − e1 − e2, u
and v are of degree 2 and every vertex in V (G)\{x,u, v} is of degree 3. Let G3 be the graph
obtained from G − e1 − e2 by desubdivision at u and v successively. Then G3 is a connected
near-cubic graph at x with v(G3) = v(G) − 2 and dG3(x) = d(x) − 2 > 0.
Since v(Gi) = v(G) − 2, the result holds for all Gi , i = 0,1,2,3, i.e.,
τ(Gi, t)c (t + 2)(t + 1)	(dGi (x)−1)/2
(t + 4)	(v(G)−3)/2
. (3.10)
By (3.9) and (3.10), we have
τ(G, t)c (t + 2)(t + 1)	(d(x)+1)/2
(t + 4)	(v(G)−3)/2

+ 2(t + 2)(t + 1)	(d(x)−1)/2
(t + 4)	(v(G)−3)/2

+ (t + 2)(t + 1)	(d(x)−3)/2
(t + 4)	(v(G)−3)/2

= (t + 2)3(t + 1)	(d(x)−3)/2
(t + 4)	(v(G)−3)/2

c (t + 2)(t + 1)	(d(x)−1)/2
(t + 4)	(v(G)−1)/2
. (3.11)
Thus the result holds for G, a contradiction. The proof is thus complete. 
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Theorem 3.2. Let G be a connected cubic graph. If G is bridgeless, then τ(G, t) is of degree
v(G)/2 + 1 and
τ(G, t)c
{
(t + 1)(t + 2), if v(G) = 2;
(t + 1)(t + 2)(t + 3)(t + 4)(v(G)−4)/2, otherwise. (3.12)
Proof. If G has a loop at some vertex u, then G has a bridge incident with u, a contradiction.
Hence G has no loops.
Since G is a cubic graph, v(G) is even. By Lemma 3.2, the degree of τ(G, t) is (3 +
v(G) − 1)/2 = v(G)/2 + 1.
If v(G) = 2, then G must be the graph with two vertices joined by three edges. In this case,
F(G, t) = (t − 1)(t − 2) and τ(G, t) = (t + 1)(t + 2).
Now we assume that v(G) 4. Clear, there are no three edges joining the same two vertices.
Thus each vertex in G is adjacent to at least two distinct vertices. Choose any x ∈ V (G). Let
u,v ∈ N(x) with u = v and e1 = xu and e2 = xv, as shown in Fig. 1. It is clear that G − e1 − e2
has a bridge. By Lemma 2.2,
τ(G, t) =
⎧⎪⎪⎨
⎪⎪⎩
τ(G/e1/e2, t) + τ(G/e1 − e2, t),
if G − e1 has a bridge;
τ(G/e1/e2, t) + τ(G/e1 − e2, t) + τ((G − e1)/e2, t),
otherwise.
(3.13)
Let G0 = G/e1/e2. Clearly, G0 is a connected near-cubic graph at x with v(G0) = v(G)− 2 and
dG0(x) = 5. By Theorem 3.1,
τ(G0, t)c (t + 2)(t + 1)2(t + 4)	(v(G)−3)/2
 = (t + 1)2(t + 2)(t + 4)(v(G)−4)/2. (3.14)
Observe that G/e1 − e2 is a connected near-cubic graph at v, where d(v) = 2. Let G1 be
the graph obtained from G/e1 − e2 by a desubdivision at v. Similarly, (G − e1)/e2 a connected
near-cubic graph at u, where d(u) = 2. Let G2 be the graph obtained from (G − e1)/e2 by a
desubdivision at u. Note that, for i = 1,2, Gi is a cubic graph with v(Gi) = v(G) − 2, and by
Theorem 3.1,
τ(Gi, t)c (t + 1)(t + 2)(t + 4)	(v(G)−3)/2
 = (t + 1)(t + 2)(t + 4)(v(G)−4)/2. (3.15)
By (3.13), (3.14) and (3.15),
τ(G, t)c (t + 1)2(t + 2)(t + 4)(v(G)−4)/2 + 2(t + 1)(t + 2)(t + 4)(v(G)−4)/2
= (t + 1)(t + 2)(t + 3)(t + 4)(v(G)−4)/2. (3.16)
The proof is thus complete. 
We conclude this paper by providing the following proof of Theorem 1.1.
Proof. It is easy to verify that if m = n, then F(G, t) = t − 1; and if m = n + 1, then either
F(G, t) = (t − 1)2 or F(G, t) = (t − 1)(t − 2). Thus the result holds if m − n 1.
Now let m−n 2. If G is cubic, then the result holds by Theorem 3.2. If G is not cubic, then
the result follows from Lemma 2.5 and Theorem 3.2. 
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