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ON A COUNTING THEOREM FOR WEAKLY ADMISSIBLE LATTICES
REYNOLD FREGOLI
Abstract. We give a precise estimate for the number of lattice points in certain bounded
subsets of Rn that involve “hyperbolic spikes” and occur naturally in multiplicative Diophan-
tine approximation. We use Wilkie’s o-minimal structure Rexp and expansions thereof to
formulate our counting result in a general setting. We give two different applications of our
counting result. The first one establishes nearly sharp upper bounds for sums of reciprocals
of fractional parts, and thereby sheds light on a question raised by Lê and Vaaler, extending
previous work of Widmer and of the author. The second application establishes new examples
of linear subspaces of Khintchine type thereby refining a theorem by Huang and Liu. For the
proof of our counting result we develop a sophisticated partition method which is crucial for
further upcoming work on sums of reciprocals of fractional parts over distorted boxes.
1. Introduction
1.1. Notation. Let X be a set. For any pair of functions f, g : X → R, we write f ≪ g (f ≫ g)
to mean that there exists a real number c > 0 such that f(x) ≤ cg(x) (f(x) ≥ cg(x)) for all
x ∈ X . If the constant c depends on any parameters, we write them under the symbol ≪ (≫).
We write Oc(f) to indicate a function g such that g ≪c f . We use | · |2 to denote the Euclidean
norm on Rn and | · |∞ to denote the maximum norm. We write N for the set {1, 2, 3, . . .} of
positive integers. We indicate by ‖x‖ the distance from any x ∈ R to the nearest integer, i.e.,
min{|x−n| : n ∈ Z}. We denote by diamX the diameter (i.e., sup{|x−y| : x, y ∈ X}) of any set
X ⊂ Rn, and we use Vold(X) to indicate its d-dimensional Hausdorff measure (d ∈ N). When
the dimension d is not specified, we assume d = n.
1.2. Main result. In this paper we prove a general counting result for weakly admissible lattices.
More specifically, we estimate the number of lattice points lying in the area bounded by a certain
compact hypersurface defined in terms of the lattice structure. We generalise this result to any
definable set in Wilkie’s o-minimal structure Rexp lying within the above mentioned hypersurface,
and we derive an asymptotic formula for the number of lattice points contained in any such set.
Our counting principle allows us to shed light on a question raised by Lê and Vaaler on the
behaviour of certain sums of reciprocals of fractional parts. It also yields a refinement of a
theorem proved by Huang and Liu on linear subspaces of Khintchine type.
Before stating the main result, we look at a special case that already captures the main features
of our counting principle. LetM,N ∈ N and let L ∈ RM×N . We denote by L1, . . . , LM : RN →
R the linear forms induced by the rows of the matrix L, i.e., the functions
Li(x1, . . . , xN ) :=
N∑
j=1
Lijxj
for i = 1, . . . ,M. We assume throughout the paper that 1 along with the coefficients Li1, . . . , LiN
of each of these linear forms are linearly independent over Q. Let ε, T ∈ (0,+∞) and let
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Q ∈ [1,+∞). We consider the set
M(L, ε, T,Q) :=
{
(p, q) ∈ ZM × (ZN \ {0}) : M∏
i=1
|Li(q) + pi| < ε,
|Li(q) + pi| ≤ T i = 1, . . . ,M, |qj | ≤ Q j = 1, . . . ,N
}
.
Our goal is to estimate the cardinality of M(L, ε, T,Q). To this end, we let
AL :=
(
IM L
0 IN
)
∈ R(M+N )×(M+N ),
where IM and IN are identity matrices of size M and N respectively, and we let ΛL :=
ALZ
M+N . We also set
Z :=
{
x ∈ RM :
M∏
i=1
|xi| < ε, |xi| ≤ T i = 1, . . . ,M
}
× [−Q,Q]N .
Then, we have
#M(L, ε, T,Q) = # ((ΛL ∩ Z) \ C) ,
where C :=
{
(x,y) ∈ RM+N : y = 0}. Therefore, estimating #M(L, ε, T,Q) is equivalent to
estimating #(ΛL ∩ Z), if we exclude the points of ΛL that lie in C.
We now make some assumptions on the lattice ΛL. First, we assume that the distance between
the points in ΛL \C and the coordinate subspaces of RM+N orthogonal to C is always positive.
In the worst case, this distance will be decaying as we move away from the origin. We want to
control its decay rate in terms of the distance from the origin. Hence, we additionally assume
that the distance between the points of ΛL \C and the coordinate subspaces orthogonal to C is
also bounded from below by a certain non-increasing function. To make this precise, we give the
following definition.
Definition 1.1. Let φ : [1,+∞) → (0, 1] be a non-increasing1 function. We say that a matrix
L ∈ RM×N is φ-semi multiplicatively badly approximable if
|q|N∞
M∏
i=1
‖Li(q)‖ ≥ φ(|q|∞)
for all q ∈ ZN \ {0}. If the function φ can be chosen constant, we say that L is semi-
multiplicatively badly approximable.
For the lattice ΛL, the purely arithmetic property introduced in Definition 1.1 yields the
geometric condition described above. Provided this geometric condition is fulfilled, we can derive
an asymptotic estimate for # ((ΛL ∩ Z) \ C).
Proposition 1.2. Let L ∈ RM×N be a φ-semi multiplicative badly approximable matrix and
suppose that TM/ε ≥ eM, where e = 2.71828 . . . is the base of the natural logarithm. Then, we
have
|#((ΛL ∩ Z) \ C)−VolZ| ≪M,N (1 + T )M+N−1 log
(
TM
ε
)M−1(
εQN
φ(Q)
)M+N−1
M+N
,
where
VolZ = 2M+NQN
[
ε log
(
TM
ε
)M−1
+ TM
(
1−
(
1− ε
TM
)M−1)]
.
1We say that φ is non-increasing if φ(x) ≥ φ(y) for all x < y.
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The case M = 2, N = 1 of Proposition 1.2 was proved by Widmer [18]. We briefly explain
how the proof is structured, so that we can highlight the main difficulties. The key idea is to
decompose the set Z into approximately log (T/ε)M−1 subsets. To each such subset we apply a
different diagonal linear map and obtain a ball-like shaped set. We then count the points of the
corresponding transformation of ΛL lying in each of these sets. Note that for M = 10, T = 1,
and ε = 1/10, we already find more than 1800 different subsets and linear maps. The finer the
subdivision, the more precise is each single estimate. However, when the subdivision is too fine,
we end up summing too many error terms, and controlling the minima of the transformed lattices
becomes rather difficult. The geometric condition introduced in Definition 1.1 allows us to give
sufficiently good bounds on the first successive minima of these lattices to control the total error
term. The essence of this partition method is summarised in Proposition 2.1, which itself is a
crucial ingredient in our upcoming work on sums of reciprocals of fractional parts over general
boxes.
The strategy that we described above also applies to prove a much more general counting
principle, that is the central object of this paper. In lieu of the lattice ΛL and the set Z, we can
consider a general weakly admissible lattice in RM+N and a general definable set contained in
Z. In this much more general setting, we can prove an analogous counting result.
Before stating this result, we introduce some notation and we recall the main definitions. Let
L ∈ N and let l ∈ NL. We set Vl :=
∏L
h=1R
lh and we write v = (v1, . . . ,vL) for any vector
v in Vl. Note that each α ∈ (0,+∞)L induces a multiplicative norm on the space Vl, given by∏L
i=1 |vi|αi2 . We indicate this norm by Nmα(v). The following definition is a generalisation of
the property considered in Definition 1.1, due to Widmer [19].
Definition 1.3. Let
C := {v ∈ Vl : vi = 0 i ∈ I} ,
for some ∅ 6= I ⊂ {1, . . . , L}, and let A := α1 + · · ·+ αL. We say that a full rank lattice Λ ⊂ Vl
is weakly admissible for the couple ((l,α), C) if
ν(Λ, ̺) := inf
{
Nmα(v)
1/A : v ∈ Λ \ C, |v|2 < ̺
}
> 0
for all ̺ > 0, where we interpret inf ∅ as +∞ > 0.
For our purpose, it is convenient to work with the product of two spaces of the form Vl.
We therefore adopt a double index notation. Let M,N ∈ N and let S := ((m,n), (β,γ)),
where m ∈ NM , n ∈ NN , β ∈ (0,+∞)M , and γ ∈ (0,+∞)N . Let M := ∑Mi=1 mi and
let N := ∑Nj=1 nj . Let also B := ∑Mi=1 βi and let C := ∑Nj=1 γj . We consider the vec-
tor space V := Vm × Vn :=
∏M
i=1R
mi × ∏Nj=1 Rni and we denote its vectors by (x,y) =
(x1, . . . ,xM ,y1, . . . ,yN ). As mentioned above, the vectors β and γ induce a multiplicative
norm on V , given by Nm(β,γ)(x,y) := Nmβ(x)Nmγ(y), where Nmβ(x) :=
∏M
i=1 |xi|βi2 and
Nmγ(y) :=
∏N
j=1 |yj |γj2 . Throughout this section, we fix a subspace C ⊂ V of the form
C :=
{
(x,y) ∈ V : xi = 0 i ∈ I,yj = 0 j ∈ J
}
,
where I ⊆ {1, . . . , N}, J ⊆ {1, . . . ,M}, and I ∪ J 6= ∅.
Now, we introduce a generalisation of the set Z appearing in Proposition 1.2. We let
H :=
{
(x, ε, T ) ∈ Vm × (0,+∞)2 : Nmβ(x) 1B < ε, |xi|2 ≤ T i = 1, . . . ,M
}
,
and
R := {(y,Q) ∈ Vn × RN : |yj |2 ≤ Qj j = 1, . . . , N} .
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Then, we set Z := H×R. Finally, for Q ∈ (0,+∞)N we define
Q :=

 N∏
j=1
Q
γj
j


1/C
,
and for any Γ ⊂ Vl we define λ1(Γ) := inf{|v|2 : v ∈ Γ \ {0}}.
To make our counting result applicable to a large class of sets we use o-minimal structures.
For the convenience of the reader we quickly recall the basic definitions.
Definition 1.4. A structure over R is a sequence S = (Sn)n∈N of families of subsets of R
n such
that for each n:
i) Sn is a boolean algebra of subsets of R
n (under the usual set-theoretic operations);
ii) Sn contains every semi-algebraic subset of R
n;
iii) if A ∈ Sn and B ∈ Sm, then A×B ∈ Sn+m;
iv) if π : Rn+m → Rn is the projection onto the first n coordinates and A ∈ Sn+m, then
π(A) ∈ Sn.
A structure S over R is said to be o-minimal if additionally:
v) the boundary of any set in S1 is finite.
A set S ⊂ Rn is definable in the structure S if S ∈ Sn. A map f : A → B is definable if its
graph Γ(f) := {(x, f(x)) : x ∈ A} ⊂ A×B is a definable set.
Let t ∈ N and let W ⊂ Vl ×Rt be a definable set. We call W a definable family in Vl, and we
call the variables τ ∈ Rt parameters of W . For τ ∈ Rt we call the set
Wτ := {v ∈ Vl : (v, τ ) ∈ W}
the fibre of W above τ . In our setting, functions such as f(x) = xr = exp(r log x) (for any
real r>0) and log x on (0,+∞) need to be definable. Therefore, we require that the o-minimal
structure S we are working with extends Wilkie’s o-minimal structure Rexp [20], i.e., we require
that each set definable in Rexp is also definable in S.
We recall that every subset of Vl × Rt of the form
W = {(v, τ ) ∈ Vl × Rt : F(v, τ ) ≥ 0 (> 0)} ,
where F is a finite system of functions in the variables v and τ , obtained by the (suitably
interpreted) composition of polynomials, exponential functions exp : R → R, and logarithms
log : (0,+∞)→ R, is definable in Rexp.
From now on, we see the set Z as a definable family in Rexp, with parameters η := (ε, T,Q) ∈
(0,+∞)2+N . In analogy with the above, we indicate its fibres by Zη. We can now state our
main theorem.
Theorem 1.5. Let Λ ⊂ V be a weakly admissible lattice for the couple (S, C) and letW ⊂ V ×Rt
be definable in an o-minimal structure expanding Rexp. Suppose that for all τ ∈ Rt there exists
η(τ ) = (ε, T,Q) ∈ (0,+∞)2+N such that Wτ ⊂ Zη(τ ). Then, for all τ ∈ Rt and all choices of
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η(τ ) with T/ε > e (where e = 2.71828 . . . is the base of the natural logarithm) we have∣∣∣∣#(Λ ∩Wτ )− VolWτdetΛ
∣∣∣∣≪W,β,γ
inf
0<r≤diam(Zη(τ))
log
(
T
ε
)M−1(εBQC) 1B+C
ν(Λ, r)
+
diam
(
Zη(τ )
)
r
+
diam
(
Zη(τ) ∩ C
)
λ1(Λ ∩ C)


M+N−1
.
We recall that the special case M = 1 of Theorem 1.5 was proved by Widmer [19, Theorem
2.1].
1.3. Applications I. Theorem 1.5 has some interesting applications in multiplicative Diophan-
tine approximation. Let Q ∈ (0,+∞)N and let X :=∏Nj=1[−Qj , Qj]. We set
SL(Q) :=
∑
q∈X∩ZN \{0}
M∏
i=1
‖Li(q)‖−1.
The function SL(Q) is of major importance in several branches of Diophantine Approximation
and Geometry of Numbers. For instance, Kuipers and Niederreiter use it to control the discrep-
ancy of the sequence {qL}q∈Z via the Erdős-Turan inequality [13, p.122,129,131]. Hardy and
Littlewood use it to count the number of lattice points contained in certain polygons [7][8]. Beres-
nevich, Haynes, and Velani, work out very precise estimates for SL(Q) in the one dimensional
inhomogeneous setting [4]. Huang and Liu show how estimates of SL(Q) can be used to solve
the convergence case of the generalised Baker-Schmidt problem for simultaneous approximation
on certain affine subspaces [10].
In this section, we focus on a question raised by Lê and Vaaler [14]. Lê and Vaaler show that
for Q := (Q1 · · ·QN )1/N ≥ 1 it holds
(1) SL(Q)≫M,N QN (logQ)M,
independently of the choice of the matrix L [14, Corollary 1.2]. They also ask whether the
estimate in (1) is sharp, i.e., whether there exists a matrix L such that
(2) SL(Q)≪ QN (logQ)M.
Lê and Vaaler themselves show that (2) holds true whenever the matrix L is multiplicatively
badly approximable [14, Theorem 2.1]. However, multiplicatively badly approximable matrices
seem unlikely to exist forM+N ≥ 3, since each of them would provide a counterexample to the
Littlewood conjecture. In the present section we prove a general estimate for the function SL(Q),
when Q1 = Q2 = · · · = QN . This estimate shows that, in the special case Q1 = Q2 = · · · = QN ,
Lê and Vaaler’s hypothesis can be significantly weakened. Let us first recap some definitions (see
[5][16] for a deeper insight).
Definition 1.6. Let φ : [1,+∞)→ (0, 1] be non-increasing. We say that a matrix L ∈ RM×N
is φ-additively badly approximable if
(3) |q|N∞
(
M
max
i=1
‖Li(q)‖
)M
≥ φ(|q|∞)
for all q ∈ ZN \ {0}. We say that L is φ-multiplicatively badly approximable if
(4)
N∏
j=1
max {1, |qj |}
M∏
i=1
‖Li(q)‖ ≥ φ

 N∏
j=1
max {1, |qj |}
1
N


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for all q ∈ ZN \ {0}. If φ can be chosen constant in either case, we say that L is additively or
multiplicatively badly approximable.
The additive and multiplicative conditions are very different. Schmidt [16] showed that the
set of additively badly approximable matrices in RM×N has full Hausdorff dimension. On the
other hand, as mentioned above, multiplicatively badly approximable matrices are unlikely to
exist for M+N ≥ 3.
We introduce a new condition, which is hybrid between (3) and (4).
Definition 1.7. Let φ be as in Definition 1.6. We say that a matrix L ∈ RM×N is φ-semi
multiplicatively badly approximable if
(5) |q|N∞
M∏
i=1
‖Li(q)‖ ≥ φ(|q|∞)
for all q ∈ ZN \ {0}. If the function φ can be chosen constant, we say that L is semi-
multiplicatively badly approximable.
Note that (4)⇒(5)⇒(3). Now, under the additional hypothesis Q1 = · · · = QN , we have the
following estimate for SL(Q).
Corollary 1.8. Let L ∈ RM×N be a φ-semi multiplicatively badly approximable matrix. Then,
for Q ≥ 2 we have
∑
q∈[−Q,Q]N
∩ ZN \{0}
M∏
i=1
‖Li(q)‖−1 ≪M,N QN log
(
QN
φ(Q)
)M
+
QN
φ(Q)
log
(
QN
φ(Q)
)M−1
.
Corollary 1.8 immediately implies that, in the special case Q1 = · · · = QN , all matrices L
that are φ-semi multiplicatively badly approximable with φ(x)≫M,N (log x)−1 satisfy (2).
The case M = 2, N = 1 of Corollary 1.8 was proved by Widmer [18], whereas the analogous
result for M = 1 was proved by the author [6], by using Widmer’s M = 1 case of Theorem
1.5 [19, Theorem 2.1]. Huang and Liu addressed the general case [10, Theorem 6] by using the
well-known gap principle [13, Proof of Lemma 3.3 p.123]. However, Huang and Liu’s Theorem 6
contains an extra factor of 1/φ(Q) in the error term, which we could get rid of in Corollary 1.8.
Unfortunately, the existence of φ-semi multiplicatively badly approximable matrices with
φ(x)≫M,N (log x)−1 has not yet been established, except forM = N = 1. Despite this, at least
in dimension 2, there is some heuristic evidence for their existence. ForM = 2, N = 1 Badziahin
showed that condition (4), with φ(x) = cL(log x log log x)
−1 (cL > 0 sufficiently small), holds
true for a set of vectors of full Hausdorff dimension [1]. It follows from Corollary 1.8 that for
M = 2, N = 1 the set of matrices L such that SL(Q)≪L Q(logQ)2 log logQ has full Hausdorff
dimension. Badziahin and Velani also conjectured that the set of 2 × 1 φ-multiplicatively badly
approximable matrices, with φ(x) = cL(log x)
−1 (cL > 0 sufficiently small), has full Hausdorff
dimension [1, Conjecture 1]. To the best of our knowledge, nothing is known in higher dimension.
1.4. Applications II. Let ψ : [1,+∞)→ (0, 1]. We consider the set
SN (ψ) :=
{
x ∈ RN : ∃ i.m. q ∈ N such that Nmax
i=1
‖qxi‖ < ψ(q)
}
,
where i.m. stands for infinitely many. The set SN is said to be the set of simultaneously ψ-
approximable points. A well-known theorem of Khintchine [11] relates the Lebesgue measure of
the set SN (ψ) to the convergence of the sum
∑+∞
q=1 ψ(q)
N .
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Khintchine showed that if ψ is non-increasing and
∑+∞
q=1 ψ(q)
N converges, we have
Vol (SN (ψ)) = 0, whereas if ψ is non-increasing and
∑+∞
q=1 ψ(q)
n diverges, we have
Vol (SN (ψ)) = +∞. It is well known that this theorem becomes false when we restrict to
certain submanifolds of RN , such as proper rational affine subspaces. This leads naturally to the
following definition.
Definition 1.9. LetM⊂ RN be a submanifold of dimension d. We say thatM is of Khintchine
type for convergence if for all non-increasing functions ψ : [1,+∞)→ (0, 1] we have
+∞∑
q=1
ψ(q)N < +∞⇒ Vold (SN (ψ) ∩M) = 0.
We say that M is of Khintchine type for divergence if for all non-increasing functions ψ :
[1,+∞)→ (0, 1] we have
+∞∑
q=1
ψ(q)N = +∞⇒ Vold (SN (ψ) ∩M) = +∞.
If both conditions hold, we simply say that M is of Khintchine type.
We recall that there is also a notion of strong Khintchine type submanifold in RN , i.e., a
submanifold for which Definition 1.9 holds without the assumption that the function ψ is non-
increasing.
It has been shown that many non-degenerate submanifolds (i.e., those that in some sense
deviate from a hyperplane at each point) are of strong Khintchine type for convergence [9],[17].
It seems natural then, to ask whether the non-degeneracy condition is necessary for a submanifold
to be of (strong) Khintchine type. The answer to this question is no, and indeed it turns out that
even some proper affine subspaces of RN are of strong Khintchine type [12],[15]. So, what makes
an affine subspace of (strong) Khintchine type? Since each affine subspace is defined by a real
matrix, it appears interesting to try and establish a link between the Diophantine type of this
matrix and the properties of the subspace in terms of the validity of the Khintchine Theorem.
In a very recent paper [10] Huang and Liu made some progress in this direction.
Definition 1.10. Let L ∈ RM×N . We set
ωm(L) := sup

γ ∈ R :
M∏
j=1
‖Lj(q)‖ ≤ |q|−γ∞ has i.m. solutions q ∈ ZN \ {0}

 .
We call ωm(L) the multiplicative exponent of the matrix L.
Observe that for φγ(x) := x
−γ (γ ∈ R) we have
ωm(L) = inf{γ ∈ R : ∃c > 0 such that L is cφ(γ−N )-semi multiplicatively badly approximable}.
Let d ≥ 1 be an integer, and let A ∈ Rd×(N−d). Let also α0 ∈ RN−d. We define
(6) A˜ :=
(
α0
A
)
∈ R(d+1)×(N−d) and x˜ := (1,x) ∈ Rd+1 for x ∈ Rd.
Then, we consider the following submanifold of RN .
H := {(x, x˜A˜) : x ∈ [0, 1]d}.
Huang and Liu [10, Theorem 1] proved that if ωm
(
A˜
)
< N (d + 1), the submanifold H is
of Khintchine type for convergence, whereas if ωm(A) < Nd, the submanifold H is of strong
8 REYNOLD FREGOLI
Khintchine type for convergence. We recall that for all ω0 ≥ N − d there always exist matrices
A ∈ Rd×(N−d) such that ωm(A) = ω0 [5, Theorem 1]. More precisely, we have
dim
{
A ∈ Rd×(N−d) : ωm(A) = ω0
}
= d(N − d)− 1 + 2
1 + ω0/(N − d) ,
where dim denotes the Hausdorff dimension. An analogous formula holds for A˜. It can also
be shown that for all ε > 0 the set of matrices A ∈ Rd×(N−d) such that ω(A) ≤ N − d + ε
has actually full Lebesgue measure. It follows that Huang and Liu’s theorem holds for generic
matrices A and A˜.
One could ask if anything can be said about the limit cases, i.e., ω(A˜) = N (d + 1) and
ω(A) = Nd . We show that that, up to a logarithmic factor, these cases yield Khintchine type
subspaces.
Definition 1.11. Let L ∈ RM×N and let ω0 ∈ R. We set
ω′m(L, ω0) :=
sup

γ ∈ R :
M∏
j=1
‖Ljq‖ ≤ |q|−ω0∞ log(|q|∞)−γ has i.m. solutions q ∈ ZN \ [−1, 1]N

 .
We call ωm(L, ω0) the multiplicative logarithmic exponent of the matrix L at ω0.
Corollary 1.12. Let A and A˜ be as above. Then,
i) if ωm
(
A˜
)
= N (d + 1) and ω′m
(
A˜,N (d+ 1)) < 1 − 2(d + 1), the submanifold H is of
Khintchine type for convergence;
ii) if ωm(A) = Nd and ω′m(A,Nd) < 1 − 2d, the submanifold H is of strong Khintchine
type for convergence.
Unfortunately, not much is known about the existence of matrices with prescribed multiplicative
logarithmic order. However, their existence is established in the additive setting [3]. We can
therefore say something about the case d = 1. From [3, Theorem 1] we can easily deduce that
if d = 1, there always exist matrices A ∈ R1×N such that ω′m(A,N ) = ω1 for any given ω1 ∈ R
(this implies ωm(A) = N ). More precisely, we have
dim
{
A ∈ R1×(N−1) : ω′m(A,N ) = ω1
}
= N − 2 + N
1 +N ,
independently of the choice of ω1 (here dim denotes the Hausdorff dimension). It follows from
Corollary 1.12 that there exist strong Khintchine type lines in RN with exponent ωm = N ,
improving on [10, Theorem 1].
Now, [10, Theorem 1] follows in turn from [10, Theorems 2 and 3]. These results establish
some Khintchine type conditions for the submanifold H with respect to general s-dimensional
Hausdorff measures (i.e., s need not coincide with the dimension of the submanifold). The
problem of establishing Khintchine type conditions with respect to general Hausdorff measures
is widely known as the generalised Baker-Schmidt problem. Huang and Liu prove that such
conditions hold for the convergence case, when ω(A˜) < (N + 1)d or ω(A) < Nd. We show that
[10, Theorems 2 and 3] can be refined to include the limit cases.
Proposition 1.13. Let A ∈ Rd×(N−d) and let α0 ∈ RN−d. Let A˜ be the matrix defined in
(6), and let s ∈ [0,+∞). Assume that A˜ is φ˜-semi multiplicatively badly approximable, where
φ˜ : [1,+∞)→ (0, 1] is a non-increasing function with the following properties:
i) φ˜(λx)≫λ φ˜(x) for all λ≫ 1;
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ii) x−γ ≪ φ˜(x)≪ 1/ log(x) for some γ > 0;
iii) there exists a non-increasing function ψˆ : [1,+∞)→ (0, 1] such that
iiia)
∑+∞
q=1 ψˆ(q)
N−d+sqd−s < +∞;
iiib) φ˜
(
1/ψˆ(x)
)
ψˆ(x)N−d ≫N ,d,s log(x)d/xd+1.
Then, for all non-increasing approximating functions ψ : [1,+∞)→ (0, 1] such that∑+∞
q=1 ψ(q)
N−d+sqd−s < +∞, we have Vols (SN (ψ) ∩H ) = 0.
Note that when ψˆ(x) is of the form ψˆ(x) = x−γ
′
, with γ′ > 0, condition iii) implies ωm
(
A˜
) ≤
(d + 1)(d− s+ 1)/(N − d + s), i.e., the hypothesis in Huang and Liu’s theorem along with the
limit case.
Proposition 1.14. Let s ∈ [0,+∞) and let A ∈ Rd×(N−d) be a φ-semi multiplicatively badly
approximable matrix, where φ : [1,+∞)→ (0, 1] is a non-increasing function with the following
properties:
i) φ(λx)≫λ φ(x) for all λ≫ 1;
ii) x−γ ≪ φ(x)≪ 1/ log(x) for some γ > 0;
iii) there exists a function ψˆ : [1,+∞)→ (0, 1] such that
iiia)
∑+∞
q=1 ψˆ(q)
N−d+sqd−s < +∞;
iiib) φ
(
1/ψˆ(x)
)
ψˆ(x)N−d ≫N ,d,s log(x)d−1/xd.
Then, for all approximating functions ψ : [1,+∞) → (0, 1] such that ∑+∞q=1 ψ(q)N−d+sqd−s <
+∞, we have Vols (SN (ψ) ∩H ) = 0.
With Propositions 1.13 and 1.14 at hand, the proof of Corollary 1.12 is straightforward. We
sketch it below.
Proof. Let log∗(x) := max{1, log(x)} for all x ∈ (0,+∞). The proof follows from taking φ˜(x) =
c˜xN−d−ωm(A˜) log∗(x)−ω
′
m(A˜)−ε (c˜ > 0) and φ(x) = cxN−d−ωm(A) log∗(x)−ω
′
m(A)−ε (c > 0), and
applying the case s = d of Propositions 1.14 and 1.13, with ψˆ(x) := x−1/N log∗(x)(−1−ε)/N . 
Note that we intentionally chose not to specify the function ψˆ in Propositions 1.13 and 1.14,
since these results could be used to derive even finer Diophantine conditions on subspaces, in-
volving, e.g, iterated logarithms.
2. Proof of Theorem 1.5
From now on, we fix an o-minimal structure S extending Rexp, and we say that a set S ⊂ Rn
is definable if it is definable in S. We fix the parameters τ and η(τ ) = (ε, T,Q) ∈ (0,+∞)2+N
such that Wτ ⊂ Zη(τ ). For simplicity, we set W := Wτ and Z := Zη(τ). We also write H for
Hε,T and R for RQ.
To prove our estimate, we partition the set Z and we consider the induced partition on W .
We then count the lattice points contained in each subset of this partition. Let
H+ := H ∩ {x ∈ Vm : xi 6= 0 i = 1, . . . ,M}
and let Z+ := H+ ×R. Let also
Hi := H ∩ {xi = 0}
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and Zi := Hi ×R for i = 1, . . . ,M . We set W+ :=W ∩Z+ and W i :=W ∩Zi for i = 1, . . . ,M .
Then, we have
W =W+ ∪
M⋃
i=1
W i.
Hence, ∣∣∣∣#(Λ ∩W )− VolWdetΛ
∣∣∣∣ ≤
∣∣∣∣#(Λ ∩W+)− VolW+detΛ
∣∣∣∣+
M∑
i=1
#
(
Λ ∩W i) ,
To decompose the sets H+ and W+ we use the following crucial decomposition result.
Proposition 2.1. Assume that T/ε > e (where e = 2.71828 . . . is the base of the natural
logarithm). Then, there exists a partition of the set H+ of the form H+ =
⋃
k∈KXk, and there
exists a collection of linear maps {ϕk}k∈K, defined on the space Vm, such that
i) #K ≪m,β log (T/ε)M−1;
ii) each of the sets Xk for k ∈ K is definable;
iii) the maps ϕk for k ∈ K are defined by ϕk(x)i = exp
(
aki − c
)
xi for i = 1, . . . ,M , where
c ∈ R is a constant only depending on m and the coefficients aki ∈ R satisfy
iiia) exp
(
aki − c
)≫m,β ε/T for i = 1, . . . ,M ;
iiib)
∑M
i=1 βia
k
i = 0;
iv) ϕk (Xk) ⊂ {|xi|2 ≤ ε i = 1, . . . ,M} for k ∈ K.
We prove Proposition 2.1 in Section 3. The following corollary is an immediate consequence
of Proposition 2.1.
Corollary 2.2. Let Xˆk := Xk ×R ⊂ V and let ϕˆk := (ϕk, id) : V → V for all k ∈ K. Then,
i) Z+ =
⋃
k∈K Xˆk is a partition of the set Z+;
ii) each of the sets Xˆk for k ∈ K is definable;
iii) ϕˆk(Xˆk) ⊂ {|xi|2 ≤ ε i = 1, . . . ,M} ×R for k ∈ K.
Corollary 2.2 yields the following partition of the set W+.
W+ =
⋃
k∈K
W ∩ Xˆk.
Hence, we can write∣∣∣∣#(Λ ∩W )− VolWdetΛ
∣∣∣∣ ≤
∣∣∣∣#(Λ ∩W+)− VolW+detΛ
∣∣∣∣+
M∑
i=1
#(Λ ∩W i)
≤
∑
k∈K
∣∣∣∣∣#
(
Λ ∩W ∩ Xˆk
)
− Vol (W ∩ Xˆk)
detΛ
∣∣∣∣∣+
M∑
i=1
#(Λ ∩W i)
=
∑
k∈K
∣∣∣∣∣∣#
(
ϕˆk(Λ) ∩ ϕˆk
(
W ∩ Xˆk
))
−
Vol ϕˆk
(
W ∩ Xˆk
)
det ϕˆk(Λ)
∣∣∣∣∣∣+
M∑
i=1
#(Λ ∩W i).(7)
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Lemma 2.3. Let c := dimC. Then, for i = 1, . . . ,M we have
#
(
Λ ∩W i)≪m,n 1 +
(
diam(W ∩ C)
λ1(Λ ∩ C)
)c
.
Proof. By weak admissibility, we have Λ∩Wi ⊂ Λ∩W ∩C. Therefore, it is enough to estimate
#(Λ∩W ∩C). Now, Λ∩C is either {(0,0)} or a full rank lattice in some subspace C′ ⊂ C with
dim(C′) = c′ > 0. To prove the claim, it suffices to show that for any bounded set S ⊂ Rn and
any full rank lattice Γ ⊂ Rn we have
(8) #(Γ ∩ S)≪n 1 +
(
diamS
λ1(Γ)
)n
.
This follows easily from [2, Lemmas 2.1 and 2.2]. Applying (8) to (W ∩ C′)∩(Λ ∩C′) and noting
that c′ ≤M+N − 1 and λ1(Λ ∩ C) = λ1(Λ ∩ C′) yields
#
(
Λ ∩W i) ≤ #((W ∩C′) ∩ (Λ ∩ C′))≪c′ 1 +
(
diam(W ∩ C)
λ1(Λ ∩C)
)c′
≪m,n 1 +
(
diam(W ∩C)
λ1(Λ ∩ C)
)c
.
Note that in the last inequality we can replace c′ by a bigger integer, due to the definition of the
constant in (8) (see again [2, Lemmas 2.1 and 2.2]). 
We are left to estimate the quantity #
(
ϕˆk(Λ) ∩ ϕˆk
(
W ∩ Xˆk
))
−Vol ϕˆk
(
W ∩ Xˆk
)
/ det ϕˆk(Λ)
for k ∈ K. By Corollary 2.2, we know that
(9) ϕˆk
(
W ∩ Xˆk
)
⊂ ϕˆk
(
Xˆk
)
⊂ {|xi|2 ≤ ε i = 1, . . . ,M} ×R.
To make the counting more effective, we reshape the set on the right-hand side of (9) into a
ball-like shaped set. Let ω1 : V → V be the map
ω1(x,y) :=
(
x,
Q
Q1
y1, . . . ,
Q
QN
yN
)
,
and let ω2 : V → V be the map (
x,y
) 7→ (θx, θ−BC y) ,
where
θ :=
(
εBQC
) 1
B+C
ε
.
Then, we have
(10) ω2 ◦ ω1({|xi|2 ≤ ε i = 1, . . . ,M} ×R)
=
{
|xi|2 ≤
(
εBQC
) 1
B+C i = 1, . . . ,M
}
×
{
|yj |2 ≤
(
εBQC
) 1
B+C j = 1, . . . , N
}
.
Now, to complete the estimate we use the following general counting result [2, Theorem 1.3],
which we state for a vector space of the form Vl and a definable family.
Theorem 2.4 (Barroero-Widmer). Let l ∈ NL and let L :=∑Lh=1 lh. Let also t ∈ N. Consider
a full rank lattice Λ ⊂ Vl and a definable family W ′ ⊆ Vl × Rt. Suppose that each fibre W ′τ of
W ′ is bounded. Then, there exists a constant cW′ ∈ R, only depending on W ′, such that∣∣∣∣#(Λ ∩W ′τ )− VolW ′τdetΛ
∣∣∣∣ ≤ cW′
L−1∑
s=0
Vs(W
′
τ )
λ1 · · ·λs ,
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where Vs (W
′
τ ) is the sum of the s-dimensional volumes of the orthogonal projections of W
′
τ onto
every s-dimensional coordinate subspace of Vl, and λs is the s-th successive minimum of the
lattice Λ with respect to the Euclidean unit ball. By convention, V0(W
′
τ ) = λ0 = 1.
We fix k ∈ K, and we apply Theorem 2.4 to the family
Sk :=
{
(ω2 ◦ ω1 ◦ ϕˆk(v), τ ) : (v, τ ) ∈ W ∩
(
Xˆk × Rt
)}
⊂ V × Rt.
This family is definable in view of Definition 1.4 and part ii) of Corollary 2.2 (note that ω2◦ω1◦ϕˆk
is a definable map). Moreover, since the fibres of Z are bounded, the same holds true for the
fibres of Sk. Hence, by Theorem 2.4, Lemma 2.3, and Equations (7) and (10), we have∣∣∣∣#(Λ ∩W )− VolWdetΛ
∣∣∣∣ ≤
∑
k∈K
∣∣∣∣∣∣#
(
ω2 ◦ ω1 ◦ ϕˆk(Λ) ∩ ω2 ◦ ω1 ◦ ϕˆk
(
W ∩ Xˆk
))
−
Volω2 ◦ ω1 ◦ ϕˆk
(
W ∩ Xˆk
)
detω2 ◦ ω1 ◦ ϕˆk(Λ)
∣∣∣∣∣∣
+
M∑
i=1
#(Λ ∩W i)≪W,β,γ
(∑
k∈K
M+N−1∑
s=0
(
εBQC
) s
B+C
λ1 (ω2 ◦ ω1 ◦ ϕˆk(Λ))s
)
+
(
diam(W ∩ C)
λ1(Λ ∩ C)
)c
,(11)
where λ1 (ω2 ◦ ω1 ◦ ϕˆk(Λ)) is the first successive minimum of the lattice ω2 ◦ ω1 ◦ ϕˆk(Λ).
Proposition 2.5. Let k ∈ K and let λ1 be the first successive minimum of the lattice
ω2 ◦ ω1 ◦ ϕˆk(Λ). Then,
λ1 ≫m,n,β,γ min
{
ν(Λ, r),
(
εBQC
) 1
B+C
r
diamZ
,
(
εBQC
) 1
B+C
λ1(Λ ∩C)
diam(Z ∩ C)
}
for all r > 0. By convention, the last term is +∞ if C = {(0,0)}.
We prove Proposition 2.5 in Section 4. Note that C ( V implies c ≤ M + N − 1. Hence,
combining (11) and Proposition 2.5, we get that for all r > 0
∣∣∣∣#(Λ ∩W )− VolWdetΛ
∣∣∣∣≪W,β,γ #K

1 +

(εBQC) 1B+C
ν(Λ, r)
+
diamZ
r
+
diam(Z ∩C)
λ1(Λ ∩ C)


M+N−1

 ,
where the last term is null if C = {(0,0)}. It follows that∣∣∣∣#(Λ ∩W )− VolWdetΛ
∣∣∣∣≪W,β,γ
inf
0<r≤diamZ
#K

(εBQC) 1B+C
ν(Λ, r)
+
diamZ
r
+
diam(Z ∩ C)
λ1(Λ ∩C)


M+N−1
.
By Proposition 2.1, we have #K ≪m,β log (T/ε)M−1 and thus, the proof is complete.
3. Proof of Proposition 2.1
In this section, we use the notation S+ to indicate the set S \
⋃M
i=1{xi = 0} for any subset S
of Vm.
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3.1. A partition of the boundary. We start off by constructing a partition of the set (∂H)+
and a collection of linear maps defined on Vm, that satisfy parts i)−iv) for the set (∂H)+. Then,
we extend this partition to H+ by taking cones, and we prove that the same maps work for the
whole set. To this end, we consider the sets
(∂H)hyp :=
{
x ∈ Vm :
M∏
i=1
|xi|βi2 = εB, |x1|2, . . . , |xM |2 ≤ T
}
and (∂H)non-hyp := (∂H)+ \ (∂H)hyp.
3.2. The hyperbolic part. We start by proving parts i), iii), and iv) for the set (∂H)hyp. Let
ξ : {x ∈ Vm : xi 6= 0 i = 1, . . . ,M} → RM with ξ(x)i := log |xi|2 for i = 1, . . . ,M . We denote
by zi the coordinates of the codomain of ξ. We also introduce the sets
π :=
{
z ∈ RM :
M∑
i=1
βizi = B log ε
}
and
S := (−∞, logT ]M .
Lemma 3.1. There exists a partition of (∂H)hyp of the form (∂H)hyp =
⋃
k∈Khyp
X˜k, and there
exists a collection of linear maps ϕk : Vm → Vm for k ∈ Khyp, that satisfy parts i), iii), and iv)
of Proposition 2.1.
Proof. First, we observe that
(∂H)hyp = ξ
−1(π ∩ S)
Let P be any point on the hyperplane π and let {v1, . . . ,vM−1} be an orthonormal basis of
lin(π) (i.e., the only linear subspace associated to π). We consider a tiling of π given by the sets
Tk := {P + λ1v1 + · · ·+ λM−1vM−1 : ki ≤ λi < ki + 1 for i = 1, . . . ,M − 1}.
for k ∈ ZM−1. Since π ∩ S is bounded and diam(Tk)≪m 1, we trivially have
(12) #{k : Tk ∩ π ∩ S 6= ∅} ≪m (2 + diam(π ∩ S))M−1 .
Now, the set π ∩ S is a (M − 1)-dimensional simplex, whose vertices V i (i = 1, . . . ,M) have
coordinates
V ih :=


logT if h 6= i
1
βi
log
(
εB
TB−βi
)
if h = i
for h = 1, . . . ,M . We define V 0 := (logT, . . . , logT ), and we consider the only aligned box whose
vertices include the points V 0, V 1, . . . , VM . We let µ be its centre. Since the side length of this
box is ∣∣∣∣ 1βi log
(
εB
TB−βi
)
− logT
∣∣∣∣ = Bβi log
(
T
ε
)
,
and since it contains π ∩ S, by (12) we have
(13) #{k : Tk ∩ π ∩ S 6= ∅} ≪m,β log
(
T
ε
)M−1
.
Now, we set
Khyp :=
{
k ∈ ZM : Tk ∩ S 6= ∅
}
.
Note that Tk∩π∩S = Tk∩S. Then, the sets {Tk∩S}k∈Khyp form a partition of π∩S, and part
i) follows directly from (13). We associate with each of these sets a translation τk of the form
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τk(z) := z+a
k, where ak ∈ RM . In particular, we choose ak to be the distance vector from the
centre of the tile Tk to the point C := (log ε, . . . , log ε) ∈ π ∩ S. Given that ak ∈ lin(π), we have
M∑
i=1
βia
k
i = 0,
proving part iiia). Now, C lies in the box of vertices V0, . . . , VM , whereas the centre of the
tile Tk lies in a box of centre µ and side length at most maxi
B
βi
log
(
T
ε
)
+ diam(Tk). Since
diam(Tk)≪m 1, we have ∣∣ak∣∣≪m,β log
(
T
ε
)
.
Hence, part iiib) is proved (modulo the fact that c depends uniquely onm). Let X˜k := ξ
−1(Tk∩
S) for k ∈ Khyp and let ϕk : Vm → Vm be the linear transformation defined by
ϕk(x)i := e
aki x
for i = 1, . . . ,M . The following diagram commutes
{xi 6= 0 i = 1, . . . ,M}
ξ

ϕk
// {xi 6= 0 i = 1, . . . ,M}
ξ

RM
τk
// RM
.
Hence,
ϕk(Xk) ⊂ ξ−1 {|zi| ≤ log ε+ diam(Tk) for i = 1, . . . ,M}
⊂
{
|xi|2 ≤ εediam(Tk) for i = 1, . . . ,M
}
.
To conclude the proof of part iv) it suffices to rescale all coordinates by ec ≪m 1, where
c := diam(Tk). 
Lemma 3.2. Each of the sets X˜k defined in Lemma 3.1 is definable.
Proof. Let prpi : R
M → π be the orthogonal projection onto the hyperplane π, and let
T˜k := pr
−1
pi (Tk)
for k ∈ ZM . Each of the sets T˜k is semi-linear, since it is bounded by a finite number of
hyperplanes. Moreover, we have
Tk ∩ S = T˜k ∩ π ∩ S.
It follows that all the inequalities defining the set Tk ∩ S are semi-linear in z. Let L(z) be
the system defining Tk ∩ S. Then, X˜k is defined by the system L(ξ(x)), which is a system of
inequalities of generalised polynomials2 in the variables xi. Hence, the set X˜k is definable. 
2finite sums of monomials with non-negative real exponents. Note that the function f(x) = xr = exp (r log x)
on (0,+∞) with real r > 0 is definable in Rexp.
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3.3. The non-hyperbolic part. Now, we prove parts i), iii), and iv) for the set (∂H)non-hyp.
Lemma 3.3. There exists a partition of the set (∂H)non-hyp of the form (∂H)non-hyp =⋃
k∈Knon-hyp
X˜ ′k, and there exists a collection of linear maps ϕk : Vm → Vm for k ∈ Knon-hyp, that
satisfy parts i), iii), and iv) of Proposition 2.1.
Proof. Let z ∈ ξ((∂H)non-hyp). We define a unique point z∗ ∈ π ∩ S associated to z by the
following procedure. By definition of (∂H)non-hyp, we have
M∑
i=1
βizi < B log ε.
We increase the first coordinate z1 of z until either
∑M
i=1 βizi = B log ε or z1 = logT . We call
the increased coordinate z∗1 . If
β1z
∗
1 +
M∑
i=2
βizi = B log ε,
we stop and we set z∗ := (z∗1 , z2, . . . , zM ). Otherwise, we increase the second coordinate z2 until
either β1z
∗
1 + β2z2 +
∑M
i=3 βizi = B log ε, or z2 = logT . We call the increased coordinate z∗2 . If
β1z
∗
1 + β2z
∗
2 +
M∑
i=3
βizi = B log ε,
we stop and we set z∗ := (z∗1 , z
∗
2 , z3, . . . , zM ). Otherwise, we repeat the same steps for the
remaining coordinates. This procedure terminates, since B logT ≥ B log ε. Moreover, we have
that z∗ ∈ (∂H)hyp. Now, we set Khyp = Knon-hyp, and for each k ∈ Knon-hyp we define
X˜ ′k :=
{
x ∈ (∂H)non-hyp : ξ(x)∗ ∈ ξ
(
X˜k
)
= Tk ∩ S
}
.
Then, we have
(∂H)non-hyp =
⋃
k∈Khyp
X˜ ′k,
and this is a partition of (∂H)non-hyp, since the sets Tk ∩ S form a partition of π ∩ S. We show
that the sets X˜ ′k and the maps ϕk for k ∈ Knon-hyp (i.e., the maps introduced in Lemma 3.1) have
the required properties. The proof of parts i) and iii) is trivial. To prove part iv) we observe
that, by construction, for each point x ∈ X˜ ′k there are points y ∈ X˜k such that |xi|2 ≤ |yi|2 for
i = 1, . . . ,M (e.g., any point y ∈ ξ−1 (ξ(x)∗)). Therefore, since
ϕk
(
X˜k
) ⊂ {|xi|2 ≤ ε i = 1, . . . ,M} ,
we have
ϕk
(
X˜ ′k
) ⊂ {|xi|2 ≤ ε i = 1, . . . ,M} ,
by the definition of the maps ϕk. 
Lemma 3.4. Each of the sets X˜ ′k defined in Lemma 3.3 is definable.
Proof. We have
X˜ ′k =
{
x ∈ (∂H)non-hyp : ∃x∗ ∈ X˜k such that |x∗i | ≥ |xi|
and |x∗i | > |xi| ⇒ (|x∗h| = T for h < i)} .
Now, we consider the set
X˜ ′′k :=
{
(x,x∗) ∈ (∂H)non-hyp × X˜k : |x∗i | ≥ |xi| and |x∗i | > |xi| ⇒ (|x∗h| = T for h < i)
}
,
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and we let pr : Vm × Vm → Vm be the projection onto the first cartesian factor. Then, X˜ ′k =
pr
(
X˜ ′′k
)
. By the properties of o-minimal structures (see Definition 1.4), pr
(
X˜ ′′k
)
is a definable
set. 
3.4. From the boundary to the whole set. Given a set A ⊂ Vm, we denote by C(A) the
cone generated by the set A, i.e., the set
{tx : t ∈ (0,+∞),x ∈ A}.
Let K := Khyp ⊔ Knon-hyp, and let
Xk := C
(
X˜k
) ∩H+
for k ∈ K (where we drop the apex ′ for the sets X˜ ′k with k ∈ Knon-hyp). Then, clearly
H+ =
⋃
k∈K
Xk,
and this is a partition of the set H+ (each line through the origin intersects the boundary at at
most one point). We prove that the sets Xk and the maps ϕk satisfy parts i)− iv) of Proposition
2.1. From Lemmas 3.1 and 3.3, we easily deduce
#K ≪m,β log
(
T
ε
)M−1
.
To prove part ii), we need the following lemma.
Lemma 3.5. Let D ⊂ Vm be a definable set. Then, the set C(D) ⊂ Vm is also definable.
Proof. We have
C(D) = {x ∈ Vm : ∃t ∈ (0,+∞) such that tx ∈ D} .
We consider the set
D˜ = {(x, t) ∈ Vm × R : tx ∈ D, t > 0},
and we let pr : Vm × R→ Vm be the natural projection. Then,
C(D) = pr (D˜) .
By the properties of o-minimal structures (see Definition 1.4), pr
(
D˜
)
is a definable set. 
From Lemmas 3.2 and 3.5 it follows that C(X˜k) is a definable set for each k, proving part ii).
Part iii) is a straightforward consequence of Lemmas 3.1 and 3.3. To prove part iv), it suffices
to note that for each point x ∈ Xk there is a point y ∈ X˜k or y ∈ X˜ ′k such that |xi|2 ≤ |yi|2 for
i = 1, . . . ,M (namely {y} = {tx : t ∈ (0,+∞)} ∩ (∂H)+). Hence, part iv) follows again from
Lemmas 3.1 and 3.3, and by the definition of the maps ϕk.
4. Proof of Proposition 2.5
Let v 6= 0 be a shortest vector in the lattice ω2 ◦ ω1 ◦ ϕˆk(Λ). Then, v has the form
v =
(
θ exp
(
ak1 − c
)
x1, . . . , θ exp
(
akM − c
)
xM , θ
−B
C
Q
Q1
y1, . . . , θ
−B
C
Q
QN
yN
)
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for some point (x,y) ∈ Λ. It follows that
(14) |v|2 =
(
θ2 exp
(
2ak1 − 2c
) |x1|22 + · · ·+ θ2 exp (2akM − 2c) |xM |22+
θ−
2B
C
Q2
Q21
|y1|22 + · · ·+ θ−
2B
C
Q2
Q2N
|yN |22
) 1
2
.
Fix r > 0. We consider three cases. Case 1:
• xi 6= 0 for i = 1, . . . ,M and yj 6= 0 for j = 1, . . . , N ;
• |(x,y)|2 < r.
By applying the weighted arithmetic-geometric mean inequality to (14), with weights β1, . . . , βM
and γ1, . . . , γN , we get
|v|2 ≫m,β,γ
(
Nm(β,γ)(x,y)
) 1
B+C ≥ ν(Λ, r),
where we used the fact that
∑M
i=1 βia
k
i = 0 (see Proposition 2.1, part iiib)).
Case 2:
• |(x,y)|2 ≥ r.
In this case it must be either |xi0 |2 ≥ r/
√
M +N for some 1 ≤ i0 ≤ M or |yj0 |2 ≥ r/
√
M +N
for some 1 ≤ j0 ≤ N .
Case 2a:
• there exists 1 ≤ i0 ≤M such that |xi0 |2 ≥ r/
√
M +N .
By ignoring all the terms but xi0 , we get
|v|2 ≫m θea
k
i0 |xi0 |2 ≫m,n θea
k
i0 r.
It follows from Proposition 2.1 part iiia) that
|v|2 ≫m,n,β
(
εBQC
) 1
B+C
ε
ε
T
r =
(
εBQC
) 1
B+C
r
T
≥ (εBQC) 1B+C r
diamZ
.
Case 2b:
• there exists 1 ≤ j0 ≤ N such that |yj0 |2 ≥ r/
√
M +N .
By ignoring all the terms but yj0 , we get
|v|2 ≫m,n,β θ−BC Q
Qj0
r ≥ (εBQC) 1B+C r
Qmax
≥ (εBQC) 1B+C r
diamZ
,
where Qmax := max{Qj : j = 1, . . . , N}.
Case 3:
• xi0 = 0 for some 1 ≤ i0 ≤M or yj0 = 0 for some 1 ≤ j0 ≤ N .
We can suppose C 6= {(0,0)}, otherwise this case does not occur. Since Λ is weakly admissible
for (S,C) we have that (x,y) ∈ C. Now, let
δx :=
{
+∞ if I = {1, . . . ,M}
1 otherwise
,
δy :=
{
+∞ if J = {1, . . . , N}
1 otherwise
,
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and let QC,max := max {Qj : j /∈ J} (if J = {1, . . . , N}, we set QC,max := 1). Then, by Proposi-
tion 2.1 part iiia), we have
|v|2 ≥ min
{
δxθmin
i
exp
(
aki − c
)
, δyθ
−B
C
Q
QC,max
}
|(x,y)|2
≫m,β min

δx
(
εBQC
) 1
B+C
ε
ε
T
, δy
(
εBQC
) 1
B+C
QC,max

λ1(Λ ∩ C)
≥ (εBQC) 1B+C λ1(Λ ∩C)
diam(Z ∩ C) .
This concludes the proof.
5. Proof of Proposition 1.2
The set Z that we consider in Proposition 1.2 has a slightly different structure from the fibres
of the family Z appearing in Theorem 1.5. In particular, it involves the maximum norm | · |∞
instead of the Euclidean norm | · |2. Therefore, in order to apply Theorem 1.5 to the set Z, we
need to introduce a new family W and see Z as a fibre of W . Let m = β := (1, . . . , 1) ∈ RM
and let n = γ := N (which implies M =M and N = 1 according to the notation described in
the Introduction). We set W := H×R∞, where
H :=
{
(x, ε′, T ′) ∈ Vm × (0,+∞)2 : Nmm(x) 1M < ε′, |xi| ≤ T ′ i = 1, . . . ,M
}
,
and
R∞ := {(y, Q′) ∈ Vn × R : |y|∞ ≤ Q′}
(note that the definition of H hasn’t changed). Then, Z =Wτ , where
τ := (ε′, T ′, Q′) =
(
ε
1
M , T,Q
)
.
To prove proposition 1.2, we need to estimate
(15) # (M(L, ε, T,Q)) = # ((ΛL ∩Wτ ) \ C) ,
where C := {y = 0} ⊂ V . We consider two different cases. First, we assume
(16) εQN /φ(Q) ≥ 1.
In this case, we use Theorem 1.5 to estimate #(ΛL ∩Wτ ). A suitable choice for the parameter
η(τ ) in order to have Wτ ⊂ Zη(τ) is η(τ ) =
(
ε
1
M , T,
√NQ
)
. Also, we need to show that the
lattice ΛL is weakly admissible for the couple (S, C), where S := ((m,n), (β,γ)). We do this in
the following lemma.
Lemma 5.1. Let m = β := (1, . . . , 1) ∈ RM and let n = γ := N . Let also S := ((m,n), (β,γ))
and let C := {y = 0}. Then,
(17) ν(ΛL, ̺) ≥ φ(̺) 1M+N
for all ̺ > 0. Therefore, the lattice ΛL is weakly admissible for the couple (S, C) (see Definition
1.3).
Proof. Let ̺ ∈ (0,+∞). If ̺ ≤ λ1(ΛL \ C), then ν(ΛL, ̺) = +∞ and (17) holds true. We can
thus suppose that ̺ > λ1(ΛL \ C). Let v ∈ ΛL \ C with |v|2 < ̺. Then,
v = (L1(q) + p1, . . . , LM(q) + pM, q)
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for some p ∈ ZM and q ∈ ZN \ {0}. It follows from the hypothesis that
Nmβ,γ(v) = |q|N2
M∏
i=1
|Li(q) + pi| ≥ |q|N∞
M∏
i=1
‖Li(q)‖ ≥ φ(|q|∞) ≥ φ(̺),
where we used the fact that φ is non-increasing. Hence, ν(ΛL, ̺) ≥ φ(̺)1/(M+N ). 
By applying Theorem 1.5 to Wτ ⊂ Zη(τ), we find
(18) |#(ΛL ∩ Z)−VolZ| ≪M,N
inf
0<r≤diam(Zη(τ))
log
(
TM
ε
)M−1((
εQN
φ(r)
) 1
M+N
+
T +Q
r
+
T
λ1(ΛL ∩ C)
)M+N−1
.
Now, since ΛL ∩C = ZM×{0}, we have λ1(ΛL ∩C) = 1. Hence, by choosing r = Q in (18), we
deduce
(19) |#(ΛL ∩ Z)−VolZ| ≪M,N log
(
TM
ε
)M−1((
εQN
φ(Q)
) 1
M+N
+ 1 + T
)M+N−1
.
An easy integration shows that
VolZ = 2M+NQN
[
ε log
(
TM
ε
)M−1
+ TM
(
1−
(
1− ε
TM
)M−1)]
.
Thus, (15) and (19) imply
(20)
∣∣∣∣∣#M(L, ε, T,Q)− 2M+NQN
[
ε log
(
TM
ε
)M−1
+ TM
(
1−
(
1− ε
TM
)M−1)]∣∣∣∣∣
≪M,N #(ΛL ∩ Z ∩C) + log
(
TM
ε
)M−1((
εQN
φ(Q)
) 1
M+N
+ 1 + T
)M+N−1
.
Since #(ΛL ∩ Z ∩ C) ≤ (2T + 1)M, the required estimate is a straightforward consequence of
(16) and (20).
We are now left to prove the claim for εQN/φ(Q) < 1.
Lemma 5.2. Suppose that εQN/φ(Q) < 1. Then, ΛL ∩ Z ⊂ C.
Proof. Assume by contradiction that there exists v ∈ (ΛL ∩ Z) \ C. Then,
v = (L1(q) + p1, . . . , LM(q) + pM, q)
for some p ∈ ZM and q ∈ ZN \ {0}. Since v ∈ Z, we have
|q|N∞
M∏
i=1
‖Li(q)‖ ≤ |q|N∞
M∏
i=1
|Li(q) + pi| ≤ QN ε < φ(Q),
and this contradicts (1). 
If εQN /φ(Q) < 1, it follows from Lemma 5.2 and (15) that M(L, ε, T,Q) = ∅. Hence, to
prove Proposition 1.2, it suffices to show that
(21) 2M+N log
(
TM
ε
)M−1
εQN ≪M,N (1 + T )M+N−1 log
(
TM
ε
)M−1(
εQN
φ(Q)
)M+N−1
M+N
,
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and that
(22)
2M+NQNTM
(
1−
(
1− ε
TM
)M−1)
≪M,N (1 + T )M+N−1 log
(
TM
ε
)M−1(
εQN
φ(Q)
)M+N−1
M+N
.
Inequality (21) follows immediately from the assumption εQN/φ(Q) < 1. To prove (22), we
notice that
(23) 1−
(
1− ε
TM
)M−1
≪M ε
TM
,
and again we use the fact that εQN /φ(Q) < 1. The proof is hence complete.
6. Proof of Corollary 1.8
We notice that
∑
q∈[−Q,Q]N
∩ ZN \{0}
M∏
i=1
‖Li(q)‖−1
≤
∞∑
k=0
2k+1#
{
q ∈ [−Q,Q]N ∩ ZN \ {0} : 2−k−1 ≤
M∏
i=1
‖Li(q)‖ < 2−k
}
≤
∞∑
k=0
2k+1#
{
q ∈ [−Q,Q]N ∩ ZN \ {0} :
M∏
i=1
‖Li(q)‖ < 2−k
}
=
∞∑
k=0
2k+1#M
(
L, 2−k,
1
2
, Q
)
=
⌊
log2
(
QN
φ(Q)
)⌋
∑
k=0
2k+1#M
(
L, 2−k,
1
2
, Q
)
,(24)
where the last equality follows from (15) and Lemma 5.2 (ε = 2−k).
We use Proposition 1.2 to estimate the right-hand side of (24). Since we need TM/ε ≥ eM,
i.e., 2k−M ≥ eM, we split the sum into two parts, one for 2k−M < eM and one for 2k−M ≥ eM.
We find
∑
q∈[−Q,Q]N
∩ ZN \{0}
M∏
i=1
‖Li(q)‖−1 ≤
⌊M(1+1/ log 2)⌋∑
k=0
2k+1#M
(
L, 2−k,
1
2
, Q
)
+
⌊
log2
(
QN
φ(Q)
)⌋
∑
k=⌈M(1+1/ log 2)⌉
2k+1#M
(
L, 2−k,
1
2
, Q
)
≪M,N QN +
⌊
log2
(
QN
φ(Q)
)⌋
∑
k=⌈M(1+1/ log 2)⌉
2k+1(k −M)M−1

2−kQN + (2−kQN
φ(Q)
)M+N−1
M+N

(25)
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≪M,N
⌊
log2
(
QN
φ(Q)
)⌋
∑
k=0
kM−1

QN + 2 kM+N ( QN
φ(Q)
)M+N−1
M+N

 ,(26)
where we estimate #M
(
L, 2−k, 1/2, Q
)
with QN for k ≤ ⌊M (1 + 1/ log 2)⌋. Note that we used
(23) to obtain (25). The required result follows from (26) combined with the trivial estimates∑K
k=0 k
M−1 ≤ KM and ∑Kk=0 kM−12 kM+N ≪M,N KM−12 KM+N .
7. Proof of Propositions 1.13 and 1.14
The proofs of Theorems [10, Theorems 2 and 3] rely on [10, Theorems 7 and 8]. We state
here the refined versions of Theorems 7 and 8. Let a˜ = (q,a), where q ∈ Z and a ∈ Zd . For
0 < δ < 1/2 we set
A(q, δ) := #{a ∈ Zd : a ∈ (0, q]d, ∥∥a˜A˜∥∥ < δ} ,
and
N (Q, δ) :=
Q∑
q=1
A(q, δ),
where Q ∈ N.
Lemma 7.1. Let A ∈ Rd×(N−d) and let α0 ∈ RN−d. Let A˜ be the matrix defined in (6).
Assume that A˜ is φ˜-semi multiplicatively badly approximable, where φ˜ : [1,+∞)→ (0, 1] is such
that φ˜(λx)≫λ φ˜(x) for all λ≫ 1. Then, for all ε′ > 0 we have∣∣∣∣∣N (Q, δ)− 2N−dδN−d
Q∑
q=1
qd
∣∣∣∣∣ ≤ ε′δN−dQd+1+
Oε′,N ,d
(
log
(
1/δN−d
φ˜(1/δ)
)d+1
+
1
φ˜(1/δ)
log
(
1/δN−d
φ˜(1/δ)
)d)
.
Lemma 7.2. Let A ∈ Rd×(N−d) be a φ-semi multiplicatively badly approximable matrix, where
φ : [1,+∞)→ (0, 1] is such that φ(λx)≫λ φ(x) for all λ≫ 1. Then, for all ε′ > 0 we have
∣∣A(q, δ)− 2N−dδN−dqd∣∣ ≤ ε′δN−dqd +Oε′,N ,d
(
log
(
1/δN−d
φ(1/δ)
)d
+
1
φ(1/δ)
log
(
1/δN−d
φ(1/δ)
)d−1)
.
For simplicity, we prove Lemma 7.2 first.
Proof. From Huang and Liu’s proof of [10, Theorem 7], we have
A(q, δ) ≤
(
2δ +
1
J + 1
)N−dqd + ∑
0<|j|∞≤J
d∏
u=1
‖Au(j)‖−1


for any J ∈ N (recall that Au denotes the linear form induced by the u-th row of the matrix A).
We apply Corollary 1.8 to estimate the right-hand side. We conclude the proof as in [10], by
using the fact that φ(κ/δ)≫κ φ(1/δ), where κ is some large integer. 
The proof of Lemma 7.1 is along the same lines.
Now, we show how to prove Proposition 1.14. We follow [10]. First, we note that without
loss of generality we can assume ψ(x) ≥ ψˆ(x) for all x, since otherwise we replace ψ with
max
{
ψˆ(x), ψ(x)
}
, and we prove that the Hausdorff dimension of the set
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SN
(
max
{
ψˆ(x), ψ(x)
})
⊃ SN (ψ) is zero (here we use condition iiia)). It follows that in
condition iiib) we can replace ψˆ with ψ. To prove the claim, we need to estimate A(q, Cψ(q)),
where C is some large constant depending on A (see [10, Proof of Thm. 2]). By applying Lemma
7.2 with ε′ = 1, we find
(27)
∣∣A(q, Cψ(q)) − (2C)N−dψ(q)N−dqd∣∣
≪C,N ,d ψ(q)N−dqd + log
(
1/ψ(q)N−d
φ(1/ψ(q))
)d
+
1
φ(1/ψ(q))
log
(
1/ψ(q)N−d
φ(1/ψ(q))
)d−1
.
Then, from ii) we deduce
(28) log
(
1/ψ(q)N−d
φ(1/ψ(q))
)d
≪N ,d,γ log
(
1
ψ(q)
)d
≪N ,d 1
φ(1/ψ(q))
log
(
1/ψ(q)N−d
φ(1/ψ(q))
)d−1
.
Finally, condition iiib) with ψ in lieu of ψˆ implies
(29)
1
φ(1/ψ(q))
log
(
1/ψ(q)N−d
φ(1/ψ(q))
)d−1
≪N ,d,s ψ(q)
N−dqd
log(q)d−1
log
(
qd
log(q)d−1
)d−1
≪d ψ(q)N−dqd.
Hence, from (27), (28), and (29) we deduce A(q, Cψ(q)) ≪C,N ,d,s,γ ψ(q)N−dqd, and we can
conclude just as in [10].
To prove Proposition 1.13, we use Lemma 7.1 and part iii) to obtain an estimate of
N (Q,Cψ(Q)).
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