Patent landscaping is a method used for searching related patents during a research and development (R&D) project. To avoid the risk of patent infringement and to follow current trends in technology, patent landscaping is a crucial task required during the early stages of an R&D project. As the process of patent landscaping requires advanced resources and can be tedious, the demand for automated patent landscaping has been gradually increasing. However, a shortage of well-defined benchmark datasets and comparable models makes it difficult to find related research studies. 
Introduction
A patent is a significant deliverable in research and development (R&D) projects.
A patent protects an assignee's legal rights and also represents current trends in technology. To study technological trends and identify potential patent infringements, most R&D projects include patent landscaping. Patent landscaping involves collecting and analyzing patent documents related to a specific project (Bubela et al. (2013) ; Wittenburg & Pekhteryev (2015) ; Bubela et al. (2013) ; Abood & Feltenberger (2018) ). Generally, patent landscaping is a human-centric, tedious, and expensive process (Trippe (2015) ; Abood & Feltenberger (2018) ). Researchers and patent attorneys query related patents in large patent databases (by creating keyword candidates), eliminate unrelated patent documents , and extract only valid patent documents related to their project (Yang et al. (2010) ; Wittenburg & Pekhteryev (2015) ). However, as the participants of the process must be familiar with the scientific and technical domains, these procedures are costly. Furthermore, the patent landscaping task has to be repeated regularly (weekly or monthly) during a project in progress, to search for newly published patents.
In this paper, we propose a supervised deep learning model for patent landscaping.
The proposed model aims to eliminate repetitive and inefficient tasks by employing deep learning-based classification models. The proposed model incorporates a modified transformer structure (Vaswani et al. (2017) ) and a graph embedding method using a diffusion graphc (Rozemberczki & Sarkar (2018) ). As a patent document can contain several textual features and bibliometric data, the modified transformer structure is applied for processing textual data, and the diffusion graph Diff2Vec is applied for processing graph-based bibliometric data fields.
Additionally, as we also aim to contribute resources towards machine learningbased patent landscaping research, we propose benchmark datasets for patent landscaping. Conventionally, owing to issues such as high cost and data security, benchmark datasets for patent landscaping have not been open and available. The proposed bench-mark datasets are based on the Korea Intellectual Property Strategy Agency (KISTA 1 )'s patent trend report, which was written by human experts, e.g., patent attorneys. We build the benchmark datasets from Google BigQuery by using keyword queries and valid patents from the KISTA patent trends report, as filtered by experts. The experimental results indicate that the proposed model (with the proposed benchmark datasets) outperforms other existing classification models, and the average classification accuracy for each dataset can be improved by approximately 15%. The entire process of patent landscaping is shown in Figure 1 . First, keyword candidates for the target technology area are extracted to form a search formula or query for patent documents. As many assignees do not allow their patents to be discovered easily to gain an advantage in infringement issues that may arise, they tend to write patent titles and abstracts very generically or to omit technical details (Tseng et al. (2007) ).
Patent landscaping
Considering this, a complicated search formula should be created to extract as many relevant patent candidates as possible (Magdy & Jones (2011) ). The search formula depends on the patent search system that performs the search. For example, a search query for an underwater vehicle device might be created as shown in the box below.
((( virtual* or augment* or mixed* ) or ( real* or environment* or space )) or ( augment* and real* )) and ( (( offshore* or off-shore* or ocean ) or ( plant* or platform* )) or ship* or dock* or carrier or vessel or marine or boat* or drillship 1 https://www.kista.re.kr/ or ( drill or ship ) or FPSO or ( float* or ( product* or storag* )) or FPU or LNG or FSRU or OSV or aero* or airplane or aircraft or construction or ( civil or engineer* ) or bridge or building or vehicle or vehicular or automotive or as follows automobile )
As Figure 1 shows, most parts of the process are conducted manually by experts with a technical background, and some parts of the process are repeated. The primary focus of this paper is the regularly repeated task of returning to the search query formulation from a valid patent selection. Once the search formula is created, it is necessary to track new patents (which are regularly published) using a similar search formula. As selecting a first valid patent is similar to creating a training dataset for supervised learning, it can be used to solve repetitive tasks with text classification. As these repetitive tasks require significant unnecessary effort from experts, there is a high possibility of improving them by using a machine learning approach.
This is not the first study related to the machine learning-based patent landscaping.
An automated patent landscaping (APL) approach was previously proposed by Abood & Feltenberger (2018) . They composed a dataset for patent landscaping using "seed patents" created by experts in patent law. Then, they applied a neural network to classify the patents in the collected data as "close to seed patents." Moreover, they expanded the dataset using related patents. First, they asked experts to designate key patent documents for each technology area as seed patents. Subsequently, they expanded the patent dataset starting with seed patents by using metadata such as cooperative patent classification (CPC) and patent family.
Although the previous APL study opened the possibility of machine learning-based patent landscaping, there are problems regarding the usage of comparable benchmark datasets. First, there is no suggestion of a comparable set of benchmarking data. There may be situations in which the proposed dataset is generated in a heuristic way, and the learned model learns that heuristic. The dataset is different from a dataset generated by human experts, and it is difficult to generate a model that can replace the intellectual activity of human patent analysis. Moreover, in the APL study, the dataset included patents in very broad and/or common technology fields, such as "machine learning"
and "IoT." However, a typical patent landscaping is conducted on very specific technologies, depending on the projects of companies or research laboratories. We believe these differences make it difficult to apply the previous APL approach to the actual patent landscaping tasks.
In addition to the APL study, some studies on machine learning-based patent clas- (2018)). However, the biggest weakness of these studies is the lack of a suitable benchmark dataset, as in the case with APL. Moreover, unlike the actual patent landscaping, IPC classification studies simply predict a fitting IPC code for each patent, which is already granted to all patents by assignees and patent examiners. Thus, these methods are not suitable for patent landscaping in the real world.
KISTA datasets for patent landscaping
First, we build datasets using KISTA patent report maps. A detailed flowchart is shown in Figure 2 .
Data sources
We provide a benchmarking dataset for patent landscaping based on the KISTA We provide a benchmarking dataset for patent landscaping based on KISTA patent trends reports 5 . Each year, the Korean Intellectual Property Office 6 publishes more than 100 patent landscaping reports through KISTA. Most trend reports support the findings by disclosing the valid patent list together with the patent search query 7 . Currently, more than 2,500 reports have been disclosed. The types of technology in these reports are specific, concrete, and sometimes include fusion characteristics. We have constructed datasets for the four technologies listed in Table 1 .
Data acquisition
To ensure reproducibility in building patent datasets, we built the benchmark datasets using Google BigQuery public datasets. Most of the patent data in the KISTA report were obtained using a search query of a local Korean patent database service called the
WIPS. We constructed a Python module for converting the WIPS query into a Google
BigQuery service query, extracted the patent dataset from the BigQuery, and marked valid patents among the extracted patents. In a patent search, different datasets could be extracted, depending on the type of publication date and database to be searched.
Therefore, we excluded queried patents published after the original publication date depicted in the report. The BigQuery search queries that we used for patent retrieval have been added to Appendix I.
Dataset description
In general, broad and common search keywords are selected for patent retrieval.
This is because patent assignees purposely write their patents in plain language, so that competitors cannot find their patents. As a result, patent retrieval by keywords results in a large number of patent documents being searched; unrelated patent documents are excluded from the patent landscaping process by experts.
We searched for the United States Patent and Trademark Office (USPTO) patents in four technology areas, using the above-mentioned search query. As a result, more than a million patent documents were retrieved in three of the four technology domains searched. Among the retrieved patent documents, we designated "valid patents" as those related to the technology areas in the KISTA report. In terms of the classification problems, "valid patent" indicates the "true Y label" to be classified. The number of valid patents is less than 1000 in all domains. Hence, these datasets are imbalanced:
most retrieved results are not "valid patents." We obtain patent information, including metadata from BigQuery, to indicate whether or not they are valid. The final dataset is described in 
Cooperative patent classification (CPC)-based heuristic approach for undersampling
As the retrieved datasets are extremely imbalanced, a model generated from these datasets would result in deficient classification performance. To handle this problem, we organize new datasets using an undersampling approach. In general, to extract a valid patent, patent experts use CPC or IPC to eliminate unrelated patents in the first step of patent landscaping. Owing to the patent characteristics, we use the CPC information to create undersampled datasets. First, we split the valid patents into a training set, validation set, and test set with a split ratio of 6, 2, and 2, respectively.
Next, negative samples (i.e., not valid patents) are extracted from the retrieved search results.
We designate the negative samples from the valid patents as those not containing important CPCs. Important CPCs appear at 0.5% or more in the valid patents for each technology area, and the emergence ratio of the CPCs in the valid patent set is more than 50 times as compared with the CPC emergence ratio in the entire USPTO patent database. This method is a reverse approach to Abood & Feltenberger (2018) 's method for increasing the number of patents involved. The experiment determined the 0.5% ratio as the minimum rate at which valid patents are not excluded. The number of important CPCs for the undersampled dataset is provided in Figure 3 : a transformer encoder (Vaswani et al. (2017) ) and a graph embedding process using a diffusion graph called Diff2Vec (Rozemberczki & Sarkar (2018) ). The model contains a concatenation layer of embedding vectors and stacked neural network layers to classify valid patents. In that regard, a patent is a scientific document that contains textual data and metadata (i.e., fields with bibliometric information). We converted the base features of these patents into embedding spaces by considering the characteristics of each feature. Next, we trained a neural network.
Base features
To build a valid patent classifier, appropriate features must be selected from a patent Concatenate (1024) Dense ( As this research targets the USPTO dataset, we use IPC, CPC, and USPC as the basic elements for metadata.
In summary, we use the abstract for text features and IPC, CPC, and USPC codes for metadata. To train on the features of the patents, we encode the features according to their characteristics.
Diff2Vec for metadata embeddings
We build embeddings of the technology codes, i.e., the metadata, to use them as input sources for the proposed model. The metadata (IPC, CPC, and USPC) are represented as a technology code information, as shown in Table 5 . Each technology classification code has over approximately 70,000 technology classification numbers. Let P = {p 1 , p 2 , ..., p n } be a set of patent documents, where n is the total number of patents in P . One document contains one or more technical codes, and we define three sets IP C, CP C, and U SP C. Each set has their own classificaion codes. So, let IP C = {ipc 1 , ipc 2 , ..., ipc m ipc }, CP C = {cpc 1 , cpc 2 , ..., cpc m cpc }, and U SP C = {uspc 1 , uspc 2 , ..., uspc m uspc } be the sets of IP C, CP C, and U SP C respectively. We define m x as the total number of classification codes in IP C, CP C, After transforming the metadata into a graph representation, we adopt the Diff2Vec method for the graph representation, to place it into the proposed neural network model.
Diff2Vec is a graph embedding method based on Word2Vec (Mikolov et al. (2013) ). It uses a diffusion process to extract a neighbor node's subgraph, called a diffusion graph.
IPC Information
Co-occurrence Matrix Co-occurrence Graph Figure 4 : Transforming a technology code into a co-occurrence graph
The subgraph is formed by being diffused by neighboring nodes that are randomly selected based on one node in the subgraph. Then, a Euler tour is applied to the diffusion graph to generate a sequence. The sequences generated by the Euler tour are used to train the Word2Vec layer. We set the length of the diffusion at 40, and the number of diffusions per node at 10. According to experiments, Diff2Vec scales better as the graph's density increases, and the embedding preserves graph distances with high accuracy. In our model's architecture, we used a pretrained Diff2Vec for the embedding layer of three classification codes. We averaged the embedding values of each code to combine the graph information for one patent. Then, we used a dense layer for processing the averaged graph information. We process the CPCs to 256, twice the Diff2Vec embedding size, and the other codes to 128. This is because CPC is the most granular classification code; thus, we wanted to use more information regarding CPC than other codes. The detailed pretraining process for metadata is shown in Figure 5 . 
Transformer architecture for text data
Another core building block of our model is the transformer layer for the text data.
To handle text data, we extracted abstracts of each patent, divided paragraphs via tokens, and built embeddings of the tokens using Word2Vec (Mikolov et al. (2013) ).
When we tokenized the abstract text, the tag [CLS] was inserted at the beginning of the first sentence, and the tag [SEP] was inserted at the end of the sentence. Then, we transmitted the embeddings to the transformer encoder (Vaswani et al. (2017) ) to learn the latent space for the patent abstract paragraph. We stacked the encoder layer 6 times. We also used multi-head self-attention and scaled dot-product attention, without modifying the transformer encoder. We set the number of heads of the multi-head self-attention at 8. We set the sequence length to 128, and the hidden size was 512.
Training and inference phrase
Finally, we add abstraction embedding vectors from the metadata and text data by concatenating both, and we input them into a simple multilayer perceptron (MLP). To concatenate the output of the transformer with the classification code embedding vectors, we adopted a squeeze technique from the "Bidirectional Encoder Representations from Transformers" (BERT, Devlin et al. (2019) ) and converted the matrix to a vector (embedding size) based on the [CLS] tag. To classify whether a target patent is a valid patent or not, we use binary cross-entropy in the last layer.
Experiments

Dataset
We measured the performance of the proposed model for the classification of valid patents in the four KISTA datasets. More than half of the datasets had over one million documents. In this case, those large datasets may contain search formula keywords but also contain noisy patents (which are out of the domain). Moreover, extracting embeddings from those datasets and using them for model training requires significant computing resources. Thus, we use high-frequency CPC codes for heuristic sampling to filter the noisy data.
Hyperparameter settings
Six encoder layers were stacked in the transformer, and the number of attention heads was eight. Another model consisted of 12 encoder layers and four attention heads. The number of learning epochs, batch size, optimizer, learning rate, and epsilon were set as follows: 20, 64, Adam optimizer (Kingma & Ba (2015) ), 0.0001, and 1e−8, respectively. We set the sequence length, i.e., the maximum length of the input sentence, to 128, and padded it to 0 if it was shorter than 128. As a result, 512-dimensional embedding vectors were extracted for each word.
Evaluation metric
We used the average precision and F1-score as evaluation metrics, which are commonly used in binary classification problems for imbalanced datasets. We compare the following models: APL (Abood & Feltenberger (2018) ) 8 , Word2Vec, and Diff2Vec-based classifiers5.
Results of experiments
Overall results
For each patent, our model considers two sets of features: metadata and text data.
We experiment with our proposed model to determine how each feature affects classification performance. For the metadata, we identified how CPC, IPC, and USPC affect the performance. IPC is an internationally unified patent classification system with five hierarchies and approximately 70,000 codes. USPC is a US patent classification system based on claims, with approximately 150,000 codes. CPC is the latest patent classification system, which reflects new classifications according to technological developments. CPC is a more detailed classification system than IPC. It was developed based on the European Classification System and USPC, and it includes approximately 260,000 codes. We identify how the transformer configuration affects the text data, from the perspective of classification performance. We compare the classification performance of our model with APL, i.e., the latest patent landscaping deep learning model. The experimental results show that our model outperforms all other models. Moreover, our model performs well even when classifying using only classification codes. The overall results are shown in Table8 Table 6 : Average precision and F1-scores of the baseline and the proposed model
Effects of technology code metadata
As shown in Table 7 , we conducted experiments for each code to analyze the effects of each code. As a result, CPC, the most subdivided classification, showed the highest classification performance. However, the performance of USPC was slightly higher than that of CPC for geostationary orbit complex satellite (GOCS) data. Therefore, we performed a quantitative analysis to investigate it. For a fair comparison, the dimensionality of the density layer (after the graph embedding layer) is 128 for all classification codes. Table 7 : Assessing influence by code
Effects of text data
We experimented with different sizes of transformers and several text-embedding methods. Our proposed model shows high performance for most datasets. However, the micro-radar rain gauge (MRRG) dataset provides better performance with different hyperparameters of the transformer configuration. The MRRG dataset had significantly worse classification performance than other datasets. For this reason, we believe that organizing the transformer structure for text more deeply than using codes alone shows better performance. In other words, if the number of valid patents is small, there is more reliance on the text than on technology codes. Moreover, we found that the MRRG dataset's average sequence length was the shortest; therefore, it could achieve high performance with only four attention heads. In addition, the overall performance difference was not significant when using other text embedding techniques. However, Doc2Vec's performance was better than the other embedding techniques. 
Lessons learned from the experiments
The following lessons were learned from the experiment results of the patent classification model.
• Patent documents comprise large amounts of scholarly data containing metadata and text data. It was found that classifying patent documents using both sets of features is important for providing better classification performance, as contrasted with using an individual feature alone.
• Technology codes play a vital role in patent document classification. This may be because technology codes are often used as the primary criterion for classification when experts conduct patent classifications.
• The important technology classification codes may vary depending on the characteristics of the dataset. In general, however, CPCs, which are more detailed technology codes, guarantee better results in classification performance.
• Depending on the dataset, other technology codes may become more important.
The number of technology codes that a valid patent has in that dataset is an important feature for patent classification. For example, in the case of the GOCS dataset, USPC has a slightly higher impact on classification performance, as the number of USPC codes in the valid patents is proportionally much higher than the CPCs.
• In the case of datasets with a more extreme imbalance, it may be helpful to study the transformer more deeply than simply the effects of the technology codes.
When the number of CPC codes of valid patents is reduced, the model learns the classification pattern from text data.
• As in any other text classification model, high performance is shown for patent documents when a transformer architecture is used. However, given the efficiency of the model, Doc2Vec can also be a good alternative for text data.
Conclusion
In this paper, we proposed a deep patent landscaping model that addresses the classification problem in patent landscaping using a transformer and Diff2Vec structures.
Our study contributes to the research on patent landscaping in three aspects. First, we introduced a new benchmarking dataset for automated patent landscaping and provided a practical study for automated patent landscaping. Second, our model showed a high overall classification performance in patent landscaping, as compared to existing models. Finally, we experimentally analyzed how the technical codes and text data affect models in patent classification. We believe this research will help to reduce the repetitive patent analysis tasks required of practitioners.
Further research is required on patent classification. There are various metadata in patent documents, such as assignees, inventors, and citations. One could identify whether including these features would improve classification performance. Additionally, different datasets require different types of classification models. We need to develop models that fit different datasets. It is expected that this can be addressed through research on meta-learning and AutoML, which are the current topics in the field of deep learning. 
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