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The quantum speed limit (QSL) provides a fundamental upper bound on the speed of quantum evolution, but
its evaluation in generic open quantum systems still presents a formidable computational challenge. Herein, we
introduce a hybrid quantum-classical method for computing QSL times in multi-level open quantum systems.
The method is based on a mixed Wigner-Heisenberg representation of the composite quantum dynamics, in
which the open subsystem of interest is treated quantum mechanically and the bath is treated in a classical-like
fashion. By solving a set of coupled first-order deterministic differential equations for the quantum and classical
degrees of freedom, one can compute the QSL time. To demonstrate the utility of the method, we study the
unbiased spin-boson model and provide a detailed analysis of the effect of the subsystem-bath coupling strength
and bath temperature on the QSL time. In particular, we find a turnover of the QSL time in the strong coupling
regime, which is indicative of a speed-up in the quantum evolution. We also apply the method to the Fenna-
Matthews-Olson complex model and identify a potential connection between the QSL time and the efficiency
of the excitation energy transfer at different temperatures.
I. INTRODUCTION
The quantum speed limit (QSL) [1–3] sets the maximum
speed (or equivalently the minimum time) at which a quantum
system can evolve from an initial state to a target state. For
closed systems and orthogonal states, the QSL time is given
by the relation τQSL = max{pi~/(2∆E), pi~/(2E)}, with the
two bounds usually referred to as Mandelstam-Tamm (MT)
[1] and Margolus-Levitin (ML) [2] types, respectively. The
MT bound depends on the variance of the energy of the initial
state,∆E2, while the ML bound depends on the mean energy
with respect to the ground state, E ≡ 〈G|Hˆ |G〉 (with |G〉 the
ground state and Hˆ the Hamiltonian). Generalizations of the
MT and ML bounds to nonorthogonal states and mixed initial
states can be found in Refs. [4–10]. The QSL has proven to
be a useful concept in the fields of quantum computation [11,
12], quantum control [13–18], quantum metrology [19–21],
and quantum thermodynamics [22–24]. Interestingly, recent
studies on closed systems have shown that the QSL can have
a classical counterpart [25, 26].
In recent years, there has been a great deal of interest in
the QSLs of open quantum systems (OQSs) [27–44]. For an
OQS whose reduced dynamics is governed by a generic time-
convolutionless master equation for the reduced density ma-
trix, ddt ρˆt = Lˆtρˆt (where Lˆt is the time-dependent evolution
superoperator) [45], the QSL time can be expressed as [29, 46]
τQSL = max{τ1, τ2, τ∞}, (1)
where τp = sin
2[B(ρˆ0, ρˆτ )]/Epτ . The numerator of τp con-
tains the Bures angle, B(ρˆ0, ρˆτ ) = arccos(
√
F(ρˆ0, ρˆτ )), be-
tween an initial state ρˆ0 and a final state ρˆτ at time τ [47],
whereF =
[
TrS
√√
ρˆ0ρˆτ
√
ρˆ0
]2
is the quantum fidelity [48].
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The denominator Epτ =
1
τ
∫ τ
0
dt||Lˆtρˆt||p is the time average
of ||Lˆtρˆt||p over an actual evolution time interval τ , where
||Aˆ||p = (
∑
k α
p
k)
1/p
is the Schatten-p-norm of Aˆwith αk the
kth singular value of Aˆ, i.e., the kth eigenvalue of the Hermi-
tian operator
√
Aˆ†Aˆ [49]. Thus, Eq. (1) involves Schatten-p-
norms with p = 1, 2, and∞ (referred to as the familiar trace,
Hilbert-Schmidt, and operator norms, respectively). It should
be noted that τQSL is not a physical time, but rather an intrin-
sic characteristic timescale associated with a system’s dynam-
ics that satisfies the bound τQSL ≤ τ [3].
Because τQSL explicitly depends on the physical time τ , it
can be evaluated in two possible ways. The first way, which
involves fixing the evolution time τ , has been used to identify
memory effects on the speed of quantum evolution [29, 30]. In
contrast, the second way involves varying the evolution time
τ and studying τQSL as a function of τ . This approach has
been employed in the study of entanglement-assisted speed-
up of quantum evolution [50–53]. In both cases, the smaller
the value of τQSL is, the faster the quantum evolution can be
realized. Therefore, τQSL could potentially be used as a per-
formancemetric in the design of quantum-based technologies.
It was previously shown that the operator norm ||Lˆtρˆt||∞
yields the maximum value of τQSL in Eq. (1) [29]. However,
computing the operator norm is far from being a trivial task,
as extracting the largest singular value from a time-dependent
reduced density matrix is computationally expensive, if at all
feasible. Thus far, evaluations of τQSL in OQSs have been
limited to either exactly solvable models [28–32, 46, 54], or
have involved approximated forms of time-local master equa-
tions with limited applicabilities [15, 35, 43]. Recently, an al-
ternative expression for τQSL in Wigner phase space was pro-
posed in Ref. [46], which circumvents the task of determining
the singular values of a high-dimensional operator. Neverthe-
less, determining the Wigner function for an arbitrary OQS
is very challenging. Intriguing aspects of the QSL time have
been revealed in previous studies on small and exactly solv-
able systems [28–32, 46, 54]. However, moving forward, it
2is desirable to develop computationally efficient methods for
evaluating τQSL in arbitrary OQSs, especially considering the
fact that knowledge of the minimal duration of a process is
of fundamental importance to virtually all areas of quantum
physics.
To address this challenge, we propose herein to compute
τQSL for multi-level OQSs using a hybrid quantum-classical
method [55], which relies on the mixed Wigner-Heisenberg
representation [56–59] of the composite quantum dynamics.
In contrast to Refs. [25, 46], we apply the Wigner transform
only to the bath degrees of freedom (yielding a classical-like
description of the bath) and retain the operator character of
the subsystem degrees of freedom. In doing so, one can treat
OQSs with large numbers of bath degrees of freedom and
complex bath models, i.e., situations where exact methodolo-
gies become computationally intractable.
In this work, without loss of generality, we focus on τ2 in
Eq. (1) because the Hilbert-Schmidt norm ||Lˆtρˆt||2 is math-
ematically less involved than the other measures, and can be
expressed as
√
TrS
(
d
dt ρˆt
)2
[29]. We note that τ2 can also
be obtained as a limit of an improved bound for the QSL
time, which relies on an alternative definition of the quan-
tum fidelity between states [41]. The time-dependence of ddt ρˆt
can be readily simulated using our hybrid quantum-classical
method without calculating singular values and without ex-
plicitly constructing the superoperator Lˆt. Although τ2 does
not constitute the “tightest” bound (i.e., the duration of the
process always exceeds τ2), it can still yield the same qualita-
tive information as the tightest bound τ∞. In some cases, τ2
may not even be much smaller than τ∞, e.g., τ2 is only a fac-
tor of
√
2 smaller than τ∞ for a two-level atom in a photonic
crystal cavity [30].
We apply the hybrid quantum-classical method to two pro-
totype models whose quantum dynamics have been exten-
sively studied over the years: the spin-boson model (SBM)
[60, 61] and the Fenna-Matthews-Olson (FMO) complex
model [62–64]. For the SBM, we focus on the influence of
the bath temperature and subsystem-bath coupling strength
on the behaviour of τQSL. We also compare our results with
those obtained from the non-Markovian Bloch-Redfield equa-
tion (NM-BRE) and its Markovian version (M-BRE) [65–67].
For the FMO complex model, we explore the relationship be-
tween the QSL time and the efficiency of the excitation energy
transfer at a physiological temperature (300 K) and a cryo-
genic temperature (77 K).
The paper is organized as follows: In section II we present
the working expressions for the QSL time and the hybrid
quantum-classical method, and then illustrate how to compute
the QSL time using this method. In sections III and IV, we
apply the hybrid quantum-classical approach to the SBM and
FMO complex model. Here, the detailed simulation results
and discussions are provided. We summarize our findings in
section V. The hybrid quantum-classical equations of motion
for the SBM and FMO complex model are provided in the
Appendix.
II. WORKING EXPRESSIONS AND METHODOLOGY
A. Quantum speed limit time expression
As mentioned in the introduction, we will use τ2 in Eq. (1)
as a measure of the QSL time τQSL. Noting the relation be-
tween the Bures angle and quantum fidelity, we therefore have
τQSL =
1−F(ρˆ0, ρˆτ )
1
τ
∫ τ
0
dt
√
TrS
(
d
dt ρˆt
)2 . (2)
It should be noted that although the above expression is de-
rived by making use of the time-local master equation, it can
be applied to arbitrary OQSs as it only depends on the reduced
density matrix and its time derivative. Therefore, one can use
any method, approximate or exact, that yields time-dependent
information to evaluate τQSL in Eq. (2).
In this work, we take the initial condition of the multi-level
subsystem to be a pure state, ρˆ0 = |n〉〈n|, where {|n〉} spans
the subsystem Hilbert space. In this case, the quantum fidelity
reduces to [48]
F(ρˆ0, ρˆτ ) = 〈Pˆnn(τ)〉, (3)
where Pˆnn = |n〉〈n| is a subsystem projection operator. We
further obtain that
TrS
(
d
dt
ρˆt
)2
=
L∑
n=1
L∑
m=1
∣∣∣∣ ddtρmnt
∣∣∣∣
2
=
L∑
n=1
L∑
m=1
∣∣∣∣ ddt 〈Pˆnm(t)〉
∣∣∣∣
2
, (4)
where L is the number of subsystem levels, ρmnt = 〈m|ρˆt|n〉,
| · | takes the norm of its argument, and we have used the fact
that
ρmnt = TrS
[
Pˆnmρˆt
]
= 〈Pˆnm(t)〉. (5)
From Eqs. (3) and (4), we see that the QSL time in Eq. (2)
is fully determined by ensemble averages of time-dependent
projection operators and their time derivatives. Below, we
show how to compute these ensemble averages using a hybrid
quantum-classical dynamics method.
B. The hybrid quantum-classical formalism and the DECIDE
implementation
To compute the QSL time in an OQS, one needs a method-
ology that can accurately capture the reduced dynamics of
a quantum subsystem. Such time evolution methods range
from numerically exact techniques, such as the quasiadiabatic
propagator path integral (QUAPI) [68, 69] approach, to weak-
system-bath perturbative methods that are derived systemati-
cally from the Nakajima Zwanzig equation [45]. While path
integral-based tools offer an exact numerical solution, they
3are limited to treating small systems due to their computa-
tional costs. As well, converging the dynamics in “difficult”
parameter regimes (i.e., strong subsystem-bath coupling, low
temperature) becomes increasingly challenging. On the other
end, the perturbative Redfield equation is easy to implement
and employ, but given its perturbative nature it can only accu-
rately capture weak subsystem-bath coupling effects.
Hybrid quantum-classical methods [59, 70–93], which treat
the subsystem of interest quantum mechanically and the bath
in a classical-like fashion, are viable alternatives to fully quan-
tum mechanical ones. These methods are particularly use-
ful for modelling quantum dynamical processes occurring in
condensed phases. To arrive at a hybrid quantum-classical
description of the dynamics, one can first perform a partial
Wigner transform [94] over the bath degrees of freedom of the
quantum Liouville equation, which introduces a phase space
description of the bath variables while retaining the opera-
tor character of the subsystem degrees of freedom, and then
make physically motivated approximations. For example, by
linearizing the resulting equation in ~, one can obtain the
quantum-classical Liouville equation [56–59]. In this work,
we adopt a recently developed hybrid quantum-classical ap-
proach [55] that solves the quantum-classical Liouville equa-
tion in an efficient manner; namely, solving a system of cou-
pled first-order differential equations (FODEs) for the coor-
dinates of the subsystem and bath. We now describe the ap-
proach and its implementation.
Let us consider a generic OQS described by the following
Hamiltonian
Hˆ = HˆS(xˆ) + HˆI(xˆ, Xˆ) + HˆB(Xˆ). (6)
Here, HˆS is the subsystem Hamiltonian and xˆ collectively
refers to the complete set of subsystem projection opera-
tors Pˆnm (i.e., the generalized coordinates of the subsys-
tem); HˆB =
∑N
j=1[Pˆ
2
j /2 + ω
2
j Rˆ
2
j/2] is the Hamiltonian
of the bosonic heat bath (containing N harmonic oscilla-
tors) characterized by a temperature T (or inverse tempera-
ture β ≡ 1/T ), where Pˆj , Rˆj , and ωj are the mass-weighted
momentum, position, and frequency of jth oscillator, respec-
tively, and Xˆ = (Rˆ, Pˆ ) with Rˆ = (Rˆ1, Rˆ2, . . . , RˆN ) and
Pˆ = (Pˆ1, Pˆ2, . . . , PˆN ); and HˆI is the subsystem-bath inter-
action Hamiltonian. The extension to multiple heat baths is
straightforward, as will be seen. In what follows, we set ~ = 1
and kB = 1.
Since the generalized coordinates xˆ can be used to con-
struct the reduced density matrix through Eq. (5), their time
evolution can be used to determine the QSL time τQSL. To
simulate the time evolution xˆ, we adopt the mixed Wigner-
Heisenberg representation of the composite quantum dynam-
ics [56–59], which involves performing partial Wigner trans-
forms over the bath coordinates of bath-dependent operators
Aˆ(Xˆ), i.e.,
AˆW (X) =
∫
dzeiP ·z/~
〈
R− z
2
∣∣∣Aˆ∣∣∣R+ z
2
〉
, (7)
where X = (R,P ) denotes the bath phase space variables
and the subscriptW indicates that a partial Wigner transform
has been performed. After this transformation, the compos-
ite dynamics is equivalently governed by the following Weyl-
ordered, mixed Wigner-Heisenberg form of the Hamiltonian
HˆW (xˆ,X) = HˆS(xˆ) + HˆI,W (xˆ,X) +HB,W (X). (8)
Weyl-ordering involves replacing product terms such as xˆX
in HˆW with the expression
1
2 (xˆX + Xxˆ). In this work, we
simulate the dynamics of xˆ(t) and X(t) using the so-called
DECIDE (Deterministic Evolution of Coordinateswith Initial
Decoupled Equations) scheme recently proposed in Ref. [55],
which provides an efficient, albeit approximate, way of solv-
ing the quantum-classical Liouville equation for AˆW (X, t).
By assuming a factorized initial state for the composite system
(namely, ρˆtot(0) = ρˆ0⊗ ρˆB where ρˆtot and ρˆB = e−βHˆB
TrB [e−βHˆB ]
are the density matrices of the total system and bath, re-
spectively), it was shown that the quantum-classical Liouville
equation for AˆW (X , t) could be unfolded into the following
approximate set of coupled equations of motion (EOMs) for
the time-dependent coordinates xˆ(t) and X(t) (see Ref. [55]
for the details of the derivation and the approximations in-
volved),
d
dt
xˆ(t) = i
(
[HˆW , xˆ]
)
(t),
d
dt
X(t) = −
(
{HˆW ,X}
)
(t), (9)
where [·, ·] and {·, ·} denote a commutator and Poisson
bracket, respectively. To treat the quantum operators and clas-
sical variables on an equal footing, we cast Eq. (9) in a con-
venient basis {|α〉} = (|α1〉, . . . , |αL〉) that spans the Hilbert
space of the L-dimensional quantum subsystem,
d
dt
x
αα′(t) = i〈α|
(
[HˆW , xˆ]
)
(t)|α′〉,
d
dt
X
αα′(t) = −〈α|
(
{HˆW ,X}a
)
(t)|α′〉, (10)
where Dαα
′ ≡ 〈α|D|α′〉. For bilinear subsystem-
bath interactions, i〈α|
(
[HˆW , xˆ]
)
(t)|α′〉 becomes a func-
tional of the matrix elements {xαα′(t)} and {(xˆ(t)X(t) +
X(t)xˆ(t))αα
′}, the latter arising from the bilinear interaction
in the Weyl-ordered Hamiltonian HˆW . On the other hand,
−〈α|
(
{HˆW ,X}a
)
(t)|α′〉 becomes a functional of the ma-
trix elements {xαα′(t)} and {Xαα′(t)}. The notation {zαα′}
denotes a particular set of matrix elements of z in the ba-
sis {|α〉}, the contents of which depend on the model un-
der investigation. Also, (xˆlXk)
αα′ =
∑
β x
αβ
l X
βα′
k . It
should be noted that, due to the subsystem-bath interactions,
the classical coordinates depend on the subsystem operators
and Xαα
′
(t) 6= X(t)δαα′ at finite times (where δαα′ is the
Kronecker delta function). The superscript on Xαα
′
(t) acts
as a label to distinguish the various c-numbers and their cor-
4responding EOMs at finite times.
Equation (10) constitutes a set of coupled FODEs for the c-
numbers (x{αα
′}(t),X{αα
′}(t)), where {αα′} denotes all the
combinations of basis indices. The maximum number of cou-
pled FODEs is L2(L2 − 1+ 2N): the subsystem is described
by L2 − 1 projection operators (because the identity opera-
tor is excluded), the N harmonic oscillators are described by
N displacements and N momenta, and each of the resulting
(L2 − 1 + 2N) coordinates has L2 equations. However, one
could reduce the number of FODEs if the subsystem has some
symmetry. It should be noted that DECIDE is not limited to
bilinear interactions, provided that the interaction can be de-
composed into a finite number of terms involving matrix ele-
ments of coordinates.
The domain of applicability of DECIDE warrants some
comments. To arrive at Eq. (9), one must truncate the
corresponding quantum Heisenberg equations for the coor-
dinates (see Ref. [55] for details). In doing so, one ne-
glects higher order terms that contain derivatives of the time-
dependent coordinates with respect to the initial bath coor-
dinates. As a result, one can underestimate the back-action
from the bath onto the subsystem. If the subsystem dynamics
is highly non-Markovian, these higher order terms are impor-
tant and DECIDEwill yield inaccurate results in the long-time
limit. We note that strong memory effects can be induced by
strong subsystem-bath couplings, slow baths with character-
istic timescales longer than that of the subsystem, and very
low temperatures. Therefore, DECIDE should be used with
caution in these regimes.
C. Evaluation of quantum speed limit time
The ensemble averages of time-dependent projection oper-
ators and their time derivatives found in the QSL time expres-
sion in Eq. (2) have the following forms in the mixed Wigner-
Heisenberg representation [95]
d
dt
〈Pˆnm(t)〉 =
∑
αα′
∫
dX(0)ρB,W (X(0))
d
dt
Pαα′nm (t)ρα
′α
0 ,
〈Pˆnm(t)〉 =
∑
αα′
∫
dX(0)ρB,W (X(0))Pαα
′
nm (t)ρ
α′α
0 (11)
where ρB,W (0) is the partially Wigner-transformed thermal
equilibrium distribution [96]
ρB,W (0) =
N∏
j=1
tanh(βωj/2)
pi
exp
[
−2 tanh(βωj/2)
ωj
×
(
P 2j
2
+
ω2jR
2
j
2
)]
, (12)
satisfying
∫
dX(0)ρB,W (X(0)) = 1.
Equation (11) suggests a trajectory-based molecular dy-
namics (MD) approach to compute the QSL time τQSL: One
generates a swarm of independent classical-like trajectories
starting from differentX(0) sampled from ρB,W (0), and the
same initial values of the matrix elements of the projection
operators. Each trajectory of Pαα′nm (t) is obtained by integrat-
ing the L2(L2 − 1 + 2N) coupled FODEs in Eq. (10) using
the standard fourth-order Runge-Kutta scheme [97]. Inserting
the time-dependent coordinates back into Eq. (10) yields the
corresponding time derivatives. Averaging the Pαα′nm (t) and
their time derivatives over the ensemble of trajectories yields
the required ensemble averages found in the QSL time. Fi-
nally, Simpson’s rule [98] is used to perform the numerical
integration in the denominator of Eq. (2). To illustrate our
methodology, we study the SBM and FMO complex model in
the following sections.
III. THE SPIN-BOSON MODEL
The behaviour of the QSL time has been explored in several
exactly-solvable OQS models, including the damped Jaynes-
Cummings model and the pure dephasing model [29, 54].
Herein, using the DECIDE hybrid quantum-classical method,
we study the behaviour of the QSL time in the spin-boson
model [60], which exhibits a rich dynamics but lacks a closed
analytic solution [61].
The SBM consists of a two-level spin in contact with a
bosonic heat bath and has the following Hamiltonian [60, 61]
Hˆ = −∆σˆx + 1
2
N∑
j=1
(
Pˆ 2j + ω
2
j Rˆ
2
j − 2CjRˆj σˆz
)
, (13)
where σˆx/z are the Pauli spin matrices,∆ is the tunnelling fre-
quency between the two spin states, ωj is the frequency of the
jth harmonic oscillator, and Cj is the coupling coefficient be-
tween the spin and the jth harmonic oscillator. To characterize
the influence of the heat bath on the two-level subsystem, we
employ an Ohmic spectral density with an exponential cut-
off, namely J(ω) = ξ2piωe
−ω/ωc , where the Kondo parame-
ter ξ characterizes the subsystem-bath coupling strength and
ωc is the cutoff frequency. The corresponding Weyl-ordered
Hamiltonian in the mixed Wigner-Heisenberg representation
is given by
HˆW = −∆σˆx+ 1
2
N∑
j=1
(
P 2j + ω
2
jR
2
j − CjRj σˆz − Cj σˆzRj
)
.
(14)
A. Quantum speed limit time
To evaluate the QSL time in the SBM, we set the initial spin
state as the spin-up state, such that ρˆ0 = |+〉〈+|, where |±〉
are the eigenstates of σˆz . In this case, the quantum fidelity in
Eq. (3) becomes
F(ρˆ0, ρˆτ ) = 〈Pˆ++(τ)〉 = 1
2
(1 +Bz(τ)), (15)
5where Bm(τ) ≡ 〈σˆm(τ)〉 (m = x, y, z). Using the fact that
the reduced density matrix of a two-level system can be ex-
pressed as ρˆt =
1
2 (I+
∑
m=x,y,z Bm(t)σˆm), with I the 2×2
identity matrix, Eq. (4) may be rewritten as
TrS
(
d
dt
ρˆt
)2
=
1
2
∑
m=x,y,z
(
d
dt
Bm(t)
)2
. (16)
Thus, the QSL time is fully determined by the ensemble aver-
ages of the Pauli matrices and their corresponding time deriva-
tives.
It is interesting to note that one may derive an analytical
expression for τQSL in the isolated limit (i.e., HˆI = 0) where
the spin dynamics is governed by the Bloch equations [61]:
d
dtBx(t) = 0,
d
dtBy(t) = 2∆Bz(t),
d
dtBz(t) = −
2∆By(t). Choosing the spin-up state as the initial state, the
solution turns out to be Bx(t) = 0, By(t) = sin(2∆t) and
Bz(t) = cos(2∆t). Therefore, the QSL time for an isolated
two-level subsystem is
τ isoQSL =
1
2
1− cos(2∆τ)√
2∆
. (17)
This will be used as a reference point to assess the effect of
the subsystem-bath interaction on the QSL time.
B. Computational details
We now describe the details of our DECIDE simulations.
In addition, to pinpoint the effects of stronger subsystem-bath
coupling and non-Markovianity on the QSL times, we com-
pare our DECIDE results (which capture these effects to a cer-
tain extent) to those of the perturbative Bloch-Redfield master
equation with and without the Markov approximation.
1. DECIDE simulations
The generalized coordinates for the subsystem are taken
to be the Pauli matrices, viz., xˆ = (σˆx, σˆy, σˆz). The DE-
CIDE EOMs for the subsystem and bath coordinates are de-
rived from Eq. (10) using HˆW from Eq. (14) (the resulting
EOMs are listed in Eq. (A1) in the Appendix). To compute the
QSL time, we must calculate the ensemble averages Bm(t)
and their time derivatives (taking {|α〉} = {|+〉, |−〉} for con-
venience and the initial subsystem state to be ρˆ0 = |+〉〈+|)
according to,
Bm(t) =
∫
dX(0)ρB,W (X(0))σ
++
m (t),
d
dt
Bm(t) =
∫
dX(0)ρB,W (X(0))
d
dt
σ++m (t). (18)
We evaluate the right-hand-sides of the above equations by
averaging over a swarm of independent classical-like trajec-
tories, with each trajectory starting from different values of
the bath coordinates and the same values of the Pauli matrix
elements. More specifically, the initial values of the bath co-
ordinates are Xαα
′
(0) = X(0)δαα′ (due to the factorized
initial state), with X(0) sampled from ρB,W (0) in Eq. (12).
The Ohmic bath spectral density with an exponential cutoff is
discretized as [99, 100]
Cj =
√
ξ~ω0ωj, ωj = −ωc ln
(
1− j ω0
ωc
)
, (19)
where j runs from 1 to N , and ω0 =
ωc
N (1 − e−ωmax/ωc)
with ωmax the maximum frequency of the bath oscillators. It
should be noted that although we employ an Ohmic spectral
density here, DECIDE, just like any other hybrid quantum-
classical dynamics method, can handle arbitrary bath spec-
tral densities. Noting the forms of the Pauli matrices in the
{|+〉, |−〉} basis, it is easy to show that the non-vanishing
initial values of the Pauli matrix elements are σ−+x (0) =
σ+−x (0) = 1, σ
−+
y (0) = i, σ
+−
y (0) = −i, σ−−z (0) = −1,
and σ++z (0) = 1. Starting from the aforementioned initial
conditions, we then numerically integrate Eq. (A1) using the
fourth-order Runge-Kutta method [97], which results in tra-
jectories of σ++m (t) and their time derivatives. Finally, av-
eraging σ++m (t) and their time derivatives over the ensemble
of trajectories yields the required ensemble averages for con-
structing the QSL time, τQSL.
2. Bloch-Redfield master equation simulations
To understand the impacts of strong subsystem-bath inter-
actions and Markovian dynamics, we compare the results of
our DECIDE simulations to those of the perturbative non-
Markovian Bloch-Redfield equation (NM-BRE) and Marko-
vian Bloch-Redfield equation (M-BRE). Perturbativemethods
offer a simple means of simulating the reduced dynamics of
two-level quantum systems [45]. By treating the subsystem-
bath interaction, HˆI , as a perturbation to the lowest nontrivial
order, one can obtain the NM-BRE within the Born approxi-
mation [65–67],
d
dt
Bx(t) = −
∫ t
0
dsΓx(s)−
∫ t
0
dsΓxx(s)Bx(t− s),
d
dt
By(t) = 2∆Bz(t)−
∫ t
0
dsΓyy(s)By(t− s),
d
dt
Bz(t) = −2∆By(t). (20)
The kernels of these integro-differential equations areΓx(t) =
− sin(2∆t)M2(t), Γxx(t) = cos(2∆t)M1(t), and Γyy(t) =
M1(t), with M1(t) and M2(t) satisfying the following rela-
tion,
M1(t) + iM2(t) =
4
pi
∫
dωJ(ω)[coth(βω/2) cos (ωt)
+i sin (ωt)]. (21)
Next, introducing the Markov approximation, one arrives at
6the simpler M-BRE, which involves the following set of time-
local equations [66],
d
dt
Bx(t) = −Gx(t)−Gxx(t)Bx(t),
d
dt
By(t) = 2∆Bz(t)−Gyy(t)By(t)−Gyz(t)Bz(t),
d
dt
Bz(t) = −2∆By(t), (22)
where the time-dependent coefficients are given
by Gx(t) = −
∫ t
0 dt
′ sin(2∆t′)M2(t
′), Gxx(t) =
Gyy(t) =
∫ t
0 dt
′ cos(2∆t′)M1(t
′), and Gyz(t) =
− ∫ t0 dt′ sin(2∆t′)M1(t′). After integrating Eqs. (20)
and (22) using the fourth-order Runge-Kutta scheme [97],
we compute the QSL time from the Bm(t)’s and their time
derivatives.
C. Numerical results
Our goal is to investigate the interplay of subsystem-bath
coupling strength and bath temperature on the behaviour of
the QSL time. Noting the regime of validity of DECIDE, here
we focus on cases with ∆ < ωc and T > ∆, while we vary
the coupling strength ξ.
To benchmark the performances of the various methods for
simulating the reduced dynamics of the two-level system, we
first compare in Fig. 1 the spin polarization 〈σˆz(τ)〉 as ob-
tained from NM-BRE, M-BRE, and DECIDE, with those cal-
culated using the numerically exact QUAPI method [68, 69].
From the comparison, it is evident that M-BRE can only
be applied in the very weak coupling regime, as even for
ξ = 0.001 we observe deviations from the numerically ex-
act QUAPI results. By taking the non-Markovianity into ac-
count, NM-BRE improves uponM-BRE in the weak coupling
regime as seen in panels (a)-(b) of Fig. 1. While both M-
BRE and NM-BRE cannot be applied in the strong coupling
regime given their perturbative nature, as seen in panels (c)-
(d) of Fig. 1, it is important to note that they predict distinct
dynamical behaviours in the strong coupling regime, viz., M-
BRE fails to capture the bath-induced spin polarization, while
NM-BRE overestimates the spin polarization (see panel (d) of
Fig. 1). We will return to this observation when interpreting
the behaviour of the QSL time in Fig. 2. In contrast, DECIDE
works well across all of the coupling regimes, demonstrating
its reliability in simulating the reduced dynamics and hence
the QSL time.
We now turn to the study of the QSL time. In Fig. 2, we de-
pict τQSL with a fixed evolution time of τ = 1 as a function
of the subsystem-bath coupling strength ξ. In addition, we
consider two different spin tunnelling frequencies ∆ = 0.2
(Fig. 2 (a)) and ∆ = 0.6 (Fig. 2 (b)). Since the spin-boson
system starts from a factorized initial state, NM-BRE and M-
BRE can qualitatively capture the reduced dynamics at a very
short time scale across the whole coupling regime as seen in
Fig. (1). Therefore, it is not surprising that we observe simi-
lar turnover behaviours of τQSL as a function of the coupling
〈σˆ
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FIG. 1: Time-dependent spin polarization, 〈σˆz(τ )〉, for different
subsystem-bath coupling strengths (a) ξ = 0.001, (b) ξ = 0.01,
(c) ξ = 0.1, and (d) ξ = 1. Results obtained from QUAPI, DE-
CIDE,M-BRE, and NM-BRE are represented by red solid lines, blue
squares, green circles, and magenta triangles, respectively. To obtain
converged results, an ensemble of 1× 104 trajectories and MD time
step of δt = 0.02 were used in each DECIDE simulation. The val-
ues of the remaining parameters are ∆ = 0.2, T = 1, ωc = 1,
ωmax = 5ωc, and N = 200.
strength ξ using all three methods. However, we should em-
phasize that only the predictions of DECIDE are reliable in
the strong coupling regime, given the results in Fig. 1. When
we compare the results of NM-BRE and M-BRE in the weak
coupling regime, we find that the former predicts a smaller
value of τQSL than the latter, for both values of the tempera-
tures and spin tunnelling frequencies, which is a direct demon-
stration of non-Markovianity-induced speed-up [29]. We also
note the perfect agreement between the DECIDE and NM-
BRE results in the weak coupling regime, pointing to the im-
portance of non-Markovianity even at high temperatures and
weak subsystem-bath couplings, where it is often believed that
non-Markovianity is minimal.
When we increase the spin tunnelling frequency from∆ =
0.2 to ∆ = 0.6, we see that DECIDE predicts a sharper
decrease in the QSL time in the strong coupling regime
(cf. Figs. 2 (a) and (b)), and this leads to τQSL < τ
iso
QSL. This
suggests that one could speed up the quantum evolution of
an open quantum system by entering into the strong coupling
regime with large tunnelling frequencies. This result is also
a direct consequence of the non-Markovianity-induced speed-
up [29], since a larger spin tunnelling frequency corresponds
to a larger ratio of ∆/ωc and consequently a stronger non-
Markovian effect. As for the role of temperature in the QSL
time, in Fig. 2 we observe that both M-BRE and DECIDE
predict an increase in τQSL with increasing temperature for
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FIG. 2: QSL time, τQSL, as a function of ξ at different tempera-
tures T = 1, 2 for spin tunnelling frequencies (a) ∆ = 0.2 and (b)
∆ = 0.6, obtained using DECIDE (red circles and green squares),
M-BRE (red solid lines and green dashed lines), and NM-BRE (red
dotted lines and green dashed-dotted lines). The red stars on the y-
axis correspond to the isolated QSL time, τ isoQSL, from Eq. (17). To
obtain converged DECIDE results, an ensemble of 1× 104 trajecto-
ries and MD time step of δt = 0.005 were used in each simulation.
In all simulations, the evolution time was fixed to be τ = 1. The
values of the remaining parameters are ωc = 1, ωmax = 5ωc, and
N = 200.
all couplings, while NM-BRE predicts an inverse temperature
dependence in the very strong coupling regime. In the strong
coupling regime, the spin is more polarized at the lower tem-
perature, which implies a shorter QSL time τQSL at lower
temperatures. Therefore, NM-BRE fails to capture the cor-
rect temperature dependence of τQSL in the strong coupling
regime, while M-BRE does. This result demonstrates that
since the perturbative and Markov approximations are linked,
it is sometimes more consistent to enforce them together (as
in the M-BRE) than separately.
Qualitatively speaking, the turnover behaviour of the QSL
time at higher coupling values, which is reminiscent of the
turnover behaviour of the thermal conductance observed in the
SBM [67, 101], results from the rapid energy exchange pro-
cesses between the subsystem and bath in the strong coupling
regime. We can gain quantitative insight into the reduction of
the QSL time by looking at the time dependences of the spin
polarization, 〈σˆz(τ)〉, and
√
TrS(ρ˙t)2, as calculated by DE-
CIDE, in the strong coupling regime (see Fig. 3). We find that
the stronger the coupling strength, the larger is the spin polar-
ization. This monotonically increasing behaviour in the spin
polarization implies a monotonically decreasing trend in the
numerator of Eq. (2) (see also Eq. (15) in the strong coupling
regime. On the other hand, the integrand in the denomina-
tor of Eq. (2),
√
TrS(ρ˙t)2, is almost independent of coupling
strength in the strong coupling regime.
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FIG. 3: Spin polarization, 〈σˆz(τ )〉, as a function of τ for different
coupling strengths ξ = 1.2 (red solid line), 1.6 (green dashed line),
and 2 (blue dashed-dotted line). The inset depicts the time depen-
dence of
√
TrS(ρ˙t)2 with the same coupling strengths. To obtain
converged results, an ensemble of 1× 104 trajectories and MD time
step of δt = 0.01 were used in each DECIDE simulation. The val-
ues of the remaining parameters are ∆ = 0.6, T = 1, ωc = 1,
ωmax = 5ωc, and N = 200.
In Fig. 4, we present results of the QSL time at different
temperatures as a function of the coupling strength, but now
using longer evolution times τ . We find that an increase in
the evolution time from τ = 1 to τ = 10 and τ = 20, does
not induce qualitative changes in the predictions of DECIDE
compared to what we found in Fig. 2. However, τQSL ob-
tained from M-BRE now exhibits a monotonically increasing
trend, as M-BRE fails to accurately describe the reduced dy-
namics at long times in the strong coupling regime. Although
NM-BRE can still predict a turnover behaviour, the temper-
ature dependence of τQSL in the strong coupling regime, as
determined by NM-BRE, is inaccurate.
IV. THE FENNA-MATTHEWS-OLSON COMPLEX
There has been much interest in studying the dynamics
of excitation energy transfer (EET) in light-harvesting com-
plexes, with a focus on the question of whether or not elec-
tronic quantum coherences assist the highly efficient trans-
fer of energy in the photosynthetic process. In particular, the
FMO complex has gained much attention, with early 2D elec-
tronic spectroscopy experiments suggesting the existence of
long-lived coherences at 77 K [102], and more recent stud-
ies disagreeing with the interpretation of the early experimen-
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FIG. 4: QSL time, τQSL, as a function of ξ at different tempera-
tures T = 1, 2 for evolution times (a) τ = 10 and (b) τ = 20,
obtained with DECIDE (red circles and green squares), M-BRE (red
solid lines and green dashed lines), and NM-BRE (red dotted lines
and green dashed-dotted lines). The red stars on the y-axis corre-
spond to the isolated QSL time, τ isoQSL, from Eq. (17). To obtain
converged DECIDE results, an ensemble of 1× 104 trajectories and
MD time step of δt = 0.005 were used in each simulation. The val-
ues of the remaining parameters are∆ = 0.2, ωc = 1, ωmax = 5ωc,
and N = 200.
tal results [103]. Apart from the debate over the existence of
these long-lived coherences and their potential impact on the
energy transfer efficiency, there has been a multitude of theo-
retical and computational studies on the FMO complex model
aimed at benchmarking new methodologies and questioning
the role of coherences in quantum dynamics [64, 104–106].
Herein, we demonstrate the computation of QSL times for the
FMO model and explore the relationship between these times
and the EET efficiency at different temperatures.
A. Model
The photosynthetic FMO complex can be described by
the following Frenkel exciton Hamiltonian in the single-
excitation subspace [64]
Hˆ =
∑
n
M∑
j=1

 Pˆ 2n,j
2
+
ω2n,j
2
(
Rˆn,j − Cn,j
ω2n,j
Pˆnn
)2
+
∑
n
EnPˆnn +
∑
m 6=n
VmnPˆnm. (23)
In the above Hamiltonian, Pˆnm = |n〉〈m|, where the ba-
sis state |n〉 corresponds to the nth chromophoric site in its
electronically excited state and the remaining sites in their
electronic ground state; En denotes the excited state energy
corresponding to state |n〉; and Vmn is the excitonic coupling
strength between the nth and mth sites. Each site is coupled
to an independent heat bath containing M harmonic oscilla-
tors at temperature T . We assume that the spectral densities
of all the baths are equivalent, and can be characterized by
Debye-Drude functions J(ω) = 2λD
ωτc
1+ω2τ2c
[64], where λD
is the bath reorganization energy and τc is the characteristic
time. We adopt the values λD = 35 cm
−1 and τc = 50 fs, as
they yield excellent agreement between the experimental data
and numerical simulations [107].
As an illustration, we consider the apo-FMO complex,
which includes seven bacteriochlorophyll (BChl) pigment-
proteins per subunit; the conventional numbering of the BChls
has been used here. The values of the site energiesEn and ex-
citonic coupling strengths Vmn for a subunit of the apo-FMO
complex [63, 64] are listed in Table I. The corresponding
TABLE I: Site energies En(diagonal entries) and excitonic coupling
strengths Vmn (off-diagonal entries) in units of cm
−1 for a subunit
of the apo-FMO complex
BChl 1 2 3 4 5 6 7
1 12410 -87.7 5.5 -5.9 6.7 -13.7 -9.9
2 -87.7 12530 30.8 8.2 0.7 11.8 4.3
3 5.5 30.8 12210 -53.5 -2.2 -9.6 6.0
4 -5.9 8.2 -53.5 12320 -70.7 -17.0 -63.3
5 6.7 0.7 -2.2 -70.7 12480 81.1 -1.3
6 -13.7 11.8 -9.6 -17.0 81.1 12630 39.7
7 -9.9 4.3 6.0 -63.3 -1.3 39.7 12440
Weyl-ordered Hamiltonian in the mixed Wigner-Heisenberg
representation takes the form
HˆW =
7∑
n,m=1
VnmPˆnm + 1
2
7∑
n=1
M∑
j=1
(
P 2n,j + ω
2
n,jR
2
n,j
)
−1
2
7∑
n=1
M∑
j=1
Cn,j
(
PˆnnRn,j +Rn,jPˆnn
)
, (24)
where Vnn = En +
∑M
j=1
C2n,j
2ω2
n,j
. For convenience and with-
out loss of generality, we assume that the single excitation is
initially located at site 1, such that ρˆ0 = |1〉〈1|. As a result,
9the quantum fidelity in Eq. (3) reduces to the simple form,
F(ρˆ0, ρˆτ ) = 〈Pˆ11(τ)〉. (25)
Equation (4) remains the same with L = 7.
It was previously found that an initial excitation at BChl 1
rapidly transfers to BChls 3 and 4 (collectively known as the
target region because they make contact with the reaction cen-
ter complex) according to the following EET pathway [64],
BChls 1→ 2→ 3⇋ 4, (26)
where the double arrow implies that the excitation energy
equilibrates between BChls 3 and 4 after BChl 3 is populated.
B. Simulation details
It is well known that standard Redfield-type methods fail
in describing EET even for dimers [104, 105]. Therefore, we
only use DECIDE to simulate the FMO model. The DECIDE
EOMs for the subsystem and bath coordinates are listed in
Eq. (A2) in the Appendix. The only non-zero element of the
initial subsystem density matrix is ρ110 = 1. Based on Eq. (11)
and taking {|α〉} = {|1〉, |2〉, . . . , |7〉}, the ensemble averages
of the projection operators and their time derivatives, which
are involved in the QSL time, are given by
〈Pˆnm(t)〉 =
∫
dX(0)ρB,W (X(0))P11nm(t),
d
dt
〈Pˆnm(t)〉 =
∫
dX(0)ρB,W (X(0))
d
dt
P11nm(t), (27)
To compute these ensemble averages, we generate a swarm
of independent classical-like trajectories, with each trajec-
tory starting from different values of the bath coordinates and
the same values of the Pauli matrix elements. More specifi-
cally, the initial values of the bath coordinates areXαα
′
(0) =
X(0)δαα′ (due to the factorized initial state), withX(0) sam-
pled from ρB,W (0), which is now a product of seven par-
tially Wigner-transformed Gaussian distributions (each given
by Eq. (12)). The Debye-Drude spectral density is discretized
as [100]
Cn,j = 2
√
λD arctan(ωmaxτc)/(piM)ωn,j, (28)
where ωn,j = tan [j arctan(ωmaxτc)/M ] /τc. In the basis
{|α〉} = {|1〉, |2〉, . . . , |7〉}, the initial nonzero values of the
subsystem projection operator matrix elements, Pnmnm (0), are
Pnmnm (0) = 〈n|Pˆnm|m〉 = 1, for n,m ∈ {1, 2, . . . , 7}.
(29)
Starting from the aforementioned initial conditions, we then
numerically integrate Eq. (A2) using the fourth-order Runge-
Kutta scheme [97], which results in trajectories ofP11nm(t) and
their time derivatives. Finally, averaging P11nm(t) and their
time derivatives over the ensemble of trajectories yields the
required ensemble averages for constructing the QSL time,
τQSL.
C. Numerical results
The validity of the DECIDE method for treating the FMO
complex model was established in Ref. [55]. In Fig. 3
of Ref. [55], the time-dependent populations for the first
four BChl pigment-proteins (the populations of the remain-
ing pigments remain very small) obtained using DECIDE are
compared with those obtained using the numerically exact
forward-backward stochastic Schro¨dinger equation (FB-SSE)
[106]. As can be seen, DECIDE works well in describing the
EET at both the physiological temperature (300 K) and the
cryogenic temperature (77 K).
As the parameters of the FMO complex model were deter-
mined by numerically fitting the experimental data, we only
vary the evolution time τ to study the QSL time, unlike in
our calculations for the SBM. We recall that the QSL time
can be analyzed either by keeping τ fixed, or by studying the
behaviour of the QSL time as a function of τ . In Fig. 5, we
present results for τQSL as a function of τ for both a physio-
logical temperature (300 K) and a cryogenic temperature (77
K). At τ = 0, τQSL = 0 due to a unit quantum fidelity. As
τ [ps]
0  0.2 0.4 0.6 0.8 1  
τ Q
S
L
[f
s]
0
2
4
6
DECIDE: 300K
DECIDE: 77K
τ [ps]
0  0.2 0.4 0.6 0.8 1  
〈Pˆ
33
(τ
)
+
Pˆ
44
(τ
)〉
0
0.1
0.2
0.3
0.4
DECIDE: 300K
DECIDE: 77K
FIG. 5: QSL time, τQSL, as a function of the evolution time τ at the
physiological temperature of 300 K (red solid line) and cryogenic
temperature of 77 K (green dashed-dotted line). The inset shows the
combined population of the third and fourth BChl pigment-proteins
(BChls 3 and 4), 〈Pˆ33(τ )+Pˆ44(τ )〉, at the physiological temperature
(red solid line) and cryogenic temperature (green dashed-dotted line).
An ensemble of 1×104 trajectories and MD time step δt =1 fs were
used to obtain the converged DECIDE results. The values of the bath
parameters areM = 40, τc = 50 fs, and λD = 35 cm
−1.
time progresses, we first observe oscillations in τQSL at both
temperatures, with the oscillations at 77 K being more pro-
nounced. At later times, after the oscillations have decayed,
τQSL is seen to grow almost linearly with τ . Apart from
the very short time regime, the FMO complex at 77 K has a
shorter QSL time, or equivalently, a faster quantum evolution
speed. Since the QSL time sets the bound on the minimal evo-
lution time for an initial quantum state to reach a target state,
a shorter QSL time should correspond to a faster EET process
between BChl 1 and the target region. The fact that τQSL ≪ τ
here is noteworthy and warrants further investigation.
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To understand the significance of a faster quantum evolu-
tion speed at 77 K, we recall that BChls 3 and 4 define the
target region in contact with the reaction center complex. The
total population accumulating in time at sites 3 and 4 at both
77 K and 300 K is shown in the inset of Fig. 5. As can be seen
from the inset, the results for the two temperatures are very
similar up to ∼ 0.6 ps, after which the total population at 77
K begins to exceed that at 300 K. By τ = 1 ps, the total popu-
lation at 77 K is slightly larger than that at 300 K (0.4 vs. 0.35,
respectively). On the other hand, the QSL times at these two
temperatures begin to show deviations at a very short time and
differ by about a factor of two at τ = 1 ps. These differences
are a reflection of the fact that the populations only convey
a portion of the dynamical information contained in the QSL
time (as the QSL time also contains information about the co-
herences). Now, since only the excitation energy that has been
transferred into the target region can be utilized in the reaction
center, the total population accumulation at BChls 3 and 4 es-
sentially determines the efficiency of the EET process. There-
fore, by comparing our QSL times to the total populations of
BChls 3 and 4 at the two different temperatures, our results
suggest that a faster quantum evolution speed could lead to
a more efficient EET in the long-time limit. For this reason,
studying the behaviours of QSL times may allow one to dis-
cover useful design principles for creating efficient artificial
light-harvesting devices.
V. SUMMARY
Hybrid quantum-classical dynamics methods have been
primarily developed to simulate quantum processes in con-
densed phase systems, such as chemical reaction dynamics
and vibrational energy relaxation. The main goal of our pa-
per was to offer a hybrid quantum-classical method as a pow-
erful tool for studying performance bounds in open quan-
tum systems. Specifically, we simulated the quantum speed
limit in multi-level open quantum systems, using a hybrid
quantum-classical method that is based on the mixed Wigner-
Heisenberg representation of the composite quantum dynam-
ics. Within this approach, the information over the QSL
time is encoded into a set of coupled first-order differential
equations for the quantum and classical degrees of freedom.
The flexibility inherent to this method allowed us to explore
systems that go beyond very simple models and parameters
regimes that could not be examined with low-order perturba-
tive quantum master equations.
We studied QSL times in two models. First, we consid-
ered the spin-boson model, a prototype open quantum sys-
tem. The effects of bath temperature and subsystem-bath cou-
pling strength on the behaviour of the QSL time were ana-
lyzed. In particular, we found that the QSL time exhibits a
turnover behaviour as a function of the subsystem-bath cou-
pling strength, which we attributed to the strong dissipation
effect in the strong coupling regime. Under certain circum-
stances, this turnover could even lead to a speed-up of the
quantum evolution in the strong coupling regime as compared
to in the isolated limit. By comparing the results from the
hybrid quantum-classical method with those obtained from
NM-BRE and M-BRE, we concluded that perturbative meth-
ods should not be used to calculate QSL times beyond their
strict regimes of validity.
As a second example, we studied the QSL time in the
Fenna-Matthews-Olson complex. By varying the evolution
time, we found that the quantum evolution speed increases
as we reduce the temperature. We suggested that this faster
quantum evolution speed could lead to a faster excitation en-
ergy transfer (EET) to the reaction center complex.
Future studies will aim at gaining a better understanding of
the role of the QSL time in open quantum systems using the
hybrid quantum-classical method. We also anticipate the de-
velopment of potential quantum control protocols for EET ap-
plications by identifying key characteristics of the QSL time
in a given EET process.
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Appendix: DECIDE equations of motion
The general EOMs in the DECIDE hybrid mixed quantum-
classical method are given in Eq. (10). Here, we provide the
specific DECIDE equations for the spin-boson and FMO com-
plex models.
1. Equations for the spin-boson model
From Eq. (10), one can write down the EOMs for the quan-
tum and classical coordinates using the form of the spin-
boson Hamiltonian in Eq. (14). This results in the follow-
ing set of coupled FODEs for the matrix elements of the
spin Pauli matrices and bath oscillator coordinates (taking
{|α〉} = {|+〉, |−〉}),
d
dt
σαα
′
x (t) =
N∑
j=1
Cj [Rj(t)σˆy(t) + σˆy(t)Rj(t)]
αα′ ,
d
dt
σαα
′
y (t) = 2∆σ
αα′
z (t)−
N∑
j=1
Cj [Rj(t)σˆx(t)
+σˆx(t)Rj(t)]
αα′ ,
d
dt
σαα
′
z (t) = −2∆σαα
′
y (t),
d
dt
Rαα
′
j (t) = P
αα′
j (t),
d
dt
Pαα
′
j (t) = −ω2jRαα
′
j (t) + Cjσ
αα′
z (t), (A1)
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where the terms of the form [Rj(t)σˆm(t)]
αα′ are evaluated as∑
β R
αβ
j (t)σ
βα′
m (t). As can be seen, the above set of EOMs
consists of 4 × (3 + 2N) coupled FODEs for the matrix
elements (σ
{αα′}
x , σ
{αα′}
y , σ
{αα′}
z ,X
{αα′}), where N is the
number of bath oscillators.
2. Equations for the FMO complex model
From Eq. (10), one can write down the EOMs for the
quantum and classical coordinates using the form of the
FMO complex Hamiltonian in Eq. (24). This results in the
following set of coupled FODEs for the matrix elements
of the chromophoric site projectors {Pˆnm} (with m,n ∈
{1, 2, . . . , 7}) and bath oscillator coordinates (taking {|α〉} =
{|1〉, |2〉, · · · , |7〉}),
d
dt
Pαα′nm (t) = i[
7∑
l=1
VlnPαα
′
lm (t)−
7∑
k=1
VmkPαα
′
nk (t)]
− i
2
M∑
j=1
Cn,j
[
Rn,j(t)Pˆnm(t) + Pˆnm(t)Rn,j(t)
]αα′
+
i
2
M∑
j=1
Cm,j
[
Rm,j(t)Pˆnm(t) + Pˆnm(t)Rm,j(t)
]αα′
,
d
dt
Rαα
′
n,j (t) = P
αα′
n,j (t),
d
dt
Pαα
′
n,j (t) = − ω2n,jRαα
′
n,j (t) + Cn,jPαα
′
nn (t), (A2)
where the terms of the form [Rn,j(t)Pˆnm(t)]αα′ are evalu-
ated as
∑
β R
αβ
n,j(t)Pβα
′
nm (t). Given the completeness condi-
tion
∑7
n=1 Pˆnn = 1, there are 49 × (48 + 14M) coupled
FODEs for the subsystem and bath matrix elements, where
M is the number of bath oscillators coupled to each site.
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