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ABSTRACT
This paper presents a spline-based input modelling method for inferring the intensity function of a non-
homogeneous Poisson process (NHPP) given arrival-time observations. A simple method for generating
arrivals from the resulting intensity function is also presented. Splines are a natural choice for modelling
intensity functions as they are smooth by construction, and highly flexible. Although flexibility is an
advantage in terms of reducing the bias with respect to the true intensity function, it can lead to overfitting.
Our method is therefore based on maximising the penalised NHPP log-likelihood, where the penalty is a
measure of rapid changes in the spline-based representation. An empirical comparison of the spline-based
method against two recently developed input modelling techniques is presented, along with an illustration
of the method given arrivals from a real-world accident and emergency (A&E) department.
1 INTRODUCTION
This paper presents a novel spline-based method for modelling and generating non-homogeneous Poisson
process (NHPP) arrivals within stochastic simulation models. Our motivation for the creation of a new
input modelling method is that intensity functions are, in reality, likely to be smooth. There are a number
of interval-based (piecewise) input modelling methods, but these models assume that the behaviour of
arrivals can change instantaneously in time. Interval-based methods also require knowledge of the interval
boundaries. In reality, if unknown, these are hard to determine, and if the true rate function is smooth are
never correct. In this paper we consider arrival processes that can be appropriately described by NHPPs,
and we assume that we have a number of arrival-time observations from the real-world system of interest
from which to estimate the process. Note that, in reality, only a finite number of observations can ever be
collected to build the input model so it will inevitably contain some error.
In stochastic simulation, error in the input models propagates through the simulation model to the
output of interest. In the literature this error is known as input modelling error; for further information see
Song et al. (2014), Lam (2016), Morgan et al. (2016), Morgan et al. (2019), and references therein. It
is therefore of interest to find an input modelling method that recovers the underlying true arrival process
in an accurate and efficient way so that less error is passed to the simulation performance measures of
interest.
In practice NHPPs are commonly used to model arrival processes to simulation models. One example
from Pritsker et al. (1996) shows the use of a NHPP for the modelling of donor and patient arrivals
within a large scale simulation model developed for the United Network of Organ Sharing (UNOS). Other
applications fall within manufacturing (Viswanadham and Narahari 1992), healthcare (Green 2006) and call
centres (Kim and Whitt 2014). In other words, NHPPs are commonly used for describing arrival processes
in the field of simulation.
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Our main contribution in this paper is a spline-based representation of the intensity function of a NHPP
where the intensity, λ (t), describes the rate of arrivals to the system for times t ≥ 0. Spline functions are
piecewise-polynomials that are, by design, smooth and satisfy continuity constraints at the knots joining
their pieces; see de Boor (1978). They are continuous and twice-continuously differentiable everywhere,
and therefore intensity functions known to have jumps or non-differentiable points lie outside of the scope
of this paper. Spline functions are highly flexible, becoming more so as the number of basis functions used
in their construction is increased. In this paper we do not aim to estimate the optimal number of basis
functions; instead we propose using a large number of them to enable a reduction in the bias with respect
to the true arrival process. Increasing the flexibility of the spline-based model may reduce bias, but can
also result in over-fitting the model to the observed data. Our proposed method for fitting the spline-based
model is therefore based on the penalised log-likelihood where the penalty is a measure of rapid changes
in the resulting function. This penalty acts to reduce the variability and stabilise the resulting function.
The paper is organised as follows. In §2 we discuss the current literature for modelling and generating
NHPPs. In §3 the construction of the spline-based intensity function is presented. In §4 a simple method
for generating arrivals from the resulting representation is described and in §5 we compare the method to
two appropriate competitors in the literature. In §6 we conclude and suggest future research directions.
2 BACKGROUND
Modelling arrival processes using NHPPs has been a topic of interest for many years, and as such a
number of methods exist. In this paper we focus on modelling the intensity function of a NHPP using
arrival-time observations. An alternative approach is to model the integrated intensity function, Λ(t); see
Leemis (1991) and references therein. Also, in some contexts we only have arrival counts over intervals
instead of arrival-times; see Nicol and Leemis (2014) and references therein.
A common approach to modelling the intensity function of a NHPP using arrival-time observations
is to use an exponential function, λ (t) = exp{g(t)} where g(t) describes polynomial or trigonometric
components. This exponential form ensures the intensity function is non-negative at all time points as
required. Amongst others, Lewis and Shedler (1976), Lee et al. (1991) and Kuhl et al. (1997) adopted this
approach. Note that numerically optimising the parameters in g(t) within these methods is computationally
expensive and often requires a good starting point.
Alternative approaches to modelling the intensity function tend to assume that the intensity is a
piecewise polynomial of some degree. Chen and Schmeiser (2015) present the I-SMOOTH algorithm which
takes a piecewise-constant representation, and aims to smooth it by doubling the number of piecewise-
constant intervals in each iteration. Similarly Chen and Schmeiser (2017) start from a piecewise-constant
representation, and present the MNO-PQRS algorithm that results in a piecewise-quadratic representation.
Both algorithms assume the initial piecewise-constant representation to be known. Zheng and Glynn (2017)
fit a piecewise-linear approximation under the assumption that the boundary points are known. Kao and
Chang (1988) present a piecewise polynomial representation, where the interval boundaries are selected
subjectively as well as the polynomial degree within each interval. In §5 we compare our spline-based
model to the methods by Zheng and Glynn (2017) and Chen and Schmeiser (2017).
We will next present the spline-based input model. Channouf (2008) used a spline function to represent
the intensity function of both NHPPs and doubly stochastic Poisson processes, but unlike us did not take
advantage of the B-spline composition of a spline-function which requires many fewer parameters to be
estimated, and is key to our arrival-generation approach in §4.
3 FITTING A SPLINE FUNCTION VIA PENALISED LIKELIHOOD
Suppose we observe a NHPP with true intensity function λ c(t), on the interval [0,T ], m times. In this
paper we let m be a number of days, but in practice it could also represent other units such as minutes,
hours or months. We will use a cubic, degree d = 3, spline function to represent the intensity function
Morgan, Nelson, Titman, and Worthington
of the NHPP. A cubic spline function can be defined as a linear combination of n cubic basis functions,






whereBk,sk(t) is the k
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where d is the degree of the B-spline; see de Boor (1978).
The knot sequence upon which a spline function is built combines the n local knot sequences of its
component B-splines. Let this knot sequence be denoted s = {s−d ,s−d+1, . . . ,s0,s1, . . . ,sn}. Although it
may seem unconventional to start the knot sequence s with knot s−d , if we are interested in estimating an
arrival rate function on the interval [0,T ], then setting s0 = 0 and sn−d = T ensures that for all t ∈ [0,T ],
d+1 B-splines are non-zero. In this paper we use cardinal B-splines which are B-splines with uniformly
spaced local knot sequences, and are therefore horizontal translates of each other; in §4 we discuss how
this can be advantageous for arrival generation. Naturally, the larger the number of B-spline functions used
to compose the spline function the greater the flexibility of the resulting representation. The number of
B-splines increases with the number of knots. From hereon, we drop the knot sequence subscript on the
B-spline and let Bk(t) denote the kth B-spline.
For spline functions, once the knot sequence s has been fixed, all n B-splines are fixed for all t. The shape
of the resulting spline function is therefore completely determined by the spline coefficients, c. It is therefore
c that we optimise, given arrival-time observations from our arrival process of interest, to fit the spline-based
representation of the intensity function. To find the optimal values for the spline coefficients, c, we maximise
the penalised log-likelihood of the NHPP. In this paper we propose fitting the spline function using a large
number of B-spline basis functions, n, allowing for a highly flexible representation. The penalisation of the
log-likelihood acts to prevent over fitting and stabilise the representation. Our choice of penalty is standard
in the cubic spline literature, having first been introduced by Reinsch (1967) as a smoothing splines penalty.
Let ai denote the number of arrivals observed on the ith day, and 0≤ ti1 < ti2 < · · ·< tiai ≤ T , i= 1,2, . . . ,m



















































were the penalty term is controlled by parameter θ . For large θ rapid changes in the spline function are
reduced forcing the fitted intensity closer to the overall mean rate; in the limit as θ → ∞ the rate function
becomes constant.
For a fixed penalty θ , we use a trust region algorithm to maximise the penalised log-likelihood. Let
us denote the optimised spline coefficients for a fixed penalty θ by ĉθ . The trust region algorithm moves
towards the optimum by taking steps within a region in which it trusts a local model of the function to be
optimised. It is known to have good local convergence properties, and in practice we set the initial radius of
the trust region to be large so we tend to get a globally good solution. The trust region algorithm is a well
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known optimisation approach; we therefore only outline our use of the method here and point the reader to
Conn et al. (2000) for more detail. Within the trust region algorithm we use a second-order Taylor series
as the local model of the penalised log-likelihood. Note that our choice of penalty enables easy calculation
of the gradient and the Hessian of the local model. At each step the second-order model leads to a convex,
quadratic trust region sub-problem with a unique solution. We also propose an additional constraint in the
trust region sub-problem, namely that c ≥ 0. This is a simple way to force the rate function, λ (t;c), to
stay non-negative, but we acknowledge that it is stronger than necessary since negative spline coefficients
are possible whilst still maintaining a positive rate function. Another implication of assuming the spline
coefficients are non-negative is that it allows us to exploit the superposition property of Poisson processes
for arrival generation; see §4. When the intensity function is cyclic in nature it will also be necessary to
impose this structure on the spline function representation. This is easily achieved by adding constraints
of the form: λ (0;c) = λ (T ;c) λ ′(0;c) = λ ′(T ;c), λ ′′(0;c) = λ ′′(T ;c), to the trust region sub-problem.
One drawback of using the trust region algorithm is that as n, the number of B-splines, grows large
(i.e. the dimension of the problem increases) it can struggle to converge to the true, locally optimal spline
coefficient values or even stall. As n grows the flexibility of the spline function increases on smaller and
smaller intervals. Unlike the spline function which is a cubic polynomial the local model is a second-order
approximation, therefore to ensure the validity of the local model the algorithm must take smaller and
smaller steps sometimes stopping before an optimum is reached. Note that this is a property of the trust
region algorithm. We leave the search for alternative optimisation approaches to future work, and now
consider how to choose the ‘best’ combination of penalty parameter, θ , and optimised spline coefficients,
cθ , for the spline function representation of the intensity function.
3.1 SELECTING {θ ,ĉθ}
Our approach for choosing the combination {θ ,ĉθ} utilises a modification of the AIC score of Cavanaugh
and Neath (2011), known as the regularisation information criterion (RIC); see Dixon and Ward (2018) and
Shibata (1989). As with most information criteria, this score is based on Kullback-Leibler (KL) information,
a measure of the distance between two distributions, (Kullback 1997). Both AIC and RIC trade off the
goodness-of-fit of a proposed model, in this case a spline function, and its complexity, but RIC takes into
account the penalisation of the log-likelihood; that is, RIC uses the effective degrees of freedom, e, where
the degrees of freedom is used in traditional AIC. The RIC score is defined as follows:
RICθ = −2 l(λ (t ; ĉθ ))+2 e = −2 l(λ (t ; ĉθ ))+2 tr(Ip(ĉθ )Jp(ĉθ )−1)
where Ip(ĉθ ) is the observed Fisher information and Jp(ĉθ ) is the negative Hessian matrix of the penalised
log-likelihood. The combination, {θ ,ĉθ}, that minimises the RIC score is chosen.
Let θ ? denote the optimal penalty value. Given a fixed penalty value θ , we search for the optimal spline
coefficients, ĉθ , using trust region optimisation. The search for the combination {θ ?,ĉθ ?} that minimises
the RIC score therefore reduces to a one-dimensional line search for θ ? ∈ [0,∞). For speed, we propose a
simple search to narrow the interval in which to search for the optimal penalty, θ ?, to the interval O. Note
that there is no guarantee that the RIC score function is convex, but in practice convexity only appeared to
be an issue around low penalty values which does not concern us as the final intensity representation does
not change much for small changes in a small penalty. Let θ0 denote the initial penalty value in the search.
We start with a high initial penalty value, θ0 = η , and jump backwards towards 0 by halving the penalty
at each step, θ0 = η ,θ1 = η/2,θ2 = η/4, . . . ; this allows us to take larger steps initially. By evaluating
the RIC at each step we can identify an interval of penalty values, O, in which at least a local minimum
of RIC lies. The choice of the initial penalty value θ0 = η is arbitrary, but we must check that we are
moving towards the minimum RIC in the first step of the search. This can be achieved by checking that
RICθ0 > RICθ1 . When this is not the case a higher initial penalty value should be chosen. Assuming the
initial penalty passes this check, the following algorithm describes the kth step of the search
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1. Fix θk = 12kη
(a) Evaluate ĉθk using the trust region algorithm.
(b) Evaluate RICθk
2. If RICθk > RICθk−1 , then stop the search and set O= [θk,θk−1}.
3. Else k = k+1. Return to Step 1.
Say the algorithm terminates at step k, we then complete a more intensive search for θ ? ∈ O where O
is the interval O = [θk,θk−1). In practice we used the R function optimise (R Core Team. 2018), which
combines a golden section search and successive parabolic interpolation, for the search of the narrower
interval O. Note that although there is no guarantee that the RIC score function is convex in practice the
search procedure outlined above worked well. An alternative approach would be to do a simple grid search
to study the RIC over a large interval.
At this point we have provided a spline-based representation, λ (t; ĉθ ?), of the intensity function of a
NHPP. We now discuss a simple way to generate arrivals from this representation.
4 ARRIVAL GENERATION
In practice arrival generation is a requirement for the spline-based intensity to be used as an input process in
stochastic simulation. We propose generating arrivals from the spline function by using a thinning algorithm
on each of the B-spline components, λk(t) = ckBk(t), for k= 1,2, . . . ,n. By the superposition property of a
Poisson process, the superposition of arrivals generated from each of the n scaled B-splines are equivalent
to arrivals generated from the spline function λ (t) =∑nk=1 ckBk(t). The advantage of generating arrivals in
this way is that the maximum of each scaled B-spline is known. The kth cubic B-spline has a maximum
at its central knot, sk−2; thus the maximum of the kth scaled B-spline is ckBk(sk−2). First let us consider
the generation of arrivals from the scaled B-spline λd+1(t) = cd+1Bd+1(t); note that B-spline Bd+1(t) is
the first B-spline with fully positive support [0,sd+1]. Let B?d+1(t) denote a function that majorises this
B-spline such that B?d+1(t)≥ Bd+1(t) for all t ∈ [0,sd+1]; a simple choice of majorising function would be
B?d+1(t) = maxt Bd+1(t) for t ∈ [0,sd+1]. Clearly this also means the scaled majorising function, cd+1B?d+1,
majorises the scaled B-spline, cd+1Bd+1(t). Using thinning, an arrival q? generated from cd+1B?d+1(t) has
probability of rejection 1−Bd+1(q?)/B?d+1(q?). In the same way thinning can be used to generate arrivals
from the remaining scaled B-splines.
Note that by using cardinal B-splines we can simplify arrival generation further, as all n spline
components, λk(t;c), are a scaled translation of any other. Let h denote the uniform difference between
two successive knots, then λk(t;c) = ckBd+1(t−h(k− (d+1))) for all k, with maximum at knot s2. The
following algorithm describes how to generate a single day of arrival observations, q1,q2, . . . , from a
spline-based intensity constructed from cardinal B-splines.
0. Preliminary Step. Calculate h - the difference between any two knots in the uniform knot sequence
of the spline function.
1. For j in 1 to n:
(a) Generate arrivals q?1 j,q
?
2 j, . . . from the scaled majorising function c jB
?
d+1(t).
(b) Thin arrivals, q?1 j,q
?
2 j, . . . , with probability of thinning 1− Bd+1(·)B?d+1(·) , leaving arrivals q1 j,q2 j, . . .
from NHPP with rate function c jBd+1(t).
(c) Translate the arrivals to the jth B-spline knot sequence by adding h× ( j− (d+1)) to each of
the arrivals in turn. Discard any arrivals outside interval [0,T ].
2. Superpose and order the arrivals from the n B-splines.
This algorithm can be repeated if more than a single day of arrivals is required. Note that reducing the number
of arrivals rejected within the thinning algorithm will increase its efficiency. This is particularly important in
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simulation experiments requiring the generation of a large number of arrivals. To avoid excessive rejections
within the thinning algorithm arrivals generated from B-splines B1(t),B2(t),B3(t),Bn−2(t),Bn−1(t) and
Bn(t), that have only part of their support within interval [0,T ], could be considered more carefully. Also
knowledge of the shape and maximum of each B-spline could be utilised to create tight majorising functions.
For example a tight piecewise-linear majorising function for each scaled B-spline. Note that Klein and
Roberts (1984) propose a highly efficient, simple method for generating arrivals from a piecewise-linear
function. We leave these ideas open for future work.
5 EVALUATION
In this section we evaluate our spline-based method for modelling the intensity function of a NHPP by
comparing it to two alternative methods recently presented in the literature. We then consider a realistic
example and use the spline-based method to fit an intensity function given arrival-time observations from
a real-world accident and emergency (A&E) department.
5.1 Monte Carlo Comparison of the Method
In the following experiments we compare the spline-based method, presented in Section 3, to two recently
developed methods from the input modelling literature. The chosen methods, like the spline-based method,
allow estimation of the intensity function of a Poisson process given arrival-time observations. These
methods are the piecewise-quadratic input model presented by Chen and Schmeiser (2017), known as
MNO-PQRS, and the piecewise-linear approach by Zheng and Glynn (2017).
Both the piecewise-linear and piecewise-quadratic methods to which we compare our spline-based
method assume that the number and position of the intervals from which the piecewise representations of
the intensity function are built are known. Our first experiment was therefore to compare the three methods
using a piecewise function with a known number of intervals and known interval boundaries. While we do
not consider such piecewise functions to occur naturally, we create this example to be as advantageous to
the competitors as possible. The true intensity function in this experiment was chosen to be piecewise-linear
with six equal-length intervals on [0,24]. We considered fitting the intensity using the three methods for
three levels of arrival data corresponding to m= 15, 30 and 100 days of observations. In this experiment,
since our interval of interest is [0,24] it would be natural to think of m as a number of days of data, but
note that other time increments could be used. Note that, in all of the following experiments the same 50,
equally spaced knots were used to build all spline-based representations. This equates to the use of n= 46
B-splines.
To compare the fit of the estimated intensity functions we considered metrics that indicated how
well the true intensity, λ c(t), was recovered. Our metrics were the integrated absolute difference, δ =∫ T
0 |λ̂ (q)−λ c(q)| dq, and the maximum absolute difference, ζ = max0≤q≤T |λ̂ (q)−λ
c(q)|. For each level of
input data m we fit the intensity function G= 500 times, and for each fit, m days of arrival observations
were generated. The same arrivals were therefore used for all three methods to fit the intensity. The average
integrated absolute difference and average maximum absolute gap over the G= 500 replications, denoted
δ¯ and ζ¯ respectively, were recorded.
In Table 1 the averaged metrics from the three input modelling methods in the first experiment are
presented. Recall that the true intensity in this case was piecewise-linear. In Table 1 the spline-based
method is denoted ‘SPL’, the piecewise-quadratic method ‘PQ’ and the piecewise-linear method ‘PL’. In
addition to Table 1, Figure 1 displays the output of the G= 500 fits of the intensity function for the three
methods for m= 30 days of arrival observations. The spline-based method is displayed on the left (cyan),
the piecewise-quadratic representation in the centre (green), and the piecewise-linear representation is on
the right (red). The plots also display the true piecewise-linear intensity (black).
It is clear from Table 1 that all three methods improve in terms of the mean integrated absolute difference
and mean maximum absolute difference as the number of observations, m, of the interval [0,24] increases.
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Table 1: The average maximum absolute difference, ζ¯ , and the average integrated absolute difference, δ¯ ,
from G= 500 fits of the intensity function using three levels of input data m= 15,30 and 100. The true
intensity function, λ c(t), in this experiment was piecewise-linear.
m=15 m=30 m=100
Method ζ¯ δ¯ ζ¯ δ¯ ζ¯ δ¯
SPL 0.978 6.288 0.805 4.879 0.548 3.076
PQ 5.441 8.177 5.383 7.452 5.356 6.844
PL 0.701 4.646 0.513 3.303 0.275 1.802
The piecewise-linear method performed the best in all three experiments, but this was to be expected given
that the true intensity was piecewise-linear and the interval number and placements were known. The
spline-based method also performs well; both averaged metrics are only slightly higher than those from the
piecewise-linear representation for all three levels of input data. The piecewise-quadratic method performs
the worst for all three levels of input data, m. In particular the average maximum absolute gap for this
method is much higher than the other methods. In Figure 1 we can see what causes this behaviour, as
the piecewise-quadratic function appears to smooth over the sharp corners of the truly piecewise-linear
intensity function.
Another comment that should be made is that although both the piecewise-linear and piecewise-quadratic
methods require knowledge of the number and location of the intervals on which their representations are
built, this does not mean that the true interval locations were the best choice from which to build the
piecewise-quadratic function in this experiment. The way the piecewise-quadratic function smooths over
the corners of the truly piecewise-linear intensity in Figure 1 indicates that the method lacks the flexibility
to represent those parts of the intensity. Additional flexibility could be gained within the MNO-PQRS
method by using a larger number of intervals in the initial piecewise-constant function from which it is
built.
In reality it is unlikely that the number and position of the intervals on which the piecewise representations
are built are known, even if the function is truly piecewise-linear, which is also unlikely. In fact, unless
the intensity is truly piecewise it is impossible to say what the correct placement of the intervals is. Our
next experiment was therefore to compare the three methods when the true intensity function was a smooth
function. In this experiment both the number and placement of the intervals required for the piecewise-linear
and piecewise-quadratic methods for the best-possible fit were unknown. At this point a subjective number
and placement of the intervals could have been used but we chose to utilise a data-driven method. Given
Figure 1: G = 500 fits of the intensity function from the three input modelling methods using m = 30
days of arrival observations. On the left is the spline-based representation (cyan), in the centre is the
piecewise-quadratic representation (green), and on the right is the piecewise-linear representation (red).
The true intensity is represented on each plot in black.
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Table 2: The average maximum absolute difference, ζ¯ , and the average integrated absolute difference, δ¯ ,
from G= 500 fits of the intensity function using three levels of input data m= 15,30 and 100. The true
intensity function, λ c(t), in this experiment was a smooth, cyclic sinusoidal function with an additional
peak.
m=15 m=30 m=100
Method ζ¯ δ¯ ζ¯ δ¯ ζ¯ δ¯
SPL 0.892 7.754 0.674 5.738 0.450 3.575
PQ 4.175 8.814 4.073 6.518 4.011 3.758
PL 2.331 20.898 2.064 16.885 1.490 11.220
arrival-time observations the method presented by Chen and Schmeiser (2019) selects the optimal number
of equal-length intervals from which to run the MNO-PQRS method. As before, in this experiment the
intensity function was fit G= 500 times for each method for the three levels of input data m= 15,30 and
100. For each dataset the method of Chen and Schmeiser (2019) was used as a pre-processing tool to
select the optimal number of intervals from which to build the piecewise-quadratic function. The number
of intervals over the G = 500 fits varied from 4 to 11 intervals for m = 15 and 30 days of data and 4 to
18 intervals for m=100. The number and positioning of intervals chosen for the MNO-PQRS method was
also used for the piecewise-linear method in this experiment. An important point to make clear is that the
placement and number of intervals used to build the piecewise-linear and piecewise-quadratic functions has
a large effect on the resulting representation. The spline-based method, on the other hand, only requires
that a large number of B-splines, n, are used, and the knots used to construct these are spaced uniformly
throughout the interval.
The smooth intensity function for which we compare the three methods is a cyclic function as seen in
Figure 2 (black). This function was constructed from a sinusoidal function with an additional peak at time
t = 15. The averaged metrics from the G=500 replications are reported in Table 2. In addition to Table 2,
Figure 2 displays the output of the G= 500 fits of the intensity function for the three methods for m= 30
days of arrival observations.
It is clear from Table 2 that, for all three levels of input data, the spline-based method outperforms
both the piecewise-quadratic and piecewise-linear methods in terms of the average maximum absolute gap
and the average integrated absolute difference. In particular, the spline-based method seems to dominate
the other methods by quite a margin when considering the average maximum absolute gap, ζ¯ . Note that,
all methods are seen to improve as the number of observations of the whole interval, m, increases.
Figure 2: G= 500 fits of the intensity function using the three input modelling methods with m= 30 days
of input data. On the left is the spline-based representation (cyan), in the centre is the piecewise-quadratic
representation (green), and on the right is the piecewise-linear representation (red). The true intensity is
represented on each plot in black.
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In this experiment the piecewise-linear method appears to perform particularly poorly in terms of
the average integrated-absolute difference. This highlights the importance of knowing the number and
placement of intervals for this method. In Figure 2, G= 500 fits of the intensity given m= 30 observations
of the arrival process are presented. From Figure 2 the spline-based method, and the piecewise-quadratic
method can be seen to give reasonable representations; in almost all G = 500 replications both methods
appear to follow the shape of the true intensity well. The piecewise-linear method on the other hand appears
to be more erratic, and in a reasonably large number of cases smooths over the peak in the true intensity
function. Looking in more detail at the results from Figure 2 we found that, for all G = 500 fits of the
intensity function, the integrated absolute difference, δ , was larger for the piecewise-linear representation
than the other methods. There was also no noticeable relationship between the number of intervals and
recording a high integrated absolute difference for the piecewise-linear method.
In summary, in our second experiment the spline-based method was shown to dominate its competitors
in terms of the metrics of average maximum absolute difference and average integrated absolute difference.
These metrics are measures of how well a method recovers the underlying intensity function of a NHPP.
If a simulation experiment were to be performed with an arrival process described by the smooth intensity
function used in this experiment, it is our belief that the spline-based method would on average pass the
least input modelling error to the output of a simulation model as it appears to recover the underlying true
arrival rate better than its competitors.
5.2 Realistic Example
We now present a realistic example for fitting the spline-based model to arrivals from an A&E department.
The arrival rate to the A&E system was believed to follow a cyclic pattern over a week-long period. In this
experiment we focused on observations over the summer months: June, July and August, from the years
2011/12 as we believed the weekly arrival behaviour in this period to be similar. Summer is also a season
with few public holidays which are believed to cause fluctuations to arrivals to A&E. In total there were
m= 24 weeks of observations from the A&E department.
Before fitting the spline function we considered the assumption that the arrivals follow a NHPP. Using
a chi-square goodness-of-fit test we checked whether the total number of arrivals on each day of the week
can be said to be Poisson. In conclusion we had significant evidence to reject that the arrival counts on
Wednesdays, Thursdays and Fridays were Poisson; the counts on these days were particularly overdispersed
in comparison to a Poisson distribution. Despite this, in reality, NHPPs are often used as input models
without checking such assumptions. We will therefore proceed to fit the arrival data using our spline-based
method but we will also fit the arrival rate using the MNO-PQRS method as it has no dependency on
the input process being Poisson. The spline fit, constructed from 56 uniformly spaced knot points i.e.
n = 52 B-splines, can be seen on the left of Figure 3 along with a 95% pointwise confidence interval.
Figure 3: Spline-based fit (left) and MNO-PQRS fit (right) to A&E weekly observations.
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The choice of 56 knots corresponds to a knot every 3 hours with knots at the same time each day; note
that, although placement of the knots at the same time is not necessary, it seemed natural in this cyclic
context. The MNO-PQRS fit can be seen on the right of Figure 3. Note that prior to running MNO-PQRS
the pre-processing method of Chen and Schmeiser (2018) was used and split the week into 88 intervals of
equal length.
The resulting representations in Figure 3 exhibit very similar behaviour. On Thursday and Friday, the
4th and 5th cycles in the arrival rate, where the p-value of the goodness-of-fit test was particularly significant
(< 1×10−6) we appear to see the most discrepancy between the fits but even there the difference is not
great. Of course, since this is real-world example we do not know the true underlying arrival rate, and
therefore which method is closer to the truth, but the similarity between the representations indicates that
the spline-based method is not greatly sensitive to data which diverges from Poisson assumptions in terms
of being overdispersed.
6 CONCLUSION
In this paper we presented a new spline-based input modelling method. This method utilises the penalised log-
likelihood for fitting the intensity function of a NHPP given arrival-time observations. We also presented
a simple method for generating arrivals from the fitted spline-based representation. This method took
advantage of the composition of the spline function as a linear combination of B-spline basis functions
with known maximums. An algorithm was also presented to assist arrival generation in practice.
Compared to two recent methods in the literature, the spline-based method was seen to perform best
in terms of the average integrated absolute difference and average maximum absolute gap when the true
intensity function was smooth. The chosen metrics were indicators of how well the true arrival rate function
was recovered. When the true intensity was piecewise-linear the spline-based input modelling method was
also seen to perform well. Both experiments highlighted the advantage of not requiring prior knowledge
of the number and placement of intervals for the spline-based method.
A realistic input modelling situation, given observations from an A&E department, was also presented.
We showed that, even when the observations departed from Poisson assumptions, the spline-based technique
returned a similar rate function to the one produced by MNO-PQRS, which was designed to fit the rate
functions of general input processes. This suggests that the spline-based method is not sensitive to
overdispersed observations.
In practice, arrival counts are sometimes recorded instead of arrival-times. Our method could be
extended to work for arrival count data through a simple modification of the log-likelihood. In the same
way, provided an appropriate likelihood can be derived, the penalised log-likelihood method could be
extended for use with other non-stationary non-Poisson arrival processes. We leave these extensions for
future work.
Another area of interest for future work is how to choose a suitably large number of B-splines, n,
from which to build the spline function. Too few basis functions will lead to a lack of flexibility of
the spline-based model and thus no penalisation, but too many can lead to a discrepancy between the
second-order approximation used in the trust region algorithm and the objective function. The number of
basis functions chosen should be large enough to ensure that the true intensity function can reasonably
approximated by a cubic over each interval. Choosing n “large enough” is therefore a question of interest.
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