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Abstract
Let G be a graph whose Laplacian eigenvalues are 0 = λ1  λ2  · · ·  λn. We investigate
the gap (expressed either as a difference or as a ratio) between the extremal non-trivial Laplacian
eigenvalues of a connected graph (that is λn and λ2). This gap is closely related to the average
density of cuts in a graph. We focus here on the problem of bounding the gap from below.
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1. Introduction
Let G be a finite simple graph. The Laplacian matrix L(G) (which we often write
as simply L) is defined as the difference D(G) − A(G), where A(G) is the adjacency
matrix of G and D(G) is the diagonal matrix of the vertex degrees of G.
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We denote by (G) and (G) (or simply  and  when the graph in question is
obvious) the maximum and minimum degrees in G, respectively.
It is not hard to show that L is a singularM-matrix and that it is positive semidefinite.
The eigenvalues of L will be denoted by 0 = λ1  λ2  · · ·  λn. It is easy to show
that λ2 = 0 if and only if G is not connected.
We shall henceforth assume that the graphs we deal with are connected, unless
specified otherwise. Thus, by the extremal non-trivial eigenvalues we shall mean λ2
and λn.
There exists a vast literature that studies the Laplacian eigenvalues and their rela-
tion to various properties of graphs. We refer the reader to [1,8,11,12] for surveys and
more information.
Most of the effort in the study of Laplacian eigenvalues has naturally been con-
centrated on the extremal non-trivial eigenvalues. Here we shall investigate the gap
between them—expressed as either the difference or the ratio—and give lower bounds
for it.
Previous works in which this gap has appeared (albeit not as the principal object
of study) are [2,10].
There is a strong combinatorial motivation for pursuing this kind of question: Let
S be a set of vertices in a graph G and let the cut associated with S be the set of edges
that intersect S in precisely one vertex. We shall denote the cut associated with S as
C(S).
The reader is referred to [12, Section 3] for a brisk introduction to the subject of
cuts and the spectral tools for their study. The fundamental relation between cuts and
the Laplacian eigenvalue gap is given by the following well-known result (cf. Lemma
3.1 in [12]):
Theorem 1.1. Let G be a graph with n vertices and let S ⊆ V (G). Then
λ2(G)
|S|(n − |S|)
n
 |C(S)|  λn(G) |S|(n − |S|)
n
.
Theorem 1.1 shows that the gap between the extremal non-trivial Laplacian eigen-
values constrains the densities of the cuts in a graph. As is noted in [12, Section 3.1],
for random graphs this gap is small and thus the densities of all cuts are roughly the
same.
In this paper we shall obtain some lower bounds on the gap between the ex-
tremal non-trivial Laplacian eigenvalues, thus dealing, in a sense, with the worst-
case situation. We restrict ourselves to the regular case, where our method is at its
sharpest.
In Section 2 we provide a straightforward lower bound on λn(G)
λ2(G)
in terms of (G)
and (G) (Theorem 2.4) and offer a conjecture. Then in Section 3 we give bounds for
the difference and ratio forms of the gap for regular graphs, based on reverse Cauchy–
Schwarz inequalities. We also give there a comparison of the results of Sections 2
and 3.
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2. Estimating the eigenvalue ratio by extremal degrees
In order to obtain our first lower bound for λn(G)
λ2(G)
we shall require the following
results from the theory of Laplacian graph spectra:
Theorem 2.1 [4]. If G /= Kn is a graph with n vertices whose vertex connectivity is
ν(G), then λ2(G)  ν(G).
Since always ν(G)  (G) we have the
Corollary 2.2. If G /= Kn is a graph with n vertices, then λ2(G)  (G).
Theorem 2.3 [6]. If G is a connected graph with n vertices, then λn(G)  (G) + 1,
with equality if and only if (G) = n − 1.
Now we can deduce our first result:
Theorem 2.4. If G /= Kn is a connected graph with n vertices, then
λn(G)
λ2(G)
 (G) + 1
(G)
.
Proof. Apply Corollary 2.2 and Theorem 2.3. 
Naturally, we are interested in describing the extremal graphs with respect to the
bound of Theorem 2.4 and presently we shall do this.
Recall that the disjoint union G1 ∪ G2 of two graphs G1,G2 is the graph whose
vertex and edge sets are, respectively, the disjoint unions of those of G1 and G2. The
join G1 ∨ G2 is obtained from G1 ∪ G2 by adding to it all edges between vertices
from V (G1) and V (G2).
We shall require the recent result of [7] and the standard computation of the Lapla-
cian eigenvalues of a join of graphs (cf. [9]), presented below. A disconnected graph
is a graph with two or more connected components.
Theorem 2.5 [7]. Let G be a connected non-complete graph with n vertices. Then
λ2(G) = ν(G) if and only if G can be written as the join of two graphs:G = G1 ∨ G2,
where G1 is a disconnected graph on n − ν(G) vertices and G2 is a graph on ν(G)
vertices that satisfies λ2(G2)  2ν(G) − n.
Theorem 2.6 [9]. Let G = G1 ∨ G2 be a graph on n vertices, with G1 and G2
having n1 and n2 vertices, respectively. Suppose that the eigenvalues of L(G1) are
0 = µ1, . . . , µn1 and that the eigenvalues of L(G2) are 0 = λ1, . . . , λn2 . Then the
eigenvalues of L(G) are 0, µ2 + n2, . . . , µn1 + n2, λ2 + n1, . . . , λn2 + n1, n.
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Now the answer to our question comes out quite easily:
Theorem 2.7. If G /= Kn is a connected graph with n vertices, then
λn(G)
λ2(G)
= (G) + 1
(G)
if and only if G is of the form G = G1 ∨ G2, where G1 is a disconnected graph
on n − (G) vertices and G2 is a graph on (G) vertices that satisfies λ2(G2) 
2(G) − n and (G2) = (G) − 1.
Proof. Apply Theorems 2.1, 2.3, 2.5 and 2.6 and Corollary 2.2. 
We can deduce from Theorem 2.7 that equality is attained for the following wide
class of examples:
Corollary 2.8. Let G be a graph of the form G = G1 ∨ G2 where G1,G2 both have
m vertices. If (G1) = 0 and (G2) = m − 1, then
λn(G)
λ2(G)
= (G) + 1
(G)
.
Computer experiments with random graphs suggest that the bound of Theorem 2.4
is very good for random graphs. We are thus led to offer the following conjecture:
Conjecture 2.9. Let G be a random graph with n vertices. Then
λn(G)
λ2(G)
= (G) + 1
(G)
+ O
(
1
n2
)
a.e.
We note that our experiments were done with the G(n, 12 ) model but it might turn
out that the conjecture holds for other models as well (or alternatively not at all).
3. Estimating eigenvalue ratio and difference via reverse Cauchy–Schwarz
inequalities
Recall that in any inner product spaceX the Cauchy–Schwarz inequality says that:
Theorem 3.1 (Cauchy–Schwarz Inequality). Let a, b ∈ X. Then
|〈a, b〉|2  ‖a‖2‖b‖2.
Under certain assumptions on the spaceX and the vectors a, b ∈ X it is sometimes
possible to obtain a reverse Cauchy–Schwarz inequality.
We refer the reader to the paper [3, Section 5] for a survey about discrete reverse
Cauchy–Schwarz inequalities. Here we shall use two such classical results, viz. the
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Pólya–Szegö inequality [14, pp. 71–72, 253–255] (see also [3, Section 5.2]) and the
Ozeki inequality [13].
For both results we shall make the following assumptions:
Let (a1, . . . , ar ), (b1, . . . , br ) be two positive r-tuples such that there exist positive
numbers M1,m1,M2,m2 satisfying:
0 < m1  ai  M1, 0 < m2  bi  M2, 1  i  r.
Theorem 3.2 (Pólya–Szegö inequality).∑r
i=1 a2i
∑r
i=1 b2i(∑r
i=1 aibi
)2  14
(√
M1M2
m1m2
+
√
m1m2
M1M2
)2
.
Theorem 3.3 (Ozeki inequality).
r∑
i=1
a2i
r∑
i=1
b2i −
(
r∑
i=1
aibi
)2
 1
4
n2(M1M2 − m1m2)2.
We need a simple lemma:
Lemma 3.4. Let G be a graph with n vertices. Then
n∑
i=2
λ2i =
n∑
i=1
di(di + 1).
Proof. Since λ1(G) = 0 we have ∑ni=2 λ2i = tr (L(G)2). On the other hand, by the
definition of L(G) the diagonal elements of L(G)2 are the numbers di(di + 1), 1 
i  n. 
We are now in a position to obtain the desired lower bounds for the ratio and
difference of extremal non-trivial Laplacian eigenvalues of a connected regular graph.
Theorem 3.5. Let G be a connected k-regular graph with n vertices. Then:√
λn(G)
λ2(G)
+
(√
λn(G)
λ2(G)
)−1
 2
√
n − 1
n
k + 1
k
. (1)
Proof. Apply Theorem 3.2 with r = n − 1, a = (k, . . . , k), b = (λ2, . . . , λn), m1 =
M1 = k, m2 = λ2, M2 = λn, using Lemma 3.4. 
Theorem 3.6. Let G be a connected k-regular graph with n vertices. Then:
λn(G) − λ2(G)  2
√
k(n − k − 1)
n
.
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Proof. Apply Theorem 3.3 with r = n − 1, a = (k, . . . , k), b = (λ2, . . . , λn), m1 =
M1 = k, m2 = λ2, M2 = λn, using Lemma 3.4. 
In the case that G is k-regular the bound provided by Theorem 2.4 may be re-written
as: √
λn(G)
λ2(G)
+
(√
λn(G)
λ2(G)
)−1

√
k + 1
k
+
√
k
k + 1 . (2)
Since
√
x +
√
1
x
is a strictly monotone function of x, it is easy to see that for a fixed
k the estimate of (1) is better than that of (2) for a sufficiently large n. Thus Theorem
3.5 is asymptotically better than Theorem 2.4 when applied to regular graphs.
We remark that the referee has pointed out to us that from Theorem 1.1 in a recent
manuscript of Friedman [5] it is possible to derive probabilistic upper bounds on
difference and ratio forms of the gap for certain models of random regular graphs.
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