We have investigated precision of retrieved aerosol parameters for a generic aerosol retrieval 9 algorithm over vegetated land using the O 2 A band. Chlorophyll fluorescence is taken into 10 account in the forward model. Fluorescence emissions are modeled as isotropic contributions 11 to the upwelling radiance field at the surface and they are retrieved along with aerosol 12 parameters. Precision is calculated by propagating measurement errors and a priori errors, 13 including model parameter errors, using the forward model's derivatives. Measurement errors 14 consists of noise and calibration errors. Model parameter errors considered are related to the 15 single scattering albedo, surface pressure and temperature profile. We assume that 16 measurement noise is dominated by shot noise; thus, results apply to grating spectrometers in 17 particular. In a number of retrieval simulations, we describe precision for various atmospheric 18 states, observation geometries and spectral resolutions of the instrument. These precision 19 levels may be compared against user requirements. A comparison of precision estimates with 20 the literature and an analysis of the dependence on the a priori error in the fluorescence 21 emission indicate that aerosol parameters can be retrieved in the presence of chlorophyll 22 fluorescence: if fluorescence is present, fluorescence emissions should be included in the state 23 vector to avoid biases in retrieved aerosol parameters. 24 25
Even if derivatives are to some extent linearly dependent, which they are in this case as well 20 as in many other retrieval problems, parameters may still be fitted with acceptable precision 21 levels. Fig. 2 shows normalized derivatives (i.e. normalized to one at their respective 22 maximum) of reflectance with respect to surface albedo, aerosol optical thickness, aerosol 23 mid pressure and fluorescence emission. Derivatives are calculated at a spectral resolution of 24 0.5 nm for the same atmospheric scenario as in Fig. 4 except that the surface albedo and 25 fluorescence emission are assumed independent of wavelength here for ease of interpretation. 26 Overall, one can see that particularly spectral shapes of derivatives with respect to surface 27 albedo and fluorescence emission are similar, although there are small differences in the 28 continuum due to filling-in of Fraunhofer lines. This figure suggests that fluorescence 29 emissions will indeed disturb retrieval of surface albedo and of aerosol parameters through 30 correlations, if substantial fluorescence is present and not taken into account. However, 31 retrieval simulations are needed to investigate whether spectral shapes are still sufficiently 32 different to simultaneously fit aerosol and fluorescence parameters and obtain acceptable 1 precision levels. 2
In other words, if the objective of retrieval is to estimate aerosol parameters from the O 2 A 3 band, the question is whether filling-in of Fraunhofer lines across the O 2 A band as well as 4 filling-in of the O 2 A band itself provides sufficient independent information to 5 simultaneously retrieve aerosol and fluorescence parameters and avoid biases in retrieved 6 aerosol parameters. If this is not the case, external information on fluorescence emission is 7 needed to minimize its impact on aerosol retrieval. Note that if the objective of retrieval is to 8 estimate fluorescence emissions, it is much more efficient to use filling-in of Fraunhofer lines 9 outside atmospheric absorption bands, because complicated radiative transfer calculations are 10 not needed (Frankenberg et al., 2011a; Joiner et al., 2011 Joiner et al., , 2012b Joiner et al., , 2013 Guanter et al., 2012) . 11
In this paper we therefore take the following approach to answering the question how well we 12 can retrieve aerosol parameters from the O 2 A band in the presence of chlorophyll 13 fluorescence. For a number of atmospheric states, observation geometries and instrument 14
properties, we perform a linear error analysis when simultaneously fitting aerosol and 15 fluorescence parameters to investigate errors in retrieved parameter values. Next to instrument 16 noise we also take calibration errors into account. Contributions of model parameter 17
uncertainties (single scattering albedo, temperature profile and surface pressure) are included 18 in reported precision levels by adding these parameters to the state vector with appropriate a 19 priori errors. In the end, the question whether or not aerosol and fluorescence parameters can 20 be simultaneously retrieved should of course be understood in terms of meeting scientific user 21 requirements: precision levels reported in this paper may be compared with such requirements 22 to decide whether or not precision levels are indeed acceptable. The focus of this paper is the 23 effect of fluorescence on retrieval of aerosol parameters. However, we will also report 24 retrieval precision of fluorescence emissions. 25
The instrument noise model that we use for our simulations assumes that measurement noise 26 is dominated by shot noise. Results are thus particularly relevant for missions carrying grating 27 spectrometers for which the shot noise assumption is reasonable. This includes future satellite 28 instruments such as TROPOMI on the Sentinel-5 Precursor mission, spectrometers on the 29 Sentinel-5 and Sentinel-4 missions, the Orbiting Carbon Observatory-2 instrument (OCO-2:
The forward model used to calculate reflectance spectra and derivatives is part of a software 10 package developed at KNMI called DISAMAR. The abbreviation DISAMAR stands for 11
Determining Instrument Specifications and Analyzing Methods for Atmospheric Retrieval. It 12 is a comprehensive tool to support the development at KNMI of Level-2 algorithms for 13 satellite measurements of backscattered solar radiation. 14 Measured reflectance is defined as 15
where µ o is the cosine of the solar zenith angle θ o , and I(λ i ) and E 0 (λ i ) are the radiance and 17 solar irradiance measured in the i th spectral bin, respectively (the i th bin is assigned nominal 18 wavelength λ i ). When simulating reflectance spectra, measured radiance I(λ i ) and irradiance 19 E 0 (λ i ) result after convolving monochromatic (or high-resolution) radiance I(λ) and irradiance 20 E 0 (λ) with their respective slit functions. Monochromatic radiance, in turn, is calculated by 21 multiplying monochromatic reflectance from the radiative transfer model with the high-22
resolution solar irradiance spectrum and adding a fluorescence term. The radiative transfer 23 model also provides derivatives of high-resolution reflectance spectra. These derivatives are 24 appropriately convolved with the radiance slit function to give derivatives of measured 25 reflectance spectra (matrix K, see below). 26
Hence, key elements of the forward model are a high-resolution solar irradiance spectrum, an 27 atmospheric model, including oxygen absorption cross section data, to describe the 7 and an instrument model to describe the physics of the instrument. These elements will be 1 discussed in more detail below. 2
High-resolution solar irradiance spectrum 3
We use the high-resolution solar reference spectrum by Chance and Kurucz (2010), which has 4 a full width at half maximum (FWHM) of 0.04 nm and is oversampled by a factor of four. 5
The depth of Fraunhofer lines may thus be slightly underestimated. We only investigate 6 effects of spectral resolution of the observation for FWHMs of 0.1 nm and larger to avoid 7 retrieval artifacts due to the solar spectrum's finite resolution. 8
Atmospheric model 9
We choose a simple but generic atmospheric model to describe an atmosphere in which 10 Rayleigh scattering, oxygen absorption, and scattering and absorption by aerosols takes place. 11
The ground surface is modelled as an isotropically reflecting (Lambertian) surface. Since we 12 are interested in the effect of chlorophyll fluorescence, we only consider a vegetated land 13 albedo A s of 0.20 at 758 nm (Koelemeijer et al., 2003) . In some simulations, the albedo is 14 assumed to be independent of wavelength across the spectral window. In other simulations, 15 the surface albedo linearly slopes upward from 0.20 at 758 nm to 0.25 at 770 nm to model a 16 more realistic spectral dependence. 17
Chlorophyll fluorescence is modeled as an isotropic contribution to the upwelling radiance 18 field at the surface in units of 10 12 photons s -1 cm -2 sr -1 nm -1 . The maximum fluorescence 19 emission near the start of the O 2 A band as retrieved by Guanter et al. (2012) is 1.8 mW m -2 20 sr -1 nm -1 (monthly 2° by 2° average). This value corresponds to 0.7 ⋅ 10 12 photons s -1 cm -2 sr -1 21 nm -1 at the start of the spectral window (758 nm). The fluorescence emission F s is fully 22 incorporated in the radiative transfer model: upon transmission to the top of atmosphere, the 23 emission may undergo absorption by oxygen but also Rayleigh scattering and aerosol 24 extinction. In some simulations, the fluorescence emission (in 10 12 photons s -1 cm -2 sr -1 nm -1 ) 25 is assumed to be independent of wavelength across the spectral window. In other simulations, 26 the fluorescence emission linearly slopes downward across the spectral window, such that 27 emission is a factor of two smaller at the end of the window, to model a more realistic spectral 28 dependence. 29
The conventional unit of fluorescence in the literature is mW m -2 sr -1 nm -1 . Fluorescence 1 emissions in our simulations (in 10 12 photons s -1 cm -2 sr -1 nm -1 ) depend on wavelength in that 2 unit. We therefore report simulation results in units of 10 12 photons s -1 cm -2 sr -1 nm -1 . For 3 comparison with previous studies, we convert results into units of mW m -2 sr -1 nm -1 where 4 appropriate, taking 758 nm as the reference wavelength. 5
An aerosol layer is modelled as a layer of particles with an associated optical thickness τ 6 (constant volume extinction coefficient within the layer). Aerosols have a single scattering 7 albedo of 0.95 and a Henyey-Greenstein phase function with asymmetry parameter of 0.7. 8
This represents an average aerosol model as compared to long-term AERONET observations 9 by Dubovik et al. (2002) . Optical thickness, single scattering albedo and phase function are 10 assumed to be independent of wavelength across the spectral window. Optical thicknesses 11 reported in this paper thus hold for wavelengths of the O 2 A band and are denoted as τ (760 12 nm). 13 Furthermore, we take a simplified aerosol profile that consists of a single layer with a fixed 14 pressure difference between top and base of 100 hPa-pressure is the independent height 15 variable. Hence a layer with a mid pressure P mid of 700 hPa is located between 750 hPa and 16 650 hPa. Gaussian points for integration over the polar angle (eighteen streams). Other settings for the 3 radiative transfer calculations are optimized for accuracy as well. 4
It is essential that derivatives are calculated accurately, when assessing whether aerosol and 5 fluorescence parameters can be simultaneously determined from the measurement. 6
Derivatives of monochromatic reflectance with respect to the fit parameters are calculated in a 7 semi-analytical manner using reciprocity (equivalent to the adjoint method; e.g. Landgraf et 8 al., 2001). Such an approach is preferred over numerical techniques (e.g. finite-difference 9 methods), because derivatives can be calculated faster and much more accurately. 10
Instrument model 11
The instrument model contains slit functions for the convolution of high-resolution radiance 12 spectra, irradiance spectra and derivatives. In addition, it contains a noise model to associate 13 radiance and irradiance spectra with noise spectra. In some simulations, we also model a 14 calibration error in reflectance spectra. Measurement noise and calibration errors are used to 15 construct the measurement error covariance matrices Sε. Measurement noise and calibration 16 errors are not added to the simulated reflectance spectra. 17
We assume that measurement noise can be characterized by shot noise. In that case, the 18 signal-to-noise ratio (SNR) of the radiance L is proportional to the square root of the radiance 19 (in photons): 20
(2) 21
In addition, we assume the proportionality factor f(λ i ) to be independent of wavelength. If we 22 know the signal-to-noise ratio for some reference radiance level L ref at some reference 23 wavelength λ i ref , we can calculate the signal-to-noise ratio for any other radiance level at any 24 other wavelength following 25
(3) 26 1 sampling interval Δλ (spectral bin). Finally, we assume the signal-to-noise ratio of the 2 irradiance to be a factor of ten higher than the signal-to-noise ratio of the reference radiance. 3
The default instrument model for this study consists of anticipated instrument characteristics 4 for TROPOMI (Veefkind et al., 2012) . The TROPOMI instrument model will be used in a set 5 of simulations investigating the dependence of retrieval precision on atmospheric parameters. 6
The radiance and irradiance slit functions S at the O 2 A band are flat-topped functions with a 7 full width at half maximum of 0.5 nm: 8
(4) 9
The constant const normalizes the slit function to unit area. The spectral sampling interval is 10 0.1 nm. The signal-to-noise ratio at 758 nm (continuum) is 500 for a reference radiance 11 L ref (758 nm) of 4.5 ⋅ 10 12 photons s -1 cm -2 sr -1 nm -1 . The reference radiance spectrum, which is 12 used for specification of the SNR within the Sentinel-5 and Sentinel-5 Precursor projects, 13 corresponds to a dark scene ('tropical dark', meaning a pure molecular atmosphere with a 14 surface albedo of 0.02, a solar zenith angle of 0° and a viewing zenith angle of 0°). Hence, if 15 clouds or aerosols are present, or if the surface albedo is larger than 0.02, the actual SNR will 16 be (much) larger than 500. Furthermore, we take a multiplicative calibration error in 17 reflectance of 1%, which is the expected radiometric accuracy for the TROPOMI near-18 infrared bands. Calibration errors for different wavelengths are typically strongly correlated 19 and we assume a correlation (e-folding) length of 100 nm, which is the width of TROPOMI's 20 near-infrared detector. 21
In subsequent simulations, we investigate the dependence of retrieval precision on spectral 22 resolution and signal-to-noise ratio. When decreasing the FWHM, we keep the spectral 23 sampling ratio constant (i.e. five) and adjust the spectral sampling interval (Δλ) accordingly 24 (e.g. spectral bin of 0.02 nm at a FWHM of 0.1 nm). We also keep the number of photons 25 entering the detector constant. Hence, signal-to-noise ratio will be scaled according to Eq. 3. 26
Signal-to-noise ratios reported in this paper always are reference values that hold for the 27 default TROPOMI spectral sampling interval of 0.1 nm and the TROPOMI reference radiance 28 at 758 nm mentioned above. 29 1
For various atmospheric states, observation geometries and instrument properties, we simulate 2 reflectance spectra of the O 2 A band using the forward model described in Sect. 2. We 3 associate these reflectance spectra with corresponding measurement error covariance 4 matrices. The forward model also provides derivatives of reflectance spectra with respect to 5 the various fit parameters (e.g. aerosol and fluorescence parameters). We then calculate 1-σ 6 errors in fit parameters by propagating measurement errors and a priori errors according to the 7 optimal estimation formalism (Rodgers, 2000) . 8
In symbols: Let's assume that the forward model F can be linearized for the purposes of an 9 error analysis. We write 10
where R is the vector of measured reflectances, x is the state vector containing the fit 12 parameters and K = !F(x) / !x is the Jacobian matrix (evaluated here at x ). The i th element 13 of R is the reflectance at wavelength λ i . The reflectance is subject to measurement error, 14 which is described by the measurement error covariance matrix Sε: 15
where σε 2 (R i ) is the variance of the noise error in R i , σ calib 2 (R i ) the variance of the calibration 17 error in R i and Δl is the calibration error's correlation length. The noise error and calibration 18 error are calculated according to the instrument model described in Sect. 2.5. The covariance 19 matrix Ŝ describing the error in retrieved parameters x is then given by: 20
in which S a is the covariance matrix describing knowledge of the fit parameters prior to the 22 measurement. We assume that the a priori covariance matrix is diagonal, i.e. a priori errors are 23 uncorrelated. 24
A column of K corresponds to the derivative of reflectance with respect to a particular fit 25 parameter as a function of wavelength (after appropriate convolution with the slit function). If 26 columns of K become strongly linearly dependent, the matrix K T S ! !1 K will be nearly singular 27 and the error in some retrieved parameters (diagonal elements of Ŝ ) can become large (or 1 rather, it becomes limited by the a priori error.) Note that if columns of K are nearly linearly 2 dependent, the solution x will typically also be more sensitive to systematic errors, such as 3 numerical inaccuracies or model parameter errors. 4
Here, we investigate the effect of model parameter errors by including a number of the main 5 model parameters in the state vector and assigning them appropriate a priori errors (cf. 6 retrieval of the 'full state vector'; Rodgers, 2000, section 4.1.2). The a posteriori error 7 covariance matrix then provides the sum of the covariances of retrieval errors due to 8 measurement noise, smoothing errors and model parameter errors. The state vector thus 9 contains the retrieval quantities of interest (aerosol pressure, aerosol optical thickness), other 10 retrieval quantities for which the measurement may contain information (e.g. fluorescence 11 emission), and true model parameters for which the measurement probably does not contain 12 any information (e.g. aerosol single scattering albedo). In the latter case, the posterior 13 covariance is equal to the prior covariance, which affects precision of retrieval quantities 14 through correlations. 15
We calculate retrieval precision for a full state vector and for a reduced state vector. State 16 vector elements and a priori errors are given in Table 1 Guanter et al., 2010) across the O 2 A band, we use a second-order polynomial for the 25 wavelength dependence in the forward model for retrieval to allow the retrieval to account for 26 any residual higher-order spectral variations. Furthermore, the full state vector contains the 27 single scattering albedo (ω), surface pressure (P s ) and the temperature profile (T(p i )). Finally, 28 the measurement error covariance matrix comprises noise errors in case of the reduced state 29 vector, and it comprises noise and calibration errors in case of the full state vector. scattering albedos. We assume that the fluorescence emission is known with an a priori error 1 of 1.0 ⋅ 10 12 photons s -1 cm -2 sr -1 nm -1 ; the 3-σ range then also covers the range of realistic 2 emissions (Guanter et al., 2012). Furthermore, we assume that the surface pressure is known 3 with an a priori error of 3 hPa, which is in agreement with root-mean-square differences 4 between ground station observations and spatiotemporally interpolated 1° by 1° ECMWF 5 fields as found by Salstein et al., 2008 . Finally, we take an a priori error for the temperature 6 profile of 2 K at every pressure level with a correlation length of 6 km. Other important 7 forward model uncertainties that are not considered include the phase function and the 8 presence of multiple aerosol/cloud layers (a single scattering layer is assumed in the retrieval). 9
Note that we assume that a linear error analysis can indeed be performed. In other words, we 10 assume that for a specific atmospheric state the forward model is approximately linear within 11 the measurement and a priori error. If the model is non-linear, convergence may be 12 problematic or multiple minima in the cost function may exist. Investigating the effect of non-13 linearities on convergence and stability of retrieval is beyond the scope of this paper. 14 15 4 Results 16
Dependence on atmospheric parameters 17
In a first set of simulations, we investigate the dependence of retrieval precision on 18 atmospheric parameters and solar and viewing zenith angles. We have used the TROPOMI 19 instrument model described in the previous section. Fig. 3 shows the dependence of precision 20 of aerosol mid pressure (first row), aerosol optical thickness (second row), surface albedo 21 (third row), and fluorescence emission (fourth row) on aerosol optical thickness for three 22 values of the mid pressure of the aerosol layer. The left column corresponds to retrieval of the 23 reduced state vector excluding calibration errors; the right column corresponds to retrieval of 24 the full state vector including calibration errors and uncertainties in additional model 25 parameters. For easy comparison, scales along the y-axes are the same. Results are presented 26 for a solar zenith angle of 50° and nadir viewing direction. We will summarize the main 27 findings. 28
Dependence on fluorescence emission. Fluorescence emissions ranged between zero emission 29 and a maximum emission of 0.7 ⋅ 10 12 photons s -1 cm -2 sr -1 nm -1 at 758 nm (or 1.8 mW m -2 sr -1 nm -1 ). Absolute errors in the main fit parameters are the same when varying fluorescence 1 emissions between zero emission and maximum emission and keeping the a priori error the 2 same. The results presented in Fig. 3 therefore hold for fluorescence emissions in this range. 3
Relative errors in retrieved fluorescence emission of course decrease with increasing 4 emissions. 5
Dependence on aerosol optical thickness. Precision of retrieved aerosol mid pressure and 6 optical thickness generally improves with increasing τ (stronger aerosol signal). One can see 7 that precision of retrieved aerosol optical thickness is slightly worse for an optical thickness 8 of 1.0 compared to an optical thickness of 0.6 when the full state vector is retrieved. This is 9 presumably due to the uncertainty in the single scattering albedo. Precision of retrieved 10 surface albedo and fluorescence emission generally deteriorates with increasing τ (shielding 11 of the surface below the aerosol layer). 12
Dependence on mid pressure. Precision of aerosol parameters generally improves with 13 decreasing pressure (increasing altitude). At larger pressure differences between aerosol layer 14 and ground surface, it is easier to distinguish aerosol contributions from surface contributions. 15
Dependence on solar zenith angle. We have tested retrieval precision for solar zenith angles of 16 0°, 50° and 75° (not shown). Precision of aerosol parameters tends to improve with increasing 17 solar zenith angle. If the solar zenith angle increases, a unit area of surface receives less light 18 (weaker aerosol signal) but path lengths through the aerosol layer are longer (stronger aerosol 19 signal). Apparently, the latter effect dominates. As for the dependence of precision of 20 retrieved fluorescence emissions on solar zenith angle, we cannot make any statements with 21 our forward model. We have modeled fluorescence emission at canopy level as being 22 independent of solar zenith angle. However, the broadband downwelling flux of 23 photosynthetically active radiation depends on solar zenith angle and hence so must the 24 fluorescence emission. 25
Dependence on viewing zenith angle. We have tested retrieval precision for viewing zenith 26 angles of 0°, 50° and 70° (not shown). Precision of aerosol parameters tends to improve with 27 increasing viewing zenith angle (longer path lengths through aerosol layer, hence stronger 28 aerosol signal). Precision of retrieved fluorescence emission typically deteriorates with 29 increasing viewing zenith angle (longer path lengths through aerosol layer, more extinction of Reduced state vector and full state vector. Precision levels for the full state vector are 1 assumed to represent realistic precision levels and they may be compared against scientific 2 user requirements. We see that errors are considerably larger for retrieval of the full state 3 vector compared to the reduced state vector. 4
Dependence on instrument properties 5
In a second set of simulations we investigate the dependence of retrieval precision on spectral 6 resolution and signal-to-noise ratio for retrieval of the full state vector. We assume an 7 atmospheric scenario of an aerosol layer with optical thickness of 0.4 between 750 hPa and 8 650 hPa, vegetated land with an albedo of 0.20 at 758 nm and a fluorescence emission of 9 0.46 ⋅ 10 12 photons s -1 cm -2 sr -1 nm -1 at 758 nm (or 1.2 mW m -2 sr -1 nm -1 ). The solar zenith 10 angle is 50° and the viewing direction is nadir. Recall that reported signal-to-noise ratios are 11 reference values that hold for a spectral sampling interval of 0.1 nm and the TROPOMI 12 reference radiance at 758 nm. The spectral resolution (FWHM) is varied while keeping the 13 spectral sampling ratio constant (i.e. five). Signal-to-noise ratios are scaled with the square 14 root of the spectral sampling interval (amount of light entering detector is constant) 15 However, the improvement of precision when going to finer resolutions is modest, except for 18 the fluorescence emission at high signal-to-noise ratio. 19
Dependence on a priori error in fluorescence emission 20
In a third set of simulations, we investigate the dependence of retrieval precision on the a 21 priori error in the fluorescence emission. We assume the same atmospheric scenario as in 22
Sect. 4.2. Note that given the range of typical fluorescence emissions, an a priori error of 23 1.0 ⋅ 10 12 photons s -1 cm -2 sr -1 nm -1 essentially corresponds to an unconstrained retrieval (i.e. 24 no a priori knowledge). Interestingly, if the a priori error is decreased below this value, 25 precision of retrieved mid pressure, aerosol optical thickness and surface albedo hardly 26 improve in the range tested. We remark that for low optical thicknesses (τ of, say, 0.2) a 27 modest improvement in precision is found (not shown). On the other hand, precision of 28 retrieved fluorescence emission improves if the a priori error is decreased below 1.0 ⋅ 10 12 posteriori error. For example, for an a priori error of 0.1 ⋅ 10 12 photons s -1 cm -2 sr -1 nm -1 , 1 precision of retrieved fluorescence is approximately 0.09 ⋅ 10 12 photons s -1 cm -2 sr -1 nm -1 . 2 3 5 Discussion 4
In this study, we have investigated precision of retrieved parameters for a generic aerosol 5 retrieval algorithm over vegetated land using the O 2 A band. In a number of retrieval 6 simulations, we have described retrieval precision for various atmospheric states, observation 7 geometries and instrument properties. Chlorophyll fluorescence is taken into account in the 8 forward model. Fluorescence emissions are modeled as isotropic contributions to the 9 upwelling radiance field at the surface and they are retrieved along with aerosol parameters. Whether errors in retrieved parameters are acceptable depends on scientific user requirements. 29 perspective by comparing them against the benchmark numbers provided in Table 2 . If we 1 compare these numbers to retrieval precision for the first set of simulations (TROPOMI 2 instrument model), we can make the following observations. For most cases considered, 3 precision of retrieved pressure is below the TROPOMI threshold requirement of 100 hPa for 4 optical thicknesses of 0.5 (at 760 nm) or higher. Precision of retrieved τ is typically between noise. For viewing zenith angles approaching 70°, however, precision may increase up to 11 0.8 ⋅ 10 12 photons s -1 cm -2 sr -1 nm -1 (not shown), which is quite close to the a priori error. 12
We have also investigated the dependence of retrieval precision on the a priori error in the 13 fluorescence emission. As the baseline a priori uncertainty we have assumed a 1-σ error of 14 1.0 ⋅ 10 12 photons s -1 cm -2 sr -1 nm -1 covering the range of realistic fluorescence emissions at 15 the O 2 A band. For the case considered, we have found that precision of retrieved aerosol 16 parameters hardly improves if the a priori error is decreased below this value. A fluorescence 17 emission constraint for aerosol retrieval from the O 2 A band may, for example, be provided in 18 a pre-retrieval step based on a fast fluorescence retrieval using Fraunhofer lines in the 19 continuum. But note that an a priori fluorescence emission from such a pre-retrieval step also 20 has an error, which is supposedly in the range of a priori errors of Fig. 5 (e.g. Buchwitz et al., 21 2013 ). The results then indicate that if the objective of the O 2 A band retrieval is the retrieval 22 of aerosol parameters, precision will hardly benefit from such a pre-retrieval step. Providing a 23 better a priori value in the sense of a starting value for the fit might still help to improve the 24 convergence rate or convergence to the global χ 2 -minimum in case of a strongly non-linear 25 forward model. This needs to be further investigated. 26
In Sect. 4, we have described the dependence of retrieval precision on optical thickness, 27 aerosol layer pressure, fluorescence emission, and solar and viewing zenith angles. We 28 remark that exceptions to the overall trends exist. We have noticed in our work on the O 2 A 29 band that retrieval precision can significantly deteriorate for very specific combinations of optically thin layers over land and may be related (but not limited) to situations of a so-called 1 critical surface albedo (e.g. Seidel and Popp, 2012). This illustrates the importance of a proper 2 error analysis: by calculating derivatives we know whether for a specific retrieved state the 3 system is becoming singular. At this point, it is important to note that these near-singular 4 inversions are characteristic of aerosol retrieval in general and not so much specific for 5 aerosol retrieval over fluorescing vegetated areas. 6
Finally, the dependence of retrieval precision on spectral resolution and signal-to-noise ratio 7 was investigated. Table 3 provides instrument specifications for a number of satellite grating 8 spectrometers that will be operational in the coming years. We have also calculated the 9 respective reference signal-to-noise ratios (indicated in bold) that hold for the TROPOMI 10 spectral sampling interval and TROPOMI reference radiance (as in Fig. 4) . Prospective 11 retrieval precision for the Sentinel-4/5 instruments, OCO-2 and CarbonSat can be directly 12 evaluated in Fig. 4 using values for the spectral resolution and reference SNR from Table 3 . 13
Note that all instruments mentioned in Table 3 are to Rotational Raman scattering is smaller than the contribution due to fluorescence (Vasilkov 30 et al., 2013; Sioris et al., 2003) . At first glance, spectral shapes of the two filling-in effects the respective signals are different. Rotational Raman scattering is well known and can, at 1 least in principle, be included in the radiative transfer calculations. In that case, rotational 2 Raman scattering does not need to be fitted and fluorescence emissions can still be retrieved. 3
It remains to be investigated what the precise effect of neglecting rotational Raman scattering 4 on retrieval of aerosol from the O 2 A band in the presence of fluorescence is. 5
The computational effort for an operational O 2 A band aerosol retrieval algorithm is 6 substantial. The most time-consuming step is the radiative transfer modeling: line-by-line 7 calculations are necessary as oxygen is a strong line absorber. Substantial reduction in 8 computation time can be achieved by using variants of k-distribution methods (e.g. Hasekamp 9
and Butz, 2008). Errors in radiances can be limited, but errors in derivatives may still be 10 substantial. The effect of these approximations on aerosol retrieval also remains to be 11 investigated. 12
In our analysis, we assume that the retrieval solution x was found so that we could perform 13 an error analysis. However, the forward model is typically non-linear and the retrieval 14 solution has to be found in an iterative manner. Hence, the question is raised what the effect is 15 of including fluorescence emission as a fit parameter on the stability of retrieval. We did some 16 preliminary tests, which indicated that retrieval is stable even with starting values differing 17 strongly from true values. Rev. Plant Phys., 42, 313-349, 1991. 27 Kuze, A., Suto, H., Nakajima, M., and Hamazaki, T.: Thermal and near infrared sensor for 28 carbon observation Fourier-transform spectrometer on the Greenhouse Gases Observing Table 1 . State vector elements and a priori errors used for calculating retrieval precision. In 1 case of retrieval of the reduced state vector, the measurement error covariance matrix 2 comprises noise errors, and the surface albedo and fluorescence emissions are assumed 3 constant across the fit window. In case of retrieval of the full state vector, the measurement 4 error covariance matrix comprises noise and calibration errors, and the wavelength 5 dependence of the surface albedo and fluorescence emissions in retrieval is described by a 6 second-order polynomial (three wavelength nodes values of the mid pressure of the aerosol layer. Left column: retrieval of reduced state vector; 2 right column: retrieval of full state vector (for an explanation, see text and Table 1 ). First row: 3 mid pressure (P mid ); second row: aerosol optical thickness (τ); third row: surface albedo (A s ); 4 fourth row: fluorescence emission (F s ). Aerosols have a single scattering albedo of 0.95 and a 5
Henyey-Greenstein phase function with asymmetry parameter of 0.7; the aerosol layer has a 6 pressure thickness of 100 hPa; the ground surface has an albedo of 0.20 at 758 nm and 7 exhibits fluorescence emissions. In case of the reduced state vector, the surface albedo and 8 fluorescence emission are constant across the fit window. In case of the full state vector, the 9 surface albedo linearly slopes upward from 0.20 at 758 nm to 0.25 at 770 nm and the 10 fluorescence emission linearly slopes downward such that emission is a factor of two smaller 11 at the end of the fit window. Note, however, that the full state vector contains the surface 12 albedo and fluorescence emission at wavelength nodes 758 nm, 764 nm and 770 nm: in 13 retrieval these parameters are in principle allowed to depend quadratically on wavelength. 14 Absolute errors were the same across the range of fluorescence emissions investigated (see 15 text). The solar zenith angle is 50° and the viewing direction is nadir. Results hold for the 16 TROPOMI instrument model (FWHM of 0.5 nm). Note that precision values for F s are scaled 17 with a factor 1 ⋅ 10 12 . Results are for the following atmospheric scenario: aerosol layer at 700 hPa with optical 7 thickness of 0.4, default aerosol model, surface albedo at 758 nm of 0.20, and a fluorescence 8 emission at 758 nm of 0.46 ⋅ 10 12 photons s -1 cm -2 sr -1 nm -1 (or 1.2 mW m -2 sr -1 nm -1 ). The 9 solar zenith angle is 50° and the viewing direction is nadir. The reference signal-to-noise 10 ratios hold for the TROPOMI reference radiance at 758 nm and spectral sampling interval of 11 0.1 nm. When varying spectral resolution, signal-to-noise ratios are scaled with the square 12 root of the spectral sampling interval (amount of light entering detector is constant). For 13 details, see Sect. 2.5. Note that precision values for F s are scaled with a factor 1 ⋅ 10 12 . Fig. 4 . The reference signal-to-noise ratio is 500. Note that precision values for F s are 8 scaled with a factor 1 ⋅ 10 12 . 9
