Abstract-Channel-aware scheduling strategies have emerged as an effective mechanism for improving the throughput of wireless data users by exploiting rate variations. The improvement in throughput comes however at the expense of an increase in the variability of the service rate received over time. While the larger variability only has a limited impact on delay-tolerant data transfers, it does severely affect delay-sensitive applications. In order to examine the merits of channel-aware scheduling for the latter users, we consider a wireless system supporting a combination of streaming and elastic traffic. We first examine a scenario with rate-adaptive streaming traffic, and analyze the flow-level performance in terms of transfer delays and user throughputs for various canonical resource sharing schemes. Simulation experiments demonstrate that the analytical results yield remarkably accurate estimates, and indicate that channelaware scheduling achieves significant performance gains. Next we investigate a scenario where the streaming sources have an intrinsic rate profile and stringent delay requirements. In that case, channel-aware scheduling yields only modest performance gains, and may even be harmful.
I. INTRODUCTION
Wireless networks are rapidly evolving to support a wide variety of high-speed data applications, in addition to conventional voice services and current low-bandwidth data services such as short messaging. The integration of these heterogeneous applications on a common platform raises similar challenges as in wireline integrated networks. In wireless environments, these issues are further exacerbated by interference problems, intrinsically limited bandwidth, and highly variable and unpredictable propagation characteristics. Specifically, the channel quality may dramatically differ among spatially distributed users due to distance-related attenuation. In addition, the channel conditions for a given user may significantly vary over time because of fading effects.
Wireless voice networks typically rely on power control mechanisms for adjusting the transmit power to compensate for the varying channel quality and maintain a fixed transmission rate. Various data applications on the other hand, such as file transfers and Web browsing sessions, do not have a stringent rate requirement and are less sensitive to packetlevel delays. Such elastic applications are well-suited for rate control algorithms which dynamically adapt the transmission rate over time so as to track the fluctuations in channel quality while transmitting at constant power.
The capability of dynamic rate control, combined with the relative delay tolerance of data applications, opens up the possibility of scheduling transmissions so as to achieve throughput gains. A particularly attractive approach is to use channel-aware scheduling strategies, such as the Proportional Fair algorithm for the CDMA 1xEV-DO system [1] - [3] , which schedule the transmissions to the various users when their instantaneous channel conditions are relatively favorable. While channel variations are considered to have an adverse impact on constant-rate voice connections, they thus provide the opportunity to improve the throughput of elastic data transfers.
The design and analysis of channel-aware scheduling strategies has attracted tremendous interest over the past several years [4] - [20] . Although the construction of efficient scheduling algorithms for delay-tolerant data transfers is well understood, the extension to delay-sensitive applications adds a dimension of complexity. Exploiting rate variations while satisfying packet-level Quality-of-Service requirements entails major challenges, both in terms of theoretical aspects and practical issues. In particular, the improvement in throughput comes at the expense of a larger variability in the service rate over time, which may be compounded by temporal correlations in the channel quality. While the increase in variability hardly affects delay-tolerant data transfers, it does have a severe impact on delay-sensitive applications, and thus the actual scope for performance gains remains unclear.
The impact of channel-aware scheduling strategies on packet delay has been studied in [21] . The authors specifically consider a max-throughput policy where at each scheduling instant the user with the best channel is selected. The delay is defined as the minimum number of scheduling instants that guarantees all n users successfully receive m packets. As n increases, the expected delay seems to converge to n log n, with the convergence being slower as m increases. For delaysensitive applications, such a delay may be unacceptable.
Scheduling strategies suited to delay-sensitive applications that maintain some notion of channel-aware scheduling, have received significant attention in the literature [6] , [15] , [22] - [24] . We will review some of the proposed strategies in Section III-C. We note here that these studies consider infinite backlogged users [23] and/or a fixed number of users [6] , [15] , [22] - [24] .
In the present paper we consider a wireless system supporting a combination of elastic and streaming traffic. Rather than pursuing any specific scheduling algorithm, we analyze the flow-level performance for various generic resource sharing paradigms. Building on the analysis in [25] , we first examine a scenario with rate-adaptive streaming users, and show that the flow-level performance may be evaluated by means of a Processor-Sharing type model, with a state-dependent service rate function that captures the properties of the scheduling algorithm. Simulation experiments demonstrate that the analytical results provide surprisingly accurate estimates for flowlevel performance measures such as the transfer delays experienced by the elastic flows, as well as the throughputs obtained by the streaming users. The results indicate that channel-aware scheduling offers substantial performance gains, both to the elastic flows and to the streaming users, and also reveal some intriguing non-monotonicity properties. In particular, if the streaming traffic is served in a channel-oblivious manner, then the transfer delays incurred by the elastic traffic may be nonmonotone in the offered load. We further investigate a scenario where the streaming sources have an intrinsic rate profile and stringent delay requirements, and observe that channel-aware scheduling brings only marginal performance gains, and may even have a detrimental effect. In fact, we find that little is sacrificed by simply granting absolute priority to the streaming users over the elastic flows.
The remainder of the paper is organized as follows. In Section II we present a detailed model description. In Section III we analyze the long-term throughput for a static user population in various resource sharing scenarios. We use these results in Section IV to evaluate the flow-level performance in a dynamic setting where users come and go over time as governed by finite random service demands. In Section V we discuss the numerical experiments that we conducted to validate the analytical results and quantify the performance gains from channel-aware scheduling. We make some concluding remarks in Section VI.
II. MODEL DESCRIPTION
We focus on a single base station supporting a combination of streaming and elastic traffic. The base station operates in a time-slotted fashion. In each slot, the base station serves at most one of the users, as will be described in more detail below.
There are K classes of streaming traffic. Class-k streaming connections arrive as a Poisson process of rate ν k , and have generally distributed holding times with mean τ k . Define σ k := ν k τ k as the traffic intensity of the k-th streaming class. The time-average transmission rate of class-k connections is D k . The instantaneous transmission rates of classk connections vary over time, and the relative fluctuations around the time-average values are distributed as some random variable Z k . Note that there is no essential loss in assuming the rate attributes to be identical within classes, since one can easily introduce auxiliary classes to capture heterogeneous characteristics.
There are L classes of elastic traffic. Class-l elastic flows arrive as a Poisson process of rate λ l , and have generally distributed sizes F l (in bits). The time-average transmission rate of class-l flows is C l . The instantaneous transmission rates of elastic flows also vary over time, and the relative variations around the time-average values are distributed as some random variable Y , which we assume to be common to all classes. Denote by B l := F l /C l the service requirement of class-l flows (in seconds), with mean β l := E [F l ] /C l , and define ρ l := λ l β l as the offered traffic of the l-th elastic class.
Note that the holding times of streaming users, when admitted into the system, do not depend on the amount of service received, and are thus independent of the level of congestion. In contrast, the elastic flows do not leave the system until the cumulative amount of service received equals their size, so that their delays do depend on the degree of competition for service.
III. STATIC USER POPULATION
We first consider the (normalized) throughput of the elastic traffic for a static population ofm = (m 1 , . . . , m K ) streaming users andn = (n 1 , . . . , n L ) elastic flows. By normalized throughput, we mean the rate at which the normalized amount of work in the system is reduced per unit time. The normalized amount of work is simply the sum of the remaining service requirements of the active users (in seconds), i.e., the sum of the remaining flow sizes normalized by the time-average transmission rates of the corresponding users (in bits per second). In the next section, we will use these results in order to analyze the flow-level performance in a dynamic context where flows come and go over time as governed by random, finite-duration/size service demands. Evidently, the throughput of the elastic traffic depends on exactly how the transmission resources are shared between the streaming users and elastic flows, and in particular on how time slots are assigned. Below we will determine the throughput in various scenarios of interest.
A. Channel-oblivious scheduling
We first assume that each of the class-k streaming users receives a fraction α k (m, n) of the time slots, with n := L l=1 n l , irrespective of the actual channel conditions. The remaining time slots are fairly shared among the elastic flows, also regardless of the feasible transmission rates. Thus the (normalized) throughput of the elastic traffic is
and the long-term throughput obtained by each of the class-k streaming users is
w l m l + n), modeling weighted sharing for adaptive streaming traffic, which reduces to fair sharing for w k = 1 for all k = 1, . . . , K.
Next, we assume that each of the class-k streaming users still receives a fraction α k (m, n) of the time slots, irrespective of the actual channel conditions, but that the remaining slots are divided among the elastic flows in a channel-aware manner. Specifically, the elastic flows are allocated time slots according to a weight-based scheduling strategy, where class-l flows are assigned a weight w l = 1/C l , reciprocal to their timeaverage transmission rate. A weight-based strategy allocates time slot t to user i * identified by the largest product of
is the feasible rate of the i-th class-l user at time t, and Y li (t) i.i.d. copies of the generic random variable Y with E [Y ] = 1. As proved in [6] , [9] , [25] , the class of weight-based scheduling strategies is throughputoptimal, in the sense that any achievable throughput vector can be achieved for suitably chosen weights. As argued in [25] , the Proportional Fair scheduling algorithm for the 1xEV-DO system behaves approximately like the above-described weight-based scheduling strategy which assigns weights w l = 1/C l to class-l flows. Then,
The latter assumption is roughly valid when the users have independent Rayleigh fading channels and the feasible rate is approximately linear in the SNR (signal-to-noise ratio). The latter approximation is reasonably accurate when the SNR is not too high. In case
and
B. Channel-aware scheduling
We now assume that the streaming users are allocated slots in a channel-aware manner as well. Specifically, class-k streaming users are assigned weights v k (m, n). In that case, the throughput Hm(n) of the elastic traffic may be formally expressed as
while the long-term throughput T k (m, n) of each of the classk streaming users is
. . , K, the above expressions reduce to
respectively.
C. Queue-sensitive scheduling
Queue-or delay-based scheduling policies have been widely proposed for scheduling streaming users [6] , [15] , [22] , [23] . In [22] a feasible Earliest Due Date (FEDD) policy is proposed where at each slot the scheduler chooses the user with the earliest deadline among users in a good channel state. The authors observe that this policy is not always throughputoptimal. The Modified Largest Weighted Delay First (M-LWDF) policy proposed in [6] schedules user i * such that
is the head-ofthe-line packet delay for user i at time t, µ i (t) is its data rate at time t and γ i and β are arbitrary positive constants. The authors recommend a value of γ i = a i /μ i for user i where the a i is a weight that may be based on delay requirements, andμ i is the user's long-term average data rate. This policy tries to balance weighted delays, and for the given choice of γ i , reduces to a channel-aware scheduling strategy when the users are otherwise equal. The exponential rule introduced in [6] and analyzed in [15] schedules the
and N is the total number of users. This rule tends to equalize weighted delays when the differences are large, and falls to the Proportional Fair policy when the differences are small. In [23] the authors propose a utilitybased scheduling algorithm, where the users are scheduled such that the total utility is maximized. The utility for a given user is defined as some concave function of the head-of-line packet delay. Large-deviations results for opportunistic queuebased scheduling policies may be found in [24] .
While all these policies tend to optimize some given objective, the amount of information required at the scheduler, such as packet delays, queue lengths, weighted sum of packet delays, etc., may make these policies impractical. Furthermore,
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all these papers consider a fixed number of users, whereas in a realistic scenario users come and go as they commence and complete finite service demands. In such settings userlevel performance measures such as long-term throughputs and transfer delays become more relevant. Note also that the same scheduling metric, some function of packet delays or queue backlogs, is applied to all users, whereas elastic users are delay-tolerant.
A modification to such scheduling policies where delaytolerant elastic users are not scheduled based on queue lengths, is to choose at time t, a user i * (t) as follows:
where N = m + n, the weights w i and v i are as discussed above, Q i (t) is the queue length of user i, and for each user f (·) is some function of the queue length. When streaming users have large queues, such a policy gives them priority over elastic users. As their queue lengths become small, the scheduling falls back to a channel-aware scheduling strategy.
The throughput Hm(n) of the elastic traffic is:
D. Priority scheduling
When the streaming users have an intrinsic rate profile, a simpler policy is one that gives strict priority to streaming users, regardless of the channel conditions. This policy serves streaming users as long as there are packets in their queues, and serves elastic users in a channel-aware manner once streaming users have been served. The normalized throughput of the elastic traffic is then:
The numerical experiments in Section V show that the performance of elastic traffic under this simple policy hardly suffers as compared to that with a queue-based policy.
IV. FLOW-LEVEL PERFORMANCE
In the previous section we considered the (normalized) throughput of the elastic traffic for a static population ofm = (m 1 , . . . , m K ) streaming users andn = (n 1 , . . . , n L ) elastic flows. We showed that in various scenarios the throughput of the elastic traffic could be described (or approximated) by some function Hm(n), which depends onn through the total number of elastic flows n = n 1 + · · · + n L only. The exact nature of the function Hm(n) and the dependence onm and n is determined by the detailed mechanics of the resource sharing at the slot level.
We now use these results in order to analyze the flow-level performance in a dynamic setting where flows come and go over time as governed by random finite-duration/size service demands as described in Section II. We assume that the length of the time slots is short relative to the duration/size and arrival frequency of the service demands. Thus, the resource sharing at the slot level operates on an extremely fast time scale compared to the flow dynamics, making it natural to analyze the flow-level performance in continuous rather than discrete time. The continuous-time, dynamic setting naturally inherits its service characteristics from the discrete-time, static scenario. Specifically, we assume that the instantaneous service rates for any given user population in the dynamic setting coincide with the long-term throughputs for that population in a static scenario.
A. Streaming traffic
We first consider the streaming traffic. Recall that the holding times of streaming users, when admitted into the system, do not depend on the amount of service received, and are thus not affected by the presence of the elastic traffic. We additionally assume that streaming traffic is admitted as long as the resulting configuration of streaming users remains 'admissible'. Specifically, let us suppose that the set of admissible configurations is given by S ⊆ N K . Note that this set may depend on the number of elastic flows. If we consider no admission control for elastic flows, then in order to avoid instability, S = {m :
Hm(n) = lim n→∞

Hm(n).
If we impose admission control on elastic flows as well, then the admissible region for streaming users will depend on the number of elastic flows. Admission control for elastic flows may be based on a maximum number of flows or some minimum rate requirement. In the case of admission control for elastic flows based on a minimum data rate, we have S = {m :
. . , L} , where c str min and c el min are minimum data rates for streaming and elastic flows, respectively. We refer to [26] for an extensive discussion of integrated admission control in a wireline context. Then the configuration of streaming users evolves as the population of customers in a loss system with state space S and offered traffic σ 1 , . . . , σ K of the various classes. In particular, the number of streaming users of the various classes has a Kdimensional truncated Poisson distribution with parameters σ 1 , . . . , σ K :
B. Elastic traffic
We now turn to the elastic traffic. We first consider the flow-level performance in the presence of a static populationm = (m 1 , . . . , m K ) of streaming users. As mentioned above, we assume that the instantaneous service rates in the dynamic setting coincide with the long-term throughputs in a static scenario. Thus, each of the elastic flows receives service at rate Hm(n)/n when there are n elastic flows in total. We additionally assume that elastic traffic is admitted as long as the total number of elastic flows n does not exceed a certain threshold Um, which may depend on the configuration of streaming usersm. Thus, the configuration of elastic flows in the dynamic setting behaves as the population of customers in a Processor-Sharing system with arrival Society subject matter experts for publication in the IEEE INFOCOM 2007 proceedings. rates λ 1 , . . . , λ L , generic service requirements B 1 , . . . , B L , admission threshold Um and state-dependent service rate Gm(n). Let (Nm ,1 , . . . , Nm ,L ) be a random vector representing the number of elastic flows of the various classes at an arbitrary epoch. Denote by Nm := Nm ,1 + . . . , Nm ,L the total number of elastic flows in the system. Given that there are n l elastic class-l flows in the system, let B r l,i be the remaining normalized service requirement of the i-th class-l flow. The flow-level performance of the elastic traffic then follows from standard results in [27] , [28] .
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Proposition 1: In case ρ < H * m or Um < ∞,
Hm(i), and normalization constant
In particular,
and the blocking probability is given by
Using Little's law, we find that the mean transfer delay experienced by a class-l elastic flow is given by
The above formula reflects the celebrated insensitivity property of the Processor-Sharing discipline, which shows that the mean delay of a class-l flow only depends on the service requirement distribution of class l through its mean β l . In fact, it may be shown that the conditional expected delay of any flow with actual service requirement b is given by
Thus, the expected transfer delay incurred by an elastic flow is proportional to its normalized service requirement, with factor of proportionality E [Nm] /(ρ (1 − pm) ). The latter property embodies a certain fairness principle, which means that flows with larger service requirements tend to experience longer delays. Recall that the normalized service requirement encapsulates both the file size and the time-average transmission of a flow, and is expressed in time units rather than data bits.
C. Quasi-stationary regime
In the previous subsection we analyzed the flow-level performance of the elastic traffic in the presence of a static population of streaming users. We now consider a scenario where the configuration of streaming users is no longer static, but also varies over time. As described above, the number of streaming users of the various classes then follows a Kdimensional truncated Poisson distribution with parameters ρ 1 , . . . , ρ K .
In order to obtain a tractable result, we will assume that the flow-level dynamics of the streaming traffic occur on a relatively slow time scale compared to those of the elastic traffic. In the limiting scenario, referred to as quasi-stationary regime, a complete separation of time scales occurs, and the elastic traffic will approximately reach some sort of steady state in between changes in the population of streaming users. In that case, the flow-level performance of the elastic traffic may be obtained by weighing that derived in Proposition 1 with the corresponding distribution for the streaming traffic specified above. The quasi-stationary regime will tend to provide an accurate approximation when the typical duration of the elastic flows is significantly shorter than the holding time of the streaming users. We refer to [29] for a similar analysis of an integrated system in a wireline setting.
Proposition 2: In case ρ < H * m or Um < ∞ for all m ∈ S,
with πm as specified above. In particular,
D. Fluid regime
As mentioned above, the configuration of streaming users is not influenced by the presence of the elastic traffic, as long as the admission of streaming traffic does not take the elastic flows into consideration. However, the amount of service received by the streaming users does depend on the interaction with the elastic traffic.
In order to evaluate the average obtained throughput, we will assume a separation of time scales as above. From the perspective of streaming flows then, the system is in a fluid regime. In this case, the average throughput received by a class-k streaming user may be determined as
with πm as specified above, and
and T k (m, n) the long-term throughput received by a class-k streaming user in a static scenario withm = (m 1 , . . . , m K ) streaming users and a total number of n elastic flows as derived in Section IV-A. Note that the admissible region for streaming flows, S, may depend on the number of elastic flows as discussed in Section IV-A.
V. NUMERICAL EXPERIMENTS
We now present the numerical experiments that we conducted to validate the analytical results and compare the gains from channel-aware scheduling in terms of flow-level performance in various scenarios as described in the previous sections. We evaluate the mean transfer delay incurred by elastic flows and the mean throughput received by streaming users, for the case of both a fixed number and dynamic population of streaming users. Throughout the mean size of the elastic flows is assumed to be 60 Kbytes. Rate-adaptive streaming users are considered in Sections V-A and V-B, while streaming sources with an On-Off rate profile are studied in Section V-C. In case of a dynamic population of streaming users, the mean holding time is τ = 167 s. Throughout, channel-oblivious refers to channel-oblivious scheduling of streaming users and similarly channel-aware pertains to channel-aware scheduling of streaming users. Elastic flows are always scheduled in a channel-aware manner.
The system operates in a time-slotted fashion, with a slot duration of 1.67 ms as in the CDMA 1xEV-DO system. The simulations were run for 10,000,000 slots, or about 16,700 seconds of real time. We assume that users have independent Rayleigh fading channels, and consider two scenarios for the distribution of the time-average Signal-to-Noise Ratio (SNR): (i) statistically homogeneous users each with a time-average SNR of 0 dB; (ii) heterogeneous users with a time-average SNR uniformly distributed on [−5, 7] dB. The instantaneous transmission rate of a user as a function of the instantaneous SNR is determined according to the CDMA 1xEV-DO rate table [1] .
In case of a fixed number of streaming users m, the analytical estimate for the mean transfer delay of elastic flows is calculated from Equations (7)- (11) . The mean throughput of streaming users is computed from Equation (16), with Pr [N m = n] determined by Equation (8) . In case of a dynamic population of streaming users, we use the quasi-stationary approximation in Equations (12)- (14) for the mean transfer delay of the elastic flows, and the fluid approximation in Equation (15) and T (m, n) depend on the specific scenario of interest; in the 'channel-oblivious' case, Equations (2) and (3) are invoked, whereas in the 'channel-aware' case, Equations (4) and (5) are used.
A. Homogeneous channel statistics
We first consider statistically homogeneous users with a time-average SNR of 0 dB. Figure 1 displays the mean transfer delay incurred by elastic flows (top) and the mean throughput received by streaming users (bottom) as a function of the arrival rate of elastic flows, for a static population of m = 2 streaming users. By scheduling streaming users in a channel-aware manner, the transfer delay experienced by elastic flows increases by a limited amount at low load, and even less so at higher load. The throughput enjoyed by the rate-adaptive streaming users, however, increases quite significantly. Figure 2 shows results for a static population of m = 8 streaming users. We observe that the mean transfer delay is non-monotone in the offered load of the elastic traffic when the scheduling is channel-oblivious among streaming users. This remarkable observation may be explained as follows. As the elastic load and hence the number of active flows go up, two opposite effects occur: (i) the scheduling gain increases (favorable); and (ii) the fraction of time slots per active flow decreases (unfavorable). At low load, the favorable impact dominates the unfavorable effect, since some additional time slots are taken away from the streaming users, and the function G(·) in (1) rises sharply, reducing the transfer delay. At higher load, the balance reverses, since the elastic flows essentially start competing among themselves, and the function G(·) flattens out, yielding an increase in the transfer delay. Such a phenomenon does not occur when streaming users are also scheduled in a channel-aware manner because the growth in the function G(·) then already levels off at low elastic load.
We now turn to a dynamic population of streaming users. Figure 3 shows that for an offered streaming load of σ = 8, the throughput obtained by the streaming users increases with channel-aware scheduling. We further observe again the nonmonotonicity in the transfer delays experienced by the elastic flows. Also, note that the analytical results provide highly accurate estimates of both the mean transfer delays of the elastic flows and the mean throughputs of the streaming users.
B. Heterogeneous channel statistics
We now consider heterogeneous users with a time-average SNR uniformly distributed on [−5, 7] dB. Figures 4 and 5 show that channel-aware scheduling continues to yield substantial throughput gains for the streaming users, without significantly affecting the elastic flows. The non-monotonic behavior of the transfer delays experienced by elastic flows manifests itself again, both for a fixed and a dynamic population of streaming users as in Figures 4 and 5 , respectively. The analytical results continue to provide reasonably accurate estimates, despite the fact that the underlying assumption of symmetric relative rate fluctuations no longer strictly applies.
C. Streaming users with an On-Off rate profile
We now consider a scenario where the streaming users are no longer rate-adaptive, but have an intrinsic rate profile. Specifically, the streaming users have queues driven by exponential On-Off sources, each with a peak rate of 32 Kbits/s, mean On-periods of 100 ms, mean Off-periods of 100 ms and a transmit buffer of 800 bytes, corresponding to a delay tolerance of 200 ms. The Rayleigh fading is simulated using Jakes model, with a Doppler frequency of either 5 or 50 Hz.
We first consider the same scheduling strategies as before, with the only change that streaming users are not scheduled when their queues are empty. (In fact, the streaming users are not scheduled when their queues are below a threshold of 480 bits. We note that without such a threshold, the performance may severely degrade due to partial slot filling effects, especially when the streaming users receive priority over the elastic flows.) The analytical estimate for the mean throughput of the elastic flows is obtained using Equation (6) . The actual throughput is likely to be somewhat lower, since the streaming users tend to get scheduled at lower-than-average rates and thus take away a higher fraction of the slots when they generate bursty traffic and the channel processes are correlated over time, as is reflected in Figures 8 and 9 . Figure 6 presents the transfer delays incurred by the elastic flows (top) and loss rates suffered by streaming users (bottom) for a Doppler frequency of 50 Hz. Figure 7 graphs similar results for a Doppler frequency of 5 Hz. The performance experienced by the elastic flows is not impacted a great deal by whether the scheduling for streaming users is channelaware or not, at either Doppler frequencies. At a low Doppler frequency, the loss rate sustained by the streaming users increases significantly with channel-aware scheduling at high load, due to the longer delays in the presence of finite buffers.
We finally consider queue-based and priority scheduling for streaming users. Figures 8 and 9 depict the mean transfer delays incurrred by elastic flows at Doppler frequencies of 50 Hz and 5 Hz, respectively. For these figures "channeloblivious + priority" refers to priority scheduling for streaming users without any consideration of channel conditions and "channel-aware + priority" pertains to a weighted-queue-based scheduling for streaming users, where the weight is set to the instantaneous transmission rate. Referring to Section III, the latter means v k (m, n) = 1/D k . We do not show the corresponding results for streaming users here, because they enjoy excellent performance with priority scheduling as evidenced by negligible loss rates throughout.
These results show that the mean transfer delay incurred by elastic flows is not significantly impacted by priority scheduling of streaming users, channel-aware or not. This suggests granting priority to streaming users as a simple operational rule, with channel-aware scheduling of streaming users being of somewhat lesser importance.
VI. CONCLUSION
We have examined resource sharing paradigms in shared downlink networks such as CDMA 1xEV-DO, with a mix of streaming and elastic traffic. We have analyzed the flowlevel performance for various scheduling strategies. Analytic evaluation was compared with extensive simulation results. We have observed that channel-aware scheduling offers significant performance gains for elastic users and for rate-adaptive streaming users. For a scenario of streaming users with a given rate profile and correlations in the channel, we demonstrated a detrimental effect on the performance of streaming users, with marginal gains for elastic users. Furthermore, we observed that under a simple scheduling strategy with strict priority to streaming users the elastic users suffered little loss in performance.
