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Abstract. In this paper, the possibilities of using combinations of Gaussian models for the 
problems of describing two-dimensional models are investigated. It is proposed to use 
multidimensional deep Gaussian models as the basis for such a description. The tasks are 
formalized, the solution of which is necessary for the correct training of these models from 
single images. In the framework of solving these problems, a consistent Bayesian derivation of 
the parameters of the corresponding deep Gaussian models was performed. In the framework 
of experiments to simulate images of different types, the consistency of the found relations is 
shown.  
1. Introduction 
Today, methods for processing multidimensional signals received an extra momentum. The demand 
for such methods comes from a wide spectrum of applications, e.g. quality enhancing video equipment 
and security systems. With contemporary efficient computational resources, many of these established 
in theory algorithms are feasible in practice now. Algorithms for processing multidimensional data 
divided into two representative groups. The first group suggests the usage of prior information based 
on expert knowledge about data and algorithmic specifics. The quality of the prior defines the 
performance of the model, that is how well the mathematical model characterizes the original signal 
attributes. The second group learns a function that maps an input to output given training data of input-
output pairs and it is called supervised learning. The supervised learning does not require subtle prior 
expertise to tune the model beforehand. A training procedure with a reasonable loss function 
determines the efficiency of a supervised model to fit the data pattern. We are interested in bringing 
advantages from both of these two approaches. In this work, we consider such a combination by using 
deep Gaussian processes introduced first by Damianou and Lawrence [1]. Salimbeni and Deisenroth 
[6] marked significant progress for Bayesian methods in multidimensional processing and handing 
non-stationary tasks. van der Wilk et al. [8] successfully incorporated the convolutional structure into 
the Gaussian process to improve image classification on MNIST and CIFAR-10 datasets. Another 
successful method [9] exploited the modified version of the EM algorithm. However, Viroli and 
McLachlan [9] solution is limited to a mixture of Gaussian distributions and can not describe a 
pronounced structure of the image data. We propose an image generation and correction method built 
on top of the idea of Variational Autoencoders [3] by replacing the decoder part with a deep Gaussian 
process. We show our results of image generation and image reconstruction for the model trained on 
the MNIST dataset. The target applications for such an algorithm are a signal restoration, passed 
through a communication channel with interference, as well as the recreation of overlapped objects 
with foreground obstacles in the image.   
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2. Deep Gaussian processes 
Images are high-dimensional and highly structured, and so simple kernels which impose only 
smoothness assumptions are unlikely to work well. Recently, van der Wilk et al. [12] showed that 
convolutional structure can be efficiently incorporated into Gaussian processes (GPs), and that this 
significantly improved performance on image classification tasks. Since we use their method as a 
starting point, we review the construction here. 
Van der Wilk et al. [11] construct a kernel for functions from images of size       to real-
valued responses       . Their starting point is a patch response function        g operating 
on patches of the input image of size      . The response to a particular image is found by 
taking a weighted sum of the patch response function applied to all                
   overlapping patches. Placing a GP prior on      implies a GP prior on     : 
           
                          
 
   
                                                             
                     
          
 
      
                                                               
Damianou and Lawrence [1] consider the ways of generalization of the presented approach through 
the use of deep Gaussian processes (DGP). A Deep Gaussian process is a Bayesian model built as a 
hierarchical composition of multiple Gaussian processes. Here, we consider stacked deep Gaussian 
processes akin deep neural networks. We define a prior on a vector valued stochastic functions      , 
     ,…,       for each layer. Inference in a deep GPs is hard and approximations need to be made, 
both to estimate the log marginal likelihood and for making predictions. For example, Damianou and 
Lawrence [1] makes strong independence assumptions and uses mean-field variational approach. 
Meanwhile, Salimbeni and Deisenroth [3] propose an elegant way of using a bound for log evidence. 
In our work, we study a deep GPs represened as: 
                    , 
                    
Here, we introduce a different deep Gaussian process, inspired by the formulation of Damianou and 
Lawrence [1], that introduces additive noise between the layers and propose a particular parametric 
form for the varational approximate posterior of         that leads to a bound which is much less 
computationally demanding. The derived bound consists of a parametric datafit term, which 
computationally and conceptually looks very similar to the neural network objective, and a non-
parametric penalty term for each of the GPs - combining the best of both approaches. 
3. Model Inference 
Our models contains two components: encoder and decoder. The encoder in our case is 3 layer 
convolutional neural network. We train our model with a dataset          
 , consisting of N images 
    
 ,      , and are interested in using the deconvolutional kernel for image generation and 
density estimation. The task is to learn a map function      from a low-dimensional latent space to 
images. Let’s review the variational inference scheme for latent variable models. 
Latent variable models such as Variational Autoencoder [3] and GP-LVM [4, 7] are common in 
machine learning. Variational Autoencoder is an example where the mapping is trained with 
maximum likelihood, whilst in GP-LVM the mapping is learnt using approximate Bayesian inference. 
In latent variable models, we assume that each data point is generated by drawing a continuous 
random variable passed  , and then passing it through a complex, non-linear function. We make 
observations through the likelihood          . 
The task is to learn both the posterior distribution over the latent variables       , and the mapping 
    . For a given mapping     , the density implied over the observations is given by the marginal over 
the latent space. Since the data is assumed to be i.i.d., this turns into a sum over the data: 
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When performing maximum likelihood inference, we want to find the single function      which 
maximises the integral above. When      is non-linear, the integral becomes intractable. Kingma and 
Welling [3] tackle this by optimising a variational approximation to eq:lml instead, using a factorised 
variational distribution        . This leads to the well-known Evidence Lower BOund (ELBO) used 
in Variational Autoencoders.  
                        
 
                                                      
 
   
 
Note that we always take expectations w.r.t. the variational distribution of the random variable, 
except when explicitly stated otherwise, and KL terms are defined as                      . 
In order to improve performance in low-data regimes, we adopt a Bayesian approach, and focus on 
finding an approximation to the posterior over     , instead of finding a single maximum likelihood 
estimate. We choose a DGP [1] as our prior on     . 
Deep Gaussian processes are promising models that allow us to specify priors on flexible functions 
with compositional structure, analogous to deep neural networks. By combining compositional 
structure in the model, with the ability of Gaussian processes to represent uncertainty, we hope to 
create models with the performance of deep networks, but with performance which degrades 
gracefully in the low-data regime. Training the model with the additional prior over      consists of 
finding approximations to the posterior over all constituent GP mappings, as well as finding good 
settings for any hyperparameters, such as the likelihood noise. We can use the same variational 
approach as in eq:vae-bound, only extending to finding posteriors over our functions           
  as 
well. Again, we start with the marginal likelihood, differing only in that we now integrate out the 
functions we want to learn as well: 
                                  
               
 
   
 
   
 
We follow Salimbeni and Deisenroth [6] to derive a practical and convenient ELBO for deep 
Gaussian processes, which takes advantage of the accuracy and ease of implementation of doubly 
stochastic variational inference, it is very 2 similar to Eq. 1 with the addition that the mapping function 
     needs to be integrated out from the log marginal likelihood 
                                  
 
                                                
where                                  ,  the KL divergence between the approximate posterior and 
prior distributions for       [5]. 
We are left with specifying the variational distribution for the latent functions. We follow Hensman 
et al. [2] and choose sparse GPs for each layer                              , where          and 
    
  are inducing outputs corresponding to the inducing inputs   ,         so that    
            
 . We choose                    to be conjugate to            , which means that the 
integral can be calculated analytically. The result is a new sparse GP for each layer          
                  with closed-form mean and variance 
         
         
    , 
                
         
                 
        , 
where       is the matrix obtained by evaluating the kernel on every inducing input pair           
and        is a vector equal to           
 . Finally, the KL terms over the latent functions       in 
eq:dgp-bound, using the results of Matthews et al. [5], simplify to                  ], which is closed-
form, since       and       are both Gaussian. 
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4. Experiments  
We test our deconvolutional deep Gaussian process model on MNIST and Fashion-MNIST datasets. 
Both datasets have 28 × 28 images. The MNIST has 6000 images, which we split on training and 
testing sets with size 50000 and 10000 respectively. In turn, the Fashion-MNIST consists of 70000 
images and we split it in the same way as the MNIST dataset - 50000 of training images and 20000 
testing images. The encoder part of our model is a 3 layer convolutional neural network. The neural 
network output is the low dimensional vector RM, and we set M equal to 10. The decoder in the 
experiment consists of a latent variable layer and followed by a deconvolutional Gaussian process 
layer such that the shape of the generated image equals the shape of the input. This pair can be 
considered as deep deconvolutional Gaussian process stack. Unfortunately, the training time increases 
significantly, when we add more deep GP layers to the model. We ran training of the model using the 
TensorFlow framework until convergence on Nvidia GTX1080ti graphical card. We fixed the mini-
batch size equal 128 - maximum allowed value for this type of GPU because of the memory 
constraints. We pass test images to our model to generate samples and show in 1 that the model 
captures correctly the class of the objects which it needs to generate. Although, yielded by the model 
images suffer from a lack of details. The blurring effect might be related to the fact that we don’t use 
many layers at image generation decoder and our kernel is too smooth. 
 
Figure 1. Generated samples from posterior predictive density given new observation. On the left, 
samples from the model trained on Fashion-MNIST dataset and, on the right, samples from the model 
trained on MNIST dataset accordingly. 
5. Conclusion 
In this paper, formalized approaches to the use of multidimensional deep Gaussian processes for the 
description of flat images. The found approaches can be used for the formation and expansion of 
training samples of images that are necessary for various types of neural networks. The presented 
mathematical apparatus can be used to solve the important problem of recovering lost image 
fragments.  
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