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Kapitel 1
Einleitung
Auf Finanzmärkten haben zufällige Schwankungen von Finanzmarktdaten über die
Zeit, die Volatilität, große Bedeutung, weil der Wert z.B. von Aktien, Optionen und
anderen Wertpapieren hiervon stark beeinusst ist. Die Schwankungen können im
Lauf der Zeit stark variieren. So lösen ruhige Perioden mit kleinen Schwankungen
turbulentere Perioden mit größeren Fluktuationen ab. Obwohl sich also die Vola-
tilität über die Zeit verändert, arbeiteten die Wirtschaftswissenschaftler bei der
Untersuchung von Finanzmarktdaten wegen des Fehlens einer Alternative lange
Zeit mit statistischen Methoden, die eine konstante Volatilität voraussetzen.
Deshalb war die von Robert Engle gemachte Entdeckung ein großer Durch-
bruch. Er schlug die Klasse der autoregressive bedingten Heteroskedastizität
(GARCH-Prozesse) vor, welche gut die Eigenschaften vieler Zeitreihen der Fi-
nanzmärkte einfangen konnte und entwickelte Methoden, die es ermöglichen, zeit-
lich variierende Volatilität zu modellieren. Seine sogenannten ARCH-Modelle und
die daraus entwickelten verallgemeinernden GARCH-Modelle sind unverzichtbare
Werkzeuge geworden, nicht nur unter Forschern zur Modellierung von Zeitreihen,
sondern auch unter Finanzanalysten, die sie unter anderem zur Ermittlung von
Risikomaßen verwenden.
Zurzeit beruhen die meisten empirischen Untersuchungen im Zusammenhang
mit der Modellierung der Volatilität von Finanzmarktzeitreihen auf historischen
Daten mit einer Intervalllänge von einem Tag oder einem Monat. Höher frequen-
tierte Daten, wie Intraday-Daten, haben bislang im Rahmen von Studien über die
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Anwendungsmöglichkeiten von Modellen der ARCH bzw. GARCH Klassikation
kaum Beachtung gefunden. Vor diesem Hintergrund ist es die Aufgabenstellung
dieser Arbeit, die Volatilität für stündliche Finanzmarktdaten im Zeitablauf ad-
äquat zu beschreiben und dazu empirisch die Anwendbarkeit ausgewählter Modelle
der Kapitalmarkttheorie für die Modellierung der Volatilität von stündlichen Kapi-
talmarktdaten sowie für die Bestimmung von kapitalmarktbezogenen Risikomaßen
zu untersuchen.
Der Aufbau der Arbeit folgt im Wesentlichen dieser Aufgabenstellung.
Im Anschluss an die Einleitung ndet im zweiten Kapitel eine Zeitreihenana-
lyse bei ausgewählten Finanzmarktdaten statt. Es werden die in dieser Arbeit
verwendeten Finanzmarktdaten beschrieben und ihre statistischen Eigenschaften
untersucht. Danach werden die linearen stochastischen Prozesse diskutiert und für
die Renditereihen der Finanzmarktdaten werden ARMA-Modelle geschätzt.
Im dritten Kapitel steht die Volatilitätsanalyse der hier ausgewählten Finanz-
marktdaten im Mittelpunkt der Betrachtung. Es zeigt sich, dass die aus den Fi-
nanzmarktdaten abgeleiteten untersuchten Renditereihen durch nichtlineare Ab-
hängigkeiten in den Residuen gekennzeichnet sind. Um diese nichtlinearen Ab-
hängigkeiten zu berücksichtigen werden die Modelle der ARCH-Familie vorgestellt
und speziziert. Mit Hilfe dieser Modelle ist es möglich, die Schwankungen der
Volatilität im Zeitablauf zu berücksichtigen. Im Anschluss daran werden die hier
analysierten Finanzmarktdaten anhand der geschätzten GARCH-Modelle im Hin-
blick auf den Aspekt der Informationse¢ zienz untersucht.
Im vierten Kapitel stehen zwei ausgewählte Risikomaße im Vordergund der
Untersuchung dieser Arbeit. Der Value-at-Risk wird für den Bereich des Risikoma-
nagements als erstes Risikomaßvorgestellt. Zuerst werden die Enstehung und die
Grundkonzepte des Value-at-Risk vorgestellt. Anschließend wird die Datengrund-
lage der empirischen Vergleichsstudie beschrieben. Der Kern dieses Abschnitts liegt
in der Modellierung des Value-at-Risks durch drei verschiedene Verfahren, um dar-
auf aufbauend diese Methoden zu beurteilen und miteinander zu vergleichen.
Danach wird für den Bereich der Wertpapierbewertungsmodelle der Betafak-
tor als zweites Risikomaßdiskutiert. Es werden die theoretischen Grundlagen des
3Betafaktors dargelegt und es wird das dabei zu untersuchende Datenmaterial be-
schrieben. Dabei liegt der Schwerpunkt dieses Abschnitts in der Schätzung des
Betafaktors durch die vorgestellten Modelle und endet mit dem Vergleich der em-
pirischen Ergebnisse.
Abschließend werden im fünften Kapitel die wichtigen Fragestellungen und
empirischen Ergebnisse dieser Arbeit zusammengefasst und bewertet.
Kapitel 2
Zeitreihenanalyse bei
Finanzmarktdaten
In der empirischen Forschung kommt der Analyse von Zeitreihen eine zentrale
Bedeutung zu, liegen doch die Daten des Analyseobjekts in zahlreichen Fällen als
zeitabhängige Folge von Datenpunkten vor. Diese Datencharakteristik lässt sich oft
bei Finanzmärkten beobachten, bei denen die Daten zu bestimmten wirtschaftli-
chen Sachverhalten regelmäßig im Zeitablauf erhoben werden, wie dies insbesonde-
re z.B bei Aktienkursen oder Aktienindizes der Fall ist. Ziel der Zeitreihenanalyse
bei Finanzmarktdaten ist es dabei, ein geeignetes Modell für die erhobenen Daten
zu nden, mit dem die vorgefundenen Eigenschaften bestmöglich erklärt werden
können. Liegt ein plausibles Modell vor, können damit z.B. zukünftige Werte pro-
gnostiziert werden. Dies ist besonders bei Finanzmarktdaten sehr attraktiv.
Im Folgenden sollen zunächst zentrale Grundlagen der Zeitreihenanalyse dar-
gestellt werden. Im Anschluss daran wird das im Rahmen dieser Arbeit zu unter-
suchende empirische Datenmaterial vorgestellt und im Hinblick auf seine statis-
tischen Eigenschaften untersucht. Schließlich erfolgt eine erste Modellierung des
empirischen Datenmaterial mit Hilfe des Konzeptes der linearen stochastischen
Prozesse der Zeitreihenanalyse.1
1Für eine ausführliche Darstellung sei auf Schlittgen, R.; Streitberg, B.H.J., Zeitreihenanalyse,
2001, S. 90¤., verwiesen. Weitere ausführliche Darstellung der Zeitreihenanalyse geben Schmid,
F.; Trede, M., Analyse, 2005, Rinne, H.; Specht, K., Zeitreihen, 2002, Hamilton, J.D., Time,
1994.
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2.1 Methodische Grundlagen der Zeitreihenana-
lyse
2.1.1 Stationäre stochastische Prozesse
Eine ZufallsvariableX ist als eine (meßbare) Abbildung deniert, die den Ergebnis-
sen ! eines Zufallsvorganges jeweils reelle ZahlenX (!) zuordnet. Jedem Zeitpunkt
t ist eine Zufallsvariable Xt zugeordnet. So ist ein stochastischer Prozess eine Folge
(Xt)tT von Zufallsvariablen Xt , wobei der als Zeitparameter bezeichnete Index
t Element einer höchstens abzählbaren Indexmenge T ist.2 Einem stochastischen
Prozess liegt ein bestimmter Zufallsvorgang zugrunde. Realisiert sich ein Ergebnis
! des Zufallsvorgangs, so nimmt jede ZufallsvariableXt einen WertXt (!) an. Man
erhält eine Folge (Xt (!))tT von Werten. Ein stochastischer Prozess ist demnach
als eine Abbildung zu verstehen, die jedem Ergebnis ! eines Zufallsvorganges eine
Zeitreihe Xt (!) zuordnet. Xt (!) ist in der Regel reell und kann auf verschiedene
Art interpretiert werden, je nachdem ! oder t oder beide als fest oder variabel
angesehen werden (vgl. Tabelle 2.1). Demzufolge kann ein stochastischer Prozess
entweder als ein Ensemble von Zeitreihen oder als eine Folge von Zufallsvariablen
interpretiert werden. Also entspricht eine Zeitreihe genau einer Realisation oder
Trajektorie eines stochastischen Prozesses, das heißt jeder Beobachtungswert xt
ist eine Realisation der Zufallsvariablen Xt (!), die t zugeordnet ist.
t fest t variable
! fest
Xt (!) ist eine
reelle Zahl
Xt (!) ist eine Folge
reeller Zahlen
! variable
Xt (!) ist eine
reelle Zufallsvariable
Xt (!) ist der gesamte
stochastischer Prozess
Tabelle 2.1: Interpretation eines stochastischen Prozesses bei unterschiedlichen Annah-
men bezüglich der Parameter w und t
Entsprechend dem Konsistenztheorem von Kolmogorov3 ist ein stochastischer
Prozess bereits eindeutig deniert, wenn das System seiner endlich-dimensionalen
2Vgl. Schlittgen, R.; Streitberg, B.H.J., Zeitreihenanalyse, 2001, S. 90.
3Beweis: vgl. Laha, R. G.;Rohatgi, V. K., Probability, 1979, S. 22¤.
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Verteilungsfunktion bekannt ist. In praktischen Anwendungen ist es jedoch nicht
möglich, alle Verteilungsfunktionen eines stochastischen Prozesses zu bestimmen.
Deswegen beschränkt man sich auf bestimmte Kenngrößen. Also sind die Momente
erster und zweiter Ordung Erwartungswerte, Varianzen, Kovarianzen und Korre-
lationen. Diese Momente sind durch die folgenen Funktionen deniert4:
 Mittelwertfunktion
 (t) := E (Xt) (2.1)
 Varianzfunktion
2 (t) := V ar(Xt) (2.2)
 Kovarianzfunktion
(s; t) := Cov(Xs; Xt) = E [(Xs   X (s)) (Xt   X (t))] (2.3)
 Korrelationsfunktion
%(s; t) := Corr(Xs; Xt) = Cov(Xs; Xt)=
q
2X (s)
2
X (t) (2.4)
Die zweiten Momente der ZufallsvariablenXt seien endlich, das heißt E (X2t ) <
1, und s; t seien zwei beliebige Zeitpunkte s t =  : Dann heißt ein stochastischer
Prozess (Xt (!))tT
- mittelwertstationär, wenn
E (Xt) =:  für alle t 2 T (2.5)
-und kovarianzstationär, wenn
(s; t) = (s  t) =:  für alle t 2 T (2.6)
mit Cov(Xs; Xt) := Cov(Xs; Xt) = E [(Xs   X (s)) (Xt   X (t))] =: (s; t).
4Vgl. Schlittgen, R.; Streitberg, B.H.J., Zeitreihenanalyse, 2001, S. 95.
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Da die Varianz eine spezielle Kovarianz ist (s = t), ist somit ein kovarianzsta-
tionärer Prozess auch ein varianzstationärer Prozess, das heißt
2 (t) = 2 für alle t 2 T (2.7)
mit V ar(Xt) = E(Xt   E(Xt))2 = 2t :
Erfüllt ein Prozess die Bedingungen 2:5   2:7, so wird er auch als (schwach)
stationär bezeichnet. Das heißt, die Mittelwerte sind zeitunabhängig, und die Ko-
varianzen hängen nur von der Zeitdi¤erenz  der Beobachtungen ab. Ein schwach
stationärer Prozess wird also mit Bezug auf seine Momente erster und zweiter
Ordnung das gleiche Verhaltensmuster zeigen, gleichgültig in welchem Zeitinter-
wall der Prozess betrachtet wird. Dieser Prozess ist also gegenüber Verschiebungen
entlang der Zeitachse invariant.5
2.1.2 Stationäre Kennzahlen von stochastischen Prozessen
Im folgenden werden (schwach) stationäre stochastische Prozesse betrachtet. Die
für die Charakterisierung dieser Prozesse geeigneten statistischen Kennzahlen sol-
len hier kurz vorgestellt werden.
Die Autokovarianzfunktion
Die Autokovarianzfunktion (t; ) eines stochastischen Prozesses ist deniert
als
(t; ) = Cov(Xt; Xt+ ) = E((Xt   E(Xt))(Xt+   E(Xt+ ))) (2.8)
Eine Schätzung der Autokovarianzfunktion erfolgt über die empirische Kova-
rianz
^(t; ) =
1
N
N X
t=1
(Xt  X)(Xt+  X) (2.9)
mit X =
NP
t=1
Xt:
6
5Vgl. Schlittgen, R.; Streitberg, B.H.J., Zeitreihenanalyse, 2001, S. 100f.
6Vgl. Schlittgen, R.; Streitberg, B.H.J., Zeitreihenanalyse, 2001, S. 236¤ .
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Die Autokorrelationsfunktion
Die Autokorrelationsfunktion (t; ) eines (schwach) stationären Prozesses ist
gegeben durch
(t; ) =
^
^0
(2.10)
Es wird hierbei die Korrelation zwischen den Zufallsvariablen Xt und den um
 Zeiteinheiten verschobenen Zufallsvariablen Xt+ dargestellt, mit  = 0; 1; 2:::.
Eine Schätzung der Autokorrelationsfunktion erfolgt mittels der empirischen Kor-
relationsfunktion7
r =
^
^0
: (2.11)
Die partielle Autokorrelationsfunktion
Für einen AR(k)-Prozess8
Xt = k1Xt 1 + k2Xt 2 + :::+ kkXt k + "t (2.12)
mit den k Autokorrelationen 0; 1:::; k 1 gelten die Di¤erenzengleichungen
j = k1j 1 + :::+ k(k 1)j 1 + kkj k; j = 1; 2; :::; k
9 (2.13)
Die Koe¢ zienten kk können mit Hife der sogenannten "Yule-Walker-
Gleichungen" 266664
1 1 2 ::: k 1
1 1 1 ::: k 2
...
...
... :::
...
k 1 k 2 k 3 ::: 1
377775
266664
k1
k2
...
kk
377775 =
266664
1
2
...
k
377775 (2.14)
berechnet werden.10 Der Ausdruck kk wird partielle Autokorrelationsfunktion
genannt. Hierbei wird die Korrelation von Xt und Xt+ unter Konstanthaltung
7Vgl. Schlittgen, R.; Streitberg, B.H.J., Zeitreihenanalyse, 2001, S. 243¤.
8Siehe für die Darstellung eines Autoregressiven Prozesses auch den nächsten Abschnitt.
10Vgl. Schlittgen, R.; Streitberg, B.H.J., Zeitreihenanalyse, 2001, S. 194¤ oder Hamilton, J.D.,
Autoregressive, 1994, S. 111f.
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der dazwischenliegenden Zufallsvariablen Xu; t < u < t +  ermittelt.11 Zur Be-
rechnung eines konsistenten Schätzers der partiellen Autokorrellationsfunktion kk
wird in den Yule-Walker Gleichungen der Schätzer der Autokorrelation in 2:10 ver-
wendet.12
2.2 Das Datenmaterial für die empirische Unter-
suchung
2.2.1 Datenbeschreibung
Als Datengrundlage für die hier vorzunehmende empirirsche Analyse von Finanz-
marktdaten wurden die an der Frankfurter Wertpapierbörse ermittelten stündli-
chen Schlusskurse des DAX, der E-STOXX, der EON AG, der EADS AG, der
Kassakurs des Euros (kurz EUR) zum amerikanischen Dollar (kurz US$) und der
BRENT Rohölpreis ausgewählt. Die Verwendung von stündlichen Daten hat den
Vorteil gegenüber Tages-, Wochen- oder Monatsdaten, dass einerseits eine größe-
re Datenbasis zur Verfügung steht und andererseits mehr relevante Informationen
über die Vergangenheit vorhanden sind. Die Daten der verwendeten Zeitreihen ent-
stammen aus der Datenbank von TELETRADER Professional.13 Die Aktienindi-
zes und die Aktienkursdaten sind um Einussfaktoren wie Dividendenzahlungen,
Bezugsrechte aus Kapitalerhöhungen und Splits bereinigt. Der Untersuchungszeit-
raum reicht für alle stündlichen Zeitreihen vom 01.02.2008 bis zum 01.08.2008. Alle
deskriptiven und inferentiellen Analysen sowie sämtliche Abbildungen wurden mit
Hilfe der Statistik-Software EVIEWS 6 von Quantitative Micro Software (QMS)
erstellt.14
2.2.2 Test auf Stationarität
Im Verlauf der empirischen Untersuchung werden nicht die Kurszeitreihen fKtg,
sondern die Renditen der Kurse frtg untersucht. Renditen einer Kurszeitreihe
11Vgl. Schlittgen, R.; Streitberg, B.H.J., Zeitreihenanalyse, 2001, S. 214.
12Vgl. Box, G. E.; Jenkins, G. M., Time, 1970, S. 55, 65.
13Vgl. http://professional.teletrader.com.
14Vgl. http://www.eviews.com.
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können als diskrete oder stetige Renditen bestimmt werden. Unter einer diskre-
ten Rendite wird die relative Kursveränderung verstanden und berechnet sich als
Kursdi¤erenz (Kt   Kt 1) von einem Zeitpunkt zum nächsten, bezogen auf den
Ausgangskurs (Kt 1). Die entsprechende Bewertungsformel lautet
rdt =
Kt  Kt 1
Kt 1
: (2.15)
Wird die Di¤erenz der logarithmierten Kurse gebildet, so erhält man die stetige
Rendite:
rst = lnKt   lnKt 1 = ln

Kt
Kt 1

: (2.16)
Zwischen beiden Denition 2:15 und 2:16 gelten die Beziehungen
rst = ln
 
rdt + 1

(2.17)
rdt = e
rst   1: (2.18)
Der Zusammenhang zwischen rdt und r
s
t ergibt sich durch eine Taylor   Appro-
ximation erster Ordnung.15 Der Unterschied zwischen beiden Denitionen ist also
bei kleinen Renditen vernachlässigbar. Die stetige Rendite wird bei empirischen
Untersuchungen präferiert. In dieser Arbeit wird daher ebenfalls die Formel für
die stetige Rendite verwendet. Zusätzlich werden die ermittelten Renditen mit 100
multipliziert, so dass sich prozentuale Renditen ergeben.
Grundlage und Basis einer Zeitreihenanalyse ist die Überprüfung, ob die zu
analysierende Zeitreihe die Eigenschaft der Stationarität innehat. Stationarität
bedeutet, dass die Mittelwerte zeitunabhängig sind, und die Kovarianzen nur von
der Zeitdi¤erenz  der Beobachtungen abhängen.
Die in den Abbildungen 2:1 bis 2:6 abgebildeten Kurse weisen eine trendbehaf-
tete Entwicklung auf, während die stetigen Renditezeitreihen um einen konstanten
Mittelwert von null schwanken. Dies deutet auf nichtstationäre Kursreihen und
stationäre stetige Renditezeitreihen hin. Eine Methode zur Überprüfung der Sta-
tionarität der Renditen ist der Augemented-Dickey Fuller-Test (ADF-Test).16 Die
15Vgl. Schmid, F.; Trede, M., Analyse, 2005, S. 5.
16Vgl. Dickey, D. A.; Fuller, W. A., Likelihood, 1981, S.1057-1072.
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Testgleichung des ADF-Tests kann durch die Gleichung
rt = rt 1
mX
j=1
jrt 1 + "t; (2.19)
mit rt als Veränderung der Renditen, "t als Störterm und j als Parameter for-
muliert werden. Die Annahme der Nichtstationarität bildet für den ADF-Test die
Nullhypothese. Ist der Koe¢ zient  der verzögerten Variablen rt 1 ungleich null,
wird die Nullhypothese der Nichtstationarität der Renditen verworfen. Die Tabelle
Rendite ADF-Test
DAX  30:47268
EON  34:46244
E   Stoxx  34:55615
EADS  35:21662
Eur=US$  32:85881
Brent  32:88131
Signifikanzniveau :    = 0; 01
Tabelle 2.2: Ergebnisse des ADF-Tests
2:2 fasst die Ergebnisse des ADF-Tests der hier untersuchten empirischen Rendite-
reihen zusammen, wobei der kritische Wert für ein Signikanzniveau von 0; 01 bei
 3; 4358 liegt. Bei allen sechs Renditezeitreihen entschied der ADF-Test bei einem
Signikanzniveau von 1% gegen das Vorliegen einer Unit-Root, da alle berechneten
Werte unterhalb des kritischen Wertes von  3; 4358 liegen. Die Annahme von Mit-
telwertstationarität der stetigen Renditen wurde somit bestätigt. Es wird daher im
folgendem von Mittelwertstationärität der im Rahmen dieser Arbeit verwendeten
Renditereihen ausgegangen.
2.2.3 Statistische Eigenschaften der untersuchten Daten
Die Kurs- und Renditereihen der im Rahmen dieser Arbeit untersuchten Zeitrei-
hen können den Abbildungen 2:1 bis 2:6 entnommen werden. Da die Renditerei-
hen keine erkennbaren statistischen Besonderheiten aufweisen, werden sogenannte
Deskriptivmaße für eine präzise Beurteilung der statistischen Eigenschaften her-
angezogen. In der Tabelle 2:3 werden die wichtigsten statistischen Kennzahlen der
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Abbildung 2.1: Stündliche Dax-Kurse und deren Renditen
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Abbildung 2.2: Stündliche Eon-Kurse und deren Renditen
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Abbildung 2.3: Stündliche E—Stoxx-Kurse und deren Renditen
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Abbildung 2.4: Stündliche EADS-Kurse und deren Renditen
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Abbildung 2.5: Stündliche Eur/US$-Kurse und deren Renditen
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Abbildung 2.6: Stündliche Brent-Kurse und deren Renditen
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prozentualen Renditen aufgeführt. Dabei wird für alle Zeitreihen der volle Beobach-
tungsumfang für die Analyse genutzt. Aufgeführt sind das arithmetisches Mittel,
der Median, das Maximum, das Minimum, die Standardabweichung, die Schiefe,
die Kurtosis sowie die Jarque-Bera-Statistik (JB), die bei Normalverteilung mit
zwei Freiheitsgeraden χ2-verteilt ist.
DAX E − Stoxx EON EADS Eur/US$ Brent
ar.M. −0.0074 −0.01255 −0.00249 −0.01864 0.00484 0.03019
Median −0.01369 −0.00312 −0.00777 0.00000 0.00000 0.00000
Max 2.86431 3.09128 2.21237 6.60434 1.10379 2.46332
Min −2.31204 −3.51535 −3.14748 −5.22684 −1.29771 −2.91966
St.Abw. 0.41482 0.46337 0.54331 1.07349 0.18752 0.63177
Schiefe 0.18076 −0.46982 −0.23063 0.43865 −0.34686 0.00589
Kurtosis 7.1645 9.57502 5.99930 7.94368 11.19804 5.31669
JB 838.014∗ 2115.632∗ 441.6294∗ 1209.016∗ 3246.259∗ 257.4024∗
Signifikanzniveau : ∗ = 0, 01.
Tabelle 2.3: Statistische Kennzahlen der Renditen
Die stündlichen Renditen der EADS-Kurse liegen zwischen −5, 23% und
+6, 61%, die anderen untersuchten Zeitreihen haben eine Spannweite von −3, 52%
und +3, 1%, das arithmetische Mittel der betrachteten Reihen ist annähernd gleich
null und die unbedingte Standardabweichung liegt bis auf die EADS-Kurse deutlich
unter eins, wobei die EADS-Kurse am stärksten variieren. Mit Hilfe der Schiefe
können Aussagen über die Symmetrie der empirischen Renditeverteilungen ge-
macht werden. Die Schiefe einer symmetrischen Verteilung, wie der Normalver-
teilung, weist einen Wert von null auf. Es ist ersichtlich, dass die Werte für die
Schiefe zwischen −0, 658 und +0, 439 liegen. Die DAX-Rendite, die EADS-Rendite
und die Brent-Rendite haben einen positiven Wert für die Schiefe und sind somit
rechtsschief. Alle anderen Renditen weisen negative Werte auf und haben eine
linksschiefe Verteilung. Somit kann bei den untersuchten Reihen nicht von einer
symmetrischen Verteilung ausgegangen werden. Eine weitere Maßzahl zur Cha-
rakterisierung der Form einer Verteilung ist die Kurtosis der Verteilung. Bei einer
Normalverteilung hat die Kurtosis einen Wert von drei. Bestimmt man den Wert
bei den hier zu untersuchenden empirischen Daten, so ist deutlich erkennbar, dass
alle einen Wert größer als drei haben und somit deutlich höhere Gipfel und brei-
tere Enden als bei Vorliegen einer Normalverteilung aufweisen. Somit kann von
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einer leptokurtischen Verteilung der betrachteten Daten ausgegangen werden. Um
die Annahme einer leptokurtischen Verteilung zu überprüfen, kann die Jarque-
Bera-Statistik (JB-Statistik) herangezogen werden.17 Unter der Nullhypothese gilt
asymtotisch
Sˆ˜N(0,
√
6
T
),
Kˆ˜N(3,
√
24
T
). (2.20)
Dabei werden die Schiefe und die Kurtosis einer Verteilung benötigt. Außerdem
sind Sˆ und Kˆ asymtotisch unabhängig. Deshalb ist für große T die Teststatistik
τ = T
( Sˆ√
6
)
2
+
(
Kˆ − 3√
24
)
2
 (2.21)
approximativ χ2−verteilt mit 2 Freiheitsgraden. Man lehnt die Nullhypothese der
Normalverteilung ab, wenn der Wert der Teststatistik größer ist als das (1 − α)
-Quantil der χ2−Verteilung mit 2 Freiheitsgraden. Bestätigt wird die Annahme
einer leptokurtischen Verteilung der betrachteten Renditen durch die JB-Statistik
zur Prüfung auf Normalverteilung. Das 99 %−Quantil einer mit zwei Freiheitsge-
raden χ2-verteilten Zufallsvariable ist 9, 21.
Somit kann für die sechs untersuchten empirischen Renditenreihen die Nullhy-
pothese einer Nomalverteilung hoch signifikant verworfen werden.
Verdeutlicht werden die beschriebenen Ergebnisse, die auf eine Nicht-Normal-
verteilung der Renditen hindeuten, durch grafische Untersuchungen. Dazu werden
die Kerndichteschätzungen der Dichtefunktion und der Quantil-Quantil-Plot (QQ-
Plot) der untersuchten Reihen betrachtet. Für die Schätzungen in Abbildung 2.7
wurde ein Epanechnikov-Kern verwendet. Es wurde für jede Zeitreihe zum Ver-
gleich, zusätzlich zu den Kerndichteschätzungen der Renditen, die Dichtefunktion
einer angepassten Normalverteilungen der empirischen Renditezeitreihen einge-
zeichnet. Asymmetrien in den Daten sind in den grafischen Darstellungen kaum
17Vgl. Bera, A.; Jarque, C. M., Tests, 1980.
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Abbildung 2.7: Kerndichteschätzung von den untersuchten Renditezeitreihen
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zu erkennen. Dagegen wird bei allen sechs Grafiken deutlich, dass die Anzahl der
empirischen Beobachtungen an den Enden sowie im Zentrum der Verteilung höher
ist als durch die Normalverteilung postuliert wird. Diese Abweichung ist vor allem
zurückzuführen auf die höhere Kurtosis der geschätzten Dichten und ist typisch
für die Renditeverteilungen von Kapitalmarktdaten.
Abbildung 2.8 zeigt einen QQ-Plot für jede Renditezeitreihe. Der QQ-Plot ver-
gleicht die Quantile der empirischen Verteilung mit den Quantilen einer Standard-
normalverteilung. Stammen die empirischen Daten aus einer Normalverteilung,
so liegen die Punkte des QQ-Plots nahe an den oder auf der Winkelhalbieren-
den. Liegt keine Normalverteilung vor, so läßt sich Schiefe durch Unterschiede auf
beiden Seiten, erhöhte Leptokurtosis durch einen S-förmigen QQ-Plot und auftre-
tende Ausreißer durch einzelne Punkte an den Rändern identifizieren. Hier erkennt
man für die untersuchten Renditereihen deutliche Abweichungen von einer Gera-
den und somit von der Normalverteilung. Der S-förmige Verlauf der Punkte in dem
QQ-Plot deutet zudem auf Leptokurtosis hin. Zusammenfassend kann von einer
leptokurtischen Verteilung der im Rahmen dieser Arbeit untersuchten stündlichen
Renditereihen ausgegangen werden.
2.2.4 Autokorrelation der Renditen für Finanzmärkte
Im folgenden soll die Art der Korrelation der hier untersuchten Renditen überprüft
werden. In den Abbildungen 2.1 bis 2.6 lassen sich, zumindest auf Grundlage der
stündlichen Zeitreihen über einen Beobachtungszeitraum, die Zeitinkonsistenzen
der Volatilitäten erkennen. Das Auftreten von großen bzw. kleinen Renditen, die
tendenziell auf große bzw. kleine Kursänderungen folgen, ist deutlich zu erkennen
Dieses Muster wird auch als Volatilitäts-Cluster bezeichnet.18 Die Annahme der
Unabhängigkeit der Renditen kann damit zumindest als unwahrscheinlich angese-
hen werden. Mit Hilfe des Ljung-Box-Tests kann diese Annahme bei den vorliegen-
den Daten überprüft werden.19 Unter der Nullhypothese fehlender Autokorrelation
ist diese Teststatistik asymptotisch χ2−verteilt mit q Freiheitsgeraden
18Vgl. Mandelbrot, B., Variation, 1963, S. 394-419.
19Vgl. Ljung, G. M.; Box, G. E. P., Measure, 1978, S. 297ff.
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Abbildung 2.8: QQ-Plot der Renditezeitreihen und der Standardnormalverteilung
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QLB = T (T + 2)
iX
k=1
2i
T   k (2.22)
mit T als Anzahl der Beobachtungen und k als Laglänge. Sind die Werte der
Testgröße QLB größer als die kritischen Werte, dann wird die Hypothese, dass die
Zeitreihe einem White Noise Prozess folgt und somit keine Korrelationen zwischen
den Realisationen der Zeitreihe existieren, verworfen.
Reihe Q(10) Q(15) Q(20) Q(25) Q(30)
Dax 22:86 25:72 65:02 67:54 93:17
Eon 36:57 43:36 52:48 54:97 63:44
E   Stoxx 42:58 50:39 122:99 128:38 188:77
EADS 36:70 43:49 74:44 82:69 114:39
Eur=US$ 55:78 57:97 113:85 116:18 192:33
Brent 22:63 29:96 39:45 58:17 71:14
Signifikanzniveaus :  = 0; 05    = 0; 01:
Tabelle 2.4: Ljung-Box-Statistik der quadrierten Renditen
Die Ergebnisse des Ljung-Box-Tests auf die stationären quadrierten Rendite-
reihen fasst die Tabelle 2:4 zusammen. Für die hier untersuchten Renditereihen
wird die Nullhypothese serieller Korrelation bei allen quadrierten Renditen meist
hochsignikant abgelehnt, so dass von einer starken zeitlichen Abhängigkeit in den
bedingten Varianzen ausgegangen werden kann.
2.3 Lineare stochastische Prozesse
In den Anwendungen der Zeitreihenanalyse haben die linearen stochastischen Pro-
zesse eine besondere Bedeutung. Ihre Abhängigkeitsstruktur wird durch lineare
Verknüpfungen von beobachtbaren Zufallsvariablen Xt und Zufallsschocks model-
liert. Bei der Modellierung von stationären Zeitreihen stehen folgende Modelltypen
für die Analyse zur Verfügung: der autoregressive Prozess p-ter Ordnung, der Mo-
ving Average Prozess q-ter Ordnung und der ARMA-Prozess(p, q) ter Ordnung.
Diese Modelle werden im Folgenden vorgestellt und es wird eine Modellierung des
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empirischen Datenmaterials dieser Arbeit anhand der ARMA-Modelle vorgenom-
men.
2.3.1 Autoregressiver Prozess
Betrachtet man einen stochastischen Prozess Xt der Form
Xt = 1Xt 1 + 2Xt 2 + :::+ pXt p + "t; t 2 Z (2.23)
erkennt man, dass Xt linear von der gewichteten Summe seiner historischen
Werte abhängt. Dabei ist ("t) ein White-Noise-Prozess20 und 1; 2;:::; p; p 6= 0
eine beliebige Konstante. Die Anzahl der Lags p der verzögerten Variablen Xt p
bestimmt die Ordnung des Prozesses. Daher heißt dieser Prozess AutoRegressiver-
Prozess der Ordnung p (AR(p)-Prozess).21 Der Name autoregressiver Prozess rührt
von der formalen Ähnlichkeit des Modells mit den klassischen multiplen Regres-
sionsansätzen, wobei hier verzögerte Werte der Zeitreihe mit stochastischem Cha-
rakter an die Stelle der exogenen Faktoren getreten sind.
Die einfachste Form dieser Prozesse ist ein autoregressiver Prozess erster Ord-
nung (AR(1)-Prozess), bei dem der aktuelle Wert von dem vorherigen Wert be-
stimmt wird, dieser wird auch als Markov-Prozess bezeichnet.
Xt = 1Xt 1 + "t (2.24)
Anhand dieses Prozesses kann leicht gezeigt werden, dass die Erwartungswerte
und Varianzen konstant und zeitunabhängig sind. Für die Erwartungswertfunktion
gilt
x = E(Xt) (2.25)
= 1E(Xt 1) + 0
für t 2 Z. Es kann x für 1 6= 1 nur dann konstant sein, wenn x = 0 ist. Für
20Ein White-Noise-Prozess (Weißes Rauschen) ist ein rein zufälliger Prozess. Die Zufallsvariablen
"t sind unabhängig und identisch verteilt. Das heißt, es gilt E("t) = 0; E("2t ) = 
2 für alle t 2 T
und E("t"t) = 0 für alle t; t 2 T mit t 6= t:
21Vgl. Schlittgen, R.; Streitberg, B.H.J., Zeitreihenanalyse, 2001, S. 121f.
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die Varianzfunktion gilt
2x = V ar(Xt)
= 21V ar(Xt 1) + 
2
": (2.26)
Falls 2x konstant ist, folgt
2x = 
2
1
2
x + 
2
"
Daraus folgt
2x =
2"
1  21
, (2.27)
d.h. 21 < 1, j1j < 1: Ist diese Bedingung erfüllt wird der AR(1)-Prozess als
stationär betrachtet. Die Autokovarianzfunktion () = Cov(Xt; Xt  ) ist dann
für   1
x() = E(XtXt  )
= E((1Xt 1 + "t)Xt  )
= 1E(Xt 1Xt  ) + 0
= 1x(   1): (2.28)
Daraus folgt
x() = 

1(0)
= 1
2"
1  21
(2.29)
für   0. Die Autokorrelationsfunktion für einen AR(1)-Prozesses lautet dann
 (t) =
()
(0)
= 1: (2.30)
Für einen stationären AR(1)-Prozess zeigt die Autokorrelationsfunktion ein
exponentiell abnehmendes Verhalten.
Sei Xt ein AR(p)-Prozess gemäß2:24 dann ergibt sich für diese Gleichung
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alternativ
(1  1L  2L2   :::  pLp)Xt = "t (2.31)
(L)Xt = "t
mit (L) : = (1  1L  2L2   :::  pLp)
Da ein AR(p)-Prozess sowohl stationär als auch nichtstationär sein kann, exis-
tieren sogenannte Stationaritätsbedingungen.22 Demnach ist ein autoregressiver
Prozess der Ordnung p genau dann stationär, wenn die Wurzeln (= Lösungen für
L) der charakteristischen Gleichung
(1  1L  2L2   :::  pLp) = 0 (2.32)
außerhalb des Einheitskreises liegen.
Box und Jenkins23 zeigen, dass die Autokorrelationsfunktion stationärer auto-
regressiver Prozesse entweder exponentiell gegen null und/oder in Form von ge-
dämpften Sinuswellen gegen null konvergiert. Die partielle Autokorrelationsfunk-
tion ist als Folge von Autokorrelationskoe¢ zienten 11; 22; :::; pp deniert und
dient dazu, die Ordnung p linearer Prozesse zu bestimmen. Mit Hilfe der Yule-
Walker-Gleichungen können die partiellen Autokorrelationskoe¢ zienten bestimmt
werden. Dieses lineare Gleichungssystem läßt sich für beliebige p lösen und ergibt
die gesuchten Werte der partiellen Autokorrelationskoe¢ zienten. Für einen auto-
regressiven Prozess p-ter Ordnung sind die partiellen Autokorrelationskoe¢ zienten
kk = k von null verschieden, wenn k  p ist und für alle k > p gleich null. Somit
wird ein Prozess genau dann als AR(p)-Prozess identiziert, wenn die partielle
Autokorrelationsfunktion nach einem Lag der Länge p abbricht.
2.3.2 Moving-Average-Prozess
Betrachtet man einen stochastischen Prozess Xt der Form
22Vgl. Box, G. E.; Jenkins, G. M., Time, 1970, S. 55.
23Vgl. Box, G. E.; Jenkins, G. M., Time, 1970, S. 55.
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Xt = "t   1"t 1   2"t 2   :::  q"t q; t 2 Z (2.33)
erkennt man, dassXt aus der Summe gegenwärtiger und vergangener Störterme
gebildet wird. Dabei ist ("t) einWhite-Noise-Prozess24 und 1; 2;:::; q; q 6= 0 eine
beliebige Konstante. Einen solchen Prozess bezeichnet man als Moving-Average-
Prozess q-ter Ordnung (MA(q)-Prozess).25 Das maximale Lag q der verzögerten
Störterme (Schocks) bestimmt die Ordnung des MA(q)-Prozesses.
MA(q)-Prozesse können auch alternativ formuliert werden als
Xt = (1  1L  qL2   :::  qLq)"t
Xt = (L)"t
mit (L) : = (1  1L  qL2   :::  qLq) (2.34)
Moving-Average-Prozesse setzen sich aus unabhängigen Zufallsschocks zusam-
men. Der aktuelle Wert Xt ist dann das gewichtete Mittel aus gegenwärtigen und
vergangenen Schocks. Da der Störprozess "t stationär ist, sind MA-Prozesse immer
stationär. Deswegen sind MA-Prozesse denitionsgemäßstationär.
Für die Erwartungswertfunktion eines MA(q)-Prozesses gilt
x = E(Xt)
= (L)E("t) = 0; (2.35)
da E("t) = 0 für alle t. Der Erwartungswert ist unabhänig von t.
Für die Varianzfunktion gilt
24Ein White-Noise-Prozess (Weißes Rauschen) ist ein rein zufälliger Prozess. Die Zufallsvariablen
"t sind unabhängig und identisch verteilt. Das heißt, es gilt E("t) = 0; E("2t ) = 
2 für alle t 2 T
und E("t"t) = 0 für alle t; t 2 T mit t 6= t:
25Vgl. Schlittgen, R.; Streitberg, B.H.J., Zeitreihenanalyse, 2001, S. 116f.
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2x = V ar(Xt)
= 2"
qP
i=0
2i :
(2.36)
Die Autokovarianzfunktion lautet:
x() =
qX
u=0
qX
v=0
uv"( + u  v)
=
8>>><>>>:
0  > q
2"
q P
u=0
uu+ 0    q
x( )  < 0
9>>>=>>>; : (2.37)
Somit ergibt sich für die Autokorrelationsfunktion:
 (t) =
()
(0)
=
8>>>>><>>>>>:
0  > q
q P
u=0
uu+

=

qP
u=0
2u

0 <   q
1  = 0
 ( )  < 0.
9>>>>>=>>>>>;
: (2.38)
Die Autokorrelationsfunktion bricht nach einem Lag der Länge q ab. Da die
exakte Bestimmung der partiellen Autokorrelationsfunktion mit hohem Aufwand
verbunden ist, weisen Box und Jenkins lediglich auf ihren charakteristischen Ver-
lauf hin.26 Die partielle Autokorrelationsfunktion strebt in Form einer gedämpften
Exponentialfunktion gegen Null, wenn die Lösungen der charakteristischen Glei-
chung
(L) = (1  1L  qL2   :::  qLq) = 0 (2.39)
reel sind. Komplexe Nullstellen führen hingegen zu einem asymptotischen Ab-
klingen der partiellen Autokorrelationsfunktion gegen Null in Form gedämpfter
26Vgl. Box, G. E.; Jenkins, G. M., Time, 1970, S. 71.
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Sinuswellen.
2.3.3 Autoregressive-Moving-Average-Prozesse
Empirische Untersuchungen haben gezeigt, dass der größte Teil der beobachte-
ten ökonomischen Zeitreihen durch die AR(p)- und MA(q)-Prozessse nicht ad-
äquat erfaßt wird. Die meist komplexeren Beziehungen in einer Zeitreihe können
jedoch häug durch eine Kombination der oben vorgestellten Prozesse beschrie-
ben werden. Diese Überlegungen führen zu den Autoregressive-Moving-Average-
Prozessen, die zudem das Prinzip der Sparsamkeit besser erfüllen als die AR- und
MA-Prozesse.
Betrachtet man einen stochastischen Prozess Xt der Form
Xt = 1Xt 1 + 2Xt 2 + :::+ pXt p + "t   1"t 1   :::  q"t q; t 2 Z (2.40)
erkennt man, dass Xt abhängig von der historischen Entwicklung der Daten und
den gewichteten Einüssen exogener Schocks ist. Dabei ist ("t) ein White-Noise-
Prozess. Einen solchen stochastischen Prozess bezeichnet man als Autoregressive-
Moving-Average-Prozess der Ordnung (p, q) (ARMA(p,q)-Prozess).27
ARMA(p,q)-Prozesse können auch alternativ deniert werden als
(L)Xt = (L)"t (2.41)
mit (L) = (1 1L 2L2 ::: pLp) und (L) = (1 1L qL2 ::: qLq):
Der ARMA(p, q)-Prozess hat die gleiche Stationaritätsbedingung wie ein AR(p)-
Prozess, d.h. alle Wurzeln der charakteristischen Gleichung des AR-Teils müssen
außerhalb des Einheitskreises liegen, also betragsmäßig größer als eins sein. Liegen
die Wurzeln der charakteristischen Gleichung des MA-Teils außerhalb des Einheits-
kreises, ist der ARMA(p, q)-Prozess invertierbar.28 Die Autokorrelationsfunktion
27Vgl. Schlittgen, R.; Streitberg, B.H.J. Zeitreihenanalyse, 2001, S. 132¤.
28Vgl. Box, G. E.; Jenkins, G. M., Time, 1970, S. 74.
2.3. LINEARE STOCHASTISCHE PROZESSE 27
eines ARMA(p, q)-Prozesses kann in Anlehnung an die Herleitung der Autokor-
relationsfunktion eines AR(p)-Prozesses mit Hilfe der Yule-Walker-Gleichungen
bestimmt werden. Somit ergibt sich für die Autokorrelationsfunktion
 = 1 1 + 2 2 + :::+ p p mit   q + 1, (2.42)
die mit einem Lag von (q   p) Perioden in Form einer gedämpften Exponen-
tialfunktion und/oder gedämpfter Sinuswellen gegen Null strebt.29 Die Autokorre-
lationsfunktion eines ARMA(p, q)-Prozesses genügt also für   q + 1 derselben
Beziehung wie ein AR(p)-Prozess. Dabei werden die ersten q Werte 1; 2; :::; q
durch den MA-Term beeinusst.
Zur Bestimmung der partiellen Autokorrelationsfunktion ist die folgende Um-
formung der Gleichung (2.41) vozunehmen
"t = 
 1(L)Xt(L); (2.43)
wobei  1(L) eine unendliche Reihe bildet. Somit verhält sich die partielle
Autokorrelationsfunktion eines ARMA(p,q)-Prozesses nach (q   p) Perioden wie
die partielle Autokorrelationsfunktion eines reinen MA(q)-Prozesses.30 In der Ta-
belle 2.5 sind die Zusammenhänge der charakteristischen Verläufe der Autokorre-
lationsfunktion und der partiellen Autokorrelationsfunktion für die aufgeführten
stochastischen Prozesse dargestellt.
AR-Prozess MA-Prozess ARMA-Prozess
AKR
unendlichgedämpfte
Exponentialfkt
oder Sinuswellen
endlich,
bricht nach Lag q ab
wie AR(p)
ab  > q
partielle
AKR
endlich,
bricht nach Lag q ab
unendlichgedämpfte
Exponentialfkt
:oder Sinuswellen
wie MA(q)
ab  > p
Tabelle 2.5: Verhalten für Autokorrelationsfunktion und partieller Autokorrelationsfunk-
tion bei verschiedenen Prozesstypen
29Vgl. Box, G. E.; Jenkins, G. M., Time, 1970, S. 75f.
30Vgl. Box, G. E.; Jenkins, G. M., Time, 1970, S. 75f.
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Die bisher diskutierten ARMA-Modelle stellen ein hilfreiches Instrument zur
Modellierung von stationären Zeitreihen dar, da in diesem Fall die Parameter
und die Momentenfunktion leicht zu bestimmen sind. Die meisten ökonomischen
Zeitreihen weisen jedoch einen Trend auf und sind deswegen nichtstationär. In
diesem Fall kann die Zeitreihe nicht mehr adäquat durch ihre Momente beschrie-
ben werden. Um auch nichtstationäre Zeitreihen beschreiben zu können, muss die
Zeitreihe durch geeignete Di¤erenzenbildung stationarisiert werden.31 Die trend-
bereinigte Reihe kann dann durch einen ARMA(p, q)-Prozess modelliert werden.
Außerdem wird, um nichtstationäre Zeitreihen beschreiben zu können, der
Di¤erenzenoperator  := 1   L eingeführt. Das Modell, dessen d-te Di¤erenz
(Xt) einem stationären ARMA(p, q) Prozess entspricht, wird als Autoregressive-
Integrated-Moving-Average-Prozess der Ordnung (p, d, q) ARIMA(p, d, q) be-
zeichnet.
Formal ausgedrückt folgt
Xt = Xt  Xt 1 (2.44)
dem stationären ARMA(p, q)-Prozess
(L)Xt = (L)"t: (2.45)
Der zur Stationarisierung notwendige Di¤erenzierungsgrad (d) wird durch die
Anzahl der Wurzeln der charakteristischen Gleichung des AR-Teils eines Prozesses
bestimmt, die auf dem Einheitskreis liegen.
Ausgehend von den gezeigten stochastischen Prozessen ist es das wesentliche
Ziel der Zeitreihenanalyse, eine vorhandene Zeitreihe in ein lineares Modell so an-
zupassen, dass die Struktur der Daten bestmöglich wiedergegeben wird, und die
geschätzten Modellparameter eine Prognose in Form einer statistischen Extrapo-
lation ermöglichen.
31Es exitieren verschiedene Techniken zur Stationarisierung ökonomischer Zeitreihen. Vgl. Har-
tung, J., Statistik, 1989, S. 673¤ und Schlittgen, R.; Streitberg, B.H.J. Zeitreihenanalyse, 2001,
S. 25¤.
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2.3.4 Schätzung und empirische Ergebnisse von ARMA-
Modellen
Die Modellierung der nanzwirtschaftlichen Zeitreihen durch die Verwendung von
ARMA(p; q)-Modellen ist in der Praxis weit verbreitet. Für die Formulierung und
Schätzung eines ARMA(p; q)-Modells müssen die Ordnungen p und q festgelegt
werden, um den Modelltyp zu bestimmen. Hierzu ist eine Betrachtung des Korre-
logramms notwendig, wobei mittels der Autokorrelationsfunktion die Ordnung q
des MA-Terms ermittelt wird und mittels der partiellen Autokorrelationsfunktion
die Ordnung p des AR-Terms. Da idealtypische Autokorrelationsfunktionen in der
Praxis nicht so häug vorkommen, müssen meist verschiedene Modellspezikatio-
nen vorgenommen werden, um zu prüfen, welches Modell die linearen Strukturen
am besten aus den verwendeten Daten entfernt.
Um eine Überspezikation des optimalen ARMA-Modells zu vermeiden, erfolgt
eine Beschränkung auf maximal vier Komponenten, zwei AR-Terme und zwei MA-
Terme. Durch diese Beschränkung ergibt sich ein geeigneter Kompromiss zwischen
einer umfassenden, vollständigen Modellspezikation und einer Beschränkung auf
die wesentlichen Modellteile. Dabei wird das optimale Modell anhand des Schwarz-
Bayes-Informationskriterium (SIC), bei dem der SIC-Wert möglichst gering sein
soll, getro¤en.32 Die Schätzergebnisse für die ARMA-Modelle für die das im Rah-
men zu analysierende Datenmaterial sind in Tabelle 2.6 aufgelistet.
Aus Tabelle 2.6 sind die jeweiligen Ordnungsstufen der gefundenen AR- und
MA-Komponenten für die untersuchten Renditezeitreihen erkennbar. Durch die
Verwendung einer Ordnungsbeschränkung sind die ermittelten Spezikationen
durchweg niedriger Ordnung. Diese läßt auf kurzfristige Abhängigkeiten in den
Renditen schließen. Die ermittelten Parameter der ARMA-Modelle sind signi-
kant von null verschieden und bestätigen somit die linearen Abhänigkeiten für die
untersuchten Finanzmarktdaten. Bei allen untersuchten Renditereihen besitzt die
AR(1)-Komponente eine signikante Wirkung auf den aktuellen Wert. Da bei vier
dieser autoregressiver Wert erster Ordnung positiv ist, handelt es sich um einen
32Vgl. Schwartz, G., Dimension, 1978, S. 461-464.
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ARMA AR(1) AR(2) MA(1) MA(2)
Dax
0:1044
(3:0865)
Eon
0:8439
(11:6419)
 0:8932
( 14:2263)
E   Stoxx 0:2778

(10:9626)
 0:9301
( 34:8879)
 0:3185
( 15:4431)
0:9566
(43:6624)
EADS
 0:7251
( 2:5925)
0:6854
(2:2833)
Eur=US$
0:1306
(15:1614)
 0:9661
( 100:5533)
 0:1188
( 29:9765)
0:9949
(225:6785)
Brent
 0:73
( 5:4919)
 0:8522
( 7:9656)
0:7587
(5:3994)
0:8373
(7:2303)
Signifikanzniveaus :  = 0; 05  = 0; 01:
Tabelle 2.6: Schätzungen der ARMA-Modelle
gleichgerichteten Wirkungszusammenhang.33 Allerdings übt der zweite autoregres-
sive Koe¢ zient, der bei drei Schätzungen vorkommt, einen stärkeren Einußaus.
Bei fünf Modellschätzungen besitzt auch der MA(1) Koe¢ zient einen signikanten
Einuß, d.h Schocks werden nicht unmittelbar verarbeitet, sie haben immer auch
eine verzögerte Wirkung auf die künftige Renditeentwicklung. Auch hier übt der
weiter zurückliegende signikante MA(2)-Koe¢ zient bei drei Schätzungen einen
stärkeren Einußaus.
2.3.5 Beurteilung der Modellschätzung durch ARMA-
Modelle
Um festzustellen, ob die Modellschätzungen in der Lage sind, die Renditezeitrei-
hen adäquat zu modellieren, werden die Residuen einer Analyse unterzogen. Dies
erlaubt, die Schätzung anhand einiger Kriterien zu beurteilen. Dafür werden die
Schiefe und die Kurtosis als die wichtigsten statistischen Kennzahlen der Modell-
schätztungen in der Tabelle 2:7 gezeigt. Zusätzlich enthält die Tabelle die Ergeb-
nisse des Ljung-Box-Tests, das Schwarz-Bayes-Informationskriterium (SIC) sowie
die Jarque-Bera-Statistik (JB).
Der SIC-gibt den Wert an, mit dem das ideale Modell für die jeweilige Rendi-
33Aus der Tabelle 2.6 ist ersichtlich, dass es sich bei den beiden Ausnahmen um die Renditen
von EADS und Brent handelt.
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ARMA Schiefe Kurtosis Q(10) SIC JB
DAX 0:2522 7:391 22:613 1:073575 936:0819
EON  0:2608 6:0192 37:020 1:619239 449:8298
E   Stoxx  0:5663 9:5774 35:114 1:304222 2132:662
EADS 0:4233 7:8098 37:103 2:988671 1142:886
EUR=US$  0:31347 10:7758 57:818  0:504457 2916:045
Brent 0:008 5:2837 21:686 1:940659 249:6984
Signifikanzniveau :  = 0; 01:
Tabelle 2.7: Beurteilung der ARMA-Schätzungen
tereihe ausgewählt wurde. Die Werte für den Ljung-Box-Test sind für den Lag 10
angegeben. Die quadrierten Residuen einer gut geschätzten ARMA-Modellierung
weisen im optimalen Fall keine Korrelationen auf. Entsprechend sollte die Nullhy-
pothese dieses Tests keine Korrelationen nicht abgelehnt werden. Allerdings
weist der Ljung-Box-Test bei der ARMA-Modellierung der Renditereihen starke
signikante Abweichungen auf, so dass die Nullhypothese abgelehnt werden muss.
Eine sich daraus ableitende notwendige Neuspezikation der Modellierung wurde
versucht, erbrachte aber keine Ergebnisverbesserung. Zur Residuenanalyse gehört,
neben der Prüfung serieller Autokorrelation, noch ein Test, der die Residuen auf
Normalverteilung prüft. Während hierbei das arithmetische Mittel und die Stan-
dardabweichung beliebige Werte annehmen können, sind die Wertgrößen für die
Schiefe mit null und die Kurtosis mit drei eindeutig festgelegt. Ob die Residuen der
geschätzten ARMA-Modellierung einer Normalverteilung folgen, soll mit Hilfe des
Jarque-Bera-Tests ermittelt werden. Die in der Tabelle 2:7 aufgeführten Werte des
Jarque-Bera-Tests weisen für die sechs Modellschätzungen eine hoch signikante
Ablehnung der Nullhypothese einer Normalverteilung auf und sind weiterhin lep-
tokurtisch verteilt. Dieses Ergebnis überrascht nicht, da bereits die Analyse der
Renditezeitreihen aus Tabelle 2:3 ergab, dass keine Normalverteilung vorliegt.
Zusammenfassend kann festgehalten werden, dass ARMA-Modelle nicht in der
Lage sind, die im Rahmen dieser Arbeit zu untersuchenden Renditezeitreihen ad-
äquat zu modellieren, da ARMA-Modelle grundsätzlich nur die linearen Abhän-
gigkeiten von Zeitreihen berücksichtigen.
Kapitel 3
Die Volatilität bei
Finanzmarktdaten
In den Renditen des hier verwendeten Datenmaterials wurden lineare Abhängig-
keiten mit Hilfe der signikanten Ljung-Box-Teststatistik für die Autokorrelation
der quadrierten Renditen nachgewiesen. Diese Ergebnisse zeigen, dass ausgepräg-
te nichtlineare Abhängigkeiten in dem Datenmaterial dieser Arbeit vorkommen.
Darüberhinaus sind die Renditen des in dieser Arbeit untersuchten Datenmaterials
durch Leptokurtosis gekennzeichnet, d.h. dass die Verteilung der Renditen an den
Rändern über der einer Normalverteilung liegt. Die Kurtosis ist somit wesentlich
höher als die Kurtosis bei der Normalverteilung.
Um eine Verbesserung der Modellierung des Datenmaterials in dieser Hinsicht
zu erreichen, werden daher im Folgenden diese nichtlineare Abhängigkeiten in den
Renditereihen berücksichtigt. Die Renditen der in dieser Arbeit untersuchten Fi-
nanzmarktdaten neigen zu einer dynamischen Entwicklung, in welcher sich Pe-
rioden geringer und hoher Volatilität gegenseitig ablösen. Dieses Muster wird als
Volatility Clustering bezeichnet. Die Abbildungen 2:1 bis 2:6 illustrieren, wie sich
das Volatility Clustering in der Struktur beobachteter Zeitreihen äussert. Unter
Volatilität wird generell der Schwankungsbereich der annunalisierten Standardab-
weichung der betrachteten Renditen von Investitionsanlagen oder Finanzmärkten
verstanden. Damit ist sie eine mathematische Größe für das Maßdes Risikos einer
Kapitalanlage. Somit kommt der Volatilität eine entscheidene Rolle bei der Beur-
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teilung eines Anlagerisikos zu. Die ursprünglich bestehende Annahme einer kon-
stanten Wertpapiervolatilität bei Kapitalmarktmodellen wurde im Laufe der Zeit
durch empirische Arbeiten für unrealistisch befunden.34 Diese Erkenntnis macht
eine speziell auf nanzwirtschaftliche Zeitreihen zugeschittene Modellierung uner-
lässlich.
Im Hinblick auf diese Herausfoderung war es schließlich der große Durchbruch,
als Modelle mit autoregressiver bedingter Heteroskedastie (ARCH35) zur Be-
schreibung von nanzwirtschaftlichen Zeitreihen entwickelt worden sind. Der ent-
scheidende Unterschied zwischen diesem Ansatz und der klassischen Zeitreihenana-
lyse besteht in der Modellierung der bedingten Varianz als Funktion der vorhande-
nen Informationsmenge. Durch die revolutionäre Arbeit von Engle36 hat die Vola-
tilitäsanalyse von Finanzmarktdaten einen entscheidenden Impuls erhalten. Einen
weiteren Meilenstein in diesem Bereich stellt das Generalized-Autoregressive-
Conditional-Heteroskedasticity-Model (GARCH) von Bollerslev37 dar, der mit
der Übertragung des Sparsamkeitsprinzips von Box und Jenkins auf die vorlie-
gende Problemstellung erst die Voraussetzungen für eine praktische Anwendung
gescha¤en hat. Mittlerweile gibt es eine sehr umfangreiche Anzahl von Verö¤entli-
chungen zu der Theorie und Anwendung von (G)ARCH-Modellen. Einen Überblick
über die relevanten Arbeiten der GARCH-Modelle und ihrer Eigenschaften ver-
scha¤en dabei die Artikel von Bollerslev, Chou und Kroner38, Bera und Higgins39
sowie Bollerslev, Engle und Nelson40 (1994).
In diesem Kapitel wird gezeigt, dass die Modelle der ARCH-Klasse zur empiri-
schen Überprüfung von nichtlinearen Abhänigkeiten herangezogen werden können.
Für die empirischen Untersuchungen wurde dasselbe Datenmaterial wie in Kapitel
2 für die Analyse von Zeitreihen verwendet. Die Renditereihen des hier zu ver-
wendeten Datenmaterials wurden dabei mit ausgewählten ARCH- und GARCH-
Spezikationen modelliert. ZumAbschlußdes Kapitels wird auf die Kapitalmarktef-
34Vgl. Mandelbrot, B., Variation, 1963 und Fama, E., Behavior, 1965.
35Autoregressive-Conditional-Heteroskedasticity-Model.
36Vgl. Engle, R.F., Heteroscedasticity, 1982, S. 987-1007.
37Vgl. Bollerslev, T., Generalized, 1986, S. 307-327.
38Vgl. Bollerslev, T. et al., ARCH, 1992, S. 5-59.
39Vgl. Bera, A. K.; Higgins, M. L. , ARCH, 1993, S. 305-366.
40Vgl. Bollerslev, T. et al., ARCH, 1994, S. 2959-3038.
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zienz von Finanzmarktdaten eingegangen und ein zusammenfassender Vergleich
der empirischen Untersuchungsergebnisse vorgenommen.
3.1 ARCH-Modell
Ausgangspunkt der Entwicklung des Autoregressive conditional heteroskedastic
(ARCH)-Modells war für Engle die Modellierung der Varianz der Störgröße.41
Durch das Akronym ARCH kommt zum Ausdruck, dass die bedingte Varianz
eines ARCH-Prozesses von den vergangenen Beobachtungen des Prozesses selbst
abhängt. In allgemeiner Form lassen sich ARCH-Modelle darstellen durch:
yt = + "t (3.1)
"t = tt (3.2)
t  N(0; 2t ) (3.3)
2t jt 1 = f(t 1): (3.4)
Hierbei bezeichnet yt die Rendite des Finanztitels,  den Mittelwert der Ren-
diten und "t kann als unerwarteter Kursausschlag (Residuum) zum Zeitpunkt t
interpretiert werden. t ist ein unabhängig und identisch verteilter White-Noise-
Prozess mit V ar(t) = 1, für den zumeist Normalverteilung angenommen wird.
t 1 kennzeichnet die Menge der zum Zeipunkt t  1 verfügbaren Informationen.
Die bedingte Varianz 2t ist eine deterministische Funktion der zeitverzögerten
Kursänderungen. Die Varianz 2t ist konditional bedingt auf die Kenntnis der ver-
gangenen Kursbeobachtungen.
3.1.1 Theorie und Denition des ARCH-Modells
In dem von Engle42 vorgestellten ARCH(q)-Modell ist die bedingte Varianz 2t eine
lineare Funktion von q zeitverzögerten quadrierten Residuen:
41Vgl. Engle, Robert F., Heteroscedasticity, 1982, S. 987-1007.
42Vgl. Engle, Robert F., Heteroscedasticity, 1982, S. 987-1007.
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2t = a0 +
qX
i=1
ai"
2
t i: (3.5)
Um eine positive bedingte Varianz 2t sicherzustellen, müssen die aus den Daten
zu schätzenden Parameter a die Nichtnegativitätsbedingungen a0 > 0 und ai > 0
für i = 1; :::; q erfüllen. Betragsmäßig große vergangene Werte für "t 1; i = 1; :::; q;
ziehen somit eine hohe bedingte Varianz zum Zeitpunkt t nach sich. Durch diese
Eigenschaft ist es möglich, das oben erläuterte Volatilitäts-Clustering nachzubil-
den.43
Formal erinnert die Gleichung 3:5 zunächst an einen Moving-Average Prozeß
für die bedingte Varianz.44 Da jedoch die bedingte Varianz oft nicht beobachtbar
ist, deniert man $ = "2t  2t .45 Gleichung 3:5 läßt sich dann wie folgt formulieren
2t = a0 +
qX
i=1
ai"
2
t i +$; (3.6)
wobei E($) = 0 und cov($t; $s) = 0 für t 6= s gilt. Man erkennt, dass die
Gleichung 3:5 die Darstellung eines AR-Prozesses für 2t ist. Ein ARCH(q)-Prozeß
muss analog zu einem linearen AR(q)-Prozess die Stationaritätsbedingung erfüllen,
da ansonsten die bedingte Varianz explodiert. Dabei ist der zugrundeliegende
stochastische Prozess stationär, wenn die Summe der Modellparameter ohne Kon-
stante kleiner eins ist46:
qX
i=1
ai < 1: (3.7)
In diesem Fall beinhalten stationäre ARCH-Prozesse auch eine endliche un-
bedingte Varianz. Diese ergibt sich als Erwartungswert der bedingten Varianzen.
Man erhält für die unbedingte Varianz von 2 durch wiederholtes Einsetzen und
43Vgl. Bärlocher von Küsnacht, J., 1992, GARCH-Prozesse, S. 33.
44Auch Engle hat daher zunächst überlegt, statt ARCH die Bezeichnung MACH (Moving Average
Conditional Heteroskedasticity) zu wählen (vgl. Engle, 2004, S. xii).
45Vgl. Schmitt, C., 2002, Stochastische Volatilität, S. 315.
46Der Beweis der Stationaritätsbedingung (4:7) wird von Engle (1982) geführt. Vgl. Engle, R.,
Autoregressive, 1982, S. 1004f.
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Anwendung des Gesetzes des iterierten Erwartungswertes:
2 =
a0
1 
qP
i=1
ai
: (3.8)
Anhand eines einfachen ARCH(1)-Modells kann die Funktionsweise von
ARCH(q)-Modellen unter Verwendung von Gleichung 3:8 auf einfache Weise belegt
werden. Für die Ordnung p = 1 gilt für die bedingte Varianz 2t :
2t = a0 + a1"
2
t 1 =
a0
1  a1 + a1("
2
t 1  
a0
1  a1 )
= 2 + a1("
2
t 1   2): (3.9)
Die bedingte Varianz ist demnach genau dann größer bzw. kleiner als die unbe-
dingte Varianz, wenn das Quadrat der letzten Beobachtungen größer bzw. kleiner
als die unbedingte Varianz ist. Die bedingte Varianz schwankt also um die unbe-
dingte Varianz. Die Beziehung (3:9) zeigt, dass das ARCH-Modell eine adäquate
Modellierung von Volatilitätsclustern gewährleistet, da nach einer betragsmäßig
großen unerwarteten Kursänderung eine hohe Volatilität und nach einer betrags-
mäßig kleinen Abweichung eine geringe Volatilität erwartet wird.
Eine Maßzahl zur Charakterisierung der Form einer Verteilung ist die Kurtosis
und wird durch das vierte Moment der Verteilung beschrieben. Die Existenz der
vierten Momente ist zur Bestimmung der Kurtosis eines ARCH-Modells erforder-
lich. Im ARCH(1)-Modell ist die Bedingung
3a21 < 1 (3.10)
für die Existenz dieser Momente unabdingbar.47 Für die Kurtosis eines
ARCH(1)-Modells48 gilt dann
Kurt(") =
E ["4t ]
E ["2t ]
2 = 3
1  a21
1  3a21
> 3: (3.11)
47Vgl. Engle, R., Autoregressive, 1982, S. 992.
48Eine Verallgemeinerung für ARCH(q)-Modelle ist in Milhøj (1985) zu nden.
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An der Gleichung 3:11 erkennt man eine leptokurtische Verteilung der Renditen.
Der Wert drei entspricht der Kurtosis der Normalverteilung, und bei Existenz des
vierten Moments (Gleichung 3:10) ist der Quotient immer größer eins. Die un-
bedingten, ungeraden Momente eines ARCH-Prozesses sind gleich null. Auch für
ARCH-Prozesse höhere Ordnung kann gezeigt werden, dass die unbedingte Ver-
teilung leptokurtisch ist. Dieses wichtige Argument rechtfertigt die Beschreibung
von nanzwirtschaftlichen Zeitreihen mittels ARCH-Modellen. Einschränkend sei
hinzugefügt, dass aber nicht nur ARCH(q)-Prozesse diese Eigenschaft aufweisen.49
Engle50 entwickelte parallel zum ARCH(q)-Modell den ARCH Lagrange-
Multiplikatoren (LM) Test, mit welchem die Existenz von eventuellen ARCH-
E¤ekten getestet werden kann. Daher basiert der Test auf einer Regression der
2t gegen eine Konstante und die und die verzögerten Werte 
2
t 1; :::; 
2
t p. Für die
Nullhypothese
H0 : Es liegt kein ARCH-Prozeßvor
kann das Bestimmtheitsmaßdieser Regression R2 zur Bildung der Teststatistik
TR2~2p verwendet werden. Die Prüfgröße TR
2 ist asymptotisch äquivalent zu
T 
qX
k=1
2(k). (3.12)
Hierbei bezeichnet (k) den Autokorrelationskoe¢ zienten des quadrierten Kurs-
ausschlages 2t zum Lag k, der durch
(k) =
T kP
i=1
(2i   ^)(2i+k   ^)
T kP
i=1
(2i   ^)2
(3.13)
mit
^ =
1
T
TX
i=1
2i (3.14)
bestimmt wird.
49Vgl. Geyer, A., Information, 1992, S. 190.
50Vgl. Engle, R., Autoregressive, 1982, S. 999f.
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Mit dem Ljung-Box Test
LBn = T (T + 2)
nX
i=1
1
T   i
2(k), (3.15)
kann die Unkorreliertheit von 2t unter Berücksichtigung mehrerer Lags überprüft
werden. T ist die Anzahl der Beobachtungen, (k) ist der Autokorrelationskoe¢ -
zient von 2t zum Lag i . Unter der Nullhypothese fehlender Autokorrelation ist die
Teststatistik des Ljung-Box Tests asymptotisch 2 verteit mit n Freiheitsgraden.
Unter der Annahme einer bedingten Normalverteilung kann ein
ARCH(q) Modell mit Hilfe der Maximum-Likelihood-Methode geschätzt
werden.51 Da die Varianzgleichung nichtlinear ist, erfolgt die Schätzung durch
ein iteratives Verfahren. Die gemeinsame Dichtefunktion ist das Produkt aller
bedingten Dichtefunktionen und daher ist die Log-Likelihood Funktion die Sum-
me der bedingten normalverteilten, zum ARCH(q) Modell korrespondierenden
log-Likelihood Funktionen. Demzufolge hat die Log-Likelihood Funktion folgende
Form
lnL() =
TX
t=1
lt =  T
2
ln(2)  1
2
TX
t=1

ln2t +
2t
2t

(3.16)
mit  = (a0; :::; aq). Ziel des Maximum-Likelihood-Ansatzes ist die Maximierung
von Gleichung 3:16 in Abhängigkeit des Parametervektors . Die erste Ableitung
der Likelihood-Funktion nach den Elementen des Parametervektors  lautet:
@lt
@ai
=
1
22t
@2t
@ai

2t
2t
  1

(3.17)
mit den Ableitungen @
2
t
@ai
, die sich berechnen als
@2t
@ai
= 2t 1 für 1; :::; q und
@2t
@a0
= 1: (3.18)
51Engle (1982) zeigt die Vorteile der ML-Schätzung gegenüber der Kleinst-Quadrate-Schätzung.
Vgl. Engle, R., Autoregressive, 1982, S. 999f.
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Die Elemente der Hesse-Matrix ergeben sich damit zu
@2lt
@ai@aj
=   1
22t
@2t
@ai
@2t
@aj
2t
2t
+

2t
2t
  1

@
@aj

1
2t
@2t
@aj

: (3.19)
Aus der Inversen der Hesse-Matrix können dann die Standardfehler des geschätz-
ten Parametervektors  ermittelt werden. In zahlreichen empirischen Untersu-
chungen52 hat sich der von Brendt, Hall, Hall und Haussman entwickelte BHHH-
Algorithmus53 als besonders geeignet zur Maximierung der Log-Likelihood Funk-
tion (Gleichung 3:16) erwiesen.54
3.1.2 Test auf nichtlineare Muster
Um das Vorliegen nichtlinearer Muster zu überprüfen, werden Testverfahren ver-
wendet. Im vorigen Kapitel wurde der Ljung-Box-Test auf das in dieser Arbeit
verwendete Datenmaterial angewendet. Dabei konnte festgestellt werden, dass bei
den hier untersuchten, quadrierten Renditen eine Abhänigkeit in den bedingten
Varianzen vorliegt.
Eine weitere Möglichkei,t das Auftreten nichtlineare Muster, in Form von
Volatilitäts-Clustern, nachzuweisen, bildet der von Engle entwickelte LM-Test.55
Unter der Nullhypothese fehlender ARCH-E¤ekte läßt sich zeigen, dass auch diese
Teststatistik asymptotisch 2 verteilt ist mit q Freiheitsgeraden. Im folgenden
wird der LM-Test für das in dieser Arbeit verwendete Datenmaterial durchgeführt.
Die Ergebnisse des LM-Tests für unterschiedliche Lagordnungen q für die hier
untersuchten Renditereihen sind in der Tabelle 3:4 zusammengefasst. Bei den sechs
betrachteten Renditereihen treten somit für alle untersuchten Lagordnungen hoch-
signikante ARCH-E¤ekte auf. Folglich kann die Nullhypothese, fehlender ARCH-
E¤ekt, verworfen werden, so dass von einer starken zeitlichen Abhängigkeit in den
52Vgl. Bera, A. K., Higgins, M. L., ARCH models, 1993, S. 349.
53Vgl. Berndt, E. K.; Hall, B. H.; Hall, R. E.; Hausmann, J., Estimation and Inference, 1974, S.
656¤.
54Wie gezeigt werden kann, sind die durch Maximierung von Gleichung 3:16 gewonnenen Schätzer
unter Regularitätsbedingungen konsistent, asymptotisch e¢ zient und asymptotisch normalver-
teilt vgl. Franke, J.; Härdle, W.; Hafner, C., Einführung, 2001, S. 224f.
55Vgl. hierzu Abschnitt 3.1.1.
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Reihenq 10 15 20 25 30
Dax 34:07 41:02 109:48 113:14 146:50
Eon 34:49 41:29 44:95 46:42 51:73
E   Stoxx 40:05 45:64 97:17 101:70 132:32
EADS 29:98 34:71 56:48 62:10 76:92
Eur=US$ 52:31 54:28 90:30 90:96 128:03
Brent 20:04 25:32 33:95 46:97 54:33
Signifikanzniveau :  = 0; 10  = 0; 05    = 0; 01:
Tabelle 3.1: LM-Test auf ARCH-E¤ekte
bedingten Varianzen ausgegangen werden kann.
Zusammenfassend kann festgestellt werden, dass die im Rahmen dieser Arbeit
untersuchten sechs stündlichen Renditereihen nicht normalverteilt sind, sondern
dass sie eine leptokurtische Verteilung haben. Ferner wurde festgestellt, dass die
untersuchten Renditereihen eindeutig durch Heteroskedastizität und Volatilitäts-
Cluster gekennzeichnet sind.
3.1.3 Schätzung und empirische Ergebnisse des ARCH-
Modells
Nachdem für die ausgewählten Renditereihen in den vorhergehenden Abschnit-
ten deutliche ARCH-E¤ekte festgestellt werden konnten, ist nun die Modellierung
dieser empirischen Au¤älligkeiten Gegenstand der vorliegenden Untersuchung. Es
ist jedoch äußerst schwierig, die Ordnung q geeignet zu wählen.56 GemäßBe-
ra/Higgens wurde in zahlreichen empirischen Studien gezeigt, dass sich für Finanz-
marktdaten ein sparsames Modell bewährt hat.57 Daher soll auch die empirische
Analyse im Rahmen dieser Arbeit auf diese sparsame Spezikation zurückgreifen.
In der Tabelle 3:2 sind die Parameter der ARCH(1)-Schätzungen für die hier unter-
suchten sechs Renditezeitreihen mit den jeweiligen t-Statistiken in den Klammern
angegeben. Für die Beschreibung der Renditen wurde folgende Gleichung gewählt:
yt = + "t: (3.20)
56Vgl. Bönte, G., Analyse, 1997, S. 127.
57Vgl. Bera, A. ; Higgens, M. L., ARCH, 1993, S. 317-321.
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Die Varianzgleichung des geschätzten ARCH(1) Modells lautet:
2t = a0 + a1"
2
t 1: (3.21)
Die geschätzten Parameterwerte sind in allen Fällen statistisch signikant von null
verschieden und bestätigen somit das Vorliegen der ARCH-E¤ekte, in den hier
untersuchten Renditezeitreihen. Bis auf die Renditereihe des Dax-Indexes und des
Brent-Rohölpreises sind die Modellschätzungen nur eingeschränkt verwendbar, da
der Parameterwert des ARCH-Terms a1 für die Schätzungen als hochsignikant
negativ ausgewiesen wird. Negative Schätzwerte sind jedoch laut Annahmen der
ARCH-Modelle nicht zugelassen.58
ARCH(1) a0 a1
Dax
0:1579
(33:1652)
0:08435
(3:6902)
Eon
0:302212
(36:95001)
 0:030151
( 5:562744)
E   Stoxx 0:217113
(47:79041)
 0:013341
( 1:867496)
EADS
0:302501
(36:90280)
 0:030183
( 5:454137)
Eur=US$
0:035555
(53:48143)
 0:020865
( 4:455510)
Brent
0:361315
(27:49289)
0:101329
(4:165647)
Tabelle 3.2: Ergebnisse der ARCH(1)-Schätzung
3.1.4 Beurteiligung des ARCH-Modells
Im folgenden soll die empirische Haltbarkeit des ARCH(1)-Modells anhand der
geschätzten Residuen überprüft werden. Ist die ARCH-Modellschätzung korrekt
speziziert, sollten die optimalen Residuen zum einen völlständig unkorreliert und
zum anderen bedingt normalverteilt sein. Die Ergebnisse für eine Modellüberprü-
fung auf Basis der hier untersuchten empirischen Daten sind in der Tabelle 3:2
58Vgl. hierzu die Nebenbedingungen aus Gleichung 3.5.
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aufgelistet. Die Analyse der standardisierten Residuen zeigt eine gute Überein-
stimmung für den Mittelwert null und die Varianz eins. Dennoch sind die nor-
mierten Residuen bei weitem nicht normalverteilt, da die Werte für die Schiefe
keineswegs null sind und die Werte für die Kurtosis eindeutig den Wert einer Nor-
malverteilung von drei übersteigen. Die Jarque-Bera-Test-Statistik der standardi-
sierten Residuen nimmt für alle Renditereihen weiterhin sehr große Werte an, so
dass die Nullhypothese einer Normalverteilung weiterhin hochsignikant abzuleh-
nen ist. Zusätzlich muss die zweite Residueneigenschaft, dass keine signikanten
Autokorrelationen ermittelt werden können, überprüft werden. Anhand der Ljung-
Box-Teststatistik ist deutlich zu erkennen, dass für alle ARCH-Modellschätzungen,
bis auf die DAX-Rendite, weiterhin Korrelationen in den quadrierten standardi-
sierten Residuen bestehen. Dies führt zu einer hochsignikanten Ablehnung der
Nullhypothese unkorrelierter quadrierter Residuen.
ARCH DAX EON E-Stoxx EADS EUR/US$ Brent
ar:M  0:0128  0:0041  0:0018 0:0027 0:0093  0:0002
St:Abw: 1:0003 1:0009 1:0004 1:0004 1:0031 1:0004
Schiefe 0:2776  0:2333  0:4691 0:3811  0:3348 0:0239
Kurtosis 7:1284 5:8949 9:4938 8:0687 11:083 5:1176
J  B 838:0145 412:36 2064:631 1260:015 3157:688 215:181
SIC 1:0859 1:625 1:3144 2:9856  0:5017 1:9292
Q(10) 14:439 33:412 43:707 25:779 54:286 20:165
Signifikanzniveau :  = 0; 01  = 0; 05:
Tabelle 3.3: Beurteilung der ARCH(1)-Schätzung
Man kann daher zusammenfassen, dass es ARCH-E¤ekte in den untersuchten
Renditezeitreihen gibt. Allerdings liefert die ARCH(1)-Spezikation keine befrie-
digenden Schätzergebnisse für die zugrundeliegenden Daten. Eine Ausnahme sind
die Schätzungen für die DAX-Renditereihe.
3.2 GARCH-Modell
3.2.1 Theorie und Denition des GARCH-Modells
In vielen empirischen Anwendungen von ARCH-Modellen auf nanzwirtschaftliche
Zeitreihen hat man immer wieder festgestellt, dass zur Erzielung adäquater Ergeb-
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nisse eine relativ hohe Ordnung p notwendig war, um die Volatilität abzubilden.
Ein Problem für die Schätzung von ARCH-Modellen mit hohen Ordnungen p ist
das Einhalten der Nichtnegativitätsrestriktion für die Parameter der Varianzglei-
chung. Um dem von Box und Jenkins postulierten Prinzip der Sparsamkeit bei der
Modellbildung gerecht zu werden, entwickelte Bollerslev eine Verallgemeinerung
der ARCH-Modelle, die sogenannten Generalized ARCH (GARCH)-Modelle.59
Dieses Modell unterscheidet sich vom ARCH-Modell dadurch, dass die bedingte
Varianz der Residuen neben den verzögerten quadrierten Residuen auch von der
bedingten Varianz der Vorperioden abhängt. Bollerslev modelliert die bedingte
Varianz eines GARCH(p,q)-Modells wie folgt:
2t = a0 +
qX
i=1
ai"
2
t i +
pX
j=1
j
2
t j: (3.22)
Die Nichtnegativitätsrestriktionen a0 > 0; ai > 0 für i = 1; :::; q und j > 0 für
j = 1; :::p garantieren wiederum, dass die bedingte Varianz strikt positiv wird.
Mit Hilfe von Lag- und Polynom-Operatoren kann Gleichung 3:22 auch wie folgt
formuliert werden
2t = a0 + a(L)"
2
t + (L)
2
t (3.23)
mit (L) = 1L+ :::pL
p und a(L) = a1L+ :::aqLq:
Für p = 0 reduziert sich der Prozeßauf einen ARCH(q)-Prozess und für q =
p = 0 ergibt sich ein einfacher White-Noise-Prozess.
Deniert man wie auch schon beim ARCH-Modell $ = "2t 2t , kann Gleichung
3:22 zu einem ARMA(m,q)-Modell für "2t umgeformt werden. Dann ergibt sich für
den GARCH(p,q)-Prozess der folgende Zusammenhang:
2t = a0 +
mX
i=1
 
ai + j

"2t i  
pX
j=1
j$t j +$t; (3.24)
mit m = max(p; q); ai = 0 falls i > q und j = 0 falls j > p: Diese Gleichung stellt
einen ARMA(m,q)-Prozess der quadrierten Residuen eines GARCH(p,q)-Modells
59Bollerslev, T., Generalized, 1986, S. 307-327.
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dar.60 Die Existenz eines solchen Prozesses setzt ebenfalls Stationarität voraus.
Gemäßdem Theorem 1 von Bollerslev61 ist ein GARCH-Prozess genau dann
schwach stationär, wenn die Parameterrestriktion
qX
i=1
ai +
pX
j=1
j < 1 (3.25)
gilt. Die unbedingte Varianz 2 eines stationären GARCH-Prozesses beträgt dann
2 =
a0
1 
qP
i=1
ai  
pP
j=1
j
: (3.26)
Analog zur ARMA-Darstellung von MA(1)-Modellen, lassen sich
GARCH(p,q)-Modelle in ein äquivalentes ARCH(1) Modell umformen. Mittels
dieser Umformung erhält man weitere Einblicke in die Struktur und Parameterre-
striktionen von GARCH(p,q)-Modellen. Durch rekursives Ersetzen von 2t 1 ergibt
sich für einen GARCH(1,1)-Modell
2t = a0 + a1"
2
t 1 + 1
2
t 1
= a0 + a1"
2
t 1 + 1
 
a0 + a1"
2
t 2 + 1
2
t 2

= a0 + a1"
2
t 1 + 1a1"
2
t 2 + 
2
1(
2
t 1 + a1"
2
t 3 + 1
2
t 3)
=    = a0
1  1
+ a1
1X
i=1
i 11 "
2
t i: (3.27)
Ein GARCH(1,1) -Prozess entspricht einem ARCH(1)-Prozess mit geometrisch
fallenden Gewichten in der Varianzfunktion. Für den allgemeinen
GARCH (p,q) - Prozess erhält man
2t =
a0
1 
pP
i=1
i
+ a1
1X
i=1
i"
2
t i; (3.28)
60Durch das p werden die Ordnungen des MA-Teils beschrieben. Vgl. Gourieroux, C., ARCH
Models, 1997, S. 35.
61Vgl. Bollerslev, T., Generalized, 1986, S. 310.
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wobei die i eine Funktion der ai und i sind.
62
Die Existenz der vierten Momente ist zur Bestimmung der Kurtosis eines
GARCH-Modells erforderlich. Im GARCH(1,1)-Modell ist die Bedingung:
3a21 + 2a11 + 
2
1 < 1 (3.29)
für die Existenz dieser Momente unabdingbar.63 Daraus ergibt sich für die Kurtosis
eines GARCH(1,1)-Modells bei Existenz des vierten Moments
Kurt(") =
E ["4t ]
E ["2t ]
2 =
6a21
1  21   2a11   3a21
: (4.28)
Die Kurtosis des Prozesses ist im Falle eines stationären Prozesses größer drei,
woraus ein leptokurtisches Verhalten, analog zum ARCH(1)-Modell, folgt.
Die Schätzung eines GARCH(p,q)-Prozesses erfolgt nach der Maximum-Likeli-
hood-Methode, wobei die Vorgehensweise analog zur Schätzung eines
ARCH(q)-Modells ist. Demzufolge hat die Log-Likelihood Funktion folgende Form
lnL() =
TX
t=1
lt =  T
2
ln(2)  1
2
TX
t=1

ln2t +
2t
2t

(3.30)
mit  = (a0; a1;:::; aq; 1; :::p). Bei der Ableitung nach den Parametern  ergibt
sich dieselbe Form wie im ARCH(q)-Modell und man erhält für die Elemente der
Hesse-Matrix
@2lt
@ai@aj
=   1
22t
@2t
@ai
@2t
@aj
2t
2t
+

2t
2t
  1

@
@aj

1
2t
@2t
@aj

: (3.31)
Aus der Inversen der Hesse-Matrix können dann die Standardfehler des geschätzten
Parametervektors  ermittelt werden. Der einzige Unterschied zu der Gleichung von
Engle (3:19) besteht in der Einbeziehung des rekursiven Teils des GARCH(p,q)-
Modells, die eine zusätzliche Komplexität in das Optimierungsproblem einbringen.
Aus diesem Grund und der Nichtlinearität der Log-likelihood-Funktion wird in der
62Vgl. Bera, A. K.; Higgins, M. L., ARCH models, 1993, S. 313.
63Vgl. Bollerslev, T., Generalized, 1986, S. 312.
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Literatur häug der BHHH-Algorithmus verwendet.64
3.2.2 Schätzung und empirische Ergebnisse des GARCH-
Modells
Im vorigen Abschnitt lieferte das ARCH(1)-Modell keine befriedigenden Ergebnis-
se. Es soll nun im folgenden ein GARCH(q; p)-Modell geschätzt werden. Gemäß
Bera/Higgens wurde in zahlreichen empirischen Studien gezeigt, dass sich für Fi-
nanzmarktdaten ein sparsames GARCH(1,1)-Modell bewährt hat.65 Die Varianz-
gleichung lautet dann für die Renditen:
2t = a0 + a1"
2
t 1 + 1
2
t 1: (3.32)
Tabelle 3.4 enthält die geschätzten Parameter dieses Modells für alle Rendite-
zeitreihen auf Basis der hier verwendeten Finanzmarktdaten.
GARCH a0 a1 1 a1 + 1
Dax
0:0007
(2:2208)
0:0201
(5:5077)
0:9752
(203:3047)
0:995 34
Eon
0:1243
(3:0256)
 0:031
( 6:7214)
0:6065
(4:3482)
0:575 52
E   Stoxx 0:001
(2:2915)
0:0206
(5:7934)
0:9743
(187:3297)
0:995 02
EADS
0:0211
(4:4076)
0:0251
(6:3489)
0:9572
(144:9777)
0:982 35
Eur=US$
0:0114
(2:3257)
 0:0227
( 2:762)
0:7177
(5:7159)
0:694 99
Brent
0:0095
(2:4372)
0:0189
(3:5721)
0:9574
(71:7414)
0:976 44
Tabelle 3.4: Ergebnisse der GARCH(1,1)-Schätzung
Bei den sechs untersuchten Zeitreihen konnten hoch signikante GARCH-(1; 1)-
Modelle geschätzt werden, so dass die Eigenschaften der Finanzmarktdaten opti-
64Vgl. Bollerslev, T., Generalized, 1986, S. 316f.
65Vgl. Bera, A.; Higgens, M. L., ARCH, 1993, S. 317-321.
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mal abgebildet werden. Leider erfüllen nur vier Modellschätzungen die Stationa-
ritätsbedingungen. Der Wechselkurs und die EON-Aktie sind nur eingeschränkt
verwendbar, da der Parameterwert des ARCH-Terms a1 für beide Schätzungen als
hochsignikant negativ ausgewiesen wird. Negative Schätzwerte verletzten jedoch
die Nichtnegativitätsbedingung der GARCH-Modelle.66 Anhand der Schätzergeb-
nisse ist nun erkennbar, dass für alle Renditezeitreihen der GARCH-Parameter 1
bedeutend größer als der ARCH-Parameter a1 ist. a1 ist dabei für das Ausmaßder
unmittelbaren Reaktion auf neue Nachrichten "t verantwortlich, während 1 die
Dauer des Abklingens der Wirkung beschreibt. Da der Parameter 1 deutlich grö-
ßer als a1 ist, kehrt die bedingte Varianz 2t nach großen Schocks "t typischerweise
langsam auf das Gleichgewichtsniveau zurück. Aus Tabelle 3:4 ist zu erkennen,
dass die Zeitreihen stationär sind, da die Summe aus a1 und 1 in allen Fällen
knapp unter eins liegt. Dadurch besteht eine hohe Persistenz vergangener Schocks
in der bedingten Varianz, d. h. dass die Volatilität der Renditen langsam zu ihrem
Gleichgewicht zurückkehrt.
3.2.3 Beurteiligung des GARCH-Modells
Zur Beurteilung der Güte des GARCH(1,1)-Modell für die dargestellten Schät-
zergebnisse werden die bereits beschriebenen Spezikationstests geprüft. Die in
Tabelle 3:5 ausgewiesenen statistischen Eigenschaften der standardisierten Resi-
duen machen deutlich, dass es durch die Verwendung eines GARCH(1; 1)-Modells
gelungen ist, die Abweichungen für fünf Renditezeitreihen von der Normalvertei-
lung zu reduzieren. Dabei besitzen alle Residuen, bis auf die Schätzparameter des
Wechselkurses, einen Mittelwert von null und eine Varianz von eins. Die Werte für
die Kurtosis sind bei fast allen Renditereihen deutlich niedriger als bei den Schätz-
ergebnissen eines ARCH(1)-Modells. Allerdings zeigt sich anhand der Jarque-Bera-
Test-Statistik, dass für alle standardisierten Residuen immer noch Abweichungen
von der Normalverteilung bestehen, da die Nullhypothese einer Normalverteilung
höchst signikant abgelehnt wird. Demnach ist es dem GARCH(1; 1)-Modell nicht
vollständig gelungen, die Leptokurtosis zu beseitigen. Desweiteren müssen noch
die quadrierten Residuen untersucht werden, da anhand dieser festgestellt werden
66Vgl. hierzu die Nichtnegativitätsrestriktionen aus Gleichung 3.22.
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kann, ob das geschätzte GARCH(1; 1)-Modell die Abhängigkeiten zwischen den
bedingten Varianzen erklären kann. Die quadrierten Residuen des DAX-Indexes,
der EADS-Aktie und der Brent-Rohölpreis weisen keine signikanten Autokor-
relationen mehr auf. Das hier geschätzte GARCH(1; 1)-Modell liefert eine gute
Anpassung für diese Finanzmarktdaten. Allerdings kann dieses Ergebnis für die
anderen drei Renditereihen nicht durch die Ljung-Box-Teststatistik bestätigt wer-
den, da hier die Nullhypothese unkorrelierter quadrierter Residuen hochsignikant
verworfen wird.
GARCH DAX EON E-Stoxx EADS EUR/US$ Brent
ar:M  0:0095  0:0002  0:0005  0:0006 0:0228 0:0088
St:Abw: 1:0005 1:0006 1:0005 1:0032 0:9634 1:0012
Schiefe 0:0592  0:243  0:5878 0:3948  0:365 0:0219
Kurtosis 5:3565 5:8555 6:5405 7:7169 10:9655 5:1680
J  B 266:9956 402:4431 667:4679 1096:963 3071:430 225:5278
SIC 1:0303 1:6283 1:2500 2:9743  0:4967 1:9260
Q(10) 10:044 33:941 38:181 15:822 55:522 12:942
Signifikanzniveau :  = 0; 01:
Tabelle 3.5: Beurteilung der GARCH(1,1)-Schätzung
Aus diesen Ergebnissen wird deutlich, dass für die Modellierung von Vola-
tilitäsclustern das GARCH(1; 1)-Modell besser geeignet ist als das ARCH(1; 1)-
Modell.
In den folgenden Abschnitten dieser Arbeit werden ausgewählte Modikationen
von Modellen der ARCH-Familie vorgestellt und in die empirische Analyse des hier
zu untersuchenden Datenmaterials einbezogen.
3.3 GARCH-M-Modell
3.3.1 Theorie und Denition des GARCH-M-Modells
In der Finanzierungstheorie nimmt die Beziehung zwischen Rendite und Risiko
eine zentrale Rolle ein. Viele theoretische Modelle, die diesen Trade-O¤ beschrei-
ben, implizieren eine lineare Beziehung zwischen diesen beiden Grössen. So zum
Beispiel das CAPM: die erwartete Rendite einer Aktie ist linear abhängig von der
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erwarteten Rendite des Marktportfolios und dem Verhältnis der Kovarianz zur
Varianz.67 Ist das Risiko, gemessen als Varianz, nicht über die Zeit konstant, so
ist der bedingte Erwartungswert der Marktrendite eine lineare Funktion der be-
dingten Varianz. Um derartige Zusammenhänge abbilden zu können, haben Engle,
Lilien und Robbins das (G)ARCH in Mean (GARCH-M)-Modell entwickelt.68 Sie
erweitern den (G)ARCH-Ansatz, indem die bedingte Standardabweichung oder
die Varianz als exogener Einußfaktor in die Bestimmungsgleichung der Rendite
hinzugefügt wird.
Die Renditegleichung im GARCH-M-Modell ergibt sich dann wie folgt:
rt = +   g(2t ) + t (3.33)
2t = a0 +
qX
i=1
ai"
2
t i +
pX
j=1
j
2
t j;
wobei  und  konstant sind. Für die Beziehung zwischen dem Koe¢ zienten 
und der bedingten Varianz 2t sind verschiedene funktionale Zusammenhänge vor-
geschlagen worden. Überlicherweise werden lineare oder logarithmische Funktionen
von t oder 2t verwendet, d.h.
g(2t ) = 
2
t ; t oder ln(
2
t ): (3.34)
Dem CAPM folgend wird die lineare Funktion g(2t ) = 
2
t verwendet. Jedoch
wird in den meisten empirischen Untersuchungen die Darstellung in der Wurzel
Form den anderen Spezikationen vorgezogen.69  kann hierbei als ein über alle
Marktteilnehmer hinweg aggregiertes Maßder individuellen Risikoaversion, und
der Term g(2t ) als zeitvariable Risikoprämie des betrachteten Titels interpretiert
werden. Je größer der Wert für  geschätzt wird, desto höher ist die Risikoaversion
und damit auch die Risikoprämie, die von einem Investor als Ausgleich für das
Halten einer risikobehafteten Investition verlangt wird.
67Vgl. Abschnitt 4.1.1.3.
68Vgl. Engle, R. F., Lilien, D. M.; Robins, R. P., ARCH-M Model, 1987, S. 391-407.
69Vgl. Bera, A. K.; Higgins, M. L., ARCH models, 1993, S. 348.
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3.3.2 Schätzung und empirische Ergebnisse des GARCH-
M-Modells
Es konnte für die hier untersuchten Renditereihen gezeigt werden, dass das
GARCH(1,1)-Modell für die Renditen die besser geeignete Spezikation ist als das
ARCH(1)-Modell. Aus diesem Grund wird für die Beziehung zwischen erwartetem
Ertrag und Risiko ein GARCH-Modell für die Schätzung verwendet.
Die Renditegleichung für ein GARCH-M(1,1)-Modell ergibt sich wie folgt:
rt = +   g(2t ) + t
2t = a0 + a1"
2
t 1 + 1
2
t 1: (3.35)
Die Ergebnisse der Parameterschätzungen für das hier verwendete Datenmaterial
für ein GARCH-M(1,1)-Modell enthält Tabelle 3.6. Es konnten für die untersuch-
GARCH-M  a0 a1 1
Dax
0:20187
(1:31304)
0:00076
(2:16858)
0:02023
(5:45427)
0:9751
(198:3936)
Eon
0:77878
(0:96704)
0:15208
(1:97599)
 0:03203
(1:97599)
0:56316
(2:40273)
E   Stoxx 0:35209
(2:29356)
0:00104
(2:19042)
0:02116
(5:67861)
0:97392
(181:4399)
EADS
0:10579
(0:48955)
0:02103
(4:40302)
0:02536
(6:41547)
0:95711
(147:2049)
Eur=US$
 1:0788
( 0:81737)
0:01277
(3:32714)
 0:02884
( 2:73909)
0:75962
(10:3964)
Brent
 0:10434
( 0:44525)
0:00941
(2:41633)
0:01889
(3:57302)
0:9579
(72:23381)
Tabelle 3.6: Ergebnisse der GARCH-M-(1,1)-Schätzung
ten Renditereihen hoch signikante GARCH-Modellierungen geschätzt werden, so
dass dieser Modelltyp eine angemessene Spezikation darstellt. Allerdings ist das
GARCH-M(1,1)-Modell für denWechselkurs und die EON-Aktie nur eingeschränkt
verwendbar, da der Parameterwert des ARCH-Terms a1 für beide Schätzungen als
hochsignikant negativ ausgewiesen wird. Negative Schätzwerte sind jedoch laut
Annahmen der ARCH- und GARCH-Modelle nicht zugelassen.70 Die anderen vier
70Vgl. hierzu die Nebenbedingungen aus Gleichung 3.5 bzw 3.22.
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Modellschätzungen erfüllen die Stationaritätsbedingungen. Anhand der Schätzer-
gebnisse ist wie erwartet zu erkennen, dass für alle Renditezeitreihen der GARCH-
Parameter 1 bedeutend größer als der ARCH-Parameter a1 ist. Auch hier wird
deutlich, dass eine hohe Persistenz vergangener Schocks in der bedingten Vari-
anz besteht. Ein Vergleich mit dem GARCH(1,1)-Modell in Tabelle 3.4 zeigt, dass
sowohl die Parameter als auch die Teststatistiken sich sehr ähnlich sind. Durch
die Aufnahme des GARCH-in-Mean-Terms sind keine großen Auswirkungen auf
die Parameterschätzungen der Varianzgleichung ausgeübt worden. Bemerkenswert
ist jedoch, dass der Zusammenhang zwischen Mittelwert und Varianz für alle un-
tersuchten Zeitreihen sehr schwach ist. Die Schätzwerte für den Marktpreis des
Risikos  zeigen, dass bis auf die E-Stoxx-Reihe keiner dieser Koe¢ zienten signi-
kant ist und somit kaum GARCH-in-Mean-E¤ekte in den untersuchten Zeitreihen
nachweisbar sind.
3.3.3 Beurteiligung des GARCH-M-Modells
In Tabelle 3:7 sind für das hier verwendete Datenmaterial die Kennzahlen für die
Überprüfung der Eigenschaften des GARCH-M-(1,1)-Modells aufgelistet. Dabei ist
zu erkennen, dass alle standardisierten Residuen, bis auf die Schätzparameter des
Wechselkurses und der EON-Aktie, einen Mittelwert von null und eine Varianz
von eins besitzen.
Au¤allend ist, dass die standardisierten Residuen des Wechselkurses schlech-
tere Ergebnisse erzielen, als bei einer Schätzung durch ein GARCH(1; 1)-Modell.
Die Werte der Kurtosis für die Renditereihen entsprechen den Schätzergebnissen
eines GARCH(1; 1)-Modells. Auch hier zeigt sich anhand der Jarque-Bera-Test-
Statistik, dass für alle standardisierten Residuen immer noch Abweichungen von
der Normalverteilung bestehen. Demzufolge wird die Annahme einer Normalver-
teilung hochsignikant verworfen. Anhand der Ljung-Box-Teststatistik ist zu er-
kennen, dass die quadrierten Residuen des DAX-Indexes, der EADS-Aktie und
der Brent-Rohölpreis keine signikanten Autokorrelationen mehr aufweisen. Das
GARCH-M-(1; 1)-Modell hat damit die sich im Zeitablauf ändernde Volatilität gut
erfasst und liefert für diese drei Renditereihen eine gute Anpassung an die Daten.
Für die anderen drei Renditereihen muss weiterhin die Annahme unkorrelierter
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quadrierter Residuen hochsignikant abgelehnt werden.
GARCH  M DAX: EON E   Stoxx EADS EUR=US$ Brent
ar:M  0:0169 0:0054  0:0157  0:0027  0:0484  0:0074
St:Abw: 0:9988 0:9475 0:9953 1:0015 0:8668 1:0011
Schiefe 0:0568  0:2499  0:5930 0:3916  0:6289 0:0214
Kurtosis 5:3382 5:8746 6:5633 7:7013 12:1816 5:1677
J  B 262:8419 408:2742 676:4203 1089:445 4122:508 225:9526
SIC 1:0349 1:6431 1:2514 2:9802  0:4076 1:9319
Q(10) 10:085 32:638 37:256 15:877 70:882 12:876
Signifikanzniveau :  = 0; 01:
Tabelle 3.7: Beurteilung der GARCH-M-(1,1)-Schätzung
3.4 EGARCH-Modell
3.4.1 Theorie und Denition des EGARCH-Modells
Eine Möglichkeit zur Berücksichtigung von unterschiedlichen Einüssen positi-
ver und negativer Informationen auf die Ausprägungen der Renditewerte ist das
Exponential-GARCH-Modell (EGARCH). Das EGARCH-Modell, das von Nelson
entwickelt wurde71, ermöglicht die Beschreibung von Phänomenen, in denen ne-
gative Einüsse eine stärkere Wirkung auf die bedingte Varianz haben als po-
sitive. Man spricht daher auch von einem asymmetrischen GARCH-Modell. Bei
dem EGARCH-Modell erfolgt eine logarithmierte Transformation der bedingten
Varianz und es ergibt sich somit die folgende Form:
ln2t = a0 +
qX
i=1
ai
 "t it j
  E  "t it j
+  "t it j +
pX
j=1
j ln
2
t j
= a0 +
qX
i=1
aig(zt 1) +
pX
j=1
j ln
2
t j (3.36)
mit g(zt) = 
 "t it j
  E  "t it j
+  "t it j :
71Vgl. Nelson, D. B., Conditional, 1991, S. 347-370.
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Es werden in diesem Modell die standardisierten Fehlerterme "t i
t j
berücksichtigt.
Im Falle einer bedingten Normalverteilung für "t i sind die
"t i
t j
standardnor-
malverteilt, wobei der Erwartungswert des absoluten, standardisierten Residuums
E
h "t it j i =q 2  0; 798 entspricht. Die Vorzeichenrestriktionen für a0; a1;  und
1 entfallen und die Stationaritätsbedingung reduziert sich auf
pP
j=1
j < 1, so dass
die durch die Parameterrestriktionen (Nichtnegativitäts- und Stationaritätsbedin-
gung) des GARCH Modells häug auftretenden Schätzprobleme teilweise umgan-
gen werden können. Die Funktion g(zt) erlaubt die Berücksichtigung zweier E¤ekte
der standardisierten zufallsbedingten Schocks "t i
t j
auf die bedingte Varinz 2t . Der
Term 
h "t it j   E  "t it j i bestimmt den Größene¤ekt, nämlich die betragsmäßi-
ge Abweichung des Schocks von seinem Erwartungswert. Je größer der Koe¢ zient
 ist, um so stärker ist der Einußdieser Abweichung auf die bedingte Varianz
2t .
72 Hier bestehen Ähnlichkeiten zur Grundidee des GARCH-Modells. Der Term
 "t i
t j
bestimmt den Vorzeichene¤ekt, ist asymmetrischer Natur und kann so den
Leverage-E¤ekt zum Ausdruck bringen. Wenn  = 0 ist, dann beeinussen positive
und negative Schocks (Nachricht) gleicher Größe mit dem selben E¤ekt die Vola-
tilität. Wenn aber  1 <  < 0 gilt, dann wirken negative Schocks stärker auf die
Erhöhung der Volatilität als positive Schocks. Ist  <  1 ergibt sich eine Redukti-
on der Volatilität bei einem positivem Schock, während eine negative Information
die Volatilität erhöht. Genau entgegengesetzt wirken die Schocks, wenn der Ko-
e¢ zient  positiv ist. Üblicherweise erhält man bei empirischen Untersuchungen
für  positive und für  negative Parameterwerte. Zudem hat man in empirischen
Studien festgestellt, dass EGARCH Modelle den E¤ekt grosser Schocks auf die
Volatilitat übergewichten.73
3.4.2 Schätzung und empirische Ergebnisse des EGARCH-
Modells
Um den asymmetrischen Verlauf der Volatilität in den Renditereihen zu berück-
sichtigen, soll ein EGARCH(1; 1) Modell an die zugrundeliegende Datenmenge
72Für empirische Anwendungen kann vereinfachend angenommen werden. dass der Koe¢ zient
 = 1 ist. Vgl. Nelson, D. B., Conditional, 1991, S. 351.
73Vgl. Franke, J.; Härdle, W.; Hafner, C., Einführung, 2001, S. 189.
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angepasst werden. Die Varianzgleichung des geschätzten EGARCH(1; 1) Modells
ist wie folgt deniert:
ln2t = a0 + a1
 "t 1t 1
  E  "t 1t 1
+  "t 1t 1 + 1 ln2t 1: (3.37)
In Tabelle 3:8 sind die Resultate für das hier verwendete Datenmaterial für die
Schätzung des EGARCH(1; 1) Modells dargestellt.
EGARCH  a0 a1 1
Dax
 0:04426
( 11:8066)
 0:00907
( 1:72115)
0:00482
(0:65398)
0:9971
(1156:022)
Eon
 0:06334
( 2:18175)
 0:48641
( 2:55547)
 0:17132
( 3:26592)
0:50273
(2:97549)
E   Stoxx 0:05891
(1:95968)
 2:22736
( 6:985)
 0:10391
( 2:49481)
 0:48785
( 2:34041)
EADS
 0:02119
( 3:32099)
 0:0514
( 7:70899)
0:07483
(7:82405)
0:98659
(252:5930)
Eur=US$
0:00439
(0:24364)
 1:37259
( 3:52275)
 0:16238
( 3:55754)
0:55963
(4:54115)
Brent
 0:041
( 1:97444)
 0:36358
( 5:40625)
0:19316
(5:56114)
0:75728
(14:45891)
Tabelle 3.8: Ergebnisse der EGARCH(1,1)-Schätzung
Der vermutete Leverage-E¤ekt für Finanzmarktdaten wird durch die Schätz-
ergebnisse des EGARCH-Modells weitgehend bestätigt. In den signikanten nega-
tiven Schätzwerten des Parameters  für die DAX-, Eon-, EADS- und die Brent-
Rendite kommt der Leverage-E¤ekt zum Ausdruck. Es kann daher davon ausge-
gangen werden, dass negative Schocks die bedingte Varianz stärker steigern als
positive, d.h., dass es somit eine negative Korrelation der bedingten Varianz mit
vergangenen Renditen gibt. Für die geschätzte Renditereihe des Wechselkurses ist
der Parameter  allerdings nicht signikant. Durch die nicht vorhandenen Vor-
zeichenrestriktionen reduziert sich die Stationaritätsbedingung für dieses Modell
auf 1 < 1, und wird von allen geschätzten Renditereihen erfüllt. Auch bei dem
EGARCH(1; 1) Modell ist an den Schätzergebnissen zu erkennen, dass für alle
Renditezeitreihen, bis auf den E-Stoxx-Index, der GARCH-Parameter 1 deutlich
größer als der ARCH-Parameter a1 ist. Somit kehrt die bedingte Varianz 2t nach
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großen Schocks "t sehr langsam auf das Gleichgewichtsniveau zurück. Allerdings
ist der Parameterwert des ARCH-Terms a1 für den Dax-Index als nicht signikant
ausgewiesen. Die EGARCH-Modellierung kann dabei die Strukturen (Volatilitäts-
clusterung, Leptokurtosis, Leverage-E¤ekt) für die DAX-, Eon-, EADS- und die
Brent-Rendite am besten erfassen.
3.4.3 Beurteiligung des EGARCH-Modells
Die in Tabelle 3:9 ausgewiesenen statistischen Eigenschaften für das hier verwen-
dete Datenmaterial der geschätzten Renditereihen machen deutlich, dass es durch
das EGARCH-Modell gelungen ist, die Abweichungen der Renditeverteilungen von
der Normalverteilung zu reduzieren. So liegen alle Mittelwerte annäherend bei Null
und ihre Standardabweichungen um eins herum. Die Schiefe ist in den meisten
Fällen unverändert, somit haben die untersuchten Renditereihen weiterhin eine
links- oder rechtsschiefe Verteilung. Auch die Werte der Kurtosis konnten meist
verringert werden, jedoch sind die Werte ausnahmslos größer als drei, dem Wert
der Normalverteilung. Durch diese statistischen Kennzahlen sind für die geschätz-
ten Renditen noch immer signikante Abweichungen von der Normalverteilung zu
erkennen. Anhand der Jarque-Bera-Test-Statistik ist zu erkennen, dass die Null-
hypothese einer Normalverteilung auch hier höchst signikant abgelehnt werden
muss. Demnach ist es mit dem EGARCH(1; 1)-Modell nicht vollständig gelungen,
die Leptokurtosis zu beseitigen.
Die quadrierten Residuen müssen noch untersucht werden, da anhand dieser
festgestellt werden kann, ob die Abhängigkeiten zwischen den bedingten Vari-
anzen erklärt werden können. Die quadrierten Residuen des DAX-Indexes, der
EADS-Aktie und der Brent-Rohölpreis weisen keine signikanten Autokorrelatio-
nen mehr auf. Zu diesem Ergebnis kommt die Ljung-Box-Teststatistik. Somit sind
keine ARCH-E¤ekte in den quadrierten Residuen für diese drei Renditereihen zu
nden. Das EGARCH(1; 1)-Modell hat damit die sich im Zeitablauf ändernde Vo-
latilität gut erfasst. Dieses Ergebnis kann für die anderen drei Renditereihen nicht
bestätigt werden, da hier die Nullhypothese unkorrelierter quadrierter Residuen
hochsignikant verworfen wird. Dies bedeutet für die geschätzten Renditereihen
der EON-Aktie, des E-Stoxx-Indexes und des Euro-Dollar-Wechselkurses, dass es
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dem EGARCH(1; 1)-Modell nicht gelungen ist, die ARCH-E¤ekte für diese Ren-
ditereihen vollständig zu beseitigen.
EGARCH DAX: EON E   Stoxx EADS EUR=US$ Brent
ar:M 0:0046 0:0089  0:0028 0:0067  0:0009 0:0011
St:Abw: 0:9942 1:0006 1:0008 1:0051 1:0002 0:9999
Schiefe 0:0564  0:2181  0:4548 0:3296  0:3922 0:1047
Kurtosis 5:1793 5:6611 8:9759 7:3029 1:11446 5:1859
J  B 228:3954 348:7480 1752:361 908:7997 3213:632 231:2717
SIC 0:9941 1:6360 1:3230 2:9630  0:4895 1:9287
Q(10) 14:522 34:490 49:925 18:500 49:929 18:261
Signifikanzniveau :  = 0; 01:
Tabelle 3.9: Beurteilung der EGARCH(1,1)-Schätzung
3.5 TGARCH-Modell
3.5.1 Theorie und Denition des TGARCH-Modells
Eine Möglichkeit zur Modellierung des Leverage-E¤ekts ist das
Threshold-GARCH-Modell (TGARCH).74 Dieses Modell geht wie das
EGARCH-Modell von einem asymmetrischen Einußvergangener Schocks auf die
bedingte Varianz aus. Bei dieser Variante ist die Varianzgleichung nicht in Lo-
garithmen deniert, sondern es wird zwischen positiven und negativen Einüssen
(Nachrichten/Schocks) unterschieden. Bei diesem Modelltyp hängt die funktionale
Abhängigkeit zwischen bedingter Varianz sowie vergangenen Störungen und Vari-
anzen von der Größe der vergangenen Störungen ab. Wenn z. B. unterschiedliche
Reaktionen auf positive und negative Einüsse angenommen werden, enthält das
Modell einen Thresholdwert (Schwellenwert) von Null. Damit können asymmetri-
sche Reaktionen wie der Leverage-E¤ekt berücksichtigt werden. In der Literatur
werden zwei unterschiedliche TGARCH-Modelle vorgestellt. Ein Modell stammt
von Glosten, Jagannathan und Runkle75 und der andere Ansatz wurde von Za-
koian76 entwickelt. Glosten, Jagannathan und Runkle haben vorgeschlagen, eine
74Vgl. Glosten, L.R.; Jagannathan, R.; Runkle, D. Relation, 1993, S. 1779-1801 und Zakoian,
J.-M., Threshold, 1994, S. 931-955.
75Glosten, L.R. et al. verwenden eine stückweise lineare Funktion für die Varianz.
76Vgl. Zakoian, J.-M. verwendet eine stückweise lineare Funktion für die Standardabweichung.
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Dummy-Variable einzuführen, die für negative Einüsse den Wert eins und für
positive Einüsse den Wert null annimmt.
Es ergibt sich dann die folgende Varianzgleichung:
2t = a0 +
qX
i=1
(ai + dt i) "2t 1 +
pX
i=1
j
2
t 1 (3.38)
mit dt i =
(
1 "t 1 < 0
0 "t 1  0
;
)
wobei die Nichtnegativität durch die Bedingung a0 > 0; ai +  > 0 und j > 0
gewährleistet wird. In dieser Modellvariante haben positive Einüsse ausschließ-
lich eine Wirkung gemäßdem Parameterwert ai, während negative Einüsse die
bedingte Varianz durch den die Dummy-Variable enthaltenen Faktor (dt i) er-
höht. Für  = 0 reduziert sich das Modell zu einem einfachen symmetrischen
GARCH-Modell.
Eine ähnliche Modellierung erfolgt im Modell von Zakoian. Dieses Modell mo-
delliert die Asymmetrien in den Volatilitäten durch Trennung der Renditezeitreihe
in positive und negative Veränderungen, welche die bedingte Varianz positiv oder
negativ beinussen. Die Modellierung erfolgt anhand der Standardabweichung und
nicht durch die Varianz, da mit absoluten Abweichungen eine e¢ zientere Schät-
zung erzielt werden kann als mit quadrierten Residuen.77 Das Modell von Zakoian
hat folgende Form:
t = a0 +
qX
i=1
 
a+i "
+
t 1   a i " t i

+
pX
i=1
jt 1 (3.39)
mit "+t 1 = max (0; "t 1) ; "
 
t 1 = min ("t 1; 0) :
Für a+i = a
 
i f ur i = 1; 2; ::q reduziert sich auch dieses TGARCH-Modell zum
einfachen GARCH-Modell.
In diesen beiden vorgestellten TGARCH-Modellvarianten beinussen negative
Einüsse die bedingte Standardabweichung bzw. die bedingte Varianz stärker als
77Vgl. Zakoian, J.-M., Threshold, 1994, S. 933.
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positive Nachrichten.
3.5.2 Schätzung und empirische Ergebnisse des TGARCH-
Modells
Um den in den Renditereihen vermuteten Leverage-E¤ekt zu berücksichtigen, wur-
de das TGARCH(1,1)-Modell von Glosten, Jagannathan und Runkle ausgewählt.
Dieses besagt, dass die Volatilität bei Kursverlusten tendenziell stärker zunimmt
als bei Kursgewinnen gleicher Größe.78 Dabei wurde folgende Gleichung für die
Schätzung des Modells verwendet:
2t = a0 + (a1 + d1 i) "
2
t 1 + 1
2
t 1: (3.40)
Für alle Renditereihen des hier verwendeten Datenmaterials wurde ein
TGARCH-Modell mit statistisch signikanten Parametern geschätzt. Betrachtet
man den Asymmetrieparameter  in Tabelle 3:10, erkennt man, dass dieser für
alle geschätzten Renditen einen positiv signikanten Wert ( > 0) hat. Somit
konnte eine asymmetrische Reaktion der Volatilität auf exogene Schocks in den
Renditereihen festgestellt werden, was die Hypothese des Leverage-E¤ektes für
die untersuchten Finanzmarktdaten bestätigt. Bei dem geschätzten TGARCH-
Modell für den Brent-Rohölpreis wird der Parameterwert des ARCH-Terms a1
als nicht signikant ausgewiesen. Ebenfalls nur eingeschränkt verwendbar sind die
geschätzten Modelle der folgenden Renditereihen: Der Dax-Index, der EON-Aktie,
der E-Stoxx Index und der Euro/Dollar Wechselkurs, da der Parameterwert des
ARCH-Terms a1 als hoch signikant negativ geschätzt wurde. Negative Parameter
verletzten aber die Annahmen des TGARCH-Modells.79
78vgl. Schmid, F.; Trede, M., Analyse, 2005, S. 182.
79Vgl. hierzu Abschnitt 3.5.1.
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TGARCH  a0 a1 1
Dax
0:03868
(11:6074)
0:00031
(2:61029)
 0:01675
( 44:99949)
0:99509
(486:3481)
Eon
0:03155
(2:89333)
0:13564
(3:67716)
 0:0672
( 19:667)
0:6286
(5:48226)
E   Stoxx 0:02067

(10:2101)
4:41E   05
(0:34588)
 0:01003
( 9:04488)
0:99799
(1592:566)
EADS
0:03022
(5:02366)
0:02109
(3:99476)
0:00861
(2:0227)
0:95922
(136:9303)
Eur=US$
0:03688
(3:45938)
0:00825
(2:49969)
 0:04183
( 5:44316)
0:84096
(12:5589)
Brent
0:02649
(3:181616
0:00766
(2:90728)
0:00282
(0:59169)
0:96535
(100:4837)
Signifikanzniveau :  = 0; 01
Tabelle 3.10: Ergebnisse der TGARCH(1,1)-Schätzung
3.5.3 Beurteiligung des TGARCH-Modells
Zur Beurteilung der Güte des TGARCH(1,1)-Modells für die dargestellten Schät-
zergebnisse des hier verwendten Datenmaterials werden die bekannten Spezikati-
onstests verwendet. Die in Tabelle 3:11 ausgewiesenen statistischen Eigenschaften
der standardisierten Residuen machen deutlich, dass es durch die Verwendung eines
TGARCH(1; 1)-Modells gelungen ist, die Abweichungen für vier Renditezeitreihen
von der Normalverteilung zu reduzieren. Dabei besitzen alle Residuen, bis auf die
TGARCH DAX: EON E   Stoxx EADS EUR=US$ Brent
ar:M  0:0187 0:0247  0:0078 0:0068 0:0119  0:0047
St:Abw: 1:0298 0:9530 1:0563 1:0039 0:8673 1:0021
Schiefe  0:0051  0:2515  0:6425 0:3866  0:3441 0:0613
Kurtosis 5:1378 5:7183 7:2265 7:4151 10:7309 5:1261
J  B 219:2010 366:5128 935:9079 963:5719 2891:561 217:5174
SIC 0:9987 1:6358 1:2374 2:9722  0:4573 1:9263
Q(10) 14:354 33:879 36:704 18:548 55:465 14:777
Signifikanzniveau :  = 0; 01:
Tabelle 3.11: Beurteilung der TGARCH(1,1)-Schätzung
Schätzparameter der EON-Aktie und des Wechselkurses, einen Mittelwert von null
und eine Varianz von eins. Anhand der Jarque-Bera-Test-Statistik wird deutlich,
dass die Nullhypothese einer Normalverteilung für alle Renditereihen höchst signi-
kant verworfen wird. Demnach haben die geschätzten Renditen immer noch eine
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leptokurtische Verteilung.
Es müssen noch die quadrierten Residuen untersucht werden. Die Ergebnis-
se liefert die Ljung-Box-Teststatistik, die die Nullhyothese unkorrelierter Residu-
en prüft. Anhand dieser Teststatistik kann festgestellt werden, ob das geschätzte
TGARCH(1; 1)-Modell die Abhängigkeiten zwischen den bedingten Varianzen er-
klären kann. Für die quadrierten Residuen des DAX-Indexes, der EADS-Aktie
und des Brent-Rohölpreises kann die Nullhypothese beibehalten werden. Somit
hat das TGARCH(1; 1)-Modell die sich im Zeitablauf ändernde Volatilität gut er-
fasst. Allerdings kann dieses Ergebnis für die anderen drei Renditereihen nicht
durch die Ljung-Box-Teststatistik bestätigt werden, da hier die Nullhypothese un-
korrelierte quadrierter Residuen hochsignikant verworfen wird. Dies bedeutet für
die geschätzten Renditereihen der EON-Aktie, des E-Stoxx-Indexes und des Euro-
Dollar-Wechselkurses, dass das TGARCH(1; 1)-Modell die sich ändernde Volatili-
tät nicht optimal modellieren kann.
3.6 Kapitalmarkte¢ zienz
Bei den Kapitalmarktmodellen wird im Allgemeinen vorausgesetzt, dass allen
Marktteilnehmern die bewertungsrelevanten Informationen vollzählig und stets
zur Verfügung stehen.80 Das Problem der Informationsverarbeitung wird auf diese
Weise umgangen. Um die Informationsverarbeitung zu prüfen, wurde das Kon-
zept informationse¢ zienter Märkte entwickelt und soll imfolgenden kurz vorge-
stellt werden.
3.6.1 Grundlagen und Eigenschaften
Kapitalmarkte¢ zienz bezieht sich auf die Informationsverarbeitung an Kapital-
märkten und wird aus diesem Grund auch als Informationse¢ zienz deniert. Um
von einem vollkommenen Kapitalmarkt zu sprechen, dürfen weder Transaktions-
und Informationskosten noch Beschränkungen des Marktzugangs vorliegen. Markt-
e¢ zienz ist mithin ein Bestandteil des vollkommenen Marktes. Die bekannteste
80Vgl. Abschnitt 4.1.1.
3.6. KAPITALMARKTEFFIZIENZ 61
Denition geht auf Fama zurück; danach ist ein Kapitalmarkt e¢ zient, wenn der
jeweilige Preis alle in Betracht kommenden Informationen vollständig und richtig
reektiert.81 Kapitalmarkte¢ zienz liegt vor, wenn neue Informationen auftreten
und diese von den Marktteilnehmern unverzüglich wahrgenommen und hinsicht-
lich ihrer Preisrelevanz richtig beurteilt werden. Fama di¤erenziert zwischen drei
Formen von E¢ zienz in Abhänigkeit von den Informationen, die im jeweiligen
Preis enthalten sind.82
Die schwache Form der Informationse¢ zienz beinhaltet nur die Information der
historischen Kursentwicklung. Eine technische Aktienanalyse kann auf schwach ef-
zienten Märkten somit keine überdurchschnittliche Rendite erzielen. Vergangene
Kurszeitreihen enthalten keine Muster oder Autokorrelationen, die zur Prognose
der zukünftigen Kursentwicklung gewinnbringend verwendet werden können.
Die halbstrenge Form der Informationse¢ zienz umfaßt zusätzlich noch alle ge-
genwärtig ö¤entlich verfügbaren Informationen, die in den laufenden Kursnotie-
rungen vollständig und richtig reektiert sind. Dies bedeutet, dass aus der fun-
damentalen Aktienanalyse keine gewinnbringenden Informationen gezogen werden
können, da diese Informationen so schnell in den Kursen verarbeitet werden, sobald
sie publik werden.
Die strenge Form der Informationse¢ zienz gilt für einen Markt, falls sämtliche
Informationen, folglich auch nicht ö¤entliche (private), in den Werpapierkursen
vollständig berücksichtigt werden. In einem streng informationse¢ zienten Markt
können Personen nicht einmal mit Insiderwissen überdurchschnittliche Gewinne
erzielen. Fama betont jedoch, dass diese Form der Markte¢ zienz lediglich als ein
theoretisches Ideal mit Modellcharakter anzusehen ist.83
3.6.2 Die Random-Walk-Hypothese
Für die empirische Überprüfung der einzelnen Formen der Informationse¢ zienzhy-
pothese ist es notwendig, den Preisbildungsprozess zu modellieren. Sämtliche Infor-
81vgl. Fama, E. F., Capital, 1970, S. 383.
82vgl. Fama, E. F., Capital, 1970, S. 383¤.
83vgl. Fama, E. F., Capital, 1970, S. 388.
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mationse¢ zienzhypothesen beruhen auf sogenannten Überrenditen. Dabei erfolgt
die Modellierung über Abweichungen der Gleichgewichtsrenditen.
Die folgenden Denitionen beruhen auf den Arbeiten von Fama84 sowie Gran-
ger und Morgenstern85. Dabei werden vielfach alle drei folgenden Denitionen un-
ter dem Begri¤ Random-Walk-Hypothese zusammengefaßt und durch verschieden
strenge Versionen der E¢ zienz klassiziert. Der Begri¤ Preisänderung (Rendite)
wird als Änderung der logarithmierten Preise xt = ln(Pt) verwendet.
Das random-walk-Modell besagt, dass Preisänderungen yt = xt   xt 1 den
Realisationen eines reinen Zufallsprozess folgen und nicht prognostiziert werden
können. Die Preisänderung ist eine unkorrelierte und identisch verteilte Zufallsva-
riable deren Erwartungswert null beträgt. Es gilt:
f(yt+1 j  t) = f(yt+1): (3.41)
Eine genauere Spezikation der Dichte f() und der Informatinsmenge  t ist
nicht erforderlich. Überlicherweise wird angenommen, dass  t alle zum Zeitpunkt
t verfügbaren Informationen beinhaltet. Das Modell drückt damit aus, dass die
Kenntnis von gegenwärtigen und vergangenen Renditen für die Anlageentschei-
dungen irrelevant sind. Werden Autokorrelationen in den Renditen gefunden, so
weist dies im Rahmen des random-walk-Modells auf eine Ine¢ zienz des Marktes
hin. Auf Unabhänigkeit in der Zeitreihe wird aber erst dann geschlossen, wenn
auch keine nichtlinearen Abhängigkeiten, d.h. die Varianz der Renditeverteilung
ist konstant, festgestellt werden.
Ein weiteres Modell zur Beschreibung und Analyse der Kapitalmarkte¢ zienz
ist das martingale-Modell. Das martingale-Modell besagt, dass der bedingte Er-
wartungswert von Preisänderungen gleich null ist. Es gilt:
E(yt+1 j  t) = 0 bzw. E(xt+1 j  t) = xt (3.42)
und xt = yt + yt+1 +    wird als martingale bezeichnet.
84vgl. Fama, E. F., Behaviour, 1965, S. 34-105.
85Vgl. Granger, C. W. J.; Morgenstern, O., Predictability, 1970.
3.6. KAPITALMARKTEFFIZIENZ 63
Dieses Modell ist wesentlich weniger restriktiv als das random-walk-Modell, da
es keine Aussagen über Momente einer höheren Ordnung als eins, wie z.B. die
Varianz, Schiefe und Kurtosis, macht. Die Verteilung der Preisänderungen kann
allerdings von yt+1 abhängen. Das Modell besagt, dass die optimale Prognose des
zukünftigen Preises xt+1 auf Basis des Informationsstandes  t der aktuelle Preis
xt ist. Dies bedeutet aber auch, dass der aktuelle Preis dem erwarteten Preis für
alle zukünftigen Preise entspricht:
E(yt+k j  t) = 0 bzw. E(xt+k j  t) = xt 8k > 0: (3.43)
Die Unabhängigkeit der Preisänderungen im martingale Modell folgt aus der
Bedingung E(yt+k j  t) = 0. Aus der martingale Eigenschaft von xt folgt, dass
xt = xt 1 + yt E(yt) = 0; E(ytyt k) = 0 8k 6= 0: (3.44)
Aus der Beziehung xt = xt 1 + yt unter den in Gleichung 3:44 genannten Bedin-
gungen folgt, dass der random walk ein Fall des martingals ist, wenn xt identisch
verteilt ist. Durch die Unabhängigkeit der Preisänderungen wird eine wichtige em-
pirische Eigenschaft des martingale Modells erkennbar, nämlich das Vorliegen eines
Autokorrelationskoe¢ zienten von null. Autokorrelationen in den Preisänderungen
sind dann ein Indikator für die Ine¢ zienz eines Marktes, wenn diese durch sich im
Zeitablauf verändernde Gleichgewichtserträge verursacht werden.
Das submartingale-Modell besagt, dass der bedingte Erwartungswert von Preis-
änderungen größer gleich null ist. Es gilt:
E(yt+1 j  t) = E(yt+1) =  = 0 bzw. E(xt+1 j  t) = xt: (3.45)
Bei stetig steigenden Kursen im Rahmen des submartingale-Modells lassen sich
auf einem e¢ zienten Kapitalmarkt mit auf der Informationsbasis  t beruhenden
trading rules der technischen Aktienanalyse keine systematisch höheren Renditen
erzielen als mit einer wahllosen Buy and Hold Strategie.86
86vgl. Fama, E. F., Capital, 1970, S. 386.
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3.6.3 Beurteiligung des Konzeptes der Kapitalmarktef-
zienz
Es stellt sich die Frage, ob ein Markt überhaupt perfekt e¤zient sein kann. Die
Kritiker der E¢ zienzmarkthypothese behaupten, dass Famas Theorie die komple-
xe Realität in ihren zahlreichen Facetten nicht vollständig berücksichtigt.87 Dabei
stehen im Zentrum der Kritik die zugrunde liegenden Annahmen der E¢ zienz-
markthypothese über die vollkommenen Märkte, fehlender Transaktionskosten und
letztendlich allen im gleichen Maße zugängliche Informationen.
Grossman und Stiglitz argumentieren, dass positive Überrenditen sogar eine
notwendige Bedingung für informationse¤ziente Märkte darstellen, sofern das Be-
scha¤en und Verarbeiten von Informationen Kosten verursacht.88 Die Überrenditen
dienen dann als Entschädigung und Anreiz für die Marktteilnehmer, relevante In-
formationen zu bescha¤en, aufzubereiten und zu verarbeiten. Andernfalls würden
rationale Investoren auf eine Informationsverarbeitung verzichten. Diese stellt je-
doch wiederum die Grundbedingung für informationse¤ziente Märkte dar. Märkte
müssen also im Gleichgewicht in einem Ausmaßinformationsine¤zient sein, welches
die mit der Informationsbescha¤ung und -auswertung verbundenen Kosten deckt.
In der Praxis sollten allerdings sinkende Kosten für die Bescha¤ung und Verarbei-
tung von Informationen in grossen und liquiden Märkten nur kleine Überrenditen
zulassen.
Jeder empirische Test der E¢ zienzhypothese basiert auf einer Defnition der
normalen Rendite, d.h., man benötigt ein Bewertungsmodell, das die Preisbildung
der untersuchten Wertpapiere adäquat erklärt und als Vergleichsmaßstab (Bench-
mark) dient. Wird die Nullhypothese der Kapitalmarkte¢ zienz abgelehnt, kann
dies einerseits bedeuten, dass der untersuchte Markt ine¢ zient ist, und anderer-
seits, dass das unterstellte Bewertungsmodell falsch ist. Man spricht auch von einer
"Verbundhypothese"("joint-hypothesis"). Die Ergebnisse von Tests der E¤zienz-
hypothese können daher nicht eindeutig interpretiert werden.
87Vgl. Grossman, S. J.; Stiglitz, J. E., Impossibility, 1980; Verrecchia,R. E., 1982; Figlewski, S.,
Market, 1978.
88Vgl. Grossman, S. J.; Stiglitz, J. E., Impossibility, 1980, S. 383-408.
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Daher soll in dieser Arbeit die schwache Form der Informationse¢ zienz für
Finanzmarktdaten überprüft werden. Dabei werden das random-walk-Modell und
das martingale-Modell verwendet. Gemäßdem random-walk-Modell sind Preisän-
derungen nicht prognostizierbar und die Preisänderungen aufeinander folgender
Zeiträume müssen voneinander unabhängig sein. Wird diese Hypothese bestätigt,
so können die in dieser Arbeit untersuchten Finanzmarktdaten als informationsef-
zient bezeichnet werden, andernfalls würde die Informationse¢ zienzhypothese in
Frage gestellt. Wird die Hypothese in Frage gestellt, dann werden die Finanz-
marktdaten anhand des martingale-Modells auf Informatinse¢ zienz überprüft.
Dieses Modell ist wesentlich weniger restriktiv als das random-walk-Modell, da
es keine Aussagen über Momente einer höheren Ordnung als eins macht. Für das
martingale-Modell gilt, dass der bedingte Erwartungswert von Preisänderungen
gleich null ist.
Die quadrierten Residuen des Dax-Indexes weisen nach der Standardisierung
mittels der verschiedenen Volatilitätsschätzungen keine signikanten Autokorre-
lationen mehr auf. Bis auf die ARCH(1)-Schätzung weisen die EADS- und der
Brent-Renditereihe nach der Standardisierung mittels der restlichen Volatilitäts-
schätzungen keine signikanten Autokorrelationen mehr auf. Mit Hilfe des Ljung-
Box-Tests kann die Nullhypothese serieller Korrelation bei diesen drei quadrierten
Residuen eindeutig verworfen werden. So konnten die ARCH-E¤ekte dieser un-
tersuchten Renditereihen durch die betrachteten Modelle fast vollständig erfaßt
werden. Diese drei standardisierten Renditen der Modellschätzung genügen somit
einem reinen Zufallsprozeßund weisen keine erkennbaren systematischen Zusam-
menhänge mehr auf. Damit erfüllen diese drei Finanzmarktdaten die Voraussetzun-
gen eines random-walk-Modells und können demnach nicht prognostiziert werden.
Also kann von einem schwach informationse¢ zienten Kapitalmarkt für die Dax-,
die EADS- und die Brent-Renditereihe gesprochen werden.
Allerdings sind bei der Eon-, Estoxx- und die Euro/US$- Renditereihen noch
signikante Autokorrelation in den quadrierten Residuen zu erkennen. Dies kann
dadurch erklärt werden, das auch weit zurückliegende quadrierte Renditen mit den
aktuellen quadrierten Renditen noch hoch zu korrelieren scheinen. Diese Beobach-
tung leitet über zu einer letzten stilisierten Eigenschaft von Kapitalmarktdaten,
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dem Phänomen des langen Gedächtnisses, das sich vor allem durch höhere Momen-
te von Kapitalmarktrenditen auszuzeichnen scheint.89 Somit genügen diese drei
standardisierten Renditen der Modellschätzung nicht einem reinen Zufallsprozeß
und erfüllen damit nicht die Voraussetzungen eines random-walk-Modells. Daraus
folgt für die Eon-, Estoxx- und die Euro/US$- Renditereihen, dass sie im Sinne
des random-walk-Modells informationsine¢ zient sind. Bei dem martingale-Modell
werden nichtlineare Abhänigigkeiten in den Preisänderungen zugelassen. Im Sinne
des martingale-Modells sind die Eon-, Estoxx- und die Euro/US$-Renditereihen
dann informationse¢ zient, wenn der bedingte Erwartungswert von den Preisände-
rungen gleich null ist. Da alle Mittelwerte des untersuchten Datenmaterials nach
der jeweiligen GARCH-Schätzung annäherend bei null liegen, kann die Hypothese
für das martingale-Modell, dass ein informationse¢ zienter Kapitalmarkt für die
untersuchten Finanzmarktdaten vorliegt, bestätigt werden.
3.7 Zusammenfassung der empirischen Ergebnis-
se
Die statistischen Eigenschaften der in dieser Arbeit geschätzten Renditereihen ma-
chen deutlich, dass es mit Hilfe der betrachteten GARCH-Modelle gelungen ist,
die Abweichungen der Renditeverteilungen von der Normalverteilung zu reduzie-
ren. So liegen alle Mittelwerte annäherend bei null und ihre Standardabweichungen
um eins herum. Die Schiefe ist in den meisten Fällen unverändert, somit haben
die untersuchten Renditereihen weiterhin eine links- oder rechtsschiefe Verteilung.
Auch die Werte der Kurtosis konnten meist verringert werden, jedoch sind die
Werte ausnahmslos größer als drei, dem Wert der Normalverteilung. Durch diese
statistischen Kennzahlen sind für die geschätzten Renditen noch immer signikante
Abweichungen von der Normalverteilung zu erkennen.
Zusammenfassend kann festgestellt werden, dass die sechs untersuchten Rendi-
tereihen Abhängigkeiten in den Varianzen haben und somit die typischen Merkma-
89Baillie et al. schlagen zur Lösung dieses Problems das Konzept der fraktionalen Integration
vor. Vgl. Baillie, R.T., Bollerslev, T., Mikkelsen, H.O., Fractionally, 1996, S. 3-30.
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le von Finanzmarktdaten (Leptokurtosis, Volatiltäts-Cluster und Leverage-E¤ekt)
aufweisen. Die Modelle der GARCH-Familie sind in der Lage, die Strukturen in
den Veränderungsraten der in dieser Arbeit untersuchten Renditereihen adäquat
zu modellieren. Dabei stellte sich das GARCH-M-Modell als unterlegene Spezi-
kation dar, da es den größten SBC-Wert hat. Insgesamt zeigen die Ergebnisse,
dass das GARCH-Modell und das EGARCH-Modell bei der Modellierung der ver-
wendeten Renditereihen die besten Anpassungen an die zu untersuchenden Daten
liefern.
Kapitel 4
Finanzmarktdaten und
Risikomaße
Innerhalb der Kapitalmarkttheorien ist das Risiko gleichbedeutend wie die erwarte-
te Rendite eines Wertpapiers. Dabei wird der Begri¤des Risikos als das Abweichen
von geplanten Größen in beide Richtungen verstanden.90 Im Laufe der Zeit haben
sich unterschiedliche Risikomaße für verschiedene Anlagekategorien als nützlich
erwiesen. Im Fokus stand die Entwicklung von Risikomaßen der Anlagekatego-
rie Aktien.91 Im Folgenden sollen zwei ausgewählte Risikomaße näher beschrieben
und untersucht werden. Für den Bereich des Risikomanagements wird der Value-
at-Risk als erstes Risikomaßerläutert. Danach wird der Betafaktor für den Bereich
der Wertpapierbewertungsmodelle als zweites Risikomaßdiskutiert.
4.1 Value at Risk
Der Value-at-Risk ist ein Risikomaßund fasst in einer einzelnen Wertgröße den
erwarteten maximalen Wertverlust aus einer Einzelposition oder einem Portfolio,
bestehend aus Finanzinstrumenten, über einen bestimmten Zeithorizont mit einer
gegebenen Wahrscheinlichkeit zusammen.92
90Vgl. Steiner, M.; Bruns, C., Wertpapiermanagement, 2007, S. 53.
91Vgl. Steiner, M.; Bruns, C., Wertpapiermanagement, 2007, S. 55.
92Erste Ansätze zur Risikobeurteilung wurden von Hicks eingeführt. Dabei deniert Hicks die
Duration als die durchschnittliche Bindungsdauer des eingesetzten Kapitals und dient der
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Im Folgenden werden die theoretischen Grundlagen für die Bestimmung des
Value-at-Risks, auch unter der Berücksichtigung von G(ARCH)-E¤ekten, vorge-
stellt. Im Anschlußerfolgt die Schätzung des Value-at-Risks für drei Aktien und
den DAX-Index, anhand ausgewählter Modellspezikationen. Die Ergebnisse für
diese Wertpapierpositionen werden im Rahmen einer abschließenden Beurteilung
der vorgenommenen Modellschätzungen gegenübergestellt.
4.2 Value-at-Risk als Riskomaß
Das Konzept des Value-at-Risk (VaR) gewann erst in den letzten 10 bis 15 Jah-
ren an Bedeutung, da zu Beginn der neunziger Jahre des letzten Jahrhunderts die
Suche nach einsetzbaren Risikomanagementsystemen intensiviert wurde. Gründe
hierfür sind, dass für einige Unternehmen das rasch wachsende Handelsvolumen
von Finanzderivaten zu großen nanziellen Schwierigkeiten führte, sowie dass ei-
ne zunehmende Schwierigkeit entstand, strukturierter Portfolios zu überschauen.
Insbesondere nach dem Zusammenbruch namhafter Unternehmen, infolge von ris-
kanten Spekulationsgeschäften - zu nennen sind hier beispielsweise Orange County
und Barings93-, beschäftigten sich Aufsichtsbehörden weltweit mit der Messung
von Marktrisiken94 und der erforderlichen Eigenkapitalabsicherung riskanter Posi-
tionen. Für den Finanzsektor erwies sich die Basler Eigenkapitalempfehlung von
1988, die mittlerweile in über 100 Ländern angewendet wird95, in Verbindung mit
dem Basler Marktrisikopapier von 199696 als wegweisend. Im Jahr 2001 wurden
weiterentwickelte Kriterien ("Basel II") verö¤entlicht, die seit dem Jahr 2004 gültig
sind.97 Basel II verstärkt die Bedeutung interner Risikomodelle. Ziel solcher inter-
ner Risikomodelle ist die zeitnahe Berechnug eines potentiellen Risikobetrages auf
der Basis mathematisch-statistischer und ökonometrischer Methoden.
Risikobeurteilung. Dabei ist die Duaration das Maßfür das Zinsänderungsrisiko bei festver-
zinslichen Wertpapieren. Vgl. Hicks, J. R, Value, 1939, S. 12¤.
93Vgl. Jorion, P., Value at Risk, 2001, S. 29¤.
94Zum Marktrisiko werden Rohsto¤preisrisiken, Währungsrisiken, Zinsänderungsrisiken sowie
Aktienkursrisiken gezählt.
95Vgl. Baseler Ausschuss fur Bankenaufsicht, 2001a.
96Vgl. Basler Ausschußfür Bankenaufsicht, Änderung, 1996.
97Vgl. Baseler Ausschuss fur Bankenaufsicht, 2001b.
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Der Value-at-Risk ist ein solches internes Modell, mit dem die Berechnung
der in den Richtlinien geforderten Mindesteigenkapitalausstattung eines Unter-
nehmens, z.B. einer Bank, durchgeführt werden kann. Der VaR ist ein Risikomaß
und fasst in einer einfachen Wertgröße den erwarteten maximalen Wertverlust aus
einer Einzelposition oder einem Portfolio, bestehend aus Finanzinstrumenten, über
einen bestimmten Zeithorizont, z.B. einen Handelstag mit einer gegebenen Wahr-
scheinlichkeit, z.B. 95% oder 99%, zusammen.98 Das Risiko wird dabei unmittelbar
durch einen bestimmten Geldbetrag quantiziert.
Bei dem VaR-Konzept handelt es sich um eine Modellbetrachtung. Modelle
stellen eine Vereinfachung der tatsächlichen Gegebenheiten dar, so dass die Er-
gebnisse stets kritisch zu überprüfen sind und nur als Entscheidungshilfe für die
Risikosteuerung dienen sollten.
Der VaR wird ganz allgemein als der in Geldeinheiten gemessene Verlustbetrag
einer (Finanz-)Vermögensposition deniert, der bei einem bestimmten Sicherheits-
niveau (1   ) innerhalb eines denierten Zeitraums h nicht überschritten wird,
wobei der historische Verlauf der Vermögensposition bis zum Zeitpunkt h bekannt
ist. Dann kann der VaR formal in folgender Gleichung dargestellt werden:
P (Lh  V aRh) =  (4.1)
Damit gibt der VaR einen Verlust Lh =   4 Vh99 = Vt   Vt+h an, der mit einer
Wahrscheinlichkeit von  in der Zukunft (t+ h) nicht überschritten wird.
Aus obiger Gleichung wird deutlich, dass die Schätzung des VaR dem Au¢ n-
den eines speziellen Quantils der Verteilung der Wertänderung gleichkommt (vgl.
Abbildung 4.4). Um den in Geldeinheiten gemessenen Verlust der Finanzposition
zu erhalten, ist das zu  gehörende Quantil, bezeichnet mit c, mit dem aktuellen
Marktwert der Finanzposition Vt zu multiplizieren.
V aRh = c  Vt: (4.2)
98Vgl. Jorion, P., Value at Risk, 2001, S. 19.
994Vh = Vt+h Vt kennzeichnet die entsprechende Marktwertänderung der Finanzposition über
das Zeitintervall [t; t+ h].
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f(Vt+h)
Vt+hVt+h, α Vt
VaR
Abbildung 4.1: Der Value at Risk als Quantil Vt+h; der Verteilung der Wertminderung
des Portfolios von heute auf morgen.
4.2.1 Methoden zur Messung des Marktrisikos mit Value
at Risk
Zur Berechnung des Value at Risk werden im wesentlichen drei unterschiedliche
Verfahren eingesetzt, die Varianz-Kovarianz-Methode, die Monte-Carlo-Simulation
und die historische Simulation. Diese Verfahren sollen im folgendem kurz vorge-
stellt werden.100
Während die Varianz-Kovarianz-Methode und die Monte-Carlo-Simulation auf
theoretischen Verteilungsannahmen beruhen, wird bei der historischen Simulation
keine Verteilungsannahme der Renditen getro¤en. Bei der historischen Simulation
handelt es sich somit um ein nichtparametrisches Modell.
Bei dem Verfahren der historischen Simulation wird implizit von der Annahme
ausgegangen, dass die Verteilung der Renditen als konstant anzusehen ist. Bei
100Eine ausführliche Beschreibung der Verfahren ndet sich bei Jorion (2001).
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diesem Verfahren wird die empirische Verteilung der vergangenen Portfoliorenditen
verwendet.
Für die Berechnung des VaR ist zuerst eine historische Zeitreihe, bestehend aus
relativen, diskreten Portfoliowertänderungen aufzustellen.101 Für diese Zeitreihe
wird eine bestimmte Fenstergröße festgelegt.102 Damit ist eine konstante Daten-
basis gemeint, bei der - sobald ein neuer VaR-Wert berechnet wird - die älteste
Rendite durch die neu hinzugekommene ersetzt wird. Der VaR auf einem bestimm-
ten Wahrscheinlichkeitsniveau entspricht dann dem entsprechenden Quantil des
Verlustes der Finanzposition und wird direkt auf Portfolioebene ermittelt. Werden
diese Portfoliowertänderungen der Größe nach geordnet, kann der VaR anhand der
simulierten Wertänderungen ermittelt werden.
Vorteile der historischen Simulation sind die einfache Implementierung, die ein-
fache Aggregation von Risikogrößen über verschiedene Portfolien und die Tatsache,
dass keine Annahmen über die Verteilungsfunktion gemacht werden. Nachteilig
ist eine gewisse Instabilität des Schätzers auf Grund der normalerweise geringen
Anzahl der berechneten zukünftigen Portfoliowertänderungen. Somit ist die histo-
rische Simulation das einfachstes Modell zur Berechnung des VaR.
Die Varianz-Kovarianz-Methode und die Monte-Carlo-Simulation sind parame-
trische Modelle und arbeiten mit theoretischen Verteilungsannahmen. Die Modelle
unterstellen in der Regel eine Normalverteilung der Renditen, wobei die Parameter
 und  aus den historischen Marktdaten geschätzt werden.
Die Varianz-Kovarianz-Methode bestimmt den VaR direkt als Funktion der
Standardabweichung der Portfoliorendite . Damit ergibt sich die folgende Berech-
nungsformel für den VaR unter der Annahme, dass die Renditen der Finanzposition
normalverteilt sind103:
V aRh = c    Vt: (4.3)
101Da bei der historischen Simulation keine Verteilungsannahmen zugrunde liegen, kann auf dis-
krete Wertänderungen für die VaR-Berechnung zurückgegri¤en werden, vgl. Schierenbeck,H.,
Bankmanagement, 2001, S. 84.
102Vgl. Manganelli, S.; Engle, R., Value at Risk Models, 2001, S. 10.
103Für die Berechnung des Value at Risk eines Portfolios wird in der Regel ein Erwartungswert
von Null angenommen (was vor allem für kurze Zeitintervalle, etwa ein Tag, eine Woche, als
erfüllt angesehen werden kann) und wird daher im folgenden vernachlässigt.
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Aus der obigen Gleichung erkennt man, dass der Value at Risk proportional zur
Standardabweichung ist. Die Varianz-Kovarianz-Methode hat gegenüber den ande-
ren Modellen zur Risikomessung den Vorteil der besonders schnellen und einfachen
Riskomessung.104 Ein Nachteil des Varianz-Kovarianz-Ansatzes ist die Normalver-
teilungsannahme, die die zu beobachtende leptokurtische Verteilung von Markt-
preisänderungen vernachlässigt.
Die Monte-Carlo-Simulation ist dadurch gekennzeichnet, dass mit den geschätz-
ten Parametern normalverteilte Zufallszahlen generiert werden, um die zukünftigen
Renditen zu simulieren. Hierbei werden mehrere 1000 zufällige Marktpreisände-
rungen generiert und in Portfoliowertänderungen umgerechnet. Der Value at Risk
ergibt sich dann aus dem entsprechenden Quantil der simulierten Portfoliowerte.
Der Ablauf der Monte-Carlo-Simulation kann wie folgt beschrieben werden:105
1. Vorgabe der stochastischen Prozesse für Preisänderungen oder preisbestim-
mende Faktoren, die theoretisch für jede einzelne Position unterschiedlich
sein können. Dadurch wird implizit die zu simulierende Verteilung dieser
Verteilung spezizert.106
2. Generierung von Zufallszahlen für die Residuen des stochastischen Prozesses
("1; "2; : : : ; "t) und Simulation der Preise oder preisbestimmenden Faktoren
anhand der vorgegebenen stochastischen Prozesse.
3. Vollständige Neuberechnung der Portfoliowerte mit den simulierten Werten
jedes Durchlaufs.
4. Wiederholung der Schritte zwei und drei, bis von einer ausreichend guten
Annäherung der Simulation ausgegangen werden kann.
Ein Vorteil der Monte-Carlo-Simulation ist, das neben der Normalverteilung
auch andere theoretische Verteilungen simuliert werden können. Im Unterschied
104Vgl. Jorion, P., Value at Risk, 2001, S. 214.
105Vgl. Jorion, P., Value at Risk, 2001, S. 292.
106Vgl. Meyer, C.,Value at Risk für Kreditinstitute, 1999, S. 202.
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zur Varianz-Kovarianz-Methode können so auch Produkte mit stark nichtlinea-
rem Risiken in die Berechnung einbezogen werden. Ein Nachteil der Monte-Carlo-
Simulation ist der hohe Rechenaufwand, der zu einer zeitintensiven Bearbeitung
führt.
4.2.2 Das ergänzende Datenmaterial zum Value-at-Risk
Die verschiedenen hier anzuwendenden Verfahren zur Berechnung des VaR der
einzelnen Wertpapierpositionen sollen an vier verschiedenen Wertpapieren (DAX,
Deutsche Bank, Münchner Rück und VW) mit einer Vermögensposition von je 1
Mio EUR durchgeführt werden. Als Datenbasis stehen wiederum die stündlichen
Kursentwicklungen von 01.02.2008 bis zum 01.08.2008, mit 1150 Werten, zur Ver-
fügung. Dieser Untersuchungszeitraum wird in eine Analyse- und eine Backtesting-
Periode unterteilt. Die Analyse-Periode umfasst die ersten 650 1-Stunden-Werte.
In diesem verkürztem Zeitraum soll die Varianz mit Hilfe der oben erwähnten Me-
thode ermittelt und daraus der Value-at-Risk berechnet werden. Die Backtesting-
Periode dient dazu, die so berechneten VaR-Werte den tatsächlichen Verlusten des
Wertpapiers gegenüberzustellen; dafür werden die letzten 500 Zeitreihenwerte ver-
wendet. Die Berechnung des Value-at-Risks für die einzelnen Wertpapierpositionen
erfolgte durch die Verwendung der Statistik-Software EVIEWS 6 von Quantitative
Micro Software (QMS).
4.2.3 Value-at-Risk Ermittlung auf Basis der historischen
Simulation
4.2.3.1 Modelldarstellung der historischen Simulation
Das Modell der historischen Simulation zeichnet sich dadurch aus, dass keine
Verteilungsannahme getro¤en werden muss. Mit Hilfe der historischen Zeitreihe
können die jeweiligen Marktpreisschwankungen und die empirische Verteilung der
vergangenen Renditen ermittelt werden. Durch die so ermittelten Renditen erhält
man eine Wahrscheinlichkeitsverteilung für die Wertänderungen. Der VaR auf ei-
nem bestimmten Wahrscheinlichkeitsniveau entspricht somit dem entsprechenden
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Quantil des Verlustes der Finanzposition und wird direkt ermittelt. Für die histo-
rische Simulation (HS) wird ein rollendes Fenster von 650 Renditewerten für die
Berechnung des Value-at-Risk verwendet. Die stündlichen VaR-Werte der histori-
schen Simulation für ein  von 0.05 lassen sich wie folgt ermitteln:
V aR HS(0:95) = r=0:05  Vt: (4.4)
4.2.3.2 Schätzung und empirische Ergebnisse der historischen Simula-
tion
In diesem Abschnitt werden die Ergebnisse der stündlichen VaR-Berechnung auf
Basis der historischen Simultion für das 99%-, 97.5%- und das 95%-Kondenz-
intervall präsentiert. Um den VaR für einen Zeithorizont von einem Tag zu bestim-
men, müssen die 1-Stunden VaR in einem zweiten Schritt hochgerechnet werden.
Für die berechneten VaR-Werte geschieht dies durch die Hilfe des Wurzelgeset-
zes. Durch die Multiplikation mit dem Faktor
p
8 werden die stündlichen VaRs
in die entsprechende Länge eines Handelstages transformiert. Die kurzfristigen 1-
Stunden-VaRs und die 1-Tages VaRs für die hier geschätzten Wertpapierpositionen
sind in der Tabelle 4.1 dargestellt. Aus Tabelle 4.1 ist deutlich zu erkennen, dass
Kondenzniveau
HS
1 STD 1 Tag
95%
DAX 97; 5%
99%
 0; 491  1; 388
 0; 652  1; 844
 0; 801  2; 265
95%
DBK 97; 5%
99%
 1; 135  3; 213
 1; 682  4; 572
 2; 45  6; 929
95%
MUV 97; 5%
99%
 0; 695  1; 965
 0; 922  2; 607
 1; 198  3; 388
95%
VOW 97; 5%
99%
 0; 846  2; 393
 1; 181  3; 341
 1; 432  4; 044
Tabelle 4.1: 1-Std und 1-Tages-VaRs bei historischer Simultion
der VaR für die einzelnen Wertpapierpositionen mit steigenden Kondenzniveau
zunimmt. Dieses Ergebnis wird auch in den Ein-Tages-Prognosen widergespiegelt.
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Zur Überprüfung, ob das Modell der historischen Simultion gute Ergebnisse
liefert, schließt sich an die VaR-Schätzung eine Validierung der Ergebnisse an.
Dies erfolgt durch die Verwendung des Backtesting-Verfahrens. Die Grundlage für
dieses Verfahren bilden Vergleiche von historischen Prognosen mit den tatsächlich
eingetretenen Verlusten der Wertpapierpositionen. Tabelle 4.2 zeigt die Anzahl
der Überschreitungen für das Modell der historischen Simulation für die einzelnen
Wertpapierpositionen bei dem jeweiligen Kondenzniveau. Bei einer Wahrschein-
lichkeit von 95% werden etwa 25 Ausreißer erwartet. In fast allen untersuchten
Zeitreihen zeigt die historische Simulation eine sehr gute Performance. Bei den
beiden anderen Kondenzniveaus wird dieses Ergebnis für die VaR-Werte bestä-
tigt. Zusammenfassend kann festgehalten werden, dass die VaR-Werte mit dem
hier verwendeten Ansatz zu einem ordentlichen Ergebnis kommen und die Über-
schreitungen der Backtesting-Ergebnisse im Rahmen der Erwartungen sind.
VaR 1Std DAX DBK MUV2 VW
95%, erwartete Überschreitungen: 25
HS 24 22 25 26
97; 5%, erwartete Überschreitungen: 13
HS 12 15 13 15
99%, erwartete Überschreitungen: 5
HS 6 8 6 6
Tabelle 4.2: Anzahl der Überschreitungen bei den VaR-Werten bei historische Simulation
4.2.3.3 Kritische Würdigung der historischen Simulation
Problematisch ist bei diesem Ansatz die Wahl der Länge der berücksichtigten
vergangenen Zeitperiode. Liegen momentan sehr große Marktschwankungen vor,
wobei die Volatilität in der Vergangenheit aber eher gering ist, kommt es zu einer
Unterschätzung des VaR. Die historische Simulation berücksichtigt nicht explizit
die für Finanzmarktdaten beobachtete zeitveränderliche Volatilität, und kann so-
mit die für Finanzmarktdaten typische dynamische Entwicklung, in welcher sich
Perioden geringer und hoher Volatilität gegenseitig ablösen, nicht beachten. Dieses
kann zu einer Fehlschätzung des Value-at-Risk führen. Dennoch ist die historische
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Simulation der am häugsten angewendete Ansatz zur Ermittlung des VaR in der
Praxis.
4.2.4 Value-at-Risk Berechnung mit dem GARCH-Modell
Die parametrischen Ansätze verwenden meist zeitkonstante Schätzfunktionen für
die Varianz. Da aber Finanzzeitreihen im allgemeinen heteroskedastisch sind, ist
die Verwendung einer konstanten Varianz nicht optimal. Eine Möglichkeit der
Schätzung von variierenden Varianzen der Renditen ist die Integration der GARCH-
Schätzung in das Konzept des Value-at-Risks. Für die Risikomessung eines einzel-
nen Wertpapiers kann jedes der in Kapitel 3 beschriebenen GARCH-Modelle ver-
wendet werden. Die am häugsten anzutre¤ende Variante ist das GARCH(1; 1)-
Modell.107 Das GARCH(1; 1)-Modell zeigte eine gute Anpassung an die in dieser
Arbeit untersuchten Daten.108 Wird für die Renditen ein GARCH(1; 1)-Modell
angenommen, so berechnet sich der Value-at-Risk für den Tag h als:
V aRh = c  h  Vt = c 
p
a0 + a1"2t + 1
2
t  Vt (4.5)
Durch die Verwendung eines GARCH-Modells folgt ein sich im Zeitablauf verän-
derter prognostizierter Value-at-Risk. Somit wird dieses Risikomaßder aktuellen
Varianzprognose angepaßt.
4.2.4.1 Schätzung und empirische Ergebnisse des GARCH-Modells
Im Folgenden werden die Ergebnisse der stündlichen VaR-Berechnung unter Be-
rücksichtigung eines GARCH(1,1)-Modell für das 99%-, 97.5%- und das 95%-
Kondenzintervall dargestellt. Die Berechnung der Varianz erfolgt mit einem
GARCH(1,1)-Modell, anhand dessen die Value-at-Risk-Werte ermittelt werden
können. Um den VaR für einen Tag zu bestimmen, müssen die 1-Stunden VaR,
analog zur historischen Simulation, hochgerechnet werden. Auch hier werden die
stündlichen VaRs durch die Multiplikation mit dem Faktor
p
8 in 1-Tages VaRs
umgerechnet. Die 1-Stunden-VaRs und die 1-Tages VaRs für die hier geschätzten
107Vgl. Giot, P., Intraday, 2000, S. 9.
108Vgl. Kapitel 3.2.3.
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Wertpapierpositionen auf Basis des GARCH(1,1)-Modells können aus der Tabel-
le 4.3 entnommen werden. Aus Tabelle 4.3 wird sichtbar, dass der VaR für die
einzelnen Wertpapierpositionen mit steigenden Kondenzniveau zunimmt. Dieses
Ergebnis wird in den Ein-Tages-Prognosen wiedergespiegelt.
Kondenzniveau
GARCH
1 STD 1 Tag
95%
DAX 97; 5%
99%
 0;551  1;558
 0;657 -1; 858
 0; 781  2; 209
95%
DBK 97; 5%
99%
 1; 577  4; 463
 1; 879  5; 317
 2; 231  6; 312
95%
MUV 97; 5%
99%
 0;832  2;353
 0;991  2;803
 1; 176  3; 327
95%
VOW 97; 5%
99%
 0;996  2;818
 1;187  3;357
 1; 408  3; 985
Tabelle 4.3: 1-Std und 1-Tages-VaRs bei einem GARCH-Modell
Ob der Value-at Risk auf Basis eines GARCH-Modells adäquate Ergebnisse
liefert, wird durch die Verwendung des Backtesting-Verfahrens überprüft. Tabelle
4.4 zeigt die Anzahl der Überschreitungen für den Value-at Risk auf Basis eines
GARCH-Modells. Bei 500 Prognosen und  = 0; 05 sollten rechnerisch ca. 25
Backtesting-Überschreitungen resultieren. Starke Überschreitungen dieser Größe
würden Schwächen des GARCH-Ansatzes zeigen.
VaR 1Std DAX DBK MUV2 VW
95%, erwartete Überschreitungen: 25
GARCH 17 21 17 22
97; 5%, erwartete Überschreitungen: 13
GARCH 14 15 13 15
99%, erwartete Überschreitungen: 5
GARCH 9 11 6 11
Tabelle 4.4: Anzahl der Überschreitungen bei den VaR-Werten bei einem GARCH-
Modell
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Bei einem Kondenzniveau von 95% zeigt der GARCH-Ansatz für die vier
untersuchten Zeitreihen eine sehr gute Performance, da die tatsächlichen Über-
schreitungen deutlich unter der erwarteten Anzahl von 25 sind. Bei dem Kon-
denzniveaus von 97,5% wird ein gutes Resultat erzielt, da die tatsächlichen Über-
schreitungen den Erwartungen entsprechen. Allerdings kann der Value-at-Risk auf
Basis eines GARCH-Modells bei einem Kondenzniveaus von 99% nicht überzeu-
gen, da hier zu oft der erwartete Wert übertreten wird. Zusammenfassend kann
festgehalten werden, dass die VaR-Werte mit dem GARCH Ansatz zu einem sehr
guten Ergebnis für ein Kondenzniveau von 95% und 97,5% kommen.
4.2.4.2 Kritische Würdigung des GARCH-Modells
Ein entscheidener Vorteil der GARCH-Modelle ist die Berücksichtigung der zeitver-
änderlichen Volatilität bei Finanzmarktdaten. Mit der Einbeziehung der GARCH-
Modelle in die Value-at-Risk Berechnung kann die Genauigkeit der Abschätzung
verbessert werden. Allerdings beruhen die GARCH-Modelle auf der Annahme ei-
ner bedingten Normalverteilung und können die für empirische Zeitreihen typische
leptokurtische Verteilung nicht vollständig berücksichtigen.
4.2.5 Value-at-Risk Berechnung mit dem Modell des ex-
ponentiellen Glättens
4.2.5.1 Modelldarstellung der exponentiellen Glättung
Ein anderer Ansatz, um die Volatilität zu modellierien, ist das Modell des ex-
ponentiellen Glättens nach J.P.Morgan109. Bei dieser Methode gehen vergangen-
heitsbezogene Beobachtungen exponentiell gewichtet in die Varianzgleichung ein.
Das bedeutet, dass historische Werte, die noch nicht weit in der Vergangenheit zu-
rückliegen, ein größeres Gewicht erhalten sollten als Beobachtungen, die vor sehr
langer Zeit festgestellt wurden. Es wird also einerseits ein historisch weit zurück-
reichender (typischerweise 1 Jahr) und entsprechend umfangreicher Dateninput
verwendet, andererseits aber auch berücksichtigt, dass wegen der o¤ensichtlichen
Schwankungen der Volatilitäten im Zeitablauf neuere Marktdaten eine größere Re-
109Vgl. Morgan, J.P., RiskMetrics, 1996.
80 KAPITEL 4. FINANZMARKTDATEN UND RISIKOMASSE
levanz als ältere Daten aufweisen, vergleichbar mit den GARCH-Modellen. Bei ex-
ponentieller Glättung reagiert das Modell zügig auf neue Marktbedingungen, d.h.
es werden schon kurze Zeit etwa nach dem Eintritt in eine nervösere Marktphase
höhere Value-at-Risk-Kennzi¤ern ausgewiesen.
Bei Annahme eines Erwartungswertes der Renditen von Null, ergibt sich für
die bedingte Varianz t zum Zeitpunkt t:110
2t = (1  )
1X
i=0
ir2t 1 i; t = 2; 3::: (4.6)
Diese Formel kann umgeformt werden zu:111
2t = 
2
t 1 + (1  ) r2t i: (4.7)
Hierbei fungiert der Parameter  als Glättungsparameter mit 0 <  < 1. Dieser Pa-
rameter bestimmt, wie stark die jeweiligen Beobachtungen aus der Vergangenheit
gewichtet werden: Je größer , d.h. je näher an eins, desto größer ist das Gewicht
bei den historischen Beobachtungen und desto geringer ist die Gewichtung bei der
letzten Beobachtung. Die Summe aller Gewichte (1  )
1P
i=0
i ergibt eins, und die
einzelnen Gewichte für die Beobachtungen fallen exponentiell ab. Der Glättungs-
parameter kann auf der Basis von historischen Daten geschätzt werden.112 In der
Regel wird ein einheitlicher Glättungsparameter verwendet. Alexander berichtet
von praxisgerechten Werten für  zwischen 0; 75 und 0; 98.113 In dem Risikomodell
RiskMetrics werden unterschiedliche Glättungsfaktoren für die Tages- undMonats-
daten verwendet. Dabei werden täglichen Renditen mit  = 0; 94 und monatliche
Renditen mit  = 0; 97 geglättet.114 Dadurch sind Tages- und Monatsprognosen
für die bedingten Varianzen inkonsistent zueinander. Morgan betont, dass durch
diese Modellwahl ein für die Praxisanwendung adäquater Kompromißzwischen
guter Handbarkeit und möglichst genauen Ergebnissen erreicht wird.115
110Vgl. Morgan, J.P., RiskMetrics, 1996, S. 78.
111Vgl. Morgan, J.P., RiskMetrics, 1996, S. 82.
112Vgl. Morgan, J.P., RiskMetrics, 1996, S. 97¤.
113Vgl. Alexander, C. O., covariance, 1997, S. 50-62.
114Vgl. Morgan, J.P., RiskMetrics, 1996, S. 97.
115Vgl. Morgan, J.P., RiskMetrics, 1996, S. 97f.
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Aus Gleichung 4:7 ist erkennbar, dass die exponentielle Glättung einem inte-
grieten GARCH-Modell116 mit 0 = 0 entspricht. Dieser Modelltyp ist zwar stark,
aber nicht schwach stationär und somit ist die unbedingte Varianz unendlich groß
bzw. die unbedingte Varianz existiert nicht. Insbesondere zeigt er keinen langfristi-
gen Mittelwert (Mean Reversion), die bedingte Varianz kehrt also nicht wieder zu
ihrem langfristigen Mittelwert zurück. Der wesentliche Vorteil der exponentiellen
Glättung liegt in der expliziten Modellierung der zeitvariablen Varianz (Volatili-
tät). Die Value-at-Risk-Prognose passt sich schnell den Veränderungen der Markt-
verhältnisse an. Ein Nachteil dieses Ansatzes ist, dass der Glättungsparameter 
nicht geschätzt, sondern aufgrund von Erfahrungswerten festgelegt wird.
4.2.5.2 Schätzung und empirische Ergebnisse der exponentiellen Glät-
tung
In diesem Abschnitt werden die Ergebnisse der stündlichen VaR-Berechnung mit
Hilfe der exponentiellen Glättung für das 99%-, 97.5%- und das 95%-Kondenz-
intervall präsentiert. Bei der Berechnung des Value-at-Risks wird die Varianz mit
einem Glättungsparameter von  = 0; 9 berechnet. Auch bei dieser VaR-Variante
werden die VaR-Werte für einen Tag durch die Multiplikation mit dem Faktorp
8 bestimmt. Die kurzfristigen 1-Stunden-VaRs und die 1-Tages VaRs für die
hier geschätzten Wertpapierpositionen sind in der Tabelle 4.5 dargestellt.
Aus Tabelle 4.5 ist deutlich zu erkennen, dass der VaR für die einzelnen Wert-
papierpositionen mit steigenden Kondenzniveau zunimmt. Ob das Modell der ex-
ponentiellen Glättung ansprechende Ergebnisse liefert, wird durch das Backtesting-
Verfahrens ermittelt. Tabelle 4.6 zeigt die Anzahl der Überschreitungen für das
Modell der exponentiellen Glättung für die einzelnen Wertpapierpositionen bei
dem jeweiligen Kondenzniveau. Bei einen Kondenzniveau von 95% zeigt das
Modell der exponentiellen Glättung für die in dieser Arbeit untersuchten Daten
eine geteilte Perfomance. Für den DAX und VW liegen die tatsächlichen Über-
schreitungen deutlich unter der erwarteten Anzahl von 25. Dies tri¤t nicht auf
die beiden anderen VaR-Werte zu. Bei dem Kondenzniveau von 97,5% wird ein
116Vgl. Bollerslev, T.; Engle, R. F., persitence, 1986, S. 1-50.
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Kondenzniveau
EG
1 STD 1 Tag
95%
DAX 97; 5%
99%
 0; 539  1; 542
 0; 643  1; 818
 0; 763  2; 158
95%
DBK 97; 5%
99%
 1; 663  4; 704
 1; 982  5; 604
 2; 351  6; 651
95%
MUV 97; 5%
99%
 0; 788  2; 231
 0; 939  2; 658
 1; 115  3; 154
95%
V OW 97; 5%
99%
 0; 899  2; 545
 1; 072  3; 032
 1; 272  3; 599
Tabelle 4.5: 1-Std und 1-Tages-VaRs bei exponentieller Glättung
ansprechendes Resultat erzielt, da die tatsächlichen Überschreitungen im Rahmen
sind. Der Value-at-Risk bei der exponentiellen Glättung kann bei einem Kondenz-
niveau von 99% überzeugen, da hier der erwartete Wert zwar übertreten wird, sich
jedoch die Überschreitungen in Grenzen halten. Zusammenfassend kann festgehal-
ten werden, dass die VaR-Werte bei der exponentiellen Glättung mit steigendem
Kondenzniveau gemessen an dem Ergebnis des Backtesting-Verfahrens bessere
Ergebnisse lieferen.
VaR 1Std DAX DBK MUV2 VOW
95%, erwartete Überschreitungen: 25
EG 21 26 28 21
97; 5%, erwartete Überschreitungen: 13
EG 15 16 16 13
99%, erwartete Überschreitungen: 5
EG 5 8 7 6
Tabelle 4.6: Anzahl der Überschreitungen bei den VaR-Werten bei exponentieller Glät-
tung
4.2.5.3 Kritische Würdigung der exponentiellen Glättung
Der wesentliche Vorteil der exponentiellen Glättung liegt, wie beim GARCH-
Modell, in der Modellierung der zeitvariierenden Volatilität. Somit passt sich die
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VaR-Wert schnell den Veränderungen der Marktverhältnisse an. Ein Nachteil dieser
Modellvariante ist jedoch, dass der Glättungsparameter  nicht geschätzt, sondern
festgelegt wird.
4.2.6 Zusammenfassung und Vergleich der empirischen Er-
gebnisse
In den Abbildungen 4.2 bis 4.5 werden die Value-at-Risk Berechnungen für die ein-
zelnen Vermögenspositionen mit einer exponentiell geglätteten Varianz (EG) und
mit einer GARCH-(1,1)-basierten Varianz gezeigt. Aus diesen vier Abbildungen
ist deutlich erkennbar, wie das Value-at-Risk-Maßals Risikomaßauf die Phasen
größerer und kleinerer Risiken der einzelnen Werte im stündlichen Zeitablauf rea-
giert. Außerdem ist ersichtlich, dass die VaR-Werte der beiden Methoden sich im
Zeitverablauf das eine oder andere Mal schneiden. Trotzdem wird deutlich, dass die
VaR-Werte, die durch die Methode des exponentiellen Glättens geschätzt wurden,
weitgehend über den VaR-GARCH Werten liegen.
Dieser grasche Eindruck wird durch die ermittelten VaRs für verschiedene
Kondenzniveaus in Tabelle 4.7 bestätigt. Im Vergleich zur GARCH-Variante
schneidet die EG-Methode, bis auf die Deutsche Bank-Werte, am schlechtetsten für
eine kurzfristige Ein-Stunden-Prognose ab. Dieses Ergebnis nimmt mit steigenden
Kondenzniveau zu und spiegelt sich auch in den Ein-Tages-Prognosen wider. Die-
se zunehmende Überschätzung ist dadurch zu erklären, dass die GARCH-Methode
die Annahme der Normalverteilung besser als die EG-Methode verarbeitet und
somit eine genauere Schätzung der Varianz erfolgt.
Der Vergleich von HS, EG und GARCH für den DAX-VaR zeigt für eine Wahr-
scheinlichkeit von 95%, dass die GARCH-Methode den betragsmäßig größten VaR
hat. Bei einem Niveau von 97,5% ergeben sich nur geringe Unterschiede. Für den
DAX ist der VaR der HS bei einem Niveau von 99% betragsmäßig höher als bei
den beiden anderen Methoden. Dagegen zeigen die VaR-Werte für die Deutsche
Bank ein anderes Bild. Hier liegen die VaR-Werte der HS betragsmäßig deutlich
unter den beiden anderen Methoden bei einem Kondenzniveau von 95 und 97,5%,
wobei die EG-Werte diesmal über den GARCH-Werten liegen. Für das 99% Niveau
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Abbildung 4.2: Vergleich des 95% Value-at-Risk für den DAX auf Basis der exponenti-
ellen Glättung und des GARCH-Modells
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Abbildung 4.3: Vergleich des 95% Value-at-Risk für die Deutsche Bank auf Basis der
exponentiellen Glättung und des GARCH-Modells
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Abbildung 4.4: Vergleich des 95% Value-at-Risk für die Münchner Rückversicherung auf
Basis der exponentiellen Glättung und des GARCH-Modells
-20,000
-10,000
0
10,000
20,000
30,000
700 800 900 1000 1100
VW VaR-EG VaR-GARCH
Va
lu
e 
a
t R
is
k
Abbildung 4.5: Vergleich des 95% Value-at-Risk für VW auf Basis der exponentiellen
Glättung und des GARCH-Modells
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zeigt die HS deutlich die größten Werte. Für die Münchner Rückversicherung ist
der VaR der GARCH-Methode betragsmäßig deutlich größer als bei der HS und
EG-Methode. Das mittels HS bestimmte 99%-Quantil ist größer als die Werte der
anderen beiden Methoden. Der VaR Wert für VW ist bei einer Wahrscheinlichkeit
von 95% betragsmäßig deutlich höher bei der GARCH-Prognose als bei den an-
deren Methoden. Der Vergleich von HS und GARCH zeigt bei den Niveaus von
97,5 und 99% nur geringe Unterschiede, wobei die VaR-Werte der EG-Methode
deutlich unter diesen liegen.
Kondenzniveau
HS
1 STD 1 Tag
EG
1 STD 1 Tag
GARCH
1 STD 1 Tag
95%
DAX 97; 5%
99%
 0; 491  1; 388
 0; 652  1; 844
 0;801  2;265
 0; 539  1; 542
 0; 643  1; 818
 0; 763  2; 158
 0;551  1;558
 0;657 -1; 858
 0; 781  2; 209
95%
DBK 97; 5%
99%
 1; 135  3; 213
 1; 682  4; 572
 2;45  6;929
 1;663  4;704
 1;982  5;604
 2; 351  6; 651
 1; 577  4; 463
 1; 879  5; 317
 2; 231  6; 312
95%
MUV 97; 5%
99%
 0; 695  1; 965
 0; 922  2; 607
 1;198  3;388
 0; 788  2; 231
 0; 939  2; 658
 1; 115  3; 154
 0;832  2;353
 0;991  2;803
 1; 176  3; 327
95%
VOW 97; 5%
99%
 0; 846  2; 393
 1; 181  3; 341
 1;432  4;044
 0; 899  2; 545
 1; 072  3; 032
 1; 272  3; 599
 0;996  2;818
 1;187  3;357
 1; 408  3; 985
Tabelle 4.7: 1-Std und 1-Tages-VaRs für die vier Zeitreihen und für verschiedene Kon-
denzniveaus
Die Value-at-Risk-Schätzung endet mit einer Validierung der Prognoseergeb-
nisse. Zum Vergleich der in dieser Arbeit verwendeten Ansätze zur Berechnung des
Value-at-Risks soll die Qualität der VaR-Prognosen herangezogen werden. Ob ein
Modell adäquate Ergebnisse liefert, soll durch das Verfahren des Backtesting über-
prüft werden. Die Grundlage dafür bilden Vergleiche von den tatsächlich eingetrof-
fenen Verlusten mit den Prognosen des entsprechenden Value-at-Risk-Modells. In
den Abbildungen 4.2 bis 4.5 werden die Überschreitungen durch diejenigen Balken
dargestellt, die die VaR-Werte (VaR-EG und VaR-GARCH) durchbrechen.
Tabelle 4.8 zeigt die Anzahl der erwarteten und tatsächlichen Überschreitungen
für die vier Zeitreihen bei dem jeweiligen Kondenzniveau. Bei einer Wahrschein-
lichkeit von 95% werden etwa 25 Ausreißer erwartet. In fast allen untersuchten
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VaR 1Std DAX DBK MUV2 VW
95%, erwartete Überschreitungen: 25
HS 24 22 25 26
EG 21 26 28 21
GARCH 17 21 17 22
97; 5%, erwartete Überschreitungen: 13
HS 12 15 13 15
EG 15 16 16 13
GARCH 14 15 13 15
99%, erwartete Überschreitungen: 5
HS 6 8 6 6
EG 5 8 7 6
GARCH 9 11 6 11
Tabelle 4.8: Anzahl der Überschreitungen bei den VaR-Werten der vier Zeitreihen für
die Backtesting-Periode
Zeitreihen ist die GARCH-Prognose bei einer Wahrscheinlichkeit von 95% den an-
deren beiden Methoden überlegen und zeigt somit die beste Perfomance. Lediglich
für zwei Zeitreihen bei der Berechnung des VaR mittels EG übersteigt die Anzahl
der Überschreitungen das erlaubte Maßvon 25. Bei einem Kondenzniveau von
97,5% ergibt sich ein geteiltes Bild für das Backtesting-Ergebnis, da kein Verfah-
ren eindeutig dominiert. Das kann dadurch erklärt werden, dass die Ausreißer bei
den drei Methoden sehr eng zusammen liegen und alle Methoden die Anzahl der
erwarteten Überschreitungen zwei bis dreimal übertreten. Die HS-Methode ist der
GARCH-Variante bei einem Niveau von 99% bei allen Zeitreihen überlegen. Ein
so eindeutiges Ergebnis gibt es im Vergleich mit der EG-Methode nicht. Bei die-
sem Wahrscheinlichkeitsniveau zeigt die HS-Methode nur für zwei Zeitreihen ein
besseres Ergebnis, obwohl die Fehlprognosen sehr nah beieinander liegen.
4.3 Betafaktor als Risikomaß
Der Betafaktor dient als das Maßfür das Marktrisiko einesWertpapiers. Die Formel
für den Betafaktor für Aktien ist wie folgt deniert:
i = i;m
i
m
: (4.8)
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Dabei stellt i;m den Korrelationskoe¢ zienten zwischen der Aktie und dem Index
dar. Die Standardabweichung der Aktie ist mit i bezeichnet und die Standardab-
weichung des Indexes mit m.
Im Folgenden werden die nanzierungstheoretische Grundlagen für die Bestim-
mung des Betafakors vorgestellt. Im Anschlußerfolgt eine Schätzung des Betafak-
tors für ausgewählte Aktien aus dem Deutschen Aktien Index (DAX), indem ver-
schiedene Modellspezikationen zum Einsatz kommen. Anschließend werden die
Ergebnisse für diese Aktien miteinander verglichen, und es wird eine abschließen-
de Beurteilung der vorgenommen Modellschätzungen durchgeführt.
4.3.1 Der Betafaktor und seine nanzierungstheoretische
Grundlagen
Der Betafaktor stellt in den auf dem Capital-Asset-Pricing-Modell (CAPM) auf-
bauenden nanzwirtschaftlichen Theorien die Kennzahl für das mit einer Investions-
oder Finanzierungsmaßnahme übernommene systematische Risiko (Marktrisiko)
dar. Vor der hier vorzunehmenden empirischen Untersuchung zum Betafaktor sol-
len kurz dessen nanzierungstheoretischen Grundlagen, beginnend mit der Port-
folio Selektion, dem Single-Index-Modell, dem CAPM-Modell und dem Markt-
Modell vorgestellt werden.
4.3.1.1 Grundlagen und Eigenschaften der Portfolio Selektion
Der Kerngedanke der Portfolio Selektion besteht darin, dass ein Investor das Ge-
samtrisiko, beschrieben durch die Standardabweichung (P ) eines Portfolios, unter
die Einzelrisiken der enthaltenen Aktien, durch geeignete Zusammenstellung ver-
ringern kann. Dieser sogenannte Diversikationse¤ekt beruht auf der Korrelation
der Renditen der verschiedenen Aktien. Die Korrelation zwischen den Renditen
wird durch die Kovarianzen oder Korrelationskoe¢ zienten beschrieben.
Im Rahmen der Portfolio Selektion entwickelte Markowitz ein Entscheidungs-
modell, das zum einen alle Handlungsalternativen beinhaltet und zum anderen
die Zielvorstellungen der Handelnden berücksichtigt. Der Prozess der Portfolio
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Selektion kann in zwei Schritte untergliedert werden, zunächst die Aufstellung
aller Handlungsalternativen unter Berücksichtigung der Anlageziele und anschlie-
ßend die Bestimmung des individuellen optimalen Portfolios nach einem rationalen
Entscheidungsprinzip. Beobachtungen des Anlegerverhaltens lassen den Schlußzu,
dass zu den Anlagezielen der Investoren in erster Linie das Ertragsstreben und die
Risikovermeidung zu zählen sind.117 Bei der Ermittlung des optimalen Portfolios
legt Markowitz einen risikoaversen Anleger zugrunde.118 Ein Anleger wird daher
aus der Menge der realisierbaren Portfolios dasjenige auswählen, dass
 bei gegebenem Ertrag das niedrigste Risiko oder
 bei gegebenem Risiko den höchsten Ertrag von allen zulässigen Assetkombi-
nationen erwarten läßt.119
Gemäßseiner Präferenzen wird ein Anleger sich für das Portfolio entscheiden,
das für ihn einen maximalen Nutzen hat. Die Zuordnung seines Nutzens zu Ertrag
und Risiko setzt wiederum die sinnvolle Kombination beider Größen in einer ge-
meinsamen Zielfunktion voraus. Dafür ist es notwendig, Maßgrößen für den Ertrag
und das Risiko zu nden, um sie dann in einer Zielfunktion zu verknüpfen. Der
Ertrag (die zukünftige Rendite) wird durch den Erwartungswert  ausgedrückt,
und als Maßfür das Risiko wird die Varianz 2 bzw. die Standardabweichung 
der Verteilung der zukünftigen Rendite verwendet.
E¢ ziente Portfolios Die Portfolio Selektion nach Markowitz hat einen Pla-
nungshorizont von zwei Zeitpunkten: zum Zeitpunkt t0 werdenWertpapiere gekauft
und zum künftigen Zeitpunkt t1 verkauft. In diesem Modell existiert ein vollkom-
mener Kapitalmarkt ohne Ination, wobei von Steuern und Transaktionskosten
abstrahiert wird. Für den gewählten Planungszeitraum sollen der Erwartungswert
der Rendite möglichst großund dabei die Schwankungen möglichst gering ange-
setzt werden. Markowitz sieht den Ertrag aus einer Aktienanlage als Zufallsva-
riable, die stärker oder schwächer schwanken kann, und nimmt vereinfachend an,
117Vgl. Hielscher, U., Investmentanalyse, 1996, S. 50-53.
118Vgl. Markowitz, H. M., Portfolio, 1959, S. 6.
119Vgl. Hielscher, U., Investmentanalyse, 1996, S. 61.
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dass die Erträge normalverteilt sind.120 In diesem Fall wird die Verteilung durch
die ersten beiden Momente Erwartungswert und Varianz beschrieben. Die Rendite
ri einer Aktie i errechnet sich durch die Di¤erenz des Endbetrags Ki;t (Preis in-
klusive aller vereinnahmter und reinvestierter Dividenden) und den Anfangsbetrag
K0 bezogen auf Ki;0 :
ri =
Ki;t  Ki;0
Ki;0
. (4.9)
Die erwartete Rendite E(ri) einer Aktie ergibt sich aus der Summe der n mit den
Eintrittswahrscheinlichkeiten pij gewichteten einzelnen Renditeschätzungen rij:
E(ri) = i =
nX
j=1
pij rij. (4.10)
Als Maßfür die Abweichung vom Erwartungswert wird die Standardabweichung
oder die Varianz verwendet, da sie bei normalverteilten Renditen die Informationen
über die Streuung um den Erwartungswert vollständig abbildet. Je breiter die
Streuung der Rendite um ihren Erwartungswert ist, desto höher ist das Risiko,
dass die erwartete Rendite nicht mindestens erreicht wird. Die Varianz 2i der
Aktie ist deniert als:
2i = E

(ri   E(ri))2

=
nX
j=1
pij(rij   E(ri))2: (4.11)
Für die dazugehörige Standardabweichung i gilt:
i =
p
E(ri   E(ri))2 =
vuut nX
j=1
pij(rij   E(ri))2: (4.12)
Die Kovarianz Cov(ri; rj) zwischen den Renditen ri und rj der Aktien i und j wird
wie folgt beschrieben:
120Vgl. Markowitz, H. M., Portfolio, 1952, S. 77¤.
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cov(ri; rj) = ij = E(ri   E(ri))E(rj   E(rj))
= ijij: (4.13)
Ein Portfolio wird charakterisiert durch die in ihm enthaltenen Aktien. Da die
Renditen der einzelnen Aktien als Zufallsvariablen aufzufassen sind, ist auch die
Portfoliorendite eine Zufallsvariable. Mit xi (1; :::; n) wird im folgenden der wert-
mäßige Anteil des Wertpapiers i am Portfolio bezeichnet. Die Rendite eines Port-
folios rp ergibt sich als gewogener Durchschnitt der Renditen der einzelnen Aktien.
Es gilt:
rp =
nX
i=1
xiri. (4.14)
Für den Erwartungswert der Portfoliorendite folgt:
E(rp) = p =
nX
i=1
xii. (4.15)
Für die Varianz 2p ergibt sich:
2p = E

(rp   E (rp))2

=
nX
i=1
x2i
2
i +
nX
i=1
nX
j=1
xixjij: (4.16)
Auf die Portfoliovarianz wirken somit drei Einußfaktoren:
1. die Volatilität der einzelnen Aktien,
2. die Anteile xi am Portfolio und
3. die Kovarianzen zwischen den Aktien
Die Varianz des Portfolios entspricht nicht der gewichteten Summe der Ein-
zelvarianzen der Aktien. Von Bedeutung sind die Kovarianzen der Aktien, da die
Portfoliovarianz nicht nur von der Streuung der einzelnen Aktien abhängt, sondern
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von der Korrelation der einzelnen Aktien untereinander. Da die Kursentwicklun-
gen der im Portfolio enthaltenen Aktien i.d.R. nicht vollständig positiv miteinander
korreliert sind, kann durch eine breite Mischung von Aktien ein Diversikations-
e¤ekt erreicht werden. Eine Veranschaulichung der Bedeutung der Richtung und
der Stärke des Korrelationskoe¢ zienten für die Risikoreduktion in einem Portfolio,
wird nachfolgend für den Zwei-Aktien-Fall dargestellt.
Die grasche Darstellung hierzu erfolgt in Abbildung 4:6. Dabei ist aus dem
Diagramm zu erkennen, dass die Aktie A im Vergleich zur Aktie B eine niedrigere
Renditeerwartung (A < B) bei einem geringeren Risiko (A < B) besitzt.
A
O
B
µ
σ
ρ = 0
0 < ρ < 1
ρ =  +1
ρ = -1
Abbildung 4.6: Linie der möglichen Portfolios aus zwei Aktien A und B
Innerhalb des Diagramms der Abbildung 4:6 können nun alle realisierbaren
Kombinationen dieser zwei Aktien betrachtet werden. Die Menge aller möglichen
Portfolios aus den beiden Aktien bildet dann im    Diagramm eine Linie AB
aus. Die Krümmung dieser Linie ist abhängig von der Korrelation der Renditen
der Aktien A und B. Im Falle einer vollständig positiven Korrelaltion (A;B = 1)
der beiden Renditen liegen die möglichen Portfolios auf einer Geraden AB . Dies
4.3. BETAFAKTOR ALS RISIKOMASS 93
ist der einzige Fall, in dem kein Diversikationse¤ekt erzielt werden kann. Das
Gesamtrisiko der Portfolios kann in keinem Fall unter das Einzelrisiko der Aktien
sinken. Die Portfoliorendite als auch das Risiko sind eine einfache Linearkombi-
nation der mit den Portfolioanteilen xi gewichteten Einzelrenditen bzw. -risiken.
Sobald die Korrelation der Aktienrenditen kleiner eins ist, liegen alle realisierbaren
Portfolios auf einer konvex gekrümmten Linie. Im Idealfall der vollständigen nega-
tiven Korrelation (A;B =  1), d.h. die Renditen der beiden Aktien bewegen sich
vollkommen entgegengesetzt, fällt das Risiko des Portfolios, ausgedrückt durch die
Standardabweichung, auf Null. Durch den Diversikationse¤ekt kann das Gesam-
trisiko des Portfolios gesenkt werden. Es kann jedoch nicht von einer vollständig
negativen Korrelation ausgegangen werden, so dass das Portfolio nicht zu einem
sicheren Ertrag kommt. Der in der Realität am häugsten anzutre¤ende Fall dürfte
eine Korrelation A;B >  1 sein. In der Abbildung 4:1 besitzt das varianzminimale
Portfolio O ein geringeres Risiko als die Aktie mit dem geringsten Einzelrisiko A.
Die Menge aller risikoe¢ zienten Portfolios liegt auf der Verbindungslinie OB (Ef-
zienzlinie). Sämtliche Portfoliokombinationen der Aktien A und B, die auf OA
liegen, weisen bei dem gleichen Risiko eine geringere Renditeerwartung als die sich
auf OG bendlichen Portfolios auf.
Diese Darstellung kann auf den n-Aktienfall erweitert werden. Die folgende Ab-
bildung 4:7 zeigt die Menge der möglichen Portfolios im    Raum, in welcher
sowohl alle einzelnen Aktien als auch alle möglichen Portfoliokombinationen ent-
halten sind. Die Menge aller möglichen Portfolios bildet in diesem     Raum
eine Fläche. Hierbei kennzeichnet der Punkt A diejenige Kombination mit dem ge-
ringsten Risiko (Globales varianzminimales Portolio). Punkt B stellt das Portfolio
mit der höchsten erwarteten Rendite dar. Legt man um diese Fläche eine Hüll-
kurve, so liegen alle e¢ zienten Portfolios auf dem Teil dieser Hüllkurve, die eine
positive Steigung (Linie AB) besitzt und die Steigung nach unten begrenzt. Für
die Berechnung der e¢ zienten Portfolios entwickelte Markowitz einen Algorithmus,
auf den an dieser Stelle nicht weiter eingegangen werden soll.121
Nachdem die e¢ zienten Portfolios bestimmt worden sind, erfolgt in einem zwei-
ten Schritt die Bestimmung des optimalen Portfolios. Welches Portfolio als optimal
121Vgl. Markovitz, H. M., Portfolio, 1959, S. 170¤.
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Abbildung 4.7: Mögliche Portfolios
gesehen wird, hängt nach Markowitz von der Präferenzstruktur des Anlegers hin-
sichtlich seiner Renditeerwartung und seiner Risikoneigung ab. Die Lösung des
Modells ist ein quadratisches Optimierungsproblem, da diejenige Portfoliokom-
bination gefunden werden soll, bei der der Nutzenerwartungswert ein Maximum
annimmt.122 Ein rational handelnder Anleger wird nun nach den Prämissen des
Modells das Portfolio auswählen, das gemessen an der erwarteten Rendite und
dem Risiko seine individuellen Ziele bestmöglich realisiert. Der risikoscheue Anle-
ger wird aus den e¢ zienten Portfolios dasjenige wählen, welches das geringste zu
erwartende Risiko aufweißt. Ein Investor, der ein höheres Risikoniveau akzeptiert,
wird sich für das Portfolio entscheiden, das den subjektiv höchsten zu erwartenden
Ertrag verspricht.123 Tobin erweiterte diesen Ansatz, indem er risikolose Anlage-
und Kreditbescha¤ungsmöglichkeiten mit in die Analyse einbezog.124
122Vgl. Markovitz, H. M., Portfolio, 1959 , S. 286.
123Vgl. Tobin, J., Theory, 1965, S. 47¤.
124Vgl. Tobin, J., Liquidity, 1958, S. 82-86.
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Beurteilung der Portfolio Selektion Die hier gezeigten Grundgedanken der
Portfolio-Selektion bilden die Basis der modernen Kapitalmarkttheorie.125 In ihren
Grundzügen konnten die im Modell zur Wertpapierauswahl von Markowitz postu-
lierten Zusammenhänge weitgegehend empirisch bestätigt werden. Das gilt insbe-
sondere für die Rendite-Risiko-Relation und den Diversikationse¤ekt.126 Durch
diese Modellformulierung konnten zahlreich theoretische und praktische Schwie-
rigkeiten gelöst werden, trotzdem sind Portfolio-Selektion-Modelle in der Form
von Markowitz selbst heute noch relativ selten in der Praxis vorzunden.127 Zu
den größten Erschwernissen bei der praktischen Anwendung zählten noch in den
fünfzigern und sechzigern Jahren die geringe Verfügbarkeit von empirischen Da-
ten und die geringe Rechenleistung von Computern. Insbesondere zur Zeit seiner
Einführung in den fünfzigern Jahren des vergangenen Jahrhunderts war der Re-
chenaufwand des Portfolio-Selektion-Modells nur schwer zu bewältigen. Für die
Bestimmung der e¢ zienten Portfolios werden die charakteristischen Größen wie
der Erwartungswert, die Varianz und die Kovarianz benötigt. So sind bei einer
Anzahl von N Aktien insgesamt 0:5 N  (N   1) Kovarianzen zu bestimmen, was
beispielsweise bei einer Analyse von 100 Aktien zu einer Berechnung von 4950 Ko-
varianzen führen würde. Aus diesem Grund dürfte die praktische Anwendbarkeit
allenfalls institutionellen Anlegern möglich sein.128
Eine erhebliche rechentechnische Vereinfachung brachten die Index-Modelle,
die Anfang der sechziger Jahre von Sharpe eingeführt wurden.129 Diese beziehen
sich im wesentlichen auf eine Reduzierung der Menge und vereinfachen so die
Ermittlung der benötigten Schätzwerte für die erwarteten Renditen und deren
Varianzen. Die grundlegenden Konzepte werden im folgenden kurz skizziert.
125Vgl. Jensen, M. C., Capital Markets, 1972, S. 358.
126Vgl. Steiner, P.; Uhlir, H., Wertpapieranalyse, 2001, S. 135-142.
127Vgl. Jorion, P., Portfolio Optimization, 1992, S. 68-74.
128Vgl. Markovitz, H. M., Portfolio, 1991, S. 205.
129Vgl. Sharpe, W. F., Model, 1963, S. 277¤. Die Grundidee zur Vereinfachung des Verfahrens
durch einen Index ndet sich schon bei Markowitz , H. M., Portfolio, 1959, S. 96-97.
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4.3.1.2 Grundlagen und Eigenschaften des Single-Index Modells
Der gedankliche Ausgangspunkt liegt darin, dass die Notwendigkeit der Verein-
fachung des Portfolio-Selektions-Modells gesehen wird.130 Da ein großer Schätz-
aufwand im Markowitz´schen Modell notwendig ist, geht Sharpe von einer linea-
ren Bindung eines jeden Wertpapiers i an einen bestimmten, zugrundeliegenden
(Markt-)Index I aus.131 Formal lautet das Modell:
ri = i + iIM + "i: (4.17)
Die Rendite einer Aktie ri hängt von einer Komponente (i + "i) ab, die unabhä-
nig von der Marktentwicklung ist und als unsystematische Komponente bezeichnet
wird. Der Parameter i kennzeichnet den Abschnitt, an dem die Regressionsgera-
de die Ordinate schneidet (IM = 0) und ist unabhängig von den Schwankungen
des Indexes. Die Störgröße "i gibt die zufälligen Abweichungen der Rendite an.
Desweiteren ist die Rendite von der Entwicklung des Faktors IM und dem Para-
meter i abhängig, der die Sensitivität des Einzelwertes auf Veränderungen des
Faktors IM angibt und als systematische Komponente verstanden wird. Der Index
IM und die Störvariable "i werden als Zufallsvariable aufgefaßt. Sie haben eine
Wahrscheinlichkeitsverteilung mit einem Erwartungswert und einer Varianz. Eine
zentrale Annahme des Index-Modells ist, dass die Störvariablen " unterschiedlicher
Aktien nicht korreliert sind, also cov("i; "j) = 0 gilt, und die Residuen einer Aktie
i mit der Rendite der Marktportfolios mit cov("IM ; "i) = 0 ebenfalls unkorreliert
sind. Das impliziert, dass der einzige Grund einer gemeinsamen Veränderung von
einzelnen Wertpapieren nur aufgrund ihrer gemeinsamen Veränderung mit dem
Index zu sehen ist. Aus diesem Grund wird dieses Modell von Sharpe auch Diago-
nalmodell genannt, da die Varianz-Kovarianzmatrix der Störgrößen als Diagonal-
matrix modelliert wird. Berücksichtigt man die weiteren Prämissen des Modells, so
sind die für den Portfolio-Selektions-Prozess benötigten Werte auf einfache Weise
130Vgl. Sharpe, W. F., Model, 1963, S. 277f.
131Vgl. Sharpe, W. F., Model, 1963, S. 281.
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bestimmbar:132
Erwartungswert der Aktienrendite : E(ri) = i + i  E(IM) (4.18)
V arianz der erwarteten Rendite : 2i = 
2
i  2M + 2"i (4.19)
Kovarianzen zwischen den Wertpapierrenditen : ij = ij
2
M (4.20)
Beurteilung des Single-Index Modells Das Single-Indexmodell von Sharpe
leistet einen entscheidenden Beitrag zur Überwindung einer Schwäche des Portfolio-
Selektion-Modells von Markowitz. Die erhebliche rechentechnische Vereinfachung
gegenüber dem Portfolio-Selektion-Modell liegt in der impliziten Schätzung der
Kovarianzstruktur mit Hilfe der linearen Regression der Aktienrendite gegen den
Index. Dadurch reduziert sich die Anzahl der zu bestimmenden Parameter im N
Aktienfall auf 3n+ 2: Für das Beispiel der Portfolioselektion mit 100 Aktien sind
anstelle der 4950 erforderlichen Parameter nur noch 302 Daten zu ermitteln, näm-
lich für die einhundert Aktien jeweils i; i; 
2
"i sowie für den Index E(IM) und
2M . Allerdings darf nicht außer Acht gelassen werden, dass diese Vereinfachungen
im Vergleich zum Modell von Markowitz nur approximative Lösungen liefern. In-
sofern ist diese Informationsungenauigkeit der Preis für den deutlich reduzierten
Aufwand. Um einerseits die Vereinfachung des Index-Modells zu nutzen, ohne an-
dererseits auf dieWirklichkeitstreue des Portfolio-Selektions-Modells zu verzichten,
entwickelte man sogenannte Multi-Index-Modelle, die eine Synthese von den beiden
Konzepten darstellen.133 Dabei werden neben der Berücksichtigung von Beziehun-
gen zwischen Aktien und globalem Index auch die Korrelationen mit Klassen- und
Brachenindizes untersucht.134
132Weitere Annahmen des Modells sind (1) die Störvariable "i hat den Erwartungswert E("i) = 0
und (2) die Varianz V ar("i) = 2"i. Darüber hinaus ist (3) die Varianz des Index deniert als
V ar(IM ) = 
2
M . Elton, E. J.;Gruber, M. J., Portfolio Theory, 1991, S. 101-103.
133Auf diese Multi-Index-Modelle soll im Rahmen dieser Arbeit nicht weiter eingegangen werden.
134Vgl. Elton, E. J.; Gruber, M.J.; Padberg, M. W., Criteria, 1979, S. 7¤.
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4.3.1.3 Grundlagen und Eigenschaften des CAPM-Modells
Das Capital-Asset-Pricing-Modell (CAPM) wurde in den 1960er Jahren unabhän-
gig und annähernd zeitgleich von Sharpe, Lintner und Mossin entwickelt.135 Es
ist das klassische Gleichgewichtsmodell für die Bewertung von risikobehafteten
Wertpapieren. Als Grundlage des CAPM-Modells dienen die Voraussetzungen des
Portfolio-Selektions-Modells, also:
 Alle Investoren bewerten Portfolios nach dem (; )-Prinzip und betrachten
den gleichen einperiodigen Planungshorizont.
 Die Anleger maximieren den Erwartungnutzen.
 Die Investoren verhalten sich risikoavers bezüglich der Zusammensetzung
ihres Aktienportfolios.
 Die Anlagetitel sind vollkommen marktfähig und beliebig teilbar, und der
Markt ist friktionslos, d.h. von Steuern und Transaktionskosten wird abge-
sehen.
Darüber hinaus sind für die Ableitung des CAPM einige zusätzliche Prämissen
erforderlich:
 Es existiert eine sichere Anlageform, zu diesem risikolosen Zinssatz können
alle Investoren unbegrenzt Kapital anlegen und aufnehmen.
 Alle Informationen sind den Investoren gleichermaßen zugänglich und stehen
ihnen kostenfrei zur Verfügung.
 Alle Anleger haben homogene Erwartungen, d. h. die Investoren gehen bei
ihren Entscheidungen von identischen Erwartungen bezüglich der Rendite,
den Varianzen und den Kovarianzen aus.
135Vgl. Sharpe, W.F.,Capital Asset Prices, 1964, S. 425¤.; Lintner, J., Security Prices, 1965 , S.
587¤.; Mossin, J., Equilibrium, 1966, S. 468¤.
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In den folgenden Ausführungen werden die zentralen Konzepte des CAPMs
erläutert. In der Abbildung 4:8 sind der Verlauf der Kapitalmarkt- als auch der
Wertpapierlinie grasch dargestellt. Dabei wird in der linken Hälfte der Grak die
Kapitalmarktlinie gezeigt, die eine lineare Beziehung zwischen der Rendite und
dem Risiko eines Portfolios aus risikolosen und risikobehafteten Anlagemöglich-
keiten beschreibt. In der rechten Hälfte ist die Wertpapierlinie abgebildet. Diese
beschreibt den linearen Zusammenhang zwischen der Rendite eines Wertpapiers
und dessen Sensitivität gegenüber dem Marktportfolio.
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Abbildung 4.8: Kapitalmarktlinie und Wertpapierlinie im CAPM
Kapitalmarktlinie Nach Einführung der risikolosen Anlagemöglichkeit wird die
ursprüngliche e¢ ziente Kurve durch eine neue E¢ zienzgerade (Kapitalmarktlinie)
dominiert und besitzt mit dieser einen Tangentialpunkt. Die Portfolios auf der
Kapitalmarktlinie bestehen aus einer Anlage in risikobehafteten Wertpapieren und
einer sicheren Anlage oder Verschuldung. Alle Investoren werden eine ihren Risiko-
nutzenpräferenzen entsprechende Kombination aus dem riskanten Marktportfolio
und der risikolosen Anlage wählen. Wie sich aus der Abbildung 4.3 ergibt, stellt
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der risikolose Zinssatz rf den Achsenabschnitt der Geraden dar. Die Steigung der
Geraden entspricht dem Rendite-Risiko-Verhältnis [E (rm)  rf ] =m des tangier-
ten Portfolios m auf der E¢ zienzlinie. Dieses Verhältnis wird auch als Marktpreis
des Risikos bezeichnet.136 Die Struktur des risikobehafteten Portfolioanteils für je-
den Punkt auf der Kapitalmarktlinie wird somit durch das Tangentialportfolio m
beschrieben. Dieses entspricht dem Marktportfolio und repräsentiert eine wertge-
wichtete Anlage in allen handelbaren und nichthandelbaren Vermögensgegenstän-
den.137 Somit bildet die Kapitalmarktlinie die Menge aller e¢ zienten Portfoliokom-
binationen im CAPM und läßt sich formal durch folgende Gleichung beschreiben:
E(rp) = rf +

E(rM)  rf
m

p: (4.21)
Die erwartete Rendite eines e¢ zienten Portfolios hängt demnach ab vom risikolo-
sen Zinssatz und dem Produkt aus Portfoliorisiko und dem Marktpreis des Risikos.
Wertpapiermarktline Die primäre Zielsetzung des CAPMs liegt jedoch in der
Ermittlung einer risikoadäquaten Bewertung für ein einzelnes Wertpapier im Kapi-
talmarktgleichgewicht. In einer anschaulichen Herleitung für einzelne Wertpapiere
geht Sharpe138 von einem Investor aus, dessen Portfolio p aus xi Anteilen einer
beliebigen Aktie i und aus (1   xi) Anteilen des Marktportfolios m besteht. Die
Rendite und die Standardabweichung (Risiko) des Portfolios p entsprechen dann:
E(rp) = xiE(ri) + (1  xi)E(rm) (4.22)
p =
 
x2i
2
i + (1  xi)22m + 2xi(1  xi)im
1=2
. (4.23)
Wegen der Kovarianzeigenschaft werden alle Kombinationen zwischen der Aktie
und dem Marktportfolio im Rendite-Risiko-Diagramm auf einer konkaven Linie
zwischen den Punkten m und p liegen, wobei die erwartete Rendite und die
Standardabweichung unter anderem vom Anteil xi abhängen. Durch Bildung der
136Vgl. Elton, E.; Gruber, M., Portfolio Theory, 1991, S. 287.
137Vgl. Fama, E.; MacBeth, J.D., Risk, 1973, S. 611, beschreiben das Marktportfolio als gewich-
teten Index aller Assets.
138Die Ausführungen folgen Sharpe, W. et al, Investments, 1999, S. 250¤.
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partiellen Ableitungen nach xi kann ermittelt werden, wie die erwartete Rendite
E(rp) und das Risiko p sich bei kleinen Verschiebungen des Anteils xi ändern.
@E(rp)
@xi
= E(ri)  E(rm) (4.24)
@p
@xi
=
xi
2
i   2m + xi2m + im   2xiim
(x2i
2
i + (1  xi)22m + 2xi(1  xi)im)1=2
. (4.25)
Das Austauschverhältnis zwischen der erwarteten Rendite und dem Risiko des
Portfolios p bei einer Variation von xi hat somit folgende Struktur:
@E(rp)
@p
=
@E(rp)
@xi
=
@p
@xi
(4.26)
=
(E(ri)  E(rm)) (x2i2i + (1  xi)22m + 2xi(1  xi)im)1=2
xi2i   2m + xi2m + im   2xiim
.
Annahmegemäßwird ein Gleichgewicht auf dem Kapitalmarkt vorausgesetzt, des-
wegen weist das Wertpapier i einen Gewichtungsanteil von xi = 0 auf, weil im
Marktportfolio bereits alle Wertpapiere enthalten sind. Aus diesem Grund kann
das Austauschverhältnis in Gleichung 4.26 umgeformt werden:
@E(rp)
@p
jxi=0=
(E(ri)  E(rm))m
im   2m
. (4.27)
Die Rendite-Risiko-Relation aus Gleichung 4.27 im Punkt m muss gleich der Stei-
gung der Kapitalmarktlinie im Punktm entsprechen. Für die Bewertung muss nun
gelten:
@E(rp)
@p
jxi=0=
@E(rm)
@m
=
(E(ri)  E(rm))m
im   2m
=
E(rM)  rf
m
. (4.28)
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Löst man dieses Gleichgewicht nach E(ri) auf, resultiert die sogenannte Wertpa-
pierlinie, die von Sharpe als security market line139 bezeichnet wird:
E(ri) = rf +

E(rm)  rf
m

im
m
= rf + (E(rm)  rf ) i. (4.29)
Für eine Aktie i entspricht die Renditeerwartung im Kapitalmarktgleichgewicht
somit der Summe aus risikoloser Anlage und einem Risikozuschlag Der Risiko-
zuschlag ist ein Produkt aus erwarteter Risikoprämie des Marktes und dem nicht
diversizierbaren systematischen Risiko, dem Betafaktor, des betrachteten Titels.
Der Ausdruck Betafaktor hat sich für das Maßder Risikohöhe etabliert. Das be-
deutet, das der Markt für die Übernahme unsystematischer Risiken bei einzelnen
Wertpapieren keine Risikoprämie bezahlt. Deshalb bildet das Marktportfolio den
einzigen relevanten Risikofaktor.
Beurteilung des CAPM-Modells Das CAPM ist ein Gleichgewichtsmodell,
das Aussagen über den Zusammenhang zwischen der Rendite und dem Risiko
macht. Die Testbarkeit des CAPM wird allerdings von manchen Autoren in Fra-
ge gestellt, da das wahre Marktportfolio bei solchen Tests nicht zum Einsatz
kommt.140 Dies ist der zentrale Kritikpunkt am CAPM. Da in der Literatur bis-
lang keine eindeutige Bestätigung der Modellthesen des CAPM gefunden werden
konnte, stellt sich die Frage, ob dies an den unrealistischen Modellannahmen liegt.
Trozt aller Kritik ist das CAPM das bekannteste Modell zur Erklärung des Zusam-
menhangs zwischen der erwarteten Rendite und dem Risiko von Wertpapieren. Ne-
ben der deskriptiven Funktion des CAPM zur Beschreibung des Zusammenhangs
zwischen Risiko und Rendite wird das Modell auch normativ angewendet. Dies
zeigt sich sehr deutlich im Bereich der Performance-Messung, wo beispielsweise
die Anlageergebnisse von Investmentfonds durch den Einsatz des CAPM beurteilt
werden.141
139Vgl. Sharpe, W., Portfolio Theory, 1970, S. 89.
140Vgl. Roll, R., Critique, 1977, S. 129¤.
141Vgl. Steiner, M.; Bruns, C. , Wertpapiermanagement, 2007, S. 29.
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4.3.1.4 Grundlagen und Eigenschaften des Markt-Modells
Eine spezielle Form des Index-Modells verwendete Sharpe zur Illustrierung des
später von ihm formulierten Capital-Asset-Pricing-Modells. Dieses Modell wurde
vor allen unter der von Fama geprägten Bezeichung Markt-Modell bekannt.142
Fama verwies auf eine Inkonsistenz in der Herleitung des CAPM durch Sharpe,
die daraus resultiert, dass letzterer den Index IM als Martktportfolio deniert,
welches aus allen Aktien besteht. Diese Interpretation ist aber nicht mehr mit der
Unabhängigkeit von IM und "i vereinbar, so dass er den Marktindex IM durch den
allgemeinen Marktfaktor rM ersetzt.143 Formal lautet das Markt-Modell:
ri = i + irM + "i: (4.30)
Das Beta dient auch hier als Sensitivitätsmaß, das angibt, um welchen Betrag sich
die Rendite der jeweiligen Aktie ändert, wenn die Rendite des Marktes um eine Ein-
heit sinkt oder steigt. Der Index weist ex denitione einen Beta-Faktor von eins auf.
Diese Normierung hat den E¤ekt, dass die Vergleichbarkeit der Betas unabhängig
vom Kursniveau der Wertpapiere gewährleistet ist.144 Das Marktmodell ist daher
in Theorie und Praxis das Standardmodell zur Berechnung von Betafaktoren.145
Der Betakoe¢ zient ist hier nichts anderes als die Steigung der Regressionsgeraden.
Der Parameter i kennzeichnet den Abschnitt, an dem die Regressionsgereade die
Ordinate schneidet. Gleichung 4:30 zeigt, dass die Rendite einer Aktie i in zwei
Komponenten zerlegt werden kann: der marktbezogenen (systematischen) und der
wertpapierbezogene (unsystematischen) Komponente. Die systematische Entwick-
lung ist durch den Betafaktor geprägt, das die Reagibilität der Aktie bezogen
auf die Marktbewegung angibt. Unter der Voraussetzung, dass der Erwartungs-
wert der Störvariablen E("i) = 0 ist, gibt die unsystematische Komponente nur
den Eigenertrag der Aktie i und spiegelt so die unternehmensspezische Ent-
wicklung wider.146 Die Rendite- und Risikobeziehungen zwischen einzelnen Aktien
und Index entsprechen im Markt-Modell mit unkorrelierten Störgrößen denen des
142Vgl. Fama, E. F., Risk, 1968, S. 35f.
143Vgl. Sharpe, W. F., Capital Asset Prices, 1964, S. 438-442; Fama, E. F., Risk, 1968, S. 37.
144Vgl. Hielscher, U.; Heintzelmann, H., BETA-Faktoren, 1975, S. 8.
145Vgl. Frantzmann, H.-J., Marktrisiko, 1990, S. 67-83.
146Vgl. Steiner, P.; Uhlir, H., Wertpapieranalyse, 2001, S. 143-144.
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Single-Index-Modells. Deswegen können die erwarteten Renditen, Varianzen und
Kovarianzen analog aus den Gleichungen 4:18 bis 4:20 berechnet werden.
Beurteilung des Markt-Modells Das Marktmodell basiert auf der zentralen
Annahme, dass Renditen und Risiken einzelner Wertpapiere ausschließlich über
die Rendite bzw. das Risko des Marktportfolios erkärt werden. Die Gleichung des
Marktmodells wird regelmäßig als Testgleichung des CAPM verwendet.147 Zudem
liefert das Marktmodell durch seine Regressionsfunktion die in der Anlagepraxis
verwendeten Berechnungsgrundlagen für die Bestimmung von Betafaktoren.
4.3.2 Das ergänzende Datenmaterial zum Betafaktor
Die empirische Analyse der Beta-Schätzung in dieser Arbeit erfolgt anhand von
stündlichen Renditen. Als exemplarische Daten für die Bestimmung von Betafakto-
ren werden die stündlichen Renditen der Aktien des Deutschen Aktienindex (DAX)
herangezogen, wobei als Grundlage für die Marktrendite der Deutsche Aktienindex
verwendet wird. Als Datenbasis werden die Kursentwicklungen von 01.02.2008 bis
zum 01.08.2008 verwendet. Für die Bildung der Überschussrenditen im Marktmo-
dell wird eine Zeitreihe der Renditen einer risikolosen Anlage rFt benötigt. Hierfür
wird der Tagesgeldmarktzinssatz verwendet, der von der Deutschen Bundesbank
täglich publiziert wird. Da die Aktienrenditen auf der Basis stündlicher Kurse be-
rechnet werden, muss auch die risikolose Verzinsung pro Stunde verwendet und
daher vor Bildung der Überschussrenditen zuerst ermittelt werden. Die folgenden
Ausführungen konzentrieren sich auf die Schätzung von Betafaktoren im Rah-
men des Marktmodells.148 Dieses Modell wird in der Praxis der Wertpapieranalyse
bevorzugt eingesetzt.149 Die empirischen Analysen für die Schätzung der Betafak-
toren wurden mit Hilfe der Statistik-Software EVIEWS 6 von Quantitative Micro
Software (QMS) durchgeführt.
147Vgl. Fama, E. F., Capital, 1970, S. 403.
148gemäßKapitel 4.1.1.1.3 dieser Arbeit.
149Vgl. Steiner, M.; Bruns, C., Wertpapiermanagement, 2007, S. 39.
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4.3.3 Bestimmung des Betafaktors durch dasMarkt-Modell
4.3.3.1 Schätzung und empirische Ergebnisse des Marktmodells
Die Schätzung der Betafaktoren für die einzelnen Aktien erfolgt in diesem Ab-
schnitt bei konstanter Varianz auf Basis des Marktmodells. Dabei erfolgt die Schät-
zung des Betafaktors durch das Kleinst-Quadrate-Verfahren. Die Renditegleichung
ergibt sich für die empirische Untersuchung wie folgt:
rit   rFt = c0 + i(rMt   rFt ) + "it (4.31)
"it~N(0; 
2)
Die Ergebnisse für die Parameterschätzungen des Marktmodells auf Basis des
hier verwendeten Datenmaterials sind in den Tabellen 4.9 und 4.10 zu nden. Die
Werte der t-Statistik benden sich in den Klammern.
Es konnten für die hier verwendeten Renditereihen des Marktmodells hoch si-
gnikante Betafaktoren geschätzt werden. Der unabhängige Schätzparameter c0
der Renditegleichung ist für alle Aktien nicht signikant von null verschieden, was
anhand der t-Statistik der jeweiligen Parameter deutlich zu erkennen ist. Diese
Bedingung wird vom CAPM gefordert und somit wird auch die Gültigkeit die-
ses Modells bestätigt. Die Schätzung für den von der Indexrendite unabhängigen
Teil c0 ist bei 17 DAX-Titeln negativ. Dies dürfte damit zu klären sein, dass die
durchschnittliche Rendite des DAX deutlich höher liegt als bei diesen 17 Aktien. In
dieser Untersuchung liegt der geschätzte Betafaktor einzelner Aktien zwischen 0,79
und 1,06, wobei die Mehrzahl aller Aktien einen Wert kleiner als eins haben. Da-
mit sind alle DAX-Werte den Schwankungen des deutschen Aktienmarktes unter-
worfen. In Abschnitt 4.3.6 werden die Beta-Schätzungen der untersuchten Modelle
miteinander verglichen. Die Güte der mittels Regression errechneten Geraden wird
gemessen mit Hilfe des linearen Bestimmtheitsmaßes R2. Je näher der Wert des
Bestimmtheitsmaßes an eins herankommt, desto besser wird die Renditeentwick-
lung des Einzelwertes durch den Marktindex erklärt.150 Die DAX-Rendite kann je
150Das Bestimmtheitsmaßwird als Quotient zwischen Varianz des Marktindexes und der Varianz
des betrachteten Wertpapiers multipliziert mit dem ermittelten quadrierten Betafaktor des
Wertpapiers: R2 = 2i
2i
2m
.
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nach Aktie zwischen 24 und 63 Prozent der Streuung der Aktienrendite erklären
(vgl. Tabelle 4.9 und 4.10, Spalte 3).
4.3.3.2 Beurteilung der Bestimmung des Betafaktors durch das Markt-
modells
Die entscheidene Frage in dem Marktmodell ist, ob die Residuen einer Normalver-
teilung unterliegen. Dazu wurde die Kurtosis berechnet und mittels Jarque-Bera-
Tests auf Normalverteilung getestet. Es zeigt sich, dass, wie schon bei den empi-
rischen Analyse der Finanzmarktrenditen in den vorigen Kapiteln, alle Residuen
eine Kurtosis von deutlich größer als drei besitzen. Somit kann von einer leptokur-
tischen Verteilung der betrachteten Daten ausgegangen werden. Dies wird durch
die JB-Statistik bestätigt, indem die Nullhypothese einer Normalverteilung hoch
signikant verworfen wird (vgl. Tabelle 4.9 und 4.10, Spalte 4 und 5). Deswegen
wird im folgendem Abschnitt der Betafaktor des Marktmodells erneut geschätzt,
wobei die Residuen einem GARCH-Prozess folgen.
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Aktie c0 KQ R
2 Kurtosis JB
Adidas
 0:001
( 0:063)
0:8381
(17:5944)
0:5625 8:4848 1456:75
Allianz
 0:0025
( 0:1263)
0:9784
(23:3238)
0:5324 9:444 2093:121
BASF
 0:0012
( 0:0787)
0:8773
(23:9691)
0:6309 15:3869 7491:823
Bayer
0:0066
(0:3807)
0:8703
(23:2373)
0:5452 9:5054 2117:075
BMW
 0:0196
( 0:8865)
0:8751
(14:6112)
0:4295 13:7575 5924:215
Commerzbank
0:0081
(0:312)
1:0621
(17:4295)
0:4457 5:7661 372:9618
Continental
 0:0008
( 0:0341)
0:9239
(18:3096)
0:3963 25:1046 23599:13
Daimler
 0:0255
(1:3001)
0:9022
(22:7743)
0:5061 38:5471 62071:80
Deutsche Börse
 0:0358
( 1:3839)
0:9659
(13:8236)
0:4029 5:6888 386:9429
Deutsche Bank
 0:0154
(0:7351)
0:9081
(16:4609)
0:4752 10:4733 2774:836
Dt. Postbank
 0:0134
( 0:5250)
0:8434
(15:6554)
0:3448 23:9344 21374:03
Deutsche Post
 0:0262
( 1:4027)
0:8521
(17:8661)
0:5013 19:691 13714:15
Deutsche Telekom
 0:0117
( 0:6744)
0:8975
(19:9347)
0:5635 29:7878 35354:01
EON
0:0049
(0:3142)
0:8633
(17:6963)
0:5949 7:7478 1084:778
Fresenius Medical
0:0098
(0:5841)
0:7988
(16:6059)
0:5234 8:4395 1419:130
Tabelle 4.9: OLS-Schätzung der Beta-Faktoren erste Hälfte
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Aktie c0 i R
2 Kurtosis JB
Henkel Vz.
 0:0106
( 0:5316)
0:8275
(16:8364)
0:4534 7:8411 1127:347
Hypo Real Estate
 0:0052
( 0:1588)
1:0275
(15:4754)
0:3166 15:648 7681:888
Inneon
 0:0235
( 0:698)
0:8752
(8:8408)
0:2457 14:2915 6308:117
Lufthansa
 0:0008
( 0:0369)
0:9705
(19:4929)
0:4837 12:2448 4256:469
Linde
0:0083
(0:5516)
0:8374
(15:8405)
0:5973 7:3169 904:8206
MAN
 0:0163
(0:7457)
0:9398
(19:1801)
0:4712 6:6593 642:6740
Metro
 0:0287
(1:6646)
0:7942
(19:2326)
0:5070 7:6979 1161:266
Merck
0:0002
(0:0146)
0:8302
(17:0656)
0:5299 11:3375 3372:848
Münchener Rück
0:0017
(0:1114)
0:8254
(29:0943)
0:5786 11:2881 3548:777
RWE
 4:78E   05
( 0:0031)
0:8343
(17:5356)
0:5751 11:583 3628:877
SAP
0:02486
(1:5499)
0:75856
(20:9929)
0:5202 21:418 16402:53
Siemens
0:0014
(0:0755)
0:90857
(22:786)
0:5234 12:4581 4294:941
ThyssenKrupp
0:0102
(0:4863)
0:9403
(22:4617)
0:4914 6:1853 486:6336
Tui
0:0061
(0:2886)
0:8316
(17:3368)
0:4277 8:2141 1330:432
Volkswagen
0:0291
(1:7573)
0:811
(18:9917)
0:5372 7:0075 802:7171
Signifikanzniveau :  = 0; 01:
Tabelle 4.10: OLS-Schätzung der Beta-Faktoren zweite Hälfte
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4.3.4 Bestimmung des Betafaktors durch das EGARCH-
Modell
Die Schätzung der Betafaktoren erfolgt auf Basis des hier verwendeten Datenma-
terials unter Berücksichtigung von bedingter Heteroskedastizität. Dabei werden
die Betafaktoren für den deutschen Aktienmarkt in dieser empirischen Untersu-
chung durch ein modiziertes Marktmodell geschätzt. Dieser Ansatz wird in der
Hinsicht erweitert, dass die Annahme einer konstanten Varianz aufgegeben wird
und durch eine sich im Zeitablauf variierende Varianz ergänzt wird. Im Kapitel
drei dieser Arbeit konnte gezeigt werden, dass die Modelle der GARCH-Familie in
der Lage sind, die nichtlinearen Strukturen in den Finanzmarktdaten der in dieser
Arbeit untersuchten Renditereihen, adäquat zu modellieren. Um unterschiedliche
Einüsse positiver und negativer Informationen auf die Ausprägungen der Rendi-
tewerte (Leverage-E¤ekt ) zu berücksichtigen, soll für die Schätzung der Betafak-
toren ein EGARCH-Modell verwendet werden. Für Finanzmarktdaten hat sich
eine sparsame Spezikation der GARCH-Modelle bewährt.151 Aus diesem Grund
soll die Varianz des Marktmodells für die Bestimmung des Betafaktors durch ein
EGARCH-(1; 1)-Modell geschätzt werden.
4.3.4.1 Schätzung und empirische Ergebnisse des EGARCH-Modells
Die entsprechende Regressionsgleichung für die Bestimmung des Betafaktors, auf
Basis des in dieser Arbeit verwendeten Datenmaterials, kann wie folgt deniert
werden:
rit   rFt = c0 + GAR(rMt   rFt ) + "it (4.32)
"tjt 1~N(0; 2t )
ln2t = a0 + a1
 "t 1t 1
  E  "t 1t 1
+  "t 1t 1 + 1 ln2t 1:
Die Ergebnisse der Schätzungen für den Betafaktor, unter Berücksichtigung der
Heteroskedastizität, sind in den Tabellen 4.11 und 4.12 zu nden.
Zur Berücksichtigung der Heteroskedastizität für das hier genutzte Datenmate-
151Vgl. dazu Kapitel 3 dieser Arbeit.
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rial wurde ein Marktmodell mit einem EGARCH-(1; 1)-Modell kombiniert. Dabei
konnten hoch signikante Betafaktoren geschätzt werden. Für 23 Aktien ergab die
empirische Analyse, dass der von der Indexrendite unabhängige Parameter c0 nicht
signikant von null verschieden ist, was anhand der t-Statistik der jeweiligen Akti-
enparameter deutlich zu erkennen ist. Somit ist das CAPM auch in diesem Modell,
bis auf sieben Aktien (DAI, DB1, DBK, DPW, HRX, MEO und SIE), gültig. Die
Schätzwerte für den von der Indexrendite unabhängigen Parameter c0 sind bei
21 Aktien negativ. Dies dürfte damit zu erklären sein, dass die durchschnittliche
Rendite des DAX deutlich höher liegt als bei diesen 21 Aktien.
Der geschätzte Betafaktor einzelner Aktien liegt bei diesemmodiziertenMarkt-
modell zwischen 0,78 und 1,09, wobei die Mehrzahl aller Aktien einen Wert kleiner
als eins haben. Somit unterliegen diese DAX-Werte den Schwankungen des deut-
schen Aktienmarktes.
Es konnten für die untersuchten DAX-Renditereihen in den meisten Fällen hoch
signikante EGARCH-(1; 1)-Modelle geschätzt werden. Der ARCH- ai als auch
der GARCH-Parameter j sind bei den meisten Aktien hoch signikant. Anhand
der Schätzergebnisse ist erkennbar, dass der GARCH-Parameter j bei 20 Aktien
bedeutend größer ist als der ARCH-Parameter ai. Daran erkennt man das hohe
Ausmaßan Volatilitäts-Clustern in den Überschussrenditen. ai ist dabei für das
Ausmaßder unmittelbaren Reaktion auf neue Nachrichten "it verantwortlich, wäh-
rend j die Dauer des Abklingens der Wirkung beschreibt. Demnach ist die mit der
Zeit abklingende Wirkung neuer Nachrichten "it deutlich intensiver als die unmit-
telbare Reaktion. Durch die nicht vorhandenen Vorzeichenrestriktionen reduziert
sich die Stationaritätsbedingung für das EGARCH-(1; 1)-Modell auf 1 < 1, und
wird von allen geschätzten Renditereihen erfüllt.152 Aus den beiden Tabellen 4.11
und 4.12 wird deutlich, dass der Parameter  für 19 Aktien mit einem negativen
Vorzeichen versehen ist. Der für Finanzmarktdaten typische Leverage-E¤ekt wird
für diese untersuchten Aktien bestätigt. Somit steigt die Volatilität nach schlechten
Nachrichten stärker als nach positiven. Allerdings ist der Parameter  für sieben
dieser Aktien nicht signikant von null verschieden und somit nicht erforderlich.
152Vgl. dazu Kapitel 3.4.1.
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4.3.4.2 Beurteilung der Bestimmung des Betafaktors durch das
EGARCH-Modell
Nachdem sich die geschätzten Parameter des EGARCH-Modells als durchweg hoch
signikant erwiesen haben, müssen noch die standardisierten quadrierten Residuen
auf Autokorrelation überprüft werden. Die quadrierten Residuen der in dieser Ar-
beit untersuchten Aktien weisen keine signikanten Autokorrelationen mehr auf.
Somit konnten alle nichtlinearen Muster berücksichtigt werden. Das EGARCH-
(1,1)-Modell liefert eine gute Anpassung an die Daten für die hier geschätzten
Aktien. Allerdings bewirkt die Berücksichtigung von ARCH-E¤ekten nicht, dass
die standardisierten Residuen einer Normalverteilung folgen. Weiterhin hat die
Kurtosis für alle Residuen einen deutlich größern Wert als drei. Es kann weiter
von einer leptokurtischen Verteilung der betrachteten Daten ausgegangen werden.
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4.3.5 Bestimmung des Betafaktors durch das FAKTOR-
GARCH-Modell
4.3.5.1 Modelldarstellung des FAKTOR-GARCH-Modells
Eine Klasse von GARCH-Modellen, die eine Verbindung der bekannten Model-
le der Kapitalmarktmodelle mit den Methoden der Ökonometrie darstellt, sind
die von Engle et al. (1990) eingeführten Faktor-GARCH-Modelle.153 Hierbei wird
angenommen, dass es einen oder mehrere Faktoren gibt, die die Volatilität be-
einussen. In diesem Modell ist yt ein N  1 Vektor von Beobachtungen mit K
Faktoren, die im K  1Vektor ft zusammengefaßt sind, und B eine N K Matrix
der zeitinvarianten Faktorladungen. Dann kann das multivariate GARCH-Modell
durch folgende Gleichung beschrieben werden:
yt = Bf t + "t, (4.33)
wobei t ein N  1 Residuenvektor ist, der eine zeitkonstante bedingte Kovarianz

 hat und positiv semidenite ist. ft besitzt eine bedingte Kovarianzmatrix t.
Desweiteren wird angenommen, dass die Faktoren und die Residuen unkorreliert
sind Cov("t; ft) = 0, dann ergibt sich die bedingte Kovarianzmatrix von yt:
Ht = BtB
+
. (4.34)
Ist t eine Diagonalmatrix mit den Elementen k;t, kann das Modell auch wie folgt
dargestellt werden:
Ht =
KX
k=1
bkb

kk;t +
, (4.35)
wobei bk die k-te Spalte von B bedeutet und 
 die möglichen Nebendiagonalele-
mente aufnimmt.154
Da es sich bei den Faktoren ft um unbeobachtbare Größen handelt, werden diese
durch faktorrepräsentierende Portfolios rkt = 

kyt ersetzt. Die Portfoliogewichte
153Vgl Engle, R. F. et al., Asset, 1990, S. 213-237.
154Vgl. Engle, R. F. et al. , Asset, 1990, S. 215.
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k sind orthogonal zu den Faktorladungen k;t für alle j  f1; :::; Kg ; j 6= k, und
es soll gelten kk = 1: Für die bedingte Varianz von rkt gilt dann:
V art 1(rkt) = kt = 

kHtk (4.36)
= k
 
BtB
+


k
=  k + k;t
mit  k = 

k
k: Der zweite Summand ist zeitunabhängig, somit liegt lediglich
eine Niveauverschiebung der zeitabhängigen Varianz vor. Es gilt:
KX
k=1
bkb

kkt =
KX
k=1
bkb

k k +
KX
k=1
bkb

kk;t
KX
k=1
bkb

kk;t =
KX
k=1
bkb

kkt 
KX
k=1
bkb

k k: (4.37)
Die bedingte Kovarianzmatrix eines faktorrepräsentierenden Portfolios kann, unter
Berücksichtigung der obigen Bedingung. wie folgt dargestellt werden:
Ht =
KX
k=1
bkb

kkt +

, (4.38)
mit 
 = 
  
KP
k=1
bkb

k k:Dabei wird die Dynamik jedes Faktorportfolios rkt als
univariater GARCH(1,1)-Prozeßmodelliert:
kt = wk + k(

k"t 1)
2 + k

kHt 1k

(4.39)
Die Formulierung der bedingten Varianz kann beliebig von dieser
GARCH(1,1)-Variante auf alle in dieser Arbeit vorgestellten univariaten GARCH-
Modelle ausgeweitet werden.
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4.3.5.2 Schätzung und empirische Ergebnisse des FAKTOR-GARCH-
Modells
Die Schätzung der Betafaktoren für das hier verwendete Datenmaterial erfolgt
unter Berücksichtigung einer sich im Zeitablauf variierenden Varianz. Dabei wer-
den die Betafaktoren für den deutschen Aktienmarkt in dieser empirischen Un-
tersuchung durch das oben vorgestellte Faktor-GARCH-Modell geschätzt. Für das
Faktor-GARCH-Modell wird ein zweistuges Schätzverfahren verwendet. In der
ersten Stufe wird die Überschussrendite für den Marktindex geschätzt und durch
folgende Gleichung beschrieben:
rmt   rf;t = mt + mt (4.40)
mt = m + m ln
2
mt
ln2mt = a0 + ai
 "t it j
  E  "t it j
+  "t it j + j ln2t j:
Es wird dazu ein E-GARCH-M Modell verwendet. Dieses Modell berücksich-
tigt neben dem Zusammenhang zwischen Rendite und Risiko noch den Leverage-
E¤ekt. Die ermittelte Faktorrisikoprämie und die bedingte Varianz gehen als vor-
spezizierte Regressoren in die zweite Schätzstufe für die Überschussrenditen der
einzelnen Aktien ein. Somit ergibt sich für die zweite Schätzstufe die folgende
Regressionsgleichung:
rit   rf;t = i + FARmt + it (4.41)
2it = !1 + a1"
2
t 1 + 1
2
t j + 1 ln
2
mt:
In Tabelle 4.13 sind die Ergebnisse der ersten Schätzstufe des Faktor-GARCH-
Modells ausgewiesen. Das EGARCH-M-Modell zeigt, dass für die DAX-Überschuss-
renditen ein positiver signikanter Zusammenhang zwischen Rendite und Risiko
existiert. Dieses entspricht der Erwartung der Risikoaversion. Dieser GARCH-in-
Mean-E¤ekt wird durch den positiven Schätzwert für den Marktpreis des Risikos
 ausgedrückt. Die Koe¢ zienten in der bedingten Varianzgleichung sind alle hoch
signikant, was anhand der t-Statistik der jeweiligen Parameter deutlich zu erken-
nen ist. Daraus ergibt sich, dass der Leverage-E¤ekt vorhanden ist, und somit der
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Parameter  in diesem Modell signikant negativ ist. Die Volatilität steigt in die-
sem geschätzten Modell nach schlechten Nachrichten stärker an als nach positiven.
rmt   rf;t =  0:220510
( 4:014886)
+ 0:409358
(4:134232)
ln2mt + mt
ln2mt =   0:178273
( 7:772786)
 0:266035
( 12:62566)
h "t it j   E  "t it j i
 0:060140
( 2:858281)
"t i
t j
+ 0:501911
(12:98480)
ln2mt j
Tabelle 4.13: Schätzergebnis der ersten Stufe
Die geschätzen Parameter der zweiten Stufe für die hier untersuchten Aktien
sind in den Tabellen 4.14 und 4.15 wiedergegeben. Unter Berücksichtigung einer
sich im Zeitablauf variierenden Varianz für das hier genutzte Datenmaterial wurde
ein Faktor-GARCH-Modell geschätzt. Dabei konnten für alle Aktien hoch signi-
kante Betafaktoren geschätzt werden. Die Mehrzahl aller Aktien haben einen
Betafaktor kleiner als eins, wobei das Maximum bei 1,036 für Commerzbank und
das Minimum bei 0,75 für SAP liegt. Die empirische Analyse ergab für die Schät-
zung des von der Indexrendite unabhängigen Teil c0, dass 20 Aktien ein negatives
Vorzeichen haben, damit dürfte die durchschnittliche Rendite des DAX deutlich
höher liegen als bei diesen 20 Aktien. Für 27 Aktien ist der Parameter nicht signi-
kant von null verschieden, was durch die t-Statistik der geschätzten Parameter
gezeigt wird. Somit ist das CAPM auch in diesem Modell in fast allen Schätzungen
gültig.
Es konnten für die in dieser Arbeit untersuchten Aktien in der zweiten Schätz-
stufe in den meisten Fällen hoch signikante GARCH-(1; 1)-Modellschätzungen
durchgeführt werden. Die ARCH- ai und die GARCH-Parameter j sind meis-
tens für alle geschätzten Aktien hoch signikant. Anhand dieser Schätzergebnisse
ist erkennbar, daßder GARCH-Parameter j bei 24 Aktien bedeutend größer ist
als der ARCH-Parameter ai. Damit wird auch bei der Schätzung eines Faktor-
GARCH-Modells deutlich, dass ein hohes Ausmaßan Volatilitäts-Clustern in den
Überschussrenditen existiert. Die Konstante !1 in der Varianzgleichung ist für
sechs Aktien (Adidas, Allianz, Deutsche Post, Hypo Real Estate, Inneon und
SAP) negativ, allerdings sind nur vier Parameter davon nicht signikant von Null
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verschieden und somit nicht erfoderlich. Der E¤ekt des zusätzlichen geschätzten
Parameters 1 in der Varianzgleichung liegt in einem Intervall von -0,56 und 1,32.
Dabei sind 11 Werte des Parameters 1 nicht signikant von null verschieden und
somit nicht notwendig für die Varianzgleichung.
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4.3.5.3 Beurteilung der Bestimmung des Betafaktors durch das
FAKTOR-GARCH-Modell
Da die geschätzten Parameter des FAKTOR-GARCH-Modells sich als durchweg
hoch signikant erwiesen haben, müssen noch die standardisierten quadrierten Re-
siduen auf Autokorrelation überprüft werden. Die quadrierten Residuen, die durch
das FAKTOR-GARCH-Modell geschätzt wurden, weisen keine signikanten Auto-
korrelationen in den Residuen mehr auf. Somit konnten die nichtlinearen Muster
durch die Schätzung des zweistugen FAKTOR-GARCH-Modells berücksichtigt
werden. Das FAKTOR-GARCH-Modell liefert eine gute Anpassung an die Da-
ten. Allerdings bewirkt die Berücksichtigung von ARCH-E¤ekten nicht, dass die
standardisierten Residuen einer Normalverteilung folgen. Weiterhin hat die Kur-
tosis für alle Residuen einen deutlich größeren Wert als drei. Damit folgen die
betrachteten Daten weiterhin einer leptokurtischen Verteilung.
4.3.6 Vergleich der empirischen Ergebnisse zum Betafak-
tor
Auch bei nicht normalverteilten, heteroskedastischen Störgrößen bleibt der Kleinst-
Quadrate-Schätzer (KQ) der beste lineare unverzerrte Schätzer für den Betafaktor.
Bei dem Maximum-Likelihood-Verfahren (ML) werden die Schätzungen nur zufäl-
lig mit dem linearen Verfahren übereinstimmen, trotzdem besitzt der ML-Schätzer
gegenüber den mit dem KQ-Verfahren bestimmten Schätzern für den Betafaktor 
eine größere E¢ zienz. Deswegen sind keine systematischen Unterschiede zwischen
den beiden Verfahren zu erwarten, da ML und KQ-Schätzer oftmals übereinstim-
men.
Im Folgenden werden die Schätzungen der Betafaktoren im Marktmodell bei
konstanter Varianz, im EGARCHModell sowie in der Form eines FAKTOR-
GARCH-Modells einander gegenübergestellt. Tabelle 4.16 enthält die Resultate
dieser drei Modelle für die einzelnen gecshätzten Wertpapiere des DAX. Große
Unterschiede zwischen den geschätzten Betafaktoren lassen sich nicht feststellen,
obwohl die Beta-Werte des FAKTOR-GARCH-Modells bei 22 und beim EGARCH
Modell bei 21 Aktien größer sind als der entsprechende Wert beim KQ-Schätzer.
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Alle drei Modelle liefern Beta-Werte, die meistens kleiner als eins sind, wobei die
Commerzbank den höchsten und SAP den niedrigsten Beta-Wert haben. Schei-
cher kommt bei seiner empirischen Arbeit auf sehr ähnliche Ergebnisse, indem alle
KQ-Betas einen niedrigeren Wert als die Schätzungen durch die GARCH-Modelle
haben.155 In der Untersuchung von Zagst, Hermann und Schmid werden auch
sehr geringe Unterschiede zwischen den unterschiedlichen KQ- und GARCH-Beta-
Schätzungen festgestellt.156 Zu einem deutlich anderen Ergebnis kommen Geyer
und Hauer.157 Ihre Untersuchung ergab, dass bei lediglich einer Ausnahme alle 28
untersuchten Aktien einen niedrigen Betafaktor ausweisen, wenn eine Schätzung
mit dem GARCH-Modell anstatt mit dem KQ-Modell erfolgt. Sie führen dies dar-
auf zurück, dass die GARCH-Betas weniger von Extremwerten in den Renditen
beeinußt werden als die KQ-Betas.158 Zimmermann159 nennt als weitere mög-
liche Ursache den Crash von 1987, der extreme Renditen hervorgebarcht habe,
und führt eine weitere Untersuchung von Gosh160 an, die dieses Ergebnis niedrige-
rer Betafaktoren für den amerikanischen Aktienmarkt bestätigt. Dannenbring und
Missong kommen zu einem ähnlichen Ergebnis, indem die durch GARCH-Modelle
geschätzten Beta-Werte tendenziell unter den entsprechenden KQ-Schätzwerten
liegen.161 Diese gravierenden Unterschiede bei den Beta-Schätzungen mögen zu
einem an der unterschiedlichen Periodisierung der verwendeten Daten liegen (in
dieser Arbeit werden stündliche Renditen verwendet und nicht Monatsdaten) und
zum anderem an der beginnenden weltweiten Finanzmarktkrise.
Die empirischen Ergebnisse sollen anhand ihrer Modellgüte verglichen werden.
Da für das EGARCH- und das FAKTOR-GARCH-Modell das Bestimmtheitsmaß
(R2) als Maßstab der Modellgüte ungeeignet ist, und daher kein direkt vergleich-
bares Gütekriterium existiert, werden die geschätzten Standardfehler der Betafak-
toren als Gütemaßverwendet. Der Standardfehler einer Schätzung ist ein Maß
für die Anpassungsgüte der Regressionsgleichung. Je kleiner dieser Standardfehler
155Vgl. Scheicher, M., Time-varying, 2000, S. 85.
156Vgl. Zagst, R.; Hermann, F. und Schmid, W., GARCH-Modelle, 1996, S. 50.
157vgl. Geyer, A.; Hauer, S., ARCH Modelle, 1991, S. 65-74.
158vgl. Geyer, A.; Hauer, S., ARCH Modelle, 1991, S. 71-73.
159Vgl. Zimmermann, P., Schätzung, 1997.
160vgl. Gosh, A.K., Market Model, 1992, S. 279-282.
161Vgl. Dankenbring, H.; Missong, M., GARCH-E¤ekte, 1997, S. 322.
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ist, desto präziser kann ein Parameter geschätzt werden.162 Dementsprechend groß
ist das Interesse an kleinen Werten für den Standardfehler. Die höhere E¢ zienz
der EGARCH-Schätzung wird dadurch bestätigt, dass in allen Schätzungen der
Standardfehler der jeweilige Betawert im EGARCH-Modell kleiner ist als bei der
KQ-Schätzung.
Neben dem EGARCH-Modell wurde in dieser Arbeit auch ein FAKTOR-
GARCH-Modell für die einzelnen Aktien geschätzt. Hierbei konnte für 6 Aktien der
geschätzte Standardfehler der Betafaktoren bei der FAKTOR-GARCH-Schätzung
gegenüber der EGARCH-Schätzung nochmals gesenkt werden, trotzdem kommt
es bei 24 Aktien zu einer Steigerung dieses Schätzfehlers. Das liegt daran, dass das
FAKTOR-GARCH-Modell ein zweistuges Schätzverfahren verwendet und somit
eine höhere Anzahl an Parametern geschätzt werden müssen. Bei einer größeren
Anzahl zu schätzender Parameter kann die Genauigkeit der Schätzung einzelner
Faktoren sinken. Trotzdem liegt der Schätzfehler im FAKTOR-GARCH-Modell
nur bei 6 Aktien über dem jeweiligenWert bei der KQ-Schätzung. Somit ermöglicht
die Modellierung der Wertpapierrenditen mit Hife der hier verwendeten GARCH-
Modelle bessere Schätzergebnisse für die Betafaktoren als die Methode der KQ-
Schätzung, wobei für die Bestimmung der Betafaktoren das EGARCH-Modell dem
FAKTOR-GARCH-Modell überlegen ist.
162Vgl. Stier, W., Forschungsmethoden, 1999, S. 128.
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Kapitel 5
Schlussfolgerungen und Ausblick
Die Kapitalmarkttheorie hat grundlegende Konzepte zur Modellierung nanzwirt-
schaftlicher Zeitreihen entwickelt. Am Beispiel von ausgewählten nanzwirtschaft-
lichen Zeitreihen, die auf stündlicher Intraday Basis vorlagen, wurde im Rahmen
dieser Arbeit empirisch die Modellierung dieser Zeitreihen durch Modelle der Ka-
pitalmarkttheorie überprüft. Im Einzelnen wurden nanzwirtschaftliche Zeitrei-
hen der Renditen des DAX, des E-STOXX, der EON-Aktie, der EADS-Aktie, des
EUR/US$-Wechselkurses und des BRENT Rohölpreises herangezogen. Es fand ei-
ne Zeitreihenanalyse dieser Finanzmarktdaten statt. Dabei wurden diese Finanz-
marktdaten auf ihre statistischen Eigenschaften und auf die linearen Abhänigigkei-
ten in den Renditen untersucht. Es zeigte sich, dass die Renditen nicht normalver-
teilt sind, sondern eine leptokurtische Verteilung haben. Bei der Überprüfung der
linearen Abhängigkeiten konnten für alle untersuchten Daten ausgeprägte Abhän-
gigkeiten in den quadrierten Renditen festgestellt werden. Diese Ergebnisse zeigen,
dass in den untersuchten Finanzmarktdaten nichtlineare Abhängigkeiten enthalten
sind.
Als Grundlage für das weitere Vorgehen, wurden diese Zeitreihen einer inten-
siven Volatilitätsanalyse unterzogen. Dabei wurde festgestellt, dass die hier unter-
suchten Renditereihen die typischen Merkmale von Finanzmarktdaten aufweisen,
d. h., dass sie durch Heteroskedastizität und Volatilitäts-Cluster gekennzeichnet
sind. Für die in dieser Arbeit verwendeten Finanzmarktdaten wurden die folgenden
Volatilitätsmodelle ARCH(1)-, GARCH(1,1)-, GARCH-M(1,1)-, EGARCH(1,1)-
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und TGARCH (1,1)-Modell angepaßt. Dabei zeigte sich, dass das ARCH- und
das GARCH-M-Modell den anderen Volatilitätsmodellen unterlegen sind. Dennoch
konnte gezeigt werden, dass alle Modelle, bis auf das ARCH-(1)-Modell, zu einer
adäquaten Modellierung auf der Basis stündlicher Finanzmarktdaten der beding-
ten Heteroskedastie in der Lage sind. Für die hier analysierten Finanzmarktdaten
wurde anhand der geschätzten GARCH-Modelle festgestellt, dass diese Daten als
schwach informationse¢ zient bezeichnet werden können.
Einen weitereren Schwerpunkt dieser Arbeit bildete die empirische Analyse
von Risikomaßen bei Finanzmarktdaten. Dabei stand im Fokus der Risikomaße
der Value-at-Risk und der Betafaktor.
Für den Bereich des Risikomanagements wurde der Value-at-Risk als Riskomaß
für den Dax, die Deutsche Bank, Die Münchner Rück und VW ermittelt. Dabei
wurde der VaR-Wert auf einer stündlichen Datenbasis anhand der historischen
Simulation und den analytischen Methoden unter der Verwendung der exponen-
tiellen Glättung und eines GARCH(1,1)-Modell berechnet. Dabei wurde deutlich,
dass das Value-at-Risk-Maßals Risikomaßauf die Phasen größerer und kleine-
rer Risiken der einzelnen Werte im stündlichen Zeitablauf stark reagiert. Dies
ist nicht weiter erstaunlich, da diese Schwankungen ein typisches Merkmal von
Finanzmarktdaten sind. Um die VaR-Berechnungen zu bewerten, wurden die Er-
gebnisse dem Backtesting-Verfahren unterzogen. Für eine Wahrscheinlichkeit von
95% erzielte das analytische GARCH(1,1)-Modell das beste Resultat. Bei einem
Kondenzniveau von 97,5% konnte kein Verfahren eindeutig dominieren, weil die
Ergebnisse bei den drei Methoden sehr eng zusammen lagen. Bei einem Niveau
von 99% ergab sich eine Favorisierung für die historische Simulation.
Im Rahmen der kapitalmarkttheoretischen Bewertung von Aktien wurde als
Risikomaßdie Schätzung der Beta-Faktoren für die einzelnen Aktien des Dax
bei konstanter Varianz, bei Berücksichtigung eines EGARCHModells sowie in
der Form eines Faktor-GARCH-Modells untersucht. Große Unterschiede zwischen
den geschätzten Beta-Faktoren konnten sich nicht feststellen lassen, obwohl die
Beta-Werte des KQ-Modells tendenziell etwas geringer waren. Gemessen an den
geschätzten Standardfehler der Beta-Faktoren ermöglichten die beiden GARCH-
Modelle eine genauere Schätzung der Betafaktoren als die KQ-Schätzung.
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Zusammenfassend ist festzuhalten, dass es GARCH-Modelle mittels ökonome-
trischer Methoden vermögen, statistische Eigenschaften von stündlichen Finanz-
marktdaten explizit zu modellieren. Insgesamt besteht ein breitgefechertes Ein-
satzgebiet dieser Modelle. Daher ist in Zukunft mit einer Weiterentwicklung ih-
rer Anwendungsbereiche und einer vermehrten Analyse multivariater Zeitreihen
zu rechnen. Dabei sollten GARCH-Modelle mit exibleren Verteilungen, die die
Charakteristika von Finanzmarktdaten besser berücksichtigen als die Normalver-
teilung, kombiniert werden. Dies ist vor allem von ökonomischer Bedeutung, da
viele ökonomische Zeitreihen in einer engen Beziehung zueinander stehen. Dabei
sollten diese Modelle versuchen, die Volatilität adäquat zu beschreiben und eine
leichte Schätzbarkeit aufweisen.
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