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The analysis of one-dimensional non-local elastic solids with uncertain Young’s modulus is addressed.
Non-local effects are represented as long-range central body forces between non-adjacent volume ele- 
ments. For comparison purpose, the ﬂuctuating elastic modulus of the material is modeled follow ing both 
a probabilist ic and a non-probabilistic approach. To this aim, a novel deﬁnition of the interval ﬁeld con- 
cept, able to limit the overestimation affecting ordinary interval analysis, is introduced. Approximate 
closed-form expressions are derived for the bounds of the interval displacement ﬁeld as well as for the 
mean-value and variance of the stochastic response.
 2013 Elsevier Ltd. All rights reserved.1. Introduction 
Almost all structura l systems exhibit physical and geometrical 
uncertainties due to modeling inaccuracies, measureme nt and 
manufactur ing errors or other factors. These sources of uncertainty 
are usually described following two contrasting points of view,
known as probabilistic and non-probabilisti c approaches. Probabilis- 
tic approaches represent the uncertain paramete rs as random vari- 
ables or random ﬁelds with given probability density function 
[1,2]. Criticism on the credibility of these approaches arises when 
they are based on limited data [3]. If available informat ion on the 
uncertain parameters is fragmentar y or incomplete, non-probabi- 
listic approaches [4], such as convex models, interval models and 
fuzzy sets [5], can be alternativel y applied. The interval model turns
out to be a very useful tool when available data provide accurate 
information on the range within which a non-determ inistic struc- 
tural property may vary. Indeed, this model is derived from the 
interval analysis [6–8] in which the number is treated as an interval variable ranging between its lower and upper bounds. In spite of
the simplicit y of the interval concept, the application of the inter- 
val analysis to practical engineeri ng problems often leads to very 
complex algorithms. For this reason, in the literature several 
approximat e methods have been proposed to perform both the sta- 
tic and dynamic analysis of structure s with interval uncertainties 
[9–15]. Moreove r, the ‘‘ordinary’’ interval analysis [6] suffers from 
two main shortcomin gs which hinder its application to structura l
engineeri ng problems: the ﬁrst one is the so-called dependency
phenomen on; the second one is the inability to handle spatial 
depende ncy of a model property. The latter problem involves the 
introduct ion of the so-called interval ﬁeld [16,17] as a proper exten- 
sion of the random ﬁeld concept within the non-probabilis tic 
framewor k. On the other hand, the dependen cy phenomen on often
leads to an overestimation of the interval solution width that could 
be catastrophic from an engineeri ng point of view [3,8,18]. This oc- 
curs when an expression contains multiple instances of one or
more interval variables.
Both probabilistic and non-probabi listic models have been 
widely used in the literature to investigate the effects of uncertain- 
ties in the context of the classical local continuu m models. How- 
ever, nowadays it is recognized that classical local continuu m
mechanics that is an intrinsically scale-free theory fails to predict 
several phenomena , such as screw dislocation, dispersion of elastic 
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forces and microstru cture play a signiﬁcant role. A considerable re- 
search effort has been devoted since the sixties of the last century 
(see e.g. [19–21]) to develop non-local models of elastic solids aim- 
ing to capture, in a continuum ﬁeld formulat ion, the inﬂuence of
the inner microstructure of the matter. Some of these models in- 
volve the introduct ion of additional contributions in the stress–
strain relations of materials in terms of integrals (see e.g. [22,23])
or gradients (see e.g. [24,25]) of the strain ﬁeld, yielding the so- 
called integral or weak and gradient or strong theories of non-local 
elasticity. A quite different description of non-local effects as long- 
range body forces, referred to as mechanically- based model of non- 
local elasticity theory, has been recently proposed [26–29].
The random microstru cture of materials has been analyzed in
the context of weak and strong models of non-local elasticity at
the beginning of the century [30,31]. Relying on the mechani- 
cally-based approach , a random model of long-ran ge interactions 
in 1D heteroge neous solids with uncertain mass density has been 
recently developed [32].
In this paper, the effects of Young’s modulus uncertainty on the 
response of 1D heterogeneous solids with long-ran ge interactio ns
subjected to static loads are analyzed. Long-range interactio ns
are handled resorting to the mechanicall y-based model of non-lo- 
cal elasticity. The ﬂuctuations of the uncertain material property 
along the 1D solid are modelled by adopting both a non-probabi lis- 
tic and a probabilistic approach , namely both as an interval ﬁeld
and a homogen eous random ﬁeld. An efﬁcient procedure is pro- 
posed to characterize the interval and random displacemen t ﬁelds
describing the response of the 1D non-local solid with uncertain- 
but-bounde d and randomly varying Young’s modulus, respectively.
The following key steps are involved: (i) the use of the so-called 
improved interval analysis presented in Ref. [15] in order to limit 
the effects of the depende ncy phenomeno n; (ii) the introduction 
of a novel deﬁnition of the interval ﬁeld able to describe the depen- 
dency between values of the ﬂuctuating elastic modulus at various 
abscissas along the 1D solid; (iii) the ﬁnite difference discretizatio n
of the governing equations; (iv) the evaluation in explicit approx- 
imate form of the lower and upper bounds of the interval displace- 
ment ﬁeld for the 1D non-local solid with interval Young’s 
modulus; (v) the derivation of approximate closed-form expres- 
sions of the mean-value vector and covariance matrix of the sto- 
chastic response for the 1D non-local solid with randomly 
varying elastic modulus.
The main novelties introduced in the present study may be
summarized as follows: (i) the use of the interval model to describe 
material property uncertainty in 1D non-local elastic solids; (ii) a
novel deﬁnition of the interval ﬁeld, quite different from existing 
ones [16,17], in order to account for the spatial dependency of
the uncertain-but-bo unded material property; (iii) the evaluation 
in explicit approximate form of the bounds and statistics of the re- 
sponse within the context of the interval and random models of
the uncertain Young’s modulus, respectively .
Numerical results concerning a non-local elastic bar under ten- 
sion with uncertain Young’s modulus of the material are presented 
to demonst rate the effectiven ess of the proposed procedure. The 
consistency of the novel interval ﬁeld deﬁnition is also scrutinized 
through appropriate comparisons between the interval and sto- 
chastic responses.2. The long-range interaction model in a one-dimen sional 
heterogene ous solid 
In this section, the mechanicall y-based model of 1D solids with 
long-range interactions , recently proposed by Di Paola et al. [26–
29], is brieﬂy summarized. To this aim, let us consider a 1D elastic bar of length L referred to a coordina te system 0  x positive right- 
ward (Fig. 1a).
In the context of the mechanicall y-based model of non-local 
elasticity , it is thought that the actions applied to a volume ele- 
ment dV(x) at the abscissa x consist of three contributions : the 
well-known local Cauchy stress, r(l)(x), the external body force 
ﬁeld, b(x), and the additional central body forces exerted by non- 
adjacent volumes dV(n) located at the abscissas n (Fig. 1b). More- 
over, it is assumed that the long-range interactions between vol- 
umes dV(x) and dV(n) depend on the product of the elementar y
interactin g masses, dM(x) = q(x)dV(x) and dM(n) = q(n )dV(n), q(x)
and q(n) being the mass density of the material at locations x
and n, as well as on their relative axial displacement ﬁeld
g(x,n) = u(n)  u(x) (see Fig. 1b), i.e.:
qðx; nÞdMðxÞdMðnÞ ¼ cqq2AðxÞAðnÞgðx; nÞgðx; nÞdxdn ð1Þ
where q(x,n) = cqg(x,n)g(x,n) is the speciﬁc long-range force; [cq] =
F/LM2 is a physical mater ial-depende nt force constant; A(x) is the 
cross- section at the abscissa x; q = q(x) = q(n) denotes the mass 
density of the material herein assumed constan t along the bar;
g(x,n) is a material-de pendent, symmetric, real-valu ed scalar func- 
tion which must be strictly positive to satisfy the Drucker stability 
criterio n. Moreover, the function g(x,n) is monotonica lly decreasing 
with the distance jx  nj between interacting volume elements.
Then, the equilibrium equation of the 1D heterogeneous solid 
with long-range interactions takes the following form [29,32]:
d
dx
EðxÞAðxÞduðxÞ
dx
 
þ cqq2AðxÞ
Z L
0
AðnÞgðx; nÞgðx; nÞdn
¼ AðxÞbðxÞ ð2Þ
where E⁄(x) is a non-local elastic modulu s, related to the measure of
the Young’s modulus of the material E(x) as E⁄(x) = E(x)b1, with 
0 6 b1 6 1 being a dimens ionless real coefﬁcient which weights 
the amount of local effects. The non-local elastic modulus E⁄(x) rep- 
resents the value of the elastic modulus measured in a specim en at
a sufﬁcient distance from the boundari es that any edge effect may 
be disregarded.
Finally, the boundary conditions associated to the integro-di f-
ferential equation in Eq. (2) read:
uð0Þ ¼ u0 or EðxÞAðxÞduðxÞdx

x¼0
¼ F0;
uðLÞ ¼ uL or EðxÞAðxÞduðxÞdx

x¼L
¼ FL
ð3a;bÞ
where ui and Fi (i = 0,L) are prescribed displacement s and loads at
x = 0 and x = L, respective ly.
A remarkabl e feature of the mechanical ly-based model of
non-local elasticity is that the static boundary conditions in
Eqs. (3a,b) involve only the local Cauchy stress. Indeed, the 
non-local effects, being represented by long-range body forces,
vanish at the edges of the body where the applied external trac- 
tions are equilibrated only by the contact Cauchy stress (see e.g.
[27,28]). Moreover, by performing a ﬁnite differenc e discretiza -
tion of Eq. (2), the physical implications of the mechanically- 
based model of non-local elasticity can be captured, as will be
outlined next.
The aim of the present study is to analyze the effects of the 
Young’s modulus uncertainty on the non-local displacemen t ﬁeld
of the 1D heteroge neous solid with long-range interactions ruled 
by Eq. (2). For comparison purpose, in the next sections both the 
well-known probabili stic approach and the interval model will 
be adopted to represent the uncertain material property.
(a)
(b)
Fig. 1. (a) One-dimensional elastic solid; (b) mechanical representation of long-range interactions.
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3.1. Improved interval analysis 
Following a non-probabi listic approach, the Young’s modulus of
the material E⁄(x), at the generic abscissa x of the 1D heteroge- 
neous solid with long-range interactions (see Eq. (2)), is modelled 
here as a variable which can assume real values inside a real 
interval.
The interval model of uncertainty, stemming from the interval
analysis [6,8], turns out to be very suitable when the range of var- 
iability of a structural parameter is known (see Appendix A).
Denoting by IR the set of all real interval numbers, the bounded 
interval of real numbers aI , ½a; a 2 IR such that a 6 a 6 a, can 
be introduced. The symbols a and a are the lower bound and upper 
bound of the interval, respectively , while the apex I characterizes
the interval variables. Mathema tical derivations involving real 
numbers a bounded by intervals should be performed by means 
of the ‘‘ordinary’’ interval analysis [6]. Unfortunately, the ‘‘ordinary ’’
interval analysis suffers from the so-called dependency phenomen on,
[3,8,18] which often introduces a high amount of conservatism 
leading to useless results for real sized structure s. This is due to
the inability of ordinary interval arithmetic to keep track of the 
dependency between interval variables. Therefore, when an
expression contains multiple instances of one or more interval 
variables, the operand interval numbers are erroneous ly treated 
as independent. When the operands are partially depende nt on
each other, not all combinations of values in the given intervals 
will be valid and the exact result interval will generally be smaller 
than the one produced by the formulas. In an attempt to limit the 
catastrophic effects of the depende ncy phenomenon, the general-
ized interval analysis [33] and the afﬁne arithmetic [34,35] have
been introduced in the literature. In these formulat ions, each inter- 
mediate result is represented by a linear function with a small 
remainder interval [36]. In the context of the stochastic analysis 
of structures with uncertain-but-bo unded paramete rs, following 
the philosophy of the afﬁne arithmetic , Muscolin o and Soﬁ [15] pro-
posed an improved interval analysis based on the deﬁnition of the 
so-called extra symmetric unitary interval (EUI) variable 
e^Ii , ½1;þ1. The subscript i in the interval variable e^Ii indicates
that the variable is associate d to the ith uncertain- but-bounded 
parameter. Moreover, unlike the unitary interval used in the ‘‘or-dinary’’ interval analysis (see Appendix B), the EUI is deﬁned in such 
a way that the following propertie s hold:
e^Ii  e^Ii ¼ ½0;0; e^Ii  e^Ii ¼ e^Ii
 2 ¼ ½1;1;
e^Ii  e^Ij ¼ e^Iij ¼ ½1;þ1;
i– j; e^Ii=e^
I
i ¼ ½1;1;
xie^Ii  yie^Ii ¼ ðxi  yiÞe^Ii ; xie^Ii  yie^Ii ¼ xiyi e^Ii
 2 ¼ xiyi½1;1:
ð4a-fÞ
In these equation s, [1,1] = 1 is the so-called unitary thin interval . It is
recalle d that a thin interv al occurs when a ¼ a and it is deﬁned as
aI , [a,a], so that a 2 R.
Then, in the context of the improved interval analysis , the generic 
interval variable aI can be expressed in the so-called afﬁne form ,
i.e.:
aI ¼ a0 þ Dae^Ia ð5Þ
where e^Ia is the EUI variable associated to aI
a0 ¼ 12 ðaþ aÞ; Da ¼
1
2
ða aÞ ð6a;bÞ
denote the midpoint and the deviatio n of aI, respective ly.
3.2. Interval ﬁeld
Two extreme approaches are commonly used to model uncer- 
tainties within both a probabili stic and non-prob abilistic frame- 
work. The ﬁrst one assumes that an uncertain paramete r can be
represented as a single (random or interval) variable constant over 
the whole domain. In the second approach, a (random or interval)
variable is introduce d for each element of a ﬁnite element model or
a dicretized system. It is argued that these two approaches are both 
unrealisti c since they imply total spatial dependency and spatially 
independen cy of the uncertain parameter, respectively . Moreover,
introducing an uncertain parameter for each element may involve 
heavy computations.
As known, within a probabili stic context, the spatial depen- 
dency of uncertainties is handled by the random ﬁeld concept 
which may be viewed as an intermedi ate model between the 
two extreme approaches discussed above. While interval variables 
are extensively used as the non-probabilis tic counterpart of
random variables, handling spatial dependency is still a main 
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cope with this problem which hinders the applicati on of the ‘‘or- 
dinary’’ interval analysis to structura l engineering problems,
Moens et al. [16] introduced the concept of interval ﬁeld. In analogy 
with the random ﬁeld, an interval ﬁeld is conceive d as a more real- 
istic model of interval uncertainties able to deﬁne a form of depen- 
dency between adjacent values that cannot differ as much as
values that are further apart. Physically, an interval ﬁeld describes 
an uncertain model paramete r which exhibits a spatially depen- 
dent variability bounded by lower and upper values. Typical exam- 
ples are uncertain material properties or loads which possess a
spatial character, namely they take different values over a given 
domain within the same realization.
In order to gain further insight into this concept, let us consider 
the case in which the variabilit y of the uncertain elastic modulus 
along the 1D non-local solid introduced in Section 2 is represented 
by the following interval function:
EIðxÞ ¼ ½EðxÞ; EðxÞ ð7Þ
where E⁄(x) and EðxÞ are the lower bound and upper bound of the 
function E⁄(x) for every x 2 R within the domain [0,L]. Without loss 
of general ity, it is assumed that the interval function E⁄I(x) can be
deﬁned as follows:
EIðxÞ ¼ E0½1 þ BIðxÞ; x 2 ½0; L ð8Þ
with midpoint E0 2 R taken constant over the whole domain [0,L]
and deviation DE⁄(x) given, respective ly, by:
midfEIðxÞg ¼ E
ðxÞ þ EðxÞ
2
 E0; DEðxÞ ¼
EðxÞ  EðxÞ
2
; x 2 ½0;L:
ð9Þ
In the previous equation , mid{ } denotes the midpoint of the inter- 
val quantity between curly parenthes es.
Furthermore, in Eq. (8) BIðxÞ ¼ ½BðxÞ;BðxÞ denotes a dimension- 
less interval function having zero midpoint and deviation 
DB(x) 	 1, i.e.:
midfBIðxÞg ¼ BðxÞ þ BðxÞ
2
¼ 0;
DBðxÞ ¼ BðxÞ  BðxÞ
2
 DE
ðxÞ
E0
¼ E
ðxÞ  EðxÞ
2E0
; x 2 ½0; L:
ð10a;bÞ
The value of the dimensionles s interval function BI(x), at the generic 
abscissa x, is partially dependent on the values it takes at the other 
abscissas n differe nt from x. The key issue is to assume an appropri- 
ate pattern for modelling the spatial dependenc y of the interval 
function BI(x). Such spatial dependenc y is assumed here to be gov- 
erned by a real determinis tic symmetric non-negative function,
CB(x,n), deﬁned as:
CBðx; nÞ ¼ midfBIðxÞBIðnÞg  midðE
IðxÞEIðnÞÞ
E0
 2  1; x; n 2 ½0; L:
ð11Þ
Notice that CB(x,n) represents the midpoint of the dimensionles s
interval function BI(x)BI(n) which is related to the midpoint of the 
interval function E⁄I(x)E⁄I (n) as speciﬁed in Eq. (11).
If the mid{ } operator is viewed as the analogue of the stochasti c
average operator, within the interval framework, the function 
CB(x,n) in Eq. (11) may be regarded as the non-probabilis tic 
counterpart of the autocorrelation function characteri zing 
probabilistical ly a random ﬁeld. Based on this analogy, a proper 
generalizati on of the Karhunen–Loève decomposition is applied 
here, i.e.:CBðx; nÞ ¼
X1
i¼1
kiwiðxÞwiðnÞ ) CBðx; xÞ  midfðBIðxÞÞ2g ¼
X1
i¼1
kiw
2
i ðxÞ
ð12Þ
where ki, (i = 1,2, . . .), is the ith eigenvalue of the bounded symmetric 
non-nega tive function,CB(x,n), and wi(x) is the correspondi ng eigen-
function, which satisﬁes the following orthogon ality conditio n:Z L
0
wiðxÞwjðxÞdx ¼
1 if i ¼ j
0 if i – j:

ð13Þ
The eigenpropertie s of the function CB(x,n) are found by solving the 
following homoge neous Fredholm integral equation of the second 
kind:Z L
0
CBðx; nÞwiðxÞdx ¼ kiwiðnÞ: ð14Þ
The eigenvalues solutions of this eigenproble m are real positive 
numbers and the associated eigenfunct ions are real functions. No- 
tice that the expansio n in Eq. (12) is usually truncated after N terms
to reduce the computationa l burden of the subsequent structural 
analysi s.
Based on the decompositi on (12) and taking into account Eq.
(11), the following expression of the dimensionle ss interval func- 
tion BI(x) is readily found:
BIðxÞ ¼
XN
i¼1
ﬃﬃﬃﬃ
ki
p
wiðxÞe^Ii ; x 2 ½0; L: ð15Þ
It can be observed that Eq. (12) allows to express the dimensionles s
interv al ﬁeld BI(x) as superpositi on of N interval functions associ- 
ated to the EUI variable s e^Ii ði ¼ 1;2; . . . ;NÞ.
Upon substitution of Eq. (15) into Eq. (8), the interval function 
E⁄I(x) can be rewritten in the following form:
EIðxÞ ¼ E0 1 þ
XN
i¼1
ﬃﬃﬃﬃ
ki
p
wiðxÞe^Ii
" #
; x 2 ½0; L ð16Þ
where e^Ii is the ith EUI variable .
Then, the lower bound and upper bound, E⁄(x) and EðxÞ, of the 
interval Young’s modulus E⁄I(x) in Eq. (16) can be deﬁned as:
EðxÞ ¼ E0½1 DBðxÞ; EðxÞ ¼ E0½1þ DBðxÞ; x 2 ½0; L ð17a;bÞ
with
DBðxÞ ¼ DE
ðxÞ
E0
¼
XN
i¼1
ﬃﬃﬃﬃ
ki
p
wiðxÞ
 ; x 2 ½0; L ð18Þ
where j  j denotes the absolute value of .
It is worth emphasizi ng that the proposed deﬁnition of the 
interval ﬁeld (16) is formally analogou s to the model proposed 
by Verhaegh e et al. [17]. The main difference consists in the use 
of the EUI variable e^Ii and of the basic features of the improved inter- 
val analysis [15], brieﬂy summarized in the previous subsection. In- 
deed, it can be readily veriﬁed that substitut ing Eq. (15) into Eq.
(11) and taking into account the properties of the EUI variable re- 
ported in Eq. (4), the function CB(x,n) deﬁned in Eq. (12) is recov- 
ered. This result cannot be obtained by means of the ‘‘ordinary’’
interval analysis (see Appendix B).
The consistency of the presented interval ﬁeld deﬁnition can 
also be assessed by examining the two limit cases of total spatial 
depende ncy and spatially independency of the uncertain property .
To this aim, let us assume that the function governing the spatial 
depende ncy of the interval ﬁeld E⁄I(x) has the following exponen- 
tial form:
CBðx; nÞ ¼ C2B exp 
jx  nj
lB
	 

ð19Þ
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affects the deviatio n amplitud e of the interval ﬁeld, while the value 
of lB actually rules the spatial dependenc y of the uncertain property.
In other words, lB may be regarded as the non-probabilis tic counter- 
part of the correlat ion length characteriz ing random ﬁelds. In fact,
as lB decreas es only values of the Young’s modulu s at close locations 
are dependent on each other. On the other hand, if lB?1, the func- 
tion (19) reduces to C2B. Physically , this circumst ance corresp onds 
to the total dependenc y condition in which the uncertain property 
is described by a single interv al variable constant over the 
whole domain [0,L], that is the symmetric interv al function BI(x) re- 
duces to:
BIðxÞ  bI ¼ be^I: ð20Þ
The radius b of the symmetric interval variable bI in Eq. (20) can be
evaluated from Eq. (11) which yields:
midfBIðxÞBIðnÞg ¼ b2 ¼ C2B ) b ¼ CB ð21Þ
being e^I  e^I ¼ ½1;1 (see Eq. (4)) and CBðx; nÞ ! C2B. Then, the inter- 
val Young’s modulus is deﬁned as follows:
EI ¼ E0ð1þ beIÞ ð22Þ
where b = CB. The bounds of E⁄I read:
E ¼ E0ð1 bÞ; E ¼ E0ð1 þ bÞ: ð23a;bÞ
On the other extreme, if lB? 0 the uncertain property turns out 
to be spatially indepen dent and the proposed interval ﬁeld
model reduces to a series of independen t interval variable s,
one for each grid point or element of the discre tized domain 
[0,L].4. Long-range interacti ons in presence of uncertain-but -
bounded elastic modulus 
4.1. Interval integro-di fferential equilibrium equation 
The equation governing the response of the 1D heterogeneous 
solid with uncertain-but-bo unded elastic modulus in presence of
long-range interactions can be readily derived by substituting 
the expression (16) of the interval elastic modulus E⁄I(x) into 
Eq. (2), which yields the following interval integro-differ ential 
equation:
E0
d
dx
AðxÞdu
IðxÞ
dx
" #
þ E0
XN
i¼1
ﬃﬃﬃﬃ
ki
p
e^Ii
d
dx
AðxÞwiðxÞ
duIðxÞ
dx
" #
þ cqAðxÞq2
Z L
0
AðnÞgðx; nÞ½uIðnÞ  uIðxÞdn
¼ AðxÞbðxÞ ð24Þ
where uI(x) denotes the interval displace ment function. Equation 
(24) must be supplemen ted by the pertinent kinemati c and static 
boundary conditions given by Eq. (3), with the interval Young’s 
modulus deﬁned as in Eq. (16).
Following the strategy commonly adopted within of a non- 
local deterministic setting [27], a ﬁnite difference discretizatio n
of Eq. (24) is performed here by subdividing the bar domain 
[0,L] into n intervals of amplitude Dx, so that xj = (j  1)Dx de-
notes the abscissa of the j-th grid point with j = 1,2, . . . ,n. After 
multiplying both sides by Dx, the discretized form of Eq. (24)
reads:E0
Dx
AjuIjþ1  ðAj þ Aj1ÞuIj þ Aj1uIj1
h i
þ
XN
i¼1
sijuIjþ1  ðsij þ sij1ÞuIj þ sij1uIj1
h i
e^Ii
þ cqðqDxÞ2Aj
Xn
r¼1
Argðxj; xrÞ uIr  uIj
 
¼ bjAjDx ð25Þ
where Aj ¼ AðxjÞ; uIj ¼ uIðxjÞ; bj ¼ bðxjÞ and sij ¼ E0wijAj
ﬃﬃﬃﬃ
ki
p 
=Dx,
with wij = wi(xj), (i = 1,2, . . . ,N; j = 1,2, . . . ,n).
Introduci ng the following positions:
kj ¼
E0Aj
Dx
; kðnlÞjr ¼ cqAjArðqDxÞ2gðxj; xrÞ; ð26a;bÞ
the set of linear interval equations in Eq. (25) can be written in com- 
pact form as:
KIuI ¼ K0 þ DKIB
 
uI ¼ F ð27Þ
where uI is the vector of order n collecting the interval displace -
ments uIj at the grid points xj, (j = 1,2, . . . ,n); F is a n-vector whose 
j-th elemen t, Fj = bjAjD x, is the resultan t of the body force ﬁeld ap- 
plied at the grid point xj; K0 = K⁄ + K(nl) is the stiffness matrix of the 
nominal system, i.e. with EðxÞ ¼ E0, which can be evaluated as the 
sum of the local and non-local stiffness matrices, K⁄ and K(nl),
respective ly, deﬁned as:
K ¼
k1 k1 0 0    0
k1 k1 þ k2 k2 0    0
0 k2 k2 þ k3 k3    0
..
. ..
. ..
. ..
. . .
. ..
.
0 0 0 0    kn1 þ kn
2
66666664
3
77777775
;
KðnlÞ ¼
kðnlÞ11 kðnlÞ12 kðnlÞ13    kðnlÞ1n
   kðnlÞ22 kðnlÞ23    kðnlÞ2n
              
   SYM       kðnlÞn1n
            kðnlÞnn
2
66666664
3
77777775
:
ð28a;bÞ
The diagonal terms of the matrix K(nl) read kðnlÞjj ¼
Pn
r¼1
r–j
kðnlÞjr . Notice that 
in Eq. (28b), the main features of the distance-d ecaying function,
g(x,n), are fulﬁlled and the matric es K⁄ and K(nl) turn out to be sym- 
metric and positive-deﬁnite matrices also for heterog eneous 
materi als.
The interval stiffness matrix KI in Eq. (27) involves an additional 
local contribution given by the interval matrix DKIB associated to
the EUI variables, which can be expresse d as:
DKIB ¼
XN
i¼1
DSB;ie^Ii : ð29Þ
In the previous equation, DSB,i is a tridiagona l symme tric and posi- 
tive-deﬁnite matrix, given by:
DSB;i ¼
si1 si1 0 0    0
si1 si1 þ si2 si2 0    0
0 si2 si2 þ si3 si3    0
..
. ..
. ..
. ..
. . .
. ..
.
0 0 0 0    sin1 þ sin
2
66666664
3
77777775
: ð30Þ
The ﬁnite difference discretiza tion of the integro-dif ferential Eq.
(24) shows that the discrete counterpa rt of the continuo us mechan -
ically-bas ed model is equiva lent to a point-spring network [27].
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forces are represented by linear springs of axial stiffness kj (see
Eq. (26a)) and the long-range interaction s are described by linear 
springs of distance-dec aying stiffness kðnlÞjr (see Eq. (26b)) connecting 
all non-adjace nt points. When the Young’s modulus is modelled as
an interval ﬁeld according to Eq. (16), additio nal contributio ns to
the contact forces arise (see Eq. (25)) which are mechanically equiv- 
alent to linear springs of interv al axial stiffness.
4.2. Bounds of the interval response 
Once the ﬁnite differenc e discretizatio n of Eq. (24) has been 
performed, the solution of the problem consists in the evaluation 
of the narrowest interval uI containing all possible vectors, u, sat- 
isfying Eq. (27), when the elements of the matrix DSB;ie^Ii assume all 
possible values inside the intervals [sij, +sij]. Preliminaril y, it is
useful to underline that the square interval matrix KI is regular,
that is each matrix K 2 KI is non-singula r [37] (see Appendix B).
Therefore, the solution of Eq. (27) exists for all K 2 KI and can be
written, by adopting the interval formalism, as:
uI ¼ K0 þ DKIB
 1
F ¼ K0 þ
XN
i¼1
DSB;ie^Ii
 !1
F: ð31Þ
Under the assumption of small dimensionles s deviatio n of the inter- 
val elastic modulus , i.e. DB(x) 	 1 for all x 2 [0,L], an efﬁcient pro- 
cedure for the solution of the set of linear interval equation s (27)
is herein proposed. The procedure relies on the following decompo- 
sition of the local interval matrix DKIB:
DKIB ¼
XN
i¼1
DSB;ie^Ii ¼
XN
i¼1
Xn
‘¼1
sB;i‘wT‘ e^
I
i ð32Þ
where sB,i‘ is the ‘th column of the matrix D SB,i in Eq. (30) and w‘ is
a column vector of order n containing all zeros except the ‘th ele- 
ment which is equal to 1. Substitu ting Eq. (32) into Eq. (27), the 
interval stiffness matrix KI takes the following form:
KI ¼ K0 þ DKIB ¼ K0 þ
XN
i¼1
Xn
‘¼1
sB;i‘wT‘ e^
I
i : ð33Þ
Notice that, by virtue of the decomp osition (32), the deviation, DKIB,
with respect to the nominal stiffness matrix, K0, is expressed as
superposi tion of N  n modiﬁcations of rank one. Then, following 
the formula tion proposed by Muscoli no and Soﬁ [38,39], after some 
algebra, the approximat e inverse of the interval stiffness matrix in
Eq. (33) can be evaluated in explicit form as:
K0 þ DKIB
 1

 K10 
XN
i¼1
Xn
‘¼1
e^Ii
1 þ e^IidB;i‘
DB;i‘ ð34Þ
where the following quantities have been introduce d:
dB;i‘ ¼ wT‘ K10 sB;i‘
 ; DB;i‘ ¼ K10 sB;i‘wT‘ K10 : ð35a;bÞ
Eq. (34) holds if and only if the following conditio n is satisﬁed:
dB;i‘ < 1: ð36Þ
Upon rewriting the ratio appea ring in the summation in Eq. (34) in
afﬁne form, the following approximat e explicit expression of the 
interval vector solution uI 2 IRn is obtain ed:
uI 
 K10 þ
XN
i¼1
Xn
‘¼1
a0;i‘ þ Dai‘e^Ii
 
DB;i‘
" #
F ð37Þ
where the quantities a0,i‘ and Dai‘, after some interval algebra , can 
be written as:a0;i‘ ¼ dB;i‘
1 d2B;i‘
; Dai‘ ¼ 1
1 d2B;i‘
: ð38a;bÞ
From an engine ering point of view, within the interv al framewo rk,
the main goal of structur al analysis is the evaluation of the narrow -
est interv al which certainly contains the response . This interval is
bounded by the lower and upper bounds , u and u, of the interv al re- 
sponse vector uI. Based on the explicit solution in Eq. (37) and
adoptin g the interval formalism , the vectors u and u can be evalu- 
ated as follows:
u ¼ u0  Du; u ¼ u0 þ Du; ð39Þ
where
u0 ¼ K10 þ
XN
i¼1
Xn
‘¼1
a0;i‘DB;i‘
 !
F; Du ¼
XN
i¼1
Xn
‘¼1
Dai‘DB;i‘F

 ð40a;bÞ
are the midpoint and the deviation of the interval displacemen t
vector uI. The symbo l jj in Eq. (40b) denotes the component wise 
absolut e value.
5. Long-range interactions in presence of randomly varying 
elastic modulus 
5.1. Random ﬁeld
Following the well-known probabili stic approach , the Young’s 
modulus function ~EðxÞ of the 1D heterogeneous solid with long- 
range interactions is now modelled as a homogen eous Gaussian 
random ﬁeld, deﬁned as:
~EðxÞ ¼ E0½1þ ~BðxÞ; x 2 ½0; L ð41Þ
where ~BðxÞ is a homoge neous zero-mea n Gaussian random ﬁeld
descri bing the dimensionles s ﬂuctuation of the elastic modulus 
about the nominal or mean-va lue E0. The random ﬁeld ~BðxÞ must
satisfy the mathem atical restriction j~BðxÞj < 1 to yield always posi- 
tive values of ~EðxÞ. Notice that, such a condition is not mathemat -
ically satisﬁed for Gaussian random ﬁelds, but as small ﬂuctuations
are consider ed in the analysis, then we may assume a Gaussian dis- 
tribution of the elastic modulu s along the bar axis. Let Eh  i denote
the mathemat ical expectation operator so that ﬁrst-and second-or -
der statistics of the rando m ﬁeld ~BðxÞ read:
l~BðxÞ ¼ Eh~BðxÞi ¼ 0; R~B~Bðx; nÞ ¼ Eh~BðxÞ~BðnÞi: ð42Þ
By applying the Karhunen–Loève decompos ition, the autocor rela- 
tion function R~B~Bðx; nÞ of the random ﬁeld ~BðxÞ can be expressed as:
R~B~Bðx; nÞ ¼
X1
i¼1
~ki ~wiðxÞ~wiðnÞ ) r2~BðxÞ  R~B~Bðx; xÞ ¼
X1
i¼1
~ki ~w
2
i ðxÞ; ð43Þ
where ~ki ði ¼ 1;2; . . .Þ is the i-th eigenva lue of the bounded symmet- 
ric non-negative function R~B~Bðx; nÞ and ~wiðxÞ denotes the corre- 
sponding eigenfunc tion , which satisﬁes the orthogonalit y conditio n
(13). The eigenproper ties of the autocorr elation function R~B~Bðx; nÞ
can be evaluated by solving the following integral eigenprob lem :Z L
0
R~B~Bðx; nÞ~wiðxÞdx ¼ ~ki ~wiðnÞ: ð44Þ
The eigenv alues are real positive numbers and the associated eigen- 
functions are real functions . As usual, the expansio n (43) is trun- 
cated after M terms to reduce the computa tional effort of the 
subsequ ent stochastic structur al analysis. Then, the random ﬁeld
~BðxÞ can be expressed as summati on of determinis tic functions 
combine d with a set of uncorrela ted Gaussi an zero-mea n random 
variable s ~Zi:
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XM
i¼1
ﬃﬃﬃﬃ
~ki
q
~wiðxÞ~Zi ð45Þ
with
Eh~Zii ¼ 0;8i; E ~Zi~Zj
D E
¼ 1 if i ¼ j
0 if i– j:

ð46Þ5.2. Stochastic integro-di fferential equilibrium equation 
Substituting Eq. (45) into Eq. (41) and then the resulting expres- 
sion of the randomly varying elastic modulus ~EðxÞ into Eq. (2), the 
following stochasti c integro-differenti al equation is obtained:
E0
d
dx
AðxÞdUðxÞ
dx
 
þ E0
XM
i¼1
ﬃﬃﬃﬃ
~ki
q
~Zi
d
dx
AðxÞ~wiðxÞdUðxÞdx
 
þ cqAðxÞq2
Z L
0
AðnÞgðx; nÞ½UðnÞ  UðxÞdn
¼ AðxÞbðxÞ ð47Þ
where the capital letter U(x) denotes the random displace ment 
ﬁeld. Eq. (47) must be supplemen ted by approp riate kinemati c
and static boundary conditio ns given by Eqs. (3a,b) with the ran- 
domly varying Young’s modulus.
The solution of Eq. (47) can be obtained resorting to the ﬁnite
difference method discussed in the previous section (see also 
[40]). To this aim, let us introduce a discretizatio n grid of the do- 
main into intervals of amplitudes Dx so that, after multiplyi ng both 
sides by Dx, Eq. (47) takes the following discretized form:
E0
Dx
AjUjþ1  Aj þ Aj1
 
Uj þ Aj1Uj1
 
þ
XM
i¼1
~sijUjþ1  ð~sij þ ~sij1ÞUj þ ~sij1Uj1
 
~Zi
þ cqðqDxÞ2Aj
Xn
r¼1
Argðxj; xrÞ Ur  Uj
 
¼ bjAjDx ð48Þ
where Uj = U(xj) and ~sij ¼ E0~wijAj
ﬃﬃﬃﬃ
~ki
p 
=Dx with
~wij ¼ ~wiðxjÞ; ði ¼ 1;2; . . . ;M; j ¼ 1;2; . . . ;nÞ. The set of linear alge- 
braic equations with random coefﬁcients in Eq. (48) can be written 
in compact form as:
~KU ¼ ðK0 þ D~K~BÞU ¼ F ð49Þ
where U is the vector of order n collecting the stochastic displace -
ments Uj (j = 1,2, . . .n) at the grid points xj; K0 = K⁄ + K(nl) is the stiff- 
ness matrix of the nominal system (see Eqs. (28a,b)). Notice that the 
stiffness matrix ~K in Eq. (49) has a stochas tic nature due to the con- 
tribution of the random matrix D~K~B associated to the uncorrela ted 
random variables ~Zi, whereas the vector F is determinis tic and coin- 
cides with the one deﬁned in the previous section (see Eq. (27)). Fi- 
nally, it is observed that the additio nal stocha stic stiffness matrix 
D~K~B can be written as:
D~K~B ¼
XM
i¼1
D~S~B;i~Zi ð50Þ
where D~S~B;i is a tridiagona l symmetric and positive-d eﬁnite matrix 
given by:
D~S~B;i ¼
~si1 ~si1 0 0    0
~si1 ~si1 þ ~si2 ~si2 0    0
0 ~si2 ~si2 þ ~si3 ~si3    0
..
. ..
. ..
. ..
. . .
. ..
.
0 0 0 0    ~sin1 þ ~sin
2
66666664
3
77777775
ð51Þ
which is formally analogous to the matrix deﬁned in Eq. (30).It is worth mentioning that the effects of random material prop- 
erties on the response of a 1D non-local elastic solid have been re- 
cently analyzed in the context of the mechanicall y-based approach 
by modeling the mass density as a homogeneous Gaussian stochas- 
tic ﬁeld [32]. Under this assumpti on, the long-range interactions 
are affected by the material randomn ess because they are taken 
as depending on the elementary interacting masses. Conversely,
the problem addressed in the present study always involves deter- 
ministic long-ran ge forces since the uncertain Young’s modulus af- 
fects only the local contact forces.
Finally, it is noted that the probabilistic model of the uncertain 
Young’s modulus leads to a mechanically equivalent point-spring 
network where linear springs of random axial stiffness describe 
the additional stochastic contribution to the contact forces.
5.3. Mean-val ue and covariance of the stochastic response 
As known, the solution of Eq. (49) depends on the realization of
the random ﬁeld ~BðxÞ describing the ﬂuctuation of the elastic mod- 
ulus along the 1D solid. Therefore, direct inversion of the random 
stiffness matrix ~K, providing the displacement vector U ¼ ~K1F, is
not useful to evaluate the statistics of the mechanical response of
the bar unless the onerous Monte Carlo Simulation (MCS) method 
is used.
In order to avoid MCS, the stochastic matrix D~K~B in Eq. (50) can
be decompo sed according to Eq. (32), as:
D~K~B ¼
XM
i¼1
D~S~B;i~Zi ¼
XM
i¼1
Xn
‘¼1
~s~B;i‘w
T
‘
~Zi ð52Þ
where ~s~B;i‘ is the ‘th column of the matrix D~S~B;i (see Eq. (51)),
whereas w‘ is a column vector of order n containing all zeros except 
the ‘th elemen t which is equal to 1. Based on Eq. (52), the approx- 
imate inverse of the matrix ~K can be evaluated by applying an
expression analogous to the one given in Eq. (34). Accordin gly,
the solution of the set of linear stochas tic equation s (49) can be
written in the following approximat e explici t form:
U ¼ K0 þ D~K~B
 1
F 
 K10 F 
XM
i¼1
Xn
‘¼1
~Zi
1þ ~d~B;i‘~Zi
~D~B;i‘F ð53Þ
where K0 is the stiffness matrix of the nominal system and 
~d~B;i‘ ¼ wT‘ K10 ~s~B;i‘
 ; ~D~B;i‘ ¼ K10 ~s~B;i‘wT‘ K10 : ð54a;bÞ
Notice that Eq. (53) holds provided that the following condition is
satisﬁed:
~d~B;i‘ < 1: ð55Þ
Finally , the mean-value vector and the covaria nce matrix of the 
stochas tic response vector U can be evaluated , respec tively, as
follows:
lU ¼ EhUi 
 K10 F
XM
i¼1
Xn
‘¼1
Ehvi‘i~D~B;i‘F;
RU ¼ EhUUTi  lUlTU 

XM
i¼1
Xn
‘¼1
Xn
m¼1
½Ehvi‘vimi
 Ehvi‘iEhvimi~D~B;i‘FFT ~DT~B;im;
ð56a;bÞ
where:
vik ¼
~Zi
1þ ~d~B;ik~Zi
; ðk ¼ ‘;mÞ: ð57Þ
The previous equations provide substantial computa tional savings 
over classical MCS method since they just involve the statistics of
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sion of the global stochas tic stiffness matrix. Furthermor e, the 
closed-form expression of the random response in Eq. (53) enables
one to evalua te higher-or der statistical moments useful to deter- 
mine the probability density function of the response.
In particular, based on Eq. (53) and taking into account that the 
random variables ~Zi are uncorrela ted, the lth order statistical mo- 
ment of the vth nodal displacement can be formally evaluated as:E Ul~B;v
D E
¼ ul0;v  lul10;v
XM
i¼1
Xn
p¼1
mð1Þ~B;ipgv;ip þ
lðl 1Þ
2
ul20;v
Xn
p¼1
Xn
q¼1
XM
i¼1
mð2Þ~B;ipqgv;ipgv;iq þ
XM
i¼1
Xn
p¼1
XM
j¼1
j–i
Xn
q¼1
mð1Þ~B;ipm
ð1Þ
~B;jq
gv;ipgv;jq
2
6664
3
7775þ   
þ ð1Þl
XM
i¼1
Xn
p¼1
Xn
q¼1
Xn
r¼1
  mðlÞ~B;ipqrgv;ipgv;iqgv;ir    þ
XM
i¼1
XM
j¼1
j–i
Xn
p¼1
Xn
q¼1
Xn
r¼1
  mð1Þ~B;ipm
ðl1Þ
~B;jqrgv;ipgv;jqgv;jr    þ   
2
6664
3
7775 ð58Þwhere uq0;v is the qth power (q = 1,2, . . . ,l) of the vth element of the 
vector u0 ¼ K10 F; gv,‘p is the vth element (‘ = i, j,k . . .) of the vector 
f~D~B;‘pFg; mðqÞ~B;‘pqr denotes the q  th statistical moment of the ran- 
dom variables (57) which is deﬁned as follows:0 0.2 0.4 0.6 0.8 1
x /L
0
0.35
0.7
1.05
1.4
[T
Pa
]
=0.25L
=0.5L
=L *
0E
*E
*E
Fig. 2. Region of the interval Young’s modulus E⁄I(x/L) along the 1D solid for 
different values of the parameter l~B governing the spatial dependency of the interval 
mðqÞ~B;‘pqr ¼
Z þ1
1
~z‘
1 þ ~d~B;‘p~z‘
 !
~z‘
1þ ~d~B;‘q~z‘
 !
~z‘
1þ ~d~B;‘r~z‘
 !
   ðq timeÞ   p~Z‘ ð~z‘Þd~z‘; q ¼ 1; . . . ;l ‘ ¼ i; j; k . . . ð59ÞThe previous expression takes into account that the zero-mean 
random variables ~Z‘ posses one-dimensional Gaussian probability 
density function p~Z‘ ð~z‘Þ.
As a ﬁnal remark, it is noted that by using the Karhunen–Loève
decompositi on in conjunction with the ﬁnite difference method, a
set of linear stochastic equation s (see Eq. (49)) formally analogous 
to the one governing the displacement ﬁeld (see Eq. (27)) in the 
context of the interval model is obtained. This analogy allowed 
us to apply the same approach for deriving approximat e closed- 
form expressions of the statistics and bounds of the response.
6. Numerical application 
For validation purposes, the response of a carbon nanotube 
(CNT) with uncertain Young’s modulus, ﬁxed at x = 0 and subjected 
to a tensile force F = 1 nN at the free end, x = L, has been analyzed.
The geometrical and mechanical properties have been selected as
follows: diameter D = 2 nm, thickness t = 0.34 nm, length 
L = 100 nm, nominal Young’s modulus E0 = 1 TPa and mass density 
q = 2300 kg cm3. An exponential form has been assumed for the 
distance-decay ing function governing the long-range forces in Eq.
(1), i.e.:
gðx; nÞ ¼ exp  jx  nj
l0
	 

ð60Þ
where l0 denotes the internal length material scale deﬁning the size 
of the so-called inﬂuence distance, namely the maximum distance 
beyond which g(x,n) and therefore the long-range intera ctions be- 
come negligible. The material constant cq in Eq. (1) has been set 
equal to [32]:cq ¼ cq2 ¼
E0ð1 b1Þ
2A2l0q2
: ð61Þ
Due to the lack of rigorous values from experime ntal tests, the 
paramete rs l0 and b1, entering the non-loca l terms, have been set 
so as to enhanc e non-local effects, say l0 = 5 nm and b1 = 0.7.
The analysis of the axial displacement ﬁeld in the CNT has been 
performed resorting to both interval and stochastic modeling ofthe uncertain Young’s modulus E⁄(x). For comparison purposes,
the deterministic symmetr ic non-negative bounded function 
CB (x,n), governing the spatial dependency between adjacent val- 
ues of the dimensionless interval function BI(x) in Eq. (8), has been chosen coincident with the autocorrelation function 
R~B~Bðx; nÞ  R~B~Bðjx  njÞ characterizi ng the homogeneous zero-mean 
Gaussian random ﬁeld ~BðxÞ (see Eq. (41)) in the context of the ﬁeld (see Eq. (62)).
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ular, the following exponenti al function has been assumed:
CBðx; nÞ  R~B~Bðjx  njÞ ¼ r2~B exp 
jx  nj
l~B
	 

ð62Þ
where r2~B ¼ 0:05 and l~B denotes the correlat ion length herein taken 
variable to investigate the effects of spatial correlation on the re- 
sponse. The function CBðx; nÞ  R~B~Bðjx njÞ has been decomp osed 
by applying Eq. (12) (or equivalently Eq. (43)) retaining N = 12
(N = M) terms. By comparin g Eqs. (19) and (62), it is found that 
r2~B  C
2
B and l~B  lB.
Both the interval and stochastic integro-differenti al equilibrium 
equations in Eqs. (24) and (47) have been discretized by the ﬁnite
difference method using a uniform grid with 200 subdivision s.(a)
(b)
Fig. 3. Lower bound and upper bound of the interval ﬁeld E⁄I(x/L) along the 1D solid 
contrasted to samples ~EðrÞðx=LÞ; ðr ¼ 1;2;3;4Þ, of the homogeneous Gaussian 
random ﬁeld ~EðrÞðx=LÞ: (a) l~B ¼ 0:25L; (b) l~B ¼ L.As a ﬁrst step, the consistency of the proposed deﬁnition of the 
interval ﬁeld has been scrutinized. Fig. 2 displays the upper bound 
(UB) and lower bound (LB) of the Young’s modulus interval ﬁeld
E⁄I(x) (see Eqs. (17a,b)) for three different values of the correlation 
length l~B as well as the midpoint value E

0 ¼ b1E0 taken constant 
along the bar. As expected, the radius of the interval ﬁeld is af- 
fected by the parameter l~B governing the spatial depende ncy 
through the determinist ic function CB(x,n) deﬁned in Eq. (62). Spe- 
ciﬁcally, the smaller the value of l~B the larger the amplitude of the 
Young’s modulus region. Conversely, as larger values of the param- 
eter l~B are considered, the deviation amplitude of the interval ﬁeld
E⁄I(x) decreases. As outlined in Section 3, the limit case l~B !1 cor-
responds to the total dependency condition in which the uncertain 
property is described by a single interval variable constant over the 
whole CNT domain [0,L]. It is argued, therefore, that the assump- 
tion of total depende ncy may lead to a serious underest imation 
of the bounds of the interval Young’s modulus.(a)
(b)
Fig. 4. Comparison between the interval and stochastic (lU ± rU) regions of the 
axial displacement ﬁeld along the non-local elastic bar: (a) l~B ¼ 0:25L ; (b) l~B ¼ L.
Fig. 6. Coefﬁcient of interval uncertainty, Du/u0, of the interval displacement ﬁeld
and coefﬁcient of variation, rU/lU, of the random displacement ﬁeld along the non- 
local bar under tension for different values of the parameter l~B governing the spatial 
dependency of the interval and stochastic Young’s modulus (see Eq. (62)).
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along with some samples ~EðrÞðxÞ of the correspondi ng homoge- 
neous Gaussian random ﬁeld, ~EðxÞ, for two different values of
the correlation length l~B, are plotted. The region of the interval ﬁeld
almost encloses the samples of the random Young’s modulus, con- 
sistently with the meaning of the interval model.
Within the context of the proposed deﬁnition of the Young’s 
modulus interval ﬁeld, the LB and UB of the interval displacemen t
along the non-local bar under tension have been computed by
applying the closed-form expressions derived in Section 4. Simi- 
larly, the mean-value, lU(x), and the standard deviation, rU(x), of
the stochastic displacement ﬁeld in the case of randomly varying 
Young’s modulus have been determined by using the explicit 
expressions presented in Section 5. The region of the non-local dis- 
placement ﬁeld provided by the proposed improved interval anal- 
ysis has been compared with the conﬁdence interval of the 
stochastic response bounded by the values lU(x)  krU(x) and 
lU(x) + krU(x), k being a positive integer. In Fig. 4, the interval re- 
gion is compared with the stochastic one for k = 1, considering dif- 
ferent values of the correlation length l~B in Eq. (62). As expected,
both the interval and stochastic responses are affected by the cor- 
relation length l~B. It can be observed that the conﬁdence interval 
involved in stochasti c analysis turns out to be tighter than the re- 
gion of the displacement ﬁeld obtained via interval analysis for all 
values of the correlation length l~B herein considered.
To gain a deeper insight into the effects of the interval and sto- 
chastic modeling of the uncertain Young’s modulus on the non-lo- 
cal response of the CNT under tension, in Fig. 5 the radius of the 
interval displacemen t, Du(x), is compared with the standard devi- 
ation, rU(x), of the random response for different values of the 
parameter l~B. It can be seen that the condition Du(x) > rU(x) holds.
Furthermore, the correlation length l~B has a different inﬂuence on
the interval and stochastic responses. Indeed, as the parameter l~B
decreases, the radius of the interval displacemen t, Du(x), increases,
while smaller values of the standard deviation of the random re- 
sponse, rU(x), are obtained.
Similar considerations can be drawn by investigating the dis- 
persion of the interval and random responses around the corre- Fig. 5. Radius of the interval displacement ﬁeld, Du(x/L), and standard deviation of
the random displacement ﬁeld, rU(x/L), along the non-local bar under tension for 
different values of the parameter l~B governing the spatial dependency of the interval 
and stochastic Young’s modulus (see Eq. (62)).sponding midpoint and mean-values, u0(x) and lU(x).
Appropri ate measures of such dispersion are the well-known coef- 
ﬁcient of variation for the random displacemen t ﬁeld, rU(x)/lU(x),
and its non-probabilis tic counterpart given by the so-called coefﬁ-
cient of interval uncertainty , Du(x)/u0(x). Fig. 6 shows that the 
interval response exhibits a larger dispersio n than the stochastic 
one for all values of the correlation length l~B, in agreement with 
the comparis on between the regions of the interval and stochastic 
displacemen ts plotted in Fig. 4. Furthermore, it is noted that the 
extreme assumpti on of total spatially dependent interval ﬁeld cor- 
respondi ng to l~B !1 would lead to an underestimati on of the 
interval response deviation. Indeed, both Figs. 5 and 6 show that,
as l~B increases, the deviation of the interval displacement with re- 
spect to the midpoint value decrease s.
7. Conclusion s
The analysis of one-dimensi onal heterogeneous non-local elas- 
tic solids with ﬂuctuating Young’s modulus of the material has 
been addressed. According to a recently proposed mechanically- 
based approach, non-local effects have been described as long- 
range interactions between non-adjacent volume elements. Long- 
range forces depend on the product of interacting masses, as well 
as on their relative displacemen ts by means of a proper material- 
depende nt distance-decayi ng function. Besides the traditional 
modeling of Young’s modulus ﬂuctuation as a homogen eous 
Gaussian random ﬁeld, a non-probabi listic approach has been ap- 
plied to describe the material property variability along the one- 
dimensio nal solid. To this aim, a novel deﬁnition of the interval 
ﬁeld concept has been presented which allows to account for the 
depende ncy between interval values at various locations by intro- 
ducing a deterministic symmetric non-negativ e bounded function 
playing the same role of the autocorrelation function in random 
ﬁeld theory. The main novelty of the proposed interval ﬁeld model 
consists in its decompositi on as superpos ition of interval functions 
through the use of a proper extension of the Karhunen–Loève
expansion in conjunct ion with the improved interval analysis, re- 
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tion due to the dependency phenomeno n. Such decompositi on al- 
lows to build formally analogou s integro-di fferential equilibrium 
equations within the interval and stochastic settings. Based on this 
analogy, after performing a ﬁnite differenc e discretizatio n, an efﬁ-
cient procedure is proposed to derive approximat e explicit expres- 
sions of the bounds of the interval displacement ﬁeld and of the 
mean-value and variance of the random response. Furthermor e, a
meaningful mechanical interpretati on of the 1D heterogeneous so- 
lid with long-range interactio ns in presence of interval or random 
Young’s modulus ﬂuctuations has been provided.
Numerical results have demonstrated the consistency of the no- 
vel deﬁnition of the interval ﬁeld as well as the accuracy of the pro- 
posed approximat e closed-form solutions.Appendix A. Basic elements of interval algebra 
Interval algebra is an elegant tool to solve practical problems 
with inequalities like, for instance, those occurring in presence of
approximat e numbers, error bounds, uncertain experimental data 
and so on. Then, the purpose of interval analysis is to provide upper 
and lower bounds on the effects all such errors and uncertainties 
have on a computed quantity. Furthermore, the major focus of
interval analysis is to develop practical interval algorithms that 
produce sharp (as narrow as possible) or nearly sharp bounds on
the solution of numerical computin g problems [6–8,41]. The his- 
tory of interval analysis could go all the way back to Archimedes 
who deﬁned the transcendental number p by an interval: 30/ 
71 < p < 3/7 [4,5,8]. He derived such bounds showing that the 
number p belongs to the interval obtained by approximat ing the 
circle with the inscribed and circumscrib ed 96-side regular 
polygons.
Recent developmen ts in interval arithmetic are mainly based on
the book of Moore [6], who introduce d the so-called ‘‘ordinary’’
interval algebra as well as the interval vectors and matrices with 
their ﬁrst non-trivial applicati ons.
In this Appendix, the fundamentals of interval algebra are 
brieﬂy summarized and some basic notations are introduced.
While the ﬁeld of real numbers is denoted by R, the ﬁeld of all 
closed real interval numbers is denoted by IR. In particular , a sub- 
set of R of the form:
xI  ½x , ½x; x ¼ fxjx 6 x 6 x; x 2 Rg ðA:1:1Þ
is called a closed real interval or an interval if no confus ion arises. In
writing Eq. (A.1.1), the set-build er notation {xjP(x)} is adopted 
which deﬁnes xI as ‘‘the set of all elements x such that the proposi- 
tion P(x) holds’’. The apex I denotes an interval variable 2 IR and x
and x deﬁne the lower and upper bounds of the interval, respec- 
tively. Alternativel y, an interval xI could be represe nted by its mid- 
point (or mean), x0, and by the deviatio n (or half-width also simply 
termed width), Dx, i.e.
x0 ¼
xþ x
2
; Dx ¼ x  x
2
: ðA:1:2a;bÞ
Denoting by xI; yI; zI 2 IR three closed bounded intervals, the basic 
interval operation s are listed below:
xI þ yI ¼ ½xþ y; x þ y;
xI  yI ¼ ½x y; x  y;
xI  yI ¼ ½minðxy; xy; xy; xyÞ;maxðxy; xy; xy; xyÞ;
xI=yI ¼ ½x; x  ½1=y; 1=y if 0 R yI:
ðA:1:3a-dÞ
Furthermor e, two arithme tic expressions which are equiva lent in
real arithme tic are also equivalent in interval arithmetic when every variable occurs only once on each side. Therefore, the follow- 
ing properties are in agreem ent with real arithmetic :
xI þ yI ¼ yI þ xI; xI  yI ¼ yI  xI ðcommutativit yÞ
ðxI þ yIÞ  zI ¼ xI þ ðyI  zIÞ
ðxI  yIÞ  zI ¼ xI  ðyI  zIÞ
)
ðassociativityÞ ðA:1:4a—dÞ
while the following ones are in disag reement:
xI  ðyI þ zIÞ# xIyI þ xIzI ðsubdistributiv ity Þ
xI  yI# ðxI þ zIÞ  ðyI þ zIÞ; 0 2 xI  xI
xI=yI# ðxIzIÞ=ðyIzIÞ; 1 2 xI=xI
)
ðsubcancellati onÞ
ðA:1:5a—cÞ
Notice that the relaxatio n of distributivi ty and cancellat ion proper- 
ties of the tradition al arithmetic to the subdist ributivity and sub- 
cancellat ion properti es of the interv al arithme tic is due to the so- 
called dependency phenome non . This phenomeno n arises because 
differen t occurrences of a single interval variable in an expression 
are treated as indepen dent variable s. For exampl e, if the interval 
xI = [0,1] is subtracted from itself, the interval [  1,1] is obtain ed
as result and not [0,0], as in the traditional algebra. Another typical 
exampl e of the dependenc e phenom enon is the evalua tion of the 
bounds of the function f(xI) = xI/(1 + xI) in which the interval vari- 
able xI appears twice [5,7,8,41]. The dependen cy problem can be
eliminat ed if the previous function is rewritten in the following 
equiva lent form f^ ðxIÞ ¼ 1=½1 þ ð1=xIÞ where the interval variable 
appears only once. Indeed, the two functions f(x) = x/(1 + x) and 
f^ ðxÞ ¼ 1=½1þ ð1=xÞ, which are equiva lent in the classical real arith- 
metic, x 2 R, turn out to be different in the framewo rk of interval 
analysis , x 2 IR. As an exampl e, if we assume x 2 [0,1], the ﬁrst
interval function f(xI) furnishes the interval [0,1], which overest i-
mates the actual interval [0,1/2] obtained by means of the second 
expression of the interval function f^ ðxIÞ. The two simple exampl es
describ ed above show that the subcanc ellation and subdistri butivi- 
ty properties give an overestim ation of the interval width when the 
same variable xI appea rs twice in the same expression.
An n-dimensional interval vector , xI 2 IRn is an ordered n-tuple
of intervals xI1; x
I
2; . . . ; x
I
n
 
. If two vectors x; x 2 Rn satisfy the con- 
dition x 6 x (or equivalently xj 6 xj), an interval vector, xI 2 IRn, is
generally identiﬁed with the (nonempty) set of vectors of the form:
xI , ½x; x ¼ fxjx 6 x 6 x; xj 2 Rg: ðA:1:6Þ
With suitable modiﬁcations, many of the notions for ordinar y inter- 
vals can be extended to interval vectors. An interval vector xI could
be also represe nted by its midpoint (or mean) vector, x0, and by the 
deviatio n (radius or half-wid th also simply termed width) vector,
Dx, i.e.
x0 ¼ 12 ðxþ xÞ; Dx ¼
1
2
ðx xÞ () x ¼ x0  Dx; x ¼ x0 þ Dx:
ðA:1:7:a—dÞ
Obviou sly, Dx is a nonnegative vector, that is all its elemen ts are 
positive numbers. An m  n matrix is an m  n interval matrix,
AI 2 IRmn, if its entries aIjk ¼ ½ajk; ajk ðj ¼ 1; . . . ;m; k ¼ 1; . . . ;nÞ are
interval s. Alternat ively, the interval matrix AI can be deﬁned as:
AI , ½A;A ¼ fAjA 6 A 6 A; ajk 2 Rg ðA:1:8Þ
where A and A are the lower and upper bounds matrices. The fol- 
lowing properti es hold for matrix’s addition and subtraction:
Aþ B ¼ ½Aþ B;Aþ B;
A B ¼ ½A B;A B;
AI þ BI ¼ BI þ AI; ðcommutativityÞ
AI þ ðBI þ CIÞ ¼ ðAI þ BIÞ þ CI; ðassociativityÞ
ðA:1:9a—dÞ
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subjected to interval dependenc y [7,8,41,42]. It follows that the 
associati ve and distributive properties may not hold for the interv al
matricial product CI = AI  BI. The dependenc y phenome non occurs
because the interval arithme tic does not assume that the same 
point elemen ts are chosen from the interval elements of the left 
matrix AI in forming the sets compris ing the different columns of
the product interv al matrix CI. This is similar to interv al dependenc y
in scalar expressions . Indeed, each interval elemen t of the left ma- 
trix AI is an interval variable which occurs multiple times, once 
for each column, in forming the columns of the interval product ma- 
trix CI.Appendix B. Solutions of a set of linear interval equations 
The Finite Element Method (FEM) is one of the most celebrated 
numerical methods for solving differential equation s with enor- 
mous applicati ons in different ﬁelds of sciences and engineeri ng.
In the static analysis of structures, the FEM performs the solution 
of a differential problem through the solution of a set of algebraic 
equations. In several structural problems, different sources of
uncertainties may affect the mathemati cal model. It follows that 
the associated set of governing equations is also affected by uncer- 
tainties. If the uncertainties are modelled by interval variables, the 
structural response is obtained as solution of a set of linear interval 
algebraic equation s. Since the main drawback of the interval anal- 
ysis is the dependen cy phenomenon , researches in the framework of
structural analysis have focused on two major problems: the ﬁrst
one is how to obtain solutions for the resulting set of linear interval 
equations with reasonable bounds on the system response that 
make sense from a practical point of view, or in other words, with 
the least possible overestimat ion of their bounding intervals; the 
second problem is how to obtain reasonable bounds on the derived 
quantities that are functions of the system response [43].
To gain further insight into these problems , we recall that in the 
framework of interval analysis an interval matrix BI ¼ ½B;B, satis- 
fying ðAIÞ1# ½B;B, is called an enclosure of the inverse interval ma- 
trix [44]. This matrix can be evaluated if and only if the square 
matrix A is regular, that is a matrix for which each A 2 AI is non- 
singular. A set of linear interval equations with coefﬁcient matrix 
AI 2 IRnn and right-hand side bI 2 IRn is deﬁned as the family of
linear equations 
AIxI ¼ bI: ðA:2:1Þ
The narrowest interv al vector containin g the solution set of Eq.
(A.2.1) is called the interval hull of the solution . Then, the interval hull 
of the solution of linear interval equations is an interval vector,
xI(H) 2 xI, that contains the solution set and has the narrow est pos- 
sible interval componen ts. In the framewo rk of the ‘‘ordinary’’ inter- 
val analysis , there are two types of methods for the numerica l
solution of such problems [8,42]: direct and iterative methods . Direct
methods, such as Gaussi an elimination (with or without various 
‘‘pivotin g’’ schemes), can produce exact results in a ﬁnite number 
of arithme tic operation s if the matrix is regular and if inﬁnite pre- 
cision arithmetic is used. Iterative methods produce a sequenc e of
approximat e solutions which converge to the unique solution .
One of the best known methods for obtaining very sharp enclosure s
of interval linear set of equation s is the iterative method developed 
in the work [45]. However, the main drawbac ks of these methods 
are their complex ity, which often produce s an overestimat ion of
the interval vector solution , and their poor ﬂexibility for speciﬁc
structur al problem s in which the interv al matrix of coefﬁcients
takes a very particula r expression (see e.g. Eq. (27)). To overcom e
these limitations , two new approaches have been recently pro- 
posed: the improved interval analysis [15] and the parameterizedinterval analysis [47,48]. In the presen t paper, the ﬁrst approach is
adopted which requires the following main steps [15,39,4 6]: (i)
the introduct ion of the so-called extra unitary interval (EUI) variable;
(ii) the expansion of the interval coefﬁcient matrix in a series of
rank-o ne interval matrices . The use of the EUI variable , for mono- 
tonic interv al functions, drastically reduces the effects of the depen-
dency phenomeno n. Indeed, the EUI variable , associated to an
interv al paramete r, follows the properties (4). Such properties are 
differe nt from the ones obtained for the ‘‘ordinary ’’ unitary sym- 
metric interval eI , [  1, + 1] by applying the rules (A.1.3) of the 
‘‘ordinar y’’ interval algebra , which read:
eI  eI ¼ ½2;þ2; eI  eI ¼ ½1;þ1;
eI=eI does not exist because 0 2 ½1;þ1;
xieI  yieI ¼ ½xi  yi; xi þ yi;
xieI  yieI ¼ ½xiyi; xiyi:
ðA:2:2a—eÞ
As an example, by adopting the EUI variable the two functions 
f(xI) = xI/(1 + xI) and f^ ðxIÞ ¼ 1=½1þ ð1=xIÞ, unlike ‘‘ordinar y’’ interval 
algebr a (see Appendix A), give the same result in the interval 
x 2 [0,1], as it should be.
The second step involved in the improved interval analysis , say 
the expansion of the interval coefﬁcient matrix, produces an
approximat e, but very accurate, explicit expression of the inverse 
of the interval matrix (see Section 4). So operating, the overestima- 
tion due to the dependency phenomen on is drastically reduced.
Finally, let us observe that the deﬁnition (11) of the symmetr ic
non-nega tive function, CB(x,n) is strictly connected to the use of
the improved interval analysis . Indeed, by applying the ‘‘ordinary’’
interval algebra , the product in Eq. (11) gives a different result:
BIðxÞBIðnÞ ¼ ½minðBðxÞBðnÞ;BðxÞBðnÞ;BðxÞBðnÞ;BðxÞBðnÞÞ;
;maxðBðxÞBðnÞ;BðxÞBðnÞ;BðxÞBðnÞ;BðxÞBðnÞÞ
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