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Atmtract--Procedures aregiven to sum Pn (cos e)/p(n), where Pn (cos 0) is a Legendre function, 
p(n) is a polynomial in (2n + 1) 2, with roots that are perfect squares, and p(n) ~ 0 for all n _> N, the 
lower limit of the infinite series. These series are needed in problems of computational chemistry, and 
may be of use in other appllcatiom ofpotential theory. They converge too slowly for direct numerical 
summation, when the degree of p(n) is small The results are extended to coefficients (2n + 1)p(n) 
and p(,)/(2, + 1). 
1. INTRODUCTION 
Recently, to deal with a problem in molecular quantum chemistry [1], we constructed closed 
formulas and iterative schemes to sum Legendre functions weighted by certain rational expressions 
containing the summation index. The derivations and results are reported here, because of the 
many uses of potential theory. The methodology illustrates everal techniques that extend, in 
part, to other families of orthonormal functions. The results have been applied, in [1], to a very 
slowly convergent series of Legendre functions weighted by coefficients that contain integrals of 
Bessel functions of the distances between atoms in a molecule. By use of an asymptotic form for 
these coefficients, the tail of the Legendre series was converted to a power series in the interatomic 
distances. More than 101° terms of the Legendre series would be needed to get 10 figure accuracy, 
using numerical term by term summation. Less than 60 terms were needed, using the power series. 
The coefficients in this series are derived below. 
2. AN EXTENSION OF THE GENERATING FUNCTION SERIES 
First, we consider the functions that we designate BNj (O)  and define, for j >_ 0, by 
1 (2n + 1) (2.1) 
b. j  = i=j = i=j 
H {(2n+ 1)2 - 4i~} H (2n+ 2i+ I) 
i=l  i=-j 
OO 
BN, (O) = F_, b. jP .  (co O) 
n=N 
In particular, b.,o = I and b.,1 = 1/{(2n - 1)(2n + 3)}. The Boj(0) are given by 
Boz(0) = 2(2j - 1(),-~)12 j - 1)" s in" - '  -0 2 
(2.2) 
(2.3) 
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To prove this formula, consider an isosceles triangle with equal sides of unit length, containing 
an angle 0, and opposite side of length s. Then the generating function series can be written 
I I 0 oo 
-s = 2 csc ~ = E P" (cos 0) (2.4) 
n----0 
When j = 0, (2.3) reduces to (2.4). Lebedev [2] derives (2.3) for j = 1 and 0 over the open interval 
(0:r). We use induction to prove (2.3) for all j > 1, over the closed interval [0,r]. Multiply the 
two sides of (2.3) by the corresponding sides of 
1 
~(cos 0 - 1) = - sin 2 :- (2.5) 
2 
Replace the left hand side of the result using (2.2) and (2.1). Use the recurrence formula for 
Legendre functions to replace cos OPn (cos0) by terms in Pn±l(cos0), and rewrite the infinite 
series to combine the coefficients of the Legendre functions of equal degree. Divide throughout 
by (2j + 1) 2. The result corresponds to (2.3), with (j + 1) in place of j .  
The chemical application that prompted this work requires the BNj  (0) and generalizations of 
these that are defined by 
1 
= K (2.6) 
I I  { (2 ,  + 1) 2 - 
~----1 
oo 
BN(WI,...,WK,O) "-- E bn(wl .... ,WK)Pn (cosO) (2.7) 
n=N 
where K and the w,e are non-negative integers. Equations (2.1) - (2.3) apply when the w,~ are 
the consecutive ven ir~tegers 2, . . .  , 2K. 
3. ANOTHER EXTENSION 
Closed expressions for the BN(2k - 1,0) can be found from formulas for the functions that we 
designate EN,k(0) and define by 
oo 1 
EN,k(O) = E (n + k--"-"~ Pn (cos 0) (3.1) 
n=N 
The integer k may be positive, zero or negative. Also, N + k ~ 1 and 0 < 0 _< ~r. Derivations of 
the formulas for k = 1 and 0 were published by Kapteyn [3] and Mangulis [4] (part III, section 
5C, equation 5, on p. 128), respectively. Both formulas appear without proof in [5] (equations 
9.083(1) and (2), on p. 195), and in more recent compendia such as [6] (equations 8.926(2) and 
(1), on p. 1029). The proofs in [3] and [4] illustrate a way to construct new series of functions 
defined by a generating function that seems very useful, but which we have not found reported 
in its general form. Accordingly, we state it as follows. 
Let (3.2) define qn(Z) when b < t < c. 
co 
= (3.2) 
n=0 
Integration with respect o t gives the series (3.3) and (3.4). 
c 
.=o tkF( ,t) dt 
b 
(3.3) 
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q.(~) = F(~,0 -  ~ q"(') t~-n+l 
b n=O 
dt (3.4) 
Now define q,(x) by (3.5) when b < t < c. The corresponding integration gives (3.6) and (3.7). 
oo 
F(~,t) = ~ ~-"- 'q . ( , )  (3.5) 
n----0 
. . ] .=~+~ (n -k )  q.(x)= 
b n=O 
(3.6) 
(b - ( -+k+l )  _ e - ( -+k+l ) )  
n=0 b 
(3.7) 
Let s(t, z) - (1-  2zt + t~)½ and F(z, t) = 1/s(t, z). Then (3.2) and (3.5) converge for 0 _< t ~ 1 
and 1 ~ ~ ~ ¢~, respectively, and the qn(x) that are defined in this way are the Legendre 
polynomials Pn(z). Let z = cos 0. Then, for k > 1, 
1 
/ t k-1 (it 
Eo,~,(0) = s(t,~) 
0 
(3.8a) 
k-1  
1 P,~ (cos O) E~,k(O) -- Eo,k(O) - Z (n + k) 
n=O 
(3.8b) 
r,.-, .(, .) '-' ] E~,,_~(O) = , ~ t ~-"-~ P. (co.0) 
1 n=O 
1 
Bk(2k - I, O) = {E~,1-k(O) - Ek,k(O)} 
4(2k 1) 
(3.0) 
(3.10) 
To mechanize the application of these formulas, define Ik(tl,t~, z) by (3.11a). Then (3.11b) and 
a recurrence formula that leads directly to (3.12) and (3.13), follow from simple considerations 
[6] (equations 2.261 to 2.264 on pp. 81-83). 
t2 
I t  k dt :k(¢~,t~, x) = ,(~,x) 
tl  
(3.11a) 
+ 
I0m,~2, ~)= log I .~¥t l  (3.11b) 
k- I  k - I  
n=O n=O 
(3.12) 
1 
.,.,.(,~) = (2k -  I) 
Z ak - l '  " (x )  
(2k -- 1) z 
"*,~-~(~) - ~£:.: iy 
(k - 1) 
a~_~, . (x) ,  k - 2 > n _> 0 
(3.13a,b) 
(3.13c) 
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The limits (3.14), needed for (3.9) when ]¢ > 1, can be found using the binomial expansion of 
s(t,z)lt = {1 - (2z/t - l/t2)}2,J" and collecting" the coeffic|ents" of t °. The coefficients of positive 
powers of t are identically zero. 
Lk(x) = ,.-.oolim Z s(t, x) ak- l , . (x)  - (n + 1) Pk-n-2(x) 
n~-0 
(3.14) 
Application of the formulas (3.8) to (3.14) gives 
3x 1 
al,0(x) = I, ae,0(x) -- -~-, a2,1(x)- ~, 
5x 2 2 5z 1 
a3 '0(x ) -  2 3' a3'l(X) ~-" T '  a3'2(x) = 5 
LI(z) - O, L2(x) = -x ,  L3(x) - (1 - 7x 2) 
4 
Eo, l(0) = log (1+ csc 0 ) 
( 0-  I)+cos0 l°g ( 1+ ~) Eo,2(O) = \2s in ~ csc 
Eo,a(0) = - + 4 sin ~ + 3 sin ~ - 6 sin 3 -t- P2 (cos 0) log 1 + csc 
El,0(0) - - log [(1 + sin ~)  sin 2] 
E2,_l(O) = ( -2sin ~ + 2sin' ~) - cosO log [ ( l  +sin ~) sin ~] 
(3.15a-c) 
(3.15d-f) 
(3.16a-c) 
(3.17a) 
(3.17b) 
(3.17c) 
(3.18a) 
(3.18b) 
0 6sins ~-  7sin4 i ) -  P~ (cos 0) log [(1 + sin ~) sin -~] E3,-2(0) - (-4sin ~ + 5sin2 ~ -t - 
(3.18c) 
1 1 log (1+ sin ~) B1(1,0) - 4 2 (3.19a) 
(3.19b) 0 4 . 28~ I1 s in~) ]  B2(3,0) "- 1 [ (~  - 4sin ~ + + sm ~)  - 2 cos 0 log 
4. THE w~ ARE ARBITRARY 
A closed formula for BN(2K, 0) can be found from the formulas for the BN, I(0), BN,~(0), . . . ,  
BN,K(0), by simple use of partial fractions. Thus, 
1.0  2 .30  B0(4, 9) = B0(2, 0) + 12B0(2, 4, 0) = B0,1(0) + 12B0,2(0) -- -~ sln~ + ~ sm ~ (4.1) 
Also, if the wt to wg are distinct, a formula for BN (wl,..., WN, 0) can be found from the formulas 
for BN(Wl, 0), ..., BN(WK, 0), by the reverse process. This gives, for example, 
B2(1, 3, #) = 2- ~ 1-12s in~-5s in  2 +12 l+sin 2 log l+sin~ (4.2) 
The mechanized partial fraction decomposition of the Bs is described in [7]. 
When N is large, the BN(Wl,..., wE, 0) for arbitrary w~, that are not necessarily distinct, can 
be computed by an iterative scheme, as follows. Let 
bnj,k(wl ..... wk ) = bnj bn(wl, . . . , wk ) (4.3) 
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oo 
Bnj,k(to1,..., tot, 81 = E bnj,k(to,,..., tot) Pn (cos 0) (4.4 I
ri--N 
When n is large, compared to 2j and to, then bnj+l is a reasonable first approximation to 
b,~4,1(to ). The correction term is a multiple of b,+l j :(to),  which is smaller by a factor of about 
4n ~. The definition o f /~ j  by (4.5) gives (4.6 I. 
bn, j , l ( to)  ---~ bn~+l dr" J~l~ bn, j÷ l , l ( to /  (4.5)  
~N,j,I(to, 01 = BN,.j÷I(O) "Jc J~l,j BN~i÷I,I(to, e) (4.61 
Divide (4.5) by bnj+l,1(w) and equate the coefficients of (2n + 1) 2. This gives (4.7) which, 
together with the definitions (4.8) and (4.9), leads to (4.10). 
J~ld -- to2 -- 4 (j + 11 ~ (4.7) 
~0) -- 1, (~') -- ~ I j+, - I  ~'-~) when l _> 1 (4.8s,b I 
B(~),I(W,O ) = BNj+I(O I (4.9a1 
B(~q!j,l(to, Ol--'-B~'~l)l('W, Ol-.[-o~l)BN,j÷l÷l(O ) when I>1  (4.9b) 
BNj:(to,0) = n(0 (to,0) + a~+~) BN,~+~+~,l(to, O) (4.10) UN,j,1 
For [1], we used (2.3) to compute the Boj(0), then subtracted the leading N - 1 terms in (2.2) 
to compute BNj(0), typically for N - 20, 40 and 80. Then we computed each BNj,~(to, O), that 
was needed, by repeated application of (4.9b) until either (1) an upper bound on the second term 
on the right hand side of (4.10) was within the required accuracy, or (2) the process tarted to 
oscillate. In the latter case, the second term was computed by direct summation of (4.4). 
For k > 1, generalize (4.5), (4.6) and (4.8)-(4.10) to 
k 
bnj,t(w~,..., wt) = bnj+t + E ~"d bnj+t,,~(to~,..., w,) (4.11) 
.=1 
k 
BN, j , k ( to l , . . . ,  tok, 01 = BN,j÷k(O) "~- E J~"J nN~J÷k'"(tol'"""' tO,, 01 (4.12) 
c~ °) = I, a~ 0 =/~,j+,,_,a~,-1) when I >_ 1 (4.13a,b) 
k-1 
B(~)j,B ( to1 , . . . ,  toh,O ) " BN,j÷k(O)-'[- E ~",J ~N, j÷k , .  (to1, • • • , to. ,  0) (4 .14a)  
( , , , ,  , . . . , to ,  , o ) = " l ) 't to l  , • • . ,  to ,  , o ) 
{ } + ~t) BN,j+kt+~(O) + E ~,d+kt BNd+kt+k,,(wl,...,w,,O I (4.14b / 
.=1 
(4.15/ 
To construct the B coefficients for this general case, divide (4.11) by bnd+k,~(tol,..., tok) and 
equate coefficients of (2n + 1) 2". Hence, for k = 2, 
~j  - (,.12 + toD - 4 {(j + 1)' + 0 + 2) 2} (4.16a1 
~2j  - 16 ( j  + 1)~0 + 2) 2 2 2 - tolto  +/~l,j to~ (4.16b1 
We used these formulas to compute BNj,1 and BNd,2 functions for over 100 sets of to. values. 
Error bounds, computations] precautions, convergence riteria for direct summation of a BN for 
large K, and numerics] behavior of the iteration and of the results will be reported separately. 
84 M.P. BARNETT 
5. DEALING WITH COEFFICIENTS (2n + 1)~'lbnj 
The definition (2.2) together with the addition theorem and orthogonality property of Legendre 
functions lets us write the functions defined by (5.1) as the integrals (5.2) when j >_ 0. 
co b._......L__ # 
CNj (O) = E (2n + 1) P" (cos O) (5.1) 
n--N 
Set N to 0. 
variable of integration to @ - (0 + ¢)/2. Then 
Co,j(O) = 2 (2j - l"~.q ('2j - 1)!! cos ~ sin 2j-1 @ cos @ + sin ~ sin 2j @ d@ (5.3) 
For j = 0 to 2, this is reduced by elementary considerations to 
1 0 0 r . 0 
C0,0(0) -- ~ cos ~ log cot ~ + ~ sm ~ (5.4) 
1 0 ~r . 0 
Co,~(o) = -~ cos ~ - ~ sm ~ (5.5) 
1 O 1 sO 7r 0 Co,2(0) = ~ cos ~ ~ - cos ~ + sin~ (5.6) 
1/: 
CN,i(O) -- ~ BN,O(¢)BNj(O Jr ¢)sin¢ de (5.2) 
Replace Bo,o and Bo,j using (2.3). Express sin ¢ in terms of ¢/2 and change the 
A general expression for Coj(O), j > 0, follows from the expansions of sin 2j ~b, cos 2j ¢ and 
f sin 2j ~b d~b as series in cos2k¢ [6] (equations 1.320(1) and (5) on p. 25 and 2.511(2) on p. 130). 
Let 6n be 1 and 0, respectively, when n is even and odd. Then 
,_i { (-)J j! 1 1 0 
Co~(O) = ~(~:  i)!! ~+k+1 k!(2j - k)! ~ cos~ cos[(j - k)0] 
kffi0 
1 0 sin[(j_i¢)Ol } + (_)1• sin~ + ~- 'Z '~ sin 2 2J+~j! (2j - l)l! (5.7) 
Closed expressions also can be found for series that contain coefficients (2n+ I) bn (t/) l ,  • • •, WK). 
For example, the definition (3.1) leads directly to (5.8) and hence, when k - 1, to (5.9). 
co 
~-'~(2n + I) b,(2k - I) Pn (cos 0) 
n=k 
co (2n + 1) 
- E {(2n + 1"~' - - ' (~-  1) ~} 
n~k 
1 
Pn (cos 0) -- ~ {Ek,l-k(O) -b Ek,k(O)) (5.8) 
co (2n -i- 1) 0 
~.  ( .  + 1)P.  (cos o) = -1  - 2 log sin g 
n=l  
(5.9) 
6. DISCUSSION 
The methods of Section 3 can be applied to further series of Legendre functions, for example, 
generalizations of B~(2k - 1,0) that contain a factor t n, t < 1, in the summand. Also, these 
methods can be used to construct formulas for corresponding series of Chebyshev and other 
orthogonal polynomials. Iterative schemes, analogous to those of Section 4, can be based on other 
sets of functions for which there are closed formulas, such as the generalizations of Bk(2k-  1,0) 
which were just mentioned, and the CNj(8) of Section 4. These methods can provide a useful 
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supplement to the classical Riemann ( function and the related A and ]~ functions [8] (Chapter 
23). We need the BN functions to compute tails of Legendre series containing coefficients which 
have asymptotic forms that are linear combinations of the bn, but are quite different for low n. 
Correspondingly, the terms of a slowly convergent series can have one of the asymptotic forms 
(6.1), where the as do not depend on n, and a very different form for low n. 
~2 ~3 ~4 
or (2n -I- 1)2 -I" (2n d: 1) 3 + (2n -I- 1)4 @""  (6.1) 
Subtracting the leading terms in the series that defines a Riemann ( function or the related 
A or/~ function from the tabulated value leaves very little accuracy, unless very high precision 
arithmetic is used. Such sums of inverse powers of n, (2n + 1) and (2n - 1) can be computed 
with high accuracy, from a lower limit that is greater than 1, starting from closed expressions for 
the BNj (0 ) ,  BAr,j(~r), CNj(0), CNj(Tr), and related quantities uch as (6.2), and iterating in the 
manner of Section 4. 
co 1 
._~N (2n - k + 1)(2n - k + 3) . . .  (2n +/c + 1) 
1 
= 2/c(2N - /c  + 1)(2N - /~ + 3) . . .  (2N -4- k - 1) (6.2) 
We derived this by the methods used in [7]. Ruehr derived the integral (6.3) from Gauss' theorem 
for the 2FI hypergeometric series of unit argument by letting the numerator parameters be 1 and 
N - k + 1 and the denominator parameter be N + 2/c + 1 [9]. 
co 1 
E (n -k+l ) (n - /~+2)  ..(n+/c%1) 
rt----N 
1 
= 2k(N - / c  + 1)(N - k + 2) . . .  (N + k) (6.3) 
Originally, all the results in this paper were constructed by hand. Subsequently, we re-derived 
them mechanically, using Mathematica 1. This was quite salutary. The production of (3.15) 
to (3.19) and a few other results, by hand coded procedures based on earlier formulas in the 
paper, was trivial. The mechanized proofs and derivations of (2.3), (3.3), (4.7), (4.10), (5.2), 
(5.7) and similar results was not.' The full re-derivation took about 400 hours of on-line work. 
Most of the time was spent evolving an input style that is more akin to the idiom of conventional 
mathematical derivations than is the raw Mathematica described in [10], and to developing 
Mathematica procedures to support this style. We call it B ILO (bracketed identifier/localized 
operation). It has wide applicability. The direct implementation of a BILO processor, for example 
in an extension of C, may be worth investigating, when the style has been adequately streamlined 
and tested. The B ILO statements to derive all the results in this paper, and to extend these 
to higher values of the subscripts, are fairly straightforward, though somewhat lengthy. The 
complete re-derivation clocked about 250 seconds of cpu time, on a Silicon Graphics 4D/20 Iris 
workstation with 8 megabyte RAM,  when run continuously from a control file that had been 
developed interactively. B ILO and the utilities used in this run are described in [11]. 
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