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Spintronics in semiconductors (SCs) offers a promising avenue for future information
technologies. At the very heart of this technology is the widely known spin-orbit cou-
pling (SOC) effect, which affords us the attractive prospect of spintronics without mag-
netism. The value of SOC is quickly realized through its ubiquity in nearly all aspects
of SC spintronics, from the generation of spin polarized currents to the all-electric spin
manipulation it permits in SC spintronic devices. It also drives the remarkable spin-Hall
effect (SHE) which is a promising source of dissipationless spin currents. In this Thesis,
we theoretically study several critical aspects of SC spintronics, with a focus on spin
currents in the presence of SOC. These aspects include spin current generation, spin
manipulation, and spin-dependent transport.
Firstly, methods to generate spin currents in SCs are proposed. These range from
purely nonmagnetic, SOC-based systems to those which utilize external magnetic fields.
Generally, nonmagnetic approaches are preferred as stray magnetic fields can adversely
affect spins. Highly spin polarized currents (approaching 100% polarization) are pre-
dicted under certain conditions in both nonmagnetic and magnetic approaches.
Next, two spintronic transistor devices are proposed, which exploit the electronic
tunability of the SOC in SC heterostructures. The first modifies the seminal Datta-Das
device by including the effect of external magnetic fields. This is found to considerably
relax transport constraints (namely single channeled transport) in the original model.
vi
SUMMARY
The second device exhibits a gate bias modulation of spin current through the action
of two spin-dependent gauge fields. Generally, such fields can be physically interpreted
as effective magnetic fields, which affect the trajectory of carriers in a spin-dependent
manner. These inevitably drive spin currents and are therefore of great importance to
spintronics research.
An in-depth study of gauge fields constitutes the second-half of this Thesis. In par-
ticular, we closely examine the intrinsic spin-Hall effect (SHE), in which dissipationless
spin currents flow (these transport zero net charge) normal to an applied charge current
in generic SOC systems. First, we propose a SHE of collimated conduction electrons in
zincblende crystals. Important issues including calculation of the spin current and its
robustness to impurities are discussed. Next, motivated by open questions, we divert
our attention to the physical mechanisms which drive the SHE. Two mechanisms are
known, but their relationship (if any) has hitherto been unclarified. One mechanism
arises from the spin-dependent trajectory of carriers due to gauge fields in momentum
space. The second results from a momentum-dependent polarization of spins. We suc-
ceed in formulating a gauge field description (in time space) of the latter mechanism.
Moreover, we show that the two mechanisms are simply distinct manifestations of a
common time-resolved process in SOC systems. Lastly, we discuss the ubiquity of the
latter mechanism in SC spintronic and optical systems, and propose an analogous flow
of pseudospin current in bilayer graphene.
vii
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1.1 Background and Motivation
Spintronics is the study of the quantum mechanical spin degree of freedom and its
usefulness in technology. It is of great importance and interest to both engineering
and condensed matter physics. After all, it was the rapid development of spintronics
in magnetic multilayers in the early 90s that shaped today’s magnetic data storage
industry [1–3]. Now, a similar path is being followed by spintronics in semiconductors,
which could form the basis for the next generation of information technologies [4].
Electronic properties of semiconductors (SCs), upon which today’s microelectronics
industry is founded, are well understood. For example, the MOSFET device has ex-
perienced a profound miniaturization over the last half-century [5], which has driven
the SC information technology industry to remarkable heights. However, despite this
success, SC electronics currently faces formidable difficulties that scale exponentially
with further reductions in feature size [6]. Many experts believe that a paradigm shift
towards SC spintronics may hold the key for technology growth to continue [6, 7]. In
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particular, SC spintronics offers the possibility of high speed devices with very low power
dissipation [8], whilst being compatible to the existing SC platform [9]. Meanwhile, it
makes conceivable a seamless integration between logic and storage devices.
SC spintronics encompasses a number of challenging aspects: (1) spin current gener-
ation, (2) spin-dependent transport, (3) spin manipulation, and (4) spin detection. This
Thesis is concerned mainly with points (1)–(3), which are expanded below. But first, we
introduce the spin-orbit coupling (SOC) effect which plays a central role in this work.
1.1.1 Spin-Orbit Coupling
The ubiquity of the SOC effect in SC spintronics studies lends itself to the attrac-
tive possibility of “spintronics without magnetism” [8]. SOC describes the inevitable
coupling between the motion and spin of carriers in systems exhibiting low spatial sym-
metries. The best known example is the so-called Rashba SOC which is present in
two-dimensional electron gases (2DEGs) formed in SC heterostructures. Another is the
Dresselhaus SOC which is present in crystals lacking an inversion center, e.g. zincblende
structure.
In the presence of SOC, carriers experience an effective, momentum-dependent mag-
netic field ~B(~k) which splits the degenerate energy spectrum into two branches. Surpris-
ingly, this basic model for SOC leads to a tremendous array of spin-related phenomena
in SCs. Fig. 1.1 shows a selective branch diagram of topics relevant to this Thesis and
how they depend on/are linked by SOC. These topics are discussed below.
1.1.2 Generating Spin Currents and Polarization
Spin currents are electronic currents with a finite spin polarization, i.e. comprising of
unequal numbers of spin-up and spin-down carriers. In pure semiconductors, currents
are inherently unpolarized. The most direct way to generate spin polarized currents
within a SC is via current injection from ferromagnets. Alternatively, externally applied
magnetic fields can be used as spin filters in which unpolarized input currents result in





































Figure 1.1: Branch diagram of spin-related phenomena relevant to this Thesis, and
how they relate to the spin-orbit coupling effect. Topics are categorized under three
main sections, which represent the major blocks of work in this Thesis. Dashed lines
denote dependences across sections.
are always desirable as stray magnetic fields can adversely affect the spins [8]. In recent
years, researchers have proposed various nonmagnetic approaches which utilize SOC.
These include quantum mechanical tunneling through SOC barriers, current induced
spin polarization, and the spin-Hall effect (see §1.1.4). The latter two methods have
recently been demonstrated in experiments [10].
1.1.3 Spin Manipulation and Precession
To make practical spintronic devices, the ability to control spins in a well defined manner
is a prerequisite. One of the major breakthroughs in SC spintronics was the experimental
confirmation that the Rashba SOC strength could be dynamically tuned by a gate
bias [11]. This allows, for example, for the electronic control of the spin precession rate
in SC heterostructures. The seminal spin field-effect transistor (SFET) by Datta and
Das [12] makes use of this very fact to exhibit a gate bias modulation of its electrical
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conductance; it is the spintronic analog of the MOSFET (for details see §2.2.1). All-
electric control of the Rashba SOC forms the basis of operation of most, if not all, SC
spintronic transistor devices proposed in the literature.
1.1.4 Spin Transport and Spin-Dependent Transport
Spin transport: Once a population of spins is created, they naturally diffuse via spin
dephasing mechanisms (§2.1.3). These effectively randomize the spins resulting in a loss
of the spin encoded information or state of the system. In any practical spintronic device,
it is important to be able to transport spins coherently over macroscopic distances (e.g.
across the length of the active region in a SFET). Thankfully, exceptionally long room
temperature spin coherence times of 100 ns in SCs have been demonstrated (three orders
of magnitude longer than in nonmagnetic metals) [13,14], which can accommodate these
requirements.
Spin-dependent transport results from the appearance of spin-dependent velocities
and forces in SC systems (their origins are discussed in §2.3) and inevitably generates
spin currents. The transport is usually described from the perspective of gauge fields
(generalizations of the magnetic vector potential), and leads to interesting phenomena
such as zitterbewegung and the spin-Hall effect (SHE). Zitterbewegung describes the
“trembling motion” of carriers as they precess about the spin-orbit field ~B(~k). The
precession results in oscillatory spin-dependent forces [15] which translates to a jittery
carrier trajectory. The SHE describes the flow of spin current normal to an applied
charge current in SOC systems. The generated spin current in the SHE has no accom-
panying charge current and can be dissipationless, making it of high interest to future
low power technologies [7]. Historically, the SHE was studied as an impurity driven
effect. Recently, however, attention has turned to the intrinsic type which occurs even
in pure crystals. The intrinsic SHE can be further classified into two distinct groups
according to the physical mechanisms which drive them. The first arises from the spin-
dependent trajectory of carriers due to gauge fields in momentum space (e.g. in p-doped
bulk SCs [16]), whilst the second results from a momentum-dependent polarization of
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spins (in Rashba SOC systems [17]). Despite being the subject of countless theoretical
and experimental studies, many aspects of the SHE are still far from being fully under-
stood. For example, the relationship between the impurity driven and intrinsic SHEs is
still unclear, as are exact correlations between the two distinct intrinsic mechanisms.
1.2 Objectives
The objectives of the research work presented in this Thesis are:
• Study ways in which spin polarization and spin currents can be generated in SCs
via the SOC effect and/or external magnetic fields, and how they can be optimized.
• Design new spintronic transistor devices based on the tunability of the Rashba
SOC effect in SC heterostructures.
• Gain a better understanding of intrinsic SHE mechanisms, by studying the physical
significance of gauge fields in SOC systems.
1.3 Organization of Thesis
We begin in Chapter 2 with a review of relevant topics in SC spintronics. A general dis-
cussion of the SOC effect, including the most common types of SOC, and how it affects
spin dynamics is given. We then provide a survey of spintronic devices proposed in the
literature including spin transistors and spin filters, which make use of SOC as well as
external magnetic fields. Next we review the origin of gauge fields and their important
role in spintronics. Lastly, we discuss developments of the intrinsic SHE including the
two known distinct mechanisms, the spectrum of systems in which it occurs, and the
robustness of the SHE against scattering in impure crystals.
In Chapter 3 we address the issue of obtaining spin polarization in SCs using the
SOC effect. We examine several avenues, with and without the use of external magnetic
fields. In the former approach (§3.1), quantum mechanical tunneling through barriers
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with SOC is considered. We find that the tunneling current is spin polarized only when
an anisotropy is introduced in momentum space. We analyze the spin polarization in
various SOC systems for arbitrary angular anisotropies in momentum space. In §3.2,
we analyze the spin filtering properties of a uniform magnetic field applied across a
parabolic quantum well. The effect of adjustable parameters such as magnetic field
strength and well width are investigated. Finally, in §3.3 we study the spin polarization
of electrons in the simultaneous presence of Rashba SOC and a uniform magnetic field.
The cyclotron orbits of electrons are found to exhibit interesting spatial spin textures.
A proposal for the experimental imaging of the textures is discussed.
In Chapter 4 we propose a design for a spin transistor, built upon the original SFET
of Datta and Das [12]. A key requirement for the optimal performance of the SFET is
single channeled transport across the SC channel. Our design eases this requirement by
incorporating the effect of external magnetic fields, allowing for less stringent operating
conditions of the device.
In Chapter 5 we study the spin-dependent transport through a heterostructure-based
device having a spatially nonuniform magnetic field in the active region. We show that
the system is equivalent to that of a free electron in the presence of two gauge fields. The
first is due to the Rashba SOC, whilst the latter is associated with adiabatic transport
through the nonuniform fields; this is called the Berry gauge field. Both gauge fields give
rise to a transverse separation of spins that is reminiscent of the SHE. For the particular
magnetic configuration we consider, the effects of the gauge fields are in competition.
The effect of the Rashba SOC-induced field can be tuned by a gate bias, allowing one
to modulate the transverse spin current in a transistor-like configuration.
Chapter 6 is dedicated to an intrinsic SHE which we propose in zincblende SCs, such
as GaAs. The effect occurs for collimated electrons as they undergo adiabatic transport
through the crystal. The resulting Berry gauge structure is determined, and the physical
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mechanism of the SHE is described. We quantify the effect through calculations of the
spin current, showing that it may be prominent in typical samples. Moreover, the size
of the spin current is found to depend sensitively on the degree of collimation, which
can be modulated dynamically in the proposed design. Finally, the robustness of the
effect against scattering is discussed.
In Chapter 7 we identify a gauge field formalism for the intrinsic SHE in Rashba
SOC systems. This unites the two intrinsic SHE mechanisms as adiabatic, gauge field
induced phenomena. We study the physical interpretation of the gauge fields, and tie
down the unifying origin of the two mechanisms. The relationship between the two
seemingly distinct mechanisms is therefore elucidated.
In Chapter 8 the gauge field formulation devised for the Rashba SOC system above
is extended to intrinsic SHEs in other systems studied in the literature. This provides
a transparent classification of the effect across various spintronic and optical systems.
Finally, we propose an analogous effect in bilayer graphene.
Chapter 9 concludes this Thesis with a summary of the main outcomes and recom-
mendations for future work.
1.4 Methods




Review of Relevant Topics
2.1 Spin-Orbit Coupling
The spin-orbit coupling (SOC) effect is ubiquitous in the field of semiconductor (SC)













where ~p = ~~k is the momentum, m is the electron mass, V is the electrostatic potential,

















The spin-orbit Hamiltonian in Eq. (2.1) above is derived for electrons in a vacuum,
upon reducing the relativistic Dirac equation in the low energy limit [18]. Qualitatively,
the effect can be understood from special relativity arguments; for an electron moving
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through a lattice, an electric field is Lorentz transformed to an effective magnetic field
in the rest frame of the electron [4,18]. Since the SOC strength is inversely proportional
to the relativistic energy gap mc2 ≈ 0.5 MeV, the effect in vacuum is highly suppressed.
In SCs, however, the effect can be significantly enhanced as the energy gap can be of
order 1 eV [18–20]. Phenomenologically, Eq. (2.1) represents an electron in the presence




+ V − γ~σ · ~B(~k) (2.3)
where γ is the coupling strength. To avoid confusion with an ordinary magnetic field ~B,
we will denote the spin-orbit field as ~B(~k) throughout. For each ~k, the spin degeneracy






+ V ± γ| ~B(~k)|. (2.4)
The |−〉 state therefore corresponds to the energetically lower of the two subbands. We
shall adopt this sign convention throughout this Thesis. The spin degeneracy of elec-
trons and holes in generic semiconductors occurs due to the combined effect of spatial
and time reversal symmetry. In the absence of a real, external magnetic field the time
reversal (TR) symmetry of the SOC system is preserved. This implies ~B(~k) = − ~B(−~k).
On the other hand, spatial inversion symmetry implies ~B(~k) = ~B(−~k). Thus, when
both symmetries are intact, ~B(~k) ≡ 0, and the degeneracy is restored in Eq. (2.4). How-
ever, the SOC can be finite in systems and structures which break the spatial inversion
symmetry [18,21]. Two common instances are the structural inversion asymmetry (SIA)
in two-dimensional electron gases (2DEGs) in SC heterostructures, and bulk inversion
asymmetry (BIA) in certain crystal structures [18]. Spatial inversion asymmetries can
also arise from mechanical strain in crystals [22–24].
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2.1.1 Dresselhaus Effect
Crystals with zincblende structure, such as GaAs, InSb, and HgxCd1−xTe, lack a center
of inversion and exhibit BIA. The BIA-induced SOC is known as the Dresselhaus SOC





y − k2z)σx + ky(k2z − k2x)σy + kz(k2x − k2y)σz
)
, (2.5)
where η is the coupling strength. The splitting due to BIA has been observed exper-
imentally by detecting the spin precession in GaAs using antilocalization [27], where
η was estimated to have a value of 26 eVA˚3. In heterostructures, where electrons are
confined in say the zˆ-direction to a 2DEG (in the xˆ-yˆ plane), we have 〈kz〉 = 0 and
〈k2z〉 ≈ (pi/d)2, where d is the confinement width. The Hamiltonian in Eq. (2.5) is then
reduced to the k-linear form [20,21,28–30]
HD = β (kxσx − kyσy) , (2.6)
where β ≈ η(pi/d)2.
A third form of the Hamiltonian exists for tunneling electrons. For electrons tunnel-
ing along the zˆ-direction, the wavevector kz has a greater magnitude than the remaining
two components, i.e. |kz | > |~k‖| where ~k‖ = (kx, ky). Under this condition, the full
Hamiltonian in Eq. (2.5) can be simplified to read [31]
HD = η (kyσy − kxσx) k2z . (2.7)
2.1.2 Rashba Effect
In SC heterostructures, electrons become confined along the growth direction (say zˆ)
to a 2DEG (in the xˆ-yˆ plane). The asymmetry of the confinement potential along the
growth direction leads to SIA, in which there is a non-zero average electric field 〈Ez〉
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leading to the Rashba SOC effect [32, 33]
HR = α (kyσx − kxσy) , (2.8)
where α = 2λ〈Ez〉 and λ is a constant coefficient. Typically, α has values between 0.1
and 1 × 10−11 eVm−1 [11]. Unlike the Dresselhaus SOC, the coupling strength of the
Rashba SOC can depend on macroscopic electric fields [18]. One of the key developments
in SC spintronics was the experimental confirmation that the Rashba parameter α could
be adjusted using an external gate bias [11, 34–36]. A modulation of α of up to 50%
was observed [11]. This demonstrated the possibility of all-electric spin manipulation
in heterostructures. Indeed, this is one of the central paradigms of SC spintronics,
and is crucial to the development of the spin-field effect transistor (SFET, see Section
2.2.1 below). Experimentally, the spin splitting due to SIA and BIA is probed via
magnetoconductivity [37,38] and Shubnikov-de Haas measurements [11,39,40], and via
weak antilocalization analysis [41].
2.1.3 Spin Dynamics in the Presence of SOC
The effective magnetic field ~B(~k) naturally defines an axis for spin polarization in SCs.
Under an applied charge current, carriers acquire a finite net momentum, and conse-
quently experience a net effective field which polarizes the spins. This is known as
current-induced spin polarization [42], and has been observed in recent experiments
[10, 43]. On the other hand, the precession of spins about ~B(~k) [44] is of paramount
importance, owing to its role in the SFET. This has been studied for the Rashba SOC
in many works, e.g. in Refs. [45, 46]. Spin precession in the presence of both Rashba
and Dresselhaus SOC in 2DEGs was studied in Ref. [47], which found a strong de-
pendence on the crystallographic propagation direction. This system was extended to
include a superlattice of magnetic field barriers (the so-called magnetic Kronig-Penney
system) [48]. The resulting precession was shown to result in effective spin filtering at
the superlattice output (see also §2.2.2). The precession of spins about ~B(~k) leads to an
additional oscillatory motion of carriers. This is termed zitterbewegung, and occurs from
11
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the coupled carrier and spin dynamics in SOC systems [49–52] (see §2.3.1 for details).
Since the effective SOC field is momentum-dependent, spin precession in the presence
of scattering generally leads to a randomization of spins which is undesirable in spintronic
applications. The dominant of such spin dephasing mechanisms is the D’yakonov-Perel’
(DP) mechanism [53–55] (for the secondary Elliott-Yafet mechanism see Refs. [56, 57]):
suppose electrons precess about ~B(~k) with a Larmor frequency ω, and that momentum
scattering processes k → k′ are characterized by mean free time τ . Usually ωτ < 1,
and spins rotate a small angle about ~B(~k) before being scattered. After scattering,
the spins immediately begin precessing about ~B(~k′) with a new speed and direction.
The spins therefore follow a random walk between scattering events. This limits the
length scale of spintronic devices. For example, in the original proposal, the SFET [12]
was necessarily a ballistic device. To remove the ballistic requirement, Schliemann et
al. [58] and Cartoixa` et al. [59] proposed an alternative design in which the Rashba
and Dresselhaus SOC parameters are exactly matched. Typically in heterostructures,
α β. However, the Dresselhaus SOC contribution can be enhanced by a suitable choice
of material and for narrow QWs (this follows from Eq. (2.6)), and the condition α ≈ β
can be approached. Under this condition, the direction of ~B(~k) becomes independent
of ~k, thus suppressing the DP mechanism [60]. The peculiar condition α = β is termed
the persistent spin helix (PSH) state [61]. The coherent precession behavior of spins in
the PSH state has been analyzed theoretically [62–64]. Experimentally, the PSH has
been observed recently, manifesting itself as a significantly enhanced lifetime of spins,
probed by spin-grating spectroscopy [65] and magnetoconductance measurements [66].
Elimination of the DP mechanism can also be achieved in quantum wires when the
transport is strictly one dimensional [55].
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2.2 Spintronic Devices
2.2.1 Spin Field-Effect Transistor
Two decades ago, Datta and Das [12] proposed a spintronic analog of the transistor,
the spin field-effect transistor (SFET). The basic operating principle of the device is
illustrated in Fig. 2.1. The generic structure of the SFET mimics that of its elec-
tronic counterpart, having a semiconductor channel sandwiched between source and
drain electrodes, and with a Schottky gate above the channel. The channel is assumed
to be a 2DEG formed in a SC heterostructure (vertical growth direction; see Fig. 2.1)
with Rashba SOC, whilst the source and drain are ferromagnetic (FM) having parallel
magnetizations. The source injects spin-polarized current into the channel (we assume
perfectly efficient injection). For electrons traveling along the xˆ-direction, the effective
field ~B(~k) points along yˆ (as inferred from Eq. (2.8)), causing spins to precess in the xˆ-zˆ
plane by an amount 2mαL/~2 [12, 45] where m is the effective electron mass, α is the
Rashba SOC parameter, and L is the length of the channel. Since α can be modulated
by the gate electrode (in a linear fashion [11]), the amount of precession, and thus the
orientation of spins reaching the collector electrode can be controlled. One then has a
novel way to modulate the electronic conductance of the device. In particular, if the
spins reaching the collector are antiparallel to the collector magnetization, the current
is switched off completely. Although in principle the SFET is elegant in its simplicity,
it took almost two decades for experimentalists to succeed in its realization [67]. The
device encapsulates many of the key challenges in SC spintronics:
1. Efficient spin injection into a SC is difficult due to the conductivity mismatch [68]
at the FM/SC interfaces. However, methods to circumvent this have been proposed
[69–71], and modest spin injection efficiencies of up to ∼ 50% have been observed
experimentally [72] at room temperature. An alternative solution is to utilize
dilute magnetic semiconductors (DMSs) as spin injectors instead of FM metals
[73, 74]. However, this faces the separate problem of low Curie temperatures,
which characterizes presently known DMS materials.
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Figure 2.1: Illustration of SFET device proposed by Datta and Das [12]. The source
and collector are ferromagnetic with parallel magnetizations, separated by a 2DEG
channel formed at a heterostructure interface, e.g. InAlAs/InGaAs. Spins are injected
into the channel from the source, and precess about the effective Rashba field ~B(~k) which
points along the yˆ-direction. The gate bias modulates the strength of ~B(~k), and thus the
rate of spin precession in the channel. Spins that arrive at the collector parallel to the
collector magnetization pass through easily (high conductance), whereas those arriving
antiparallel to the collector magnetization are scattered (low conductance). The device
therefore acts as a transistor, whose conductance can be modulated electronically.
2. Effective gate control of spin precession. Electronic modulation of the Rashba SOC
parameter was demonstrated experimentally in [11]. This has paved the way for
voltage-induced spin precession, experimentally measured via the Hanle effect [67].
3. The optimal operating conditions of the SFET require strictly one dimensional
transport [12, 75], i.e. the 2DEG must be made quasi-one dimensional, and only
a single transverse mode made occupied (we call such transport single moded or
single channeled). This is difficult to realize in practice [76]. In particular, it
requires a strong transverse confinement. A method to ease this requirement was
proposed [77], which utilizes a perpendicular magnetic field in the channel region:
the magnetic field is equivalent to an enhanced, parabolic transverse confinement,
whilst the precession behavior remains almost unchanged [77]. A two channeled
SFET with enhanced control of spin precession was presented in Ref. [78].
4. Spatially nonuniform Rashba SOC parameter [79].
Since its original conception, many variants of the SFET have been proposed. For
instance, the original proposal considered only the Rashba SOC within the SC channel,
whereas more recent works also consider the effect of the Dresselhaus term. In Refs.
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[47,62,80,81] the Dresselhaus SOC was shown to induce a strong dependence of the spin
precession on the crystallographic orientation of the channel. Further application of a
controlled, in-plane magnetic field was shown to completely eliminate spin precession [82]
within the channel. This behavior could be switched “on” and “off” electronically,
thus allowing for SFET-like operation. Moreover, as discussed, tuning the Rashba and
Dresselhaus SOC strengths to be equal allows the conception of diffusive SFETs [58,59,
63,83]. A completely nonmagnetic SFET was proposed in Ref. [84].
2.2.2 Spin Filters
A spin filter is a device which preferentially filters one spin species (spin-up, say) over
the other. An intuitive way to implement spin filtering is through the use of magnetic
field barriers which affect electron transport in a spin-dependent way. The experimen-
tal realization of such magnetic barriers (that are of nanometer dimensions) have been
achieved through the fabrication of magnetic dots [85], lithographic patterning of FM
materials [86–88] and deposition of type-II superconductors [89] on 2DEGs. Matulis et
al. [90] theoretically studied the electron transport through such magnetic barrier con-
figurations (see Fig. 2.2, adapted from [90]), approximating them as having rectangular-
shaped distributions. Although the spin-dependence of the transport was ignored, the
work showed that quantum tunneling through magnetic barriers was inherently depen-
dent on the electron wavevector, in contrast to electrostatic ones. The spin filtering
behavior of magnetic barriers was first studied by Majumdar [91]. There, a magnetic
barrier due to an FM stripe deposited with in-plane magnetization (see Fig. 2.2(b))
was approximated as a pair of delta functions, as illustrated in Fig. 2.3 (a). The same
system was also studied subsequently by Papp and Peeters [92], indicating that a sub-
stantial spin polarization could be obtained from the structure. Later, however, it was
clarified that the structure in Fig. 2.3 (a) does not give rise to any spin polarization, see
Erratum [93] to [92] and Refs. [94,95]. Instead, a symmetric magnetic barrier configura-
tion shown in Fig. 2.3 (b) is required for finite spin polarization. The spin polarization
through such structures has been studied, e.g. in Refs. [96–98]. Jalil et al. [99] considered
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a periodic system of symmetric barriers, e.g. in Fig. 2.3 (c), showing that large polar-
ization of 75%–100% can be achieved. A similar analysis was performed in a magnetic
Kronig-Penny system [48], consisting of a periodic array of delta barriers with alternat-
ing signs. There it was found that if the number of delta barriers N was odd (see Fig.
2.3 (d)), a modest polarization of up to 70% could be achieved, whilst for even N the
polarization vanished in accordance with the asymmetric barrier case. A finite polar-
ization can also be resulted in asymmetric configurations, when the magnetic barriers
are modeled as rectangular and have different spatial widths as illustrated in Fig. 2.3
(e) [100], or when the delta barriers are of unequal strength [101]. The incorporation of
Rashba (and Dresselhaus) SOC into such filters (see Fig. 2.3(f)) was studied in several
works, e.g. [48, 102, 103]. A general finding of the polarization in these structures is its
tunability via the Rashba SOC parameter, making it an ideal source of spin current in
applications. The predicted polarization approaches 100% for modest values of magnetic
field (2–3 T) and SOC parameter. Magnetic barriers due to FM stripes deposited with
perpendicular anisotropy (see Fig. 2.2(a)) can be approximated as a magnetic step-type
barriers, as illustrated in Fig. 2.3 (g), which can lead to polarizations of ∼ 20% [104,105].
Again, only the symmetric magnetic barrier structures can possess spin filtering proper-
ties [104]. Calculations of the spin polarization for realistic barrier shapes (see Fig. 2.3
(h) and [90] for formulae) were performed in Refs. [106,107], the latter also taking into
consideration a finite Rashba SOC.
2.2.3 Subband Filters in SOC Systems
Just as a spin filter preferentially selects one spin species over the other, a subband filter
preferentially selects one eigenstate of a SOC system. The simplest known example
studies the subband-dependent transmission of conduction electrons through a single
symmetric barrier with k3 Dresselhaus SOC [31,109] (n.b. there, it is misleadingly called
“spin-dependent tunneling”). A similar analysis for single asymmetric barriers with
Rashba SOC was performed in Ref. [110]: a subband polarization of ∼ 10% was predicted
for realistic values of a InP/AlInAs/GaInAs structure. Later, this work was extended
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Figure 2.2: (left) Layout of a generic magnetic barrier system, which entails deposi-
tion of a stripe above a 2DEG. (right) Various stripe configurations and their resulting
magnetic field distributions, assuming h/d  1 and h/z  1. (a) Ferromagnetic stripe
with perpendicular magnetic anisotropy and (b) in-plane magnetic anisotropy. (c) Con-
ducting stripe through which a current flows (into the page), and (d) Superconducting
(S) plate interrupted by a stripe (N). Explicit expressions for the field distributions are
given in Ref. [90]. This figure is adapted from this paper.
to the case of double barrier resonant tunneling diode (RTD) structures [111–114].
Let us briefly review the RTD structure. Conventional SC RTDs (in which SOC
effects are neglected) consist of a double barrier structure forming a single quantum
well (QW) (see, for example, Refs. [115,116]). The typical potential profile of a RTD is
illustrated in Fig. 2.4(a). The structure can be realized in multi-layered SC heterostruc-
tures, which can be readily fabricated using modern molecular beam epitaxy (MBE)
techniques. Quantum mechanical confinement effects give rise to quantized energy lev-
els of electrons (E0, E1, · · · ) within the QW, which define the resonant tunneling modes
of the device. In the RTD structure, the tunneling probability of electrons approaches
17









Figure 2.3: Chart of various spin filtering devices utilizing magnetic field barriers
(green). The red, dashed arrows indicate the direction of electron transmission. (a)
Lithographic patterning of FM materials on 2DEGs, having in-plane magnetization
gives rise to spatially confined fringing fields (see Fig. 2.2 (a)), which can be approx-
imated as magnetic delta barriers [91, 92]. This structure, however, does not possess
spin filtering properties. (b) A symmetric configuration of delta barriers exhibits finite
spin polarization [93–98]. (c) Periodic array of symmetric barriers [99]. (d) Periodic
array of asymmetric barriers [48, 108]; a finite polarization can be attained only when
the number of barriers is odd. (e) An asymmetric barrier can induce a finite polariza-
tion, when the magnetic fields are modeled as rectangles with different widths [100]. (f)
Spin filtering under the influence of magnetic barriers and Rashba and Dresselhaus SOC
leads, in general, to spin polarization which is tunable via a gate bias [48,102,103]. (g)
Lithographic patterning of FM materials on 2DEGs with perpendicular magnetization
gives rise to Mexican-hat type fields which are modeled as rectangular in Refs. [104,105].
A more accurate model of the barriers (h) was considered in Refs. [106,107]. Large spin
polarizations approaching 100% were predicted there.
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unity (i.e. the barrier is transparent) for injection energies corresponding to the reso-
nant modes; this is in stark contrast to single barrier systems, in which the tunneling
probability is always much less than unity. The high transmission is manifested in the
I-V characteristics of RTD devices [117, 118]. As the voltage V across the well (the
emitter-collector bias) is increased, the Fermi level in the emitter region shifts upwards,
eventually becoming aligned to the ground state level E0 inside the well, and resulting
in a current peak [see Figs. 2.4(b) and (d)]. As the bias is further increased [see Fig.
2.4(c)], the Fermi level moves away from E0 and since no other states are available for
tunneling the current decreases (this reduction results in the negative differential resis-
tance characteristic of RTDs). With a further increase in the applied bias, the condition
for resonant tunneling will occur once again as the Fermi level approaches the next res-
onant mode within the QW. The observed series of peaks in the I-V curves correspond

















Figure 2.4: (a) Potential profile in a resonant tunneling diode device. EC denotes the
conduction band edges, EF is the Fermi level, and E0, E1, · · · are the quantized energy
levels in the quantum well, (b) Under an applied bias across the device, the Fermi level
in the emitter shifts upwards. The resonant tunneling condition is met when the Fermi
level in the emitter is aligned to one of the energy levels in the quantum well, resulting
in large current transmission through the structure, (c) A further increase in applied
bias reduces the current through the device, (d) The I-V characteristics of the RTD,
showing the current peak and region of negative differential resistance.
In Refs. [111,112], the subband filtering performance of DB-RTDs with Rashba SOC
within the QW region was studied. The Rashba SOC arises from the asymmetric nature
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Figure 2.5: (a) Schematic illustration of TB-RTD spin filter device. The zˆ-axis is set
vertically, pointing downward. The shaded areas denote the metal electrodes for the
I-V measurement. (b),(c) Conduction band potential profiles for the proposed device
to show how the matching of spin-dependent resonant tunneling levels is performed by
controlling the emitter-collector bias voltage. The downward and upward arrows in
region 1 denote the |+〉 and |−〉 Rashba SOC subbands, respectively (n.b. the states in
the second well are inverted with respect to the first, because of the opposite asymmetry
of the wells). The pictured collector detects tunneled electrons with k‖ > 0, which
enables the generic subband filter to act as a spin filter (see main text below). Figure
adapted from Ref. [119].
of the QW under an applied bias, e.g. as shown in Fig. 2.4 (b) and (c). An essential
difference with conventional RTDs is that the energy levels within the QW become
spin-split due to the Rashba SOC, E0 → E±0 , E1 → E±1 , · · · . Clearly, different emitter-
collector biases are now required to align the Fermi level of the emitter with the split
levels, E±i . This results in a splitting of the current peaks in the I-V characteristics (or,
equivalently, a difference in the transmission probabilities of the Rashba eigenstates),
giving rise to a finite subband filtering efficiency, ν 6= 0. Experimentally, the energy
difference ∆ = |E+i −E−i | should be made sufficiently large, so that the splitting of the
peaks can be well-resolved. The work in Refs. [111,112] suggested that it is possible to
obtain a subband filtering efficiency of ν ∼ 50–100%, when the device is appropriately
biased. Subband-dependent tunneling through symmetric DB-RTD structures with k3-
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Dresselhaus (and no Rashba) SOC, was studied in Refs. [113,114], where ν ∼ 50%.
In Ref. [119], the case for a triple barrier Rashba SOC RTD (TB-RTD) formed in
SC heterostructures was investigated (see Fig. 2.5(a)). This system comprises of two
asymmetric QWs formed between three barriers; it is a 7-layered structure. Resonant
tunneling in this case requires the additional condition that the spin-split levels within
the two QWs are also matched (Fig. 2.5(b) and (c)). This again results in a splitting
of the transmission resonances, and for a sufficiently large Rashba splitting between the
subbands, the subband filtering efficiency was predicted to exceed ν > 99.9% [119] under
appropriate biasing. The case for a TB-RTD with combined Rashba and Dresselhaus
SOC was considered in Ref. [120].
In general, subband filtering does not correspond to spin filtering. This has been ad-
dressed by many of the works mentioned above. Each subband, |+〉 and |−〉, comprises
of an ensemble of degenerate modes ~k with energies given by Eq. (2.4). In particular,
because of TR symmetry, we have ~B(~k) = − ~B(−~k), and the net polarization averaged
over all modes necessarily vanishes within each subband. To obtain a finite spin polar-
ization nonmagnetically, one must introduce an asymmetry in wavevector distribution.
This can be achieved e.g. through the use of a ‘one-sided collector’, which collects ex-
actly half of the states on the Fermi surface [112,119–121] (for an example, see Fig. 2.5).
Alternatively, one could apply a weak electric field [111–113] to induce the required
asymmetry in ~k-space (see Refs. [112,113] for explicit calculations of the achievable spin
polarization).
A subband filter based on the cyclotron motion of electrons under SOC was dis-
cussed in Ref. [122]. In the presence of SOC, the cyclotron radii of electron orbits in a
uniform magnetic field are subband dependent. This was exploited experimentally in a
magnetic focusing arrangement [123], in which the magnetic field strength was adjusted
to selectively detect one of the two subbands [122].
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2.3 Spin-Dependent Gauge Fields
A few preliminaries. The simplest example of a gauge field is the magnetic vector
potential ~A corresponding to a magnetic field ~B. It satisfies
Bλ = ∂µAν − ∂νAµ, (2.9)
where λ, µ, ν are spatial coordinates satisfying λµν = +1. The field strength ~B remains






where λ is an arbitrary scalar field on ~r. An electron transported around a closed loop





d~r · ~A. (2.11)
Being gauge invariant, the phase φ can be observable, and is indeed revealed in the
Aharonov-Bohm (AB) effect [125].
2.3.1 Spin-Orbit Gauge Field
The magnetic vector potential ~A can be generalized to higher orders. For example,
it has been realized that SOC can be formulated within a gauge field framework, by













∇V × ~σ (2.13)
is a 2×2 spin-dependent gauge field. This gauge field first gained popularity in describing
the spin-dependent version of the AB effect, namely the Aharonov-Casher (AC) effect
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[126–130]. In contrast to the AB effect, the gauge field in the AC effect does not break
TR symmetry [129], occuring in the absence of magnetic fields. Moreover, A is non-
Abelian i.e. its components are non-commuting. The corresponding field strength (the
λ-component) is prescribed by the Yang-Mills tensor [136],
Fµν = ∂µAν − ∂νAµ − ie
c~
[Aν ,Aµ] ≡ λµνΩλ. (2.14)
Owing to the spin-dependence of A, the field strength curvature is also spin-dependent
[137]. This gives rise to spin-dependent Lorentz forces on spin currents [51, 131, 138],
which describe a transverse separation of spins (see Spin-Hall Effect below) [51,131] and
zitterbewegung in SOC systems [51]. For the case of Rashba SOC, the force is propor-
tional to α2 [15], and the resulting transverse spin current can be varied electronically.
Spin precession due to the non-Abelian SOC gauge field was studied in Ref. [135]. In
Ref. [139], the PSH state in systems with both Rashba and Dresselhaus SOC was ana-
lyzed from the perspective of gauge transformations. Others have found that the field
strength F naturally defines equilibrium spin currents in the presence of SOC [132,134].
Recently, a perfect spin filter (with 100% spin polarization) based on the spin-dependent
phases acquired by electrons under F was proposed [133].
2.3.2 Berry Gauge Field
In 1984, Berry studied the adiabatic evolution of eigenstates of quantum systems. In
particular, for a system with Hamiltonian H = H(P) depending on parameters P, he
found that a cyclic adiabatic evolution of the eigenstates |ψ〉 in P-space was accompanied
by a phase factor [140] (the Berry phase)
φB =
∮
dP · A(P), (2.15)
whereA(P) = −i〈ψ|∂P |ψ〉, in addition to the usual dynamic phase. Soon afterwards, the
geometric meaning of the Berry phase as the holonomy as one performs parallel trans-
port across fibre bundles was clarified [141]. In direct analogy with Eq. (2.11), A(P)
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represents a gauge field in P-space whose curvature, known as the Berry curvature,
can be computed in general from Eq. (2.14). Remarkably, the Berry curvature exhibits
Dirac monopole-like singularities at points in P-space at which the system Hamiltonian
exhibits degeneracies [140]. The appearance of Berry gauge fields in the adiabatic evo-
lution of quantum mechanical systems is natural [142], and plays an important role in
many dynamical systems.
Due to the analogy with standard electromagnetism, the Berry curvature not only af-
fects the phase but transport of particles as well. This constitutes the field of topological
transport. The first known instance of topological transport is the quantum Hall effect
(QHE) [143] which occurs in 2DEGs in the presence of strong magnetic fields. The re-
markable quantized Hall conductivity was found to be the integral of the ~k-space Berry
curvature over the Brillouin zone [144], which equals the topological Chern invariant
indexing the number of occupied bands: an integer n.
One of the most accessible examples in spintronics is the adiabatic electron transport
in the presence of spatially nonuniform magnetic fields. Adiabatic transport requires
that an eigenstate of a slowly varying quantum system continues to be an eigenstate for
all time.1 Assuming adiabaticity, a spin-dependent gauge field A(~r) arises (here P = ~r),
which results in opposite Lorentz forces for oppositely polarized spins [148–150]. This
induces a Hall effect which was quantified for particular spatial configurations of the
magnetic field. Topological spin pumping, caused by the spin-dependent transverse mo-
tion of electrons [151], have also been described by ~r-space Berry gauge fields [151,152].
In a separate context, a generalized Landau-Liftshitz equation describing magnetization
motion in half metals, with topological corrections due to spatially nonuniform magne-
tization, was presented in Ref. [153]. These constitute adiabatic corrections to the spin
torque [154–157].
Similar gauge structures appear in the reciprocal ~k-space of quantum systems. For
example, in p-doped SCs, a ~k-space gauge structure appears naturally [158, 159] under
adiabatic evolutions of wavevector ~k. Interestingly, the structure is non-Abelian in the
1The requirement for adiabatic transport is traditionally stipulated by the Quantum Adiabatic Theo-
rem (see, for example, Eq. (2) of [145]), although recently this has been subject to controversy [145–147].
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light-hole band, whilst it is Abelian for heavy-holes. The physical consequence of the
gauge structure is a spin-dependent velocity of accelerated electrons [160]. This gives
rise to the remarkable intrinsic spin-Hall effect (SHE) in Luttinger systems [16, 161,
162]. Analogous effects are predicted to occur for photons [163–166], phonons [167]
and excitons [168, 169] (see Spin-Hall Effect below for details). Intrinsic contributions
to the anomalous Hall effect (AHE) have also been attributed to Berry’s curvature in
momentum-space; for a recent and comprehensive review see Ref. [170].
2.4 Spin-Hall Effect
2.4.1 Systems and Mechanisms
The spin-Hall effects (SHEs) are a family of phenomena in which an electric current
generates a transverse spin current. The SHE was originally predicted as an extrinsic
effect, which occurs due to spin-dependent scattering of carriers by either the skew
scattering or side jump mechanisms [171–173]. In this thesis, we shall focus exclusively
on the intrinsic SHE, which arises from band structure effects in perfect crystals. The
basic effect is illustrated in Fig. 2.6. The spin current Jz illustrated in Fig. 2.6 denotes
a pure spin current in which an equal number of spin-up and down species move in
opposite transverse directions. Theoretically, one quantifies the SHE through the spin-
Hall conductivity (SHC), σs ≡ Jz/Ex. Representing the component spin-up (down)
currents as J↑ (J↓ = −J↑), the spin-Hall current is Jz = J↑ − J↓ 6= 0 whereas the net
charge current along the separation direction, J↑ + J↓, vanishes [174]. Thus no charge
current accompanies pure spin currents. An interesting property of Jz is symmetry
under TR (the TR operation interchanges the components J↑ ↔ J↓). Since the electric
field is TR even, the transport coefficient σs governing the SHE is also even under TR
symmetry. Consequently, in principle, the spin current can flow without dissipation,
i.e. without producing Joule heating [16, 175]. This property of spin-Hall currents has
attracted much theoretical and experimental interest in the SHE. However in the SHE,
the driving charge current J still dissipates heat in the usual manner. Several researchers
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Figure 2.6: Illustration of the intrinsic SHE. When one applies a charge current J
through a pure crystal, a pure spin current Jz flows which separates spins along the
transverse direction. The spin, separation direction, and J are mutually orthogonal.
The pure spin current comprises of component spin-up J↑ and spin-down J↓ currents,
where J↑ = −J↓, giving rise to the finite SHE, Jz = J↑ − J↓. The charge current
J↑ + J↓ along the separation direction, however, vanishes. Experimentally, the SHE
is observed from the spin accumulation resulting from the component currents at the
sample boundaries.
have since proposed special materials known as spin-Hall insulators [175–177], in which
spin-Hall currents can flow in the absence of any charge current. Experimentally, the
observable signature of the SHE is the spatial spin accumulation profile which builds up
along the lateral sides of samples detected optically [43,178,179]. Thus far, theoretical
studies which relate the pure spin current to the spin accumulation and optical signature
are lacking [180]. Such studies are desirable to facilitate comparison of experimental
observations with theoretical predictions. An electronic measurement of the SHE was
made for the first time in Ref. [181].
The intrinsic SHEs were discovered independently by Murakami et al. [16] in p-
doped bulk semiconductors, and Sinova et al. [17] in 2DEGs with Rashba SOC. In both
cases, an applied electric field drives a transverse separation of spins in the absence
of impurities. However, the two effects are governed by distinct physical mechanisms
[168]. The former effect [16] arises from the topological Berry curvature in ~k-space of
holes [158, 159]. This results in a transverse separation of hole spins due to the spin-
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dependent velocity [160]. The SHE in Rashba SOC systems [17], on the other hand,
results from the electric field induced momentum-dependent spin dynamics: oppositely
traversing electrons acquire opposite spin polarizations. Due to relation with the Berry
curvature, the former mechanism becomes enhanced when the Fermi level lies near band
degeneracies [168,182], whilst the latter does not. The two mechanisms are summarized





Figure 2.7: Illustration of transverse spin separation mechanisms for the intrinsic SHEs
in (a) p-doped bulk semiconductors and (b) Rashba SOC systems driven by charge cur-
rent J . In (a), carriers experience a spin-dependent velocity in the transverse direction
(indicated by the orange arrows) which leads to spin separation. The velocity arises
from the Berry curvature in momentum space. In (b), the spin separation is achieved
via momentum-dependent magnetic fields; carriers with transverse momentum of +ky
(−ky) become polarized along opposite directions (the green arrows indicate the direc-
tion in which the spins tilt). The mechanisms in (a) and (b) are clearly distinct.
The two distinct mechanisms provide a classification of the intrinsic SHE. For each
classification, there are now an abundance of known instances. The mechanism in
Fig. 2.7(a), for example, occurs in many systems ranging from photonics to phonon-
ics. This highlights the ubiquitous nature of the ~k-space Berry curvature. Firstly, it
can be attributed to intrinsic contributions of the AHE in ferromagnets [183–185], and
in pyrochlore and Kagome´ lattices [186–192] with a finite spin chirality (the solid an-
gle subtended by non-coplanar spins). An analogous effect occurs for photons in the
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optical Magnus effect [193], in which light of opposite circular polarizations (left and
right) undergo opposite shifts normal to the ray. The topological nature of this effect
was revealed in Refs. [163–165], in which an exact analogy was drawn with the SHE in
Ref. [16]; in the optical model the circular polarization is represented by a pseudospin
degree of freedom. This effect has recently been confirmed in experiments [166]. In
phononics, transverse acoustic phonons experience similar shifts depending on their po-
larization [167]. The study of excitons in semiconductors [169] and in alkali halides and
Cu2O [168], has also revealed a ~k-space Berry structure leading to the spin-Hall effect.
In Ref. [168], a method was proposed to directly capture the spin-dependent trajectory
of excitons in the presence of the Berry curvature. This could provide an experimental
insight of the mechanism for the first time.
The SHE due to the mechanism in Fig. 2.7(b) also has a counterpart in optics,
when polaritons undergo Rayleigh scattering in semiconductor microcavities [194]. The
polarization of polaritons can be described by a pseudospin model, and it is found
that upon scattering, polaritons acquire a finite pseudospin component corresponding
to circular polarization which depends on the initial momentum. The scattering itself
does not produce this effect (i.e. it is not the analog of the extrinsic SHE). Instead, the
scattering replaces the role of the electric field in Fig. 2.7(b), in inducing the momentum-
dependent spin dynamics. This effect has been confirmed in several experiments [195–
197].
2.4.2 Effects of Impurity Scattering
The issue of impurity scattering in the intrinsic SHE is critical, as it generally weakens
the effect. This is different from the extrinsic SHE, which provides a positive contribution
to the SHC [198]. Presently it is unclear, however, whether any relationship exists
between the extrinsic SHE and the disorder effect on the intrinsic SHE [199].
The effect of disorder on the spin current is analyzed by introducing vertex correc-
tions. Remarkably, for an infinite Rashba SOC system [17] the vertex corrections exactly
cancel the intrinsic SHC, even in the limit of arbitrarily weak disorder [200–206]. The
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SHC in this system does not vanish, however, e.g. in the presence of spin-dependent
impurities [207], and for finite-sized systems [201, 208]. The vanishing SHC in infinite
Rashba SOC systems is attributed to the special form of the Hamiltonian. It is not the
case for general SOC systems, e.g. in k2-coupling in 2D hole gases [209,210], p-type bulk
semiconductors [211] and n-type bulk semiconductors with k3-Dresselhaus SOC [198].
29
CHAPTER 3
Spin Polarization in Semiconductors
The creation of spin polarization is a prerequisite for enabling spintronics. This chapter
is divided into three sub-chapters, each of which describe a method of a achieving this
goal in semiconductors (SCs).
In Section 3.1, a completely nonmagnetic approach is described. As reviewed earlier,
the tunneling of electrons through a barrier with spin-orbit coupling (SOC) results in
subband filtering, where the spin-split SOC subbands have nonidentical tunneling prob-
abilities. From a nonmagnetic point-of-view, a finite spin polarization can be obtained
from this system if only the symmetry of electrons in momentum (~k-) space is broken.
Results for the spin polarization are presented for several candidate SOC barriers. Inter-
esting results are found for the case of barriers with combined Rashba and Dresselhaus
SOC, which could have useful practical applications.
In the second approach in Section 3.2, we study the resonant spin polarization ob-
tained when electrons undergo transmission across an externally applied magnetic field
and a parabolic quantum well. Here it is found that the magnetic field naturally induces
a finite spin polarization along the direction of the applied field. We find that the spin
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polarization can be very high, and is capable of reaching nearly 100% for reasonably
small magnetic fields.
In the third approach described in Section 3.3, we consider the spin polarization of
electrons in the presence of both an external magnetic field and Rashba SOC. Since the
SOC results in an effective, momentum dependent magnetic field, we expect that the
spin polarization of electrons reflects the interplay between the real and effective fields.
Indeed, this is clearly manifested in our results.
3.1 Spin Polarization of Tunneling Electrons Through SOC
Barriers Induced via Asymmetries in Momentum Space
3.1.1 Introduction
Spin-orbit coupling breaks the spin degeneracy of free electrons into two subbands in
the absence of a magnetic field. In Section 2.2.3, we reviewed methods in which one
may preferentially select one subband over the other via subband-dependent tunneling
[31,119,212]. Due to time reversal (TR) invariance, the tunneling current obtained from
these schemes have zero net spin polarization. Basically, each subband consists of an
ensemble of degenerate electron modes ~k, whose spins lie either parallel or antiparallel
to the effective spin-orbit field, ~B(~k). TR invariance implies that ~B(~k) = − ~B(−~k), and
so the net polarization averaged over the entire Fermi surface of the tunneling electrons
vanishes. An obvious way to induce a finite spin polarization is to explicitly break the
TR invariance by introducing an external magnetic field in the system. However, the
study of nonmagnetic approaches for obtaining spin polarized currents is important from
the perspective of attaining high quality samples and the absence of stray magnetic fields
which could adversely affect the generated spin currents [8,84,119]. One such approach
is to break the symmetry of the tunneling electrons in ~k-space, such that an electron
~k does not always have a partner ~−k. Then, the cancellation of spin polarization is
suppressed, with the degree of suppression depending on exactly which electrons are
collected on the Fermi surface. This approach has been studied previously by several
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works [112, 119–121]. Ref. [119] studied the tunneling of electrons through a barrier
with Rashba SOC, where symmetry in ~k-space was broken through the use of a ‘one-
sided collector’, which collects states lying on exactly one-half of the Fermi surface.
Such a collector is illustrated in Fig. 2.5. The theoretical, maximum spin polarization
obtainable from this system was found to be 2/pi ≈ 63.7%. In Ref. [121], the effect of
Dresselhaus SOC was introduced into the same system, and a maximum polarization
approaching 100% was predicted for the one-sided collector under the right conditions.
In this section, we study the spin polarization of tunneling electrons through various
SOC subband filters, under arbitrary anisotropies of momentum space. Our analysis
generalizes the results obtained in Refs. [119,121] to collector geometries other than the
one-sided type. We first present general derivations of the spin polarization for arbitrary
SOC barriers. Subsequently, we apply the results to two common SOC barriers: (a) a
bulk zincblende semiconductor barrier with k3-Dresselhaus SOC, and (b) a SC barrier
with combined linear-k Dresselhaus and Rashba SOC. Our results indicate that an
appreciable spin polarization can be obtained from this scheme for the two barrier
systems. In particular, the combined Rashba-Dresselhaus SOC case is found to exhibit
unique features which have several potential practical applications.
3.1.2 Theory
We begin by considering a barrier with general SOC, described by the Hamiltonian (2.1),







≡ −λ~σ · ~B(~k), (3.1)
where λ is the SOC parameter, ~σ is the vector of Pauli matrices, and ~B(~k) is a
momentum-dependent effective magnetic field. The SOC term spontaneously breaks the
spin degeneracy of free electrons into two subbands, separated in energy by 2λ| ~B(~k)|.
The two subbands consist of an ensemble of degenerate electron modes ~k, whose spins lie
either parallel or antiparallel to ~B(~k). For simplicity, and because they are ubiquitous,
we focus on SOC Hamiltonians whose spins lie entirely in the xˆ-yˆ plane; i.e the effective
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. Eigenstates of such systems can be written








where χ(~k) is a momentum-dependent phase, and ± labels the subbands. Subband fil-
tering schemes preferentially select one of the subbands over the other. We consider in-
jection across the SOC barrier along the zˆ-direction. To obtain a finite spin polarization,
we consider imparting an asymmetry in the azimuthal momentum space of electrons,
i.e. in ~k‖ = (kx, ky) space. In particular, we assume that only electrons with azimuthal
momenta of ~k‖ = k‖(cosφ, sinφ) satisfying φ ∈ (φ1, φ2), where 0 ≤ φ1 < φ2 ≤ 2pi, are
included in the measurement of the spin polarization. To quantify the resulting spin
polarization and to determine its net direction, we begin by defining a variable reference
spin axis γ, and the transmitted spin conductance (TSC) along this axis as the product
of the electron spin s along γ and the particle conductance, gz = e/h. At the output of
the subband filter, the electron states are a mixed state of the SOC eigenstates, and the
expectation value of the TSC is given by the density matrix formalism [213],
〈gzsγ〉 = Tr (ρgzsγ) , (3.3)
where sγ = sσγ is the spin projection operator along γ, σγ = σx cos γ + σy sin γ [214],
and ρ is the 2-by-2 density matrix. Since the intrinsic angular momentum associated
with an electron spin has value s = ~/2, the maximum spin conductance per transmitted
mode is given by gzs = (e/h)(~/2) = e/4pi. The density matrix ρ describes the mixed
state of eigenstates at the output of the subband filter [213–215], and is defined by
ρ = P+|+〉〈+|+P−|−〉〈−|, where P± is the probability of an electron being in eigenstate
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|±〉 (these depend on details of the subband filter). Expanding Eqn. (3.3), we obtain
〈gzsγ〉 = e
4pi









which holds for any general SOC barrier. In the above, we have defined ν ≡ P+ − P−
as the subband filtering efficiency. Inserting the eigenstates of Eq. (3.2), we obtain
〈gzsγ〉 = e
4pi
ν cos (γ + χ(φ)). (3.5)
To obtain the total TSC due to all modes, Eqn. (3.5) must be integrated in ~k-space
over the contributing portion of the Fermi surface. If all modes are considered, the
integration covers the entire Fermi surface (i.e. φ goes from 0 to 2pi), which yields zero
spin conductance for any γ. Considering only electrons with φ ∈ (φ1, φ2), the spin














dφ ν(φ) cos (γ + χ(φ)), (3.7)
where ∆φ = φ2 − φ1. When P± and hence ν is independent of φ (as is the case for the
systems studied below), the spin polarization Pγ is maximized along the axis γ = γ∗
given by the equation,








We note that the one-sided collector studied in Refs. [112, 119–121] corresponds to the
particular case ∆φ = pi.
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3.1.3 Results and Discussions
3.1.3.1 k3-Dresselhaus SOC Barriers
We analyze the spin polarization of tunneling electrons across a bulk SC barrier with k3-
Dresselhaus SOC. Firstly, we show that the tunneling process leads to a finite subband
filtering efficiency. Then, we analyze the spin polarization achievable when electrons are
filtered in the azimuthal momentum space. We assume a square electrostatic barrier
profile modeled by the function U(z) = U0[Θ(z)−Θ(z−a)], where Θ(z) is the Heaviside
function, such that tunneling occurs along the zˆ-direction [see Fig. 3.1]. The tunneling





y − kxσx) k2z + U(z). (3.9)
Figure 3.1: Illustration of tunneling system, where the barrier material exhibits Dressel-
haus SOC. The system acts as a subband filter: electrons belonging to different subbands
of the Dresselhaus Hamiltonian tunnel through the barrier with different probabilities.
The barrier is characterized by a height U0 and spatial width a, with electron Fermi
level EF < U0. m1 (m2) denotes the effective electron mass outside (inside) the tunnel
barrier.
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y is the azimuthal wavevector magnitude, and φ = arctan(ky/kx).





± ηk‖k2z + U0. (3.11)
Each eigenstate consists of an ensemble of degenerate electrons whose spins ~s are oriented























Figure 3.2: Orientation of the in-plane spins as a function of the azimuthal momentum
(kx, ky), for electrons in (a) |−〉 eigenstate, and (b) |+〉 eigenstate of the Dresselhaus
SOC in the tunneling regime (kz  k‖). Note the spins do not have any kz-dependence.
E±Ψ±(x, y, z) are of the form Ψ±(x, y, z) = ψ±(z) exp (ikxx + ikyy)|±〉 where ψ±(z) are
the traveling wave components. The traveling components in each of the three regions
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(see Fig. 3.1) are
ψI±(z) = exp (ikzz) + r± exp (−ikzz), (3.13)
ψII±(z) = A± exp (iq±z) +B± exp (−iq±z), (3.14)
ψIII± (z) = t± exp (ikzz), (3.15)
where r±, A±, B±, t± are subband-dependent transport coefficients. q (kz) is the wavevec-




















To determine the transmission coefficients, we performed wave function and flux match-
ing at the region boundaries. Wave function continuity at z = 0 and z = a requires
that
1 + r± = A± +B±, (3.18)
and
A± exp (iq±a) +B± exp (−iq±a) = t± exp (ikza), (3.19)
respectively. Flux matching in the presence of Dresselhaus SOC at z = 0 is performed by
integrating the Hamiltonian with respect to z, over an arbitrarily small interval (−, ).
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(A± −B±)− kz ~
2
2m1
(1− r±) = 0. (3.22)












The four equations Eqs. (3.18), (3.19), (3.22) and (3.23) allow us to uniquely solve the
four transport coefficients. Of direct interest are the transmission coefficients t±, which









sin (q±a)− 2K1K2kzq± cos (q±a)
, (3.24)
where K1 = ~
2/2m1 and K2 = ~
2/2m2±ηk‖. Thus, the two subbands of the Dresselhaus
Hamiltonian are transmitted into region III with different probabilities |t+|2 6= |t−|2,
giving rise to a finite subband filtering efficiency of
ν ≡ P+ − P− = |t+|
2 − |t−|2
|t+|2 + |t−|2 . (3.25)
We now turn to the problem of introducing an asymmetry in the momentum space
of tunneling electrons, considering only those electrons with φ ∈ (φ1, φ2), for azimuthal
angles φ1 and φ2. P± are clearly independent of φ, and we can evaluate the optimum
spin axis using Eq. (3.8),
γ∗ = −φ1 + φ2
2
, (3.26)









Eq. (3.27) above shows that the net spin polarization is given by the subband filtering
efficiency ν scaled by the factor f(∆φ), which describes the averaging effect over the
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modes spanned by ∆φ. Since f(∆φ) is a monotonically decreasing function of ∆φ over
the range 0 ≤ ∆φ ≤ 2pi, averaging over a wider angular spread of transmission modes
inevitably results in a lower spin polarization.
We performed numerical calculations for three SC barriers exhibiting BIA, namely
GaAs, GaSb and InSb. We assumed the following commonly used parameters for (GaAs,
GaSb and InSb) [31, 216]: m2/m0 = (0.067, 0.041 and 0.013), and η = (24, 187 and
220) eV A˚
3
. We also set m1 = m0, EF = 5 meV corresponding to typical carrier
densities of order 1016–1017 cm−3 [217], k‖ = 2.5 × 107 m−1, and assumed a barrier
height of U0 = 10 meV and width of a = 85 nm. Under these choice of parameters,
the subband filtering efficiency for the systems are, respectively, ν = (0.028, 0.0077 and
0.0058). We can easily confirm that we are in the tunneling regime, as the calculated









































Figure 3.3: The in-plane spin polarization and its direction (γ∗ in text) for electrons
tunneling through Dresselhaus SOC barriers made of GaAs, GaSb and InSb. It is
assumed that only electrons traveling in directions φ = arctan ky/kx, where 0 ≤ φ ≤ ∆φ,
are included in the measurement of the spin polarization. A broader span in momentum
space (i.e. larger ∆φ) leads to a lower spin polarization, which ultimately vanishes when
the entire Fermi circle is collected. The results are in agreement with what one would
expect from the arrangement of the spins along the Fermi circle in Fig. 3.2.
the in-plane spin polarization (3.27) and its direction for the different barrier materials
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with increasing angular collection span in momentum space, where ∆φ = φ2 (we fixed
φ1 = 0). Clearly, the highest spin polarization corresponds to the measurement of only
a single transmission mode for each subband (i.e. ∆φ → 0), and is equal to ν. Any
angular spread ∆φ in the measurement process leads to a monotonic reduction in the
spin polarization (this reduction can be inferred geometrically from the polarization of
the eigenstates shown in Fig. 3.2). As expected, the polarization completely vanishes
when the entire Fermi surface is considered, i.e. when ∆φ = 2pi. In Fig. 3.3 we also plot
the optimal orientation of the reference spin axis γ∗ of the detector in Region III. The
variation of γ∗ with ∆φ means that it is necessary to have a collector with a tunable
spin or magnetization axis in order to harness the maximum spin polarization of the
transmitted current in this system.
The magnitude of the spin polarization achievable in this scheme is only of order
∼ 1%. This is because the maximum polarization is bounded from above by ν, which
is small in the present scheme. To obtain a higher spin polarization, we require a
system with a higher subband filtering efficiency. Surprisingly, a slight modification
to this system allows one to obtain a subband filtering efficiency of ν ∼ 10%. In the
modified scheme, we consider the case when the Fermi level is much greater than the
barrier height, such that electrons are freely transmitted across the barrier [218]. This
scheme has the added advantage of having significantly larger transmission probabilites
(> 0.1), compared to the tunneling case analyzed above, and is therefore more suitable
for practical applications. In this scheme, the simplified Hamitonian (3.9) is no longer


















y − 6k2yk2z + k4z)







where N is a normalization constant. Clearly, Eq. (3.28) cannot be written in the form
of Eq. (3.2). Likewise, our preceding analysis for the spin polarization in Eqs. (3.7)
and (3.8) do not directly apply. However, we can still apply our general equation for
the TSC in Eq. (3.4), and solve the spin polarization numerically using Eq. (3.6). As
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opposed to the simplified Hamiltonian used previously, the spins described by the full
Dresselhaus Hamiltonian have a finite component along the zˆ-direction, in addition to
the in-plane (xˆ, yˆ) components. We shall again analyze the in-plane spin polarization as
a function of ∆φ. In Fig. 3.4 we plot the in-plane spin orientations of the |+〉 eigenstate
in Eq. (3.28) for several normalized values of kz, with k‖ = 1 fixed. We can see that











Figure 3.4: Spin orientations in the xˆ-yˆ plane, along the Fermi circle of radius k‖ = 1,
for electrons in the |+〉 eigenstate of the full Dresselhaus Hamiltonian, for (a) kz = 0.5,
(b) kz = 1, (c) kz = 2 and (d) kz = 8. When kz < k‖ the spins are strongly dependent
on kz. The tunneling case in Fig. 3.2(a) is realized in the limit kz  k‖.





dφ ν(φ)〈+|σγ |+〉, (3.29)




solved for γ∗ and P∗γ numerically. An additional difficulty is presented in this case, as
the transmission coefficients are functions of φ, and ν cannot be factored out of the
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integral as was done previously. However, an examination of the φ-dependence of the
transmission probability reveals that it is quite weak, as shown in Fig. 3.5. Accordingly,
we shall make an isotropic approximation, treating ν as a constant for all φ, as this
























Figure 3.5: Dependence on φ = arctan(ky/kx) of the transmission probability of elec-
trons for the full Dresselhaus Hamiltonian in GaSb. Fixed values are EF = 30 meV,
k‖ = 108 m−1 and barrier width a = 85 nm. The upper pair (in blue) corresponds to
U0 = 3 meV; the lower pair (in black) to U0 = 5 meV. Solid (dashed) lines denote trans-
mission of the |+〉 (|−〉) eigenstate. The φ-dependence of the transmission is moderately
weak, which justifies use of the isotropic approximation (see text) in which a constant
transmission probability is assumed.
The results for the in-plane spin polarization magnitude (normalized to ν) and its
direction for different values of kz (k‖ = 1) are shown in Fig. 3.6 and Fig. 3.7 respectively.
The magnitude of the averaged spin polarization Pγ∗ exhibits local minima and maxima
for small kz, and approaches the smooth tunneling case of Fig. 3.3 in the limit kz 
k‖. The direction γ∗ of the averaged spin polarization also exhibits some interesting
features. Let us qualitatively explain the main features for the kz = 0.5k‖ case (labeled
A–D in the figures), by examining the spin polarization magnitude s‖ (see definition
below) and direction (shown in Fig. 3.4(a)) of the |+〉 eigenstate. In contrast to the
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tunneling case, Pγ∗ increases beyond ∆φ = 0, reaching a local maxima at point A
(∆φ ≈ pi/4). This occurs because for small kz, the in-plane spin polarization magnitude
of the eigenstates, s‖ =
√〈+|σx|+〉2 + 〈+|σy|+〉2, is not constant with respect to φ;
see the dotted, sinusoidal curve superimposed in Fig. 3.6. s‖ increases very rapidly
between φ = 0 and pi/4, resulting in a higher spin polarization when states in-between
are measured. From Fig. 3.7, we see that at point A, the spin is polarized along ϕ ≈ pi/2
in the xˆ-yˆ plane [ϕ = arctan(y/x)]. Beyond φ = pi/4 and before reaching φ = 3pi/4, the
eigenstate spins rapidly turn away from ϕ = pi/2 [Fig. 3.4(a)] which leads to the sharp
drop observed in Pγ∗ between A and B. The initial tilting towards ϕ = pi is eventually
compensated by the eigenstate spins beyond φ = pi/2, and at ∆φ ≈ 1.9 = 0.6pi rad, γ∗
begins to rotate back towards pi/2; this turning point corresponds to point C. Beyond
point C, and before reaching ∆φ = 3pi/4, γ∗ rotates to ϕ = pi/2 (rapidly because of
increasing s‖ here). Beyond the point ∆φ ≈ 0.7pi (point B), eigenstate spins are in the
direction of pi/2 (at least until ∆φ = pi) and so Pγ∗ increases. Rotation of γ∗ passed pi/2
towards ϕ = 0 occurs briefly after ∆φ = 3pi/4, after which eigenstate spins [Fig. 3.4(a)]
force it to move back towards pi/2. This turning point is the point D. The remaining
features can be explained similarly.
Convergence to the tunneling case is rapid. The local maxima at point A gradually
become smaller in amplitude for larger kz , as s‖ becomes independent of φ (s‖ → 1 and
sz → 0 in the limit of large kz). The γ∗ curves converge much faster than for the Pγ∗ .
One additional feature to note for the case kz = k‖ is the initial plateau in γ∗ (point E in
Fig. 3.7). This can be explained from Fig. 3.4(b), where we see that the eigenstate spins
in the range φ ∈ [0,∼ 0.2pi] point in almost identical directions, ϕ ≈ 0. This feature is
lost for kz > k‖, as is evident from Figs. 3.4(c) and (d).
Finally, to calculate the net effect due to all states on the Fermi surface, k2‖+k
2
z = EF ,
we need to average the results over all values of kz (in the tunneling case the results
are kz-independent, and this was not necessary). We shall omit such analysis here. On
the other hand, it may be possible to conceive a device which makes use of the only the
lower lying states kz < k‖, in which case our results for the spin polarization could be
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Figure 3.6: The in-plane spin polarization of electrons transmitted across a Dresselhaus
SOC barrier, normalized to the subband filtering efficiency ν (see text), for several values
of kz when k‖ is fixed. As expected, the tunneling case [Fig. 3.3] is reproduced in the
limit kz  k‖. Most interesting are the local minima and maxima which appear in
the limit of small kz. The features labeled by A and B for kz = k‖/2 are analyzed
in the main text. Superimposed (gray, dotted) is the magnitude of the in-plane spin
polarization s‖ of the |+〉 eigenstate as a function of φ for kz = k‖/2.
3.1.3.2 RTD Barrier Structures with Combined Rashba and Dresselhaus
SOC
We have seen that the subband filtering efficiency ν limits the available spin polarization
of SOC tunneling structures. Furthermore, the transmission probability of tunneling
electrons is much less than unity, i.e. they are mostly reflected away. One way to
circumvent these is to consider SOC RTD structures. Recently, RTDs incorporating
the SOC effect have been proposed, which exhibit large subband filtering efficiencies
approaching ν = 100%, coupled with the characteristic high electron transmission of
RTD structures (see Section 2.2.3). In Ref. [119], the case for a triple barrier Rashba
SOC RTD formed in semiconductor heterostructures was investigated, whose subband
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Figure 3.7: Direction of the in-plane spin polarization plotted in Fig. 3.6, for several
values of kz when k‖ is fixed. As expected, the curves converge to the tunneling case
[Fig. 3.3] in the limit kz  k‖. For small kz, interesting features appear. The turning
points labeled by C and D for kz = k‖/2 are analyzed qualitatively in the main text.
The initial plateau for kz = k‖, indicated by point E, is accounted for by observing the
state spins plotted in Fig. 3.4(b). The step-like features of the curves are a result of
the discrete nature of the optimization algorithm used in the computation, and do not
reflect the physical property of the system.
filtering efficiency was predicted to exceed ν > 99.9% under appropriate biasing. The
authors in Ref. [119] proposed a ‘one-sided collector’ geometry to obtain a finite spin
polarization (illustrated in Fig. 2.5(a)), i.e. they considered the ∆φ = pi case. Ting et al.
[121] generalized the analysis by studying the effect of the linear Dresselhaus SOC on the
spin polarization for the one-sided collector geometry. In this section, we shall also study
the case for combined Rashba and Dresselhaus SOC in RTD devices, but for general
collector geometries, i.e. for arbitrary ∆φ. Our primary goal here is to obtain the ∆φ-
dependence of the spin polarization obtainable from the combined Rashba-Dresselhaus
RTD device. Therefore, we omit calculations of the subband filtering efficiency of this
structure (for details, see Refs. [112,119]).
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x − kxσy) + β (kyσy − kxσx) , (3.30)
where α, β are the Rashba and Dresselhaus SOC strengths, respectively. The correspond-
ing eigenvalues are E± = ~2k2/2m∗ ±
√
α2 + β2 − 2αβ sin (2φ)k‖. The eigenstates |±〉
of Eq. (3.30) are given by Eq. (3.2) with phase factor
χ(~k) = arctan
(
α cosφ− β sinφ
α sinφ− β cosφ
)
. (3.31)
In Fig. 3.8, we plot the in-plane spin orientations of the |+〉 eigenstate, for various ratios
of the Rashba and Dresselhaus SOC strengths, β/α. As was the case in the previous
systems, these figures can be used to qualitatively explain trends in the spin polarization
with respect to ∆φ. In order to apply our preceding analysis [Eqs. (3.7) and (3.8)] to
characterize the spin polarization, the subband filtering efficiency of the RTD device,
ν, must be independent of φ. In the general case when α 6= β, it is found that the
transmission probabilities |t±|2 are not independent of φ [121] (independence occurs
when either α = 0 or β = 0). To overcome this, we once again make the isotropic
approximation, i.e. assume that ν is independent of φ, which we justify following the
discussion given in Ref. [121]. With the isotropic approximation in hand, we can apply
Eq. (3.8) directly to determine the direction of the net in-plane spin polarization, γ∗, and
the corresponding expectation value of the polarization, Pγ∗ . We plot Pγ∗ (normalized
to ν) and γ∗ in Fig. 3.9 and Fig. 3.10, respectively, where ∆φ = φ2 (φ1 = 0 is fixed).
Note that we have plotted the results as a function of the ratio of the Rashba and
Dresselhaus SOC parameters, β/α, as the curves depend only on this ratio.
In the presence of Dresselhaus SOC only, i.e. α = 0, we recover the results obtained
for the tunneling k3-Dresselhaus SOC case studied in the previous section [see Fig. 3.3];
i.e. we observe a smooth, monotonic decrease in Pγ∗ [governed by Eq. (3.27)] and a
linear dependence of γ∗ on ∆φ. This is expected, as the Dresselhaus Hamiltonians in
Eq. (3.9) and Eq. (3.30) have identical forms. When only the Rashba SOC is present,
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Figure 3.8: Spin orientations in the xˆ-yˆ plane along the Fermi circle, for electrons in
the |+〉 eigenstate of the combined Rashba (α) and Dresselhaus (β) SOC Hamiltonian,
(a) α = 0, (b) β/α = 4/3, (c) β/α = 1, (d) β/α = 2/3, (e) β/α = 1/3, and (f) β = 0.
The cases (a) and (e) correspond to pure Dresselhaus and Rashba SOC, respectively. In
(c), the spins are arranged in a robust manner over two semicircles covering the entire
Fermi circle. This is known as the persistent spin helix configuration.
i.e. β = 0, γ∗ also shows a linear variation in ∆φ, but with a gradient of opposite sign.
This is because the effective magnetic field directions due to the Rashba and Dresselhaus
SOC effects are perpendicular to one another, as can be inferred from Eq. (3.30). The
monotonic decrease in Pγ∗ , however, is exactly the same as for the α = 0 case, reflecting
the identical rates at which the eigenstate spins rotate with respect to φ [c.f. Figs. 3.8
(a) and (f)].
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Figure 3.9: The in-plane spin polarization of electrons undergoing resonant tunneling
through a combined Rashba-Dresselhaus RTD device, normalized to the device’s sub-
band filtering efficiency ν [for calculations of ν, see Refs. [112, 119]], for several ratios
of the SOC parameters. For the Rashba-only and Dresselhaus-only cases, the spin po-
larization behavior is identical to the k3-Dresselhaus case in bulk tunnels with BIA [see
Fig. 3.3]. In contrast, for β/α tending to unity, the polarization behavior shows sev-
eral qualitatively different features such as a plateau of high spin polarization for small
∆φ ≤ 3pi/4, and highly non-monotonic behavior at large ∆φ values. These features,
which are most obvious for the case α = β, can be attributed to peculiar configuration
of the state spins illustrated in Fig. 3.8(c). This unique state is commonly known as the
persistent spin helix.
Of particular interest are the mixed Dresselhaus and Rasbha cases, i.e. for finite β/α
values, which give rise to several qualitatively different behaviors in Pγ∗ and γ∗. It is
evident from Figs. 3.9 and 3.10, that the most radical spin polarization characteristics
belong to the case where the Rashba and Dresselhaus SOC have equal strengths, α = β.
The reader might have expected this from observing the unique spin configuration in this
case, shown in Fig. 3.8(c). Indeed, this is a particularly special case which is referred to
in the literature as the persistent spin helix (PSH) state [58,61,63–65,219]. In the PSH
state, the eigenstate spins lose their dependence on the momentum ~k, and are constant
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Figure 3.10: Orientation of the in-plane spin polarization γ∗ plotted in Fig. 3.9 for
several ratios of the Rashba (α) and Dresselhaus (β) SOC parameters. For the pure
Dresselhaus case (α = 0), we recover the linear results for the k3-Dresselhaus tunneling
case studied previously. In the pure Rashba case (β = 0), γ∗ also has a linear dependence
on ∆φ, but the slope is of opposite sign. In contrast, as β/α tends to unity, the spin
orientation exhibits an increasingly non-linear variation with ∆φ. The step-feature for
the PSH state corresponds to a sudden flipping of spins by pi, and can be attributed to
peculiar configuration of the state spins illustrated in Fig. 3.8(c). Also notable is the
intersection of all curves at ∆φ = pi/2. Potential practical applications of the features
are discussed in the main text.
over two semicircles which cover the entire Fermi circle. This is manifested as the robust
and maximal spin polarization over the wide interval ∆φ = 3pi/4 shown for the PSH
state, in Fig. 3.9 [∆φ = pi can be expected, of course, provided we re-plot the results
with φ1 = −pi/4]. The robust spin polarization of the PSH state as a function of ∆φ is
obviously an attractive property. In designing a spin filter device based on the Rashba-
Dresselhaus RTD structure, one should therefore aim to induce the PSH state. The
direction of the spin polarization, γ∗, of the PSH state is highly non-linear compared with
the pure SOC (α = 0 or β = 0) cases. The step-feature in Fig. 3.10, which corresponds
to a pi rotation of the spin polarization, is due to competition between the oppositely
polarized modes of the two semicircles in the PSH spin configuration. This sudden
flipping of the spin could potentially be utilized in a magnetoresistive device, where, for
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instance, ∆φ is controlled via a small applied electric field in the xˆ-yˆ plane [112]. This
would allow for electric-field control of the device’s magnetoresistance.
Another interesting feature of the PSH state is that γ∗ is almost constant for a
very large range of ∆φ ≈ 3pi/2. This is useful from the viewpoint of spin detection
in experiments, since the reference axis of the collector can be fixed at γ∗ = −pi/4,
for a wide range of ∆φ; dynamically changing the collector’s reference axis must be
done magnetically, either by application of an external magnetic field or the use of spin-
polarized currents, and would pose additional difficulties in practical implementation.
Lastly, we note that when ∆φ = pi/2, the orientation of the in-plane spin polarization
is identical at γ∗ = pi/4, regardless of the relative values of α and β. This allows one to fix
the reference axis of the collector for an arbitrary Rashba-Dresselhaus RTD system. We
could conceive a electronically tunable spin filter device, in which the Rashba parameter
α is changed relative to the Dresselhaus parameter β, through application of a gate
bias. The gate bias induced change of β/α would then only modulate the magnitude
of the resulting spin polarization, without affecting its orientation. Such a spin current
source having a tunable spin polarization magnitude at its output would be likely of
high interest in spintronics experiments and applications.
3.1.4 Summary
We presented a theoretical study of the spin polarization of tunneling electrons through
various subband filters, induced by breaking the symmetry of electrons in momen-
tum space. Firstly, we derived the in-plane spin polarization magnitude and direc-
tion, applicable to general SOC barrier systems, under arbitrary anisotropies ∆φ [φ =
arctan(ky/kx)] of electrons in the azimuthal momentum space. Next, we applied our
results to two types of barriers: k3-Dresselhaus barriers and RTDs whose quantum
wells have combined Rashba and Dresselhaus SOC. For the k3-Dresselhaus barriers, the
tunneling regime (EF < U) showed a monotonic reduction of the spin polarization mag-
nitude, whilst its direction varied linearly, with respect to ∆φ. In the non-tunneling case
(EF > U), the results exhibited a number of interesting features, which could be ex-
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plained by studying the eigenstate spin configurations. RTD structures with combined
Rashba and Dresselhaus SOC exhibited new features in the spin polarization, which
have a number of potential practical applications. For example, unlike the monotoni-
cally diminishing polarization for the k3-Dresselhaus barrier, we found that the interplay
between the Rashba and Dresselhaus effects provided robustness over a large spread of
electron wavevectors ∆φ.
3.2 Spin Polarization Induced by a Magnetic Field and
Harmonic Oscillator Potential Well
3.2.1 Introduction
In the previous section, we studied a nonmagnetic approach for obtaining spin polarized
currents. The most trivial way to do so, however, is to apply an external magnetic field.
For example, the presence of magnetic barriers leads to spin filtering; see Section 2.2.2.
As opposed to subband filters discussed above, magnetic barrier systems are natural spin
filters, in which the output of the filter is a spin polarized current. This is permitted
because TR symmetry is broken by the magnetic field.
In this section, we examine spin-dependent electron transport through a 2DEG in
the presence of a strong, uniform magnetic field and a transverse, electrostatic parabolic
quantum well (PQW). The choice for this combination of fields becomes clear in the
theoretical analysis, which is presented below. In practice, parabolic confinement po-
tentials can be realized using two conventional methods: (i) through the use of split-gates
placed above the 2DEG [220], and (ii) through modern digital crystal growth techniques
in molecular beam epitaxy (MBE) [221–223]. PQWs have been utilized, for example,
in semiconductor-based optoelectronic applications [224]. We begin our analysis with
the system Hamiltonian, and solve for the exact eigenstates. Then, we derive analytical
expressions for the spin-dependent transmission coefficients of electrons passing through
the fields. The spin-dependent transmission and spin polarization is then analyzed for an
InSb-based 2DEG. Several parameters are identified which can be tuned to optimize the
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degree of spin polarization and transmitted current. Our study provides the foundation
for optimizing such structures for use as efficient spin current sources.
3.2.2 Theory
3.2.2.1 Model, Hamiltonian and Eigenstates
We consider a 2DEG sandwiched between two contact electrodes in a trilayer structure,
through which we analyze the electron transmission. The structure is illustrated in Fig.
3.11. Within the central 2DEG region (length L), we assume the presence of a uniform
perpendicular magnetic field, ~B = | ~B|zˆ, and a PQW along the transverse yˆ-direction.
The uniform magnetic field can be realized by a ferromagnetic contact placed above the
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Figure 3.11: (a) Schematic illustration of trilayer structure, in which a 2DEG (of
length L) is placed between two contacts. We study the electron transport along the
xˆ-direction. Within the 2DEG region, we assume a uniform, perpendicular magnetic
field (i.e. along zˆ) of strength B, and a parabolic confinement potential V along the
transverse direction, illustrated in (b). The origin of the coordinates is also shown.
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where ~p = (px, py, 0) is the in-plane electron momentum, ~A is the magnetic vector
potential of ~B satisfying ~B = ∇× ~A, ω0 is a constant giverning the shape of the PQW,
g is the Lande´ factor, and µB = e~/2m is the Bohr magneton. For convenience, we
choose the Laudau gauge for ~A, i.e. ~A = (−By, 0, 0), where B = | ~B| is the magnetic
field strength.
To solve the above Hamiltonian in Eq. (3.33), let us first review the well-known
case of ω0 = 0 (i.e. in the absence of the PQW). Making the usual substitutions for
the cyclotron center, y0 = l
2
Bpx/~, where lB ≡
√
~/eB is the magnetic length, and the
cyclotron frequency, ωc = eB/m, the Hamiltonian reads










Writing the momentum operator as py = −i~∂y, the above Hamiltonian represents a
second order differential equation in y, which takes on the form of the harmonic oscillator
problem in quantum mechanics. The wavefunction solutions ψ(y) of Eq. (3.34) are [see,


















where n is an integer indexing the Landau levels, and Hn(z) is the Hermite polynomial












where sz = −1 (+1) for spin-up (down) electrons [spin-up electrons constitute the
ground state of the Zeeman system].
Let us now consider the case ω0 6= 0. After making the substitution for the cyclotron
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Our aim is to reformulate the above Hamiltonian to represent the standard harmonic
oscillator problem. Expanding the quadratic expression ∝ (y − y0)2, adding the PQW































Thus, in the presence of the PQW, the magnetic system represents a harmonic oscillator
problem with rescaled cyclotron center y0 → y˜0, and frequency ωc → ω˜c, and an addi-





y˜20. Noting that HII above commutes with px and σz,
that is, the two quantities are good quantum numbers, general wavefunction solutions










where A,B are coefficients of the plane wave solution in the xˆ-direction, k′x is the
wavevector in the 2DEG region, and χz = | ↑〉 (| ↓〉) are the zˆ-spin eigenstates for
spin up (down) electrons. The wavefunction ψII(y) along yˆ which satisfies Eq. (3.38),




























is the modified ‘radius’ of the cyclotrons in the presence of the PQW. The corresponding

















Since y˜0 ∝ kx, the discrete energy levels of the original Landau system broaden upwards
due to the spread of kx (in the original Landau system, each of the discrete levels are
infinitely degenerate in kx; the PQW splits this degeneracy). For a fixed Fermi energy,
EF , the wavevector along the traveling direction can be solved from the dispersion



















We see that because of the Zeeman term, spin-up (↑, sz = −1) and down electrons
(↓, sz = +1) have different wavevectors at the Fermi level. As we shall see, the spin-
dependent transport across the PQW region stems from this difference in k′x.
Let us focus briefy on the contact regions, before analyzing the electron transport.





eikyy, x < −L/2 (3.46)
ΨIII(x, y) = Te
ikxxeikyy, x > L/2, (3.47)
where R,T are the reflection and transmission coefficients, respectively, and L is the
length of the PQW region. The corresponding energy eigenvalues of the above wave-




2m . At the Fermi level, EF the
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3.2.2.2 Spin-Dependent Transport
We employ standard quantum mechanical tunneling techniques to study the trans-
mission of wavefunctions through the proposed trilayer structure. Neglecting spin-flip
events, the spin-dependent wavefunction within the 2DEG region in Eq. (3.41) can be
considered as two decoupled wavefunctions, representing spin-up and spin-down elec-
trons. The two wavefunctions have identical forms, but different values for k′x, as in Eq.
(3.45). Then, we apply the usual wavefunction and flux matching techniques to solve
for the unknown coefficients; in particular, the spin-dependent transmission coefficients,
T↑ and T↓. For simplicity, we only considered matching for the transverse point y = 0.




































Upon solving the above four continuity equations simultaneously (for the up- and down-
















)2 − (kx + k′x,↑(↓))2 . (3.52)
Clearly T↑ 6= T↓ (due to the fact that k′x,↑ 6= k′x,↓), which implies a spin-polarized current
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3.2.3 Results and Discussions of Spin Polarization
Using the analytical results obtained for the transmission probabilities and spin polar-
ization in the previous section, we proceed to analyze these quantities for a realistic
InSb-based system. Our choice of material stems from the fact that InSb has an ex-
tremely high g-factor, and therefore couples strongly with the applied magnetic field
~B. Such systems have been studied previously: for example, in InSb/InAlSb [228, 229]
and InSb/CdTe [230] heterostructures. The key parameters for InSb required in our
analysis are m = 0.013m0 and g = 51, where m0 is the free electron mass. With the
material of the 2DEG fixed, we characterize the transmission and polarization available
from the structure with respect to several adjustable parameters. The parameters of
interest are: (i) the strength of the magnetic field relative to the confinement strength
of the PQW, (ii) the Landau level index, n, which is determined by the Fermi level,
and (iii) the device geometry, through the length L. We discuss each of these factors in
separate sections, below.
3.2.3.1 Effect of Magnetic Field Strength
It is instructive to note that both the magnetic field and PQW induce harmonic os-
cillator potentials independently. Their simultaneous presence rescales the cyclotron
frequency and center [Eqs. (3.39) and (3.40)]. Therefore, it is intuitive to study the
relative strengths of the harmonic potentials induced by both, i.e the relative sizes of
ωc and ω0. There are three regimes to consider: strong PQW confinement (ω0  ωc),
intermediate confinement (ω0 ≈ ωc), and weak confinement (ω0  ωc). The results are
shown in Figs. 3.12–3.15. A discussion of the results for each of the regimes is detailed
below.
Weak confinement—The following parameters were used: length L = 50 nm, trans-
verse wavevector ky = 10
7 m−1, Landau level index n = 3, magnetic field B = 1 T,
and PQW strength ~ω0 = 1 meV. With these values, ω0/ωc ≈ 0.113  1. The spin-
dependent electron transmission probabilities and spin polarization as a function of the
electron injection energy, are shown in Figs. 3.12(a) and (b) respectively [n.b. the energy
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in the figures is expressed in units of E0 = ~ωc]. In this regime, the effect of the magnetic
field dominates over that of the PQW, and the eigenstates approach the usual discrete
Landau levels. In Fig. 3.12(a), we observe a series of resonant peaks in the transmission
probabilities (solid line denotes spin-up, dashed denotes spin-down electrons), corre-
sponding to the discrete energy levels of the Landau orbits inside the 2DEG. This is the
resonant tunneling phenomenon discussed in Section 2.2.3. An interesting point to note
is that the transmission of spin-down electrons is suppressed for energies E < 16E0,
which translates to perfect spin polarization of P = 100% as shown in Fig. 3.12(b). Let
us examine this in more detail. In the limit ω0  ωc, the energy expression within the




















m. Thus, the dispersion relation mimics that of a free electron







zB. Inserting the parameter values, the effective potential for spin-up electrons
(sz = −1) is U = −9.25E0, whilst for spin-down electrons (sz = +1) it is U = 16.25E0.
Thus, spin-down electrons undergo tunneling for all energies E < 16.25E0, which ex-
plains the suppressed transmission observed over this interval. Spin-up electrons, on the
other hand, do not undergo tunneling for the energy range plotted in the figure, and
their resonant transmission peaks are clearly visible. For E > 16E0, the polarization
is resonant in nature, mirroring the transmission characteristics of spin-up and down
electrons. The perfect spin polarization for E < 16E0 enables one to produce an ideal
spin filter from this structure. However, the predicted spin polarization may be difficult
to harness because a careful tuning of the operating energy is required to ensure an
appreciable electron transmission; the injection energy must coincide with one of the
resonant peaks to obtain a significant current at the output. Next, we study cases in
which the magnetic field effect is not as dominant.
Strong confinement—The following parameters were used: length L = 50 nm, trans-
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Figure 3.12: (a) Spin-dependent transmission probability, and (b) spin polarization of
electrons in the weak confinement regime, in which the PQW parameter ω0 is much
smaller than ωc, the angular frequency of the magnetic field, calculated for an InSb
2DEG [see text for parameter values]. In (a), the blue (pink) lines represent spin-up
(spin-down) electrons. Resonant tunneling is observed for the discrete Landau levels
within the 2DEG region. The transmission of spin-down electrons is suppressed over
the interval E < 16E0, giving rise to the observed perfect spin polarization.
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verse wavevector ky = 10
7 m−1, Landau level index n = 3, magnetic field B = 0.1 T,
and PQW strength ~ω0 = 10 meV. With these values, ω0/ωc = 11.2667  1. The
spin-dependent electron transmission probabilities and spin polarization are shown in
Fig. 3.13(a) and (b), respectively. Both plots show very smooth curves compared to the
weak confinement case. This is due to the broadening of the magnetic Landau levels in
the presence of the PQW which was discussed previously, following Eq. (3.44). Most of
the resonant tunneling features are washed out by the broadening effect, especially at
higher energies where the transmission of electrons converges to unity and the polariza-
tion vanishes. Signatures of resonant tunneling are however present at lower energies.
A particularly attractive energy interval for practical application is 25E0 < E < 50E0,
due to the high (suppressed) transmission of spin-up (spin-down) electrons, and a corre-
spondingly large spin polarization approaching 100%. Another point worth mentioning
is the shift of the transmission suppression (tunneling) interval of both spin species.
To explain this, we again consider the effective spin-dependent potential energy. In
























Now, inserting the parameter values, the effective potential for spin-up electrons is
U(sz = −1) = 26.68E0, whilst for spin-down electrons it is U(sz = +1) = 52.18E0. This
explains the effective tunneling intervals of the two spin species.
We now investigate the effect of a vanishingly small magnetic field, i.e. the limit as
ω0/ωc → ∞. In Fig. 3.14(a) and (b), we plot the transmission probability and spin
polarization for four values of the magnetic field strength, B, with B → 0. All other
parameter values remain the same as before. Note that since the unit of energy in the
figures is defined as E0 = ~ωc = ~eB/m, the horizontal axis corresponds to different
actual values of energy in each case. The shifting in energies can again be explained by
the effective potential term U(sz). Since ω0  ωc, the value of U(sz) is not so much
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Figure 3.13: (a) Spin-dependent transmission probability, and (b) spin polarization of
electrons in the strong confinement regime, in which the PQW parameter ω0 is much
larger than ωc, the angular frequency of the magnetic field, calculated for an InSb 2DEG
[see text for parameter values]. In (a), solid (dashed) lines represent spin-up (spin-down)
electrons. Both plots show highly smooth features in contrast to the weak confinement
regime. An attractive feature here is the energy interval 25E0 < E < 50E0, where high
electron transmission is coupled with nearly perfect spin polarization.
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affected by changes in B. However, the normalized value U(sz)/E0 quickly diverges
as B → 0, as observed in the transmission curves and polarization. Furthermore, as
expected, the amplitude of the spin polarization diminishes as B → 0. For instance,
when B = 0.1 T the spin polarization amplitude peaks at P = 0.995, whereas for
B = 2× 10−3 T it remains relatively constant at P = 0.042.
Intermediate confinement—The following parameters were used: length L = 50 nm,
transverse wavevector ky = 10
7 m−1, Landau level index n = 3, magnetic field B = 1
T, and PQW strength ~ω0 = 10 meV. With these values, ω0/ωc = 1.127 ≈ 1. In this
regime, both the magnetic field and PQW contribute to the energy of electrons equally.
One can observe resonant transmission peaks (due to the magnetic Landau levels) even
at high energies, and also the effect of dispersion broadening due to the PQW. One of
the surprising effects of the PQW is to boost the transmission probability or electrons
to appreciable values [Fig. 3.15(a) and (b)] across a continuum of energies, which is a
direct result of the dispersion broadening. This is a very attractive feature, as tuning
the operating energy of the device could be done with relative ease (compared to the
weak confinement case). Over the interval E < 15E0, the structure could be used as a
practical spin filter with 100% spin polarization.
3.2.3.2 Dependence on Landau Level Index
In the above, we studied the transmission and spin polarization characteristics for a
single Landau level, n = 3. Here, we briefly examine the dependence of these quantities
on n. In Fig. 3.16(a) and (b), we plot the transmission probability and spin polarization
for three values of n in the strong confinement regime; we expect that varying n in the
other regimes will lead to qualitatively similar effects. The parameter values are B = 0.1
T, ~ω0 = 10 meV, ky = 10
7 m−1, and L = 50 nm. Two features are immediately obvious
in the transmission characteristics when n is increased; (i) the curves are shifted along





~ω0 term which acts as an effective potential energy of the electrons.
The increased resonance is due to the higher potential energy for larger n.
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Figure 3.14: (a) Spin-dependent transmission probability, and (b) spin polarization
of electrons calculated for vanishing magnetic field strength B, for an InSb 2DEG [see
text for parameter values] in the strong confinement regime, ω0  ωc [the strength of
confinement is stronger as B → 0]. In (a), solid (dashed) lines represent spin-up (spin-
down) electrons. As expected, smaller magnetic fields result in lower spin polarization.
3.2.3.3 Effect of Structure Geometry
We examine the effect of the length L of the 2DEG region on the transmission and spin
polarization of our proposed structure. We plot these quantities for three values of L
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Figure 3.15: (a) Spin-dependent transmission probability, and (b) spin polarization of
electrons in the intermediate confinement regime, in which the PQW parameter ω0 is
comparable to ωc, the angular frequency of the magnetic field, calculated for an InSb
2DEG [see text for parameter values]. In (a), solid (dashed) lines represent spin-up
(spin-down) electrons. One can clearly observe features from both the magnetic field
(the resonant peaks) as well as from the PQW (the smoothening of the features). There
is a narrow interval of energy, E < 15E0, over which the structure exhibits high electron
transmission and perfect spin polarization.
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Figure 3.16: (a) Spin-dependent transmission probability, and (b) spin polarization
of electrons for different Landau level indices, n, calculated for an InSb 2DEG [see
text for parameter values] in the strong confinement regime, ω0  ωc. In (a), solid
(dashed) lines represent spin-up (spin-down) electrons. As n is increased, there is a
corresponding linear shift of the curves along the horizontal energy axis, and a more
pronounced resonance. For low energies, the spin polarization interval is broader, but
of lower amplitude, for higher Landau levels.
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in Fig. 3.17(a) and (b), respectively, and using the following parameter values: B = 0.1
T, ~ω0 = 10 meV (we are in the strong confinement regime), n = 3, and ky = 10
7
m−1. Consider the case of small L (L ∼ 10 nm); the transmission probabilities increase
monotonically with increasing electron energy, in stark contrast to the case for larger
values of L. This occurs because the length is comparable to the quantity 1/k′x. In
particular, the electronic wavefunction ∝ exp (ik′xL) at x = L = 10 nm has a significant
amplitude of ∼ 0.403 when E0 = 0. This amplitude increases with larger E0, explaining
the transmission curves for the L = 10 nm case in Fig. 3.17(a). We also check whether
this amplitude is low in the other cases: for L = 50 nm, the wavefunction amplitude
at E0 = 0 is ∼ 0.01, and for L = 100 nm it is ∼ 1.1 × 10−4. Next, we focus on the
large L limit. From Fig. 3.17(a) and (b) one can observe sharper features for larger
values of L. At the same time, the spin polarization becomes maximal and more robust.
These features are reminiscent of the weak confinement regime [recall Figs. 3.12(a) and
(b)] in which the effect of the magnetic field dominates the PQW effect. Based on
this observation, we suggest that the features arise from the fact that electrons are
immersed in the magnetic field for longer, for larger L. The magnetic field is therefore
able to impose a stronger polarizing effect on electrons. It is thus favorable to have a
long 2DEG channel length. However, we cannot increase L indefinitely—in our method,
we neglected scattering events within the 2DEG region, which places the restriction on
L to be less than the mean free path of electrons.
3.2.4 Summary
We studied the spin-dependent transport of electrons through a 2DEG-based trilayer
structure. Within the 2DEG, we assumed the presence of a uniform, perpendicular
magnetic field and PQW potential in the transverse direction. The PQW was found to
couple naturally with the magnetic Landau levels, forming solutions that are of identical
form, but with rescaled cyclotron centers and frequencies. We derived expressions for
the spin-dependent transmission probabilities and spin polarization of electrons across
the structure, assuming the absence of scattering and spin-flip events. The transmission
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Figure 3.17: (a) Spin-dependent transmission probability, and (b) spin polarization of
electrons for different lengths of the 2DEG region, L, calculated for an InSb 2DEG [see
text for parameter values] in the strong confinement regime, ω0  ωc. For small lengths
L, the transmission is a monotonically increasing function of energy [as explained in the
text]. For larger L, the features are sharper [c.f Fig. 3.12], as the magnetic field is able
to impose a stronger effect on electrons. The resulting spin polarization is corresponding
higher.
probabilities and spin polarization characteristics were studied with respect to various
system parameters for an InSb-based 2DEG. Firstly, we studied the limits of weak and
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strong quantum confinement by the PQW. In the weak confinement case, where the effect
of the magnetic field is dominant, resonant tunneling peaks corresponding to the discrete
Landau levels were observed. The resulting spin polarization was found to be 100% for
low energies. In the strong (to intermediate) confinement regime, resonance effects
were smoothened, resulting in high electron transmission coupled with an appreciable
spin polarization for modest values of magnetic field. Based on our results, we can
conclude that the strong and intermediate regimes of the proposed structure are highly
suitable for use as a spin current source in spintronic applications. Secondly, we studied
the trends of the transmission probabilities and spin polarization with respect to the
Landau level index n. It was found that higher Landau levels feature more pronounced
resonances, although the spin polarization remains nearly the same. Lastly, the effect
of device geometry was analyzed. Longer 2DEG lengths were found to result in sharper
transmission curves and higher spin polarization. The features are reminiscent of the
weak confinement case, which is supported by the explanation that for a longer length,
the magnetic field is able to impose a stronger effect on electrons. Our numerical analysis
lays the foundation for optimizing the structure for use as a spin current source.
3.3 Spin Polarization of Landau Levels in the Presence of
Rashba SOC
3.3.1 Introduction
Let us place in perspective the results of the preceding two sections of this chapter.
In Section 3.1, it was found that the effective spin-orbit field in semiconductors can
induce a spin polarization, subject to an asymmetry introduced in momentum space.
In Section 3.2, it was shown that an appreciable spin polarization can be induced by
tunneling electrons through a real, external magnetic field coupled to a PQW. In this
section, we analyze the interplay of both effective spin-orbit fields and real magnetic
fields. In particular, we study the spin polarization in 2DEG systems with Rashba SOC
in the presence of a uniform, perpendicular magnetic field.
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There is much interest recently in 2DEG systems with SOC in the presence of exter-
nal magnetic fields. The application of a perpendicular magnetic field to a 2DEG system
results in a competition between the intrinsic SOC and the Zeeman spin-splitting, and
their interplay leads to modification of the system band structure, resulting in several
interesting phenomena. A few examples are resonant spin-Hall conductance [15, 231]
due to induced degeneracies of Landau levels at certain values of magnetic field [232],
modified magneto-optical transition spectrums [233], beating patterns in the density of
states and longitudinal resistivity [234], an altered Hall conductance [235] which differs
from the quantized values in the quantum Hall effect (QHE), and a modulation of the
effective g-factor [236].
The analysis performed in the above works involve the study of Landau levels in the
presence of SOC. The Landau levels are manifest from the magnetic vector potential ~A
defining the magnetic field strength through its curvature, ~B = ∇× ~A. The choice of the
vector potential for a fixed ~B is not unique, and we note that previous works (including
all of the above) perform their analyses in the common Landau gauge. Whilst the
use of the Landau gauge is perfectly valid due to gauge invariance—that the choice
of vector potential does not alter the physics of the problem; see Appendix A— the
wavefunctions in this gauge do not capture the natural, rotational symmetry of the
Landau levels (classically, one envisions electrons occupying closed, circular orbits). It
is used for convenience, however, in particular when the exact shape of the wavefunctions
is of no direct interest. This is true of the examples given above [15,231–236], as well as
in our previous case when we calculated the current through a magnetic field in Section
3.2.
In this section, we examine the spatial distribution of the spin polarization of Landau
levels in an infinite 2DEG system. We find that in the presence of Rashba SOC, the
spin polarization of the eigenstates exhibits rich two-dimensional spatial textures, whose
features cannot adequately be reflected by wavefunctions obtained in the Landau gauge;
see Ref. [237]. Our analysis begins with obtaining analytical solutions of the eigenstates
of the system in the rotationally isotropic symmetric gauge. We demonstrate the gauge
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equivalence of our solutions with previously known solutions in the Landau gauge. We
then present the spatial spin profiles of several eigenstates of the system. The study of
the locally varying spin polarization within a 2DEG may have a number of interesting
applications. For instance, a well-controlled spin texture with distinct spatial modula-
tion may be used as a resolution test for surface spin probe techniques. Additionally,
it may be possible, by means of localized probes, to harness an efficient spin current
source from spatial regions with high spin polarization. Here, the spatial separation of
spins is reminiscent of the optical dispersion (spatial separation of optical frequencies)
found in monochromators, suggesting that it may be used as a form of spin filter. Lastly,
we propose an experimental setup based on magnetic focusing which could be used to
measure the predicted polarization.
3.3.2 Theory
We consider a 2DEG in the simultaneous presence of a perpendicular magnetic field and
Rashba SOC. To solve for the system eigenstates, it is instructive to start by solving the
spin-less system first; that is, by finding the eigenstates in the absence of both Zeeman
and Rashba SOC. The resulting solutions can then be used as a basis for constructing
general solutions of the full, spin-dependent system.
3.3.2.1 Hamiltonian and Eigenstates without Spin
We review the Hamiltonian of a spin-less and otherwise free electron in a 2DEG in the





where ~Π = ~p+ e ~A is the covariant momentum under the vector potential ~A. Fixing the
magnetic field ~B, does not uniquely determine the vector potential, i.e. there is a gauge
freedom (in particular, the vector potentials are linked via a gauge transformation: see
Appendix A). For the magnetic field considered, there are two commonly used vector
potentials (or gauges): namely the Landau gauge (superscript L), which we considered
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in the previous section,
~AL = (−By, 0, 0) , (3.57)











where B is the magnetic field strength and x, y are spatial coordinates in the plane
of the 2DEG. In the presence of a uniform magnetic field, the system exhibits both
translational and rotational symmetry about the zˆ-axis. The Landau gauge preserves
the translational symmetry of the system, but loses the rotational symmetry. We saw
previously that in the Landau gauge, the solutions to the Hamiltonian in Eq. (3.56) are
of the form
ΨL(x, y) = exp (ikxx)ψ(y), (3.59)
where ψ(y) is given by Eq. (3.35). The wavefunctions characterize the discrete Landau
levels occupied by electrons in the presence of the magnetic field, with a corresponding








Along the xˆ-direction, the wavefunctions in the Landau gauge in Eq. (3.59) are plane
waves, and thus the xˆ-dependence of physical observables is lost, i.e. 〈ΨL(x, y)|Aˆ|ΨL(x, y)〉 =
a(y) where Aˆ is any Hermitian operator. This reflects the translational invariance of
the physical system. For the Landau orbits, however, observables in the rotationally
invariant symmetric gauge are of interest as they capture the natural symmetry of the
eigenstates. The symmetric gauge has been applied previously to analyze other mag-
netic field based systems which exhibit rotational symmetry: e.g. 2D two-electron sys-
tems [238], quantum dots (QDs) in 2D parabolic confinement potentials [239,240], and
QDs in radially symmetric hard-wall potentials with SOC [241]. Under the symmetric
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gauge, the momentum operators are transformed to their covariant forms as follows:
px → Πx = px − ~y
2l2B
, (3.61)





~/eB is the magnetic length. We define the complex variable z = x + iy








(Πx − iΠy). (3.64)
We find then that the Hamiltonian in Eq. (3.56) can be rewritten in terms of the oper-







































so that for an eigenstate ΨS (superscript S for symmetric gauge) of H with energy E we
have H(a†ΨS) = (E + ~ωc)(a†ΨS). Thus, the eigenstate a†ΨS satisfies the Schro¨dinger
equation with eigenvalue E + ~ωc, i.e. a
† acts like a raising operator on the system
eigenstates. Similarly, we can show that [H, a] = −~ωca, so H(aΨS) = (E− ~ωc)(aΨS),
implying that a acts like a lowering operator. The ground state wavefunctions ΨSn=0(z),
corresponding to the lowest Landau level (LLL), are characterized by aΨSn=0(z) = 0 and
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the complex conjugate operation, and the quantum number m = 0, 1, 2, · · · denotes the
angular momentum. In particular, m~ are the eigenvalues of the angular momentum
Lz in the zˆ-direction, Lz = xpy − ypx. The infinite degeneracy of the LLL is reflected
by the arbitrary choice of the integer m without affecting the energy E0. In fact, since
the set of wavefunctions {ΨSn=0,m}∞m=0 are degenerate, one can choose arbitrary linear




















where f(z∗) is a polynomial in z∗ and η is a normalization constant. More generally,
f(z∗) is an arbitrary analytic function of z∗. By acting on the LLL eigenstates in Eq.
(3.68) with the raising operator, we can construct the system eigenstates of any Landau







which have the corresponding quantized energy eigenvalues of Eq. (3.60).
3.3.2.2 Hamiltonian and Eigenstates with Spin
The Zeeman coupling for a perpendicular magnetic field, ~B = Bzˆ, is described by the




x −Πxσy) , (3.71)
where Πx, Πy are the covariant momentums under the magnetic field, as given by Eqs.
(3.61) and (3.62). In terms of the raising and lowering operators [Eqs. (3.63) and (3.64)],
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a† ~ωc(a†a+ 12 ) + gµBB

 . (3.73)
Since the full spin-dependent Hamiltonian is a matrix, the eigenstates are two component






, where ↑ (↓) denotes the spin-up (spin-down) component
of the eigenspinor, and n and m denote the Landau level index and quantized angular
momentum of the states, respectively. Fixing n = N , we can write the two components
of ~Ψn=N,m(z) as a linear combination of the normalized, spin-less eigenstates found in












n denotes the spin-up (spin-down) coefficient of the nth Landau level. Here-
after, we drop the subscript S in Ψn,m(z) for brevity. From the Schro¨dinger equation,




~ΨN,m = ~0, where Iˆ is the 2× 2 identity matrix,



































 = ~0. (3.75)
To simplify Eq. (3.75) we utilize the orthogonality property of the Landau level wave-
functions, namely that 〈Ψn,m|Ψn′,m〉 =
∫
d2zΨ∗n,mΨn′,m = δnn′ regardless of m. We
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multiply both sides of Eq. (3.75) by the state-bra 〈Ψs,m| = Ψ∗s,m, for some non-negative
integer s, and take the integral of the result over the entire complex z-plane. For the








































a↓naΨn,m = 0. (3.77)
Furthermore, using the property of the lowering operator, aΨn,m =
√
nΨn−1,m, the













s+ 1a↓s+1 = 0. (3.78)
Similarly, for the spin-down branch [using the orthogonality property together with the
fact a†Ψn,m =
√












) + gµBB − E
)
a↓s = 0. (3.79)





























 = ~0. (3.80)
The resulting equation is a simple system of two linear equations relating the eigenspinor
components of state s and its adjacent states. Therefore, in the top row of Eq. (3.80),
we may replace s with s− 1 without any loss of generality. This leads to the following
eigenvalue equation:





















 = 0, (3.81)
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 and corresponding eigenvalues E. Let us here replace the
index s→ n to be consistent with our prior notation for the Landau levels. The energy
eigenvalues are solved by equating the determinant of the square matrix to zero, from
which we obtain








where ± labels the two spin-split eigenstates of the combined magnetic field-Rashba
SOC system and ξ = ~ωc/2 + gµBBz. The corresponding eigenstates, which we label as






















ξ2 + 2n (α/lB)
2
, (3.85)
and N are normalization constants. Since the basis wavefunctions {Ψn,m} are normal-





. For the special case of n = 0, the coefficients
in Eq. (3.85) vanish and only a single eigenstate exists, namely ~Ψ+n=0,m = (0,Ψ0,m)
T [T
denotes the transpose], with energy E = −ξ. It is interesting to note that the n = 0
state does not undergo any spin-splitting by the Zeeman effect, nor is it affected by the
Rashba SOC.
The Landau levels (n = 0, 1, 2, · · · ) are infinitely degenerate since m does not enter
in the expression for the energy in Eq. (3.82). Therefore, we may take linear combina-
tions in m of the wavefunctions to construct general eigenstates as before. For the ~Ψ+n
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where N is a normalization constant.
3.3.2.3 Gauge Invariance of Eigenstate Solutions
In Appendix A we show that different gauges (and their corresponding eigenstates) are
linked by a gauge transformation which ensures invariance of physical observables. Here,
we explicitly show that the eigenstates in the symmetric gauge [in Eq. (3.86)] are linked
by gauge transformation to those derived previously in the Landau gauge.
The gauge invariance of electromagnetism requires that if one performs the following














in order for the Schro¨dinger equation to remain the same (Appendix A). In going from
the Landau (superscript L) to the symmetric gauge (superscript S), ~AS = ~AL + ∇χ,





The objective, therefore, is to show that the eigenstates in the symmetric gauge ψS can
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For simplicity, rather than show the gauge invariance for all possible Landau levels n, we
prove it only for the n = 1 state. Furthermore, we claim that we do not lose generality
by focusing only on eigenstates that have their cyclotron centers at the origin of the
system of coordinates, (x0, y0) = ~0. Under these assumptions, the eigenstate ~Ψ
L+
1 in the
Landau gauge has form [233–237]:
~ΨL+1 (x, y) = N















where ΨLn(x, y) are given by Eq. (3.59), N is the normalization factor, and A
↑ = a↑0 is
the coefficient of the up-spin component defined in Eq. (3.85). On the other hand, the
general solution of the corresponding state in the symmetric gauge, ~ΨS+1 (z), is of form
[Eq. (3.86)]






















where we have substituted ΨS1,m(z) = a
†ΨS0,m(z) from Eq. (3.70), and made use of the
fact that a† is a linear operator. Using Eq. (3.69), the above can be written in terms of
some analytic function f(z∗) as

















The a† operator can be written in terms of z as a† = 2 ∂∂z∗ − z2l2B , so the eigenstate is
given by the expression



















Having written down the general eigenstates in the respective gauges in Eqs. (3.91) and
(3.94), it remains to show that the two eigenstates differ only up to the gauge trans-
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formation induced phase factor in Eq. (3.89). Gauge invariance requires that identical
electronic states in the different gauges are linked via a gauge transformation. Therefore,
it suffices to construct an eigenstate in the symmetric gauge—via the analytic function
f(z∗) in Eq. (3.94)—for which this holds. Consider setting

























The choice for f(z∗) above is obviously analytic. Substituting this into Eq. (3.94) we
obtain after some simple algebra































where η↑(↓) is the normalization coefficient for the spin-up (spin-down) branch. In the
spin-up branch, 〈ΨS0 (z)|ΨS0 (z)〉 =
√
pilB , and we choose the normalization constant of
η↑ =
√√
pilB . In the spin-down branch, 〈ΨS1 (z)|ΨS1 (z)〉 =
√




pilB/2 to fulfill the normalization requirement. The symmetric gauge wavefunction
in Eq. (3.96) then becomes






















Thus, Eq. (3.97) is just the wavefunction in the Landau gauge, in Eq. (3.91), multiplied
by the required gauge transformation induced phase factor, Eq. (3.90):





~ΨL+1 (x, y). (3.98)
The case for the opposite eigenstate ~ΨS−1 (x, y) follows analogously. Finally, we note
that the eigenstates in the Landau gauge do not contain any information about the
angular momentum m. In the symmetric gauge, m appears by virtue of the rotational
79
SPIN POLARIZATION IN SEMICONDUCTORS
symmetry. It is interesting to observe that the infinite summation over even values of
m [see Eq. (3.95)] of the symmetric gauge eigenstates collapse into the m-free Landau
gauge eigenstate.
3.3.3 Results and Discussions
3.3.3.1 Spin Polarization of Landau Levels
The spin polarization (or spin density) of an eigenstate ~Ψn,m is defined by taking the





Fig. 3.18 (left), we plot the local spatial spin density for the ~Ψ+n=1,m=0 eigenstate in a
GaAs-based 2DEG with the following parameter values: effective electron mass m =
0.067m0, g-factor of g = 0.44, magnetic field B = 1 T, and Rashba SOC strength
α = 10−11 eVm. The spatial coordinates x and y are normalized to the magnetic
length of lB = 25.7 nm. A few remarks are in order. The spin density distributions are
circular in nature, reflecting the rotationally symmetric eigenstates that are obtained
using the symmetric gauge. Of the three spin components, ~s = (sx, sy, sz), the in-plane
sx and sy components arise directly from the Rashba SOC, whilst the sz component
is due to the perpendicularly applied magnetic field. The in-plane spin densities show
highly interesting non-uniformities around the cyclotron orbits. These can be explained
from a classical picture as follows. For the Rashba SOC Hamiltonian in Eq. (3.71), the
effective magnetic field ~B(~k) = (−ky, kx, 0) lies entirely in-plane, and is perpendicular
to the electron momentum ~k = (kx, ky, 0). Classically, one can envisage an electron
moving in a circular trajectory around the origin with a tangential velocity of ~v =
~p/m = ~~k/m. It is then clear that the sx and sy components arise from the sinusoidal
variation of the kx and ky components of the momentum around the orbit. In particular,
if φ = arctan(y/x) is the azimuthal angle in real space, the momentum vector would
vary as ~k = k(sin φ,− cosφ, 0) around an orbit [with the possibility of a difference
in sign]. The in-plane spin densities then correspond to the alignment of spins along
~B(~k) = (cosφ, sinφ, 0). Thus, our fully quantum mechanical results are in agreement
with the classical picture. The sz component of the spin, on the other hand, shows
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Figure 3.18: The local spatial distribution of the spin density of Landau levels in the
presence of Rashba SOC, calculated for the n = 1 state with angular momentum m = 0
(left) and m = 1 (right). The spin density is for a GaAs-based 2DEG, with all relevant
parameter values defined in the text. The spatial axes x and y are normalized to the
length unit, lB . The s
x (top) and sy (middle) spin components arise directly from the
Rashba SOC. The perpendicular spin polarization sz, due to the Zeeman coupling, is
shown in the bottom panel.
uniformity around the cyclotron orbit as it arises from momentum-independent Zeeman
coupling.
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Figure 3.19: The local spatial distribution of the spin density of Landau levels in the
presence of Rashba SOC, calculated for the n = 1 state with angular momentum m = 3
(left) and m = 7 (right). The spin density is for a GaAs-based 2DEG, with all relevant
parameter values defined in the text. The spatial axes x and y are normalized to the
length unit, lB . The s
x (top) and sy (middle) spin components arise directly from the
Rashba SOC. The perpendicular spin polarization sz, due to the Zeeman coupling, is
shown in the bottom panel.
We examine the spin density distributions of the symmetric gauge eigenstates for
different Landau level indices n, and angular momentums m. In Figs. 3.18 and 3.19,
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Figure 3.20: The local spatial distribution of the spin density of Landau levels in the
presence of Rashba SOC, calculated for states n = 0 (left) and n = 1 (right) with
angular momentum m = 3. The spin density is for a GaAs-based 2DEG, with all
relevant parameter values defined in the text. The spatial axes x and y are normalized
to the length unit, lB. The s
x (top) and sy (middle) spin components arise directly from
the Rashba SOC. The perpendicular spin polarization sz, due to the Zeeman coupling,
is shown in the bottom panel.
we plot the local spatial spin density for the ~Ψ+n=1,m eigenstate for increasing values of
angular momentum, ranging from m = 0 to m = 7. From the figures, we can see that
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Figure 3.21: The local spatial distribution of the spin density of Landau levels in the
presence of Rashba SOC, calculated for states n = 2 (left) and n = 4 (right) with
angular momentum m = 3. The spin density is for a GaAs-based 2DEG, with all
relevant parameter values defined in the text. The spatial axes x and y are normalized
to the length unit, lB. The s
x (top) and sy (middle) spin components arise directly from
the Rashba SOC. The perpendicular spin polarization sz, due to the Zeeman coupling,
is shown in the bottom panel.
larger values of m correspond to smaller amplitudes of the spin polarization. Features
are also sharper for larger m. In Figs. 3.20 and 3.21, we examine the spin density
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distributions of the ~Ψ+n,m=3 eigenstate, for the Landau level index ranging from n = 0
to n = 4. The n = 0 state is not affected by the Rashba SOC, as discussed above,
and the corresponding values for sx and sy are zero. One immediate observation for
increasing values of n are the larger number of concentric “ripples” in the spatial spin
texture, reflecting the shape of the electron probability distributions. The cyclotron
radius is also wider for larger n, being equal to
√
n+ 12 lB ; see, for example, Ref. [243].
The spin polarization amplitude also increases for larger values of n. Finally, for the
opposite eigenstates ~Ψ−n,m, the values of sx and sy have opposite signs to those of ~Ψ+n,m
studied above. The values of sz, however, are not related by any simple rule, although
the general shape of the spatial spin density distribution is the same.
3.3.3.2 Proposal for Experimental Measurement
We expect that experimental measurements of the predicted spin density distributions
could be made using known techniques in the literature. In particular, we conceive
a magnetic focusing arrangement [122, 123, 244, 245] in a GaAs-based 2DEG. Details
for fabricating such a structure in experiments can be found e.g. in Refs. [123, 245].
Typically, magnetic focusing experiments in 2DEGs comprise of two quantum point
contacts (QPCs) formed by depletion gates placed above the 2DEG and separated in
space by twice the cyclotron radius rc, as illustrated in Fig. 3.22. Magnetic focusing
occurs when electrons leave one of the QPCs (the source), enter the 2DEG which is
immersed in a perpendicular magnetic field, and circle around to enter the second QPC
(the collector) as shown by the circular path in the figure. By detecting the current
through the collector QPC, previous studies have been able to e.g. characterize the
behavior of cyclotron orbits at the edge (classically known as skipping orbits) [245], and
achieve spin separation in the presence of SOC [122]. The latter is particularly interesting
because it is relevant to our present study. When SOC is present (n.b. Dresselhaus
SOC was considered in Ref. [122]), the cyclotron orbit radii become subband-dependent
rc → r±c , where ± labels the two subbands of the SOC Hamiltonian. By adjusting the
magnetic field strength, the authors in Ref. [122] were able to selectively detect one of
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Figure 3.22: Schematic diagram of a magnetic focusing arrangement in a 2DEG, show-
ing the two QPCs formed by depletion gates. Electrons are injected into the bulk 2DEG
from the source QPC, after which they circle due to the magnetic field ~B and enter the
collector QPC (path denoted by the red arrow). The distance between the source and
collector QPC should be twice the cyclotron radius, 2rc.
the two subbands at a time at the collector QPC. Thus, the device can be used as a type
of subband filter, discussed in Section 2.2.3. The subband-dependence of the cyclotron
orbit radii is also manifested in our results. For example, in Figs. 3.23(a) and (b),
we present contour plots of the probability distribution of the ~Ψ+n=1,m=2 and
~Ψ−n=1,m=2
eigenstates, respectively [for parameter values B = 0.5 T and α = 10−11 eVm]. Clearly,
the spatial electron distribution is different in each case, and in particular one can readily
see that r+c > r
−
c .
Whilst the measurement of current at the collector QPC plays an important role in
the above experiments, it is only incidental in others such as Ref. [123], which focuses
on imaging the cyclotron orbits as they circle around between the source and collector
QPCs. Ref. [123] introduced a novel technique to image the circular path of electrons
using scanning probe microscopy. We propose that a similar setup could be used to
image the spin polarization of the circulating electrons. Our analysis has shown that
the momentum-dependent SOC field manifests itself as a spatially nonuniform in-plane
spin polarization along the electron orbits. This spatial variation of spin polarization
may be detected experimentally through commonly used magneto-optical techniques
such as polarized absorption spectroscopy [246], magneto-optical Kerr rotation [10, 13]
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Figure 3.23: Contour plots of electron probability distributions of (a) ~Ψ+n=1,m=2 and
(b) ~Ψ−n=1,m=2 eigenstates in a GaAs-based 2DEG. This illustrates that cyclotron orbits
of electrons in the presence of SOC become eigenstate-dependent. Parameter values
used are B = 0.5 T and α = 10−11 eVm. The spatial coordinates are normalized to the
magnetic length lB =
√
~/eB = 36 nm.
or magneto-reflectivity measurements [247]. Of these, the most commonly used is the
Kerr technique, which has already been used to image the spatial spin polarization due
to the spin-Hall effect [10]. There, the spatial resolution of the technique is noted to be
∼ 1 µm. For small applied magnetic fields, B ∼ 0.01 T, the cyclotron radius is of the
order rc ∼ 10 µm [245], and the Kerr technique should thus have sufficient sensitivity
to image the predicted spin density. Reducing the magnetic field to low values does
not pose any problem, as the components of interest, sx and sy, arise solely due to the
Rashba SOC in the 2DEG.
A probe-based QPC technique could also be used to tap the spin-current from the
system locally (assuming that it does not introduce significant local perturbations to
the system). By placing the probe at optimal positions corresponding to the peak
polarization values, we could conceivably draw a highly spin-polarized current, thus
implementing an efficient spin filtering scheme.
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3.3.4 Summary
We studied the spin polarization of Landau levels in a 2DEG with Rashba SOC. To
obtain the spatial spin density distributions of electrons, we solved for the system eigen-
states in the symmetric gauge. The choice of this gauge allowed us to capture the natural
symmetry of the circular Landau orbits. Our analytical eigenstate solutions ~Ψn,m were
then compared to the previously derived solutions in the Landau gauge, and were shown
to be related to those eigenstates by the necessary unitary transformation facilitating
gauge invariance. The spin density distributions of the eigenstates were plotted and
analyzed for a GaAs-based 2DEG using typical parameter values for the magnetic field
strength and the Rashba SOC parameter. The in-plane spin polarization arising from
the Rashba SOC were found to exhibit highly interesting textures. These were explained
from a classical picture of electrons moving in a circular motion. Finally, we proposed






From a conceptual point-of-view, the Datta-Das SFET (detailed in Section 2.2.1) is
of great importance to SC spintronics, as it demonstrates the possibility of spin-based
logic devices driven purely by electric means. On the other hand, it encapsulates the key
challenges of the field. Aside from the most prominent of these obstacles, such as efficient
spin injection from a FM contact into a SC and the effective controllability of the Rashba
SOC strength, an important prerequisite for the device to exhibit a strong spin-current
modulation is to restrict the angular distribution of electrons in the 2DEG [12]. In fact,
the original proposal requires both ballistic transport and single channeled transport,
i.e. the occupancy of a single transverse mode. The latter could be achieved by applying
a sufficiently strong transverse confining potential, such that the transverse wavevector
becomes quantized and the angular distribution in ~k is minimized. However, ballistic,
single channeled transport remains difficult to realize even for unpolarized current [76],
and has only been realized in nanotubes [248] and quantum wires fabricated by cleaved-
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edge overgrowth [249]. Most spintronic devices based on the SOC effect are inherently
single or few channeled (electron transport is restricted to a narrow range of transverse
electron modes), as ~k-averaging washes out spin-dependent effects. For example, Section
3.1 was devoted to the selective collection of electrons on the Fermi surface in order to
induce a finite spin polarization in TR symmetric systems. Many other works are of
similar nature [31,119,121].
The essence of the problem is related to the nonuniform spin precession of electrons
having different wavevectors ~k. This is a manifestation of the ~k-dependence of the ef-
fective SOC field. The spin precession of electrons within the 2DEG channel of the
Datta-Das SFET has been studied theoretically in numerous papers. For instance, in
Refs. [62,80], the inclusion of Dresselhaus SOC is shown to lead to a strong dependence
of the conductance on the crystallographic direction of the channel. In Ref. [81], the
effect of the channel boundaries and size of the spin injector on the precession behavior
was analyzed; the boundaries give rise to reflections of the channel electrons, causing in-
terference of their wavefunctions and thus modifying the spatial precession profile. Thus
Ref. [81] regards the channel as a fully two-dimensional system where the wavevector ~k
is treated as continuous (it is multichanneled). It is found, in agreement with previous
works, that a large angular distribution of injected electrons degrades the conductance
of the Datta-Das device, i.e. the precession behavior is nonuniform in the transverse
wavevector. However, simply applying a confinement potential in the transverse direc-
tion can impose limitations from an experimental viewpoint. For the case of a hard-wall
potential, it has been estimated that the width of the well should satisfy W  ~2/αm,
where α is the Rashba SOC parameter and m is the effective electron mass. Thus, the
amount of modulation of α which drives the conductance modulation of the device is
limited by the well width W . Methods to circumvent the use of transverse confinement
potentials have been proposed. For example, in Ref. [77], the authors proposed the
application of a uniform, perpendicular magnetic field in the 2DEG region. This leads
to the formation of an effective, transverse, parabolic potential well [recall the effective
Hamiltonian in Eq. (3.34)] which assists in the necessary confinement. The conductance
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was found to become robust for larger magnetic fields, as this results in narrower ef-
fective parabolic wells. In Ref. [78], a two-channeled SFET was considered, with weak
coupling between the bands. The mixing between the coupled bands was shown to result
in enhanced control of the spin precession.
Motivated by the above discussions, we propose a multichannel SFET which allevi-
ates the need for transverse confinement schemes. The device is multichanneled in the
sense that the spin precession behavior of channel electrons is uniform within a contin-
uous range of transverse wavevectors, implying that the conductance is robust for an
angular spread of electrons. Similar to the Datta-Das device, the proposed structure is
based on a 2DEG channel sandwiched between two FM contacts, via which spin injec-
tion and detection occur. Additionally, the gate electrode in the Datta-Das device is
assumed ferromagnetic with in-plane magnetic anisotropy, leading to the formation of
narrow, perpendicular magnetic field barriers at the device interfaces [92]. We consider
the ballistic transport of electrons injected from a half metallic (HM) source electrode
into the 2DEG channel with combined Rashba and Dresselhaus SOC, and thence into the
FM detector with an in-plane magnetization. The in-plane spin component of electrons
reaching the collector is found to be tunable through the Rashba SOC parameter, thus
enabling transistor action. Interestingly, this spin component is virtually independent of
the momentum of injected electrons when the coupling between the magnetic field and
2DEG channel medium is sufficiently large. This is a unique characteristic of our device
compared to previous spin transistor designs, in which the spin precession is nonuniform
with respect to ~k. Another advantage of our proposed device over the Datta-Das device
is that the conductance modulation may be achieved over much shorter channel lengths,




4.2.1 Model, Hamiltonian and Eigenstates
We consider a 2DEG with combined Rashba and Dresselhaus SOC, sandwiched between
two metallic electrodes (the “source” and “collector”). At the SC-metal interfaces, we
assume the presence of narrow, external magnetic barriers in the vertical zˆ-direction.
Such magnetic fields can result from the fringing field of a ferromagnetic gate electrode
with in-plane magnetization ~M , placed on top of the 2DEG. An illustration of the





2DEG formed at heterostructure interface,
length L
Figure 4.1: Schematic of device under consideration. Electrons are injected from the
source electrode (I) into the 2DEG channel (II) which exhibits both Rashba and Dressel-
haus SOC. Spatially confined magnetic field barriers are introduced at the interfaces by
placing a ferromagnetic gate electrode above the 2DEG having an in-plane magnetiza-
tion ~M . The spin-dependent electron transport across the trilayer structure is studied.
In particular, the azimuthal spin orientation of electrons reaching the collector electrode
(III) is shown to be tunable by varying the Rashba parameter, resulting in spin-FET-like
operation.

















− β (Πx,−Πy, 0)
]
, (4.1)
where ~Π = ~p + e ~A, ~A is the magnetic vector potential, U0 is the electrostatic potential
energy, g∗ is the Lande´ factor, µB = e~/2m is the Bohr magneton, σi are the Pauli spin
matrices, and α and β are the Rashba and Dresselhaus SOC parameters. In the lowest
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order approximation, the fringe field ~B is modeled as having a delta-function profile
in the vertical direction [48, 91, 92, 250, 251]. This approximation is useful as it allows
one to solve for transport coefficients analytically, whilst producing results that are in
good agreement with higher order models [251]. The zˆ-component of the magnetic field
is given by the expression Bz(x) = B[δ(x) − δ(x − L)], where L is the 2DEG channel
length and δ(x) is the Dirac delta function. We choose the vector potential of form
~A(x) = (0, Ay(x), 0) where
Ay(x) = B [Θ(x)−Θ(x− L)] , (4.2)
and Θ(x) is the Heaviside step function. It is interesting to note that while Bz in Eq.
(4.1) is non-zero only at the interfaces, x = 0 and x = L, the corresponding vector
potential ~A is finite across the entire 2DEG region. As a result, when finding the energy
eigenvalues and eigenstates within the 2DEG region, we ignore the Zeeman term in
Eq. (4.1) but retain the covariant momentums ~Π. Noting this, the general eigenspinor




αΠy − βΠx . (4.3)










2 + β2)− 4ΠxΠyαβ
] 1
2 . (4.4)
Since the system is translationally invariant along the yˆ-direction, py = ~ky is a good
quantum number and the system wavefunctions can be written in the form
~ΨΛ(~r) = exp (ikyy)~ψΛ(x) (4.5)
in all three regions, Λ = I, II, III. Within the 2DEG, ~ψII(x) satisfies the effective one-
dimensional Hamiltonian in Eq. (4.1) where ky is considered a constant. For a fixed
electron energy E = EF (the Fermi level) and ky, there are four distinct values of the
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Figure 4.2: (a) The spin-split energy dispersion E-~k under combined Rashba and Dres-
selhaus SOC. At the Fermi level E = EF , the cross-section of (a) yields two concentric
surfaces F1 and F2, as shown in (b). F1 and F2 are asymmetric in ky due to the presence
of the magnetic fields. The parameter values used to obtain the curves are detailed in
Sec. 4.3: Results and Discussions, below.
we plot the two spin-split energy surfaces E(~k), labeled as “F1” and “F2”, in Fig.
4.2(a). F1 corresponds to the majority subband E− which lies lower in energy, whilst F2
corresponds to the subband E+. We consider electrons at the Fermi level, E = EF , as
illustrated in Fig. 4.2(b), and having a fixed transverse wavevector ky. In general, there
are four possible solutions to the kx wavevector: two solutions (of opposite propagation
direction) on each of the F1 and F2 subbands. In this study, we consider the regime
where all the four wavevectors ki are real, i.e. the value of ky chosen in Fig. 4.2(b) is such
that there are exactly two intercepts each on F1 and F2. This ensures free, plane wave
electron transmission across the 2DEG region instead of electron tunneling, which was
considered earlier in Section 3.1. For convenience, we denote the forward (backward)




i ). These correspond to eigenstates of the
form ~ξ±i (ki, ky) exp (ik
±
i x) where
~ξ±i (ki, ky) = ~ξ
±
i are the eigenspinors solutions. Since
they are degenerate states, the general xˆ-dependent wavefunction within the 2DEG
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where A1, B1, A2 and B2 are coefficients to be determined by the boundary conditions.
We now focus on the contact regions. We assume that the source electrode (region
I in Fig. 6.1) is a ferromagnet (FM) with magnetization along the +zˆ-direction. Thus,
incident electrons in region I are prepared in the pure spin-up eigenstate of σz, i.e. (1, 0)T.
On the other hand, reflected, backward moving electrons in region I are represented by
the general spinor (R1, R2)
















EF − k2y . In the collector (region III in Fig. 6.1), the forward moving
transmitted electrons are represented by the general spinor (T1, T2)
T. The wavefunction







4.2.2 Calculation of Transport Parameters
The eight coefficients in Eqs. (4.6), (4.7) and (4.8) are found by imposing the necessary
















Since each of the ~ψ are two component spinors, the continuity conditions above result
in four equations. The remaining four equations can be obtained from the flux condi-
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tions. In the presence of SOC, the required conditions are obtained by integrating the
Schro¨dinger equation H~ψ = E ~ψ over an infinitesimally narrow region centered about























We excluded py-terms above as they are regarded constant, whose integrals vanish in
the limit  → 0 (by the same argument, the left-hand-side of the above equation also
evaluates to zero). To evaluate the right-hand-side of Eq. (4.11), we note that Bz(x) is
a delta function, whilst α(x) and β(x) are Heaviside functions centered at x = 0. Using























(βσx + ασy) ~ψI(0). (4.12)





















(βσx + ασy) ~ψII(L).
(4.13)
The eight (8 = 4×2) equations in Eqs. (4.9), (4.10), (4.12) and (4.13) allow us to uniquely
solve for the eight transport coefficients. Of particular interest are the spin-dependent
transmission coefficients, T1 and T2, for spin-up and down electrons respectively, in Eq.
(4.8). These define the spin orientation of electrons reaching the collector, and are
important when considering the transistor action of the structure.
4.2.3 Verification of Flux Conservation
Upon computing the transport coefficients numerically, we verify flux continuity across
the three regions. The calculation of the electron flux in the source and collector (Λ =
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1− |R1|2 − |R2|2
)
,
whilst in region III, inserting ~ψIII into Eq. (4.14) yields jIII =
px
m
(|T1|2 + |T2|2). In
general, the flux is given by the product of the electron velocity and the probability
amplitudes of the basis eigenstates [214]. Within the 2DEG region, the group velocity
vx is not simply proportional to the wavevector kx due to the off-diagonal spin-orbit
terms in the Hamiltonian. The correct velocity operator in region II is be obtained from














The particle flux in region II is then calculated as follows:
jII = |A1|2〈ξ+1 |vx|ξ+1 〉+ |B1|2〈ξ−1 |vx|ξ−1 〉+ |A2|2〈ξ+2 |vx|ξ+2 〉+ |B2|2〈ξ−2 |vx|ξ−2 〉.
We verified that the wavefunctions obtained do indeed satisfy conservation of particle
flux across the entire trilayer structure, i.e. jI = jII = jIII.
4.3 Results and Discussions
For convenience we express all physical parameters in dimensionless, reduced units (r.u.).
The magnetic field strength B naturally defines a length lB ≡
√
~/eB and energy scale
E0 = ~ωc, where ωc = eB/m is the cyclotron frequency. The relevant transformations
to r.u. are: coordinates ~x→ lB~x, energy E → E0E, magnetic field ~B → B ~B, magnetic
vector potential ~A → BlB ~A, and SOC parameters α → E0lBα and β → E0lBβ. We
assume InSb as the 2DEG channel medium due to its favorably large g × m factor,
which ensures strong coupling of the electron spin to the magnetic field barriers. Such
a 2DEG can be formed e.g. in a InSb/InAlSb heterostructure [228, 229]. We assume
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the following material parameters for a typical InSb 2DEG [216]: m = 0.0136m0, g =
50.6, β = 4.14 × 10−12 eVm = 0.027 r.u., Fermi level EF = 2.5 meV = 0.59 r.u.
(corresponding to an electron density of n = 1.4×1010 cm−2) and electrostatic potential
U0 = 1.7 meV = 0.4 r.u. for B = 0.5 T. The Rashba parameter α is adjustable via a
gate electrode, and typically varies between 1 × 10−12 – 1 × 10−11 eVm (0.006–0.064
r.u.) [11,45,254].
4.3.1 Transistor Action of Device
We consider injection of electrons in the spin-up eigenstate from the source electrode.
The electron spins undergo precession about the in-plane effective SOC field as they tra-
verse the 2DEG channel. The spin orientation of electrons reaching the collector is calcu-





(sx, sy, sz). To study the transistor action of the device, we examine the tunability of ~s
as a function of the Rashba parameter α. Our analysis focuses on the azimuthal spin
component ~sxy = (s
x, sy), which is the component arising from the spin precession in-
duced by SOC. The magnitude of the spin polarization |~sxy| is plotted in Fig. 4.3 (inset)
as a function of α. For all channel lengths, the spin polarization magnitude is found
to increase almost linearly with α. Most interestingly, the greatest sensitivity of |~sxy|
with respect to α occurs at a channel length of L ≈ 5 nm. In fact, the polarization
amplitude is almost identical at 4 nm and 6 nm, and also at 2 nm and 10 nm, indicating
an oscillatory-like behavior of |~sxy| with L. In Fig. 4.3 (main), we plot the orientation
of the spin, φ = arctan(sy/sx), as a function of α for channel lengths in the range 2
nm ≤ L ≤ 20 nm. In the calculations, the transverse wavevector was set to ky = −0.3
r.u.; this choice gives four real-valued solutions for kx, ensuring ballistic, plane wave
transmission across the structure [see Fig. 4.2(b)]. Evidently, Fig. 4.3 shows that φ is
a strong function of α, especially at lower values of α < 0.15. The α parameter can be
varied by as much as 50%, by application of a gate bias [11]. Thus, within this range of
α values, the device can efficiently rotate the spins of electrons entering the collector.
This is a crucial feature of general spintronic transistors. It is interesting to note that for
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larger values of α, we observe a much lower sensitivity of the azimuthal spin orientation.
From a physical viewpoint, this can be explained as follows. Spins in the 2DEG channel
tilt in response to the effective, in-plane magnetic field ~B(~k) due to the Rashba and
Dresselhaus SOC. When α is large, the direction of ~B(~k) is dominated by the Rashba
effective field. The spin orientation therefore becomes relatively insensitive to α once it
exceeds a certain threshold.
To achieve a transistor function from the structure, the magnetization of the collector
should be fixed in the in-plane direction, along φ0 = arctan (s
y/sx) corresponding to zero
gate bias. The zero bias state then corresponds to the “on” state of the transistor with
a low resistance. Applying a gate bias causes the electron spins reaching the collector
to rotate away from φ0, according to Fig. 4.3. The reduced spin polarization along φ0
will then switch the transistor to the “off” state with a higher channel resistance. The
conductance modulation achievable from the proposed device will be smaller compared
to the Datta-Das device due to the lower spin polarization values, shown in the inset
of Fig. 4.3. However, the conductance modulation could potentially be increased by
enhancing the gate bias variation of the Rashba SOC parameter beyond 50%, e.g. with
improvements in gate insulation [12]. Significantly, we note that the channel length of
the proposed device is in the nanometer range, rather than the micrometer range of the
conventional Datta-Das spin-FET [12,45].
4.3.2 Multichannel Transport
In the Datta-Das device, the current modulation effect is maximized when electron
propagation is strictly along the channel (in Fig. 6.1 this corresponds to ky = 0). This is
referred to as single channeled operation in which the transport is fully one-dimensional.
Such transport could be induced by quantum confinement along the yˆ-direction, which
quantizes the ky wavevector and thereby limits the angular spread of electrons in the
xˆ-yˆ plane. Angular spreading of wavevectors away from the channel direction results
in non-uniform precession of spins reaching the collector, hence diminishing the overall
















































Figure 4.3: (main) Azimuthal spin orientation, φ = arctan(sy/sx), of electrons reaching
the collector of our trilayer structure, for various 2DEG channel lengths L, as a function
of Rashba parameter, α. Since α can be modulated via a gate bias, our structure
allows for a significant rotation of spins, particularly for small values of α. (inset)
the corresponding spin polarization values. Here, the in-plane wavevector is fixed at
ky = −0.3/lB .
was shown to be equivalent to the problem of intersubband mixing [45], which was
dicussed in the original proposal of the Datta-Das device [12]. The device we propose
here is a multichanneled device which works across continuous values of the transverse
wavevector ky i.e. the spin precession behavior is uniform across a continuous range of ky.
The key to achieving the multichannel property lies in the spatially confined magnetic
barriers at the device interfaces. In Fig. 4.4 (main), we plot the spin orientation φ of
electrons reaching the collector as a function of ky (units of l
−1
B ) for identical parameter
values as before and α = 1.2 × 10−11 eVm = 0.077 r.u., and for a strong magnetic field
of B = 4 T. Clearly, the spin precession is nearly uniform with respect to the transverse
wavevector ky. A small spread of less than ∆φ = 0.1 rad. in the transmitted spin
orientation is observed over the entire range of plane-wave transmission modes. The
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Figure 4.4: Spin orientation of transmitted electrons in azimuthal plane as a function
of wavevector ky (in units of 1/lB), at a constant Fermi level, for various 2DEG channel
lengths. The main plot corresponds to a strong magnetic field (γ = g∗m∗B = 5.51)
from the FM gate electrode, resulting in uniform precession of spins over a range of ky.
This robustness is reduced, however, when the field is not sufficiently strong (γ = 1.38),
as shown in the inset.
magnetic field barriers of B = 1 T are applied; the results are plotted in the inset of Fig.
4.4, which shows a larger spread of ∆φ ≈ 0.35 rad. over the same range of ky. We note
that the results of φ-tunability shown in Fig. 4.3 were obtained for the strong magnetic
barrier case. Thus, the application of strong magnetic barriers at the interfaces of our
device allow for uniform spin precession even for large angular spreads in ~k, whilst still
permitting φ to be modulated via the SOC parameter α. These two properties enables
the use of the device as a multichannel spintronic transistor.
The reason for the multichanneled operation of the device needs to be explored. The
magnetic barriers are present only at the device interfaces, and thus do not directly
influence the spin precession within the 2DEG channel. However, the effect of the fields




Ay where Ay is proportional to the magnetic field strengthB and extends across the
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B, and the direction of the effective SOC field (and thus the spin precession behavior)
has a reduced sensitivity to the value of ky. We make an estimate of the required B
strength as follows: we set ky = 0.5/lB and Ay = B × 10 nm (the channel length is of
order 10 nm), from which e
~
Ay > ky requires B > 1.6 T. This novel technique of allowing
for multichanneled operation of SOC devices may lead to a novel class of multichannel
spintronic devices. Such devices avoid the need for elaborate schemes for confinement
and/or wavevector restriction of the injected electrons [77,112,121,255] which may pose
difficulties in experimental realization. A major challenge for the realization of the
proposed structure is the implementation of strong, spatially confined magnetic fields.
There have been numerous suggestions in the literature, such as the use of patterned
ferromagnetic gating and superconductor structures [90,98,102,256,257]. Experimental
realizations of spatially confined magnetic barriers have been reported, e.g. in Ref. [258]
and references therein.
4.4 Summary
We proposed a SFET based on the Datta-Das device, but with a ferromagnetic gate
electrode which introduces spatially confined magnetic field barriers at the interfaces.
Since the spatial profile of the magnetic barriers are narrow, and do not impinge into the
2DEG region, they do not directly influence the spin precession of the electrons. Instead,
the modified transverse wavevector under the magnetic vector potential translates to a
reduced sensitivity of the spin precession as a function of wavevector, ~k. This novel
method could make way for a new class of multichanneled spintronic devices. These
devices would avoid the need for elaborate schemes for confinement and wavevector
restriction of the injected electrons that may place limitations on the device, or pose
difficulties in experimental realization.
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CHAPTER 5
Spin Separation Arising from Gauge Fields in
Two-Dimensional Spintronic Systems
5.1 Introduction
The production of spin polarized currents was investigated in previous chapters. In
Section 3.1, we studied the spin polarization of current resulting from electrons tunneling
through barriers with SOC and with an asymmetry introduced in the ~k-space, and in
Section 3.2, we analyzed the spin-dependent transmission of electrons through a 2DEG
in the presence of a uniform magnetic field and parabolic quantum well. In Chapter 4,
a multichannel SFET was proposed, which was based on the spin-dependent transport
of electrons through a 2DEG with SOC and spatially confined magnetic field barriers.
Recently, there has been much interest in utilizing the SOC effect in entirely new ways
to generate spin currents, e.g. via spin-dependent transport of carriers induced by non-
Abelian spin-orbit gauge fields (see Section 2.3.1). In this chapter, we consider the
transverse separation of spins in 2DEGs due to the Rashba spin-orbit gauge field. Work
along this line can be found in Refs. [15,132] in which the Rashba SOC was interpreted
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as a non-Abelian gauge field, resulting in vertically polarized electrons to experience
spin-dependent forces. Maintaining the vertical polarization of spins in a 2DEG system
requires a weak effective Rashba field, ~B(~k). However, large Rashba SOC is desired for
large spin currents (the spin current is proportional to α2). When ~B(~k) is strong, there
are two effects on the vertically polarized spins which are detrimental to the spin current:
(i) spin relaxation to the in-plane field ~B(~k) is hastened, which completely suppresses
the spin current, and (ii) for channel lengths longer than the spin coherence length, the
spins will precess about ~B(~k), resulting in zitterbewegung of electrons which results in
zero net transverse spin current [15,49,50,52].
Based on the above discussions, we propose a 2DEG-based system which removes the
competition between the spin-dependent forces and the spin relaxation and precession
processes in the presence of strong Rashba SOC. The device utilizes an external magnetic
field ~B applied perpendicular to the 2DEG plane, in order to lock the spins in the
vertically polarized state, thereby suppressing spin relaxation and precession processes
(a similar scheme was studied in the context of relative contributions of the intrinsic
and extrinsic SHE in 2DEG systems [259]). The magnetic field in the present system
may be applied by means of ferromagnetic gate stripes deposited on top of the 2DEG
structure [237, 260]. We assume that a spatial nonuniformity is superimposed onto the
uniform field, characterized by a finite chirality θ, as shown in Fig. 5.1. A spatially
nonuniform magnetic field gives rise to an additional spin-dependent force through a
Berry gauge structure [148, 153, 188]. Thus, the applied magnetic field ~B(~r) serves a
two-fold purpose; firstly to counteract suppression of the spin-dependent force arising
from the Rashba SOC, and secondly to provide an additional spin separation mechanism
through its nonuniformity. For a special configuration of the magnetic field [illustrated
in Fig. 5.1(a)], it is shown that the two separation mechanisms oppose one another.
Transistor action can be achieved by tuning the magnitude of the force due to the
Rashba SOC-induced gauge field via a gate bias. Our numerical results indicate that a
complete cancellation of the transverse spin current can occur within realistic values of
the Rashba parameter. The proposed structure could therefore be useful as a controllable
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source of spin current.
5.2 Theory
5.2.1 Model, Hamiltonian and Assumptions
We consider a 2DEG with Rashba SOC in the presence of an external magnetic field.
As shown in Fig. 5.1, we assume that a spatial nonuniformity is superimposed onto a
uniform vertical magnetic field, such that a well-defined chirality (measured by the angle














where ~Π = ~p + e ~A, ~A is the magnetic vector potential of ~B, and ~r = (x, y) denotes
in-plane coordinates within the 2DEG. For convenience, we choose for ~A the Landau
gauge, ~A = (Ax, 0, 0).
The external magnetic field ~B should be sufficiently strong relative to the in-plane
effective field, ~B(~k), to ensure that the two spin eigenstates point primarily along the
zˆ-direction (they do not relax to ~B(~k)). At the same time, we assume that ~B has a
weak influence on the spin polarization of current across the device, i.e. we assume that
conduction electrons are evenly split between the two eigenstates. In terms of energy
scales E of the system, it is hence required that ESOC  EZeeman  Ethermal. In typical
2DEGs formed in III-V heterostructures, the Rashba parameter α = 10−12 eVm and
Fermi wavevector kF = 10
7 m−1 (for a moderately low doping density of n = 1013 m−2),
giving for the spin-orbit energy ESOC ≈ 10−5 eV. For a InAs/InGaAs heterostructure,
the effective Lande´ factor g ≈ 4 [261], and a quick estimate shows | ~B| = 0.3 T is sufficient
to achieve EZeeman ≈ 7ESOC. As the thermal energy at room temperature is large at 25
meV, the above requirements are easily satisfied. Moreover, we note that the Lorentz
force due to ~B could give rise to the quantum Hall effect (QHE). However, the low
required ~B field strength rules out the relevance of QHE in the present study [24,262].
The vector potential ~A affects electron transport in a spin-independent way; all
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Figure 5.1: (a) Illustration of proposed device in which a transverse separation of spins
(red arrows) occurs in response to a longitudinal charge current (orange arrow). The
separation occurs heuristically as a result of spin-dependent forces due to (i) Rashba
SOC, which is characterized by the perpendicular electric field, ~ESO (vertical, dark blue
arrow), and (ii) a spatially nonuniform magnetic field, ~B(~r) (green arrows). The spin-
dependent force for the Rashba SOC, ~FSO, is denoted by black, dashed arrows, and for
~B(~r) the force ~FBerry is denoted by the bright blue arrows. We note that the forces
from the two contributions act in opposite directions. The magnitude of ~FSO is found
to be proportional to α2 (see main text), and hence the degree of cancellation of the
forces can be modulated via a gate bias. This leads to the potential modulation of the
transverse spin-current by purely electric means. (b) The configuration of the spatially
nonuniform magnetic field, characterized by chirality θ.
electrons, regardless of spin, see the same magnetic field ~B = ∇ × ~A. In the following
sections, we show that the system above exhibits two additional gauge fields that are
spin-dependent.
5.2.2 Spin-Dependent Gauge Fields
The two gauge fields can be derived directly from the Hamiltonian in Eq. (5.1). For
clarity, we first derive each gauge field ignoring the presence of the other. Then, we
solve the case when there is interplay between them (Section 5.2.2.3).
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5.2.2.1 Non-Abelian Spin-Orbit Gauge Field








~p · (zˆ × ~σ) . (5.2)
The ~p-linear Rashba SOC term can be combined with the ~p 2 kinetic energy term by












~p+ eAR)2 , (5.3)
after neglecting second order terms. Thus, the familiar Rashba SOC term enters the
effective Hamiltonian as a gauge field, AR. The components of AR are 2× 2 matrices,
AR = αm
e~
(−σy, σx, 0) . (5.4)
The gauge invariant quantity is the curvature of AR, which represents an effective mag-
netic field. In contrast to the magnetic vector potential, the components of AR do not
commute. Thus, AR is a non-Abelian gauge field. These are commonly known as Yang-
Mills fields [136]. The expression for the curvature of the Yang-Mills field AR is given




[ARy ,ARx ] = 2α2m2e~3 σz. (5.5)
Interestingly, Eq. (5.5) above represents a vertical magnetic field which has different
signs for spins polarized along +zˆ and −zˆ. This allows us to manipulate electrons in a
spin-dependent way.
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5.2.2.2 Berry Gauge Field due to Nonuniform Magnetic Fields
Let us now ignore the Rashba SOC, and focus on the spatially nonuniform magnetic







gµB~σ · ~B(~r). (5.6)
It is convenient to redefine the axes at each point in space ~r, such that the reference zˆ-axis
is aligned to the local magnetic field direction, ~B(~r). Doing so, the Hamiltonian becomes
locally diagonalized in space. In order to perform the rotation, a unitary transformation
matrix U = U(~r) is employed which satisfies at every point ~r, U (~σ · ~n)U † = σz, where
~n = ~B/| ~B|. In terms of spherical coordinates, ~n = (sin θ cosφ, sin θ sinφ, cos θ), where
θ, φ are functions of ~r. A suitable choice of U is given by [263]
U = ~m · ~σ, (5.7)
where ~m =
(






. Applying the rotation, the effective, diagonal-
ized Hamiltonian is







Evaluation of the first term, U~Π2U †, is nontrivial as ~Π contains spatial derivatives and






















Thus, the problem of a spatially nonuniform magnetic field is formally equivalent to a
uniform system in the presence of a gauge field, A ≡ −i~eU∇U † [148–150]. Explicitly,
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the gauge field can be written as A = ~e ~Aµ · ~σ [263], where








−∂µθ sinφ− sin θ cosφ∂µφ




where µ = x, y, z. Being of the form −iU∇U †, A is a called a pure gauge. Using
Eq. (2.14), the gauge invariant curvature of A can be readily computed, and is found
to vanish identically! However, we induce a finite curvature by making an adiabatic
approximation (AA). Within the AA, we assume that flipping events between the two
eigenstates of the magnetic field are forbidden. Mathematically, this is equivalent to
setting the off-diagonal terms of A to zero, i.e. we retain only the σz coefficients in Eq.
(5.12). The eigenstate resolved gauge field then reads
AB(~r) = ± ~
2e
(1− cos θ(~r))∇φ(~r), (5.13)
where + (−) labels the eigenstate parallel (anti-parallel) to the local magnetic field,
~B(~r). The gauge field AB is known as the Berry gauge field, discussed in Section 2.3.2
(note the B superscript). Note that the AA reduces the full non-Abelian gauge field A
into two, independent Abelian gauge fields. In the magnetic field space ~B, the gauge
field AB reads
AB( ~B) = ±1
2
(
1− cos θ( ~B)
)
∇φ( ~B), (5.14)
where cos θ = Bz/| ~B| and tanφ = By/Bx. The Berry curvature of AB( ~B) is easily
calculated to be
FBµν( ~B) = ∂BµABν ( ~B)− ∂BνABµ ( ~B) = ±λµν
Bλ
2| ~B|3 . (5.15)
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Thus, the Berry curvature has the form of a Dirac monopole in magnetic field space [140].
The location of the monopole singularity corresponds to the degeneracy point of the
Hamiltonian, ~B = ~0. For a spatially dependent magnetic field ~B(~r), the curvature in
~r-space can be found from the relation [152]









which can be derived from straightforward Calculus. FB(~r) clearly depends on details
of how ~B(~r) varies in space.
5.2.2.3 Combined Scenario
The previous two sections describe the appearance of spin-dependent gauge fields in SOC
and magnetic field systems. We now return to a discussion of the proposed 2DEG-based
device illustrated in Fig. 5.1, in which both SOC and a spatially nonuniform magnetic
field exists. Considering firstly the Rashba SOC, the full Hamiltonian in Eq. (5.1) can









gµB~σ · ~B(~r). (5.17)
Next we treat the nonuniform magnetic field, by applying a unitary transformation U(~r)












Thus, in the combined scenario, the gauge field AR due to Rashba SOC is subject to a





~σ · ~n. (5.19)
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Thus, the curvature differs from Eq. (5.5) only by a factor of cos θ. Clearly, the two
converge as θ → 0. For the special “crown-shaped” magnetic field configuration shown in
Fig. 5.1(b), the Berry gauge field in Eq. (5.13) is evaluated by setting φ = arctan(y/x):
AB(~r) = ± ~
2er2
(1− cos θ)(−y, x, 0), (5.21)
where r is the crown radius. The curvature of AB(~r) is (only the zˆ-component is finite)
FBxy = ∂xABy − ∂yABx = ±
~
er2
(1− cos θ). (5.22)
The ± above refer to spins aligned parallel (+) and antiparallel (−) to the applied
magnetic field. For the downward pointing magnetic field in Fig. 5.1, we replace ± →






5.2.3 Spin-Dependent Force Operators
The gauge invariant curvatures derived above physically represent effective magnetic
fields, which give rise to spin-dependent Lorentz forces. The quantum mechanical force





where ~v = 1i~ [~r,H] is the velocity operator in the Heisenberg picture. Writing the
Hamiltonian as H = ~Π22m (we ignore the Zeeman term, as this just leads to the Stern-




≡ ~p+eAΣ contains all the gauge fields,
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p2j + epjAΣ,j + eAΣ,jpj + e2A2Σ,j
) −(





In the above, [rj ,A2Σ,j] = 0. Taking note that pj is a derivative operator, we also have
by the product rule
rjp
2







j + (pjrj)pj + (pjrj)pj
)
,
= 2i~pj . (5.26)
The four remaining first-order in pj terms in Eq. (5.25) can be similarly evaluated, and




(pj + eAΣ,j) = Πj
m
. (5.27)














i ] (i 6= j),
= − 1
2im~
([Πi,Πj ]Πi + Πi[Πi,Πj ]) . (5.28)
Under the gauge fields, the covariant momentums Πi are noncommuting,
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where Fij ≡ ijkΩk is exactly the kth component of the curvature defined in Eq. (2.14).
Substituting this expression into Eq. (5.28), we obtain for the force Fj = eviΩkijk,
which is formally equivalent to the expression
~F = −e~v × ~Ω, (5.30)
i.e. we have derived the general form of the magnetic Lorentz force. The curvature ~Ω
contains the effects of three gauge fields: (1) the magnetic vector potential ~A, (2) the
non-Abelian Rashba spin-orbit gauge field AR [see Eq. (5.20)], and (3) the Berry gauge
field arising from the spatial nonuniformity of the magnetic field AB [see Eq. (5.23)].
The first does not carry any spin-dependence. Furthermore, since we assume an equal
polarization of spin-up and down electrons, and this gauge field does not produce net
spin currents. Let us focus on the spin-dependent forces arising from the gauge fields
AR and AB, and their effect on the transverse transport of electrons. In our system
[see Fig. 5.1], the transport direction is along the xˆ-direction; the transverse direction
therefore corresponds to the yˆ-direction. For AR, the yˆ-component of the force operator












Inspection of the transverse force expressions show that both are spin-dependent (being
proportional to σz), pointing along opposite directions for the two spin orientations. The
particular magnetic field configuration in the system results in the two forces canceling
one another for each spin species. Interestingly, since the Rashba parameter α can be
modulated by a gate bias, one can tune the strength of the spin-orbit force in Eq. (5.31),
and thus the degree of cancellation of the transverse spin current.
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5.2.4 Equations of Motion Describing Spin Separation
The quantum mechanical force operators derived above provide only a heuristic indi-
cation of transverse spin separation in the system. For a more definite description of
the spin separation, we derive the equations of motion of a Gaussian wavepacket in the
system. The time-dependent position operator in the Heisenberg picture is given by
y(t) = eiHt/~y0e−iHt/~, (5.33)
where y0 is the time-independent position operator in the Schro¨dinger picture, and H is
the system Hamiltonian. For the Berry curvature in Eq. (5.23), we assign an alternative
gauge field AB = ~/2eR2(σzy, 0, 0) which can be grouped together with the Landau
gauge of the magnetic field in H. Using the Baker-Campbell-Hausdorff relation, the








[H, [H, · · · [H,︸ ︷︷ ︸
n times




where τ = it/~, S0 = y0 and Sn =
τ
n [H, Sn−1]. This is evaluated as (see Appendix B for
details)




































Now, we calculate the expectation value of the above operator for a Gaussian wavepacket
〈~r|Ψ〉 [defined in Eq. (B.8)]. From Appendix B, the displacement for a spin-up (down)
wavepacket is














The two spin-dependent displacement terms in the parentheses above can easily be
attributed to the spin-dependent forces in Eqs. (5.31) and (5.32); differentiating them
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twice with respect to time and multiplying by the electron mass reproduces the force
expressions.
5.3 Numerical Results and Discussions
We quantify the magnitude of the spin-dependent forces, shown above to govern the
separation of electron spins, in a practical system. We first evaluate the expectation
value of the force operators in Eqs. (5.31) and (5.32) for a Gaussian wavepacket. For
the Rashba SOC, the force is
〈
Ψ
∣∣FRy ∣∣Ψ〉 = ±2α2e2mkx0 cos θ
~2
, (5.37)
and for the spatially nonuniform magnetic field, it is
〈
Ψ
∣∣FBy ∣∣Ψ〉 = ∓ ~2kx02mR2 . (5.38)
We consider a practical 2DEG formed in a InAs/InGaAs heterostructure with the fol-
lowing material parameters [11, 24, 41]: effective electron mass m = 0.05m0, electron
charge density n = 1013 m−2, Fermi wavevector kF = 1 × 107 m−1, and Rashba SOC
strength α = 10−11–10−12 eVm. The “crown-shaped” magnetic field distribution is as-
sumed to have a radius of r = 5 nm [see Fig. 5.1(b)]. The force 〈FBy 〉 is fixed by the
spatial configuration of ~B(~r). On the other hand, the force due to the Rashba SOC
〈FRy 〉 is proportional to α2, and can be modulated via a gate bias. Thus, the degree of
cancellation of the two force contributions can be dynamically adjusted. Most signif-
icantly, the two forces can be made to completely cancel each other at certain values
of α, thus switching off the transverse spin current. We illustrate this in Fig. 5.2 for a
Gaussian wavepacket prepared in the spin-up eigenstate, and for three different mag-
netic field configurations, θ. The separation along yˆ of zˆ-polarized spins in the presence
of a charge current along xˆ is precisely the spin-Hall effect (SHE). There are various
mechanisms which drive the SHE in general; the remaining two chapters of this Thesis
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Figure 5.2: The sum of the expectation value of the two forces, in Eqs. (5.37) and
(5.38), evaluated for a spin-up Gaussian wavepacket having kx0 = 10
7 m−1, for three
magnetic field configurations θ (in degrees) in a InAs/InGaAs 2DEG. As the Rashba
SOC parameter of the 2DEG is increased, e.g. via an applied gate bias, the force due to
Rashba SOC 〈FRy 〉 increases significantly, and becomes comparable to the constant topo-
logical force, 〈FBy 〉. At a critical α value, the two forces cancel one another completely,
switching off the transverse spin current.
will cover these in detail.
5.4 Summary
In summary, we studied the transverse spin separation of electrons in a 2DEG. Two
such separation mechanisms were identified, the first being due to the Rashba SOC,
and the second from the adiabatic transport of eigenstates in the presence of a spatially
nonuniform magnetic field. It was shown that for a particular configuration of the mag-
netic field, the net separation could be modulated through the Rashba SOC parameter,
enabling the device to switch “on” and “off” the transverse spin current. The device
could thus be valuable as a controllable source of spin current in spintronic applications.
116
CHAPTER 6
Intrinsic Spin-Hall Effect of Collimated Electrons in
Zincblende Semiconductors
6.1 Introduction
We describe an intrinsic SHE of conduction electrons in n-type zincblende semiconduc-
tors with k3-Dresselhaus SOC. The SHE was studied in this system previously from both
theoretical [198,264] and experimental point-of-views [178]. The intrinsic SHE described
in Ref. [198] arises from the momentum-dependent spin polarization mechanism (see Sec-
tion 2.4.1). We will show this explicitly in Section 8.3.2. Meanwhile, Refs. [178, 264]
are devoted to the extrinsic SHE in this system. Here, we focus on the intrinsic SHE
arising from the distinct ~k-space Berry curvature mechanism. The injected electrons
are assumed to be propagating primarily along a unilateral direction; such electrons
may be sourced from an electron velocity collimator, which is also described. Assuming
quantum adiabaticity of electron spins in the presence of Dresselhaus SOC, we show
how a Berry gauge field structure appears in the electronic ~k-space. This leads to a
Lorentz force defined in ~k-space [16,152], which is shown to result in a finite SHE. The
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degree of electron collimation, which may be varied dynamically through gate electrodes
implementing the proposed collimator, is shown to significantly modulate the value of
the spin-Hall current. The important issue regarding the effect of impurity scattering is
also discussed. We examine this point in detail, considering in particular how random
scattering events affect the degree of the electron collimation. Our general finding is
that the SHE is robust against disorder. Thus, the proposed system may potentially be
useful as an electronically controllable source of pure spin current in spintronic applica-
tions. Finally, we discuss possible experimental setups that may be used to detect the
SHE.
6.2 Theory
6.2.1 Model and Hamiltonian
We consider the Dresselhaus SOC in bulk zincblende semiconductors. Conduction elec-









y − k2z)σx + ky(k2z − k2x)σy + kz(k2x − k2y)σz
)
,
≡ η~σ · ~BD(~k), (6.2)
and ~BD(~k) = ~BD is a momentum-dependent internal magnetic field [25]. The last term
in (6.1), V (~r) = e ~E · ~r, is the potential energy of electrons due to an externally applied
electric field ~E. The corresponding energy eigenvalues of (6.1) are
Es = E0 + sη| ~BD(~k)|+ V (~r), (6.3)
where E0 is the kinetic energy, V the potential energy, and s = ±1 indexes the two
subbands |±〉 of the Dresselhaus SOC. In this study, we consider the transport of a
collimated flux of electrons; that is, those electrons whose traveling wavevector kz (we
consider current injection along the zˆ-direction) has magnitude greater than the trans-
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y , i.e. kz > λk‖, where λ 1. Qualitatively, we assume
electron conduction to be primarily along the zˆ-direction, with a minimal angular spread
of electrons in the transverse xˆ-yˆ plane. A possible source to obtain such electrons is
described below in Section 6.2.2. Under the assumption λ 1, the effective Dresselhaus
field can be approximated by the simplified field,
~BD(~k) =
(−kxk2z , kyk2z , kz(k2x − k2y)) . (6.4)
The simplified expression for ~BD(~k) above is also the effective Dresselhaus field within
a tunnel barrier with ~k-cubic Dresselhaus SOC: see e.g. Eq. (3.9) and Ref. [31]. The
condition kz  kx, ky is fulfilled automatically in the tunneling scheme [31]. Numerically,
we verified that the approximation in Eq. (6.4) is very good whenever λ & 3. Note,
however, that in contrast to the tunneling case we retain the zˆ-component of ~BD(~k),
which remains significant for the range of λ values we are interested in.
6.2.2 Electron Collimator Source
A possible method to obtain the collimated electrons is through the use of the SC
structure illustrated in Fig. 6.1, comprising of regions with different electron densities n.
This structure acts as an electron velocity collimator. The electronic analog of Snell’s
law governs the transmission and reflection properties of electrons at the interface of two
regions with different n. For an electron in region 1 (electron density: n1) at an angle
of incidence θ1 normal to a second region (n2), the angle of refraction into the second






The critical angle of incidence θcrit., beyond which electrons are totally reflected back
into region 1, can be found in the usual manner by setting θ2 = pi/2. Thus, by tuning
the carrier densities n1 and n2 appropriately, one can fix the the angle of incidence—and
hence the value of λ(= kz/k‖)—of electrons that are preferentially reflected back along
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Split-gate structure





Figure 6.1: Schematic of electron velocity collimator source. The central region has
an electron density which is greater than that of the two adjacent regions, n1 > n2.
The electronic equivalent of Snell’s law governs the refraction and reflection behavior of
ballistic electrons at the interfaces. Electrons whose velocity vectors are oriented at an
angle greater than the critical angle normal to the interface, θcrit. = arcsin
√
n2/n1, are
totally reflected back along the central region. This allows one to preferentially transmit
electrons whose velocity vectors are strongly aligned toward to traveling direction. The
collimator above could be implemented via a split gating structure, in which case θcrit.,
and thus the degree of electron collimation, could be dynamically adjusted.
the waveguide. For a given value of λ, the required ratio of the electron densities of the




= sin (arctan λ). (6.6)
The electron collimator can be realized in practice by preferentially doping spatially
separated regions of the SC, or through the use split gating techniques. The latter is
particularly attractive, as it allows one to dynamically vary the degree of collimation λ.
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6.2.3 Appearance of Berry Gauge Field in Momentum Space
The following is analogous to the derivations presented in Section 5.2.2.2 for spatially
non-uniform magnetic fields. There, a spin-dependent Berry gauge field was shown to
appear in real-space, whose curvature [Eq. (5.16)] had the physical significance of a
magnetic field. A similar analysis can be made in ~k-space. We begin by applying a
unitary transformation U = U(~k) to the system, such that the reference spin axis is
aligned along the direction of ~BD(~k) for any ~k. Under this transformation, the effective
Hamiltonian is
H′ = UHU † = ~
2~k2
2m
+ sησz| ~BD(~k)|+ UV (~r)U †. (6.7)
In the momentum representation, the position operator reads ~r = i∇k and the potential
energy term transforms as
UV (i∇k)U † = e ~E · (i∇k + iU∇kU †). (6.8)
Hence, the position operator ~r transforms into covariant form, ~r → ~R = ~r−A(~k) where
A(~k) ≡ −iU∇kU † is a gauge field in ~k-space [16]. We note the remarkable analogy here
with the gauge field derived in Section 5.2.2.2; in the presence of a spatially non-uniform
magnetic field ~B(~r), the momentum operator ~p transformed as ~p→ ~Π = ~p+~A(~r) where
A(~r) ≡ −iU∇U †. Since A(~k) is a pure gauge, it has a vanishing curvature. Nevertheless,
upon imposing the AA, we can induce a finite Berry curvature. The eigenstate resolved
Berry gauge fields read
AB(~k) = ±1
2
(1− cos θ(~k))∇kφ(~k), (6.9)
where cos θ = BDz/| ~BD| and tan φ = BDy/BDx = −ky/kx. Note that in the above, “+”
refers to the eigenstate in which the spin is pointing in the direction of the effective field
~BD(~k), i.e. to the state s = −1. The gauge invariant Berry curvature is then found to
be
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As expected, the curvature in Eq. (6.10) exhibits singularities at points in ~k-space where
| ~BD(~k)| = 0, corresponding to the degenerate points of the Dresselhaus Hamiltonian.
The curvature above can also be derived in the spirit of Berry [140], in which we first
diagonalize the system Hamiltonian in the magnetic field space ~BD. In doing so, we
obtain Berry’s curvature in ~BD-space that is of the form of the Dirac monopole [see Eq.
(5.15)],




The corresponding curvature in ~k-space is then reproduced through the use of Eq. (5.16),









In Fig. 6.2, we plot the first component of the Berry curvature in ~k-space, Ωx(~k) ≡
Fyz(~k), for the |−〉 eigenstate and for normalized values of momentum, kz = 1 and
−0.1 ≤ kx, ky ≤ 0.1. The curvature appears smooth at all points except at the origin
(kx, ky) = ~0. This feature of our curvature is attributed directly to the existence of the
monopole singularity of ~F ( ~BD) in the effective field space.
6.2.4 Equations of Motion Describing Spin Separation
To understand how the Berry curvature in momentum space affects the trajectory of
electrons, we analyze the equations of motion. In Section 5.2.3 it was shown that the
Berry curvature in real-space gives rise to spin-dependent Lorentz forces. By analogy,
we might expect that the Berry curvature in ~k-space will lead to a Lorentz-type force
in momentum space. This is indeed the case, with ~Ω(~k) appearing in the equations of
motion as [160]






− ~˙k × ~Ω(~k), (6.14)
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Figure 6.2: The Ωx(~k) component of the Berry curvature in ~k-space, described by
Eq. (6.10), as seen by collimated electrons in the |−〉 eigenstate. For simplicity, we use
normalized values for the momentum, kz = 1 and |kx, ky | ≤ 0.1. The lighter (darker)
regions correspond to increasingly positive (negative) values of Ωx(~k). The unusual
behavior near kx = ky = 0 is a direct consequence of the Dirac monopole at the origin of
~BD(~k)-space. Both Ωx(~k) and Ωy(~k) play important roles in driving the proposed SHE
(see Section 6.2.4, below). The plot for Ωy(~k) is identical to the one above, but with the
kx and ky axes interchanged. For the |+〉 eigenstate, the curvature simply undergoes a
sign change.
The term ~˙k× ~Ω(~k) is the ~k-space Lorentz force, which has units of velocity; it is known
as the Karplus-Luttinger (KL) anomalous velocity [267]. Historically, the KL term was
introduced to model the intrinsic contribution of the anomalous hall effect (AHE), and
was later interpreted as a ~k-space Berry curvature effect [183–185, 268]. Solving the
above coupled equations of motion by integration for an applied electric field ~E = Ez zˆ,
we obtain the trajectory of conduction electrons in the system as
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~k(τ) = (kx0, ky0, kz(τ)) and kz(τ) = kz0−eEzτ/~. Note that in Eqs. (6.15a)–(6.15c), we
have neglected the contribution from the group velocity of the wavepacket in Eq. (6.14)
for simplicity. This component contains spin-dependent terms due to SOC, but which
do not contribute to the spin-Hall current; see under Section 6.2.5 for more details. Eq.
(6.15c) describes the usual drift motion of electrons under the applied electric field ~E
along zˆ, whilst Eqs. (6.15a) and (6.15b) describe the transverse motion of electrons in
the xˆ-yˆ plane. The last terms in Eqs. (6.15a) and (6.15b) arise from the KL term and
are directly attributed to the Berry curvature. In fact, these terms give rise to a finite
SHE in the system as we discuss below. Each subband s of the Dresselhaus Hamiltonian
comprises of an ensemble of degenerate modes whose spin orientations are calculated
via the expectation value of the Pauli spin operators. For illustration, let us focus on
the yˆ-spin components. In the Dresselhaus Hamiltonian that we use (valid for λ & 3),














= −s sinϕ where ϕ is the
aziumthal angle in ~k-space (this is seen graphically in Fig. 3.2). From Eq. (6.15a), we
find that KL-induced shift along the xˆ-direction has opposite signs for net positive 〈σy〉
and net negative 〈σy〉. This is the physical origin of the proposed SHE. For illustration,
in Fig. 6.3 we show the spin orientations (in the large λ limit) for different values of the
lateral momentum (kx, ky) for the |−〉 subband (red arrows) and the |+〉 subband (blue
arrows), and indicate the direction of the KL-induced shift experienced by electrons
along the xˆ-direction (horizontal black arrows). Clearly, all spins pointing along the
positive (negative) yˆ-direction experience a shift along the +xˆ (−xˆ)-direction. Thus, in
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the presence of an electric field Ez, there is a spin current j
y
x within the sample, i.e. the
spin-Hall effect. Due to symmetry in the transverse plane, there is also a spin current
jxy , so we have a rotationally invariant spin current which can be characterized by the
response equation [16]
jij = ijzσsEz, (6.18)
where σs is the spin-Hall conductivity (SHC).
Figure 6.3: Illustration of the spin-Hall effect in a bulk Dressselhaus spin-orbit coupled
system, under applied electric field in zˆ-direction. The spin orientations in the azimuthal
(kx, ky)-plane are shown for the |−〉 eigenstate (red arrows) and |+〉 eigenstate (blue
arrows). The spin-dependent shift along the xˆ-direction (gray, horizontal black arrows)
due to the topological field in ~k-space are also shown. All electrons with spins polarized
along +yˆ (−yˆ) experience a shift along the +xˆ (−xˆ)-direction, giving rise to a finite
SHE.
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6.2.5 Spin-Hall Conductivity
To calculate the SHC in Eq. (6.18) of our effect, we use a semiclassical approach [16,17],




〈{sy, vx}〉 , (6.19)
where sy = ~/2σy , vx is the xˆ-velocity operator, and {·} denotes the anticommutator.
In the presence of SOC, the velocity operator vx contains spin-dependent terms from
the Hamiltonian, vx =
∂E(~k)
∂kx
= ~kxm − k2zσx + 2kzkxσz from Hamilton’s equation, but
these vanish in the anticommutator with σy and therefore do not contribute to the spin-
Hall current. Instead, the finite spin current arises from the KL part of the electron
velocity, x˙KL(~k, s), in Eq. (6.14). The total spin current is calculated by summing the
contributions from all filled states up to the Fermi level. Assuming that the splitting
∆ = 2η| ~BD(~k)| from the Dresselhaus SOC is much smaller than the kinetic energy of
electrons E0 (valid for typical materials and doping densities: using data from Ref. [178]
for n-GaAs, E0 = 5.7 meV  0.05 meV), we approximate the Fermi surface to be a
sphere in ~k-space. For collimated electrons, the transport is primarily unilateral along
zˆ, and the region of interest K of the Fermi surface is the volume defined by
K =
{




y and |~k| = kF
}
, (6.20)

























from which we obtain a SHC of σs ≡ jyx/Ez = 4× 10−4ekF for λ = 3.
1There also exists the conserved spin current definition [269] that can relate σs directly to the spin
accumulation. Nevertheless, the simpler conventional definition provides a useful insight and working
order of magnitude for σs.
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6.2.6 Quantum Adiabaticity Criterion
In the adiabatic limit, electron spins follow the quantization axis set in the direction of
the effective Dresselhaus field, allowing us to apply the AA and obtain the non-vanishing
Berry curvature in Eq. (6.10). Following [148], the adiabatic condition is satisfied when
the rate of change of the spin quantization axis, Rq, is much smaller than the Larmor
precession frequency,
~Rq  ∆, (6.22)
where ∆ is the splitting between the two eigenstates of the Hamiltonian. For ~k-
cubic Dresselhaus SOC, ∆ ∼ ηk3. Since the electron momenta along the xˆ and yˆ-
directions are invariant with respect to time (within ballistic limits), the rate of vari-
ation of the effective magnetic field depends only on kz. To estimate Rq, we have∣∣∣ ~˙BD∣∣∣ = |∂ ~BD/∂kz ||∂kz/∂t| = |∂ ~BD/∂kz |(eEz/~), where |∂ ~BD/∂kz | ∼ k2. But ∣∣∣ ~˙BD∣∣∣ ≈
δ| ~BD|/δt ≈ δ| ~BD|Rq where δ| ~BD| ∼ k3 is the change of magnetic field magnitude. For
an initial momentum k = |~k| = k0, one then obtains eEz  ηk40 . Assuming k0 ∼ kF







This condition can be understood from a simple qualitative picture; for sufficiently
small carrier accelerations, the internal magnetic field varies sufficiently smoothly such
that the spins can adiabatically follow its direction [21]. We point out, however, that
a well-defined quantitative condition for the quantum adiabaticity of a system is still
elusive [145–147]. We further note that the adiabatic condition above does not hold for
electron states with momenta kx = ky = 0, since the two eigenstates of the Dresselhaus
field in Eq. (6.4) are degenerate for such electrons. In particular, the splitting parameter
∆ in Eq. (6.22) is zero and the adiabatic condition always breaks down. Since ∆ = ∆(~k)
is continuous, it can become arbitrarily small for states in the vicinity of (kx, ky) = (0, 0),
causing the adiabatic condition to break down also for those states. Thus, we expect
that the adiabatic condition holds for electrons states with sufficiently large ∆, i.e. those
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lying near the surface of the Fermi sphere.
6.3 Results and Discussions
6.3.1 Spin-Hall Conductivity in GaAs
We calculate the SHC for realistic samples of n-doped GaAs. Parameter values are ex-
tracted from Ref. [178], in which the SHE was studied experimentally in n-GaAs, but in
the diffusive regime and without electron collimation (the observed SHE was concluded
to be extrinsic). For λ = 3, σs ≡ jyx/Ez = 4×10−4ekF from above. For an electron con-
centration of n = 3× 1016 cm−3 [178], the Fermi wavevector is approximately kF = 108
m−1, and the SHC is σs = 6.4 × 10−15. To obtain an idea of the size of this effect,
we make an order of magnitude comparison of σs with the longitudinal charge conduc-
tivity σc. To facilitate direct comparison, we normalize σs to have the same units as
the charge conductivity (multiplying by a factor of 2e/~), obtaining σs ≈ 19.4 Ω−1m−1.
The net longitudinal charge conductivity is approximately σc = 3.3×103 Ω−1m−1 [178],
but for λ = 3, we consider only states on the surface of region K [Eq. (6.20)], giving
σc ≈ 170 Ω−1m−1. Thus, with σs/σc = 0.114, our proposed SHE can be prominent in
the background of the charge conduction. An advantage of using the electron collimator
setup illustrated in Fig. 6.1, is that we can readily modulate the value of λ by tuning the
relative electron densities of the two regions, e.g. via a Schottky gate [265]. In Fig. 6.4,
we plot σs (normalized to ekF ) as a function of the collimation factor λ. We find that as
λ is increased, which corresponds to restricting the Fermi surface to smaller-sized regions
K, the SHC decays exponentially. This reduction can be attributed to the fewer number
of contributing modes to the Hall transport. However, even though σs drops off rapidly
with increasing λ, the rate of reduction of the ratio σs/σc is much weaker. One can
see from Fig. 6.4 that σs/σc remains significantly high (∼ 5%) even for larger λ values.
The sensitive dependence of the spin-Hall current on λ in our system could be useful in
practice as a tunable source of pure spin current in future spintronic applications.
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Figure 6.4: (Left axis) Spin-Hall conductivity σs as a function of the collimation factor,
λ. As we strengthen the collimation of electrons, fewer modes contribute to the spin
current, and σs diminishes. To compare with the charge conductivity σc we also plotted
the ratio σs/σc against λ (right axis), and find that this ratio does not roll off as quickly as
σs itself. The spin-Hall current can therefore remain prominent against the longitudinal
charge conduction for larger values of λ.
6.3.2 Effects of Impurity Scattering
The equations of motion in Eq. (6.15) are valid within time t < τs, where τs is of the
order of typical scattering times governing ballistic transport. In the context of the
SHE, the discussion of impurities is important as they limit the ballistic transport and
generally reduce the intrinsic SHC, or, in some cases, completely destroy it. For example,
it is well known that the inclusion of vertex corrections to model the effects of impurity
scattering in the Rashba system [17] results in a complete cancellation of the predicted
universal SHC [200]. This cancellation, however, is a special case for the Rashba and
~k-linear Dresselhaus Hamiltonians in the 2DEG, and is not the case for general SOC,
e.g. in k2-coupling in 2D hole gases [209], p-type bulk semiconductors [211] and n-type
bulk semiconductors with k3-Dresselhaus SOC [198] (the present system). Our intrinsic
SHC is therefore expected to survive in the presence of impurities. Another important
consideration relating the robustness of our effect in the presence of impurities is the
effect of the violation of electron collimation during scattering events. Our analysis for
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Figure 6.5: Spin orientations in the xˆ-yˆ plane, along the Fermi circle of radius k‖ = 1,
for electrons in the |+〉 eigenstate of the full Dresselhaus Hamiltonian, for (a) kz = λ = 8,
(b) λ = 1, (c) λ = 0.75 and (d) λ = 0.5. In the limit of strong collimation (a), the yˆ-
spins are given approximately by −ky/k‖. The anomalous velocity derived along the
xˆ-direction [in Eq. (6.15a)] is such that electrons in the upper semicircle (ky > 0) shift
towards the left, whilst those in the lower semicircle (ky < 0) shift towards the right.
This results in our proposed SHE. When the collimation is moderately strong (b), the
electron spin orientations still approximately follow the strong collimation case, and
so the SHE is expected to be robust in this regime. Under weak collimation (c) and
(d), however, the electron spins undergo rotations within each semicircle, and there
is a degree of cancellation of the SHE. We therefore expect to see a reduction of the
calculated spin-Hall conductivity in this regime.
the SHE above was carried out based on the assumption of strong collimation (kz 
k‖) which justifies use of the simplified spin-orbit field in Eq. (6.4). The use of this
field gives simple relations for the transverse spin densities, i.e. 〈~k, s|σx|~k, s〉 ≈ skx/k‖
and 〈~k, s|σy|~k, s〉 ≈ −sky/k‖ for the xˆ and yˆ-spins respectively (see Fig. 6.5(a) for the
s = −1 eigenstate), which in turn leads to the KL-induced SHE as discussed above.
Generally, impurities weaken the collimation of electrons, as their wavevectors become
more randomized from the scattering. Thus, we study the effect on the SHC of weakly
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collimated electrons, i.e. electrons with a collimation factor of λ < 3. In Fig. 6.5(b), we
plot the transverse spin densities for electrons with λ = 1. Although the spin orientations
for these electrons deviate slightly from that of the simplified model, they are found to
point in much the same direction, Thus, we expect such electrons (with 1 < λ < 3)
to contribute additively to the SHC. However, when the collimation condition is weak,
kz < k‖, the spins no longer have simple kx and ky dependences as shown in Figs.
6.5(c) and (d). In these cases, there is evidently a degree of cancellation of the SHE
within each band, and, as a result, the SHC should be reduced. To calculate the SHC
incorporating the contribution from the weakly collimated electrons, we use the general
definition of the spin-Hall current given in Eq. (6.21), but using the Berry curvature
~Ω(~k) and eigenstates |~k〉 derived from the full Dresselhaus Hamiltonian in Eq. (6.2).
The full Berry curvature is conveniently calculated using Eq. (6.12) to be
Ωk(~k) = ±ijk
(k2x − k2y)(k2x − k2z)(k2y − k2z)
2| ~BD(~k)|3
kk. (6.24)
It is easy to verify that this converges to the simplified curvature in Eq. (6.10) in the
limit of strong collimation. We perform a numerical calculation of the SHC as a function
of λ, with a particular focus on low values of λ = 0.5–3. The results are shown in Fig.
6.6. Several remarks are in order. Firstly, as expected, the calculations for λ > 3 agree
very well with the values obtained using the simplified model. The approximation is
less valid for smaller λ, diverging as λ → 0. Secondly, when the collimation is weak,
λ . 1, there is an clear reduction in the SHC due to the cancellation of the SHE
discussed qualitatively above. The optimal value for the spin-Hall conductivity is found
to occur at around λ = 0.9 with σs = 2.2 × 10−3ekF . On the other hand, the SHC
vanishes only at a single value of λ ≈ 0.6. Thus, in general, the SHE is expected to be
robust against the weakening of collimation due to scattering events. Our final remark
regarding Fig. 6.6 is that the SHC undergoes a sign change for λ . 0.6. Sign changes
in the SHC have been studied previously in two-dimensional hole systems [210]. This
feature is both useful and interesting from the point-of-view that it distinguishes the
intrinsic and extrinsic mechanisms of the SHE. The sign change of our SHC is attributed
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to the behaviour (flipping) of the eigenstate spins as λ→ 0 as shown in Figs. 6.5(c) and
(d). The large cancellation of the positive conductivity may be attributed to the larger
number of contributing modes and the fact that the Berry curvature magnitude diverges
as λ→ 0.
Lastly, in order to ensure a certain minimal level of collimation λ = λ0 in the presence
of impurities, one could incorporate the collimator within the SHE system itself. Then,
scattered electrons which violate the condition kz < λ0k‖ will be deflected out of the
SHE region [see Fig. 6.1]. This ensures controlled collimation of electrons even in the















Weak collimation Strong collimation
Exact Hamiltonian
λ
Figure 6.6: (Solid line) Intrinsic spin-Hall conductivity σs as a function of λ, for weakly
collimated electrons. The dashed line is the spin-Hall conductivity calculated within the
approximation kz  k‖ (strong collimation); as expected, it diverges in the limit of weak
collimation. As discussed in the main text and in Fig. 6.5, the inclusion of moderately
collimated electrons (1 < λ < 3) leads to an enhancement of σs. However, the inclusion
of weakly collimated electrons λ . 1 leads to a reduction of σs, due to the cancellation of
the SHE illustrated in Figs. 6.5(c) and (d). The spin-Hall conductivity vanishes exactly
at λ ≈ 0.6. For λ < 0.6, the spin-Hall conductivity undergoes a sign change. This
regime may be useful in practice to distinguish the intrinsic mechanism of the SHE from
the extrinsic one.
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6.3.3 Proposal for Experimental Detection
We propose an experimental setup for the detection of our effect, which is similar to that
described in Ref. [178], but (i) with an applied electric field (estimated in Eq. (6.23))
which guarantees adiabaticity to invoke the intrinsic SHE, and (ii) with an implemen-
tation of an electron collimator within the SC sample. The use of gating structures to
realize the electron collimation provides a convenient means to modulate the value of λ,
and therefore the spin-Hall current. To facilitate a direct comparison with our theoreti-
cal results, the Hall bar should ideally have a longitudinal dimension that is of the order
of the mean free path (Λ) to impose ballistic transport of electrons. At low tempera-
ture, n-type bulk GaAs has Λ = 0.1 − 10 µm depending on the quality of the sample
and the doping concentration (the longitudinal length of the Hall bar in Ref. [178] was
300 µm, i.e. in the diffusive regime). Without any Hall contacts attached to the sample,
the constant spin supply from our effect should be manifested as spin accumulation at
the sample edges. Since the spin relaxation time of conduction electrons in SC systems
is quite long (∼ 100 ps), we expect that the spatial distribution of the resulting spin
accumulation should be detectable by standard Kerr rotation microscopy techniques.
6.4 Summary
We described an intrinsic SHE in n-type bulk zincblende semiconductors. The effect
arises when collimated electrons undergo adiabatic spin relaxation to the internal k3-
Dresselhaus field in the presence of an applied electric field. We showed that the effect
is characterized by a significant SHC, which may be modulated electronically through
gate electrodes realizing the collimation. We also discussed the robustness of the effect
against impurity scattering which can weaken the degree of electron collimation. The
proposed system could potentially be used as an electronically controllable source of
pure spin current in future spintronic applications.
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Unified Description of Intrinsic Spin-Hall Effect Mechanisms
7.1 Introduction
Previously, we have alluded to the fact that there exist two distinct mechanisms for the
intrinsic SHE; they were summarized and compared in Fig. 2.7. Fig. 2.7(a) shows the
SHE mechanism of holes in p-doped SCs [16], which arises from the adiabatic ~k-space
Berry curvature. On the other hand, electrons in Rashba SOC systems [17] acquire a
momentum-dependent spin polarization as shown in Fig. 2.7(b). Apparently, the latter
effect has no relation to the ~k-space topology. It is often stated that this effect arises
from ~k-dependent spin precession, i.e. it is a non-adiabatic effect, thus differing from
the former [16]. Hitherto, a unified picture of the intrinsic SHEs is lacking [270]. Such
a description would be valuable in aiding in the convergence of different theories of the
SHE that have accumulated over the years.
The motivation for this chapter is two-fold. Firstly, we ask whether the SHE in
Rashba systems can be formulated within an adiabatic gauge field framework, and,
secondly, whether the two mechanisms of the SHE can be unified. In order to describe
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the SHE in Rashba systems under an adiabatic formulation, it is instructive to make
note of several points: (1) the ~k-space Berry curvature of the Rashba system vanishes
except as a δ-function singularity at ~k = ~0 [151, 271]. Therefore, the spin-dependent
KL velocity in the Rashba system vanishes for electrons with ~k 6= ~0. In contrast, the
spin-Hall current in the Luttinger system results from the Dirac monopole curvature
(∼ ~k/|~k|3) of momentum space, (2) in the Rashba SHE, spins become polarized out-of-
plane which appears contradictory to the adiabatic regime in which they are assumed
to follow the in-plane Rashba field, and (3) although the Berry curvature in the Rashba
system exists only at a singular point in ~k-space, the resulting Berry phase is finite.
Previous studies have also shown that the SHC is related to the Berry phase through
the Kubo formula [15,272].
In this chapter, we find that the above remarks (1)–(3) can be consolidated into
a consistent adiabatic theory that emerges from the explicit time-dependence of SHE
systems. We show that a gauge fieldA0(t) naturally appears in time space upon applying
a time-dependent unitary transformation to the system. A0(t) is shown to have the
physical significance of a magnetic field in the transformed system. This magnetic field
couples to the electron spin, and is shown to precisely account for the SHE in the
Rashba system in the adiabatic limit; here, this limit amounts to the spins following the
direction of the sum of the effective Rashba field and the new field arising from A0(t).
Moreover, the Berry phase can be expressed in terms of the adiabatic components of
A0(t). The time component of the gauge field, A0(t), has been studied previously in
the context of the spin motive force: see, for example, Refs. [273–277]. This arises from
the electric-type curvature of the gauge fields, rather than the magnetic-type (Berry)
curvature. Application of A0(t) to the study of the intrinsic SHE is original to this work.
Having identified that both intrinsic SHEs arise from gauge fields in the adiabatic
limit, we embark on the second problem of unifying the physical origin of the two effects.
In the presence of an external electric field, the momentum and time spaces become cou-
pled through the drift equation of charged carriers. Remarkably, by analyzing carefully
the equations of motion of the general SOC model, it is found that the anomalous veloc-
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ity due to the ~k-space Berry curvature is actually a direct physical result of the effective
magnetic field arising from A0(t). In this sense, the common origin of the two seemingly
disparate SHEs is clarified.
Before moving to the proper, we briefly discuss the important issue of impurity
scattering. Previous studies [200,201,278] have shown that the SHE described in Ref. [17]
for infinite Rashba systems vanishes when one includes vertex corrections to model the
effects of impurity scattering. However, the effect may still be manifested in finite-sized
systems [46,201,279,280] such as in mesoscopically confined 2DEGs [279] (e.g. in quasi
one-dimensional quantum wires), or in the presence of magnetic impurities [207]. In this
work, we analyze the SHE in Rashba systems without considering vertex corrections (i.e.
in line with the original treatment in Ref. [17]). We will provide a phenomenological
explanation of the vanishing SHE based on our own analysis later in the chapter. In
contrast, the SHE in the Luttinger hole system is robust to vertex corrections [211].
7.2 Theory
7.2.1 SHE in the Presence of Berry Curvature in Momentum Space
of SOC systems
7.2.1.1 Luttinger System
We briefly review the mechanism for the SHE of holes in p-doped SCs [16]. The Luttinger










− γ(~k · ~S)2 + V (~r), (7.1)
where γ1, γ are valence-band parameters defining the effective hole masses, ~S is the
vector of spin-32 matrices, and V = V (~r) is the potential energy. The holes described by
Eq. (7.1) have a well-defined chirality, λ = ~k · ~S/~|~k|, which takes on values λ = ±1/2
and λ = ±3/2. Because of the λ-squared term in the Hamiltonian, states with opposite
signs of chirality are degenerate, corresponding to the two-fold degenerate light-hole
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(LH, |λ| = 1/2) and heavy-hole (HH, |λ| = 3/2) bands. Parameterizing the momentum

























− γ|~k|2S2z + UV (~r)U †. (7.3)
As we saw previously in Eq. (6.8), the last term of Eq. (7.3) transforms to give rise to
a pure gauge field, A(~k) ≡ −iU(~k)∂kU †(~k), in ~k-space. Assuming adiabatic transport,
in which we neglect mixing between the LH and HH bands, and applying an Abelian
approximation within each hole band, we are left with only the diagonal gauge field
components of the respective 2 × 2 hole band subspaces. Explicitly, the Berry gauge
fields are given by
AB(~k) = −λ cos θ∇kφ. (7.4)





i.e. it is a Dirac monopole in ~k-space with strength eg = λ. The ~k-space curvature in
Eq. (7.5) has important implications on carrier dynamics. In Eqs. (6.13) and (6.14), we
presented the equations of motion in the presence of ~Ω(~k), which are reproduced below
for convenience:






− ~˙k × ~Ω(~k). (7.7)
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Substituting the expression for the curvature (7.5) into the equation of motion, the KL
velocity component is given by




which is perpendicular to both the applied electric field ~E (since ~˙k ∝ ~E) and the mo-
mentum vector ~k. Since the chirality of the holes has sign λ > 0 (< 0) for hole spins
(anti-)parallel to ~k, the KL velocity is perpendicular to the spin ~S, and points along
opposite directions depending on the sign of the chirality. This transverse separation of
the spins gives rise to the SHE of holes in the Luttinger system. The ~k-space Berry cur-
vature also leads to other flavors of the Hall effect, as first demonstrated for the quantum
Hall effect [144,282], and then in the AHE in ferromagnets [183–185], and more recently
the intrinsic SHEs of photons [163–166], phonons [167], and excitons [168,169].
7.2.1.2 Rashba SOC System
We now analyze the ~k-space Berry curvature of Rashba SOC systems in 2DEGs. We




− γ~σ · ~B(~k) + V (~r), (7.9)
where γ is the SOC strength, ~B(~k) is the effective spin-orbit field, and V (~r) = e ~E · ~r in
the presence of an external electric field ~E. We consider diagonalizing this Hamiltonian
by rotating the reference zˆ-axis to point along the direction of ~B(~k) for any ~k (the
treatment follows Section 6.2.3 exactly). The resulting Berry gauge fields in ~k-space are
given by Eq. (6.9):
AB(~k) = ±1
2
(1− cos θ)∇kφ. (7.10)
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For Rashba (R) SOC, the effective field ~BR(~k) = (ky,−kx, 0) is directed along θ = pi/2









y. The curvature of this gauge field is trivial,
~ΩR(~k) = ~0 over the
entire ~k-space, except at the singularity point at ~k = ~0. There, the kz-component of the






Thus, conduction electrons having a finite momentum in the 2DEG plane do not expe-
rience a spin-dependent KL velocity, in contrast with the case for holes in the Luttinger
system (7.8). Moreover, even if this force was finite, it would only separate the Rashba
SOC eigenstates (whose spins lie entirely in-plane) along the transverse direction, which
cannot explain the out-of-plane spin polarization acquired by the electrons in the SHE.
This reasoning implies that the SHE in Rashba SOC systems cannot be attributed to the
~k-space Berry curvature. The obvious question now arises as to whether a gauge field
formulation for the SHE in Rashba systems exists. This is part of the motivation for
this chapter. We find that such a framework does exist, but we must turn to another
parameter space, namely time.
7.2.2 Time Component of Gauge Field in SOC Systems
We consider the explicit time-dependence of SHE systems. To incorporate the time-
dependence fully quantum mechanically, we switch to the interaction picture [283]. In
this picture, the original Hamiltonian in Eq. (7.9) is split into two parts, H = H0 +H1,
where
H0 = e ~E · ~r (7.13)
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− γ~σ · ~B(~k) (7.14)
governs the time evolution of the states. In the usual sense, an operator A in the
Schro¨dinger picture is transformed to the interaction picture (subscript I) as AI(t) =
eiH0t/~Ae−iH0t/~, carrying an explicit time-dependence as defined by the Heisenberg
relation, A˙I =
1
i~ [AI ,H0]. In particular, the momentum operator in the new picture is
found to be
~pI(t) = ~p− e ~Et, (7.15)
i.e. with the expected linear time-dependence due to the electric field. State vectors
|ψ(t)〉 in the Schro¨dinger picture correspondingly transform as |ψI(t)〉 = eiH0t/~|ψ(t)〉,
and evolve according to the new “Schro¨dinger equation”,
HI(t)|ψI(t)〉 = i~∂t|ψI(t)〉, (7.16)
where HI(t) = eiH0t/~H1e−iH0t/~. Explicitly, the Hamiltonian in the interaction picture





− γ~σ · ~B(~kI(t)), (7.17)
where










− · · · , (7.18)
and summation over repeated indices in implied. The Hamiltonian in Eq. (7.17) is that
of an electron subject to an explicitly time-dependent magnetic field, which we denote
~B(t). As usual, we diagonalize the Schro¨dinger equation in Eq. (7.16) at time t, by
applying a unitary transformation U(t) defined as in Eq. (5.7) with θ and φ carrying an
explicit time-dependence. This transformation aligns the reference spin axis along the
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instantaneous magnetic field ~Ω(t), i.e.
U(t)HI(t)U †(t) = U(t) (i~∂t)U †(t),
~p 2I
2m
− γσz| ~B(t)| = i~∂t + i~U(t)∂tU †(t),
≡ E − ~A(t). (7.19)
where E = i~∂t is the energy operator. On the right-hand-side, we obtain from the
time-dependence of U a gauge field
A0(t) ≡ −iU(t)∂tU †(t). (7.20)
From Eqs. (5.10) and (5.11), we can express the gauge field as A0(t) = ~At · ~σ, where
~At = ~m × ~˙m = 12~n × ~˙n + ( ~At · ~n)~n. Thus, the term ~A0(t) represents an effective
Zeeman-like term, indicating the presence of a magnetic field in the rotating frame.
Let us elucidate the origin of this field. The unitary transformation U(t) defines the
instantaneous angular velocity ~ωl = ~ωl(t) of the coordinates (in the laboratory frame,
l) as they follow the time-dependent magnetic field. In the rotating frame r, this vector
is given by ~ωr, where ~σ · ~ωr = U (~σ · ~ωl)U †. Since U˙ = 12 iU~σ · ~ωl [284], the Zeeman-
like term ~A0(t) in Eq. (7.19) equals −~/2(~σ · ~ωr), which corresponds to an effective
magnetic field of −~ωr (omitting a scaling factor) in the rotating frame r. This translates
into an effective magnetic field ~Bt = −~ωl in the laboratory frame. Denoting by ~n = ~n(t)
the unit vector pointing along the direction of the magnetic field at time t, we have the
equation of motion ~˙n = ~ωl × ~n. Performing a post cross product on both sides by ~n, we
arrive at the expression for the angular velocity ~ωl = ~n × ~˙n+ (~ωl · ~n)~n, or, in terms of
the effective magnetic field,





Thus, the effective magnetic field in the laboratory frame representation arising from
A0(t) has a component along ~˙n × ~n and ~n. It does not have any component along ~˙n.
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The unitary matrix used here [defined in Eq. (5.7)] is not unique. Specifically, different
rotation matrices Ui, each specifying distinct angular velocities ~ω
l
i, can be used to align
the reference zˆ-axis along the instantaneous magnetic field ~B(t); the freedom of choice
here lies in determining the trajectory of the remaining xˆ-yˆ axes, that is, the rotation
about ~n itself. The second term on the right-hand-side of Eq. (7.21) reflects this freedom
of choice of the gauge transformation. It is not an invariant of the gauge transformation
(its magnitude being dependent on the particular gauge choice), and therefore does not
represent a physical field. However, the first component ~B⊥ = ~˙n × ~n is invariant with
respect to the particular choice of gauge transformation, depending only on the time-
dependence of ~B(t). We illustrate this magnetic field component in Fig. 7.1. The same
expression can be derived classically by directly comparing the spin vector in adjacent
time frames [285]; see Appendix C for complete details. The ~˙n×~n component represents
a physical magnetic field which couples to the electron spins [157,285], and, as we show
below, is precisely the component which drives the SHE in Rashba 2DEG systems.
In the Chapter 8, we show that the intrinsic SHE in many other systems can also be
described by this magnetic field component.
( )B t ( )B t
Figure 7.1: In the presence of a time-dependent magnetic field, ~B(t) = | ~B(t)|~n(t), an
additional magnetic field ~B⊥ = ~˙n × ~n (green, vertical arrow) is seen by spins. The net
instantaneous magnetic field felt by spins is the vector sum of ~B(t) and ~B⊥, denoted by
the dashed, black arrow.
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7.3 Results and Discussions
7.3.1 The SHE in Rashba SOC Systems as a Time-Space Gauge Field
Effect
7.3.1.1 Adiabaticity and Transverse Spin Separation
Following the general theory presented in Section 7.2.2 above, the time-dependence of
the effective Rashba field ~BR(~k) necessarily gives rise to an effective field ~B⊥ = ~˙n × ~n,
where ~n = p−1(py,−px, 0). We assume an electric field applied along the xˆ-direction,
~E = Exxˆ, which gives ~˙n = p
−1(0, eEx, 0).1 Since ~BR(~k) is strictly in-plane (i.e. it
lies in the xˆ-yˆ plane of the 2DEG), the ~B⊥ term represents an out-of-plane magnetic
field component which is along the zˆ-direction by convention. We consider the adiabatic
condition for the electron spins. In the ideal adiabatic limit, the magnetic field | ~BR(~k)| is
infinitely strong and the spins always remain aligned to it. However | ~BR(~k)| is finite and
the relevant adiabatic condition reads | ~BR|  | ~B⊥|, i.e. the electron spin is primarily
aligned to ~BR(~k), but with a small component along ~B⊥. In terms of the parameters of




Inserting typical values for the Rashba parameter α = 10−11 eVm and the Fermi wave-
vector k = 108 m−1, we arrive at the condition Ex ∼ 105 Vm−1, which usually holds
true in experiments. Assuming that the spin of electrons follow the direction of the net
effective magnetic field, ~BΣ, which is the sum of the Rashba field ~BR(~k) and ~B⊥, the






where ± represents spin aligned parallel (+) or anti-parallel (−) to ~BΣ. Note that in
this convention the “+” corresponds to the E− subband, whilst “−” corresponds to the
1Of course, p here carries a time-dependence through px, but which is weaker than that of px itself.
To a first approximation, we assume a constant p.
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E+ subband. The component of the spin along the zˆ-direction is







where, to be consistent in units, the magnetic field in the denominator is defined in
terms of its equivalent angular velocity. Applying the adiabatic limit to Eq. (7.24), in
which the magnitude of ~BΣ approaches that of ~BR(~k), we obtain for the out-of-plane
spin polarization






















Eq. (7.25) above describes a transverse separation of spins in the Rashba system. For
example, let us consider the case for the E− subband. Since the spin polarization
sz ∝ −py, electrons moving in the +yˆ-direction are polarized out-of-plane along −zˆ,
whereas those moving in the −yˆ-direction are polarized along +zˆ (the spin polarization
sz does not violate TR symmetry as it is odd in py). For the other eigenstate, the
directions of the polarization are reversed. Thus, there is a certain degree of cancellation
of the polarization when both eigenstates are present. However, at the Fermi level, there
are more electrons in the E− state, giving rise to a net transverse spin separation and
hence the SHE described in Ref. [17] (see Eqs. (5)−(7) there). Summing over the Fermi
surfaces of the two eigenstates yields an intrinsic SHC of σs ≡ jzy/Ex = −e/8pi, where
jzy = 1/2〈{sz , vy}〉 is the transverse spin-current (see the next chapter for complete
details).
From our analysis above, we have clarified that the SHE in Rashba systems (1) occurs
as a result of a gauge-field defined in time space, which has the physical significance of a
magnetic field ~B⊥ in the system, and (2) is an adiabatic process, in which electron spins
become aligned to ~B⊥. The effect is therefore not due to the precession of spins, as is
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often stated in the literature: see, for example, Refs. [200,211,272].
7.3.1.2 Berry Phase
Recently, the intrinsic SHC in Rashba systems was related to the ~k-space Berry phase
[140, 286] of electrons through the Kubo formula [15]. In particular, it was found that
σs = eϕ±/8pi2, where ϕ± is the Berry phase of electrons,
ϕ± =
∮
d~k · AB(~k) = ±1
2
∮
d~k · (1− cos θ)∇kφ, (7.26)
The natural parameterization for ~k is time t, and rewriting the line integral above in












where AB0 (t) is precisely the Berry gauge field in time-space. Thus, the Berry phase and
hence intrinsic SHC of the Rashba SOC system can be written equivalently in terms of
the time component of the adiabatic gauge field, AB0 (t).
7.3.1.3 Effects of Impurities
Previous studies have shown that the intrinsic SHE in infinite Rashba systems vanishes
in the presence of disorder [200, 201]. Specifically, vertex corrections were shown to
exactly cancel the intrinsic SHC of e/8pi even in the weak scattering limit. Here, we
provide a heuristic argument for the vanishing SHE. In the presence of disorder, the
scattering provides a braking effect which cancels the acceleration of carriers on average
in the steady state [280]. This implies that in the steady state, 〈~˙k〉 = 0, i.e. there is
no net change in the momentum and thus the magnetic field component ~B⊥ = ~˙n × ~n
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averages out to zero. Note, however, that this picture is an oversimplification,2 and
the SHE in Rashba systems does not vanish in general. For example, the SHE persists
in finite-sized systems [46, 201, 279, 280] and in the presence of spin-dependent impuri-
ties [207].
7.3.2 Unification of SHE Mechanisms
In Section 7.2.1.1, the origin of the SHE of holes in p-doped semiconductors was at-
tributed to the Berry curvature in ~k-space. Spin separation is achieved via a spin-
dependent anomalous velocity which pushes opposite spin species in opposite transverse
directions. On the other hand, in Rashba SOC systems, spin separation occurs from a
momentum-dependent magnetic field which polarizes electrons along opposite directions
out-of-plane, depending on their transverse momenta. Despite being distinct, the two in-
trinsic mechanisms share the common requirements of adiabaticity and time-dependence.
This prompts us to ask: Are the two mechanisms related?
To answer this question, we investigate possible connections between the anomalous
velocity and the ~B⊥ field in SHE systems. In this endeavour, we employ the ~k-space
analogue of the analysis by Aharanov and Stern [285] of the origin of Berry’s curvature
in real space. We begin with the general spin-orbit Hamiltonian in Eq. (7.9). It is
worthwhile to note that the Luttinger Hamiltonian can be decomposed into two such
copies of the general Hamiltonian, after applying the AA and Abelian approximation
discussed in Section 7.2.1.1 (the magnitude of the spin in each copy equals the helicity,











Writing the spin-orbit field as ~B = | ~B|~n, the partial derivative in Eq. (7.28) can be
2This argument was stated previously in the context of spin precession in [211]: in the presence of
impurities, the scattering scrambles the spin precession sufficiently such that no net SHE results.
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~n+ | ~B| ∂~n
∂pi
. (7.29)
When the magnetic field carries a time-dependence ~B = ~B(t), the spins experience an
additional field ~B⊥, as discussed in Section 7.2.2. Assuming that spins are polarized





















where the conversion factor of ~/2γ for ~B⊥ gives it the correct units of Tesla. The first
term is the kinetic velocity and is of no interest here. We focus on the second term. In
the adiabatic limit, i.e. | ~B|  | ~B⊥|, the second term in Eq. (7.30) reads











By the chain rule, ~˙n = k˙j
∂~n
∂kj
, where summation over j is implied. Rearranging the
terms, we obtain












The first term represents a velocity component that is due to the inhomogeneity of the
spin-orbit field ~B(~k) in momentum space, i.e. it is the reciprocal space analogue of the
Stern-Gerlach force [287]. Remarkably, the second term in Eq. (7.32) is the anomalous
KL velocity of electrons due to Berry’s curvature in ~k-space. This is clearer when written












where the last equality follows from the curvature relation in Eq. (6.12). This is precisely
the KL velocity in Eq. (7.7) arising from the Berry’s curvature ~Ω(~k) in ~k-space. The
spin-dependence of the KL term can be obtained by letting the spin vector be aligned
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anti-parallel to the net magnetic field, ~σ = − ~BΣ/| ~BΣ| in Eq. (7.28). Thus, we have
shown that the anomalous velocity due to the ~k-space Berry curvature physically arises
from the ~B⊥ magnetic field component, which in turn is related to the time component
of the gauge field, A0(t). This gauge field is therefore the common origin of the two
mechanisms.
Before closing, we have a few remarks. Effectively, we have brought down the quan-
tum mechanical description of the SHE in p-doped semiconductors to an easily accessible
semiclassical description. This highlights the physical origin of the Berry curvature in
~k-space. We also note that adiabaticity was translated from a quantum mechanical to
classical description, where in the former we neglected off-diagonal interband elements of
the ~k-space gauge field, whilst in the latter we considered the limit of a strong magnetic
field strength relative to | ~B⊥|.
7.4 Summary
We established the link between the two intrinsic SHEs reported in Ref. [16] and Ref. [17],
which had not been clarified hitherto. We first examined the SHE in Luttinger systems,
which is driven by the spin-dependent anomalous velocity due to the Berry curvature of
momentum space. However, this theoretical picture is not applicable in the Rashba SOC
system. Instead, the SHE in Rashba systems was shown to arise from spins acquiring
a component (in the adiabatic sense) along an additional effective magnetic field ~B⊥,
arising from the time-dependence of the system. This field component was described by
a gauge field in time space. We then showed that in the adiabatic limit, ~B⊥ is also the
origin of the anomalous velocity due to the ~k-space Berry curvature. Thus, we conclude
that the two intrinsic SHEs are different manifestations of ~B⊥ within the same adiabatic
process. A unified description should be valuable in consolidating the many theoretical
analyses of the intrinsic SHE.
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CHAPTER 8
Intrinsic Spin-Hall Effects due to Time Component of Gauge
Field in Spintronic, Optical, and Graphene Systems
8.1 Introduction
In Section 7.3.1.1, we derived the momentum-dependent spin polarization for the SHE
in Rashba systems [see Eq. (7.25)], which governs the transverse spin separation in the
presence of an electric field. Importantly, we clarified that the SHE is an adiabatic effect,
resulting from the relaxation of spins to a vertical effective field ( ~B⊥), rather than the
spin precession about the in-plane Rashba field. From a theoretical standpoint, the SHE
is characterized by the SHC, which is typically calculated as the linear Kubo response
of the transverse spin current to a charge current excitation. However this treatment,
although formal, reveals little of the physical microscopic processes which drive the
effect [288]. Therefore, it makes it difficult to distinguish between the two mechanisms
for the SHE. In fact, they are at times confused with each other in the literature [168].
In this chapter, we extend our analysis in Section 7.3.1.1 to general classes of SOC
systems. The heuristic nature of the model allows us to construct intuitive expressions
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for the spin-Hall current and SHC. Our general expressions are found to reproduce the
intrinsic SHC in a wide class of systems without recourse to linear response theory, e.g.
in 2DEGs with combined Rashba and linear Dresselhaus SOC [15,203,272,279,289–291],
bulk semiconductors with k3-Dresselhaus SOC [198], and 2D hole systems with Rashba
SOC [209, 210, 292, 293]. Thus, our model unifies the SHE across various systems in
a transparent manner. Moreover, our closed expression for the SHC allows one to
conveniently analyze the SHE in general SOC systems using straightforward vector
algebra, and without the need for cumbersome operator algebra. Finally, we examine
an optical analog of the effect, and propose an analogous effect in bilayer graphene.
8.2 Theory
8.2.1 Calculation of Spin-Hall Current and Conductivity
A semiclassical picture of the intrinsic SHE in Rashba SOC systems was presented in
Section 7.3.1.1. We derived the momentum-dependent spin polarization in Eq. (7.25)
responsible for the transverse spin separation under an applied electric field. Here, we
generalize this analysis for arbitrary SOC systems, and construct expressions for the
spin-Hall current and conductivity. The Hamiltonian for general SOC systems is given
in Eq. (2.3). We consider the response of a SOC system to a charge current ji due to




{vj , σl}, (8.1)
where s is the value of the spin angular momentum and the SHC, σlij ≡ jls,j/Ei. The
electric field results in a t-dependent spin-orbit field ~B(t), which, as discussed in Section
7.2.2, is necessarily accompanied by the field ~B⊥ = ~˙n × ~n (Fig. 7.1). Assuming that
the spins align themselves to the net magnetic field ~BΣ, i.e. to the sum of ~B and the t-
dependent correction, the classical spin vector is ~s = ±s ~BΣ/| ~BΣ|, where + (−) represents
spins aligned parallel (anti-parallel) to ~BΣ. Along the lˆ-coordinate, the component of
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where ~BΣ is expressed in terms of its equivalent angular velocity. The spin may well
have a component along lˆ due to ~B itself, but it is not proportional to the electric
field and therefore does not contribute to the spin-Hall current. In the adiabatic limit,
| ~B|  | ~B⊥|, the spin polarization along lˆ is evaluated to be
sl ≈ ± s~
2γ| ~B|3 lnqB˙nBq, (8.3)
This generalizes the result in Eq. (7.25) for Rashba systems. To obtain the spin-Hall























The spin current therefore has two contributions; the first due to the spin polarization
of the states, and second due to the variation in ~k of ~B(~k). The spin-Hall (sH) current







The total spin-Hall current is then calculated by summing the expectation value of the
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where D is the dimension of the system. We carefully note that the expression for the
spin polarization, sl(~k) in Eq. (8.3), has opposite signs for spins pointing parallel and
antiparallel to ~B(~k). These correspond to the SOC subbands |±〉, namely electrons
pointing parallel (antiparallel) to ~B with energies E± = p
2
2m ± γ| ~B(~k)|. Since the Fermi
level EF usually far exceeds the band-splitting, EF  2| ~B| [17], both bands are occupied






± γ| ~B(k±F )|, (8.8)
where k−F > k
+
F . In the region where the two Fermi surfaces overlap (i.e. k < k
+
F ),
there is a complete cancellation of sl(~k). The finite contribution to the spin-Hall current
comes from the states in the annular region k+F < k < k
−
F of the Fermi surface occupied
only by the ground state band, |−〉. Noting this, and writing the time derivative B˙n in
















where the limits of integration in k goes from k+F to k
−
F . Dividing both sides through by














Thus, using a semiclassical approach, we have constructed a general expression for the
intrinsic SHC which makes transparent the physical mechanism driving the effect. Our
analysis is relevant for describing the SHE in a wide class of systems as discussed below.
8.3 Results and Discussions.
In Tab. 8.1 we list several systems which can be represented by the general spin-orbit
Hamiltonian in Eq. (2.3). For each system, we list the system Hamiltonian H, the system
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 τ z = ∓ 2meExky
~2k4
Table 8.1: List of systems in which the intrinsic spin-Hall effect is analyzed. H is the
Hamiltonian, D is the system dimension, α, β, η and λ are the respective SOC strengths,
σl(l = x, y, z) are the Pauli spin matrices, kl are the wavevectors, σ± = σx ± iσy and
k± = kx ± iky. ~B(~k) is the momentum-dependent effective magnetic field, and sz(~k)
is the zˆ-spin polarization of carriers resulting from an electric field applied in the xˆ-
direction, obtained from Eq. (8.3). The SHE arises because the spin polarizations sz(~k)
are odd functions of the transverse wavevector, ky. For the case of bilayer graphene, τ
z
represents the pseudospin polarization, describing the probability of finding an electron
on either of the two monolayers.
dimension D, the effective magnetic field ~B(~k), and compute the zˆ-spin polarization,
sz(~k), using Eq. (8.3) and assuming an electric field applied along the xˆ-direction. We
explicitly calculate the SHC in several spintronic systems, before examining analogous
effects in optical and bilayer graphene systems.
8.3.1 Combined Rashba and Dresselhaus SOC
The out-of-plane spin polarization driven by the electric field in the combined Rashba-
Dresselhaus (RD) system is given in Tab. 8.1. It vanishes when |α| = |β|, in agreement
with the well-known result that the SHE vanishes under this condition. For |α| 6= |β|,
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where φ = arctan(ky/kx) is the azimuthal angle in ~k-space. To evaluate the above, we
use the interband relation k−F − k+F = 2m|
~BRD|
~2k
, which is obtained by solving Eq. (8.8).












|α2 − β2| , (8.12)
which is in agreement with previous studies [272,291,294]. In particular, for the α = 0 or
β = 0 cases, the universal value of |σzxy| = e/8pi for the SHC is reproduced [17,203,272].
8.3.2 n-doped Bulk Semiconductors






















where ~BD is the k
3-Dresselhaus SOC field, and (θ, φ) are spherical angles in ~k-space.






F )/2, Eq. (8.13) above can be evaluated to yield σ
z
xy = − ekF12pi2 , in agreement with
the result obtained in Ref. [198].
8.3.3 Holes in III-V Semiconductor Quantum Wells with Rashba SOC
In p-doped QWs, the energy splitting between the light- and heavy-hole bands diverges
as the well width is reduced. Assuming a sufficiently narrow QW and low doping
densities and temperatures, only the heavy-hole band is occupied, reducing the full
Luttinger Hamiltonian [in Eq. (7.1)] to the 2 × 2 effective Hamiltonian in Tab. 8.1.
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where φ is the azimuthal angle in ~k-space. In the limit of small Rashba coupling, the




pin [292], where n is the
hole density. This gives the universal SHC of σzxy = − 9e8pi , in agreement with previous
calculations [209,210,292].
8.3.4 Bilayer Graphene
We propose an analogous effect in bilayer graphene (BLG). Graphene is a single, atom-
ically thin sheet of graphite [295]. It has become an extremely important material lying
at the interface of materials science and condensed matter physics, ever since its surpris-
ing discovery in 2004 as a stable, free-standing system [296, 297]. The BLG system is
modeled as two coupled monolayer graphene sheets, with each layer having two inequiv-
alent lattice sites; A˜, B˜ and A,B in the top and bottom layers respectively. We assume
the Bernal stacking (A˜-B) configuration, as it is commonly adopted. In the low energy
limit, electrons in the BLG system are described by an effective 2× 2 Hamiltonian [298]
HBLG = − ~
2
2m
~τ · ~BBLG(~k), (8.15)
where ~BBLG = (k
2
x − k2y , 2kxky, 0). ~τ here is the vector of Pauli matrices acting on the
pseudospin, rather than the actual electron spin. The symmetry of the lattice supports
two inequivalent, degenerate points, K and K˜, on the hexagonal Brillouin zone. In the







i.e. describing the electronic amplitude of electrons on the two layers, with eigenvalues
E± = ± ~22m | ~BBLG|. The controlled doping of BLG can shift the Fermi level into either the
conduction (E+ state) or valence band (E−) [296], defining which band contributes to the
Hall transport. When an electric field ~E = Exxˆ is applied to the system, an additional
out-of-plane component accompanies the strictly in-plane pseudospin field ~BBLG. In the
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adiabatic limit, the out-of-plane component induces a pseudospin polarization given by
Eq. (8.3),
τ z = ∓2meExky
~2k4
(8.17)
along ±zˆ. The polarization corresponds to charge transfer between the two layers. This
is an essential ingredient for the technology known as pseudospintronics [299–301], in




Figure 8.1: Illustration of proposed pseudospin-Hall effect in bilayer graphene for K˜-
valley electrons. The small arrows indicate the direction of the electron momenta. (left)
With no applied electric field, electrons with all momenta are distributed evenly between
the two layers. (right) With an applied electric field in the xˆ-direction, electrons are
separated to either of the two layers depending on their yˆ-momenta; electrons with
+(−)py > 0 are transferred to the bottom (top) layers respectively. For the degenerate
K-valley electrons the effect is reversed. Therefore, a finite pseudospin-Hall effect can
result only when there is a finite valley polarization (see text).
physical effect of this polarization for the E− state is illustrated in Fig. 8.1; electrons
with py > 0 (py < 0) are separated to the bottom (top) graphene monolayer of the BLG
system. For the K-valley, the BLG eigenstates are of the form ~Ψ± = (ψ±(A), ψ±(B˜))
[298], i.e. the order of the components is reversed, and thus the pseudospin polarization
affects electrons in the opposite manner compared to the K˜-valley; electrons with py > 0
(py < 0) are transferred to the top (bottom) monolayer. Thus, the net effect is expected
to vanish when contributions from both valleys are taken into consideration. Recently,
the idea of producing an imbalance of electron states depending on their valley degree
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of freedom has come to light. The effect we propose would then be finite, after passing
electrons through such valley filters [302–306]. Furthermore, we assume that the applied
electric field is sufficiently weak such that intervalley transitions can be neglected within
the BLG system [307]. The proposed effect in BLG is completely analogous to the SHE
with replacements ~σ ↔ ~τ . It may therefore be termed the intrinsic pseudospin-Hall
effect. Such an effect should be of interest to the field of pseudospintronics.
8.3.5 Rayleigh Scattering of Polaritons
Finally, we draw attention to an analogous effect in optics when polaritons undergo
Rayleigh scattering in a semiconductor microcavity [194]. The polariton polarization is
represented in the effective Hamiltonian by a pseudospin ~τ , where the pseudospin field
is exactly that of bilayer graphene ~BBLG(~k), above. Upon scattering (which changes the
wavevector ~k akin to the ~E-field effect in the above cases), polaritons acquire a finite
τ z component, corresponding to circular polarization, whose sign depends on the initial
momenta. The manifestation of this effect has been observed in experiments [195–197],
which is a promising indication for the detection of the effect in spintronic and graphene
systems.
8.4 Summary
We presented a simple, semiclassical model for the SHE in Rashba SOC systems. The
model allowed us to construct an intuitive expression for the intrinsic SHC, whilst main-
taining a clear and physical picture of the effect. General expressions for the SHC re-
produced known results for several spintronic systems, unifying them under a common





Semiconductor (SC) spintronics has developed into a rich field which lies at the interface
of condensed matter physics and engineering. The spin-orbit coupling (SOC) effect has
proven to be a particularly useful tool in leading this field into a viable technology, which
builds upon the strength of the modern SC industry. The value of SOC is seen through
its ubiquity in nearly all aspects of SC spintronics, from the generation of spin polarized
currents to the electronic spin control it affords us in novel spintronic devices. Recently,
there has been great interest in the spin-Hall effect (SHE), which occurs in generic SOC
systems upon application of a charge current. Spin currents generated in the SHE can
be dissipationless, which has instilled much interest in the physics community. Although
commercially viable SC spintronic devices may still be far away, the rapid and significant
developments in the past few years alone are reflective of the tremendous potential of
this field.
In this Thesis, we examined several critical aspects of SC spintronics, including
spin current generation, spin manipulation and spin-dependent transport. The main
outcomes and conclusions are categorized below according to the objectives.
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9.1 Spin Current and Polarization Generation
Three methods of generating spin polarized currents in SCs were discussed. The first
was a completely nonmagnetic approach based on quantum mechanical tunneling of
electrons through barriers with SOC. The tunneling current was found to carry a finite
polarization only when an anisotropy is introduced in momentum ~k-space, e.g. through
the use of special collector geometries. It was found that for barriers with either Rashba
or Dresselhaus SOC (but not both), the spin polarization was maximized whenever a
single electron mode ~k is collected. A broadening of the collected modes reduced the spin
polarization. Barriers with both Rashba and Dresselhaus SOC were found to exhibit
qualitatively different characteristics. In particular, when the two SOC strengths are
equal, the spin polarization was maximal (≈ 99%) and constant against a significant
broadening of the collected modes.
Secondly, the spin polarization of tunneling current through a uniform magnetic field
~B and transverse parabolic quantum well (PQW) was studied. The interplay between
~B and the PQW affected the nature of the spin polarization significantly. We conclude
that high spin polarizations of 80–100% can be achieved in this system for low electron
injection energies, when the energy scale of the PQW is equal to, or greater than that
of ~B. Longer tunnel barriers also resulted in a larger spin polarization.
Lastly, the interplay between the Rashba SOC and a uniform magnetic field ~B was
considered. Naturally, ~B gives rise to quantized Landau orbits. We studied the spin
polarization of the electron orbits in the presence of Rashba SOC fully quantum me-
chanically. The results agreed qualitatively with the classical picture of the orbits. A
proposal for experimental detection was also provided.
9.2 Spintronic Transistor Devices
We described the design of two new spintronic transistors. Firstly, we considered a
modification of the Datta-Das SFET with additional magnetic fields at the device in-
terfaces. This configuration was shown to drastically reduce the dependence of the spin
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precession on the electron momentum, removing the requirement of single channeled
transport in the original model. Moreover, the spin precession rate retained dependence
on the Rashba SOC strength, enabling transistor action. The proposed structure could
pave the way for other multichannel spintronic devices.
The second design involved a totally different mechanism (we ignored spin precession
effects). We considered a 2DEG-channeled device with Rashba SOC and a spatially
nonuniform external magnetic field, ~B(~r). For spins polarized out-of-plane, it was shown
that both the SOC and ~B(~r) naturally invoked gauge fields which manifested themselves
physically as spin-dependent forces acting on electrons, producing spin currents. For the
special configuration of ~B(~r) we considered, the two forces opposed one another. The
degree of cancellation of the forces was calculated as a function of the Rashba SOC
strength, α; a complete cancellation was predicted within realistic values of α. The
device therefore allows one to electronically modulate spin current; it is a spin current
transistor.
9.3 Intrinsic Spin-Hall Effect
We proposed an intrinsic SHE of collimated electrons in zincblende SCs due to a gauge
field in momentum space. The mechanism for the effect was attributed to the spin-
dependent velocity of the carriers. The SHE was quantified by calculation of the spin-
Hall conductivity (SHC) for a typical GaAs sample. Robustness of the effect against im-
purity scattering was shown both heuristically (focusing on the mechanism) and through
calculations of SHC.
We then embarked on elucidating the relationship between the two intrinsic mech-
anisms for the SHE. The two mechanisms were each represented by seminal works [16]
and [17]; the former effect occurs from a spin-dependent velocity due to a gauge struc-
ture in momentum space, whilst the latter due to spin dynamics induced by a charge
current. We first identified a gauge field formalism describing the latter effect [17]. This
placed the effect within a larger family of gauge field induced Hall phenomena. The
physical interpretation of the gauge field was identified as an additional magnetic field
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~B⊥ which polarizes the spins. We showed that under the same polarizing effect, car-
riers acquire an additional velocity component which is exactly that due to the gauge
field in momentum space. We concluded that the two mechanisms are simply different
manifestations of ~B⊥.
Finally, we examined the latter SHE mechanism [17] in more detail. Explicit and
general expressions of the spin current and SHC were derived with a focus on maintaining
the physical mechanism driving the effect. Our expressions were found to reproduce
those calculated (in the linear response formalism) for a host of intrinsic SHEs proposed
in the literature, thus unifying them under a single classification. We finally proposed
an analogous pseudospin-Hall effect in bilayer graphene.
9.4 Recommendations for Future Work
9.4.1 Nonuniform SOC
Throughout this Thesis we assumed spatially uniform SOC. The effect of inhomo-
geneities can lead to interesting results. Consider for example the non-Abelian Rashba
SOC gauge field in Eq. (5.4). When the Rashba SOC is spatially inhomogeneous,
α = α(~r), the curvature F in Eq. (2.14) has a non-zero contribution from the curl por-
tion. This could affect various aspects of carrier transport including the zitterbewugung.
Spatial discontinuity of SOC in multilayered structures can also produce interesting ef-
fects. Consider a trilayer structure with a 2DEG channel as illustrated in Fig. 9.1(a), in
which the 2DEG exhibits Rashba SOC and the two contacts do not. The spatial pro-
file of the Rashba SOC strength could ideally be taken as a Heaviside-based function,
α(x) = α0 [Θ(x)−Θ(x− L)] [see Fig. 9.1(b)]. In such a case, only the zˆ-component of




[δ(x) − δ(x − L)] , (9.1)
where δ(x) is the delta function. Fxy represents an effective, vertical magnetic field
which depends on the xˆ-spin of electrons; see Figs. 9.1(c) and (d). In Chapter 4, spatially
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confined magnetic fields were approximated as perfect delta barriers. Eq. (9.1) allows
us to realize ideal, effective delta barriers in simple SC spintronic systems. The spin-
dependent transport through such structures and their applications (in transistor and
logic devices [256,308,309]) are open for investigation.
Figure 9.1: (a) Trilayer structure with a SC channel and metal (M) contacts. The
channel is assumed to be a 2DEG with Rashba SOC. (b) Ideal spatial profile of Rashba
SOC. (c) and (d) Effective magnetic field barriers Fxy as seen by electrons with spins
sx = +1 and sx = −1, respectively. The structure therefore allows one to easily realize
ideal magnetic delta barriers.
9.4.2 Edge States in Magnetic Systems
In Section 3.3 we analyzed the two-dimensional (2D) spatial spin polarization profile of
electronic Landau levels in the presence of Rashba SOC. For strong magnetic fields the
quantum Hall effect (QHE) emerges in which the transverse conductivity is quantized
whenever the longitudinal resistivity vanishes. The QHE can be understood from the
existence of chiral (i.e. unidirectional) edge currents at sample boundaries coupled with
vanishing currents within the bulk. The QHE in the presence of Rashba SOC has
been investigated [260], indicating that the edge currents are spin polarized. A full
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characterization of the spin polarization (a 2D spatial profile) of the edge states may be
a fruitful direction for future work. This would require imposing boundary conditions
on the system eigenstates. Alternatively, one could consider a semiclassical approach in
which reflections off edges are modeled.
9.4.3 Edge States in Nonmagnetic Systems
The SHE is the TR symmetric version of the ordinary Hall effect discovered some 130
years ago. Recently, the TR symmetric version of the QHE was discovered, namely
the quantum spin-Hall effect (QSHE) [310–312]. Here, an insulating bulk is coupled
with edge conduction which occurs via a pair of spin-resolved, counter propagating edge
states. Such a configuration is possible in 2D systems having opposite effective magnetic
fields for opposite spin species. One example we have encountered is the Rashba SOC
system when treated in the non-Abelian gauge field formalism [313]; see the effective
field strength in Eq. (5.5). The use of gauge fields could uncover a host of other similar
systems exhibiting the QSHE.
9.4.4 Formal Calculations of Spin Current
In Chapter 6 we proposed a SHE in zincblende semiconductors. The SHC was calculated
semiclassically in Eq. (6.21). Formally, the SHC is calculated using the Kubo linear
response formalism. One of the advantages of this method is that the effect of impurity
scattering can be quantified by introducing vertex corrections. A formal calculation
showing the robustness of our proposed effect against disorder is desirable.
9.4.5 Competing Intrinsic SHE Mechanisms
Chapter 7 discussed the relationship between the two intrinsic SHE mechanisms. Our
analysis indicates that in general SOC systems, the two mechanisms can be present
simultaneously; i.e. there is a spin-dependent velocity component and a momentum-
dependent spin polarization. The two mechanisms are thus entwined, and the interesting
question of how this coupling affects the net SHE naturally arises.
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Gauge Transformations and Invariance
A.1 Magnetic Vector Potential
The effect on electrons of a static electric field ~E and magnetic field ~B, are studied
in terms of scalar and vector potentials, φ and ~A, respectively (we ignore the Zeeman
effect) where
~E = −∇φ, (A.1)
~B = ∇× ~A. (A.2)








GAUGE TRANSFORMATIONS AND INVARIANCE







ψ + eφψ = Eψ. (A.4)
We note that the fields ~B and ~E do not uniquely define the potentials ~A and φ. For
example, from Eq. (A.1), one can add a constant to a given scalar potential, φ→ φ+ c,
without changing the resulting electric field ~E. Similarly, from Eq. (A.2), one can add a
curl-less vector to a given vector potential ~A without changing ~B—an instance of such a
vector is the gradient ∇χ of an arbitrary scalar field, χ. Let us then examine the effect







The magnetic vector potential ~A is an example of a gauge field. We call the above trans-
formation a gauge transformation. The gauge transformation represents the freedom
to choose the magnetic vector potential for a given magnetic field, ~B. Obviously, the
application of this transformation should not affect the physics of the electron; in other
words, all physical observables of the electron should remain unchanged. We conjecture
therefore, that an electron must undergo a corresponding phase change, i.e.
ψ
′
= exp (iλ)ψ = Uψ, (A.7)
where λ is a real number representing the phase change, and U denotes a unitary
transformation. In particular, the set of all complex numbers {exp (iλ)} forms a group
known as the unitary group of dimension one, or simply U(1). Therefore, the gauge
group associated with the present gauge transformation is U(1). To determine the
required phase change, λ in Eq. (A.7), we consider the Schro¨dinger equation for the
primed, transformed quantities (ψ′, ~A′, φ′). From Eqs. (A.5)–(A.7), the Schro¨dinger
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Let us simplify the above equation. The kinetic term can be computed by starting with














exp (−iλ)∇ψ′ − i∇λ exp (−iλ)ψ′
)
+ · · ·
+e( ~A
′ −∇χ) exp (−iλ)ψ′
= −i~ exp (−iλ)(∇− i∇λ)ψ′ + · · ·
+e( ~A
′ −∇χ) exp (−iλ)ψ′
= exp (−iλ)
(















exp (−iλ)ψ′ = E exp (−iλ)ψ′ . (A.10)















If we now substitute
λ = − e
~
χ (A.12)
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which is of identical form to the original Schro¨dinger equation in Eq. (A.4). We have
















the form of the Schro¨dinger equation remains invariant, and the physics remains un-









A.2 Spin-Dependent Gauge Fields




(~p+ eA)2 , (A.19)
where A is a spin-dependent gauge field i.e. it is a 2×2 matrix. Then, the corresponding
eigenstates are two component vectors, ~ψ, which satisfy the Schro¨dinger equation
1
2m
(~p+ eA)2 ~ψ = E ~ψ. (A.20)
We consider applying a unitary transformation U (a 2 × 2 matrix) to the system, such
that H → H′ = UHU † and ~ψ → ~ψ′ = U ~ψ. The transformed Hamiltonian (acting on ~ψ′)
reads
H′ ~ψ′ = 1
2m






~p 2 + e~pA+ eA~p+ e2A2)U † ~ψ′. (A.21)
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Evaluating all of the terms (keeping in mind that ~p is a differential operator) is simple
but somewhat cumbersome. The result is
H′ ~ψ′ = 1
2m
[








~p+ · · ·















~p+ eA′)2 , (A.23)
where the transformed gauge field is
A′ = UAU † − i~
e
U∇U †. (A.24)
When U is just a phase factor, as is the case for electromagnetism, the above equation
collapses into Eq. (A.17).
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Equations of Motion Arising From Gauge Fields in §5.2.4













































EQUATIONS OF MOTION ARISING FROM GAUGE FIELDS IN §5.2.4




























Evaluation of the higher order Sn terms are performed by assuming that the Zeeman








































Evidently, this leads to a sinusoidal-type of infinite series, with amplitudes proportional
to ασj/Bz. Performing the infinite summations, the time-dependent transverse position
operator is





































EQUATIONS OF MOTION ARISING FROM GAUGE FIELDS IN §5.2.4
We now calculate the expectation value of the transverse displacement of a Gaussian
wavepacket in the 2DEG prepared in the spin-up state. This has representation













where d is the width of the wavepacket in ~k-space, centered about ~k0. When computing
the expectation value of the transverse position operator for the (1, 0)T spin state,
only the (11) matrix components of y(t) in Eq. (5.35) have a finite contribution. This

















For the operators kj , the expectation value for a Gaussian wavepacket are












which follows from the fact that for any Gaussian wavepacket centered about ~k = ~k0,
we have 〈ψ|~p|ψ〉 = ~~k0. Thus, for the spin-up wavepacket in Eq. (B.8), the transverse
displacement is














Similarly, for a spin-down wavepacket, the corresponding displacement is

















Classical Derivation of ~B⊥ in §7.2.2







where g is the coupling factor. To solve the above equation, we freeze the time-
dependence by transforming to a rotated coordinate frame at each point in time, such
that the reference zˆ-axis is aligned with the instantaneous magnetic field. A spin vec-
tor ~s defined relative to the coordinate frame at time t, is expressed as the vector
~s
′
= ~s + ~s × ~ω(t)dt in the coordinate frame at time t + dt, where ~ω(t) is the instanta-
neous angular velocity of the coordinate frame (see Fig. C.1). The choice of ~ω(t) is not
unique; however, specifically choosing ~ω(t) = ~˙z×~z where ~z is the unit vector ~n = ~B/| ~B|
as seen in the rotated frame, coincides with the parallel transport of the coordinate
frames [285,314]. Suppose we have a spin vector, ~s = ~s(t), in the rotated frame at time
t. At time t+dt, this vector becomes [relative to frame t+dt] ~s(t+dt)+~s(t+dt)×~ω(t)dt,
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Figure C.1: (left) The classical spin vector ~s(t) precesses about a magnetic field which is
along the ~z direction at some instant t. Because of the time-dependence of the magnetic
field, the spin is also subject to a rotation about ~ω(t) = ~˙z × ~z which transforms it from
the frame at time t (left) to the frame at time t + dt (right). Here, ~ω(t) acts as an
additional magnetic field which governs the overall spin dynamics.




dt. For infinitesimally small dt, we may write
~s(t + dt) [in frame t] ≈ ~s(t+ dt) + ~s(t + dt)× ~ω(t)dt [in frame t+ dt]. (C.2)

















g| ~B(t)|~z + ~˙z × ~z
)
. (C.3)
Therefore, as seen from the laboratory frame, the spins are subject to an effective mag-
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