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Abstract. Let X be an N × T data matrix which can be represented as X = C1/2N ZR
1/2
T with
Z an N × T random matrix whose rows are spherically symmetric, RT a deterministic T × T
positive definite Toeplitz matrix, and CN a deterministic N × N nonnegative definite matrix.
In particular, Z can have i.i.d standard Gaussian entries. We prove the weak consistency of an
unbiased estimator RˆT = (rˆi−j) of ξNRT where ξN = N−1 trCN , rˆk is the average of the
entries on the kth diagonal of T−1X∗X. When each row of X are long range dependent, i.e.
the spectral density of Toeplitz matrix RT is regularly varying at 0 with exponent a ∈ (−1, 0),
we prove that although RˆT may not be consistent in spectral norm, a weaker consistency of the
form ‖R−1/2T RˆTR
−1/2
T − ξN I‖
a.s−−→ 0 still holds when N,T → ∞ with N  log3/2 T . We also
establish useful probability bounds for deviations of the above convergence. It is shown next that
this is strong enough for the implementation of a whitening procedure. We then apply the above
result to a complex Gaussian signal detection problem where CN is a finite rank perturbation of
the identity.
1. Introduction
The society and technology is generating enormous amount of data every day to be analyzed.
Most traditional statistic tools work well with low dimensional and i.i.d data only. However data in
the real world are often high dimensional and highly correlated, which makes the traditional tools
dramatically inaccurate. For this reason, studies on large dimensional random matrices and long
memory processes have been very active in recent decades.
These developments have allowed, for example, to retrieve messages of signals in a set of large
dimensional signal-plus-noise data. Let x1, . . . ,xT be a set of received antenna data which are i.i.d
N -dimensional random vector such that
(1) xi = Asi + εi,
where A is a low rank deterministic matrix, si ∼ CN (0, IN ) represents the signal, and εi ∼
CN (0, σ2IN ) is a complex Gaussian white noise independent of si. By using the spiked eigenvalues
of the sample covariance matrix
(2) S =
1
T
T∑
i=1
xix
∗
i ,
we can detect the number of signals (i.e. the number of spiked eigenvalues of the population
covariance matrix Cov(xi) = A Cov(si)A∗ + σ2IN ). See for example Section 11.6 of [21].
The model (2) can be represented in the form of random matrix as
S =
1
T
XX∗ =
1
T
C
1/2
N ZZ
∗C1/2N ,
where X = C1/2N Z, with Z a N × T random matrix with i.i.d standard complex Gaussian entries
and CN a N × N deterministic positive semi-definite Hermitian matrices. In the above example,
CN = A Cov(si)A
∗ + σ2IN is a finite rank perturbation of the scaled identity matrix. The results
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in random matrix theory have showed that when the dimension N grows in the same pace with
the sample size T , S is no longer a good estimator of CN . Let λ1(S) ≥ · · · ≥ λN (S) denote the
eigenvalues of S, and define the empirical spectral distribution (ESD) of S as
µS :=
1
N
N∑
j=1
δλj(S).
It is well known that whenever the ESD of CN converges weakly, then as N,T →∞ with N/T →
c ∈ (0,∞), with probability one, the ESD µS converges weakly to the Marčenko-Pastur (MP) law.
See [12, 17, 16]. The spiked eigenvalues of S are also well studied in this high dimensional regime.
Precisely, only the spiked eigenvalues of CN larger than σ2(1 +
√
c) generate spiked eigenvalues of
S. Suppose that α > σ2(1 +
√
c) is a spiked eigenvalue of CN of multiplicity m ≥ 1, it generates m
spiked eigenvalues of S converging to α+ cσ
2α
α−σ2 , fluctuating in the scale of
√
n like the eigenvalues
of a m×m GUE matrix. See [2, 9, 10, 1, 11].
Sometimes the i.i.d assumption in the time domain cannot be satisfied. One way to release this
assumption is to consider the separable model
(3) X = C
1
2
NZR
1
2
T
and the corresponding sample covariance matrix
(4) S =
1
T
C
1
2
NZRTZ
∗C
1
2
N .
In this case, Zhang [22] studied the limiting spectral distribution (LSD) of S and proved that the
Stieltjes transforms of the LSD of S are uniquely determined by a system of equations. The spiked
eigenvalues of this separable model for general CN , RT appears very recently, in particular, in the
case where CN , RT are both bounded in spectral norm, the spiked eigenvalues of S are studied
in [6]; and in the case where RT is a Toeplitz matrix with unbounded spectral norm, the largest
eigenvalues of S are studied in [19]. For two random variables X,Y , X L= Y means that they follow
the same distribution.
Note that a spiked eigenvalue of the separable model (4) can be caused by either CN or RT . It
is thus difficult to determine the spikes of CN from S. For example, in the case where the largest
eigenvalues of RT tend to infinity as in [19], the largest m eigenvalues of S are asymptotically
equivalent to
tr CN
T
λ1(RT ), . . . ,
tr CN
T
λm(RT )
as N,T →∞ and N/T → c ∈ (0,∞). In other words, only the summary statistic tr CN appears in
these limits, and there is thus no way to recover the spike eigenvalues of CN .
In order to resolve this problem, in the case where the process (xt)t∈Z is stationary with short
range dependence (SRD), or equivalently, the time domain covariance matrix RT = (ri−j)Ti,j=1 is
Toeplitz with absolutely summable coefficients
∑∞
t=−∞ |rt| < ∞, some authors [20, 5, 18] suggest
to whiten the correlation of columns of data X using some estimator of RT . Precisely, let
S :=
1
N
X∗X =
1
N
R
1/2
T Z
∗CNZR
1/2
T =: (si,j)
T
i,j=1,
and define two estimators
(5) RˆT := (rˆi−j)1≤i,j≤T , RˆbT := (rˆ
b
i−j)1≤i,j≤T
with
(6) rˆk :=
1
T − |k|
∑
si+k,i1{1≤i+k≤T,1≤i≤T}, rˆbk :=
1
T
∑
si+k,i1{1≤i+k≤T,1≤i≤T}.
The difference between the two estimators is that (rˆk) are unbiased estimators of their population
counter-parts, while (rˆbk) are biased ones. Let ξN := N
−1 tr CN . Note that ES = ξNRT , we can see
that up to a normalization scalar ξN , RˆT is an unbiased estimator of RT , while RˆbT is a biased one.
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In [20, 5] it is showed that if CN is bounded in spectral norm, then both estimators are consistent
in spectral norm:
(7)
∥∥∥RˆT (or RˆbT )− ξNRT∥∥∥ a.s−−→ 0 .
Then we can use the following time-whitened sample covariance matrix
(8) S˜ :=
1
T
XRˆ−1T X
∗, or S˜b :=
1
T
X(RˆbT )
−1X∗
to estimate the spiked eigenvalues of CN . Let
Sw :=
1
N
C
1/2
N ZZ
∗C1/2N .
Then thanks to (7), we have
(9)
∥∥∥S˜ (or S˜b)− ξ−1N Sw∥∥∥ a.s−−→ 0 ,
from which we conclude that the LSD and the asymptotics of spiked eigenvalues of S or Sb are the
same as Sw.
In this paper we study this whitening procedure in the context of long range dependent (LRD)
stationary processes, that is, the Toeplitz matrix RT = (ri−j) has a spectral density f in the form
(10) f(x) = |x|−aL(|x|−1) for x ∈ [−pi, pi],
where a ∈ (0, 1) and L is a function defined on [pi−1,∞) and is slowly varying at∞. Such situation
is frequent in applications. For example, the covariance of received signal of two elements of a
uniform antenna array is
(11) ri−j =
1
θmax − θmin
∫ θmax
θmin
ei
2pid
λ |i−j| cos θ dθ.
where [θmin, θmax] is the range of arrival angles, λ is the length of wave, and d is the distance
between two successive antennas. To have an illustrative example, we assume that θmin = 0,
θmax = pi, 2d = λ, then by changing variable as pi cos θ = s, we have
(12) ri−j =
1
2pi
∫ pi
−pi
ei|i−j|s
2pi√
pi2 − s2 ds.
Then the Toeplitz matrices have the spectral density f(s) = 2pi/
√
pi2 − s2 which satisfies f(s) ∼√
2pi/(pi ∓ s) as s → ±pi. Noting Remark 2.1, this is an example of LRD process in the space-
domain.
Let the data matrix X be defined as in (3) with the spectral density f of RT satisfying (10).
Suppose also that f is lower bounded. Let RˆT be defined as (5). We will establish a concentration
inequality for the spectrum of R−1/2RˆTR−1/2, which implies that
(13)
∥∥∥R−1/2T RˆTR−1/2T − ξNI∥∥∥ = O
(
log3/2 T√
N
)
almost surely as N,T →∞ with N  log3 T . In this regime we have obviously
(14)
∥∥∥R−1/2T RˆTR−1/2T − ξNI∥∥∥ a.s.−−→ 0 .
Note that here N is required to be large but can be much smaller than T .
With (13), the whitening procedure (8) is still possible for large dimensional LRD processes. Let
S˜ be the sample covariance matrix whitened with Rˆ as in (8), assuming that the normalization
ξN = tr CN/N is lower bounded, then thanks to (13) the convergence (9) still holds for S˜. As a
consequence, we can apply this result to the signal detection problem.
We leave RˆbT behind because in some LRD cases, the convergence ‖R−1/2T RˆbTR−1/2T − ξI‖ → 0
does not hold for any ξ > 0 in any reasonable sense. See Remark 2.3.
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Main contributions. The contributions of this paper are two-fold. First, we consider not only the
complex Gaussian distributions, but the rows of Z can be some more general spherically symmetric
distributions. This setting is more widely used in e.g. robust statistics, signal processing, etc. This
idea comes from [18] where the authors considered a very similar model but with short memory
covariance matrix RT . Moreover their proof is nearly the same as [20] and is only applicable to
compound Gaussian distributions.
Second, we justify the whitening procedure in the context of LRD processes. Because RT is
no longer bounded in spectral norm (see Lemma 4.3), the global bounds in Lemma 9 of [20] are
no longer enough. Precisely, let ΥT (θ) and ΥˆT (θ) be defined in (30), then the key problem is to
estimate the probability bounds for deviations of the relative errors
(15)
|ΥˆT (θ)−ΥT (θ)|
f(θ)
for almost every θ ∈ [−pi, pi]. This leads to the estimation of tr Q2T (θ)/f2(θ) for almost every θ
where QT (θ) is defined in (34), which is one of the main difficulties since RT is no longer bounded
and the global bounds in Lemma 9 of [20] only gives the trivial bound (39). Using harmonic analysis
techniques we managed to prove that tr Q2T (θ)/f
2(θ) is at most O(log2 T ) uniformly in θ if f is in
the form (10). The discretization method used in [20] also needs adaption because of the presence
of the denominator f(θ) in (15).
Notations. Matrices are denoted by bold capital characters, row or column vectors are denoted by
bold characters. For x ∈ R, δx denotes the Dirac measure at x. For a Hermitian N ×N matrix S,
its eigenvalues are denoted as λ1(S) ≥ · · · ≥ λN (S), and µS := N−1
∑N
i=1 δλi(S) denotes the ESD of
S. The largest and smallest eigenvalues of S can also be noted as λmax(S) and λmin(S) respectively.
For a matrix A, Ai,j stands for the element at the ith row and jth column, ‖A‖ stands for the
operator norm, which coincides with the spectral norm when A is Hermitian. A∗ stands for the
conjugate transpose of A. For a square matrix A, the spectrum of A is denoted by Spec(A). For
a function f , ‖f‖1 stands for its L1 norm, and ‖f‖∞ stands for the ∞-norm, which is defined as
ess supx |f(x)|. For x in the definition domain of f and δ > 0, we define a local ∞-norm ‖ · ‖(x,δ) as
(16) ‖f‖(x,δ) := ess sup
t∈(x−δ,x+δ)
{|f(t)|}.
If a, b are two elements of a Hilbert space, we denote the inner product of a, b as 〈a, b〉. The symbol
K denotes a constant which may take different value from one place to another. If there are more
than one constant in one expression, we will denote them by K1,K2, . . . . We say that a constant
is absolute if it does not depend on anything. For two sequences of positive numbers An and Bn,
An . (&)Bn means that there exists a constant K > 0 such that An ≤ (≥)KBn for all n, and
An  Bn means that there exist constants 0 < K1 < K2 such that K1Bn ≤ An ≤ K2Bn for all n.
Organization. This paper is organized as follows. In Section 2, we state the main results. The
most general result is Theorem 2.1 and Corollary 2.2, while Proposition 2.3 gives a negative answer
to the question whether the biased estimator RˆbT can be used in the whitening procedure when the
process is LRD. In Section 3 we discuss an application to the complex Gaussian signal plus noise
model. In Section 4 we prove the theorems and propositions. Theorem 2.1 is proved in Section 4.1,
and Proposition 2.3 is proved in Section 4.2.
2. The model and main results
The model and assumptions. For two positive integers N,T , let
(17) X = C1/2N ZR
1/2
T
be a random matrix where Z is a N × T random matrix whose rows are are denoted by z1, . . . , zN ,
CN is a N ×N nonnegative definite Hermitian matrix, and RT = (ri−j)Ti,j=1 is a Toeplitz matrix.
We will assume that the rows zn are spherically symmetric in RT or CT . That is, for any
orthonormal or unitary matrix UT , we have zn
L
= znUT . It is well known that zn has the stochastic
representation zn
L
=
√
νnun, where νn is a positive random variable, un is uniformly distributed
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on the sphere of RT or CT of radius
√
T , and νn, un are independent. An important (proper)
subclass of spherically symmetric distributions is the multivariate compound Gaussian, which can
be statistically represented by zn =
√
νngn where gn is the T -dimensional standard real or complex
Gaussian vector, independent of νn. In our model and results, one can put the textures νn into the
matrix CN by writing
CN = diag(
√
ν1, . . . ,
√
νN )C˜N diag(
√
ν1, . . . ,
√
νN )
where C˜N is a deterministic hermitian matrix. Thus in the main theorem 2.1 we only need to
assume that the rows zn are i.i.d Gaussian or spherical uniform vectors, and if νn are random, the
result should be interpreted as a conditional large deviation bound.
Although the compound Gaussian is a subclass of spherically symmetric distributions, we will
still state the theorem separately under these two conditions. Not only because the proof is a
generalization of the Gaussian case, but also provide an easier way of verifying the conditions in
the compound Gaussian case.
Denote ξN := N−1 tr CN . Assume that the following conditions are satisfied:
A1 The row vectors zi are i.i.d standard real or complex Gaussian vectors, or i.i.d random vectors
following the uniform distribution on the centered sphere of radius
√
T in RT or CT .
A2 There exist constants C > 0 and κ > 0 such that
1
N
tr C2N ≤ C, ‖CN‖ ≤ κ log T.
A3 The matrix CN is diagonal, i.e. CN = diag(c1, . . . , cN ) with ci ≥ 0.
A4 The Toeplitz matrices RT = (ri−j)Ti,j=1 have a positive spectral density f ∈ L1(−pi, pi) which
is bounded in any set of the form [−pi, pi]\(−δ, δ) with δ > 0.
A5 The spectral density f is lower bounded:
ess inf
θ∈(0,2pi)
f(θ) > 0.
A6 The spectral density f is even and has the following asymptotical behavior near 0:
f(x) =
L(|x|−1)
|x|a
for x ∈ (−pi, pi) where a ∈ (0, 1) and L defined in [pi−1,∞) is a slowly varying function at ∞.
Recall that the spectral density of a sequence of Toeplitz matrices RT = (ri−j) is a function
f ∈ L1(−pi, pi) whose Fourier coefficients are rk:
rk =
1
2pi
∫ pi
−pi
f(x)e−ikx dx.
If f is real, then RT is Hermitian; if f is positive, then RT is positive definite; if f is positive and
even, then RT is real symmetric and positive definite. We will consider f as a 2pi-periodic real
function so that f(x) is well defined by periodicity for all real x. Note that the assumption A5
ensures that the smallest eigenvalue of RT is lower bounded, thus RT is invertible for all T with
R−1T bounded in spectral norm.
Remark 2.1. We require in A6 that the f is singular at 0. But the special location of singularity
is not essential. For any θ ∈ R, let
DT (θ) := diag(1, e
iθ, . . . , ei(T−1)θ).
It is easily seen that if f is the spectral density of RT , then f(· + θ) is the spectral density of
DT (θ)RTD
∗
T (θ). As DT (θ) is unitary, the spectrum of Toeplitz matrices are invariant under the
translation of the spectral density, and our results are not affected due to the fact that the complex
Gaussian vectors are unitary invariant. So the example (12) also enters into our consideration.
If RT satisfies A4, A6 and is the autocovariance matrix of a stationary process, then the process
is long range dependent by Definition 2.1.5 (Condition IV) of [14]. We will prove that in this case,
‖RT ‖  T aL(T ) in Lemma 4.3. Note that a similar estimation of ‖RT ‖ is also available in [13] for
Toeplitz matrices RT satisfying Definition 2.1.5 (Condition II) of [14].
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Let
S :=
1
N
X∗X =
1
N
R
1/2
T Z
∗CNZR
1/2
T =: (si,j)
T
i,j=1,
and
rˆk :=
1
T − |k|
∑
i
si+k,i1{1≤i+k≤T,1≤i≤T}.
We define
(18) RˆT := (rˆi−j)1≤i,j≤T .
Main results.
Theorem 2.1. Under A1- A6, there exist K > 0, an integer β ≥ 0, such that for any fixed
x ∈ (0, C/(Kκ)), and large enough N,T , we have
(19) P
(∥∥∥R−1/2T RˆTR−1/2T − ξNI∥∥∥ > x) ≤ 2T β exp(− Nx2KC log2 T
)
.
If x depends also on N,T and x = o(1), we need that there exists γ > 0 such that x & T−γ , and
the β in (19) satisfies β > 2 + a+ γ.
Using this theorem, we can prove the almost sure convergence theorem in the context of spheri-
cally symmetric distributions. Assume that
A7 The rows zn of Z are i.i.d. and have the stochastic representation
zn
L
=
√
νnz˜n
where νn are i.i.d positive sub-exponential variables with Eνn = 1, and z˜n satisfies A1.
A8 The matrix CN is bounded in spectral norm, and is real if z˜n is real Gaussian; CN is diagonal
if z˜n are non-Gaussian.
Corollary 2.2. Let X be defined as in (17) with RT satisfying A4, A5, A6, Z satisfying A7,
and CN satisfying A8. Then almost surely, as N,T → ∞ with N/T stays in a compact subset of
(0,∞),
(20) ‖R−1/2T RˆTR−1/2T − ξNI‖ a.s−−→ 0,
where ξN = N−1 tr CN .
Remark 2.2. In the case of spherically symmetric rows, it is also possible to establish a concen-
tration inequality. Note that if νn are i.i.d sub-exponential variables with Eνn = 1, let VN =
diag(ν1, . . . , νn), then for some C > 1, κ > 0, almost surely
(21)
tr(CNVN )
2
N
≤ ‖CN‖
2 tr V2N
N
≤ C; max
n
νn ≤ κ logN.
Thus applying Theorem 2.1, there is K > 0 such that, for any x ∈ (0, C/(Kκ)), one has
P
(∥∥∥R−1/2T RˆTR−1/2T − ξ˜NI∥∥∥ > x) ≤ 2T β exp(− Nx2KC log2 T
)
+ P((21) is not satisfied)
where ξ˜N = N−1 tr(CNVN ) which converges almost surely to ξN = N−1 tr CN .
Using the above result, assuming moreover that ξN is lower bounded, we can whiten the corre-
lation of the columns of X by setting
(22) S˜ =
1
T
XRˆ−1T X
∗.
Comparing time-domain whitened S˜ to the sample covariance matrix with true uncorrelated data
columns
(23) Sw :=
1
T
C
1/2
N ZZ
∗C1/2N ,
we have ∥∥∥S˜− ξ−1N Sw∥∥∥ a.s−−→ 0 .
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Remark 2.3. In the short memory case, the biased estimator RˆbT defined in (5) and (6) sometimes
performs better than the unbiased estimator RˆT , because the elements near the top-right corner
and bottom-left corner of RˆT are less accurate. By tapering these corner elements we can reduce
the inaccuracy without modifying essentially the spectral properties. See [20] and [5]. However in
the long memory case, the bias ERˆbT −RT , or the normalized bias R−1/2T ERˆbTR−1/2T − ξNI are no
longer negligible.
Let
rn =
1
(1 + |n|)1−a , and RT = (ri−j)
T
i,j=1 ,
where a ∈ (0, 1). Then from Proposition 2.2.14 of [14], RT satisfies A4, A6. From Theorem 1.5,
Chapter V of [23], RT satisfy also A5. Indeed, if the diagonal entry r0 is large enough such that
(rn)n≥0 is convex, the spectral density of RT is nonnegative definite. The minimal value of such
r0 is 2a − 3a−1 < 1 for 0 < a < 1. Thus when we take r0 = 1, the spectral density f is larger than
1− 2a + 3a−1 > 0.
Suppose that CN = IN , then
RbT := ERˆbT =
((
1− |i− j|
T
)
1
(1 + |i− j|)1−a
)T
i,j=1
.
In Proposition 2.3 we show that ‖R−1/2T RbTR−1/2T − ξI‖ 6→ 0 for any γ > 0. In the proof of this
proposition, we note that a necessary condition of the convergence ‖R−1/2T RbTR−1/2T − ξI‖ 6→ 0 is
that λmax(RbT ) ∼ γλmax(RT ), λmin(RbT ) ∼ γλmin(RT ). However, in the LRD cases, the behavior
of λmin(RbT ) is mainly determined by the entries near diagonal, while the asymptotic behavior of
λmax(R
b
T ) is mainly determined by the εT entries at the top-right (bottom-left) corner (with any
0 < ε < 1). Modifying these elements impacts on the asymptotics of the largest eigenvalue. From
this point of view, most tapering methods can face the same inconsistency.
Proposition 2.3. Let RT and RbT be defined as in Remark 2.3. Then for any ξ > 0,
‖R−1/2T RbTR−1/2T − ξI‖ 6→ 0
as T →∞.
So in this paper we focus on the unbiased estimator RT .
3. Applications and simulation results
We take the signal-plus-noise model (1) with LRD on time-domain. Then we have
X = C
1/2
N ZR
1/2
T
with
(24) CN = A Cov(s)A∗ + σ2IN
and Z is a N × T matrix having i.i.d standard Gaussian entries. Suppose that A Cov(s)A∗ has
eigenvalues α21 > · · · > α2p with multiplicities m1, . . . ,mp and we set m = m1 + · · ·+mp. The ratios
βi :=
α2i
σ2
, for i = 1, . . . , p
can be considered as signal-to-noise ratios (SNR) of signals α21, . . . , α2p. When we need to infer α2i
or βi from S, because the Gaussian vectors are unitary invariant, we can diagonalize CN as
(25) CN =
(
Λm 0
0 σ2IN−m
)
,
where Λm has eigenvalues αi + σ2. By [21, Corollary 11.4, Theorem 11.11] and Weyl’s inequality
|λi(A)− λi(B)| ≤ ‖A−B‖ for any Hermitian matrices A,B, the following corollary is immediate.
Note that the spectrum of the normalized matrix ξ−1N S
w depends on βi’s, but not on σ2. In the
WHITENING LRD IN LARGE SAMPLE COVARIANCE MATRICES 8
sequel of this section we can suppose that σ2 = 1 without loss of generality. Then the normalization
ξN is asymptotically
ξN = 1 +
∑p
i=1miαi
N
= 1 +O(1/N).
Corollary 3.1. Let S˜ be defined as in (22) with Z having i.i.d standard complex Gaussian entries,
and RT satisfying A4, A5, A6. Suppose that CN is in the form (24) where A Cov(s)A∗ has
eigenvalues α21 > · · · > α2p with multiplicities m1, . . . ,mp. Suppose also that N,T → ∞ with
N/T → c ∈ (0,∞). Then almost surely the ESD of S˜ converges to the MP law
(26)
PMP ( dλ) :=
(
1− c−1) δ0( dλ)1{c>1} + √[(λ+ − λ)(λ− λ−)]+
2picλ
1λ∈[λ−,λ+] dλ , λ± =
(
1±√c)2 .
Let βi = α2i /σ2, then for any i = 1, . . . , p and j = 1, . . . ,mi (making convention that m0 = 0),
λm0+···+mi−1+j(S˜)
a.s−−→ ψ(βi) :=
{
βi +
c
βi
+ c+ 1 βi >
√
c
(1 +
√
c)2 βi ≤
√
c.
Moreover, almost surely
|λm0+···+mi−1+j(S˜)− ψ(βi)| = O
(
log3/2N√
N
)
.
Suppose that the largest SNR β1 >
√
c is large enough. Consider the following test in the model
(24),
(27)
{
H0 : CN = σ
2IN ,
H1 : CN 6= σ2IN .
Then according to Corollary 3.1, there exists ε log3/2N√
N
such that
λ1(S˜)
H0
≶
H1
(1 +
√
c)2 + ε.
Now suppose that H1 is adopted and that the minimum SNR threshold s >
√
c is known, i.e.
βp ≥ s >
√
c.
We can estimate βi with mi for i = 1, . . . , p using the following algorithm.
Let dN = o(1), dN  log
3/2N√
N
. In order to distinguish the spiked eigenvalues and the eigenvalues
at the border, we suppose that ψ(s)− (1 +√c)2 > 2dN . For i = 1, 2, . . . , we set
(1) mˆ0 = 0;
(2) If mˆi−1 has been estimated, let
mˆi := min{j : λm0+···+mi−1+j+1(S˜)− λm0+···+mi−1+j(S˜) > dN}.
(3) Repeat Step 2, until
λmˆ1+···+mˆi+1(S˜) < ψ(s)− dN .
We set p the smallest i satisfying the above property.
(4) We set
mˆ = mˆ1 + · · ·+ mˆi.
(5) Let
βˆi =
1
mˆi
mˆi∑
j=1
ψ−1
(
λm0+···+mi−1+j(S˜)
)
.
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By Corollary 3.1, the above estimators are all consistent as N,T →∞ with N/T → c. Note that
the theoretical convergence rate log
3/2N√
N
is larger than the standard fluctuation scales (N−1/2 for
spiked eigenvalues and N−2/3 for the eigenvalues at the right border of the bulk of MP law), the
fluctuations of spiked and non-spiked border eigenvalues of S˜ remain unknown. Nevertheless, from
the following numeric simulation we get very encouraging results.
We take N = 500, T = 833, c = 0.6, and
CN = diag(10, 10, 6, 4, 4, 4, 1, 1, . . . ).
Let
RT =
(
1
(1 + |i− j|)0.3
)T
i,j=1
.
Then RT satisfies A4, A6 A5. The argument can be found in Remark 2.3. We make 1000
independent realizations, and note the means and standard deviations (SD) of the largest eigenvalues
of S˜ and Sw. The result is listed in Table 3, first column, compared with the means and SD’s of
largest eigenvalues of Sw in the second column. We see that the performance of whitened model S˜
is at least as good as the standard sample covariance model Sw.
Table 1. Means and standard deviations of largest eigenvalues
λi(S˜) λi(S
w) ξˆNλi(S˜) λi(CN )
i mean SD mean SD mean SD
1 10.0898 0.2597 11.0825 0.3036 11.0150 0.3125 10
2 9.4060 0.2433 10.3077 0.2832 10.2684 0.2873 10
3 6.2183 0.1729 6.7249 0.1934 6.7884 0.2065 6
4 4.6653 0.0993 5.0111 0.1089 5.0929 0.1406 4
5 4.4293 0.0857 4.7527 0.0948 4.8353 0.1306 4
6 4.2051 0.0877 4.5098 0.0968 4.5905 0.1307 4
7 2.8849 0.0213 3.0679 0.0231 3.1492 0.0814 1
8 2.8383 0.0173 3.0182 0.0188 3.0984 0.0831 1
9 2.8019 0.0150 2.9792 0.0163 3.0587 0.0828 1
From the numeric simulations, the top eigenvalues of S˜ are a little smaller than the corresponding
eigenvalues of Sw due to ignoring the normalization ξN , which makes the estimators βˆi tend to be
smaller than the real values. It is sometimes more convenient to estimate ξN which is also unknown,
especially when N is not very large but there are too many large spiked eigenvalues of CN . From
the theoretical result, we have
ξN ∼ λi(S
w)
λi(S˜)
for any fixed i. We also know that the largest border eigenvalue of Sw converges to (1+
√
c)2. Thus
an appropriate estimator of ξN might be
ξˆN =
(1 +
√
c)2
λmˆ+1(S˜)
.
With the estimated ξˆN , the corrected estimation results are listed in the third column of Table 3.
We can see that in this example the corrected spiked eigenvalues are closer to the corresponding
eigenvalues of Sw.
Conjectures and open questions. The fluctuations of spiked and border eigenvalues of S˜ are
still unknown. From the result of numeric simulations, we conjecture that the fluctuations of spiked
and border eigenvalues of S˜ are the same as those of Sw.
4. Proof of main results
4.1. Proof of Theorem 2.1.
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4.1.1. Some preliminary works. The idea of the proof is to estimate the range of eigenvalues of the
Hermitian matrix R−1/2T RˆTR
−1/2
T − ξNI. Note that under the assumption A2, ξN is also bounded.
Note that the matrix R−1/2T RˆTR
−1/2
T has the same eigenvalues as RˆTR
−1
T , we only need to
control the probability that some eigenvalues of RˆTR−1T are outside a neighborhood of ξN . The
following lemma connects the spectrum of RˆTR−1T with the spectral densities of the two Toeplitz
matrices. It was first proved in [8] and extended to integrable spectral densities in [15], see Theo-
rem 2.1 of [15].
Lemma 4.1. Let f1, f2 ∈ L1(0, 2pi) be two nonnegative integrable functions not identically zero.
Let R1,T ,R2,T be two T × T Toeplitz matrices whose spectral densities are f1 and f2 respectively.
Then for any T ≥ 1,
Spec(R1,TR
−1
2,T ) ⊂
[
ess inf
θ∈[0,2pi]
f1(θ)
f2(θ)
, ess sup
θ∈[0,2pi]
f1(θ)
f2(θ)
]
.
We note that the Toeplitz matrix RˆT is random and depends on N,T , it does not have a fixed
spectral density. To tackle this problem, for each N and T , we define
(28) fˆT (θ) := ξNf(θ) +
T−1∑
n=−T+1
(rˆn − ξNrn)einθ
where f is the spectral density of RT . Note that the Fourier coefficients of fˆT are rˆt for −T + 1 ≤
t ≤ T − 1, thus for this particular N and T , fˆT is the spectral density of RˆT , and by Lemma 4.1,
the eigenvalues of RˆTR−1T are in the interval[
ess inf
θ∈[0,2pi]
fˆT (θ)
f(θ)
, ess sup
θ∈[0,2pi]
fˆT (θ)
f(θ)
]
.
Thus in order to prove the theorem we only need to estimate
(29) P
(
ess sup
θ∈[0,2pi]
∣∣∣∣∣ fˆT (θ)fT (θ) − ξN
∣∣∣∣∣ > x
)
.
for any appropriate x > 0. Let
(30) ΥT (θ) :=
T−1∑
n=−T+1
rne
inθ, ΥˆT (θ) :=
T−1∑
n=−T+1
rˆne
inθ.
Then fˆT (θ) − ξNfT (θ) = ΥˆT (θ) − ξNΥT (θ). Recall that we have EΥˆT (θ) = ξNΥT (θ) for any
θ ∈ [0, 2pi]. Then the probability (29) becomes
(31) P
(
ess sup
θ∈[0,2pi]
|ΥˆT (θ)− EΥˆT (θ)|
f(θ)
> x
)
.
This can be considered as the probability of large relative error of the estimation ΥˆT (θ) with respect
to f(θ). We will use a similar discretization strategy as [20]. Let
0 < θ1 < θ2 < · · · < θm < 2pi
be an appropriate mesh of (0, 2pi), then a key step is to estimate the probability
(32) P
(
|ΥˆT (θj)− EΥˆT (θj)| > xf(θj)
)
for each θj .
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4.1.2. Relative error bound for individual θ. Denote
(33) DT (θ) := diag(1, eiθ, . . . , ei(T−1)θ), BT :=
(
1
T − |i− j|
)T−1
i,j=0
,
and
(34) QT (θ) := R
1/2
T DT (θ)BTDT (θ)R
1/2
T .
Then from Lemma 7 and 8 and (9) of [20], under A3, we have
(35) ΥˆT (θ) =
1
N
tr C
1/2
N ZTQT (θ)Z
∗
TC
1/2
N =
1
N
N∑
n=1
cnznQT (θ)z
∗
n.
We assume now that zn are unitary invariant, that is, zn are complex Gaussian or uniformly
distributed on the complex sphere. Let σ1 ≥ σ2 ≥ · · · ≥ σT be eigenvalues of QT (θ) (attention that
QT (θ) need not be nonnegative definite). By the unitary invariance of the rows zn, we have
(36) ΥˆT (θ)− EΥˆT (θ) L= 1
N
N∑
n=1
cn
T∑
t=1
σt(|Zn,t|2 − 1).
Now we discuss separately the complex Gaussian case and the complex spherical case. In the
Gaussian case, the entries of zn are i.i.d. standard Gaussian random variables. Then (36) is a sum
of NT centered i.i.d. random variables. We write
P
(
| 1
N
∑
n,t
cnσt(|Zn,t|2 − 1)| > xf(θ)
)
= P
(
|∑n,t cnσt(|Zn,t|2 − 1)|√∑
t σ
2
t
>
Nxf(θ)√∑
t σ
2
t
)
.
The Proposition 4.6 below provides an upper bound of tr Q2T (θ) in terms of f(θ). Then there exists
a constant K > 0 such that
Nxf(θ)√∑
t σ
2
t
≥ KNx
log T
.
Writing σ′t = σt/
√∑
t σ
2
t , then
(37) P
(∣∣∣∣∣∑
n,t
cnσ
′
t(|Zn,t|2 − 1)
∣∣∣∣∣ > Nxf(θ)√∑
t σ
2
t
)
≤ P
(∣∣∣∣∣∑
n,t
cnσ
′
t(|Zn,t|2 − 1)
∣∣∣∣∣ > KNxlog T
)
.
Then we only need to estimate the RHS of (37) with
∑
t(σ
′
t)
2 = 1. The remaining proof for
Gaussian case is similar to the proof of Lemma 11 in [20]. Note that for a random variable X, one
has P(|X| > x) = P(X > x) + P(−X > x), we only need to prove one direction, and the other
direction is similar. By Chebyshev’s inequality, we have
P
(∑
n,t
cnσ
′
t(|Zn,t|2 − 1) >
KNx
log T
)
≤ exp
(
−τ KNx
log T
+
∑
n,t
φ(τcnσ
′
t)
)
where φ is the cumulant generating function of |Zn,t|2 − 1:
φ(z) := logEez(|Zn,t|
2−1) = −z − log(1− z),
and τ is any positive number such that φ(τcnσ′t) are well defined and finite. By the Taylor’s
expansion formula log(1− z) = z − z2/2 + z3/3− · · · , choosing an arbitrary ε ∈ (0, 1), then there
exists Aε > 0 such that for any |z| ≤ ε, we have
|φ(z)| = |z|2|1/2− z/3 + · · · | ≤ Aε|z|2.
Let τ be such that |τcnσ′t| ≤ ε for any n, t, then
P
(∑
n,t
cnσ
′
t(|Zn,t|2 − 1) >
KNx
log T
)
≤ exp
(
−τ KNx
log T
+Aετ
2
∑
n
c2n
)
.
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Noting that
∑
n c
2
n ≤ CN by A2, we then have
P
(∑
n,t
cnσ
′
t(|Zn,t|2 − 1) >
KNx
log T
)
≤ exp
(
−τ KNx
log T
+ CAεNτ
2
)
.
Let
τ =
Kx
2CAε log T
,
then we have
P
(∑
n,t
cnσ
′
t(|Zn,t|2 − 1) >
KNx
log T
)
≤ exp
(
− K
2Nx2
4CAε log
2 T
)
whenever
max
n
|τcn| ≤ Kκx
2CAε
≤ ε.
When zn follows the uniform distribution on the sphere {z ∈ CT : ‖z‖ =
√
T}. Then ‖zn‖2 = T .
We have
znQT (θ)z
∗
n −
‖zn‖2
T
tr QT (θ)
L
=
T∑
t=1
(σt − tr QT (θ)/T )|Zn,t|2.
From Proposition 4.6, we have
T∑
t=1
(
σt − tr QT (θ)
T
)2
≤ tr Q2T (θ) . f2(θ) log2 T.
Write σ′t = (σt − tr QT (θ)/T )/
√∑
t(σt − tr QT (θ)/T )2. Then there exists a constant K > 0 such
that
P
(∣∣∣∣∣ 1N ∑
n,t
cn(znQT (θ)z
∗
n − tr QT (θ))
∣∣∣∣∣ > xf(θ)
)
≤ P
(∣∣∣∣∣∑
n,t
cnσ
′
t|Zn,t|2
∣∣∣∣∣ > KNxlog T
)
.
In this case we have Ezn = 0, Cov zn = IT . But the entries of zn are not independent. We will
have to estimate the cumulant generating function of
∑
t σ
′
t|Zn,t|2:
ΦT (z) := logEez
∑
t σ
′
t|Zn,t|2 =
T
2(T + 1)
z2 + · · · .
This is a function depending on T . We want to prove that there exists uniform constants ε > 0 and
A > 0 such that |ΦT (z)| ≤ A|z|2 for any T and any |z| ≤ ε. By the Taylor’s expansion,
(38) Eez
∑
t σ
′
t|Zn,t|2 =
∞∑
k=0
zk
k!
E(
∑
t
σ′t|Zn,t|2)k.
Let g ∈ CT be a standard complex Gaussian vector independent of zn. Then by the properties of
spherical symmetric vectors (see for example [7]), g L= ‖g‖zn/
√
T . Then
E exp
(
z
‖g‖2
T
∑
t
σ′t|Zn,t|2
)
=
∞∑
k=0
zkE‖g‖2k
k!T k
E(
∑
t
σ′t|Zn,t|2)k
=
T∏
t=1
1
1− zσ′t
= exp
(
T∑
t=1
log(1− zσ′t)
)
.
Note that
∑
t σ
′
t = 0,
∑
t(σ
′
t)
2 = 1 and |σ′t| ≤ 1. From the proof of Gaussian case, for an arbitrary
ε ∈ (0, 1), there exists Aε such that | log(1 − zσ′t) + zσ′t| ≤ Aε|z|2(σ′t)2 for any |z| ≤ ε. Thus for
these z we have ∣∣∣∣∣exp
(
T∑
t=1
log(1− zσ′t)
)∣∣∣∣∣ ≤ exp(Aε|z|2).
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Then from Cauchy’s integration formula, for any k ≥ 0, we have∣∣∣∣∣E‖g‖2kk!T k E(∑
t
σ′t|Zn,t|2)k
∣∣∣∣∣ = 12pi
∣∣∣∣∣
∫
|z|=ε
1
zk+1
∏
t
1
1− zσ′t
dz
∣∣∣∣∣ ≤ eAεε
2
εk
.
Note that
T k
E‖g‖2k =
T k
T (T + 1) · · · (T + k − 1) ≤ 1,
then for any |z| ≤ ε/2, we have∣∣∣∣∣
∞∑
k=2
zk−2
k!
E(
∑
t
σ′t|Zn,t|2)k
∣∣∣∣∣ ≤ 2ε−2eAεε2 .
Take this into (38), we get ∣∣∣Eez∑t σ′t|Zn,t|2 − 1∣∣∣ ≤ 2ε−2eAεε2 |z|2
for any |z| ≤ ε/2. Then by the Taylor’s expansion of log(1 + z) again, as |z| is small enough, we
have
|ΦT (z)| = | logEez
∑
t σ
′
t|Zn,t|2 | ≤ A|z|2
for some constant A. The remaining proof for spherically uniform case is identical to the Gaussian
case.
In the real case, the proof is similar since when CN , Z, RT are all real, one has
ΥˆT (θ) = <(Υˆ(θ)) = 1
N
N∑
n=1
zn<(QT (θ))z∗n.
Note also that
tr(<QT (θ))2 ≤ tr Q2T (θ)
and
logEez|G|
2
= −1
2
log(1− 2z)
for standard real Gaussian variable G with |z| < 1/2. If g ∈ RT is a standard real Gaussian vector,
we also have
T k
E‖g‖2k =
T k
T (T + 2) · · · (T + 2k − 2) ≤ 1.
We only need to replace the corresponding items with the above mentioned properties in the proof
of complex case. We omit the details.
4.1.3. Relative error bound for all θ by discretization. Let β be a positive integer to be determined
afterwards. For k = 0, . . . , T β , let
θk :=
2pik
T β
.
For θ ∈ [0, 2pi), let θj be such that θj−1 < θ ≤ θj if θ ∈ [0, pi], and θj ≤ θ < θj+1 if θ ∈ (pi, 2pi). We
write
|ΥˆT (θ)−ΥT (θ)|
f(θ)
≤|ΥˆT (θ)− ΥˆT (θj)|
f(θ)
+
|ΥˆT (θj)−ΥT (θj)|
f(θ)
+
|ΥT (θ)−ΥT (θj)|
f(θ)
=:χ1(θ) + χ2(θ) + χ3(θ).
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From the proof of Lemma 10 in [20], and note that f(θ) is bounded away from 0, also note Lemma 4.3
for the bound of ‖RT ‖, and A2 for the bound of ‖CN‖, we have
sup
θ∈[0,2pi]
χ1(θ) ≤ sup
θ∈[0,2pi]
1
Nf(θ)
‖CN‖‖QT (θ)−QT (θj)‖|θ − θj |
∑
n,t
|Zn,t|2
. sup
θ∈[0,2pi]
1
N
‖CN‖‖RT ‖T
√
log T |θ − θj |
∑
n,t
|Zn,t|2
. 1
N
T 1+a−βL(T )(log T )3/2
∑
n,t
|Zn,t|2
≤ T 2+a−βL(T )(log T )3/2
∑
n,t |Zn,t|2
NT
.
If zn are on the sphere of radius
√
T , we have
∑
n,t |Zn,t|2
NT = 1; if zn are standard complex normal,
we have for any y > 1,
P
(∑
n,t |Zn,t|2
NT
> y
)
≤ exp(−NT (y − 1− log y)).
For any x > 0 which is either fixed, or dependent on N,T such that x & T−γ , we have
P
(
sup
θ∈[0,2pi]
χ1(θ) > x
)
≤ P
(∑
n,t |Zn,t|2
NT
>
T β−2−a−γ
L(T )(log(T ))3/2
)
.
We take β > 2 + a+ γ, let ε = β−2−a−γ2 , then as T is large enough, we have T
ε > L(T )(log T )3/2
and 1 + log(T ε) < T
ε
2 . Then
P
(
sup
θ∈[0,2pi]
χ1(θ) > x
)
≤ exp(−NT 1+ε/2).
From the proof of Lemma 12 in [20], we have
sup
θ∈[0,2pi]
χ3(θ) . T 2|θ − θj |‖RT ‖
√
log T
. T 2+a−βL(T )
√
log T .
With the same β > 2 + a+ γ, for any x > 0 which is either fixed, or dependent on N,T such that
x & T−γ , as T is large enough, we have
sup
θ∈[0,2pi]
χ3(θ) < x.
For χ2(θ), we note that
χ2(θ) = χ2(θj)
f(θj)
f(θ)
.
We prove that f(θj)f(θ) is (essentially) bounded for θ ∈ [0, 2pi] and θj defined as before. Because
f is supposed to be even and 2pi-periodic, we only need to consider θ ∈ (0, pi). Note that by
Lemma 4.2(c),
f(θj)
f(θ)
≤ f(θj)
inf0<t≤θj f(t)
∼ 1
as θj → 0+. Let δ > 0 be such that
f(θj)
f(θ)
≤ f(θj)
inf0<t≤θj f(t)
≤ 2
for 0 < θ ≤ θj ≤ δ. Then for any θ ∈ (0, 2pi), we have
f(θj)
f(θ)
≤ max
(
2,
supt∈[δ,2pi−δ] f(t)
inft∈[0,2pi] f(t)
)
.
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Denote the upper bound of f(θj)f(θ) as F . Using the result of 4.1.2, there exist δ > 0,K > 0 such that
for any x ∈ (0, δ),
P
(
sup
θ∈(0,2pi)
χ2(θ) > x
)
≤ T βP
(
χ2(θj) >
x
F
)
≤ 2T β exp
(
− Nx
2
KF log2 T
)
.
Finally, combining the above estimations for large deviation probabilities for χi, i = 1, 2, 3, the
result of the theorem follows.
4.1.4. Estimation of tr Q2T (θ). The above proof is based on the estimation of uniform upper bound
of tr Q2T (θ). In order to estimate tr Q
2
T (θ), we first estimate the norm of the Toeplitz matrix RT .
Lemma 4.2. If f satisfies A6, then
(a) sup{f(t) : x ≤ t ≤ pi} ∼ f(x) as x→ 0+.
(b) inf{f(t) : 0 < t ≤ x} ∼ f(x) as x→ 0+.
(c)
∫ x
0
f(t) dt ∼ x1−aL(x−1)1−a as x→ 0+.
(d)
∫ pi
x
f(t)
t dt ∼ L(x
−1)
axa as x→ 0+.
Proof. By changing the variable u = x−1, (a) and (b) follow from Theorem 1.5.3 of [3], (c) from
Proposition 1.5.10 of [3], and (d) from Proposition 1.5.8 of [3]. 
Lemma 4.3. If (RT ) is a sequence of Toeplitz matrices satisfying A4 and A6, then
‖RT ‖  T aL(T ).
Proof. First we prove that ‖RT ‖ = O(T aL(T )). It is well known that
‖RT ‖ ≤ sup
θ∈[−pi,pi]
|ΥT (θ)|
where ΥT is defined in (30). The function ΥT has an integral formula
ΥT (θ) =
1
2pi
∫ pi
−pi
f(x)DT (θ − x) dx
where DT (x) =
sin[(T+1/2)x]
sin(x/2) is the T th Dirichlet kernel function. Let 0 < δ < pi, then we have
ΥT (θ) =
1
2pi
(∫ δ
−δ
+
∫
δ<|x|<pi
)
f(x)DT (θ − x) dx =: Υδ,T (θ) + 1
2pi
∫
δ<|x|<pi
f(x)DT (θ − x) dx .
Note that under A4,∣∣∣∣∣
∫
δ<|x|<pi
f(x)DT (θ − x) dx
∣∣∣∣∣ .
∫ pi
−pi
|DT (x)|dx = O(log T ).
We just need to prove that supθ Υδ,T = O(T aL(T )). We have
|DT (x)| . min
(
1
|x| , T
)
=: hT (x) forx ∈ [−pi − δ, pi + δ].
Therefore
|Υδ,T (θ)| .
∫ δ
−δ
f(x)hT (θ − x) dx.
Now we prove that supθ |ΥT (θ)| = O(T aL(T )). We can suppose that f is decreasing on (0, pi),
because otherwise we can replace f by
f˜(x) := sup
|x|≤t≤pi
{f(t)},
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then we can see from Lemma 4.2 (a) that L˜(x) := |x|−af˜(x−1) is slowly varying at ∞ and f˜(x) =
|x|−aL˜(x−1). Let R˜T be a Toeplitz matrix with spectral density f˜ , then because f˜ ≥ f , we have
‖R˜T ‖ ≥ ‖RT ‖. Assuming that f is decreasing on [0, pi], we have∫ δ
−δ
f(x)hT (θ − x) dx =
(∫ δ
0
+
∫ 0
−δ
)
f(x)
|θ − x|1{|θ−x|> 1T } dx+ T
∫ δ
−δ
f(x)1{|θ−x|≤ 1T } dx
=: P1(θ) + P2(θ) + P3(θ) .
From Lemma 4.2 (c), we have
P3(θ) ≤ P3(0) = O(T aL(T )).
Next we prove that P1(θ) . T aL(T ) uniformly in θ. When θ = 0, from Lemma 4.2(d), we have
P1(0) =
∫ δ
1
T
f(x)
|x| dx = O(T
aL(T )).
When θ < 0, because (x− θ)−11x>θ+ 1T ≤ h(x) for x > 0, we have
P1(θ) ≤ P1(0) + P3(0) = O(T aL(T )).
When θ > 0, we have
P1(θ) = 1{θ> 1T }
∫ θ− 1T
0
f(x)
θ − x dx+
∫ δ
θ+ 1T
f(x)
x− θ dx.
Because we have assumed that f is decreasing on (0, pi), we have∫ δ
θ+ 1T
f(x)
x− θ dx ≤
∫ δ
θ+ 1T
f(x− θ)
x− θ dx =
∫ δ−θ
1
T
f(x)
x
dx = O(T aL(T ));
and if θ > 1T , by Chebyshev’s sum inequality (see 43, Page 43 of [?]), we have∫ θ− 1T
0
f(x)
θ − x dx ≤
(
θ − 1
T
)∫ θ− 1T
0
f(x) dx
∫ θ− 1T
0
1
θ − x dx
≤
∫ θ− 1T
0
f(x)
x+ 1T
dx ≤ P1(− 1
T
) = O(T aL(T )).
The above estimations are uniform for θ, thus we have proved P1(θ) . T aL(T ) uniformly for θ.
The term P2(θ) is treated similarly, then it follows that ‖RT ‖ . T aL(T ).
For the other direction ‖RT ‖ & T aL(T ), by Theorem 2.1 of [4], we have
‖RT ‖ ≥ sup
θ∈(−pi,pi)
1
2pi
∫ pi
−pi
f(x)FT (x− θ) dx ≥ 1
2pi
∫ pi
−pi
f(x)FT (x) dx,
where FT denotes the Fejér kernel
FT (x) =
sin2 Tx2
T sin2 x2
.
By the property of the function sinc(x) = sin(x)/x, if x = y/T with y ∈ (−1, 1),
FT (x) =
sin2 y2
T sin2 y2T
≥ T
2
sinc2
(y
2
)
& T.
Thus
‖RT ‖ & T
∫ 1
T
− 1T
f(x) dx & T aL(T ).

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From this lemma and (11) of [20], we get a rough global estimation
(39) tr Q2T (θ) = O(T
2aL2(T ) log T ).
We note that this bound tends to infinity, and is even much larger than T when a > 1/2. If this
bound is sharp for some θ, then as a > 1/2 and N,T →∞ at the same speed, the variance of ΥˆT (θ)
does not tend to 0. However this only happens when θ is near 0. For θ ∈ [δ, 2pi − δ] where δ > 0 is
an arbitrary small number, we can find a much better bound. Recall that the local norm ‖ · ‖(x,δ)
is defined in (16).
Proposition 4.4. Let QT (θ) be defined in (34) with RT having positive spectral density f ∈
L1(−pi, pi). Then there exists an absolute constant K > 0 such that for any θ ∈ R and δ ∈ (0, pi),
(40)
tr Q2T (θ)
2 log T
≤ ‖f‖2(θ,δ) +
K‖f‖1(‖f‖1 + ‖f‖(θ,δ))
δ4 log T
Moreover if f is continuous at θ, then
(41) lim
T→∞
tr Q2T (θ)
2 log T
= f2(θ).
Proof. Let RT = (ri−j). Using the integral expression of ri−j , we write
(42)
tr Q2T (θ) =
∑
i,j,k,l
ri−j
ei(j−k)θ
T − |j − k|rk−l
ei(l−i)θ
T − |l − i|
=
∑
i,j,k,l
1
2pi
∫ pi
−pi
f(x)e−i(i−j)x dx
ei(j−k)θ
T − |j − k|
1
2pi
∫ pi
−pi
f(y)e−i(k−l)y dy
ei(l−i)θ
T − |l − i|
=
1
4pi2
∫ pi
−pi
∫ pi
−pi
f(x+ θ)f(y + θ)
∑
i,j,k,l
ei(j−k)x+i(l−i)y
(T − |i− j|)(T − |k − l|) dxdy
=
1
4pi2
∫ pi
−pi
∫ pi
−pi
f(x+ θ)f(y + θ)
∣∣∣∣∣∣
∑
i,j
ei(jx−iy)
T − |i− j|
∣∣∣∣∣∣
2
dxdy .
Denote
g(x, y) :=
∑
1≤i,j≤T
ei(jx−iy)
T − |i− j| .
Note that the equality (42) also holds for RT = I and correspondingly f ≡ 1, then we get
(43)
1
4pi2
∫ pi
−pi
∫ pi
−pi
|g(x, y)|2 dx dy = tr B2T = 1 + 2
T−1∑
k=1
1
k
∼ 2 log T.
If we consider |g(x, y)|2 as a measure density on [−pi, pi]2, the total mass of this measure is asymp-
totically 8pi2 log T .
For δ ∈ (0, pi), let Eδ := [−pi, pi]\(−δ, δ). Then we have
(44)
4pi2 tr Q2T (θ) =
∫ pi
−pi
∫ pi
−pi
f(x+ θ)f(y + θ)|g(x, y)|2 dxdy
=
(∫
Eδ
∫
Eδ
+
∫ δ
−δ
∫
Eδ
+
∫
Eδ
∫ δ
−δ
+
∫ δ
−δ
∫ δ
−δ
)
f(x+ θ)f(y + θ)|g(x, y)|2 dxdy
≤
(∫
Eδ/2
∫
Eδ/2
+
∫ δ/2
−δ/2
∫
Eδ
+
∫
Eδ
∫ δ/2
−δ/2
+
∫ δ
−δ
∫ δ
−δ
)
f(x+ θ)f(y + θ)|g(x, y)|2 dx dy
=:P1 + P2 + P3 + P4,
where we have the inequality because on the RHS the integral on the region {(x, y) ∈ [−pi, pi] :
δ/2 ≤ |x|, |y| ≤ δ} is repeated. We will show that P1+P2+P3 is bounded, and the main contribution
to the integral is P4. Also note that the integrated functions are 2pi-periodic on x and y, so Eδ and
Eδ/2 can be replaced by [δ, 2pi − δ] and [δ/2, 2pi − δ/2] in the integrals.
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We can rewrite g(x, y) as
(45)
g(x, y) =
1
T
T−1∑
j=0
eij(x−y) +
T−1∑
m=1
∑T−m−1
i=0 e
i(ix+mx−iy) +
∑T−m−1
j=0 e
i(jx−my−jy)
T −m
=
1
T
1− eiT (x−y)
1− ei(x−y) +
eiTx
1− ei(x−y)
T−1∑
m=1
e−i(T−m)x − e−i(T−m)y
T −m +
e−iTy
1− ei(x−y)
T−1∑
m=1
ei(T−m)y − ei(T−m)x
T −m
=
1
T
1− eiT (x−y)
1− ei(x−y) +
eiTx
1− ei(x−y)
T−1∑
k=1
e−ikx − e−iky
k
+
e−iTy
1− ei(x−y)
T−1∑
k=1
eiky − eikx
k
=: g1(x, y) + g2(x, y) + g3(x, y).
We first note that for any x, y ∈ R,
|g1(x, y)| = 1
T
∣∣∣∣ sin(T (x− y)/2)sin((x− y)/2)
∣∣∣∣ ≤ 1.
Next we prove that for any 0 < δ < pi, |g2(x, y)| and |g3(x, y)| are bounded by K/δ2 for some
absolute constant K > 0 on [δ/2, 2pi − δ/2]2. Let z1 = eix, z2 = eiy be two distinct points on the
arc {z ∈ C : |z| = 1, arg(z) ∈ [δ/2, 2pi − δ/2]}. We have
|g2(x, y)| =
∣∣∣∣∣ 1z1 − z2
∫
[z1,z2]
T−2∑
k=0
zk dz
∣∣∣∣∣ ≤ supz∈[z1,z2]
∣∣∣∣1− zT−11− z
∣∣∣∣ ≤ 1sin2(δ/4) ,
where [z1, z2] denotes the segment between z1 and z2. Therefore we have |g2(x, y)| . δ−2. The
same estimation also applies to g3 and we get |g(x, y)| . δ−2 for (x, y) ∈ [δ/2, 2pi − δ/2]2. Then we
have
P1 .
‖f‖21
δ4
,
where the implicit constant is absolute.
For P2, because |1− ei(x−y)|2 ≥ 4 sin2(δ/4) when x ∈ (δ, 2pi − δ) and y ∈ (−δ/2, δ/2), we have
(46) P2 ≤
‖f‖(θ,δ)
4 sin2( δ4 )
∫ 2pi−δ
δ
dxf(x)
∫ δ/2
−δ/2
|(1− ei(x−y))g(x, y)|2 dy.
We estimate the integral
∫ δ/2
−δ/2 |(1− ei(x−y))g(x, y)|2 dy for every x ∈ (δ, 2pi − δ). We have∫ δ/2
−δ/2
|(1− ei(x−y))g1(x, y)|2 dy ≤ 4δ
T 2
;
using the inequality |a− b|2 ≤ 2|a|2 + 2|b|2, we have∫ δ/2
−δ/2
|(1− ei(x−y))g2(x, y)|2 dy =
∫ δ/2
−δ/2
∣∣∣∣∣
T−1∑
k=1
e−iky − e−ikx
k
∣∣∣∣∣
2
dy
≤ 2
∫ δ/2
−δ/2
∣∣∣∣∣
T−1∑
k=1
e−iky
k
∣∣∣∣∣
2
dy + 2δ
∣∣∣∣∣
T−1∑
k=1
e−ikx
k
∣∣∣∣∣
2
≤ 2
∫ pi
−pi
∣∣∣∣∣
T−1∑
k=1
e−iky
k
∣∣∣∣∣
2
dy + 2δ
∣∣∣∣∣
T−1∑
k=1
e−ikx
k
∣∣∣∣∣
2
= 2
T−1∑
k=1
1
k2
+ 2δ
∣∣∣∣∣
T−1∑
k=1
e−ikx
k
∣∣∣∣∣
2
.
For x ∈ (δ, 2pi − δ) we have∣∣∣∣∣
T−1∑
k=1
e−ikx
k
∣∣∣∣∣ =
∣∣∣∣∣
∫
[0,e−ix]
1− zT−1
1− z dz
∣∣∣∣∣ ≤ 2sin δ
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where the complex integral is taken along the segment from 0 to e−ix. Then the following inequality
holds with two absolute constants K1,K2:∫ δ/2
−δ/2
|(1− ei(x−y))g2(x, y)|2 dy ≤ K1 +K2/δ.
The integral expression corresponding to g3 is similarly estimated. Taking these into (46), we get
P2 ≤ ‖f‖(θ,δ)‖f‖1K1 +K2δ +K3δ
2/T 2
δ3
.
‖f‖(θ,δ)‖f‖1
δ3
.
The same bound also controls P3.
For P4, from (43) we have
P4 ≤ 8pi2‖f‖2(θ,δ) log T.
Summarising the bounds for P1, P2, P3, P4 and dividing 8pi2 log T , the result follows.
To prove (41), if f is continuous at θ, then for any ε > 0, there is some δ > 0 such that
(47) |f(x+ θ)f(y + θ)− f2(θ)| ≤ ε, ∀x, y ∈ (−δ, δ).
Note that the sum of the first three integrals in the second line of (44) is bounded by P1 +P2 +P3,
we have
tr Q2T (θ)
2 log T
=
1
8pi2 log T
∫ δ
−δ
∫ δ
−δ
f(x+ θ)f(y + θ)|g(x, y)|2 dxdy +O
(
1
log T
)
.
All the above arguments apply also to RT = f2(θ)I, then
tr B2T (θ)
2 log T
f2(θ) =
1
8pi2 log T
∫ δ
−δ
∫ δ
−δ
f2(θ)|g(x, y)|2 dxdy +O
(
1
log T
)
.
Take the difference of the last two equations and then the absolute value, also note (47) and (43),
we get ∣∣∣∣ tr Q2T (θ)2 log T − tr B2T (θ)2 log T f2(θ)
∣∣∣∣ ≤ ε+O( 1log T
)
.
Let T →∞ and ε→ 0, we get the result. 
As a consequence of Proposition 4.4, if f satisfies A4, then tr Q2T (θ)/ log T is uniformly bounded
in T and in θ ∈ (δ, 2pi − δ) for any fixed δ ∈ (0, pi). However, when A6 holds, it is also important
to estimate tr Q2T (θ) for θ near zero.
Lemma 4.5. There exists a constant K > 0 such that for any −pi ≤ x, y ≤ pi with xy 6= 0, we have∣∣∣∣∣ 1x− y
T∑
k=1
eikx − eiky
k
∣∣∣∣∣ ≤ K√|xy| .
Proof. We first assume that xy > 0, i.e. x, y have the same sign. Assume further without loss of
generality that 0 < y < x ≤ pi. Then∣∣∣∣∣
T∑
k=1
eikx − eiky
k
∣∣∣∣∣ =
∣∣∣∣∣
∫ x
y
T−1∑
k=0
eiks ds
∣∣∣∣∣
≤
∫ x
y
1
sin(s/2)
ds
≤
∫ x
y
pi
s
ds
= pi(log x− log y).
We prove that log x−log yx−y ≤ 1√|xy| . Let x = e
u, y = ev, it suffices to prove that
(48) e
u−v
2 − e v−u2 ≥ u− v.
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For u = v, the equality holds. By differentiating we can see that the function
u 7→ eu−v2 − e v−u2 − u
is increasing with u. Then for u > v, (48) holds and we have∣∣∣∣∣ 1x− y
T∑
k=1
eikx − eiky
k
∣∣∣∣∣ ≤ pi√|xy| .
If −pi ≤ y < 0 < x < pi, we can assume without loss of generality that |y| ≤ x. Then
T∑
k=1
eikx − eiky
k
=
T∑
k=1
eikx − e−iky
k
+ 2i
T∑
k=1
sin ky
k
and by Theorem 1.3 and Remark(b) on Page 183 of [23], the series
∑T
k=1
sin ky
k is uniformly bounded
(say, by K). Then from the first part of the proof, and using the inequality of arithmetic and
geometric means, we have∣∣∣∣∣ 1x− y
T∑
k=1
eikx − eiky
k
∣∣∣∣∣ ≤ 1x− (−y)
∣∣∣∣∣
T∑
k=1
eikx − e−iky
k
∣∣∣∣∣+ 2Kx− y
≤ pi +K√|xy| .

Proposition 4.6. Let QT (θ) be defined as (34) with RT having spectral density f satisfying A4,
A5, A6. Then
(49)
tr Q2T (θ)
f2(θ) log2 T
is uniformly bounded in θ ∈ [−pi, pi] and T ≥ 1.
Proof. If θ = O(1/T ), by (39), we have tr Q2T (θ) = O(f
2(θ) log T ); if θ ∈ [−pi, pi]\[−δ, δ] with any
δ > 0, by Proposition 4.4, we have tr Q2T (θ) = O(log T ). So we can find two sequences of positive
numbers 1/T  τT < δT = o(1) such that
tr Q2T (θ)
f2(θ) log2 T
is uniformly bounded in [−pi,−δT ] ∪ [−τT , τT ] ∪ [δT , pi]. In the following we prove the uniform
boundedness of (49) for |θ| ∈ (τT , δT ).
From (42), we have
tr Q2T (θ) ≤
1
4pi2
(∫ pi
−pi
∫ pi
2
−pi2
+
∫ pi
2
−pi2
∫ pi
−pi
+
∫ ∫
pi
2≤|x|,|y|≤pi
)
f(x+ θ)f(y + θ)|g(x, y)|2 dxdy.
From the proof of Proposition 4.4, the function g(x, y) is uniformly bounded on ([−pi,−pi/2] ∪
[pi/2, pi])2, thus the third integral is uniformly bounded. We only need to estimate the first integra-
tion, because the second one is similar to the first.
When |x| ≤ pi/2, |y| ≤ pi, we have |x−y|2 < 3pi4 , then
(50)
|x− y|
2
∣∣sin x−y2 ∣∣ ≤ 2
√
2
3pi
.
We write g = g1 + g2 + g3 as in the proof of Proposition 4.6, and we have |g1(x, y)| ≤ 1. By
Lemma 4.5, for |x| ≤ pi/2, |y| ≤ pi, we have
|g2(x, y)| . 1√|xy| .
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By (50), we have
|g2(x, y)| . |x− y|
2| sin x−y2 |
1
|x− y|
∣∣∣∣∣
T−1∑
k=1
eikx − eiky
k
∣∣∣∣∣ . log T|x− y| .
The above two bounds also controls |g(x, y)| because |g| ≤ |g1| + |g2| + |g3|, where g2 and g3 are
similarly bounded, and |g1| ≤ 1 can be absorbed into the other two bounds. On the other hand
|g(x, y)| is obviously bounded by g(0, 0) = 2T + 1. In the sequel we will use different bounds in
different subsets of {(x, y) ∈ R2 : |x| ≤ pi/2, |y| ≤ pi}:
(51) |g(x, y)| .

T |x|, |y| < 2T ;
1√
xy |x|, |y| > 1T ;
log T
|x−y| |x| < 1T , |y| > 2T or |y| < 1T , |x| > 2T .
Similar to (44), we have
(52)∫ pi
−pi
∫ pi
2
−pi2
f(x+ θ)f(y + θ)|g(x, y)|2 dx dy ≤
(∫
|x|< 2T
∫
|y|< 2T
+
∫
|x|< 1T
∫
|y|> 2T
+
∫
|x|> 2T
∫
|y|< 1T
+
∫
|x|> 1T
∫
|y|> 1T
)
f(x+ θ)f(y + θ)|g(x, y)|2 dxdy
=: P1 + P2 + P3 + P4,
where the integrals on the RHS are all taken within the region (x, y) ∈ (−pi/2, pi/2)×(−pi, pi), which
are omitted in order to abbreviate the notations.
When x ∈ [−2/T, 2/T ] and |θ| ∈ [τT , δT ], as T is large enough, we have θ−1(θ+x) ∈ (1−ε, 1+ε)
for some ε ∈ (0, 1). Then from the Uniform Convergence Theorem (UCT, Theorem 1.2.1 in [3]) of
slowly varying function, we have
(53)
f(x+ θ)
f(θ)
=
|θ|aL(|θ + x|−1)
|θ + x|aL(|θ|−1) −−−−→T→∞ 1
uniformly in x and θ. Combining with the first clause of (51), we have
P1 . T 2
∫
|x|< 2T
∫
|y|< 2T
f(x+ θ)f(y + θ) dxdy = O(f2(θ)).
For P2 (and similarly P3), by the third clause of (51) and (53), we have
(54) P2 . log2 T
∫
|x|< 1T
∫
|y|> 2T
f(x+ θ)f(y + θ)
|x− y|2 dxdy . f(θ)T
−1 log2 T
∫
|y|> 2T
f(y + θ)
(|y| − 1T )2
dy
with
(55)
∫
|y|> 2T
f(y + θ)
(|y| − 1T )2
dy =
∫ − 2T
−pi
f(y + θ)
(y + 1T )
2
dy +
∫ pi
2
T
f(y + θ)
(y − 1T )2
dy.
The function f being even, the LHS of the above equality is even for θ. Thus we can assume that
θ > 0. Then as T →∞, the following holds uniformly for y ∈ (0, pi) and θ ∈ (τT , δT ):
f(y + θ) ≤ sup
t≥θ
f(t) ∼ f(θ).
Thus ∫ pi
2
T
f(y + θ)
(y − 1T )2
dy = O(f(θ))
∫ pi− 1T
1
T
1
y2
dy = O(f(θ)T ).
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For the other integral on the RHS of (55), we have∫ − 2T
−pi
f(y + θ)
(y + 1T )
2
dy =
∫ − 2T +θ
−pi+θ
f(y)
(y − θ + 1T )2
dy
=
∫
|y|> θ2 ,y<θ−2/T
f(y)
(y − θ + 1T )2
dy +
∫ θ
2
− θ2
f(y)
(y − θ + 1T )2
dy
≤ sup
|t|>θ/2
f(t)
∫ −1/T
−pi+1/T
1
y2
dy +O(θ−2)
∫ θ
2
− θ2
f(y) dy
= O(f(θ/2)T ) +O(θ−2θ1−aL(θ−1)),
and by the definition of slowly varying function,
f(θ/2) = 2aθ−aL(2θ−1) ∼ 2aθ−aL(θ−1) = 2af(θ)
uniformly for θ ∈ (τT , δT ), thus∫ − 2T
−pi
f(y + θ)
(y + 1T )
2
dy = O(f(θ)T ) +O(θ−1f(θ)).
Combining the above estimations, we have
P2 . f(θ)T−1 log2 T [f(θ)T + θ−1f(θ)] = (1 +
1
Tθ
)f2(θ) log2 T ∼ f2(θ) log2 T.
For P4, using the second clause of (51), we have
P4 =
∫
|x|> 1T
∫
|y|> 1T
f(x+ θ)f(y + θ)|g(x, y)|2 dxdy
.
∫
|x|,|y|> 1T
f(x+ θ)f(y + θ)
1
|xy| dxdy
=
(∫ pi
2
1
T
f(θ + x) + f(θ − x)
x
dx
)(∫ pi
1
T
f(θ + y) + f(θ − y)
y
dy
)
.
Using similar methods as in the estimation of P2, we have
P4 . f2(θ) log2 T.
Summarizing the above estimations, the result follows. 
4.2. Proof of Proposition 2.3. We first prove that a necessary condition of the convergence
(56) ‖R−1/2T RbTR−1/2T − ξI‖ −−−−→
T→∞
0 ,
is that
(57) lim
T→∞
λmax(R
b
T )
λmax(RT
= lim
T→∞
λmin(R
b
T )
λmin(RT
= ξ.
Dividing ξ on both sides of (56), the convergence (56) is equivalent to
(58) ‖(ξRT )−1/2RbT (ξRT )−1/2 − I‖ −−−−→
T→∞
0 .
Take an arbitrary ε > 0. Let u be un eigenvector of RT associated with λmax(RT ), then for large
enough T ,
(59) 1− ε < u∗(ξRT )−1/2RbT (ξRT )−1/2u =
u∗RbTu
ξλmax(RT )
≤ λmax(R
b
T )
ξλmax(RT )
.
Let v be un eigenvector of RT associated with λmin(RT ), then for large enough T ,
(60) 1 + ε > v∗(ξRT )−1/2RbT (ξRT )
−1/2v =
v∗RbT v
ξλmin(RT )
≥ λmin(R
b
T )
ξλmin(RT )
.
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For an Hermitian matrix AT , the convergence ‖AT − I‖ → 0 is equivalent to λmax(AT ) →
1, λmin(AT )→ 1. We note that
λi((R
b
T )
−1/2(ξRT )(RbT )
−1/2) =
1
λT−i((ξRT )−1/2RbT (ξRT )−1/2)
,
then (58) implies
‖(RbT )−1/2(ξRT )(RbT )−1/2 − I‖ −−−−→
T→∞
0 .
Using the same arguments of (59) and (60) we get, for large enough T ,
(61) 1− ε ≤ ξλmax(RT )
λmax(RbT )
and
ξλmin(RT )
λmin(RbT )
≤ 1 + ε.
Combining (59), (60) and (61), we have
(62) lim
T→∞
λmax(R
b
T )
ξλmax(RT )
= lim
T→∞
λmin(R
b
T )
ξλmin(RT )
= 1 ,
and (57) follows.
However, we will prove that (57) cannot be satisfied by RbT and RT defined in Remark 2.3.
Indeed, let K and Kb be two integral operators on L2(0, 1) defined by
K(ϕ)(x) =
∫ 1
0
1
|x− y|1−aϕ(y) dy, K
b(ϕ)(x) =
∫ 1
0
1− |x− y|
|x− y|1−a ϕ(y) dy, for ϕ ∈ L
2(0, 1).
Using the technique of the proof of Theorem 2.3 in [13], we can prove that
λmax(RT )
T a
→ λ1(K), λmax(R
b
T )
T a
→ λ1(Kb).
We can prove that λ1(K) > λ1(Kb). Indeed because the two integral kernels are positive, from
the mini-max formula for the largest eigenvalue, their eigenfunctions associated with the largest
eigenvalue are positive in [0, 1]. Let ϕb be the eigenfunction of Kb associated with λ1(Kb), then
λ1(Kb) = 〈ϕb,Kbϕb〉 = 〈ϕb,Kϕb〉 −
∫ 1
0
∫ 1
0
|x− y|aϕb(x)ϕb(y) dxdy < λ1(K),
from where we conclude that
(63) lim
T→∞
λmax(R
b
T )
λmax(RT )
=
λ1(Kb)
λ1(K) < 1 .
For the smallest eigenvalues, let
f(θ) = 1 + 2
∞∑
k=1
1
(1 + k)a
cos(kθ), ΥT (θ) := 1 + 2
T−1∑
k=1
1
(1 + k)a
cos(kθ)
be the spectral density of RT and its partial Fourier series, and let
ΥbT (θ) := r
b
0 + 2
T−1∑
k=1
rbk cos(kθ) = 1 + 2
T−1∑
k=1
(
1− k
T
)
1
(1 + k)a
cos(kθ).
Note that ΥbT is just the Cesàro mean of ΥT , therefore
ΥbT (θ) =
1
2pi
∫ pi
−pi
f(x)FT (θ − x) dx
where FT (x) =
sin2(Tx/2)
T sin2(x/2)
is the Fejér kernel. Then we have
λmin(R
b
T ) ≥ min
θ
ΥbT (θ) ≥ ess inf
θ
{f(θ)}.
From Section 5.2(b) of [8],
lim
T→∞
λmin(RT ) = ess inf
θ
{f(θ)}.
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Therefore,
(64) lim
T→∞
λmin(R
b
T )
λmin(RT )
≥ 1.
The inequalities (63) and (64) contradict (57).
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