For medical image analysis, the test statistic of the measurements is usually constructed at every voxels in space and thresholded to determine the regions of significant signals. This thresholding produces a small patch of regions around the critical values of the test statistic. It is known that the probability of the critical values bigger than a specific threshold can be computed as the expectation of the Euler characteristic of the patch. Motivated by this topological connection, we present a new computational framework of modeling various functional measurements as topological objects.
INTRODUCTION
In science and in particular medical imaging, it is usually assumed that the i-th functional measurement fi(x) at position
where μ is the unknown mean signal to be estimated, i is noise and M is the underlying manifold where the data is observed [1, 2, 3, 4, 5, 6] . We are assuming the existence of a mean signal that is common in all measurements in group level. The unknown signal is usually estimated by various spatial smoothing techniques over the manifold M. M can be the 2D brain cortical surface ( Figure 1 ) or 3D brain network graphs ( Figure 4 ). This is an invited paper in the special session on "Compressive sensing for biomedical imaging."' Correspondence should be addressed to M.K.C. (mkchung@wisc.edu). WCU Grant from the government of Korea is acknowledged.
In a traditional statistical framework, inference on the model (1) proceeds as follows. At each fixed point x, consider the hypotheses of the form 
H0(x)
We construct a test statistic T (x) as a function of measurements fi at each fixed x. We still reject H0(x) if T is larger than some threshold h. Extending the inference framework (2) to all points in M, we have
H0 is the intersection of every possible null hypotheses H0(x) over M. Then we reject H0 if T (x) is larger than some threshold h. Note that H0 is equivalent to the condition that sup x∈M T (x) > h. In order to compute the type-I error associated with H0, we need to know the distribution of the supremum of the field T (x), which is not straightforward. Hence a great deal of the imaging and statistical literature have been devoted to determining the distribution of sup x∈M T (x) [7, 8, 9, 6, 10] . Define the excursion set as
It is known that
the expectation of the the Euler characteristic of the excursion set A h [11, 12, 13] . The relationship (3) reformulates the usual statistical inference as a topological problem. Figure 2 shows how the excursion set changes over increasing threshold levels h. The above framework is one way of detecting a signal, however it is not necessarily the best way to characterize complex multivariate functional data such as brain MRI. Instead of looking at the topological change of the excursion set of the statistic T over increasing threshold levels h, we look at the topological change of measurements fi first. Let
be the excursion set associated with the i-th measurement. We can then determine the topological structure of B i,h first, and perform statistical inference later (Figure 2 ). The main tool for investigating the topological change of the excursion set is persistent homology [14, 15, 16] . Using Morse theory, we can determine the topological The simplicial complex of the underlying topology of critical values can be constructed using the Delaunay triangulation [18] . deformation of the excursion sets by tabulating the occurrence of critical values [14] . This framework is general enough for dealing with a wide variety of noisy multivariate data including brain images [17, 18] , networks [19, 20] and gene expression [21] .
TOPOLOGICAL DATA RECOVERY
For continuous functional measurements fi, its excursion set B i,h can be approximated using a collection of d-dimensional simplexes. Figure 1 shows an example of approximating 2D functional signal (cortical thickness) using the Delaunay triangulation [18] . The Delaunay triangulation is constructed on the extreme values of the signal. On the other hand, networks are inherently topological since the underlying graph data structures are simplicial complexes [19] . So we can simply treat B i,h as a simplicial complex or equivalently a network consisting of nodes and links. The topological features of B i,h that persist over the changing threshold reflects unique characteristics of the underlying network. However, what we are really interested in is the persistent topological features that are common across different excursion sets B 1,h , · · · , B n,h . This requires a new statistical framework for network modeling. From now on, we will explicitly treat B i,h as a network and focus on network modeling but our new framework should work for any type of measurements.
Network modeling. Let p be the number of nodes in the network. In most applications, the number of nodes are expected to be larger than the number of observations n, which gives an underdetermined system. The i-th measurement fi is then discretely sampled at p nodes, which we will simply index by integers. To simplify the notation, we denote xij = fi(j). At node j, we have the random variable xj, which is realized by the random sample x1j, · · · , xnj. We will denote this realization as xj = (x1j, · · · , xnj) . The collection of random variables xj are assumed to be distributed with mean zero and covariance Σ = (σ jj ) i.e.
If Exj = 0, we can always center the data by translation. The correlation γ jj between the two nodes j and j is given by By thresholding the correlation, we can establish a link between two nodes. However, there is a problem with this simplistic approach in that it fails to explicitly factor out the confounding effect of other nodes. To remedy this problem, partial correlations can be used in factoring out the dependency of other nodes [22, 23, 24, 25, 26] . If we denote the inverse covariance matrix as Σ −1 = (σ jj ), the partial correlation between the nodes j and j while factoring out the effect of all other nodes is given by
Equivalently, we can compute the partial correlation via a linear model as follows. Consider a linear model of correlating measurement at node j to all other nodes:
The parameters β jk are estimated by minimizing the sum of squared residual of (5)
in a least squares fashion. If we denote the least squares estimator by c β jk , the residuals are given by
The partial correlation is then obtained by computing the correlation between the residuals of the model fit (5) [22, 27, 26] :
The minimization of (6) is exactly given by solving the normal equation:
which can be turned into standard linear form y = Aβ [28] . Note that (8) can be written as
where 0n×1 is a column vector of all zero entries. Then we have 0
where A is a block diagonal matrix and 0n×p is a matrix of all zero entries. Sparse Recovery. However, there is a serious problem with the least squares estimation framework. Since n p, this is a significantly underdetermined system. This is also related to the covariance matrix Σ being singular so we cannot just invert the covariance matrix in (4). So we need to regularize (9) by incorporating l1 LASSOpenalty J [29, 26, 28] :
The sparse estimation of β jj is then given by minimizing L + λJ.
Since there is dependency between y and A, (9) is not exactly a standard compressed sensing problem. Nevertheless, as an exploratory data analysis, we will model as if they are independent as has been done in others [26, 28] . It should be intuitively understood that sparsity makes the linear equation (8) less underdetermined. The larger the value of λ, the more sparse the underlying topological structure gets. Since ρ jj = β jj r σ jj σ j j , the sparsity of β jj directly corresponds to the sparsity of ρ jj , which is the strength of the link between nodes j and j [26, 28] . Once the sparse partial correlation matrix ρ is obtained, we can simply link nodes j and j , if ρ jj > 0 and assign the weight ρ jj to the edge. This way, we obtain the weighted graph. To simplify the problem, we will only consider positive partial correlations ρ + ( Figure  3 ). Since the partial correlation matrix is likely to be very sparse, the resulting weighted graph will have an easily interpretable topological structure.
BRAIN NETWORK MODELING
The majority of functional and structural connectivity studies in brain imaging are usually performed following the standard analysis framework [30, 31, 32, 33] . From 3D whole brain images, n regions of interest (ROI) are identified and serve as the nodes of the brain network. Measurements at ROIs are then correlated in a pair-wise fashion to produce the connectivity matrix of size n × n. The connectivity matrix is then thresholded to produce the adjacency matrix consisting of zeros and ones that define the link between two nodes. The binarized adjacency matrix is then used to construct the brain network. Then various graph complexity measures such as degree, clustering coefficients, entropy, path length, hub centrality and modularity are defined on the graph and the subsequent statistical inference is performed on these complexity measures.
For a large number of nodes, simple thresholding of correlation will produce a large number of links which makes the interpretation difficult. For example, for 3 × 10 5 voxels in an image, we can possibly have a total of 9 × 10 10 links in the graph. For this reason we used the sparse data recovery framework in obtaining a far smaller number of significant links.
Application. We have applied the method to a group of 33 normal control (NC) subjects. T1-weighted MRIs were collected using a 3T GE SIGNA scanner. Details on the image preprocessing pipelines are explained in [34] . Using symmetric normalization (SyN) algorithm [35] , MRIs were registered to a template. The nonlinear transformations resulting from the SyN algorithm characterizes the voxelwise shape change from the template to each subjects brain. Afterward the Jacobian determinant of deformation from individual MRI to a template is computed at each voxel. The Jacobian determinant quantifies the fractional volume expansion and contraction at each voxel with respect to the template. Taking the Jacobian determinant for the i-th subject as the functional measurement fi, we performed the topological network modeling. 169 voxels in the white matter are uniformly selected to form nodes of the network. We have sparsely estimated the partial correlation of the Jacobian determinants across nodes (Figure 3 ). This is a huge l1-minimization problem and requires to estimate a total of 169 2 parameters. For instance, the matrix A is of size 5577 × 28561. We have used the interior-point method with various λ values in sparsely estimating ρ + [36] . Using ρ + jj as link weights, we can construct the weighted graphs (Figure 4 ).
DISCUSSIONS
We have presented a novel framework that formulates signal detection as an underlying topological structure recovery. Functional measurements are represented as simplicial complexes or networks. Fig. 4 . Structural brain network of 33 control subjects. The LASSO-penalty is used for various λ values from 1 to 100. Increasing the λ value increases the sparsity of connections and, in turn, simplifies the topological structure of the network. Persistent topological features such as Betti numbers over increasing λ can be used in the characterization of brain networks [20] . The sparsity parameter λ can be automatically determined depending on if the change of the amount of sparsity is significant.
The strength of the links between nodes is measured using partial correlations. The sparse data recovery framework is used to sparsely estimate the partial correlations and obtain sparse topological structures. The sparse topological structures are easier to interpret as demonstrated in brain network modeling.
However, this new framework has a serious computational bottleneck. For n measurements over p nodes, it is required that we solve a linear system with an extremely large A matrix of size np × p 2 , so that the complexity of the problem increases by a factor of p 3 ! Consequently, for a large number of nodes, the problem immediately becomes almost intractable for a small computer. For example, for 1 million nodes, we have to compute 1 trillion possible pairwise relationships between nodes. One practical solution is to modify (5) so that the measurement at node i is represented more sparsely over some possible index set Si:
making the problem substantially smaller. An alternate approach is to simply follow the homotopy path, which enables to add network links one by one with a very limited increase of computational complexity so we do not need to compute β repeatedly from scratch [37, 38, 39] . The trajectory of the optimal solution β in LASSO follows a piecewise linear path as we change λ. By tracing the linear path, we can substantially reduce the computational burden of reestimating β when λ changes.
This paper basically explored a framework formulating brain signal detection as a topology structure recovery using sparse regression. For future study, we intended to validate our sparse network modeling framework by comparing the proposed method to the existing approaches.
