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Abstract
Replacing Black-Scholes’ driving process, Brownian motion, with fractional Brownian motion allows
for incorporation of a past dependency of stock prices but faces a few major downfalls, including the
occurrence of arbitrage when implemented in the financial market. We present the development, testing,
and implementation of a simplified alternative to using fractional Brownian motion for pricing derivatives.
By relaxing the assumption of past independence of Brownian motion but retaining the Markovian
property, we are developing a competing model that retains the mathematical simplicity of the standard
Black-Scholes model but also has the improved accuracy of allowing for past dependence. This is achieved
by replacing Black-Scholes’ underlying process, Brownian motion, with a particular Gaussian Markov
process, proposed by Vladimir Dobric´ and Francisco Ojeda.
1 Introduction
Under the Nobel prize-winning Black-Scholes model for pricing financial derivatives [2], we assume that the
underlying stock price (St)t∈[0,∞) behaves according to the stochastic differential equation (SDE)
dSt = St(µdt+ σ dWt), (1)
with initial condition S(0) = S0 ∈ R+ and where µ ∈ R is the drift of the stock price, σ ∈ (0,∞) is its
volatility, and (Wt)t∈[0,∞) is a standard Brownian motion process. The solution to this SDE is achieved
using Itoˆ calculus (see, for instance, [17]); namely
St = S0 exp
{
σWt + µt− 1
2
σ2t
}
.
Recall a few of the assumptions imposed by this model: the short-term interest rate r is known and constant,
there are no transaction costs, stock prices have constant and known volatility σ and drift µ, changes in
stock price are log normally distributed, and future changes in stock price only depend on the current value
and are independent of the past. The current study of Option Pricing Theory largely consists of relaxing one
or more of the assumptions of the standard model and studying the new model. Incorporating a stochastic
volatility into the model relaxes the assumption that the underlying stock has constant volatility as in, for
example, Hull [8] and Heston [6]. A Black-Scholes model that incorporates transaction costs was developed
by Leland [10]. Incorporating a jump-diffusion process instead of Brownian motion is one way to relax the
Gaussian property of log returns, as first considered by Merton [13]. Use of Brownian noise in the stock price
process imposes the assumption that the log increments in stock price are independent over disjoint time
intervals. One way to relax this assumption is by using fractional Brownian motion in the SDE (1) in place
of Brownian motion.
Fractional Brownian motion, introduced by Mandelbrot and van Ness [12], is a Wiener process generalized
to incorporate time dependence through an additional parameter, the Hurst index H, which measures the
intensity of long-range dependence.
Definition 1.1. Fractional Brownian motion, (ZH(t))t∈[0,∞), is a real-valued centered Gaussian process,
where H ∈ (0, 1), such that ZH(0) = 0 almost surely and
E[ZH(t)ZH(s)] = 12{t2H + s2H − |t− s|2H}.
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Note that when H = 12 , this is equivalent to a standard Brownian motion process. For values of H >
1
2 ,
the increments of the process are positively correlated and the closer H is to 1, the stronger long-memory
the process exhibits. Conversely, if H < 12 , the increments of fractional Brownian motion are negatively
correlated. Hu and Øksendal [7] and Sottinen [18] have replaced Brownian motion with fractional Brownian
motion in the Black-Scholes SDE:
dSt = St(µdt+ σ dZH(t)). (2)
Hu and Øksendal [7] achieve a solution to this differential equation using Wick calculus; namely
St = S0 exp
{
σZH(t) + µt− 1
2
σ2t2H
}
.
One motivation for incorporating past dependency of stock prices is given by an empirical study of daily
returns from 1962 to 1987 [15], which shows the Hurst index of the S&P 500 Index is approximately 0.61
with a 95% confidence interval of (0.57,0.69). If the index price showed no past dependency, we would expect
the Hurst index to be 0.5. (Also see arguments that log returns have long-range dependence in [11] and
[16].) A major disadvantage, however, to this model is that it results in a non-semi-martingale stock price
process. This allows for arbitrage in the financial markets and it fails to admit an explicit hedging strategy
through the use of Wick calculus instead of Itoˆ calculus. See, for example [18] and its references.
With these issues surrounding the use of fractional Brownian motion in mind, we introduce and implement
the “Dobric´-Ojeda process”, as originally proposed and defined by Vladimir Dobric´ and Francisco Ojeda in
[3]. The Dobric´-Ojeda process is a Gaussian Markov process with similar properties to those of fractional
Brownian motion, particularly dependent increments in time, and we propose this process as an alternative
to fractional Brownian motion in the Black-Scholes stochastic differential equation (1). Following [3], we
define the Dobric´-Ojeda process by first considering the fractional Gaussian field Z = (ZH(t))(t,H)∈[0,∞)×(0,1)
on a probability space (Ω,F ,P) defined by the covariance
E{ZH(t)ZH′(s)} = aH,H
′
2
{|t|H+H′ + |s|H+H′ − |t− s|H+H′},
where
aH,H′ =

− 2pi
√
Γ(2H + 1) sin(piH)
√
Γ(2H ′ + 1) sin(piH ′)
×Γ (−(H +H ′)) cos ((H ′ −H)pi2 ) cos ((H +H ′)pi2 ) for H +H ′ 6= 1√
Γ(2H + 1)Γ(3− 2H) sin2(piH) =: aH =: aH′ for H +H ′ = 1,
where Γ(t) =
∫∞
0
xt−1e−xdx is the usual Gamma function. Existence of this field was established in [4]. Note
that when H = H ′, ZH is a fractional Brownian motion process and when H = H ′ = 12 , ZH is a standard
Brownian motion process. On this field, for the case H + H ′ = 1, define the process (MH(t))t∈[0,∞), given
by
MH(t) = E(ZH′(t)|FHt ), (3)
where
FHt = σ(ZH(r) : 0 ≤ r ≤ t).
As proved in 2.1 below, the process MH is a martingale with respect to (FHt )t≥0. This fact is stated without
proof in [3]. The second moment of MH(t) is given by
E[M2H(t)] = cM t2−2H , (4)
where cM =
a2HΓ(3/2−H)
2HΓ(H+1/2)Γ(3−2H) , see [3]. We will also show that MH(t) is Gaussian centered with independent
increments and covariance E[MH(t)MH(s)] = cM (s ∧ t)2−2H (see 2.2).
We use this process MH to capture some of the information of fractional Brownian motion by projecting
a fractional Brownian motion onto the fractional Gaussian field Z.
We seek a process of the form ΨH(t)MH(t) that approximates fractional Brownian motion, where ΨH(t)
is some deterministic coefficient. We find such a coefficient for MH in order for the least-squares difference
from ZH , given by E(ZH(t) − ΨH(t)MH(t))2, to be minimized. Since this expectation is quadratic in ΨH ,
the minimizing ΨH is given by
ΨH(t) :=
E(ZH(t)MH(t))
EM2H(t)
.
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A closed form solution for ΨH(t) is found in [3]:
ΨH(t) =
2HΓ(3− 2H)Γ(H + 1/2)
aHΓ(3/2−H) t
2H−1 := cΨt2H−1.
We can finally define the Dobric´-Ojeda process (VH(t))t∈[0,∞] as
VH(t) = ΨH(t)MH(t), (5)
where
ΨH(t) = cΨt
2H−1
and
MH(t) = E[ZH′(t)|FHt ],
where H +H ′ = 1. Note that when H = 12 , the process VH(t) is a Brownian motion.
To understand how closely the Dobric´-Ojeda process VH approximates fractional Brownian motion ZH ,
consider the difference process
YH(t) := ZH(t)− VH(t).
As proved in [3],
EY 2H(t) = d2Ht2H = d2HEZ2H(t),
for
d2H = 1− 2H
Γ(1/2 +H)Γ(3− 2H)
Γ(3/2−H) .
Therefore, for H ∈ (0.4, 1), which we expect to be reasonable in most markets, VH approximates ZH
with a relative L2 error of at most 12%. We expect that H is approximately 0.6 in a typical market and
rarely less than 0.4, as described and cited above. Figure 1 shows dH , which represents the relative L
2 error
of VH from ZH , as a function of H.
Figure 1: Graph of dH .
One useful property of the Dobric´-Ojeda process is that it has an Itoˆ diffusion representation and is a
semi-martingale. In 2.5, we will show that there exists a Brownain motion process (Wt)t∈[0,∞) adapted to
the filtration (FHt )t∈[0,∞) so that we can write
dVH(t) = Ct
H−1/2dWt + (2H − 1)t−1VH(t)dt,
where C is a deterministic constant.
The major goal of the paper is to apply the Dobric´-Ojeda process as noise in the Black-Scholes SDE (1):
dSt = St(µdt+ σ dVH(t)).
We emphasize that when H = 1/2 this is equivalent to the original Black-Scholes SDE. The main advantage
to the Dobric´-Ojeda process, however, is its semi-martingale property that allows for use of Itoˆ calculus.
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In order to price options, the next natural step is to describe a risk-neutral measure for this model. This
does not follow directly as in the Black-Scholes model due to the 1/t term in the drift, as we illustrate in
3.1. This causes explosion of the expectation of the process
exp
(
1
2
∫ t
0
γ2sds
)
at 0, where γ is the drift correction in Girsanov’s Theorem. To remedy this issue, we define a modified
Dobric´-Ojeda process (V t )t∈[0,∞) in which the drift is 0 until time t =  > 0. Under the modified Dobric´-
Ojeda process we achieve a risk-neutral measure Q for the modified stock price process (St )t∈[0,∞) for fixed
 > 0 using Novikov’s condition [14]. In the case of a European call option, we find a price formula under
this risk-neutral measure:
Ft = S

tΦ
(
σC
√
T 2H − t2H
2H
− d1
)
−Ke−r(T−t)Φ(−d1),
where C is a deterministic constant and as usual in the literature, T is the expiration, K is the strike price,
Φ is the standard normal cumulative distribution function, and
d1 =
ln
(
K
St
)
− r(T − t) + 12σ2C2
(
T 2H−t2H
2H
)
σC
√
T 2H−t2H
2H
.
Formal convergence of the measures Q to a risk-neutral measure Q for St remains an open problem.
We conclude by discussing techniques for estimating the Hurst index, H, and volatility, σ, using histor-
ical prices of the underlying asset, following with a comparison of historical option prices computed using
Brownian motion, fractional Brownian motion, and the Dobric´-Ojeda process in the Black-Scholes SDE.
We find that the model using the Dobric´-Ojeda process does, in fact, approximate the option price given
using fractional Brownian motion when the parameter H is similar. When using a smaller value for the
Hurst index H, however, the Dobric´-Ojeda process appears to outperform the competing models. It is not
surprising that the Dobric´-Ojeda model behaves differently from the fractional Brownian motion model for
H small, since for small H values the two processes differ significantly (see Figure 1), however the improved
accuracy of the Dobric´-Ojeda model for H small suggests that in certain cases, stock prices do not follow a
fractional Brownian motion process.
2 The Dobric´-Ojeda process
In this section we will prove a few properties of the Dobric´-Ojeda process, as defined in Section 1.
2.1 Properties of MH(t)
First note that the process MH(t) is Gaussian for all t > 0 because it is the conditional expectation of
a Gaussian process, ZH(t). The process MH(t) also satisfies, by definition, E[MH(t)] = 0 and, by [3],
E[M2H(t)] = cM t2−2H . The following proposition is stated without proof in [3]. For the sake of completeness,
we prove it here.
Proposition 2.1. The process MH(t) is a martingale with respect to FHt .
Proof. Let t > 0. By definition of MH(t), we have
E [|MH(t)|] = E
[∣∣E [Z1−H(t)|FHt ]∣∣] ≤ E [E [|Z1−H(t)| |FHt ]] = E [|Z1−H(t)|] <∞,
since Z1−H(t) is Gaussian. It remains to show that for 0 ≤ s < t, E[MH(t)|FHs ] = MH(s). By the Tower
Rule and by the definition of MH(t) (3), we have
E[MH(t)|FHs ] =E
[
E(ZH′(t)|FHt )|FHs
]
=E
[
ZH′(t)|FHs
]
=E
[
ZH′(t)− ZH′(s)|FHs
]
+ E
[
ZH′(s)|FHs
]
=E
[
ZH′(t)− ZH′(s)|FHs
]
+MH(s).
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It remains to show that E
[
ZH′(t)− ZH′(s)|FHs
]
= 0. Fix V ∈ FHs . Without loss of generality, let V =
1{ZH(u)∈B} for some u ≤ s and where B is a Borel set. Then
E[V (ZH′(t)− ZH′(s))] = E[1{ZH(u)∈B}ZH′(t)]− E[1{ZH(u)∈B}ZH′(s)].
First, note that for any pair of standard jointly normal random variables X and Y with covariance ρ and
for any Borel set B, E [1X∈BY ] = ρE [1X∈BX]. This can be easily verified by defining a third random
variable, (Y − ρX)/
√
1− ρ2, which is independent of X. Moreover, for any centered jointly Gaussian
random variables X and Y with variance σ2X and σ
2
Y , respectively, with covariance ρ, and for any Borel
set B, E [1X∈BY ] = ρσ2X E [1X∈BX]. Therefore, we have E[1{ZH(u)∈B}ZH′(t)] =
aHu
E[Z2H(u)]
E
[
1ZH(u)∈BZH(u)
]
and similarly, E[1{ZH(u)∈B}ZH′(s)] =
aHu
E[Z2H(u)]
E
[
1ZH(u)∈BZH(u)
]
. This shows E[V (ZH′(t) − ZH′(s))] = 0
for all random variables V ∈ FHs and so E
[
ZH′(t)− ZH′(s)|FHs
]
= 0.
Proposition 2.2. The martingale process MH has independent increments and covariance E[MH(t)MH(s)] =
cM (s ∧ t)2−2H .
Proof. Assume without loss of generality that s < t. Then by 2.1 and (4) above,
E[MH(t)MH(s)] = E [(MH(t)−MH(s))MH(s)] + E
[
(MH(s))
2
]
= cMs
2−2H .
Therefore,
E[MH(t)MH(s)] = cM (s ∧ t)2−2H . (6)
To prove independence of increments, we assume that s < t and h > 0 is small. Then by (6) above,
E [(MH(t+ h)−MH(t))(MH(s+ h)−MH(s))] = 0.
Since the process MH is Gaussian, this suffices to show that MH has independent increments.
Next we will prove that the quadratic variation of the martingale process MH from 0 to t is given by
cM t
2−2H . First we will prove the following lemma, to be used in the proof of 2.4 and later in 4.2.
Lemma 2.3. The following approximation holds for even moments of Mt = MH(t):
E[(∆Mti)2k] ≤ (2k − 1)!!
(
cM (2− 2H)(ti ∧ ti−1)1−2H∆ti
)k
,
where k ≥ 1 and ∆Mti = Mti −Mti−1 .
Proof. Using (4) and the Mean Value Theorem,
E[(∆Mti)2] =E[M2ti ]− 2E[MtiMti−1 ] + E[M2ti−1 ]
=cM t
2−2H
i − 2E[(∆Mti +Mti−1)Mti−1 ] + cM t2−2Hi−1
=cM t
2−2H
i − 2E[∆MtiMti−1 ]− 2E[M2ti−1 ] + cM t2−2Hi−1
=cM t
2−2H
i − 2cM t2−2Hi−1 + cM t2−2Hi−1
=cM (t
2−2H
i − t2−2Hi−1 )
≤cM (2− 2H)(ti ∧ ti−1)1−2H∆ti.
Since the process Mt is Gaussian, the result follows for k ≥ 1, as required.
Proposition 2.4. For n > 0, let ti =
it
n , i = 0, ..., n be a partition sequence of [0, t] and Mt = MH(t) as
defined in (3). Then
lim
n→∞
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
(∆Mti)
2 − cM t2−2H
∣∣∣∣∣
∣∣∣∣∣
2
= 0
and
lim
n→∞
n∑
i=1
(∆Mti)
2 = cM t
2−2H a.s.
where ∆Mti = Mti −Mti−1 .
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Proof. Since the function f(t) = t2−2H is integrable, we have cM (2 − 2H)
∑n
i=1 t
1−2H
i ∆t → cM t2−2H as
n→∞ in L2 and almost surely. Therefore by the Triangle Inequality, it suffices to show that∣∣∣∣∣∣
∣∣∣∣∣∣
n∑
i=1
(∆Mti)
2 − cM (2− 2H)
n∑
j=1
t1−2Hj ∆t
∣∣∣∣∣∣
∣∣∣∣∣∣
2
→ 0
as n→∞. Using the independent increments of MH as proved in 2.2, we have∣∣∣∣∣∣
∣∣∣∣∣∣
n∑
i=1
(∆Mti)
2 − cM (2− 2H)
n∑
j=1
t1−2Hj ∆t
∣∣∣∣∣∣
∣∣∣∣∣∣
2
=E

 n∑
i=1
(∆Mti)
2 − cM (2− 2H)
n∑
j=1
t1−2Hj ∆t
2

=
n∑
i=1
n∑
j=1
E
[
(∆Mti)
2
]
E
[
(∆Mtj )
2
]− 2cM (2− 2H) n∑
i=1
n∑
j=1
E
[
(∆Mti)
2
]
t1−2Hj ∆t
+ c2M (2− 2H)2
n∑
i=1
n∑
j=1
t1−2Hi t
1−2H
j (∆t)
2.
By 2.3, this is bounded above by 0 both in the case H < 1/2 and H ≥ 1/2. Borel Cantelli implies almost-sure
convergence.
2.2 Properties of VH(t)
Next, we show that the Dobric´-Ojeda process has an Itoˆ diffusion representation.
Proposition 2.5. There exists a Brownian motion process (Wt)t∈[0,∞) adapted to the filtration (FHt )t∈[0,∞)
such that the Dobric´-Ojeda process (VH(t))t∈[0,∞) as defined in (5), is an Itoˆ diffusion process that satisfies
the stochastic differential equation
dVH(t) = Ct
H−1/2dWt + (2H − 1)t−1VH(t)dt,
where C = cΨ
√
cM (2− 2H).
Proof. By 2.4, the quadratic variation of MH is given by [MH ,MH ]t = cM t
2−2H . Therefore by the Repre-
sentation Theorem for Martingales (see [9, Thm 4.2]), there exists a Brownian motion process Wt adapted
to the filtration (FHt )t∈[0,∞) for which dMH(t) =
√
cM (2− 2H)t1/2−HdWt. Therefore,
dVH(t) = d(ΨH(t)MH(t))
= ΨH(t)dMH(t) +MH(t)dΨH(t)
= ΨH(t)
√
cM (2− 2H)t1/2−HdWt + (ΨH(t)−1VH(t))d(cΨt2H−1)
= cΨ
√
cM (2− 2H)t2H−1t1/2−HdWt + c−1Ψ t−2H+1VH(t)cΨ(2H − 1)t2H−2dt
= cΨ
√
cM (2− 2H)tH−1/2dWt + (2H − 1)t−1VH(t)dt.
Notice that this equation is well-defined since VH(t) is of the order t
H , despite the factor 1t in the drift. Also
note that we can write this diffusion as
dVH(t) = cΨ
√
cM (2− 2H)tH−1/2dWt + cΨ(2H − 1)t2H−2MH(t)dt,
using the definition of VH(t) (5).
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The martingale part of this representation has a similar form to the Riemann-Liouville fractional integral
ZH(t) =
1
Γ(H+1/2)
∫ t
0
(t− s)H−1/2dWs (see [1]), but is non-anticipating and therefore Itoˆ-integrable while the
fractional integral is not. We consider that the drift term of the diffusion somehow compensates for this
difference and works to imitate fractional Brownian motion while remaining a semi-martingale process.
A closed-form equation for the quadratic variation of the Dobric´-Ojeda process immediately follows:
Corollary 2.6. The quadratic variation of (VH(t))t∈[0,∞) is given by
[VH , VH ]t =
C2
2H
t2H ,
where C = cΨ
√
cM (2− 2H), as above.
3 Option pricing with the Dobric´-Ojeda process
We replace Brownian motion with the Dobric´-Ojeda process in the Black-Scholes stochastic differential
equation:
dSt = St(µdt+ σdVt).
To simplify notation, we drop the subscript H from VH(t), MH(t), and FHt . Note that when H = 1/2, we
have a geometric Brownian motion process, so without loss of generality, we assume H 6= 1/2. Using Itoˆ
calculus, we can solve for St explicitly: Let Yt = lnSt. Then we have
dYt =
dSt
St
− 1
2
(dSt)
2
(St)2
= µdt+ σdVt − 1
2
σ2d[V, V ]t,
and thus by 2.6,
Yt = Y0 + µt+ σVt − 1
2
σ2[V, V ]t
= Y0 + µt+ σVt − 1
2
σ2
C2
2H
t2H ,
which implies
St = S0 exp
{
µt+ σVt − C
2σ2
4H
t2H
}
. (7)
As in the original model, we define (Bt)t∈[0,∞) to be the bond price process with risk-free deterministic
constant interest rate r > 0, i.e. dBt = rBt dt, or Bt = e
rt for all t ≥ 0.
3.1 Risk-neutral measure
The next natural step towards a comprehensive model for derivative pricing is to establish the existence of a
risk-neutral measure, i.e. a measure equivalent to our original measure P under which the discounted stock
price process,
dZt = Zt(σdVt + (µ− r)dt),
is a martingale. By 2.5, we have
dZt = σCt
H−1/2Zt (dWt + γtdt) ,
where
γt =
2H − 1
C
t−1/2−HVt +
µ− r
σC
t1/2−H . (8)
The standard technique to achieve a risk-neutral measure Q is to invoke Girsanov’s Theorem by showing
that γt satisfies Novikov’s Condition or Kazamaki’s Condition (see [14, Ch 8, §1]). To date, this remains an
open problem as the usual techniques fail to work in this case. For example, we will show that Novikov’s
Condition fails to be satisfied in the following proposition.
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Proposition 3.1. For 0 ≤ t ≤ T and for γt as defined in (8), we have
E
[
exp
(
1
2
∫ t
0
γ2sds
)]
=∞. (9)
Proof. We can write
γ2s = A
2s−1−2HV 2s + 2ABs
−2HVs +B2s1−2H ,
where A and B are deterministic and constant. Therefore, we have
E
[
exp
(
1
2
∫ t
0
γ2sds
)]
≥ exp
(
E
[
1
2
∫ t
0
(
A2s−1−2HV 2s + 2ABs
−2HVs +B2s1−2H
)
ds
])
= exp
(
A2cM
2
∫ t
0
s−1ds
)
exp
(
B2
2(2− 2H) t
2−2H
)
=∞,
by Jensen’s Inequality and properties of Vt.
The determination of a risk-neutral probability measure without using Girsanov’s Theorem remains an
open problem. In the meantime, to resolve this issue and find a risk-neutral measure, we propose to replace
Vt with V

t , defined to be slightly altered from the diffusion process given in 2.5. Since the issue lies in
the 1/t term of the drift, we simply “turn off” the drift until some time  > 0. We can proceed with the
standard techniques, as in [17], using the modified Dobric´-Ojeda process V t in the stock price SDE.
Definition 3.2. Let  > 0. Define the Modified Dobric´-Ojeda process, (V t )t∈[0,∞), by
dV t = Ct
H−1/2dWt + cΨ(2H − 1)t2H−2Mt1[,∞)(t)dt, (10)
where C = cΨ
√
cM (2− 2H).
The drift part of Vt which causes (9) to explode at time t = 0, is 0 until it “turns on” at time t = 
for any admissible  > 0, as we will see in 3.6. We will proceed towards derivative pricing using the model
driven by V t and define an option price. We begin by proving a few properties about V

t . First, we show
that both integrals in (10) are well-defined. Using Itoˆ Isometry,
E
[(
C
∫ t
0
sH−1/2 dWs
)2]
= C2
∫ t
0
s2H−1 ds =
C2
2H
t2H <∞. (11)
For t ≤ , the second integral is 0. To show that the second integral is well-defined for t > , using 2.2, we
have
E
[(
cΨ(2H − 1)
∫ t
0
s2H−2Ms1[,∞)(s) ds
)2]
=c2Ψ(2H − 1)2
∫ t

∫ t

s2H−21 s
2H−2
2 E [Ms1Ms2 ] ds2 ds1
=c2Ψ(2H − 1)2
∫ t

∫ t

s2H−21 s
2H−2
2 cM (s1 ∧ s2)2−2H ds2 ds1
=2cMc
2
Ψ(2H − 1)2
(
1
2H
(t2H − 2H)− 
2H − 1(t
2H−1 − 2H−1)
)
<∞.
(12)
This suffices to show that V t , as in (10) is well-defined.
Proposition 3.3. The modified Dobric´-Ojeda process (V t )t∈[0,∞) satisfies, for all  > 0,
1. E[V t ] = 0 for all t > 0 and
2. E[(V t )2] =

C2t2H
2H if t ≤ 
C2
2H t
2H + 2C2(2H − 1) 12H (t2H − 2H)
+2cMc
2
Ψ(2H − 1)2
(
1
2H (t
2H − 2H)
− 2H−1 (t2H−1 − 2H−1)
)
if t > .
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Proof. 1. For t ≤ , by 3.2, we have
E[V t ] = E
[
C
∫ t
0
sH−1/2 dWs
]
= 0
since it’s the expectation of a square-integrable Itoˆ integral. For t > , because the process (Mt) is a
martingale and thus has zero expectation, we have
E[V t ] =E
[
C
∫ t
0
sH−1/2 dWs + cΨ(2H − 1)
∫ t
0
s2H−2Ms1[,∞)(s) ds
]
=E
[
C
∫ t
0
sH−1/2 dWs
]
+ E
[
cΨ(2H − 1)
∫ t
0
s2H−2Ms1[,∞)(s) ds
]
=cΨ(2H − 1)
∫ t
0
s2H−2E[Ms]1[,∞)(s) ds = 0.
2. For t ≤ , we have
E
[
(V t )
2
]
=
C2
2H
t2H
as in (11) above. For t > , as in (12) above, we have
E
[
(V t )
2
]
=E
[(
C
∫ t
0
sH−1/2 dWs + cΨ(2H − 1)
∫ t
0
s2H−2Ms1[,∞)(s) ds
)2]
=
C2
2H
t2H + 2CcΨ(2H − 1)E
[∫ t

∫ t
0
s
H−1/2
1 s
2H−2
2 Ms2 dWs1 ds2
]
+ 2cMc
2
Ψ(2H − 1)2
(
1
2H
(t2H − 2H)− 
2H − 1(t
2H−1 − 2H−1)
)
=
C2
2H
t2H + 2C2(2H − 1) 1
2H
(t2H − 2H)
+ 2cMc
2
Ψ(2H − 1)2
(
1
2H
(t2H − 2H)− 
2H − 1(t
2H−1 − 2H−1)
)
.
Note that the middle term can be computed using the same Martingale representation as in the proof
of 2.5:
E
[∫ t
0
∫ t

s
H−1/2
1 s
2H−2
2 Ms2 dWs1 ds2
]
=
∫ t

s2H−22 E
[
Ms2
∫ t
0
s
H−1/2
1 dWs1
]
ds2
=
√
cM (2− 2H)
∫ t

s2H−22 E
[∫ s2
0
u1/2−H dWu
∫ t
0
s
H−1/2
1 dWs1
]
ds2
=
√
cM (2− 2H)
∫ t

s2H−22
∫ s2∧t
0
du ds2
=
√
cM (2− 2H)
2H
(t2H − 2H).
This concludes the proof of 3.3.
The quadratic variation of the modified Dobric´-Ojeda process follows immediately from 3.2.
Proposition 3.4. The quadratic variation of (V t )t∈[0,∞) is given by
[V , V ]t =
C2
2H
t2H ,
where C = cΨ
√
cM (2− 2H), as above.
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The modified Dobric´-Ojeda process has the same quadratic variation as the original Dobric´-Ojeda process
because while the drift component has been modified, only the martingale part contributes to the quadratic
variation.
Proposition 3.5. For H ∈ (0, 1) fixed, the process (V t )t∈[0,∞) as defined in 3.2 converges uniformly in t
both in L2(Ω) and almost surely to the original Dobric´-Ojeda process (Vt)t∈[0,∞) as → 0.
Proof. For  > 0, define the process (N t )t∈[0,∞) by
N t = Vt − V t
for all t ≥ 0. Then by 2.5, 3.2, and the original definition of the Dobric´-Ojeda process (5),
dN t = dVt − dV t
= (2H − 1) (t−1Vt − cΨt2H−2Mt1[,∞)(t)) dt
= (2H − 1)t−1 (Vt − Vt1[,∞)(t)) dt
=
{
(2H − 1)t−1Vtdt if t < 
0 if t ≥ .
When t < ,
N t = (2H − 1)
∫ t
0
s−1Vsds.
When t ≥ , dN t = 0. Therefore, N t is constant for t ≥ , with
N t = N

 = (2H − 1)
∫ 
0
s−1Vsds.
Then by the Minkowski and Cauchy-Schwarz inequalities,
E
[
sup
0≤t<∞
(N t )
2
]
=E
[
sup
0≤t≤
∣∣∣∣(2H − 1)∫ t
0
s−1Vs ds
∣∣∣∣2
]
≤(2H − 1)2E
[
sup
0≤t≤
(∫ t
0
|s−1Vs| ds
)2]
=(2H − 1)2
∫ 
0
∫ 
0
s−1r−1E [|VsVr|] ds dr
≤(2H − 1)2
∫ 
0
∫ 
0
s−1r−1||Vs||2||Vr||2 ds dr
=c2ΨcM (2H − 1)2
(∫ 
0
sH−1 ds
)2
=
c2ΨcM (2H − 1)2
H2
2H → 0
as → 0. L2 convergence follows directly. Almost-sure convergence is straight-forward using the Dominated
Convergence Theorem:
lim
→0
V t = lim
→0
(
C
∫ t
0
sH−1/2 dWs + cΨ(2H − 1)
∫ t
0
s2H−2Ms1[,∞)(s) ds
)
= C
∫ t
0
sH−1/2 dWs + lim
→0
cΨ(2H − 1)
∫ t
0
s2H−2Ms1[,∞)(s) ds
= C
∫ t
0
sH−1/2 dWs + cΨ(2H − 1)
∫ t
0
s2H−2Ms lim
→0
1[,∞)(s) ds
= C
∫ t
0
sH−1/2 dWs + cΨ(2H − 1)
∫ t
0
s2H−2Ms ds,
= Vt,
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where the indicator function is simply bounded by 1.
With these properties of the Modified Dobric´-Ojeda process in mind, we proceed towards pricing options
by next defining a modified stock price process, St :
dSt = S

t (σdV

t + µdt). (13)
We will assume that the underlying stock price process follows (St )t∈[0,∞), for some small  > 0. By 3.2,
we can use Itoˆ Calculus to solve: Let Yt = lnS

t . Then we have
dYt =
dSt
St
− 1
2
(dSt )
2
(St )
2
= µdt+ σdV t −
1
2
σ2d[V , V ]t,
and thus by 3.4,
Yt = Y0 + µt+ σV

t −
1
2
σ2[V , V ]t
= Y0 + µt+ σV

t −
1
2
σ2
C2
2H
t2H ,
which implies
St = S0 exp
{
µt+ σV t −
C2σ2
4H
t2H
}
. (14)
Since V t converges to Vt almost surely, convergence of S

t to St, as in (7), immediately follows.
Define
Zt := B
−1
t S

t
= S0 exp
{
(µ− r)t+ σV t −
C2σ2
4H
t2H
}
,
where Bt = e
rt is the bond price process.
Then by Itoˆ’s Lemma and by 3.2, we have
dZt =Z

t (σdV

t + (µ− r)dt)
=Zt
(
σ
(
CtH−1/2dWt + cΨ(2H − 1)t2H−2Mt1[,∞)(t)dt
)
+ (µ− r)dt
)
=Zt
(
σCtH−1/2dWt +
(
µ− r + σcΨ(2H − 1)t2H−2Mt1[,∞)(t)
)
dt
)
=σCtH−1/2Zt
(
dWt +
(
µ− r
σC
t1/2−H +
cΨ(2H − 1)Mt1[,∞)(t)
C
tH−3/2
)
dt
)
.
Let
γt = At
1/2−H +BtH−3/2Mt1[,∞)(t), (15)
where
A =
µ− r
σC
and B =
cΨ(2H − 1)
C
. (16)
In order to employ Girsanov’s Theorem, we first verify Novikov’s Condition (see [9]), which will be
satisfied for restricted values of . This restriction is discussed following the proof.
Proposition 3.6. For γt as defined in (15) and for  > e
−1
2B2cM T ,
E
[
exp
(
1
2
∫ t
0
γ2s ds
)]
<∞,
for all 0 < t ≤ T .
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Proof. By the Cauchy-Schwarz inequality, we have
E
[
exp
(
1
2
∫ t
0
γ2s ds
)]
=E
[
exp
(
1
2
∫ t
0
(As1/2−H +BsH−3/2Ms1[,∞)(s))2 ds
)]
=e
A2t2−2H
2(2−2H) E
[
exp
(
AB
∫ t
0
s−1Ms1[,∞)(s) ds
)
exp
(
1
2
B2
∫ t
0
s2H−3M2s1[,∞)(s) ds
)]
≤eA
2t2−2H
2(2−2H)
(
E
[
exp
(
2AB
∫ t

s−1Ms ds
)])1/2(
E
[
exp
(
B2
∫ t

s2H−3M2s ds
)])1/2
.
Note that we can use the moment generating function of the Gaussian random variable
∫ t

s−1Ms ds to show
that the first term is finite. To show that the last term is finite, first note that for k ≥ 1 and (Bt)t∈[0,∞) a
Brownian motion process,∫ cM t2−2H
cM 2−2H
r−2E
[
B2kr
]1/k
dr =
∫ cM t2−2H
cM 2−2H
r−2
(
2kΓ(k + 1/2)√
pi
rk
)1/k
dr
=
2Γ(k + 1/2)1/k(2− 2H)
pi1/2k
ln
(
t

)
.
(17)
By the Time-Change for Martingales (see [9, p 174,Thm 4.6]) and 2.4, we can writeMt asB<M>t = BcM t2−2H
for any t ≥ 0, where (Bt)t∈[0,∞) is a Brownian motion process adapted to (Ft)t∈[0,∞). Note that the notation
Bt used in this proof is unrelated to the bond price process of the same name, used outside of Section 3.1.
Using the Taylor expansion of f(x) = ex along with this time change, we have
E
[
exp
(
B2
∫ t

s2H−3M2s ds
)]
=E
[
exp
(
B2
∫ t

s2H−3B2cMs2−2H ds
)]
=E
[
exp
(
B2cM
∫ t

s2H−3B2s2−2H ds
)]
=E
 ∞∑
k=0
1
k!
(
B2cM
2− 2H
∫ t2−2H
2−2H
r−2B2r dr
)k .
Then using Cauchy-Schwarz inequality, we have
E
 ∞∑
k=0
1
k!
(
B2cM
2− 2H
∫ t2−2H
2−2H
r−2B2r dr
)k
=
∞∑
k=0
(B2cM )
k
(2− 2H)kk!
∫ t2−2H
2−2H
. . .
∫ t2−2H
2−2H
r−21 . . . r
−2
k E
[
B2r1 . . . B
2
rk
]
dr1 . . . drk
≤1 +
∞∑
k=1
(B2cM )
k
(2− 2H)kk!
∫ t2−2H
2−2H
. . .
∫ t2−2H
2−2H
r−21 . . . r
−2
k
× E [B2kr1 ]1/k . . .E [B2krk ]1/k dr1 . . . drk
=1 +
∞∑
k=1
(B2cM )
k
(2− 2H)kk!
(∫ t2−2H
2−2H
r−2E
[
B2kr
]1/k
dr
)k
.
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Finally, by (17), we have
1 +
∞∑
k=1
(B2cM )
k
(2− 2H)kk!
(∫ t2−2H
2−2H
r−2E
[
B2kr
]1/k
dr
)k
=1 +
1√
pi
∞∑
k=1
(2B2cM )
kΓ(k + 1/2)
k!
(
ln
(
t

))k
≤1 + 1√
pi
∞∑
k=1
(2B2cM )
kΓ(k + 1)
k!
(
ln
(
t

))k
=1 +
1√
pi
∞∑
k=1
(
2B2cM ln
(
t

))k
.
This series converges when ∣∣∣∣2B2cM ln( t
)∣∣∣∣ < 1,
or when
te
−1
2B2cM <  < te
1
2B2cM ,
in which case E
[
exp
(
1
2
∫ t
0
γ2s ds
)]
<∞.
The right-hand inequality is irrelevant since te
1
2B2cM > t and we intend for  to be small. The left-hand
inequality,  > te
−1
2B2cM , has more important implications. To further consider this restriction on , set
δ(H) = e
−1
2B2cM .
A graph of H → δ(H) is illustrated in Figure 2. We do expect 3.6 to be satisfied for any  > 0 since
Figure 2: Graph of δ(H).
intuitively, the Brownian motion process Bt behaves like
√
t and the second term can be approximated
(non-rigorously) by
exp
(
B2cM
∫ t

s−1 ds
)
<∞,
however a rigorous proof of the theorem for any  > 0 remains a work in progress.
By Girsanov’s Theorem (see [14, Ch 8, Thm 1.4]), there exists a measure Q equivalent to our original
measure P such that
dW t = dWt + γtdt
= dWt +
(
At1/2−H +BtH−3/2Mt1[,∞)(t)
)
dt
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is a Brownian motion process under Q. Therefore,
dZt = σCt
H−1/2Zt
(
dWt +
(
At1/2−H +BtH−3/2Mt1[,∞)(t)
)
dt
)
= σCtH−1/2ZtdW

t
is a Martingale process under Q. Note that under the measure Q, we have
Zt = S0 exp
{
σC
∫ t
0
sH−1/2dW s −
C2σ2
4H
t2H
}
and similarly,
St = S0 exp
{
rt+ σC
∫ t
0
sH−1/2dW s −
C2σ2
4H
t2H
}
. (18)
Finally,
EQ [St ] = EQ
[
S0 exp
{
rt+ σC
∫ t
0
sH−1/2dW s −
C2σ2
4H
t2H
}]
= S0e
rt,
using Itoˆ Isometry and the moment generating function. Therefore Q is in fact a risk-neutral measure.
3.2 Option pricing
Let F (T ) be the payoff of an option on an asset with price (St )t∈[0,T ] for some  > δ(H)T at time T > 0.
Note that we assume that the underlying stock price follows (St ), NOT the original stock price process (St).
Define
Et = EQ(B−1T F |FHt ).
Then by the Martingale Representation Theorem (see [17]), there exists an adapted process (φt)t∈[0,T ] such
that
dEt = φtdZ

t .
For each  > δ(H)T , we get a ∆-hedging portfolio given by (φt, ψt)t∈[0,T ], where φt is the number of shares
of the risky asset and ψt = Et− φtZt is the number of shares of the bond at time t. It can be easily verified
that the portfolio is self-financing and replicating under the modified stock price process (St ). Then by the
standard no-arbitrage argument (see, for instance, [17]), the value of the option is equal to the value of the
portfolio at every time t ∈ [0, T ], given by
Ft = φtS

t + ψtBt
= BtEQ(B−1T F |Ft).
(19)
Furthermore, we can find the corresponding Black-Scholes partial differential equation:
Proposition 3.7. Consider an option with underlying stock price (St )t∈[0,∞) as defined in (13) that has
payoff F at time T > 0. The value of the option at time t ∈ [0, T ] is given by ct = f(St , t), where f(x, t) is
the solution to the partial differential equation
rf(x, t) = rxfx(x, t) + ft(x, t) +
1
2
σ2C2t2H−1x2fxx(x, t)
with terminal condition f(x, T ) = F .
Proof. The underlying stock price process (St )t∈[0,∞) satisfies, by (13) and 3.2,
dSt = α(t)S

tdt+ σCt
H−1/2StdWt,
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where α(t) = µ+ σcΨ(2H − 1)t2H−2Mt1[,∞)(t). Then using Itoˆ’s formula, we have
df(St , t) =fx(S

t , t)dS

t + ft(S

t , t) +
1
2
fxx(S

t , t)(dS

t )
2
=fx(S

t , t)
(
α(t)Stdt+ σCt
H−1/2StdWt
)
+ ft(S

t , t)
+
1
2
σ2C2t2H−1(St )
2fxx(S

t , t)dt
=α(t)Stfx(S

t , t)dt+ σCt
H−1/2Stfx(S

t , t)dWt + ft(S

t , t)
+
1
2
σ2C2t2H−1(St )
2fxx(S

t , t)dt.
(20)
Since the hedging portfolio (φt, ψt) is self-financing and replicates the value of the option at every time
t ∈ [0, T ], we also have
df(St , t) =φtdS

t + ψtdBt
=φt
(
α(t)Stdt+ σCt
H−1/2StdWt
)
+ ψtrBtdt
=φtα(t)S

tdt+ φtσCt
H−1/2StdWt + r (f(S

t , t)− φtSt ) dt,
(21)
where (Bt)t∈[0,∞) is the bond price process. Setting equations (20) and (21) equal gives(
σCtH−1/2Stfx(S

t , t)− φtσCtH−1/2St
)
dWt
=
(
φtα(t)S

t + ψtrBt − α(t)Stfx(St , t)− ft(St , t)−
1
2
σ2C2t2H−1(St )
2fxx(S

t , t)
)
dt
Since the left-hand side of this equation is a martingale process and the right-hand side is not, they must both
be equal to zero almost surely. Therefore, the number of shares of the underlying stock in the replicating
portfolio (φt)t∈[0,T ] satisfies
φt = fx(S

t , t)
and finally,
rf(x, t) = rxfx(x, t) + ft(x, t) +
1
2
σ2C2t2H−1x2fxx(x, t)
as required.
3.3 Computation of a call option price
The payoff F of a call option on a risky asset with price (St )t∈[0,T ] that has strike price K and expiration T
is given by
F = (ST −K)+.
Suppose also that we have a risk-free interest rate r. Therefore by (19) and (18), we have
Ft = BtEQ(B−1T F |Ft)
= BtEQ(B−1T (S

T −K)+|Ft)
= BtEQ
(
B−1T
(
St
ST
St
−K
)+∣∣∣∣∣Ft
)
= e−r(T−t)EQ
((
Ste
r(T−t)+σC ∫ T
t
sH−1/2dW s− 12σ2C2
(
T2H−t2H
2H
)
−K
)+∣∣∣∣∣Ft
)
.
Since St is measurable with respect to Ft, fix x = St . Then since
∫ T
t
sH−1/2dW s is independent of Ft, we
have
Ft =e
−r(T−t)EQ
((
xe
r(T−t)+σC ∫ T
t
sH−1/2dW s− 12σ2C2
(
T2H−t2H
2H
)
−K
)+∣∣∣∣∣x = St
)
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Since
∫ T
t
sH−1/2dW s is a centered Gaussian random variable with variance
T 2H−t2H
2H , we have
Ft = e
−r(T−t) 1√
2pi
∫ ∞
−∞
(
Ste
r(T−t)+σC
√
T2H−t2H
2H z− 12σ2C2
(
T2H−t2H
2H
)
−K
)+
e−
1
2 z
2
dz,
where Z is a standard normal random variable. We have
Ste
r(T−t)+σC
√
T2H−t2H
2H z− 12σ2C2
(
T2H−t2H
2H
)
−K ≥ 0
when
z ≥ d1 :=
ln
(
K
St
)
− r(T − t) + 12σ2C2
(
T 2H−t2H
2H
)
σC
√
T 2H−t2H
2H
,
and therefore
Ft = e
−r(T−t) 1√
2pi
∫ ∞
d1
(
Ste
r(T−t)+σC
√
T2H−t2H
2H z− 12σ2C2
(
T2H−t2H
2H
)
−K
)
e−
1
2 z
2
dz
= St
1√
2pi
∫ ∞
d1
e
− 12
(
z−σC
√
T2H−t2H
2H
)2
dz −Ke−r(T−t) 1√
2pi
∫ ∞
d1
e−
1
2 z
2
dz
= StΦ
(
σC
√
T 2H − t2H
2H
− d1
)
−Ke−r(T−t)Φ(−d1).
We observe that when H = 1/2, this formula is consistent with the original Black-Scholes call option price.
4 Parameter estimation techniques
In both the original Black-Scholes model, its analogue with fractional Brownian motion, and now the model
with the Dobric´-Ojeda process as the driving noise for the stock price process, we assume that the stock
price parameters µ, σ, and H (drift, volatility, and Hurst index, respectively) are constant for t ∈ [0, T ]. In
this section we discuss two methods for estimating these parameters based on historical stock price data.
4.1 Ratio method with Ergodic Theory
First, we examine a parameter estimation technique developed in [15]. In order to employ this technique,
we will assume that the Hurst index H of the stock price following a geometric Dobric´-Ojeda process is
the same parameter H of the corresponding geometric fractional Brownian motion process, i.e. we assume
that HZH = HV H . We justify this assumption by noting that the processes (ZH(t)) and (VH(t)) behave
similarly, with less than 12% relative error, as discussed in Section 1. Under this assumption, we can employ
the stationary and ergodic properties of the increments of fractional Brownian motion in a ratio method for
estimating H.
Define the shift transformation τ on a stochastic process {Y (t)}t≥0 by (Y ◦τ)(t) = Y (t+∆t)−Y (∆t) for
some small fixed ∆t. Next define the sequence of random variables {Xm}m∈Z+ by Xm = ZH ◦τm, where ZH
is a fractional Brownian motion process. The process ZH is invariant in law with respect to a shift τ in time,
since (ZH ◦ τm)(t) = ZH(t+m∆t)− ZH(m∆t) and fractional Brownian motion has stationary increments.
Thus the sequence {Xm} is ergodic.
Therefore, by the ergodic theorem (see [5, p 337,Thm 2.1]), the sum of increments of fractional Brownian
motion converge to their mean, 0, and the sum of squared increments of fractional Brownian motion converge
to their second moment. We will use this fact to estimate the parameters µ, σ, and H.
Suppose that si is the observed price of the underlying stock at time ti =
iT
n , for i = 0, . . . , n. Note that
the time between each observation, ∆t = Tn , is fixed. For example, si may be daily closing prices. Without
loss of generality, assume that the stock does not pay dividends during the interval [0, T ]. Otherwise use the
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adjusted stock price. Define the log returns yi = ln
si
si−1
for i = 1, . . . , n. Then under the assumption that
the stock price follows a geometric fractional Brownian motion process as in (2), set
yi = µ∆t+ σ(ZH(ti)− ZH(ti−1))− 1
2
σ2(t2Hi − t2Hi−1).
Then we have
1
n
n∑
i=1
1
2
σ2(t2Hi − t2Hi−1) =
σ2
2n
(
T
n
)2H n∑
i=1
(i2H − (i− 1)2H)
=
Hσ2
n
(
T
n
)2H n∑
i=1
(x∗i )
2H−1,
(22)
for some x∗i ∈ [i− 1, i], i = 1, . . . , n. Since x
∗
i
n ∈ [ i−1n , in ], we can rearrange to achieve a Riemann sum:
Hσ2T 2H
n
n∑
i=1
(
x∗i
n
)2H−1
1
n
(23)
The sum converges to
∫ 1
0
x2H−1 dx = 12H as n → ∞ and thus equation (23) converges to 0 as n → ∞. By
using the ergodic property of (ZH(t)), we have
1
n
n∑
i=1
(ZH(ti)− ZH(ti−1))→ E(ZH(t1)− ZH(t0)) = 0 a.s. (24)
and so
1
n
n∑
i=1
yi = µ∆t+
σ
n
n∑
i=1
(ZH(ti)− ZH(ti−1))− 1
n
n∑
i=1
1
2
σ2(t2Hi − t2Hi−1)→ µ∆t.
Therefore we will estimate the drift µ for n sufficiently large by
µ ≈ µˆ = 1
∆t
1
n
n∑
i=1
yi.
Since it remains to estimate both the volatility σ and the Hurst index H, we will use a ratio of second
moments to estimate H first, as in [15]. Using the previously computed estimator µˆ, let
SS1 :=
1
n
n∑
i=1
(yi − µˆ∆t)2
=
1
n
n∑
i=1
(
σ(ZH(ti)− ZH(ti−1))− 1
2
σ2(t2Hi − t2Hi−1)
)2
=
σ2
n
n∑
i=1
(ZH(ti)− ZH(ti−1))2 − σ
3
n
n∑
i=1
(ZH(ti)− ZH(ti−1)(t2Hi − t2Hi−1)
+
σ4
4n
n∑
i=1
(t2Hi − t2Hi−1)2
−→σ2(∆t)2H .
The first term converges to σ2(∆t)2H as n → ∞ since by the ergodic theorem, 1/n times the sum of the
squared increments of ZH converges to the increments’ second moment. The third term converges to 0 since
as shown in (22) and (23), the function f(x) = x2H has finite variation so it must have quadratic variation 0.
The second term converges to 0 since by the Cauchy-Schwarz inequality, it can be written as the square root
of the product of the first and third terms. To achieve a ratio for our estimator, we define SS2 by sampling
half as many points as in SS1: Let
SS2 :=
1
bn/2c
bn/2c∑
i=1
(
ln
s2i
s2i−1
− µˆ(2∆t)
)2
→ σ2(2∆t)2H ,
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by the same computation as in SS1, above. Then since all convergence is almost sure, we can take the
quotient:
SS1
SS2
→
(
1
4
)H
and thus estimate the Hurst index H by
H ≈ Hˆ = log4
(
SS1
SS2
)
.
Finally, we can use µˆ and Hˆ to estimate the volatility σ:
σ2 ≈ σˆ2 = 1
(∆t)2Hˆ
1
n
n∑
i=1
(yi − µˆ∆t)2.
4.2 Parameter estimation using quadratic variation
Next we relax the assumption that the parameters of the Dobric´-Ojeda model are necessarily equal to the
parameters of the fractional Brownian motion model, i.e. that HZH = HV H . We aim to estimate H and σ
using properties of the modified Dobric´-Ojeda process. (The drift µ plays no role in pricing an option so we
omit its estimation.) Unlike fractional Brownian motion, the modified Dobric´-Ojeda process does not have
ergodic increments so we cannot use the technique described in Section 4.1. Therefore, we propose the use
of quadratic variation to estimate parameters in this model.
4.2.1 Almost-sure convergence of the quadratic variation
First, recall the definition of quadratic variation:
Definition 4.1. Let f(t) be a function defined on the interval [t0, T ]. The quadratic variation of f from
time t0 to time T , [f, f ]t0 T , is defined as
[f, f ]t0 T = lim||Πn||→0
n∑
j=1
(f(tj)− f(tj−1))2
where Πn = {t0, t1, . . . , tn}, t0 < t1 < . . . < tn = T and ||Πn|| = maxj=1,...,n(tj − tj−1).
As shown in 2.6 and Proposition 3.4, the quadratic variation of both the original Dobric´-Ojeda process
(VH(t)) and the modified Dobric´-Ojeda process (V

H(t)) are given by
I := [V H , V

H ]t0 T =
C2
2H
(T 2H − t2H0 ).
We use the following theorem to construct a parameter technique that uses the quadratic variation of (V H(t)).
We will prove convergence in L2, where the L2 norm, || · ||2 is given by
||X||2 =
√
E[X2],
and also almost sure convergence, which will allow us to use another ratio method to estimate the Hurst
index, H. We require a sampling rate strictly greater than n in order to ensure almost sure convergence.
Theorem 4.2. Let ti =
iT
bn1+δc , i = i0, ..., bn1+δc , i0 = t0bn
1+δc
T , be a sequence of partitions of [t0, T ] for
some δ > 0 and Vt = VH(t) as defined in (5). Then
lim
n→∞
∣∣∣∣∣
∣∣∣∣∣
n∑
i=i0
(∆Vti)
2 − I
∣∣∣∣∣
∣∣∣∣∣
2
= 0
18
and
lim
n→∞
bn1+δc∑
i=i0
(∆Vti)
2 = I a.s.
where ∆Vti = Vti − Vti−1 .
To achieve almost sure convergence, we need to sample at a rate strictly greater than n, or bn1+δc, for
δ > 0. In practice, this only impacts the precision of our estimator. Please see Item 3 for proof of 4.2.
Corollary 4.3. The sample quadratic variation of the modified Dobric´-Ojeda process (V t ) converges in L
2
and almost surely to I = C
2
2H (T
2H − t2H0 ).
Proof. As the only modification to the original Dobric´-Ojeda process is in the drift term and the drift term
does not impact quadratic variation, the quadratic variation remains unchanged.
Now we define the log of the stock price process, Xt = ln(S

t ). Then we also have convergence of the
quadratic variation of Xt:
Corollary 4.4. The sample quadratic variation of the log stock price process (Xt) converges in L
2 and
almost surely to C
2σ2
2H (T
2H − t2H0 ).
Proof. As in (14), we can write Xt as
Xt = ln(S

t ) = µt+ σV

t −
C2σ2
4H
t2H
and again, since the only difference between Xt and V

t is in the drift, the quadratic variation is simply
σ2I.
4.2.2 Ratio method with quadratic variation
As in Section 4.1, suppose we have m = bn1+δc equally time-spaced observations of the stock price process
(St ), called si, observed at time ti =
iT
m , i = 0, . . . ,m. Let ∆t =
T
m . Again, assume that the stock price does
not pay dividends during this interval and define the log returns yi = ln
si
si−1
for i = 1, . . . ,m. We assume
the stock price process follows a geometric Dobric´-Ojeda process, as detailed in Section 3, where we have
St = S0 exp
{
rt+ σC
∫ t
0
sH−1/2dW s −
σ2C2
2(2H)
t2H
}
.
Assume
yi = µ∆t+ σ(V

H(ti)− V H(ti−1))−
1
2
σ2
C2
2H
(t2Hi − t2Hi−1).
By 4.4, we have
m∑
i=1
y2i → σ2
C2
2H
T 2H
and similarly, the sample quadratic variation of half of the sample path converges:
bm/2c∑
i=1
y2i → σ2
C2
2H
(
T
2
)2H
.
Therefore, since this convergence is almost sure, we can use a ratio of quadratic variations method to estimate
the parameter H: ∑bm/2c
i=1 y
2
i∑m
i=1 y
2
i
→ σ
2 C2
2H
(
T
2
)2H
σ2 C
2
2HT
2H
=
(
1
4
)H
.
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Therefore for m sufficiently large, we will estimate the Hurst index H by
H ≈ Hˆ = log4
(∑bm/2c
i=1 y
2
i∑m
i=1 y
2
i
)
.
Finally, we can use the estimator Hˆ to obtain an estimate for the volatility σ:
σ2 ≈ σˆ2 = 2
CHˆT 2Hˆ
m∑
i=1
y2i .
5 Simulation and case study
We conclude the development of this model with a brief mention of simulation and finally computation of
the value of a European call option using historical stock price data.
5.1 Simulation
Using the Itoˆ diffusion representation of the Dobric´-Ojeda process given in 2.5, we can use a sequence of i.i.d.
standard normal random variables in order to simulate a discretized Dobric´-Ojeda sample path, assuming
that VH(0) = 0. More specifically, if {Xi}i=1,...,n is a sequence of i.i.d. standard normal random variables,
then we simulate increments ∆MH(ti) of the martingale process by
∆MH(ti) =
√
cM (2− 2H)t1/2−Hi
√
∆tXi.
We sum the increments ∆MH(ti) and multiply by the deterministic function ΨH(t) to simulate a sample
path of VH(t).
To describe implementation of the model, we price a historical European call option and compare this
price with the actual trading price along with prices computed using the original Black-Scholes model and
the model using fractional Brownian motion as its driving process, as developed by Hu and Oksendal [7] and
Sottinen [18].
5.2 Case study: AAL
We consider a call option on American Airlines stock (AAL) with strike price K = 38 and expiration
November 22, 2014. For each day beginning March 27, 2014 and ending October 15, 2014, we estimate H
and σ using the previous 62 consecutive daily AAL closing prices. Figure 3 shows the daily closing price for
the stock over this time period. For each day, we compute 3 estimations for the parameters: 1. assuming
Figure 3: Graph of AAL daily closing prices.
the stock price follows a geometric Brownian motion process and using standard Black-Scholes techniques;
2. assuming the stock price follows a geometric fractional Brownian motion process and using a ratio of
second moments as detailed in Section 4.1; 3. assuming the stock price follows a geometric Dobric´-Ojeda
process and using a ratio of quadratic variations, as detailed in Section 4.2. The latter two rolling estimates
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Figure 4: Graph of rolling H estimates.
for H are shown in Figure 4. One immediate observation is that the estimate of H using quadratic variation
is extremely sensitive to large changes in the log return of the underlying stock. We also notice that the
estimates for H are in both cases often significantly lower than 0.6, our market-wide expected H estimate
discussed in Section 1. These observations lead us to believe that H varies both over time and over stock
selection. Next we compute the option price using the three competing models and their respective parameter
estimation techniques and compare these prices to the actual trading price of the stock at market close each
day. The results are shown in Figure 5.
Figure 5: Graph of computed option prices.
5.3 Case study: BAC
We consider a call option on Bank of America stock (BAC) with strike price K = 17 and expiration October
18, 2014. For each day beginning June 23, 2014 and ending October 15, 2014, we estimate H and σ using the
previous 62 consecutive daily BAC closing prices. Figure 6 shows the daily closing price for the stock over
this time period. All estimators are computed as in Section 5.2. The two rolling estimates of H are shown
Figure 6: Graph of BAC daily closing prices.
in Figure 7. We notice that when the H estimates using fractional Brownian motion and the Dobric´-Ojeda
process are similar, the two models’ computed option prices are also similar, as expected. We also notice
that when our ratio of quadratic variations method yields a lower value of H, the Dobric´-Ojeda option price
21
Figure 7: Graph of rolling H estimates.
is more accurate with respect to the actual trading price of the option than both the Black-Scholes price
and the fractional Brownian motion price using a higher H parameter. Next we compute the option price
using the three competing models and their respective parameter estimation techniques and compare these
prices to the actual trading price of the stock at market close each day. The results are shown in Figure 8.
Figure 8: Graph of computed option prices.
In general, when the quadratic variation method yields a higher value for H, the Dobric´-Ojeda model
correspondingly overestimates the option price. However, when the H estimate using VH(t) is lower than
expected, this model outperforms the others in approximating the actual trading price of the option. We also
notice (less surprisingly) that the Black-Scholes price is fairly similar to the option’s trading price. A more
accurate method of testing the various models would be in building competing virtual historical portfolios
and considering their performance.
A Proof of 4.2
We will utilize the following lemma in the proof of 4.2.
Lemma A.1. For
I∗ = C2
bn1+δc∑
i=i0
t2H−1i ∆t, (25)
where ∆t = ti − ti−1, we have
lim
n→∞ I
∗ = I a.s.
Proof. We have
I =
∫ t
t0
C2s2H−1ds = lim
n→∞
bn1+δc∑
i=i0
C2t2H−1i ∆t,
by the definition of a definite Riemann integral.
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Proof of 4.2. Let m = bn1+δc. By the triangle inequality,∣∣∣∣∣
∣∣∣∣∣
m∑
i=i0
(∆Vti)
2 − I
∣∣∣∣∣
∣∣∣∣∣
2
≤
∣∣∣∣∣
∣∣∣∣∣
m∑
i=i0
(∆Vti)
2 − I∗
∣∣∣∣∣
∣∣∣∣∣
2
+ ||I∗ − I||2
and so by A.1, it suffices to show that
∣∣∣∣∣∣∣∣ m∑
i=i0
(∆Vti)
2 − I∗
∣∣∣∣∣∣∣∣
2
−→ 0. We have, by (25),
I∗2 = C4
m∑
i=i0
m∑
j=i0
t2H−1i t
2H−1
j (∆t)
2.
We will need the approximations for Mt given in 2.3. Similarly, we can approximate ∆Ψti and (∆Ψti)
2:
∆Ψti = cΨ(t
2H−1
i − t2H−1i−1 ) ≈ cΨ(2H − 1)t2H−2i ∆t
and
(∆Ψti)
2 ≈ c2Ψ(2H − 1)2t4H−4i (∆t)2.
Then we have∣∣∣∣∣
∣∣∣∣∣
m∑
i=i0
(∆Vti)
2 − I∗
∣∣∣∣∣
∣∣∣∣∣
2
2
= E
 m∑
i=i0
m∑
j=i0
(∆Vti)
2(∆Vtj )
2
− 2I∗E[ m∑
i=i0
(∆Vti)
2
]
+ I∗2. (26)
Note that we can write (∆Vti)
2 as
(Ψti∆Mti + ∆ΨtiMti−1)
2 = (∆Ψti)
2M2ti−1 + 2∆ΨtiMti−1Ψti∆Mti + Ψ
2
ti(∆Mti)
2,
so the last two terms of (26) give
− 2I∗E
[
m∑
i=i0
(∆Vti)
2
]
+ I∗2
=− 2C2
m∑
j=i0
t2H−1j ∆t
m∑
i=i0
(
(∆Ψti)
2E[M2ti−1 ] + 2∆ΨtiΨtiE[Mti−1∆Mti ] + Ψ
2
tiE[(∆Mti)
2]
)
+ C4
m∑
i=i0
m∑
j=i0
t2H−1i t
2H−1
j ∆t
2.
Using the above estimations, this is approximately equal to
−2C2
m∑
j=i0
t2H−1j ∆t
m∑
i=i0
(
cMc
2
Ψ(2H − 1)2t4H−4i (∆t)2t2−2Hi
+ cM (2− 2H)c2Ψt4H−2i t1−2Hi ∆t
)
+ C4
m∑
i=i0
m∑
j=i0
t2H−1i t
2H−1
j (∆t)
2
=
m∑
j=i0
m∑
i=i0
(−2C2cMc2Ψ(2H − 1)2t2H−2i t2H−1j (∆t)3 − C4t2H−1i t2H−1j (∆t)2) .
(27)
We will see that the first term of (27) converges and the second term,
−
∑∑
C4t2H−1i t
2H−1
j (∆t)
2,
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is canceled by another term. The first term of (26) is slightly less enjoyable to compute:
m∑
i=i0
m∑
j=i0
E[(∆Vti)2(∆Vtj )2]
=
m∑
i=i0
m∑
j=i0
E[((∆Ψti)2M2ti−1 + 2∆ΨtiMti−1Ψti∆Mti + Ψ
2
ti(∆Mti)
2)
· ((∆Ψtj )2M2tj−1 + 2∆ΨtjMtj−1Ψtj∆Mtj + Ψ2tj (∆Mtj )2)]
=
m∑
i=i0
m∑
j=i0
[
(∆Ψti)
2(∆Ψtj )
2E[M2ti−1M
2
tj−1 ] + 2(∆Ψti)
2∆ΨtjΨtjE[M2ti−1Mtj−1∆Mtj ]
+ (∆Ψti)
2Ψ2tjE[M
2
ti−1(∆Mtj )
2] + 2∆ΨtiΨti(∆Ψtj )
2E[Mti−1∆MtiM2tj−1 ]
+ 4∆ΨtiΨti∆ΨtjΨtjE[Mti−1∆MtiMtj−1∆Mtj ]
+ 2∆ΨtiΨtiΨ
2
tjE[Mti−1∆Mti(∆Mtj )
2]
+ Ψ2ti(∆Ψtj )
2E[(∆Mti)2M2tj−1 ] + 2Ψ
2
ti∆ΨtjΨtjE[(∆Mti)
2Mtj−1∆Mtj ]
+ Ψ2tiΨ
2
tjE[(∆Mti)
2(∆Mtj )
2]
]
.
By symmetry, this is equal to
2
m∑
i=i0
∑
i<j
[
(∆Ψti)
2(∆Ψtj )
2E[M2ti−1M
2
tj−1 ] + 2(∆Ψti)
2∆ΨtjΨtjE[M2ti−1Mtj−1∆Mtj ]
+ (∆Ψti)
2Ψ2tjE[M
2
ti−1(∆Mtj )
2] + 2∆ΨtiΨti(∆Ψtj )
2E[Mti−1∆MtiM2tj−1 ]
+ 4∆ΨtiΨti∆ΨtjΨtjE[Mti−1∆MtiMtj−1∆Mtj ] + 2∆ΨtiΨtiΨ2tjE[Mti−1∆Mti(∆Mtj )
2]
+ Ψ2ti(∆Ψtj )
2E[(∆Mti)2M2tj−1 ] + 2Ψ
2
ti∆ΨtjΨtjE[(∆Mti)
2Mtj−1∆Mtj ]
+ Ψ2tiΨ
2
tjE[(∆Mti)
2(∆Mtj )
2]
]
+
m∑
i=i0
[
(∆Ψti)
4E[M4ti−1 ] + 4(∆Ψti)
3ΨtiE[M3ti−1∆Mti ]
+ 6(∆Ψti)
2Ψ2tiE[M
2
ti−1(∆Mti)
2] + 4∆ΨtiΨ
3
tiE[Mti−1(∆Mti)
3] + Ψ4tiE[(∆Mti)
4]
]
.
We generalize the cross terms as follows:
(∆Ψti)
βΨ4−βti E[M
β
ti−1(∆Mti)
4−β ],
for β = 1, 2, 3, 4. The only nonzero cross terms correspond to β = 0, 2, 4:
(∆Ψti)
4E[M4ti−1 ] ≈ c4ψ(2H − 1)4t8H−8i (∆t)4c2M t4−4Hi = c4Ψc2M (2H − 1)4t4H−4i (∆t)4,
6(∆Ψti)
2Ψ2tiE[M
2
ti−1(∆Mti)
2] ≈ 6c4Ψc2M (2H − 1)2(2− 2H)t4H−3i (∆t)3, and
Ψ4tiE[(∆Mti)
4] ≈ c4Ψc2M (2− 2H)2t4H−2i (∆t)2.
To see that each of these terms converges, we compute in general,
m∑
i=i0
t4H−Ki (∆ti)
K for K ≥ 2. Setting
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ti =
iT
m , we have
m∑
i=i0
t4H−Ki (∆t)
K =
(
T
m
)4H m∑
i=i0
i4H−K
=
(
T
m
)4H [
i4H−K0 +
m∑
i=i0+1
i4H−K
]
≤ ( Tm)4H [i4H−K0 + ∫ m
i0
x4H−K dx.
]
= T 4H
[(
t0
T
)4H−K
bn1+δcK +
1
4H−K+1
(
1
bn1+δcK−1 −
(
t0
T
)4H−K+1
bn1+δcK−1
)]
.
This converges strictly faster than 1n for all K ≥ 2. Note that if K = 2 and δ = 0, it only converges at a
rate of 1n . Thus we sample at a rate strictly faster than
1
n . Next we generalize the i < j terms:
E[Mα1ti−1M
α2
tj−1∆M
α3
ti ∆M
α4
tj ]
= E[Mα1ti−1((Mtj−1 −Mti) +Mti)α2∆Mα3ti ∆Mα4tj ]
= E[Mα1ti−1((Mtj−1 −Mti) + ∆Mti +Mti−1)α2∆Mα3ti ∆Mα4tj ]
Now we need cases:
1. If α2 = 2 then α4 = 0 and
E[Mα1ti−1((Mtj−1 −Mti) + ∆Mti +Mti−1)2∆Mα3ti ]
=E[Mα1ti−1∆M
α3
ti ((Mtj−1 −Mti)2 + ∆M2ti +M2ti−1
+ 2(Mtj−1 −Mti)∆Mti + 2(Mtj−1 −Mti)Mti−1 + 2∆MtiMti−1)]
=E[Mα1ti−1∆M
α3
ti (Mtj−1 −Mti)2] + E[Mα1ti−1∆Mα3+2ti ]
+ E[Mα1+2ti−1 ∆M
α3
ti ] + 2E[M
α1
ti−1∆M
α3+1
ti (Mtj−1 −Mti)]
+ 2E[Mα1+1ti−1 ∆M
α3
ti (Mtj−1 −Mti)] + 2E[Mα1+1ti−1 ∆Mα3+1ti ].
Using the independence of disjoint increments of (Mt) and then that (Mt) is centered, this is
E[Mα1ti−1 ]E[∆M
α3
ti ]E[(Mtj−1 −Mti)2] + E[Mα1ti−1 ]E[∆Mα3+2ti ]
+ E[Mα1+2ti−1 ]E[∆M
α3
ti ] + 2E[M
α1
ti−1 ]E[∆M
α3+1
ti ]E[Mtj−1 −Mti ]
+ 2E[Mα1+1ti−1 ]E[∆M
α3
ti ]E[Mtj−1 −Mti ] + 2E[Mα1+1ti−1 ]E[∆Mα3+1ti ]
=E[Mα1ti−1 ]E[∆M
α3
ti ]cM (t
2−2H
j−1 − t2−2Hi ) + E[Mα1ti−1 ]E[∆Mα3+2ti ]
+ E[Mα1+2ti−1 ]E[∆M
α3
ti ] + 2E[M
α1+1
ti−1 ]E[∆M
α3+1
ti ].
If α1 = α3 = 1 then we have
E[Mα1ti−1 ]E[∆M
α3
ti ]cM (t
2−2H
j−1 − t2−2Hi ) + E[Mα1ti−1 ]E[∆Mα3+2ti ]
+ E[Mα1+2ti−1 ]E[∆M
α3
ti ] + 2E[M
α1+1
ti−1 ]E[∆M
α3+1
ti ]
=2E[M2ti−1 ]E[∆M
2
ti ]
≈2c2M t2−2Hi (2− 2H)t1−2Hi ∆t
=2c2M (2− 2H)t3−4Hi ∆t.
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If α1 = 0 then α3 = 2 and then
E[Mα1ti−1 ]E[∆M
α3
ti ]cM (t
2−2H
j−1 − t2−2Hi ) + E[Mα1ti−1 ]E[∆Mα3+2ti ]
+ E[Mα1+2ti−1 ]E[∆M
α3
ti ] + 2E[M
α1+1
ti−1 ]E[∆M
α3+1
ti ]
≈c2M [(2− 2H)t1−2Hi ∆t(t2−2Hj − t2−2Hi ) + 3(2− 2H)2t2−4Hi ∆t2
+ (2− 2H)t3−4Hi ∆t]
=c2M [(2− 2H)t1−2Hi t2−2Hj ∆t+ 3(2− 2H)2t2−4Hi ∆t2].
Finally, if α1 = 2 and α3 = 0 then
E[Mα1ti−1 ]E[∆M
α3
ti ]cM (t
2−2H
j−1 − t2−2Hi ) + E[Mα1ti−1 ]E[∆Mα3+2ti ]
+ E[Mα1+2ti−1 ]E[∆M
α3
ti ] + 2E[M
α1+1
ti−1 ]E[∆M
α3+1
ti ]
≈c2M [t2−2Hi (t2−2Hj − t2−2Hi ) + t2−2Hi (2− 2H)t1−2Hi ∆t+ 3t4−4Hi ]
=c2M [t
2−2H
i t
2−2H
j + (2− 2H)t3−4Hi ∆t+ 2t4−4Hi ].
2. If α2 = 1 then
E[Mα1ti−1((Mtj−1 −Mti) + ∆Mti +Mti−1)∆Mα3ti ∆Mα4tj ]
=E[Mα1ti−1∆M
α3
ti ∆M
α4
tj (Mtj−1 −Mti) +Mα1ti−1∆Mα3ti ∆Mα4tj ∆Mti
+Mα1ti−1∆M
α3
ti ∆M
α4
tj Mti−1 ]
=E[Mα1ti−1 ]E[∆M
α3
ti ]E[Mtj−1 −Mti ]E[∆Mα4tj ]
+ E[Mα1ti−1 ]E[∆M
α3+1
ti ]E[∆M
α4
tj ] + E[M
α1+1
ti−1 ]E[∆M
α3
ti ]E[∆M
α4
tj ]
=E[Mα1ti−1 ]E[∆M
α3+1
ti ]E[∆M
α4
tj ] + E[M
α1+1
ti−1 ]E[∆M
α3
ti ]E[∆M
α4
tj ].
If α1 = 0 then α3 = 1 and α4 = 2 and we have
E[∆M2ti ]E[∆M
2
tj ] + E[Mti−1 ]E[∆Mti ]E[∆M
2
tj ] ≈ c2M (2− 2H)2t1−2Hi t1−2Hj ∆t2.
If α1 = 1 then α3 = α4 = 1 and we have
E[Mti−1 ]E[∆M2ti ]E[∆Mtj ] + E[M
2
ti−1 ]E[∆Mti ]E[∆Mtj ] = 0.
Finally, if α1 = 2 then α3 = 0 and α4 = 1 and we have
E[M2ti−1 ]E[∆Mti ]E[∆Mtj ] + E[M
3
ti−1 ]E[∆Mtj ] = 0.
3. If α2 = 0 then α4 = 2 and we have
E[Mα1ti−1∆M
α3
ti ∆M
2
tj ] = E[M
α1
ti−1 ]E[∆M
α3
ti ]E[∆M
2
tj ]
and so if α1 = 0 then α3 = 2 and we have
E[∆M2ti ]E[∆M
2
tj ] ≈ c2M (2− 2H)2t1−2Hi t1−2Hj ∆t2.
If α1 = 1 then α3 = 1 and we have
E[Mti−1 ]E[∆Mti ]E[∆M2tj ] = 0.
Finally, if α1 = 2 then α3 = 0 and
E[M2ti−1 ]E[∆M
2
tj ] ≈ c2M (2− 2H)t2−2Hi t1−2Hj ∆t.
26
After incorporating the Ψt terms, one term emerges to cancel with the term
C4
∑∑
t2H−1i t
2H−1
j (∆t)
2
in (27). Otherwise, all remaining terms are of the form∑∑
t2H−Mi t
2H−N
j (∆t)
M+N ,
for combinations of N,M ∈ {1, 2} except M = N = 1. For terms of this form, setting ti = iTm and tj = jTm ,
we have
m∑
i=i0
m∑
j=i+1
t2H−Mi t
2H−N
j (∆t)
M+N
=
(
T
m
)4H m∑
i=i0
i2H−M
m∑
j=i+1
j2H−N
≤ ( Tm)4H m∑
i=i0
i2H−M
∫ m
i
x2H−N dx.
= T
4H
2H−N+1
[
1
m2H+N−1
m∑
i=i0
i2H−M − 1
m4H
m∑
i=i0
i4H−N−M+1
]
≈ T 4H2H−N+1
[
1
m2H+N−1
[
i2H−M0 +
∫ m
i0
x2H−M dx
]
− 1
m4H
[
i4H−M−N+10 +
∫ m
i0
x4H−N−M+1 dx
]]
.
= T
4H
2H−N+1
[(
t0
T
)2H−M
mM+N−1
+ 12H−M+1
(
1
mM+N−2
−
(
t0
T
)2H−M+1
mM+N−2
)
−
(
t0
T
)4H−M−N+1
mM+N−1
− 14H−M−N+2
(
1
mM+N−2
−
(
t0
T
)4H−M−N+2
mM+N−2
)]
.
This converges strictly faster than 1n for all N,M ∈ {1, 2}, excluding M = N = 1, as required. Therefore
we have proven that ∣∣∣∣∣
∣∣∣∣∣
m∑
i=i0
(∆Vti)
2 − I∗
∣∣∣∣∣
∣∣∣∣∣
2
2
as given in (26), is strictly summable and therefore by Chebyshev’s inequality, for any  > 0,
∞∑
n=1
P
(∣∣∣∣∣
n∑
i=1
(∆Vti)
2 − I∗
∣∣∣∣∣ > 
)
≤
∞∑
n=1
1
2
∣∣∣∣∣
∣∣∣∣∣
m∑
i=i0
(∆Vti)
2 − I∗
∣∣∣∣∣
∣∣∣∣∣
2
2
<∞.
Finally, by the Borel-Cantelli Lemma,
lim
n→∞
n∑
i=1
(∆Vti)
2
= I∗
almost surely.
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