Various interferometric methods can be used for testing aspheric surfaces with high accuracy. Using a partially compensating lens in a Twyman-Green arrangement together with a computer-generated hologram instead of a null corrector gives great flexibility. For quantitative analysis a high-resolution automatic fringe analysis is necessary. The interferometric arrangement and the setup for the interferogram data acquisition are described along with different algorithms for calculating the wave front data. Tilt and decentering of the aspheric surface and the synthetic hologram as well as the actual aspherical parameters can be derived from the calculated wave front using Zernike polynomials to communicate with a ray tracing program. For small adjustment and shape errors the linearity will hold, leading to fast correction and numerical compensation of their effects on the surface error. The method is verified by several examples. Experimental results agree with the proposed model.
Introduction
Aspheric surfaces will be used more frequently when manufacturing and testing in industrial environments can be improved. In addition to a point by point analysis with optical, mechanical, or inductive testers, interferometric techniques are frequently used leading to faster and more accurate results of the test surface's shape error. Many different interferometric methods are used such as testing the complete optical system or using a null corrector in the test arm of a TwymanGreen interferometer to compensate the asphericity of the surface under test. Shearing interferometry or holography, where a hologram of a master surface serves as a reference, also is among the techniques used.
A promising method is the use of computer-generated holograms (CGHs) together with a partially compensating lens to compare the wave front of an aspheric test surface to a perfect one generated by a synthetic hologram in a two-beam interferometer. Alternatively, the aspheric wave front can be used to reconstruct a plane wave front modulated with the surface errors which in turn are compared with a perfect reference wave.
A CGH can be used for testing a wide range of aspheric surfaces with high accuracy leading to an absolute measure of the surface errors. By contrast, in a relative test a master surface needs to be available.
A number of papers on testing aspheric surfaces with CGHs have been written.'1 4 From a practical point of view a two-beam arrangement in which both beams pass through the CGH is desirable. In this way the inhomogenities of the hologram storage material, which often is a photographic plate, are compensated. For symmetrical optical systems to be tested, in-line (Gabor-type) and off-axis CGHs can be used.1 4 A two-wavelength technique reduces the sensitivity.' 5 Implementation of the interferometric technique requires the analysis of possible errors due to imperfect optical interferometer components. An automatic fringe analysis is useful to calibrate the interferometer with a well-known perfect spherical surface and to measure surface deviations with resolutions of X/100.
Adjustment of the interferometric setup can be timeconsuming; automatic fringe analysis is desirable if high precision is required. In the following the testing procedure with CGHs, the fringe analysis algorithms, and a method for computer detection of adjustment and shape errors along with their numerical compensation are described.
II. Testing Procedure with Computer-Generated Holograms
A two-beam interference arrangement of the Twyman-Green type with an off-axis hologram for testing aspheric surfaces is shown in Fig. 1 For generating the computer hologram we use an Optronics drum plotter with a minimum step length of 12.5 gm, thus allowing 20,000 by 20,000 pixels to be plotted onto 25 X 25 cm 2 of photographic film in 256 different gray levels. For final use in the interferometer a one-step reduction on high contrast photographic plates or on photoresist is required. The latter is used when improved diffraction efficiency is necessary.
Ill. Automatic Fringe Analysis
The fringe patterns obtained by interferometry represent contour lines of phase differences between the interfering wave fronts. In the Twyman-Green interferometer they contain information about the shape error of the surface under test. A quantitative evaluation of the fringe pattern thus leads to a quantitative description of the surface error.
For fringe analysis many different methods are used. They can be classified into static, where a single interferogram (photograph, video image) is analyzed, or dynamic, where the fringe pattern is manipulated to get a phase change in time.
Static algorithms are Analysis "by hand" using ruler and pencil to determine the position of fringer centers or analysis using a Localization of fringe centers using video techniques and image processing.18- 2 2 Phase detection technique in the spatial domain using Fourier transformation 2 3 or Fourier analysis in connection with a video technique. 2 4 25 Nearly all static methods need fringe patterns with monotonous increases of fringe orders which are achieved by tilting the interferometer's reference mirror. Using the Fourier techniques, strong tilts are desirable to arrive at high carrier frequencies.
Dynamic algorithms are Phase stepping by changing the phase difference between the two interfering beams by a certain amount and measuring the intensities at selected sample points for each step. 2 6 Three steps are a minimum, changing the phase by 900 or 1200 per step. 27 28 Using four steps leads to a simple mathematical expression. 2 9 Heterodyne techniques using two different wavelengths which lead to periodic changing intensities in the interference pattern with phase delays according to the optical path differences. Since phase shifting is not interrupted during sampling the use of integrating detectors is recommended using the "integrating bucket" calculation similar to the phase stepping methods. 3 0 The ac-phase detection technique involve a timevarying manipulation of the reference phase combined with electronic phase detection of the varying intensity signal similar to the heterodyne technique. However, the change of the reference phase is not necessarily linear in time. Applying a sinusoidal movement to the reference mirror includes the possibility for phaselocked interferometric systems. 3 1 All dynamic methods can calculate the phase difference at any point within the interference pattern and allow analysis of the closed fringes. Inhomogeneous illumination of the interferometer as well as different sensitivities of the detector elements have no influence on the measurement.
IV. Fringe Analysis Setup and Applied Algorithms
For the phase measurement two different systems have been established:
A Hamamatsu C 1000 camera connected to a DEC PDP 11/34 computer including the necessary software to provide control over camera functions and the phase stepping device. The latter consists of a Burleigh Inch-Worm Translator which slightly rotates a plane- as the three-phase step method. 2 7 28 Both of them are now briefly described.
A. FFT Method
A strong tilt between test and reference waves has to be introduced to produce an intensity pattern I(x,y): Introducing complex notation leads to Fourier transformation in the x direction leads to
with I, A, and C as Fourier transforms of the variables I, a, and c.
Choosing an adequate carrier frequency will give three peaks in the spectrum which can be easily separated (Fig. 2) . When C(f -foy) is filtered, shifted to the origin, and transformed back, one arrives at
q(x,y) can be obtained by either
Relc(x,y)j or applying the complex natural logarithm:
containing k(x,y) entirely within the imaginary part.
B. Three-Phase Step Method
The three intensity patterns that differ by phase- Using addition theorems we can arrive at
I1 +13-212 2j
Using A = 900 results in the simplest case of tanA/2 = 1; however A = 1200 is sometimes practiced arriving at tanA/2 = 3 requiring more calculation.
V. Compensation of Adjustment Errors
Adjustment of the interferometric setup can be time-consuming, since seven degrees of freedom need to be balanced: tilt and decentering of the aspheric surface in two directions and decentering as well as rotation of the hologram. A lot of skill and patience is needed, especially since some of the adjustment errors have similar effects on the interference pattern.
We have found it appropriate to approximate the measured wave front by a set of polynomials; Zernike polynomials were used because of their orthogonal properties. They easily interface with the ray tracing program to calculate and eliminate the influences of the actual adjustment errors on the measured wave front. 
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Taking into account that mainly odd terms will arise when decentering and tilting the optical elements by only a small amount, polynomials with m = i1 need to be evaluated, whereas defocusing and errors in radius and eccentricity are described by rotational symmetric polynomials with m = 0. Since rotation of an off-axis hologram leads only to a linear part in the wave front, which is compensated by a tilt of the reference mirror, there are at least four odd terms to be evaluated for the x and y directions, respectively, as shown in Table I For small adjustment errors linearity can be assumed, so that the inversion delivers accurate results. Stronger errors will need an iterative process such as the damped least-squares method, to arrive at the measured coefficients by ray tracing.
To increase the accuracy more higher-degree coefficients can be added as far as they are significant. In this case the set of linear equations contains more equations than unknown variables, and a least-squares fit algorithm has to be used for the inversion. Once the adjustment errors have been calculated, their contribution to the wave front can be easily determined in terms of Zernike polynomials which can be subtracted from the measured wave front. The algorithm described above works well assuming an aspheric surface with mainly rotational symmetric errors. Care should be taken when testing surfaces with stronger asymmetric errors. In this case shape errors could be interpreted as adjustment errors leading to an overcompensation of the odd terms.
In Figs. 3-6 some examples of adjustment error compensations are presented. A vertical cross section was evaluated by the automatic fringe analysis program using 1024 pixel resolution. Using the above-described calculation the adjustment errors were determined with respect to the y direction. The x direction was neglected for simplicity. Substracting the odd terms due to decentering and tilt leads to identical curves of shape error. 
Calculation of Actual Aspherical Parameters
EA yb e f l o d Ahmost the same procedure can be followed to ex (13) to the 10th degree are listed in Table II . For example, calculating the derivatives of the Zemnike coefficients with respect to vertex radius r and eccentricity e by ray trace leads to a set of linear equations:
r e with A 5 ,A 1 3 representing the measured coefficients, and Ar and Ae being the equivalent changes in aspherical parameters according to the linear model. For larger coefficients linearity might not hold, so that optimization techniques must be used. More equations than unknown parameters may be added to increase the accuracy; however, polynomial expansions beyond the 10th or 12th degree are hardly ever significant. Calculating the actual aspherical parameters assumes a perfectly focused aspheric surface, otherwise the effect of defocus will be misinterpreted as shape error. Figure 7 shows an example of a 1-D and 2-D analysis of an aspheric germanium surface. According to the cross-sectional measurement in Fig. 7 (c) a calculation of the actual values for r and e was carried out. The residual deviations from the best-fitting asphere are shown in Fig. 7(d) . 
VIl. Conclusion
A Twyman-Green arrangement to test aspheric surfaces using partial lens compensation and computergenerated holograms has been described. Auxiliary lenses used to adapt the aperture of the test surface as well as to compensate some of the asphericity and to image the test surface onto the CGH need not be perfect when the interferometer is calibrated with the help of a well-known precise spherical mirror. In this case automatic fringe analysis is used to measure the error wave front arising from imperfect components and adjustment errors within the setup. A corrected hologram is then generated to compensate these errors. Fringe analysis has been carried out by a static method including tilt of the reference mirror to introduce a carrier frequency from which the wave front can be calculated by Fourier transform algorithms. A threephase step method has been reported allowing closed fringes to be evaluated. Taking into consideration that only odd terms arise when the test surface or the CGH is tilted or decentered, Zernike polynomials can be used to communicate with a ray tracing program to calculate the actual adjustment state. Since mostly small errors are introduced, linearity will hold leading to fast results of tilt and decentering errors, whose influence can be compensated by subtracting the odd terms. On the whole this book is of very high quality, and the formulas and equations give the impression of high mathematical exactness. Central to the work is the electrodynamics of moving bodies, which is of great relevance in telecommunications, e.g., in the interpretation of Doppler spectra from moving radar targets and to electric machine design. Relativity allows formulation of these problems, in a clear and precise fashion. It is stated in the Preface that "the applicational approach used in the text should be acceptable to space engineers, nuclear engineers, electrical engineers and more generally applied physicists." I agree with this statement but as an engineer I must stress that this is a book of mathematical equations that are not that easy to understand or use in practice. I also find it rather frustrating that no solutions are given to the 118 problems presented.
It is also stated that the text has been written at the first-year graduate-student level and assumes an intermediate mathematical background as well as a reasonable foundation in electromagnetic theory. Again I want to point out that a great deal of mathematical and theoretical knowledge is needed to absorb the useful information that is presented in this interesting book. The list of some hundred references is impressive and will certainly be useful for deeper penetration into the subject. 
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