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Introduction
The object of this paper is the stochastic ordinary differential equation
subject to the boundary condition X 0 = 0 = X 1 , where f : [0, 1] × R 2 → R is a given continuous function and (W t ) is a one-dimensional Wiener process starting from 0 (note that X t = X(t), t ∈ [0, 1]).
There is a wide literature on (anticipating) stochastic boundary value problems (see, for instance, [2] , [7] , [8] , [16] , [17] , [18] ). Methods for numerically solving stochastic boundary value problems are investigated as well (see [1] and the references therein). Usually, once the existence of a solution X = (X t ) is guaranteed, the question of uniqueness is tackled in the pathwise sense (i.e., if Z is another solution to (1.1), then X = Z, P-a.s.,
where P denotes the Wiener measure on C 0 ([0, 1]), see Section 2) . Having in mind an application of the contraction principle, it is usually required, roughly speaking when f (t, x, y) = f (x), that f is globally Lipschitz with a Lipschitz constant small enough or that f satisfies a kind of monotonicity condition. Our contribution is two-fold. On one hand, concerning pathwise uniqueness, we show in Section 3 that some of the methods of nonlinear analysis (see the seminal work [13] and the book [6] ) for deterministic ordinary differential equations are suitable for improving some of the results already available in the literature. On the other hand, we propose a new step in the study of stochastic BVPs, i.e. we provide sufficient conditions for the weaker concept of uniqueness in law of solutions (i.e., if Z is another solution to (1.1), then P(X −1 (A)) = P(Z −1 (A)), for any Borel set A ⊂ C 0 ([0, 1])). Such conditions are of different type w.r.t. the available results on pathwise uniqueness (see, in particular Section 4.5 and also Section 4.6, which contains a significant example). Roughly speaking, our Theorem 4.23 in Section 4.6 shows that uniqueness in law holds even if a "typical" non-resonance condition is violated on a discrete set of points. On the other hand, we do not know if pathwise uniqueness holds in such a case, since the usual methods of nonlinear analysis fail. Note that, to the authors' knowledge, up to now uniqueness in law has been treated only for the well-studied (non-anticipating) Cauchy problem for stochastic differential equations (cf., for instance, [11] ). We first concentrate on a precise definition of the notion of solution. Indeed, according to the paper [16] by Nualart-Pardoux (which was the starting point of our research), we understand (1.1) in the integral sense, i.e., we require that X : C 0 ([0 for any ω ∈ C 0 ([0, 1]), P-a.s. (see Section 2 for the precise definition). Then existence and pathwise uniqueness of solutions to (1.2) are investigated, arguing for a fixed ω ∈ C 0 ([0, 1]). In Section 3.1 we use the global implicit function theorem and provide an existence and uniqueness result (Theorem 3.2) under a non-resonance type condition; this goal is reached after writing (1.2) as an abstract equation involving the Green's function of −d 2 /dt 2 (with Dirichlet boundary condition). In Section 3.2 we give sufficient conditions (of Lipschitz type) on f (t, x, y) which enable us to study the BVP (1.1) as a fixed point problem and to apply the contraction mapping principle. In particular, Corollaries 3.9 and 3.11 improve related results in [16, Section 1] . Section 3 ends with a discussion on the Fredholm alternative for (1.1). Once this first aspect has been developed, it is quite natural to consider the case in which pathwise uniqueness is not guaranteed (see Section 4) . To this purpose, we deal with the mapping T : C 0 ([0, 1]) → C 0 ([0, 1]) introduced in [16] :
where Y = (Y t ) is the solution to (1.1) corresponding to f = 0. In [16] it is shown that if T is bijective then existence and pathwise uniqueness hold for (1.1) (see also Proposition 2.4). We first show that even if T is not bijective, there always exists a measurable left inverse S of T provided that a solution X exists (see Lemma 4.13) . This was our starting point to study uniqueness in law. Indeed, once the existence of a left inverse is proved the aim is to use a non-adapted version of the Girsanov theorem recently proved byÜstünel-Zakai in [25] (see Section 4.2) . Remark that to study uniqueness in law we can not use the well known non-adapted version of the Girsanov theorem due to Ramer and Kusuoka (see [12] , [20] , and also [14, Section 4.1] ). This result has been already applied to stochastic BVPs in [7] , [8] and [16] , in order to investigate the Markov property when a unique solution exists. The RamerKusuoka theorem would require that T is bijective (i.e., pathwise uniqueness holds for (1.1)). This is not the case for the Girsanov theorem in [25] which, however, requires some additional hypotheses (involving Malliavin Calculus) which are not present in [12] and [20] .
Although the formulation of [25, Theorem 3.3] involves Sobolev spaces of Malliavin Calculus, we find more useful to deal with the strictly related notion of H-differentiability (cf. Section 4.1 and see [14, Section 4.1.3] and [22] ). By using the inverse function theorem and some functional analytic tools, we first show the H-differentiability of the transformation F : Ω → Ω,
where X is a given solution (see Theorem 4.14); it turns out that S = I + F is the above mentioned left inverse of T . Then we prove an exponential estimate for the Skorohod integral of F (see Section 4.4) which is required in the Girsanov theorem of [25] . Remark that the known exponential estimates (cf. [23] and [25, Appendix B.8]) are not applicable to get our bound. We obtain the required exponential integrability assuming that f is bounded. In Section 4.5 we prove a uniqueness in law result in the following form (assume for simplicity that f (t, x, y) = f (x)). If f ∈ C 2 b (R), then uniqueness in law for (1.1) holds among all the solutions X such that the corresponding linearized equations
, have the only solution u = 0, for any ω ∈ Ω, P-a.s.. This means that uniqueness in law holds for (1.1) whenever one is able to prove that all solutions X to (1.1) verify our assumption on the linearized equation. In Section 4.6 we show a concrete class of BVPs for which this is possible. Note that in Theorem 4.23 of Section 4.6 we also establish existence of solutions; this is quite involved (see also Remark 4.24 where a more general existence result is formulated). The previous condition on the linearized equation can be, roughly speaking, interpreted (from the nonlinear analysis point of view) as a requirement on the invertibility of the differential of the map S; indeed, as it is explained in the proof of Theorem 4.14, it ensures that S is a local homeomorphism. In order to obtain a global homeomorphism, and thus pathwise uniqueness, Section 3 shows that some additional assumptions (such as the non-resonance condition (3.6)) have to be added. Thus, a rough comparison between our pathwise and "in law" uniqueness results may be proposed in the sense that the fact that S is a local diffeomorphism is sufficient to guarantee uniqueness in law. Finally, in Section 5 we tackle a problem which arises when dealing with non-adapted versions of the Girsanov theorem. It consists of the determination of an explicit expression for a Carleman-Fredholm determinant related to the mapping T (see (4.31 )) This expression is reached in [7] and [16] with an involved proof based on Malliavin calculus.
We propose an alternative shorter proof based on a functional-analytic approach taken from the book [10] . We believe that this method can be extended to other situations in which the computation of Carleman-Fredholm determinants is of interest. We also use the methods of [10, Chapter XIII] to find the expression of the Malliavin derivative of F (see Proposition 4.16 ). An account of the ideas from [10] can be found in Appendix B.
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Basic Notations Ω = C 0 ([0, 1]) denotes the Banach space of all real continuous functions on [0, 1] which vanish in t = 0, endowed with the supremum norm · 0 . Moreover, F is the Borel σ-algebra on Ω and P the Wiener measure on Ω; P can be uniquely characterized by saying that on the probability space (Ω, F, P), the stochastic (coordinate) process W = (W t ),
is a real Wiener process (up to time t = 1). As usual, when a property concerning Ω holds for any ω ∈ Ω 0 , with Ω 0 ∈ F and P(Ω 0 ) = 1, we say that this property holds P-a.s.. The subspace C 1 0 of Ω consists of all C 1 -functions vanishing at t = 0 and t = 1. Let H 1 and H 2 be real separable Hilbert spaces (with inner product ·, · H k and norm 
where λ k are the eigenvalues of L, counted with respect to their multiplicity (see [26, Appendix A.2] and [10] ). We set H = L 2 (0, 1) and consider also H 0 = {f ∈ Ω : there exists the distributional derivative f ′ ∈ H}. It is well known that any f ∈ H 0 is absolutely continuous and so differentiable a.e., with the derivative defined a.e. which coincides with the distributional derivative.
The space H 0 will be considered isomorphic to H and so identified (when no confusion may arise) with H through the isomorphism f → f ′ from H 0 onto H; its inverse mapping will be simply denoted by ∼, i.e.,f t = (f ) t = t 0 f s ds, f ∈ H, t ∈ [0, 1]. By defining the inner product
H 0 becomes a real separable Hilbert space.
Preliminary results
In this section we introduce the basic boundary value problem studied in later sections, and give two equivalent integral formulations of it.
Let f : [0, 1] × R 2 → R be a given continuous function. An Borel set Ω 0 ⊂ Ω is called admissible if P(Ω 0 ) = 1 and, moreover, for any ω ∈ Ω 0 , P-a.s., for any h ∈ H 0 , we have that
, is said to be a solution of (1.1) if there exists an admissible open set Γ ⊂ Ω, such that X(ω) ∈ C 1 0 , for any ω ∈ Γ, and, for any t ∈ [0, 1], we have
We say that pathwise uniqueness holds for (1.1) if given two solutions X and Z, we have X = Z, P-a.s.; we say that uniqueness in law holds for (1.1) if given two solutions X and Z, they have the same law, i.e., for any A ∈ F, we have P(X ∈ A) := P(X −1 (A)) = P(Z ∈ A). In the sequel we will often omit dependence on ω of X and write, more shortly,
Remark 2.1. Pathwise uniqueness is investigated by [16] always assuming Γ = Ω; our generality is also motivated by the existence and uniqueness result in Section 4.6.
An easy equivalence between the classical and weak formulation of solutions is proved in the next result.
, is a solution if and only if it satisfies, for every ϕ ∈ C 1 0 ,
Proof. We have to show equivalence between (2.1) and (2.2). It is clear that if X is a solution according to (2.1) then (multiplying by ϕ ∈ C 1 0 and integrating by parts) X is also a solution to (2.2) . Let now X be a solution according to (2.2) . Letting
we obtain 1 0 u t ψ t dt = 0, for every ψ ∈ C([0, 1]) with zero mean. This means that
By the L 2 -theory of Fourier series, u is a.e. constant; but since u 0 = 0 and u is continuous it must be u t = 0 for every t ∈ [0, 1]; it follows that X t is a solution of (2.1). Alternatively, to prove that u is constant, one can use [4, Lemma VIII.1].
Following [16] , we consider the solution Y to (1.1) corresponding to f = 0, i.e.,
Note that Y : Ω → Ω is a linear continuous and one to one mapping; moreover 
First note that
Equivalently, using the stochastic Itô integral, we have, P-a.s.,
Introducing the operator 6) we have the following standard result, whose proof is omitted for brevity (see also [7] ). Lemma 2.3. A measurable mapping X : Ω → Ω, such that X(ω) ∈ C 1 0 , for any ω ∈ Γ (Γ is an admissible open set in Ω) is a solution of (1.1) if and only if it solves the integral equation
Lemma 2.3 shows that the existence of solution to (1.1) is equivalent to the existence of a fixed point for the operator X → K(f (·, X, X ′ )) + Y (ω), for any ω ∈ Γ; such fixed point must also depend measurably on ω. By the properties of the Green's function, if X = X(ω) is a fixed point of this operator then necessarily X 0 = 0 = X 1 .
As in [16] let us introduce the operator T : Ω → Ω,
Note that T is continuous on Ω.
The following useful result is an extension of [16, Proposition 1.1]. It characterizes pathwise uniqueness for (1.1) by means of the mapping T . We provide a proof for the sake of completeness. (ii) There exists an admissible open set Γ ⊂ Ω, such that, for any ω ∈ Γ, there exists a unique function u ∈ C 1 0 which is a solution of
Moreover, if (i) (or (ii)) holds, then there exists a pathwise unique solution X to (1.1) which is given by
Proof. (i) =⇒ (ii). We first show the existence of a solution u corresponding to ω ∈ Γ. Let η = T −1 (ω) and define u := Y (T −1 (ω)). We find, for t ∈ [0, 1],
Uniqueness is obtained from the injectivity of T , using the following fact: if u ∈ C 1 0 is any solution to (2.9) with ω ∈ Γ, then we have T (Y −1 (u)) = ω (see the comment after (2.3)).
(ii) =⇒ (i). Let us check that T is onto. For a fixed ω ∈ Γ, let u be the solution corresponding to ω. We define η t = Y −1
We immediately find T (η) = ω. Let us verify that T is one to one. If η = T (ω 1 ) = T (ω 2 ), then we have, for k = 1, 2,
, we see that u (1) = Y (ω 1 ) and u (2) = Y (ω 2 ) are two solutions to (2.9) (when ω = η). It follows that Y (ω 1 ) = Y (ω 2 ) and so ω 1 = ω 2 . To prove the final assertion, i.e., that the given X is in fact a solution, it remains to check that X : Γ → Ω is Borel measurable. Since Y is continuous, the assertion holds if T −1 : Γ → T −1 (Γ) is measurable. To show this fact it is enough to apply an important theorem due to Kuratowski (see [19] [Section 1.3]). This result states that any Borel measurable mapping ϕ from a complete separable metric space F 1 into another complete separable metric space F 2 , which is also bijective from a Borel subset E 1 ⊂ F 1 onto a Borel subset E 2 ⊂ F 2 , has the inverse ϕ −1 : E 2 → E 1 which is Borel measurable (i.e., ϕ is a measurable isomorphism).
3
Pathwise Uniqueness
In this section we adapt techniques from the classical theory of boundary value problems to the integro-differential equation (2.1) and obtain sufficient conditions on the function f which guarantee the existence and pathwise uniqueness of the solution for any given ω ∈ Ω (i.e., we can take, as it is done in [16] , Γ = Ω in the definition of solution to (1.1)).
Existence and uniqueness under non-resonance conditions
Consider the boundary value problem 1) and assume that f : [0, 1] × R → R is continuous and differentiable with respect to its second argument with bounded derivative. By Lemma 2.3 and Proposition 2.4, solvability of (3.1) is proved if, for any ω ∈ Ω, there exists a unique function u ∈ C 1 0 which satisfies
Write H = L 2 (0, 1) and introduce
Notice that the existence and uniqueness of the solution of (3.2) for every ω ∈ Ω is guaranteed, in particular, if the map
is a global homeomorphism. In order to apply a variant of the abstract global implicit function theorem (cf. [6, Theorem 3.9, page 29]) to (3.3), we shall need the following 
be its eigenvalues (counted according to their multiplicity). Consider a family A of symmetric linear operators on M , and assume that there exist µ n , µ n+1 , such that
for each A ∈ A. Then, the linear map F : M → M , x → x − KAx, for each A ∈ A has a bounded inverse and there exists N > 0 such that
We can now state and prove the main result of this section.
where m ≥ 0 is an integer and h, k are real constants. Then (3.1) has a unique solution.
The assumption on ∂f ∂x is a non-resonance condition in the sense that zero is the only solution to the BVP associated to the linear problem v
Proof. We only give a sketch of the proof, since it is similar to the second proof of [6, Theorem 3.3, page 93 ]. This proof consists of an application of [6, Theorem 3.9, page 29] and Lemma 3.1. As mentioned above, we have to show that (I − KΦ) is a global homeomorphism from H onto H. To this end, it is sufficient to check that Φ in (3.3) is of class C 1 on H and that (I − KDΦ(u)) −1 exists, for any u ∈ H (DΦ(u) being the Fréchet derivative of Φ at u ∈ H) and satisfies, for some N > 0, the inequality
From the assumptions on f , it follows that Φ is of class C 1 . In order to verify (3.7), it suffices to apply Lemma 3.1 with M = H, K = K, λ n = (nπ) 2 , taking as A the family of all bounded linear operators on H defined by Ay(t) = DΦ(u)[y](t) = ∂f ∂x (t, u(t))y(t), for every u ∈ H. It is clear that the non-resonance hypothesis allows us to apply Lemma 3.1.
We close this section with a short discussion of the Fredholm alternative in our context. Consider a linear BVP for which
with µ > 0 a real positive constant. By Lemma 2.3 we know that (1.1) with (3.8) is equivalent to the linear integral equation
with Y given by (2.5). The operator K is self-adjoint in L 2 (0, 1) and the eigenvalues and eigenfunctions of K are 
However, the stochastic integral
0 sin(kπs) dω s is a non-degenerate gaussian random variable (with mean 0 and variance
. It follows that the probability that (3.10) is verified vanishes. This implies that (3.8) does not have a solution, for √ µ = kπ.
Hence, we have proved (ii) If µ = m 2 π 2 for some m ≥ 1, the linear Dirichlet BVP associated to (3.8) has no solution.
Remark 3.4. As in the deterministic case, the above result can be also deduced from the explicit expression of the solution using Fourier series.
Remark 3.5. A standard argument shows that the above result still holds in the general case
where the condition for the existence and uniqueness of the solution of (3.1) is now a − b 2 /4 = k 2 π 2 , with k ∈ Z.
Existence and uniqueness under Lipschitz-type conditions
In this section we give some other existence and pathwise uniqueness results for our BVP, taking into account Proposition 2.4 and using some tools of the theory of classical nonlinear ODEs. To this end, we will consider the solution Y (see (2.3)). Let ω ∈ Ω and definef :
0 is a solution of
if and only if z t :
and is a solution of
Note that, as a consequence of its definition, the functionf has the same regularity of f with respect to the second and third arguments. Lemma 3.6 allows to apply the classical existence and uniqueness results for boundary value problems by Bailey, Shampine and Waltman [3] . To do this, let K, L be real numbers and define
and
The first result of [3] that we use here is based on the contraction mapping principle, and its proof consists in showing the existence and uniqueness of a fixed point of an operator defined through the Green's function for problem (3.13) (analogue to the integral operator introduced in Section 2). However, more work is needed in order to get an optimal result.
for all t ∈ [0, 1] and for all x,x, y,ỹ ∈ R. Assume also that 1 < 2α(K, L). Then (3.13) has a unique solution.
Remark 3.8. The above result is optimal, in the sense that neither existence nor uniqueness are guaranteed when 1 = 2α(K, L).
Recalling Proposition 2.4 and Lemma 3.6, we obtain Corollary 3.9. Assume that there exist K, L such that
for all t ∈ [0, 1] and for all x,x, y,ỹ ∈ R. Assume also that 1 < 2α(K, L). Then (1.1) has a unique solution. In particular, if
for all t, x,x, y,ỹ and 0 < L < 4, then (1.1) has a unique solution.
Proof. It is sufficient to apply Theorem 3.7, Lemma 3.6 and the definition off . As for the particular case when (3.18) holds, it is easy to check that if 0 < L < 4 then we can get
From the definition of α it follows that the above inequality is equivalent to 1 < 2α(L, L) and thus Theorem 3.7 applies with K = L.
Corollary 3.9 improves Proposition 1.4 in [16] , which shows existence and uniqueness under the assumption that 20) for all t ∈ [0, 1] and for all x,x, y,ỹ ∈ R, and L < 1/3. Corollary 3.9 can be further improved by means of a generalized Lipschitz condition.
To this end, we recall 
has a unique solution.
Arguing as above, we obtain Corollary 3.11. Assume that f is locally Lipschitz and that there exist
Corollary 3.11 can be compared with Proposition 1.3 in [16] , where it is assumed that f = f (x, y) is nonincreasing in each coordinate and that it has linear growth. More precisely, the monotonicity condition in x, y is contained in (3.23), (3.24) when we take K = 0 and L 2 = 0, respectively. Moreover, it follows from the definitions that β(L 1 , 0) = +∞. Notice that no linear growth restriction is required in Corollary 3.11; the assumptions are satisfied also (as remarked in [3] ) by a nonlinearity of the form f (t, x) = −e x .
Uniqueness in law
In this section we will give sufficient conditions to have uniqueness in law for solutions to the BVP associated to equation (1.1). These conditions are not covered by the pathwise uniqueness results of previous sections. In this section (excluding Remark 4.24) we will always assume that Hypothesis 4.1. The function f : [0, 1] × R 2 is continuous and bounded and has first and second spatial partial derivatives f x , f y , f xx , f xy and f yy which are continuous and bounded.
H−differentiability
Let H = L 2 (0, 1) and H 0 be the subspace of Ω introduced at the end of Section 1. Recall that a Hilbert-Schmidt operator K :
In the sequel we will identify Hilbert-Schmidt operators from H 0 into H 0 with their corresponding kernels in L 2 [(0, 1) 2 ]; to stress this fact, we will also write (1) For any ω ∈ Ω, P-a.s., the mapping G(ω + ·) :
is a Hilbert-Schmidt operator from H 0 into K.
Remark 4.3. In condition (1) we are requiring that G is differentiable along the directions of H 0 (the Cameron-Martin space or the space of admissible shifts for P, see [26] (1) For any ω ∈ Ω, P-a.s., the mapping G(ω + ·) :
(2) For any ω ∈ Ω, P-a.s., there exists the H-derivative, i.e., a kernel
, such that, for any ω ∈ Ω, P-a.s.,
where
The concept of H-differentiability goes back to Gross at the beginning of the 60s and it is now well understood that it is strictly related to Malliavin Calculus (see also Appendix A). The relation between the H-differentiability and Malliavin derivative is completely clarified in [22] (see also [14, Theorem 4.5. (Sugita [22] ) Let K be a real separable Hilbert space. Let us consider a measurable map G : Ω → K which is H-differentiable and such that G ∈ L 2 (Ω; K) and
Let us go back to the map T given in (2.8); T : Ω → Ω, T = I + G, where G : Ω → H 0 ,
We have the following lemma. 
(ii) The mapping G : Ω → H 0 is H-differentiable, with the following H-derivative D H G(ω), for any ω ∈ Ω,
. Moreover, the following relation between Fréchet and H-derivative holds: 
Then one proves in a straightforward way that the mapping: ω → DT (ω) from Ω into L(Ω) (L(Ω) denotes the Banach space of all linear and bounded operators from Ω into Ω endowed with the operator norm) is continuous and this gives the assertion.
(ii) First note that the operator
is a Hilbert-Schmidt operator on H. To check the H-differentiability of G, it is enough to verify that (the limit is in H)
6) h ∈ H, whereh t = t 0 h s ds, and also that
for any ω ∈ Ω. The proof of (4.6) is straightforward (formula (4.6) also appears in [16] ) and also the verification of (4.7). It remains to show the measurability property, i.e., that ω → D H G(ω) is measurable from Ω into L 2 ([0, 1] 2 ). We fix an orthonormal basis (e i ) in H and consider the orthonormal basis (e i ⊗ e j ) in L 2 ([0, 1] 2 ); recall that e i ⊗ e j (t, s) = e i (t)e j (s), s, t ∈ [0, 1] (cf. see [21, Chapter VI]). To obtain the measurability property, it is enough to verify that, for any i, j ≥ 1, the mapping:
is measurable from Ω into R and this follows easily. The proof is complete.
Remark 4.7. We have, for any ω ∈ Ω,
Lemma 4.8. For any ω ∈ Ω, the Fréchet derivative DT (ω) : Ω → Ω is such that
has the unique zero solution. Proof. Since DG(ω) is a compact operator on Ω, by the Fredholm alternative theorem it is enough to check that I + DG(ω) is one to one. Fix ω and let θ ∈ Ω be such that
It follows that θ is differentiable and
Recalling that θ ′ t = Y ′′ t (θ), we find that Y t (θ) = u t solves the boundary value problem
Hence Y (θ) = 0 and so θ = 0.
An anticipative Girsanov theorem involving a Carleman-Fredholm determinant
Here we present a non-adapted version of the Girsanov theorem proved recently in [25, Theorem 3.3] . This result will be used in the sequel to prove uniqueness in law for our boundary value problem (1.1). Its formulation requires some concepts of Malliavin Calculus (see Appendix A). Recall that 
(4.13) (H2) Assume that, for any ω ∈ Ω, P-a.s.,
(H3) Assume that there exists a measurable (left inverse) transformation
Then there exists a (Borel) probability measure Q on Ω, which is equivalent to the Wiener measure P, having density dQ dP = Λ F , and such that . This result has been also applied in [2] , [7] , [8] and [16] . Its formulation requires the following assumptions.
(H1) Assume that F : Ω → H 0 is H-differentiable and that the mapping: h → D H F (ω + h) is continuous from H 0 into H 0 ⊗ H 0 , for any ω ∈ Ω, P-a.s..
(H2) Assume that the measurable transformation T = I + F : Ω → Ω (see (4.13)) is bijective.
(H3) Assume that, for any ω ∈ Ω, P-a.s.,
If (H1)-(H3) hold, then there exists a (Borel) probability measure Q on Ω, which is equivalent to P, having density dQ dP = |Λ F |, such that (4.14) holds. Note that Theorem 4.10 does not require the invertibility of T . On the other hand, additional integrability assumptions on F are imposed. There is also a difference in the expression of dQ dP . Indeed Theorem 4.10 claims that det 2 (I + D H F ) is positive, P-a.s., while in the Ramer-Kusuoka theorem, we have to consider |det 2 (I + D H F )|.
Some results on H-differentiability and Malliavin derivatives
Let X = (X t ), X : Ω → Ω be a measurable transformation. We introduce an associated measurable mapping S X = S : Ω → Ω, as follows 
Let X be a solution. By Lemma 2.3 we have, for any ω ∈ Γ,
The reverse implication follows similarly.
Let us go back to the continuous map T : Ω → Ω. Recall that pathwise uniqueness can be characterized by the fact that T is bijective (see the precise statement in Proposition 2.4). In this section we are mainly interested in situations in which we do not know if T is bijective or not. The following two results will be important. The first one says that T is always a measurable left inverse of S (compare with Theorem 4.10). in particular S is always injective on Γ and T surjective from S(Γ) onto Γ.
Proof. We have, for any ω ∈ Γ, using Proposition 4.12,
We introduce now an assumption on solutions to the boundary value problem under consideration. Let X be a solution to (2.1). We say that X satisfies the hypothesis (L) if there exists an admissible Borel set Ω 0 ⊂ Ω such that
) has only the zero solution.
(4.17)
If T : Ω → Ω is bijective (as it is always the case in [16] ) a condition which implies (L) is
) has only the zero solution. Theorem 4.14. Assume Hypothesis 4.1. Let X be a solution to (2.1) which satisfies (L) and let S = I + F be the associated measurable mapping (see (4.15) ). Then the map F is H-differentiable and we have, for any ω ∈ Ω, P-a.s.,
Moreover, for any ω ∈ Ω, P-a.s. (setting I = I H 0 ),
Proof. The proof is divided into some steps. I
Step. We show that there exists an admissible open set Γ 0 ⊂ Γ, such that S and F are Fréchet differentiable at any ω ∈ Γ 0 .
According to formula (4.10) the Fréchet derivative DT (S(ω)) is an isomorphism from Ω into Ω if and only if (4.17) holds for ω (recall that X = Y • S).
Let Ω 0 ⊂ Ω be the admissible Borel set such that (4.17) holds for any ω ∈ Ω 0 . Define Ω ′ = Ω 0 ∩ Γ. Clearly P(Ω ′ ) = 1 and also H 0 + ω ′ ⊂ Ω ′ , for any ω ∈ Ω ′ , P-a.s.. Thus Ω ′ is an admissible Borel set in Ω. Fix ω ∈ Ω ′ . Since DT (S(ω)) is an isomorphism, we can apply the inverse function theorem and deduce that T is a local diffeomorphism from an open neighborhood U S(ω) of S(ω) into an open neighborhood V T (S(ω)) = V ω of T (S(ω)) = ω. We may also assume that V ω ⊂ Γ, for any ω ∈ Ω ′ . Let us denote by T −1 the local inverse function (we have T −1 (V ω ) = U S(ω) ). By Proposition 4.12, we know that
It follows that S is Fréchet differentiable in any ω ′ ∈ V ω and that
Introduce the open set
Since Ω ′ ⊂ Γ 0 , we have that P(Γ 0 ) = 1. In addition H 0 + ω ⊂ Γ 0 , for any ω ∈ Γ 0 , P-a.s.. The restriction of S to Γ 0 is a Fréchet-differentiable function with values in Ω. It follows that also F is Fréchet differentiable at any ω ∈ Γ 0 with Fréchet derivative
Step. We check that, for any ω ∈ Γ 0 , DF (ω)[h] ∈ H 0 , if h ∈ H 0 , and, moreover, for any ω ∈ Γ 0 , DF (ω) ∈ H 0 ⊗ H 0 (when considered as an operator from H 0 into H 0 ). We also show that, for any ω ∈ Γ 0 , P-a.s., the map:
and that DF (·) is measurable from Γ 0 into H 0 ⊗ H 0 .
Let us consider, for
By using the identity
since (I + D H G(S(ω))) −1 is a bounded operator and D H G(S(ω))
is Hilbert-Schmidt, we deduce that (I + D H G(S(ω))) −1 − I is a Hilbert-Schmidt operator on H 0 (see (1.4) ).
We verify now the continuity property (4.21), i.e., that for any ω ∈ Γ 0 , P-a.s., for any
(note that, for any ω ∈ Γ 0 , P-a.s., DF (ω + h) is well-defined at any h ∈ H 0 ). This requires the following considerations.
(a) The mapping:
. Since Y and Y ′ are continuous from Ω into Ω we get easily our assertion using Hypothesis 4.1.
(b) Since S : Γ 0 → Ω is continuous and Γ 0 is admissible, we get that, for any ω ∈ Γ 0 , P-a.s., the map: S(ω + ·) : H 0 → Ω is continuous. Using also (a), we obtain that, for any ω ∈ Γ 0 , P-a.s.,
(c) To get the assertion we use (1.4) and the following fact: for any ω ∈ Γ 0 , P-a.s., we have lim
This holds since, for any ω ∈ Γ 0 , P-a.s., (I + D H G(S(ω + h))) is invertible for any h ∈ H 0 , and, moreover, for any ω ∈ Γ 0 , P-a.s.,
To check the measurability property, we can repeat the argument before formula (4.8).
III
Step. There exists c 0 > 0, depending on f x 0 and f y 0 such that, for any ω ∈ Γ 0 ,
This estimate follows from Corollary 5.2 applied to L = D H G(S(ω)).
IV
Step. We prove that
The assertion will be proved if we show that there exists, for any ω ∈ Γ 0 , R(ω) ∈ H 0 ⊗H 0 , such that
(the limit is in H 0 ). Indeed, once this is checked we will get that R(ω) = DF (ω) (because the topology of H 0 is stronger than the one in Ω). Moreover, we will obtain (since Γ 0 is admissible) that, for any ω ∈ Γ 0 , P-a.s., F (ω + ·) : H 0 → H 0 is Gâteaux differentiable on H 0 . Combining this fact with (4.21), we will deduce the required property (1) in Definition 4.4. To prove (4.23), we first show that, for any t ∈ [0, 1], ω ∈ Γ 0 , and h ∈ H 0 ,
Let us only check (ii) (the proof of (i) is similar). Using the fact that X = Y • S on Γ 0 , we have (for r small enough)
and the assertion follows passing to the limit as r → 0 (using also (4.22) ).
Let us go back to (4.23). Define, for ω ∈ Γ 0 , and h ∈ H 0 ,
We have
Now an application of the dominated convergence theorem shows that the previous limit exists and is 0. The proof is complete.
Next we provide useful properties of the Malliavin derivative of F , taking advantage of the techniques in [10] (see Appendix B). The first one is an L ∞ -estimate for D H F and will be important in Section 4.5. 
Proof. Using (1.4), estimates (4.9) and (4.22) lead to the assertion.
The following result provides an "explicit expression" for the Malliavin derivative D H F . The formula follows from (4.19) and Theorem 5.3.
Proposition 4.16. Under the assumptions of Theorem 4.14 (identifying
Here u k , k = 1, 2, denote the solutions to u ′′ k + b t u ′ k + a t u k = 0 (the coefficients a t and b t depend on ω and are given in (4.17)) with initial conditions
, and
The next result is needed in Section 4.5.
Proposition 4.17. Under the assumptions of Theorem 4.14, we have that F ∈ D 2,2 (H 0 ).
Proof. The proof is divided into some steps.
I
Step. We check that G ∈ D 2,2 (H 0 ). Since we already now that G ∈ D 1,2 (H 0 ), we only need to show that
We proceed similarly to the proof of Lemma 4.6 (with more involved computations). Recall that
. First we introduce a suitable operator R(ω) ∈ HS(H 0 , H 0 ⊗ H 0 ), for any ω ∈ Ω. This operator can be identified with an integral operator acting from
. For any ω ∈ Ω, we set
It is easy to check that
(this can be done using the argument before formula (4.8)). This shows that D H G is H-differentiable and moreover that D 2 H G(ω) = R(ω), ω ∈ Ω. Finally, it is easy to see
Step. We prove that D H F is H-differentiable. In order to check condition (1) in Definition 4.2, we use the admissible open set Γ 0 ⊂ Ω given in the proof of Theorem 4.14 and prove that, for any ω ∈ Γ 0 , P-a.s., the mapping:
Let us consider a Borel set Ω ′′ ⊂ Γ 0 , with P(Ω ′′ ) = 1 such that, for any ω ∈ Ω ′′ , ω + H 0 ⊂ Γ 0 . Fix any ω ∈ Ω ′′ . We would like to differentiate in formula (4.19), i.e., to differentiate the mapping
from H 0 into H 0 ⊗H 0 , applying the usual composition rules for Fréchet derivatives. The only problem is that the mapping h → S(ω + h) = ω + h + F (ω + h) does not take values in H 0 . This is the reason for which we will verify directly the Fréchet differentiability at a fixed h 0 ∈ H 0 . By setting (I + D H G(S(ω + h))) = M (h), we have, for any h ∈ H 0 ,
as h → h 0 ; we have used I
Step together with the fact that
This shows the Fréchet differentiability of the mapping in (4.26) at h 0 , with Fréchet derivative along the direction k ∈ H 0 given by
Let (e j ) be an orthonormal basis in H 0 . Using (1.4), we find, for any j ≥ 1,
. This holds if, for any k ∈ H 0 , the mapping:
is measurable from Ω ′′ into HS(H 0 , H 0 ) and this is easy to check. The assertion is proved.
III
By Theorem 4.5 this will imply that F ∈ D 2,2 (H 0 ). Taking into account the bounds (4.22) and (4.25) and the fact that
, we find (see (4.27)), for any ω ∈ Ω, P-a.s.,
where C > 0 depends on f x 0 , f y 0 , f xx 0 , f xy 0 and f yy 0 . The proof is complete.
Exponential integrability of the Skorohod integral δ(F )
We start with a technical result from [14, Section 3.1] which requires to introduce the space L 1,2 (see [14, page 42] 
, and there exists a measurable version of the two-parameter process
Moreover L 1,2 is a Hilbert space and has norm
Let |π| = sup 0≤i≤N −1 |t i+1 − t i | and define the following random variablê
. This is the σ-algebra (completed with respect to P) generated by the random variables According to [14, page 173] , when u ∈ L 1,2 there exists a sequence of partitions (π n ) such that lim n→∞ |π n | = 0 and
We can now prove the following estimate.
Proof. We will use assertion (4.28), with the previous notation. It is enough to prove the following bound, for any n ≥ 1,
(4.29)
Once (4.29) is proved, an application of the Fatou lemma will allow us to get the assertion.
By elementary properties of conditional expectation, we have, for almost all
for any 0 ≤ t 0 < t 1 ≤ 1. It follows that, for any n ≥ 1, ω, P-a.s.,
(in the last step we have used the independence of increments and stationarity of the Wiener process). Now the bound (4.29) follows easily, noting that
Indeed, we have, for any n ≥ 1,
(see also [14, Section 4.1.4] ) and applying the previous result, we obtain Corollary 4.19. Assume that f : R → R is a bounded function. Then, for any a > 0, it holds: 
The main results
We state now our main result. This theorem implies as a corollary that uniqueness in law holds for our boundary value problem (1.1) in the class of solutions such that the corresponding linearized equations (see condition (L) in (4.17)) have only the zero solution. Hence uniqueness in law holds for (1.1) whenever all solutions X to (1.1) satisfy (L). For a concrete example, we refer to Section 4.6. We remark that a statement similar to the result below is given in [16 Then there exists a probability measureQ on (Ω, F), which is equivalent to P, having (positive P-a.s.) density
(G is defined in (4.4) ), such that the law of X under P is the same of Y underQ, i.e., 
Thus to prove (4.11) it remains to check that exp(−δ(F )) ∈ L 4 (Ω) and this follows from Corollary 4.19.
Part II. We introduce the measureQ and establish (4.31) (without proving the positivity of η).
Recall that Theorem 4.10 says that
where Q is a probability measure on (Ω, F), equivalent to P, with the following (positive P-a.s.) density
, and so (see (4.4) and (4.15)) F = −G • S.
We denote by E P and E Q the expectations with respect to P and Q. Let A ∈ F. Introducing Λ 
By the properties of the Carleman-Fredholm determinant (see [26, Lemma A.2.2] ), setting R = D H F (ω), ω ∈ Ω, we know that
where Trace(R 2 (I + R) −1 ) denotes the trace of the trace class (or nuclear) operator R 2 (I + R) −1 (recall that the composition of two Hilbert-Schmidt operators is a trace class operator). Using (4.19) , and the fact that Trace(M N ) = Trace(N M ), for any Hilbert-Schmidt operators M and N , we get
. Now remark the law P 0 of S under P, i.e., P 0 (A) = P(S −1 (A)), A ∈ F, is equivalent to P by Theorem 4.10 [25, Lemma 2.1]. Using this fact we can apply Theorem B.6.4 in [26] and obtain the following identity (P-a.s. and so also Q-a.s.)
We get, since F = −G • S,
The previous calculations show that
and that it is positive Q-a.s. (or P-a.s.). Using that Q is a Girsanov measure (i.e., that the law of S under Q is P), it is is elementary to check that η ∈ L 1 (Ω, P) and moreover
Up to now we know that η ∈ L 1 (Ω) and E P [η] = 1.
Part III. It remains to show that η > 0, P-a.s., i.e., that γ = det 2 (I + D H G) > 0, P-a.s.
By Theorem 4.10, we know that det 2 (I + D H F ) > 0, P-a.s. (or Q-a.s.). This is equivalent to say that γ • S > 0, P-a.s.. Assume by contradiction that there exists A ∈ F with P(A) > 0 such that γ(ω) ≤ 0, for any ω ∈ A. We have
We have found a contradiction. The proof is complete.
The assertion of the theorem implies that det 2 (I + D H G) > 0, P-a.s.. This means that under the assumptions of Theorem 4.20 we have that condition (LY) in (4.18) holds P-a.s..
Since η in Theorem 4.20 does not depend on X, we get immediately Corollary 4.21. Assume Hypothesis 4.1. Suppose that we have two solutions to (1.1), X 1 and X 2 , which both satisfy hypothesis (L) in (4.17). Then X 1 and X 2 have the same law (i.e., for any Borel set A ⊂ Ω, we have P(ω : X 1 (ω) ∈ A) = P(ω : X 2 (ω) ∈ A)).
II
Step. We show that P(Ω 0 ) = 1. Take any ω ∈ Ω \ Ω 0 . There exists a time interval I ω ⊂ [0, 1] such that
By using the continuity of the mapping t → f ′ (X t (ω)) and the fact that A is discrete, we infer that there exists x ω ∈ A such that X t (ω) = x ω , t ∈ J ω , for some time interval J ω contained in I ω . This means that
for any t ∈ J ω (see Lemma 2.3). Differentiating with respect to t, we get
It is well-known that the map ξ t (ω) = 1 0
. We have found
On the right hand side, we have a function which is C 1 on J ω . This means that, for any ω ∈ Ω \ Ω 0 , there exists a time interval on which ω is a C 1 -function. Since the Wiener process (see (1.3)), P-a.s., has trajectories which are never of bounded variation in any time interval of [0, 1], we have that P(Ω \ Ω 0 ) = 0.
III
Step. We prove that, for any ω ∈ Ω 0 , P-a.s., we have ω + H 0 ⊂ Ω 0 .
Assume by contradiction that this is not true. This means that, there exists a Borel set Ω ′ ⊂ Ω 0 with P(Ω ′ ) > 0, such that, for any ω ∈ Ω ′ there exists h ∈ H 0 with ω + h ∈ Ω 0 . Let us consider such ω and h. Arguing as before, we find that there exists a time interval J ω+h ⊂ [0, 1] and some x ω+h ∈ A such that X t (ω + h) = x ω+h , t ∈ J ω+h . This means that
We have found that for each ω ∈ Ω ′ there exists a time interval on which ω is of bounded variation. This contradicts the fact that P(Ω ′ ) > 0 and finishes the proof of uniqueness.
Existence. The proof is divided into three steps.
I
Step. For any ω ∈ Ω, consider the sequence (X n (ω)), with X 1 t (ω) = 0, t ∈ [0, 1], and
Using the boundedness of f , an application of the Ascoli-Arzelà theorem shows that, for any ω ∈ Ω, there exists a subsequence (X k (ω)) (possibly depending on ω) which converges in C([0, 1]) to a continuous function X(ω). It is then clear that, for any ω ∈ Ω, we have
The main difficulty is that the previous construction does not clarify the measurable dependence of X on ω. To this purpose we will suitably modify X in order to obtain the required measurability property. II Step. We investigate when condition (LY) in (4.18) holds, i.e., for which ω ∈ Ω the linearized BVP: u ′′ t + f ′ (Y t (ω))u t = 0, u 0 = u 1 = 0, has only the zero solution.
(4.38)
Arguing as in the proof of uniqueness, condition (4.38) holds in particular if ω satisfies
for some h ω > 0. On the other hand, if (4.39) does not hold for ω 0 ∈ Ω, then there exists
Differentiating with respect to t, we get
This implies that ω 0 t = 1 0 ω 0 s ds, t ∈ J ω 0 . Let us introduce the set Λ ⊂ Ω of all ω such that there exists a time interval I ω ⊂ [0, 1] on which ω is a function of bounded variation. It is not difficult to prove that Λ is a Borel subset of Ω. Moreover, P(Λ) = 0.
We have just verified that (4.38) holds for any ω ∈ Ω \ Λ. III Step. Let us consider the mapping X(ω) of Step I and introduce S : Ω → Ω,
We have X(ω) = Y (S(ω)) and T (S(ω)) = ω, for any ω ∈ Ω as in Section 4.3. Although S is not necessarily measurable, one can easily check that
This implies that S(Ω \ Λ) = Ω \ Λ (clearly P(Ω \ Λ) = 1). Now we argue as in the proof of Theorem 4.14 with its notations. Since we know that (4.38) is verified when ω = S(θ), for some θ ∈ Ω \ Λ, we deduce that the Fréchet derivative DT (S(ω)) is an isomorphism from Ω into Ω, for any ω ∈ Ω \ Λ. By the inverse function theorem, T is a local diffeomorphism from an open neighborhood
Let us denote by T −1 the local inverse function. We deduce that, for any ω ∈ Ω \ Λ,
Since Ω \ Λ ⊂ Φ, we have that P(Φ) = 1. In addition Φ is an admissible open set in Ω, since, for any ω ∈ Ω \ Λ, we have that
The restriction of S to Φ is a C 1 -function with values in Ω. We define the measurable mappingŜ
It is clear thatX is measurable. Moreover, sinceX(ω) = X(ω), when ω ∈ Φ, we have thatX verifies (4.37) for any ω ∈ Φ. This shows thatX is a solution to (1.1) and finishes the proof.
An example of f which is covered by the previous result is
Remark 4.24. The previous proof shows that an existence result for (1.1) holds, more generally, if the following three conditions hold:
(ii) there exists a Borel set Λ ⊂ Ω such that Ω \ Λ is admissible and, moreover, S(Ω \ Λ) ⊂ Ω \ Λ, where S : Ω → Ω is defined by
where Z : Ω → Ω is any mapping (non necessarily measurable);
(iii) condition (4.38) holds, for any ω ∈ Ω \ Λ. Under (i)-(iii), the existence of solution can be proved by adapting the proof of Theorem 4.23.
5 Remarks on computation of the Carleman-Fredholm determinant det 2 (I + D H G)
When dealing with non-adapted versions of the Girsanov theorem (see [12] , [20] [25]) one delicate problem is to find some explicit expression for the Carleman-Fredholm determinant appearing also in (4.12) of Section 4.2. This problem has been also considered in [7] , [8] , [16] 
(in the notation of [16] , det 2 (I + D H G(ω)) becomes det c (−D H G(ω))).
The assertion in our next result is a reformulation of [16, Lemma 2.4] . It provides an explicit formula for det 2 (I+D H G(ω)). It is important to point out that our computation of the Carleman-Fredholm determinant det 2 (I + D H G(ω)) has been developed with techniques which are completely different from those (based on Malliavin calculus) used for the proof of Lemma 2.4 in [16] . Our approach comes from [10] and it uses functional analysis and the theory of linear ordinary differential equations. For the reader's convenience, we have collected in Appendix B some of the ideas (taken from [10] ) which have enabled us to perform our computation of the Carleman-Fredholm determinant and some important consequences of this approach. We believe that this method could be useful in other situations (cf. [2] , [7] , [8] , [26] ). Hence if ξ ∈ L 2 (Ω, H 0 ), we say that ξ ∈ dom(δ) if we have
for any φ ∈ D 1,2 (R). If ξ ∈ dom(δ), we have δξ ∈ L 2 (Ω, R) and
We also need to introduce the second Malliavin derivative. Let F : Ω → H 0 be a measurable mapping which belongs to Appendix B: An input-output representation for linear boundary value problems
In this section, we briefly sketch the framework of [10, Chapter XIII] in which our computation of the Carleman-Fredholm determinant (Lemma 5.1) is developed. Throughout this section, since only deterministic functions are involved, we go back to the notation α(t) = α t , for any real function α. We are concerned with the Hilbert-Schmidt integral operator defined as follows:
(Lh)(t) = −a(t) We now introduce the fundamental matrices U × , dU × dt (t) = (A − BC(t))U × (t), U × (0) = I, i.e., U × (t) = u 1 (t) u 2 (t) u ′ 1 (t) u ′ 2 (t)
, (5.8) where u ′′ k + b(t)u ′ k + a(t)u k = 0, k = 1, 2, u 1 (0) = u ′ 2 (0) = 1, u ′ 1 (0) = u 2 (0) = 0, and
With the previous notation, one can prove Proof. We make straightforward estimates on the control problem (5.6) based on the Gronwall lemma.
One can also deduce from [10, Theorem XIII.5.1] the next result, which leads to Proposition 4.16 in Section 4. (ta(t) + b(t))(1 − t)dt , where u ′′ 2 + b t u ′ 2 + a t u 2 = 0, u ′ 2 (0) = 1, u 2 (0) = 0.
