In this paper, we are interested in symbiotic radio networks (SRNs) and focus on the user association problem in SRNs. Specifically, in an SRN, the base station serves multiple cellular users using time division multiple access (TDMA) and each IoT device is associated with one cellular user for information transmission. The objective of user association is to link each IoT device to an appropriate cellular user by maximizing the sum rate of all IoT devices. However, the difficulty in obtaining the full real-time channel information makes it difficult to design an optimal policy for this problem. To overcome this issue, we propose a deep reinforcement learning (DRL) algorithm, which uses historical knowledge to infer the current information in order to make appropriate decisions for this user association problem. Finally, simulation results show that the proposed DRL algorithm achieves performance comparable to the optimal user association policy which requires perfect real-time information.
I. INTRODUCTION
The exponential growth in the number of Internet-of-Things (IoT) devices will lead to an enormous demand on wireless spectrum and network infrastructure [1] - [3] . To support massive IoT connectivity, it is highly desirable to design spectrum-, energy-, and infrastructure-efficient communication technologies. Symbiotic radio networks (SRNs) [4] - [6] are envisioned as a promising technique to achieve this goal. When ambient backscatter communication (AmBC) [7] is used for IoT transmission, the IoT devices in an SRN transmit their messages to their destinations by reflecting the signals received from the primary transmitter without requiring an active radiofrequency (RF) transmitter chain. That means that the data transmission of the IoT device uses passive radio technology and does not require dedicated spectrum and infrastructure. As such, AmBC-based SRNs have attracted increasing attention from both academia and industry recently [8] - [14] .
In an AmBC-based SRN, the IoT network is always a beneficial party, and thus there are three types of symbiotic relationships based on the interaction between the two coexisting networks: parasitism, commensalism, and mutualism. Consider a simple SRN model consisting of three nodes: an RF source, a backscatter IoT device, and a reader. The IoT device backscatters the ambient RF signal by changing its reflection coefficient, through which the information of the IoT device is transmitted to the reader. When the backscatter link is relatively strong as compared to the direct link, and the IoT and primary transmissions have the same baud rate, the IoT gains the transmission opportunity, but it causes severe interference to the primary transmission. Thus, the two networks form the parasitism relationship [4] . When the backscatter link is very weak as compared to the direct link, the effect of backscatter link on the primary transmission is negligible. Thus, the two networks form the commensalism relationship [7] - [14] . When there is cooperation between the IoT transmission and the primary network, a mutualism relationship can be achieved. An example of cooperation is that the primary receiver and the reader are integrated as a cooperative receiver, which decodes the messages not only from the RF source, but also from the IoT device. The existence of the backscatter link benefits the detection of the RF source message based on joint decoding for this cooperation receiver [12] .
In this paper, we are interested in the user association problem for the AmBC-based SRN. The base station (BS) in the primary network serves the cellular users through time division multiple access (TDMA), each IoT device is associated with one cellular user for information transmission by reflecting the signals received from the BS, and each cellular user decodes the messages from the BS and the associated IoT devices using the successive interference cancelation (SIC) strategy. For user association in an SRN, the BS determines which cellular user an IoT device should be associated with in order to maximize the sum rate of all IoT devices.
In order to obtain the optimal user association strategy, the full real-time channel information is required. However, it is impractical for the BS to obtain all channel information since it involves a great amount of overhead. To overcome this challenge, We propose a deep reinforcement learning (DRL) algorithm to make proper decisions without requiring the full real-time channel information for this user association problem. The DRL algorithm uses historical channel knowledge to infer the real-time channel information based on the channel correlation between different frames. Simulation results show that the proposed DRL 978-1-7281-0962-6/19/$31.00 ©2019 IEEE algorithm can achieve performance close to that of the optimal policy which requires perfect real-time channel information.
II. SYSTEM MODEL
The system model for the SRN considered in this paper is shown in Fig. 1 , in which an IoT network parasitizes in a primary network. In particular, the BS serves M cellular users through TDMA manner, while N IoT devices in the IoT network transmit their messages to the associated cellular users by reflecting the received signals from the BS. Specifically, as shown in Fig. 2 , each IoT device only transmits information in one time slot corresponding to one associated cellular user. The cellular user decodes the signals from both the BS and the associated IoT devices using SIC. In the following, we provide the channel model, the signal model, and the signal-to-interference-plus-noise ratio (SINR) model for the SRN.
A. Channel Model
Here, each channel in the SRN consists of two components: a large-scale fading component and a small-scale fading component. Denote by h m the channel coefficient from BS to User m with h m = √ λ mhm , by f n the channel coefficient from BS to IoT Device n with f n = √ λ nfn , and by g m,n the channel coefficient from IoT Device n to User m with g m,n = √ λ m,ngm,n , where λ m , λ n , and λ m,n represent the corresponding large-scale fading components, andh m ,f n , andg m,n represent the corresponding small-scale fading components. The large-scale fading components remain unchanged for a fixed distance between the two corresponding nodes, while the smallscale fading components remain unchange in one frame, but vary in different frames. We use Jakes' model to represent the variation of the small-scale fading component for each channel in frame t, which yields [15] h m (t) = ρh m (t − 1) + e m (t),
(
f n (t) = ρf n (t − 1) + e n (t),
for m = 1, · · · , M and n = 1, · · · , N , whereh m (0) ∼ CN (0, 1),f n (0) ∼ CN (0, 1), andg m,n (0) ∼ CN (0, 1), and e m (t), e n (t), and e m,n (t) are the independent and identically distributed random variables for any frame t with distribution CN (0, 1−ρ 2 ), and CN (µ, σ 2 ) denotes the complex Gaussian distribution with mean µ and variance σ 2 . The variable ρ represents the correlation of channels between different frames.
B. Signal Model
As shown in Fig. 1 , the BS transmits message x m with unit power to User m in one time slot during one frame, while the IoT Device n backscatters the received BS signals with its own message c n to one associated cellular user. Suppose that the symbol period for each IoT device covers K BS symbol periods [7] . The received signals at User m can be written as
where p is the transmitted power at the BS, α n denotes the reflection coefficient of IoT Device n, u m is the complex Gaussian noise at User m with u m ∼ CN (0, σ 2 ), and a m,n ∈ {0, 1} is the user association indicator. If a m,n = 1, IoT Device n is associated with User m, i.e., IoT Device n transmits information when the BS serves User m; otherwise a m,n = 0.
C. SINR model
The cellular user adopts SIC to decode the messages for its own and the associated IoT devices. Due to the double fading, the backscatter link is weaker than the direct link. Thus, the cellular user needs to decode its own message first. After that, the cellular user decodes the messages of the associated IoT devices. When there are multiple IoT devices are associated with the same cellular user, the cellular user first decodes the message of the strongest IoT device by treating other IoT devices' signals as interference. According to this strategy, we first define h m,n |α n | 2 |f n | 2 |g m,n | 2 , and use setĨ n = {l|h m,l < h m,n , l = 1, · · · , N } to indicate the identify numbers of the IoT devices that may interfere with IoT Device n. Then, the SINR of IoT Device n at User m is given by [16] 
III. OPTIMAL USER ASSOCIATION POLICY In this section, we first formulate the user association problem for the SRN. Then we present the optimal policy for this formulated user association problem.
A. Problem Formulation
In the SRN, the IoT transmission relies on the primary cellular transmission. Hence, different association scheme yields different IoT transmission rate, due to the different channel gains. Specifically, based on (5), since each channel gain may vary in different frames, the IoT devices may need to be associated with different cellular users in different frames to achieve higher SINR, thereby higher transmission rate. Meanwhile, if there are multiple IoT devices associated with the same cellular user, there will exist interference which affects the IoT transmission rate. Thus, it is significantly important to design a suitable user association policy. In what follows, we will formulate the user association problem mathematically.
The achievable rate, R m,n , for IoT Device n backscattering the signals to User m is given by
The sum rate for all IoT devices in the SRN can be written as
Thus, the user association problem is expressed as
where A represents the association index set composed by a m,n , m = 1, · · · , M, n = 1, · · · , N , and (8) means each IoT device only selects one time slot for information transmission in one frame, which is consistent with Fig.2(b) .
B. The Optimal Policy
To obtain the optimal index set A * , it is clear that three steps are required: 1) list all possibility index set A satisfying (8); 2) calculate the sum rate of all IoT devices for each possible index set A; 3) select the optimal index set A * for maximizing ∑ M m=1 ∑ N n=1 R m,n . It is noted that to solve the optimization problem P1, the complete real-time channel information is required to calculate the real-time SINR in (5) . However, according to the frame structure in Fig. 2 , each cellular user only receives the signals at its corresponding time slot, while each IoT device transmits its message only in one chosen time slot. Thus, the BS can only get the channel information from the IoT device to its associated cellular user. In other words, it is difficult for the BS to obtain the full real-time channel information from the IoT devices to all cellular users. Therefore, it is impractical for the BS to calculate the optimal index set A * and derive the optimal policy.
IV. DEEP REINFORCEMENT LEARNING ALGORITHM
In this section, we provide a DRL algorithm to solve the user association problem in an SRN without requiring the full real-time channel information. In the following, we will elaborate the basic principle and present the DRL algorithm in detail.
A. Basic Principle
As described in Section III-B, it is impractical for the BS to obtain the full real-time channel estimation. In fact, the channels between different frames are correlated due to the following two reasons: 1) for the channels in different frames, the large-scale fading component remains constant if the location is unchanged; 2) the small-scale fading component follows the first-order complex Gauss-Markov process based on (1), (2), and (3). Thus, if the BS can learn the correlation between the channels in different frames by exploring and exploiting the historical channel information, it is possible for BS to infer the current channel information and associate each IoT device with an appropriate cellular user to maximize the IoT sum transmission rate in each frame.
DRL can effectively learn a hidden correlation by trialand-error and design its optimal policy from the interaction with the environment [17] . Therefore, we can use DRL to learn the channel correction and design a proper user association policy to maximize the sum transmission rate.
B. DRL Overview
In DRL, a deep neural network, referred to as deep Qnetwork (DQN), is implemented to estimate the long-term reward Q(s, a), including not only the immediate reward but also the future reward. The DQN can be expressed as Q (s, a; θ) , where θ is the weights of the DQN. The input of the DQN is one of the element in state space, i.e., s ∈ S, and the output is the long-term reward Q(s, a; θ) of each possible action a in action space A for a given environment state s. The DRL uses each experience (s, a, r, s ′ ) obtained by the ϵ-greedy policy to train the DQN. The process of training DQN aims to minimize the loss function L(θ), which can be expressed as
where y tar is the target value, which is given by
where θ − is the old weights of the DQN, which is updated once per T u steps. We call Q(s, a; θ − ) the target Q-network, which updates its weights θ − frequently but slowly. The neural network is trained by randomly sampling a minibatches of Z experiences from the replay memory D. The replay memory D is used to store the experiences (s, a, r, s ′ ) with a first-in-first-out principle. The size of this replay memory D is N E . The ϵ-greedy policy implies that the agent takes a random action from the action space A with probability ϵ, whereas executes the action a * = arg max a∈A Q(s, a) with probability 1 − ϵ [17] . The ϵ-greedy policy can avoid falling into the local optimum since the random action with a probability of ϵ can explore more possible action and experience the best action to train the DQN.
C. DRL-based User Association Algorithm
Here, we present the DRL-based user association algorithm. To begin with, we introduce the action space, the state space, and the immediate reward function for this algorithm.
1) Actions: Since the DRL algorithm aims to associate each IoT device with a proper cellular user to maximize the sum rate, the action space needs to include all possible and available association schemes. Thus, the action space is given by
where b n ∈ {1, · · · , M } denotes the index of the cellular user associated with the IoT Device n. The number of possible actions is M N , i.e., the size of this action space is M N . We take an example to understand this action space. Assuming that there are M = 2 cellular users and N = 2 IoT devices, the action space A is A = {{1, 1}, {1, 2}, {2, 1}, {2, 2}} , which means there are 2 2 = 4 possible actions.
2) States: Since the DRL agent trains the DQN based on each experience (s, a, r, s ′ ), it is important for the DRL agent to collect a proper and available state to provide useful knowledge for decision making. In Section III-B, we have stated that the full real-time channel information is difficult to be obtained. However, the channels between different frames are correlated, which has been discussed in Section IV-A. As such, we can use the historical channel information as the state to optimize the policy.
Here, we denote by H L = {h m,n } the historical channel information of all backscatter links. After each interaction with environment, H L will be updated. In particularly, at the end of frame t, User m transmits the backscatter channels information h m,n (t) from IoT Device n associated with it to the BS. Then the BS updates H L (t) with the information h m,n (t) and considers the updated H L (t) as the state for the frame (t + 1). To summarize, the state in frame t is given by
Note that before feeding s(t) into DQN, we first normalize it to guarantee the performance of the DRL algorithm.
3) Reward Function: The goal of this DRL algorithm is to maximize the sum rate of all IoT devices. Thus the immediate reward function r(t) in frame t shall be the sum rate of all IoT devices. i.e., Note that after taking action a by the observed state s, the BS will obtain the immediate reward by the feedback from the cellular users. Fig. 3 shows the structure of the proposed DRL algorithm. In this algorithm, the agent delivers the decision a(t) made according to ϵ-greedy policy to the IoT devices. The IoT devices access the associated cellular user based on the decision from the BS. And the cellular users decode the signals of the associated IoT devices and feedback all useful and available information to BS for the calculation and the update of r(t) and s(t + 1). Then the BS storages the experience (s(t), a(t), r(t), s(t + 1)) into the replay memory D, and randomly samples a minibatch of experiences in D to train the DQN. The DQN is used to make decision for the next frame according to ϵ-greedy policy. In addition, the pseudocode of the proposed DRL algorithm is shown in Algorithm 1.
V. PERFORMANCE EVALUATION
In this section, simulation results are presented to evaluate the performance of the proposed DRL-based user association algorithm. For comparison, we consider two benchmark algorithms: random policy and optimal policy. In the random policy, each IoT device is associated with a cellular user randomly. For the optimal policy, we assume that the BS knows full perfect real-time channel information and obtains the optimal policy by the method proposed in Section III-B. Since it is impractical for the BS to perfectly know the full real-time channel information, the performance of the optimal policy is just the theoretical upper bound. In the following, we will present the simulation setup and the performance of the proposed DRL-based user association algorithm.
A. Simulation Setup
To begin with, we consider the locations of the BS, the cellular users, and the IoT devices, are in a 100 meters by 100 meters region. The BS is located at the center of this region. And the IoT devices and the cellular users are placed randomly based on a uniform distribution within a distance of 10 ∼ 100 meters from the BS. Algorithm 1 DRL-based User Association Algorithm 1: Initialize the weights θ of the DQN randomly; 2: Initialize the weights θ − of the target Q-network with θ − = θ; 3: Initialize the size of minibatch Z and the target Qnetwork replacement frequency T u ; 4: The agent takes actions randomly and storages the corresponding experience (s, a, r, s ′ ) into the replay memory D until there are Z experiences. 5: Repeat: 6: The agent selects an action a(t) through ϵ-greedy policy in frame t, (t > Z); 7: The agent calculates the immediate reward r(t) after taking action a(t) in frame t; 8: The agent observes a new state s(t+1) in frame (t+1); 9: The agent stores the new experience (s(t), a(t), r(t), s(t + 1)) into the replay memory D; 10: The agent randomly samples a minibatch of Z experiences (s, a, r, s ′ ) from the replay memory D to train the DQN; 11: The agent updates the DQN weights θ; 12: The agent updates the target Q-network weights θ − once per T u steps with θ − = θ. We set the transmit power of the BS to p = 40dBm and the background noise power to σ 2 = −114dBm. We consider a distance-dependent path loss model, which is 32.45+20 log 10 (f )+20 log 10 (d)−G t −G r (in dB), where f is the carrier frequency in Mhz, d is the distance in km, G t denotes the transmit antenna gain, and G r denotes the receive antenna gain. Here we set f = 2.4GHz, G t = G r = 2.5dB. We assume all IoT devices have the same reflection coefficient α n = α = 0.8 for n = 1, · · · , N . And the period ratio between the IoT devices and the BS is set to K = 50.
Next, we describe the design of the hyper-parameters for the DRL algorithm. First, the DRL algorithm is implemented using TensorFlow, and the parameters of the DQN corresponding to the DRL algorithm are listed in Table  I . Furthermore, we set the discount factor to γ = 0.3. In addition, the ϵ-greedy policy is used to take actions. At first, we set ϵ(0) = 0.2, which means a random action is chosen with a probability of 0.2 to explore the experiences. Then, to move from a more explorative policy to a more exploitative policy, the probability ϵ follows ϵ(t + 1) = max{ϵ min , (1 − λ ϵ )ϵ(t)}, where ϵ min = 0.005 and λ ϵ = 0.005. In addition, each value in each figure is a moving average of the pervious 200 frames. Fig. 4 illustrates the average sum transmission rate of all IoT devices using different algorithms. In this figure, we consider a quasi-static channel scenario by setting ρ = 0.99, which means the channel changes slowly. Meanwhile, we consider the number of the cellular users is M = 3 and the number of the IoT devices is N = 3 in this figure. It can be seen that the DRL algorithm can almost achieve the optimal sum transmission rate gradually in a quasi-static scenario. This observation indicates that the DRL algorithm can learn almost perfect knowledge and design almost optimal policy in a quasi-static scenario. Meanwhile the average sum rate of the proposed DRL algorithm is around 0.45 bits/frame/Hz, while the average sum rate of the random policy is around 0.25 bits/frame/Hz. That indicates the average sum rate of the proposed DRL algorithm is almost twice the average sum rate of random policy. Fig. 5 presents the average sum transmission rate for different algorithms in a relative dynamic channel scenario with ρ = 0.5. In this figure, we set M = N = 3. From this figure, we can see that the DRL algorithm can approach the performance of the optimal policy. Compared with the quasi-static scenario, the DRL algorithm in this more dynamic scenario has a little gaps with the optimal policy. The main reason is that when the channel changes rapidly, it is more difficult to infer the next channel state. Fig. 6 shows the performance of the average sum transmission rate for different algorithms in a highly dynamic scenario with ρ = 0. In this scenario, the small-scale fading component changes rapidly without correlation between different frames. We set M = N = 3. From this figure, it is seen that there exist gaps between the proposed DRL algorithm and the optimal policy. The main reason is that when ρ = 0, the small-scale fading component is difficult to be learnt from the historical channel information since the channel changes without correlation between different frames. However, the proposed algorithm can approach the optimal policy. This is because the agent can learn the large-scale fading information. These observations indicate that the proposed algorithm is effective even in a highly dynamic scenario.
B. Performance of the Proposed Algorithm

VI. CONCLUSIONS
This paper has studied the user association problem in SRN using DRL approaches. Since it is difficult to obtain the full real-time channel information, we have used historical information to infer the current information via DRL to make appropriate decisions. The proposed DRL algorithm involves the globally available information as the current state and outputs one action that involves decisions for all IoT device. Simulation results have demonstrated that the DRL algorithm can perform close to the optimal policy with perfect real-time information.
