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Abstract— Abstract—One of the most common 
problems in sound recognition is the overlapping sound. 
This phenomena requires sound separation beforehand 
in order to be recognized. Most studies related to sound 
separation used artificial data in their research, i.e. using 
experiment sound data from a controlled environment 
which is augmented with one or more sound types, and 
achieve good results. However, when it is implemented in 
the real condition, it’s performance has dropped 
dramatically. Thus, in this research we use overlapping 
data recorded in real environments. The purpose of this 
research is to separate the speech and non-speech, and 
noise by using the Non-negative Matrix Factorization 
(NMF). Our experimental results show that the NMF 
works well when separating sound and non-sound, and 
has helped the performance of sound recognition. 
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I. INTRODUCTION  
Sound is one of the data source used on Computer 
Science research. The sound data contain information 
for daily use, such as the sound of musical instrument, 
speech sound, and environment sound [1], [2], [3], [4], 
[5]. A research used a sound environment to identify 
the type of sound source using single sound data [6]. 
Hence, it requires a different approach to improve the 
sound research using the overlapping sound data in 
addition to the single one. This approach is important 
because the real environment consists of various type 
of sound at the same time. A single sound source on 
real condition is rarely found. 
There have been several researches using 
overlapping sound data, as found in a research by E. 
Manilow, et al. (2018), using musical instrument sound 
as their object. It has been known that the musical 
instrument sound has a structured signal [7]. The 
research used musical instrumental sound and 
produced a good significant result. Compared to the 
musical instrument sound, the environment sound has 
a different characteristic in which it variously is more 
complex. There is a research that has developed an 
application to receive a command using speech as the 
input. The application, however, has a limitation when 
being implemented in a real condition with the 
overlapping sound event in which it was not capable of 
reaching a maximum accuracy in view of the 
background noise. The purpose of the research is to 
develop a command system on noise environment [8]. 
In other studies, the overlapping sound has also been 
used to identify an activity in a closed room. It 
recognized a fall sound as the alarm for critical injury 
or emergency situation [2]. 
A research will result in the good accuracy when 
determining one type of a sound as a noise, but in fact, 
the existing noise might occur in one or more type of 
sound. The data separation among the sound to be 
identified is known as noise and it becomes a challenge 
for that researches. Based upon the previous research, 
this research then attempts to do a separation of the 
overlapping environment sound. This research using a 
simulation overlapping  sound data that produced from 
a single data from ESC-50 data. The aim of the research 
was to try one of the methods in separating the sound 
that has already had a quite good accuracy by not being 
dependent upon the availability of well labelled data. 
The analysis was conducted through the Nonnegative 
Matrix Factorization (NMF) method purposely to 
separate the overlapping environment sound. The NMF 
method comes to be excellent for the independent 
separation – reflecting that it no longer needs the single 
data training to identify the overlapping data patterns.  
This research used the Python as the programming 
language. The coding source of NMF was from 
E.Manilow (2017) applying the NMF method designed 
by Lee and Seung (2001) [11] in which the NMF 
method designed was suitable with the high dimension 
data. The testing phase with  Support Vector Machine 
used the coding from pyAudioAnalysis [12]. This 
article further analyzed the method of data separation 
used and research related to Chapter 2 of Related 
Research. Chapter 3 furthermore discusses about the 
setup experiment and the formation of the overlapping 
data used in the experiment. Chapter 4 is to discuss the 
experiment with its results. The result and conclusion 
finally would be discussed and presented in Chapter 5.  
II. RELATED RESEARCH  
A. Overlapping Sound  
Research on overlapping sound has been widely 
conducted through a variety of purposes; one of which 
commonly used is to separate the overlapping sound 
data.  A research by A. Sasou and K. Tanaka (2003) 
was conducted about the overlapping sound process. 
Research by A. Sasou and K. Tanaka (2003) divided 
the type of environment sound into three: periodic, 
aperiodic and impulsive sound that can simultaneously 
occur. The research used the AR-HMM (auto-
regressive Markov Model) method developed by A. 
Sasou and K. Tanaka in a different time in the period 
of 2000-2001 [17]. The experiment used the speech 
and non-speech data divided into three types. The 
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result showed a quite effective sound separation. The 
way of measuring the segregation result (separation) 
was conducted by using SNR. Based upon the results 
of the research, the AR-HMM method was only good 
for speech, but for non-speech it still needs a review.  
The overlapping sound was also used in research 
[18]. The research by M. Rossi (2013) aimed to 
develop the application on the smartphone to identify 
the sound surrounding or environment. It was divided 
into two: front end processing to do the feature 
extraction of sound using MFCC. The classification 
phase used SVM for the training and testing using the 
SVMTrain Component. Training test data consisted of 
23 classes of environment sound. The system built on 
the smartphone id was divided into two types of mode: 
autonomous mode as a direct recognition from 
smartphones without any internet connection. The 
result of the recognition would be given through 
notification. The second mode was server mode as a 
sound recording process and front end processing on 
the smartphones. However, the classification process 
was done on the server.  The result measured with the 
accuracy of recognition achieved 58.45% in the 
runtime system, the result on the autonomous mode 
was 13.75h and in server mode it was 11.93h. 
Furthermore, CPU usage for MFCC was 50%. 
Cestrum was 35% and classification SVM was 14%, 
and recognition time was in 260ms. 
M. S. Khan, et al. (2014) also used the overlapping 
sound between normal sound and fall sound. The 
normal sound was categorised as the sound –not as the 
fall sound. The method used was OCSVM [2] [13]. 
The separation method used was only able to separate 
two types of group. In the use for the group more than 
two, it still needs a review.   
B. Nonnegative Matrix Factorization  
NMF method has been widely used in the sound 
processing with an aim to do the data separation of 
overlapping sound. One research using NFM is [5] 
conducted for sound event detection sound event in the 
real condition using the supervised Nonnegative 
Matrix Factorization (NMF). It was compared to SVM 
method using the equal real time data. However, for 
the environment sound with unstructured signals 
consisting of any kinds of sound sources, it might arise 
a challenge. The detection of human sound or speech 
can be simpler to be done due to its structured signals 
and patterns. In other words, the sound separation for 
human sound and non-human sound has been 
successfully done; however, the separation of 
overlapping sound data in non-human sound or 
environment sound is still done in a manual tagging 
process.  
 
NMF method has also been used in the research on 
medical field for the cardiac and breathing sound [23]. 
In medical field, the cardiac and breathing sound were 
recorded in an overlap condition; thus, it requires more 
accuracy in making a diagnose based upon the sound 
of both [23]. The separation of heartbeat and breathing 
has been a research goal that is commonly done. The 
research of G. Shah, et al. (2015) used the NMF 
method that has been modified as a method to separate 
the cardiac sound and breathing sound. The result of 
the research showed that NMF method that has been 
modified has resulted in the high accuracy of 
separation – even in the environment condition with 
noise. 
For instance, there are vectors with the n 
dimensions.  
=	 … ; =	 … , …, =	 …  
The, it would be changed into a matrix V:   
=	 … 			… 			…		 … 	  
Then, the size of V was n x m in which n refers to 
its dimension and m refers to the number of samples in 
the data. Furthermore, it is to identify the method of 
matrix  [11]: ≈ ∙  (1)
The size of matrix W was n x r, while the matrix H 
was r x m in which the size of both matrixes were 
smaller than the matrix . 
Factoring results were carried iteratively out to 
obtain the optimal factoring results. Repetition was 
done by measuring the factoring results using a cost 
function. One simple way is to use Euclidean distance 
measurement in formula (2) [11]: | − | = −  (2)
Searching estimation started at the lower limit of 
zero and would stop if A=B. One of measurements 
used is with the formula (3) [11]: ‖ = log −	 +	  (3)
Similar with formula (2), the lower limit (3) was 
also zero and would stop in A=B. The value (3) could 
not be called as a distance since value A and B had no 
any direction but it was called as divergent. Based 
upon both formula (2) and (3), then, there were two 
problems defined to seek NMF in (1), i.e. [11]: 
Problem 1. 	‖ − ‖  with W, H>0 
Problem 2. 	 ‖ 	with W, H>0 
The solution for both problems cannot be given by 
searching the global minima value considering that the 
result minimally is convex only on one of W or H. 
Therefore, what is searched is the local minimal value 
with some techniques. This research refers to the 
technique of Multiplicative Update Rules [11]: ← 	  (4a)
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←	  (4b)
Formula (4a) and (4b) are used Euclidean distance 	‖ − ‖  [11]. 
 
III. OVERLAPPING SOUND SEPARATION METHOD  
The method of sound separation in this research is 
started by forming the overlapping data. The data 
resulted would be used in the experiment. The 
following phase is by separating the overlapping data 
using NMF method. The result of separation would be 
tested with SVM method by generating its 
classification model generated from the non-
overlapping data and this model is also tested with 
SVM method itself to its single data. The framework 
of the system can be seen in Figure III.1.    
 
FIGURE III.1 FRAMEWORK OF SOUND SEPARATION SYSTEM  
A. Generating the overlapping data  
Data manipulation was conducted due to the 
available sound data is unseparated; while the data 
required were overlapping that could be made using 
tools editing file for sound in the wav and mp3 format. 
However, considering the high number of data and 
time limitation, it then required the code that could do 
an automatic data merging. The codes were taken from 
[24] and [25]. In the code source, it used library pydub 
(AudioSegment). The documentation of complete 
combination can be seen in [24]. The code was then 
continued by making the automatic data combination 
for each wav data.   
The data sources used to form the overlapped data 
are the data in the research [1]. The data have five 
classes of environment sound, each of which has 10 
types of single sound and each type of single sound has 
40 variations of wav data. In this research, it only used 
two classes of sound: human non-speech sounds and 
interior/domestics sounds as this research has been 
focused on the environment in a room. The type of 
each of those two classes would be combined to result 
in 400 overlapped data with the wav format.  The data 
used were taken from ESC-50 i.e. 1-1791-A-26.wav 
(with the duration of five seconds, and the sound of 
people laughing) and 1-137-A-32.wav (with the 
duration of five second, and the sound of typewriter 
typing).   
 
FIGURE III.2 SIGNAL OF HUMAN LAUGHING  
Figure III.2 shows the form of signal from human 
laughing categorized into the human non-speech 
sounds. This wav file had the five-second duration 
though in fact the laughing sound was only more or 
less two seconds and the rest was silent.   
 
 
FIGURE  III.3 SIGNAL OF TYPEWRITER SOUND  
Figure III.3 illustrates the form of the signal of 
typewriter sound with the five-second duration. The 
sound generated took almost five seconds along with 
silence and it was different as seen in Figure III.2 in 
which the duration of silence was longer than that of 
its sound duration.  
The output is the combination of the name of the 
two files with the wav format and the five-second 
duration as well. The form of the signal from the result 
of combination can be seen in Figure III.4. 
 
FIGURE III.4 OVERLAPPING OR COMBINATION SIGNAL FROM 
TYPING SOUND AND HUMAN LAUGHING  
B. Separate the overlapping data using NMF 
The data from generate the overlapping data from 
single data is used to test the separating method. This 
research use the NMF as the separating method. The 
NMF method that is used in this research based on the 
previous work by Lee and Seung (2001). The 
implementation use an existing program from other 
research called nussl [7]. This research use a default 
parameter from the program. The first step of the 
program is reading the sound file on .wav format. The 
sound file converts to numerik data using Short Time 
Fourier Transform (STFT). After the STFT data is 
extracted, the next step is NMF method 
implementation.  
The result of NMF step are active and template 
matrix, then the template matrix is reduced on the 
dimension use Mel Frequency Cepstrum Coefficient 
(MFCC). The implementation of MFCC use librosa 
library on python language. The next step is clustering 
the activation and template matrix use k Means 
clustering. The implementation of k Means clustering 
based on scikit-learn on python language. The number 
of clustering is inputed by the user based on the 
number of output source, in this research used two 
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number of output source. The result of clustering is 
convert to audio same as the input format is .wav file. 
The number of output file is the number of output 




FIGURE III.5 FLOWCHART OF IMPLEMENTATION OF SEPARATING 
OVERLAPING SOUND  
The Transformer NFM module is used to described 
the process of implementation of NMF process. The 
module used the matrix of STFT as the input. First, the 
module generate random of first activation and 
template matrix, the random value is based on input 
matrix. The Euclidean distance between input matrix 
and dot product of activation and template matrix. The 
result of the distance is used to check the iteration 
condition. If the condition of iteration is false then the 
activation and template matrix is updated use (4a) and 
(4b) formulas. If the interation condition is false then 
the iteration stop and ended the module. The output of 
the Transformer NMF are activation and template 
matrix that is used on the next step on implementation 
of separating overlaping sound. The flowchart of 
Transformer NMF module is showed on Figure III.6. 
 
 
FIGURE III.6 THE FLOWCHART OF TRANSFORMER NMF MODULE 
C. Analysis on the Testing Result  
The trial on the results of the data separation were 
conducted using SVM data with reference to the 
PyAudioanalysis research [12]. The formation of the 
SVM classification model came from a single sound 
group of ESC-50 with the same class i.e. human non-
speech sounds and interior/domestics sounds. The 
classification model was firstly tested with single data 
itself. The simulation of the overlapping data 
separation is presented as follows. The data input used 
were the output from the phase of overlapping data 
formation.  
The result of the test can be seen in Table III.1, 
showing the result of the accuracy to value C showing 
the overfitting level from the shaped classification 
model. The higher the value C, the higher the level of 
its overfitting. The mean value C in the result of the 
formation of classification model was 4 with the 
measure of value C minimum 0 and maximum 20. The 
mean of classification accuracy for all classes of single 
data was 94.13 %. The highest accuracy was obtained 
in the class of crying_baby and the lowest one was 
found in the class of door_wood_creaks.  
TABLE III.1 RESULT OF THE TEST ON THE CLASSIFICATION MODEL 
WITH SVM. 
Type of sound  Accuracy  C 
door_wood_creaks 92.66 5.0 
door_wood_kncok 93.03 4.9 
keyboard_typing 93.24 3.9 
breathing 93.47 9.2 
clock_tick 93.51 5.0 
mouse_click 93.52 4.0 
glass_breaking 93.67 4.2 
can_opening 93.73 7.8 
vacuum_cleaner 93.98 4.0 
brushing 94.01 4.1 
clapping 94.08 4.1 
footstep 94.10 3.6 
coughing 94.12 3.8 
drinking 94.14 3.8 
laughing 94.17 3.5 
sneezing 94.19 3.5 
washing_machine 94.22 3.8 
snooring 94.23 3.3 
clock_alarm 94.80 6.4 
crying_baby 99.47 0.6 
 
Once the overlapping data were made, it was 
continued with the separation phase using the NMF 
method in nussl project  [7]. The separation was done 
to 400 wav data that have been resulted; thus later on 
resulted in 80 wav data for two sound types that have 
been combined. In other words, each of type consisted 
of 40 wav data. The result of the separation was then 
classified by matching based upon the type of 
combined sounds. For instance, if two types of sound: 
clapping and glass breaking are combined, there will 
be 40 wav data that will be resulted in. Thus, it should 
result in 40 data of clapping and 40 data of glass 
breaking. The result of the 80 separation data was 
tested by conducting the SVM classification with the 
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model that has been previously made in the phase of 
single data training. If 40 of 80 data were recognized 
for each class, then the accuracy to be obtained was 
100 %. The result of the classification accuracy in the 
overlapping data can be seen in Table III.2.  
The average result of the lowest accuracy was 
found in mouse_click different from the result of the 
classification accuracy in the single data i.e. 
door_wood_creaks. This occurred as the form of the 
signal of vacuum_cleaner was more dominant in terms 
of frequency and amplitude compared to other sound 
types. Thus, when doing the separation with other data, 
it became inaccurate. It was different from other types 
of sound with the accuracy above 80 percent showing 
the signal characteristics of other sound types that were 
different from one to other.  
 The comparison in the accuracy between the 
overlapping data and the single data can be seen in 
Figure III.6. As seen from the graph, there was a 
difference in the achievement of classification 
accuracy between the overlapping data and the single 
data; in this case, it was at 10% on average. It means 
that the result of the overlapping data separation using 
NMF method still was not able to be equal as in its 
original single data particularly for the signal with the 
characteristics that were not unique.   
 




FIGURE III.6  GRAPH OF COMPARISON ON THE RESULT OF CLASSIFICATION ACCURACY 
IV. CONCLUSION AND SUGGESTION  
The NMF method, based upon the result of trial and 
analyses, has been found to have given the quite 
significant result of sound separation though it was still 
lower than the recognition of its single data. This 
shows that the sound separation done has not reached 
the separation level as similar with the initial single 
data. However, it has successfully done a quite good 
separation if seen from the mean of classification 
accuracy reached. The research can be developed 
through the separation method that can result in the 
better data separation without being dependent upon 























breathing 86.67 71.43 90.79 77.78 83.33 89.74 92.50 87.14 71.25 88.16 83.88
brushing 80.88 68.92 76.32 93.42 83.33 80.77 80.00 79.73 78.75 78.95 80.11
clapping 79.17 94.74 56.58 82.90 70.00 71.25 88.00 65.28 86.25 92.31 78.65
coughing 100.00 82.35 82.90 100.00 97.83 87.84 91.67 65.00 72.50 70.51 85.06
crying_baby 91.43 75.68 76.32 86.84 82.90 91.25 96.15 65.28 68.75 89.74 82.43
drinking 81.48 68.57 97.30 81.08 83.33 98.65 84.09 75.71 58.75 67.95 79.69
footstep 88.24 75.00 98.68 88.46 81.94 82.50 93.75 79.17 71.25 76.32 83.53
laughing 90.32 87.14 65.79 100.00 75.86 79.49 97.50 66.67 70.00 94.87 82.76
sneezing 100.00 69.36 100.00 81.43 100.00 91.67 75.00 73.33 61.25 63.16 81.52
snoring 91.67 80.26 96.05 96.15 95.95 85.00 96.30 78.38 83.75 98.72 90.22
Mean 88.99 77.34 84.07 88.81 85.45 85.82 89.50 73.57 72.25 82.07
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