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{(A +  B)2－A2－B2}  ………(1) 
この 2 乗演算のためにルックアップテーブル(Look-Up Table: LUT) を用いる。また LUT
と加算器、減算器のサイズを小さくするため A, B, A+B のそれぞれの上位ビット、下位ビ
ットに分割して計算量を低減する方式 (Divide & Conquer 法) を用いた方式も検討する。 
提案アルゴリズムを FPGA で実現・検証をすべく、検討したアルゴリズムで入力 8bit×
8bit （出力 16bit）、および入力 16bit x 16bit (出力 32bit) の乗算器を設計し、レジスタ・






簡単のため A, B は正の数の場合のみを扱っている。 
 
1-2 デジタル演算の仕組み 
 私達が普段日常で扱っている数値は 10 進数である。しかしコンピュータでは 0 と 1 の
み、つまり 2 進数を扱うのが主である。信号処理や回路を動かす際に 2 進数を使うことで、
電気信号の有無のみで判断、記録させることができる。電磁気的に ON と OFF が表現的に










 加算において、位が同じ被加数と加数が計算される。図 1 のように、10 進数においては
5 + 9 = 14（十の位の 1 は繰り上げ）、2 + 3 + 1 = 6（実質的には 20 + 30 + 10 = 60）、合計





 これもデジタル加算と同様に、義務教育内で習った筆算の形が適用できる（図 2 参照）。 
 【図 2：デジタル乗算の仕組み】 
 
 乗算において 10 進数では被乗数に対して乗数を掛け合わせ、それら部分積を足し合わせ











 【図 3 ．全加算器の二次元配列を使った乗算回路図（4bit）】 
 
 
【図 4 ．全加算器の回路図】 
 
 図から分かるように、入力 A , B がそれぞれ 8bit ずつならば、8×8 = 64 個の全加算器が
必要となる。 
 1-4 LUT(Look Up Table)について 































[(𝐴 + 𝐵)2 − 𝐴2 − 𝐵2]………….（１） 
 乗算器を加算器、減算器、LUT を使った構成に変換するために式（１）を用いる。ここ
で 2 乗式は LUT、2 倍や 1/2 倍はシフト演算を用いるため乗算器は使用しない。 
 図 6 はシフト演算を示したものである。2 進数において 1bit 左にシフトすることは 10 進
数における 2 倍と同じであり、1bit 右にシフトすることは 10 進数における 1/2 倍と同じで
ある。 
 全加算器の二次元配列を用いた乗算器において、24bit の乗算器１つでは加算回数が 24
回となる。式（１）を参照するならば計算回数が 3 回、LUT 参照が 3 回と、計算回数を大
幅に減らすことができる。この研究において、式（１）を用いた回路（図 7）が基本的な構





【図 7：式(1) を実現する回路構成】 
 【図 8．回路図における記号説明】 
 
図 7 では 3 つの LUT を用いているが、演算時間のタイミングを考慮していない。図 7 の
回路をそのまま利用すると、A , B を LUT に通してA2 , B2 を出力するタイミングとA +
B を LUT に通して(A +  B)2 を出力するタイミングが異なる。そのため、図 9 のような回路
構成にすることでA2 , B2 , (A +  B)2 を出力するタイミングを考慮した回路も考えられる。他
にも、１つの LUT をA2, B2, (A + B)2 の計算を行うために逐次的に使うこともできる（図
10）。１つの LUT を逐次的に使用するため演算時間は約 3 倍と大きくなってしまうが、回
路量を減らすことができる。この際 3 つの加減算器も 1 つにすることができ、全体として




【図 10：LUT を逐次使用した回路】 
 
 2-2 対数を用いる回路 
 デジタル乗算を容易に計算する方法の一つとして、対数を用いる演算する手法がある。 
 【図 11：対数を用いた乗算回路】 
 
図 11 は LUT を用いて入力データ A, B を対数に変換し、数値計算に用いる回路図であ
る。AB の乗算を、加算器と LUT を用いて次のように計算する。 
①  A, B の対数 log A, log B を対数データの LUT を用いて得る。 
②  log A + log B (= log AB) を加算器で得る。 
③  log AB から AB を指数データの LUT を用いて得る。 








ここで問題となるのは、LUT はメモリであるということであり、適当な入力値 A のビッ
ト数nを大きくすると出力A2の 計算精度を保つためにはLUTのサイズを（n2に比例して）
大きくしなければならない。 
 【図 12：2 乗を出力する LUT の簡略図】 
 
図 12 は入力値の 2 乗を出力する LUT の示す簡略図である。入力 Nbit に対し、アドレス
が2N個存在する。入力されたアドレスから内部データを読み出して出力 2Ｎbit として出力
する。その際、必要なサイズは入力 N , 出力 2N であるので2N ∗ 2N = 2N+1 ∗ 𝑁bit 必要であ
る。 
N が 2 倍になったとき入力 2Nbit に対してアドレスは22Nbit、出力は 4Nbit となるため、
LUT に必要なサイズは22N ∗ 4N = 22N+2𝑁bit となり、入力値が 2 倍になると必要な bit 数
は2N+1倍になることが分かる。 
そこで n を上位ビットと下位ビットに分割して計算する方式『分割統治法（Divide & 
Conquer 法）』を考える。 
 たとえば図 13 のように入力 A が 8 ビットで、その上位 4bit をAH, 下位 4 ビットをAL 
とする。ここでA2の計算は次のようになる。 
A2 =  AH
2  (8bit 左シフト)+2AH AL (4bit 左シフト) +AL
2………(2) 
式(2) を用いた入力 A (8bit) の２乗A2 (16bit) 回路の計算回路を図 13 に示す。8 ビット





【図 13：データ A の上位、下位ビット分割】 





この回路の正当性を確認するため、図を参照し、8bit でA =  11001001 = (201)10につい
て考える。まず 10 進数を用いて理論計算を行う。  
上部（AH）4bit、下部（AL）4bit に分割すると、 
AH  =  1100  (12)10、 
AL  =  1001  (9)10 
となり、これを使って演算を行っていく。 
まず分割したAH、ALを 2 乗する。 
AH
2  =  122  =  144 
AL
2  =  81 
次にAH
2 を 8bit 左にシフトして桁を合わせる。 
AH
2  (8bit 左)  =  122 × 256 =  36864 
次に分割したAH、ALを足し、2 乗する 
AH  + AL  =  12 +  9 =  21 
(AH  + AL)












2 } (4bit 左) 
=  216 × 16 =  3456 
最後に A の 2 乗と、分割して求めた解が合っているかを確かめる。  
(AH)
2 (8bit 左)  + (AH + AL)
2 (4bit 左)  + (AL)
2 
=  36864 +  3456 +  81 




AH  =  1100  (12)10 
AL  =  1001  (9)10 
さらに演算を進める。 
AH
2  =  10010000   (144)10 
AH
2  (8bit 左)  =  1001000000000000   (36864)10 
AL
2  =  1010001   (81)10 
AH  +  AL  =  00010101   (21)10 
(AH +  AL)
2  =  110111001   (441)10 
(AH + AL)
2－AH








2 } (4bit 左)  
=  110110000000     (3456)10 
(AH)
2 (8bit 左)  + (AH + AL)
2 (4bit 左)  + (AL)
2  
=  1001000000000000   (36864)10  +  110110000000   (7056)10  +  1010001  (81)10 
= 1001110111010001   (40401)10  =  A
2 
以上より 10 進数の場合と同じ出力結果を得られることが確認できた。 
 【図 15：Nbit の LUT を上位、下位 bit に分割した図】 
 
 図 15 は N bit の LUT を分割した際の回路図である。 




割することも出来、16bit を 8bit、8bit を 4bit にと、何度も分割することで使うメモリの
量を少なくすることが出来る。 
 
【図 16-1. 8bit で扱う LUT の簡略図】      【図 16-2：4bit で使う LUT の簡略図】 
 
LUT の必要 bit 数の数え方は図 16-1、図 16-2 のようになる。 
入力 4bit の場合は入力アドレスとして24 = 16 個あり、a15 ~ a0の計 16bit 存在すること
になる。出力は 8bit なので、メモリの大きさは 16×8 = 128bit となる。 
入力 8bit の場合は入力アドレスとして28 = 256 個あり、a255 ~ a0の計 256bit 存在する
ことになる。出力は 16bit なので、メモリの大きさは 256×16 = 4096bit となる。 
このとき、入力 8bit の LUT を分割して入力 4bit の LUT を 2 つにすることで、必要な
bit 数が大きく変わる。具体的には 8bit の LUT を使う際に必要だった 4096bit が、4bit の
LUT 2 個に必要な 128bit×2 = 256bit になり、大幅に必要なメモリの大きさを縮小するこ
とが出来る。 







図 6 のように、8bit 用の LUT では 4096bit が必要になるが、4bit 用の LUT では必要な
bit 数は 128bit となっており、大幅な回路量の減少が見込める。 
 
2－4 分割統治法を利用した回路 
 LUT を分割する分割統治法を利用した回路について検討する。回路を構成する要素は 1
章、2 章と変わらず式（１）を利用して設計した。 




 【図 18．図 17 の回路に分割統治法を用いた回路】 
 
 LUT を分割した方式で構成できる回路は図 18 のようになる。図は入力 A , B がそれぞ
れ 8bit、出力 AB が 16bit の回路構成である。図 17 では 8bit、9bit 用の LUT を必要とす
るが、図 18 では 4bit、5bit 用の LUT を扱っている。 
 分割の仕方は様々あるが、今回は簡単のために 4bit、5bit の LUT を使用するまで分割
する回路を作成した。 






【図 19：8bit×8bit のシミュレーション結果】 
 
図 19 は分割統治方式を用いた 8bit×8bit の回路プログラムを入力し、入力値 A , B の値
を 100ns、または 200ns 毎に変化させ、その区間における演算結果を波形上に表示したも
のである。 





{ (A + B)2－A2－B2} 
 Value における数値はシミュレーションの最終結果を表示しており、今回のシミュレー
ション結果での最終値は次のようになる。 
A = 200 
B = 200 
G = 40000 
このため、Value ではその値が表示されている。 






4bit×4bit で出力が 8bit の場合は、数字の組み合わせが 16×16 = 256 通り、入力が 8bit
×8bit で出力が 16bit の場合、 256×256 = 65536 通り、入力が 16bit×16bit で出力が





ここでは分割統治法を使った場合と使わなかった場合の LUT のサイズを比較する。 
図 20 は入力 A , B がそれぞれ 4bit の式（１）を使った提案回路おける LUT のサイズの
大きさを示したものである 
 【図 20．提案方式の LUT の必要 bit 数比較説明】 
 
 図 20 において①では入力 5bit、出力 10bit の LUT を使用する。アドレスとして入力さ
れるのは25 = 32bit、出力は 10bit なので32 × 10 = 320bit の容量が必要となる。②と③で
は入力 4bit、出力 8bit の LUT を使用する。アドレスとして入力されるのは24 = 16bit、出
力は 10bit なので16 × 8 = 128bit の容量が必要となる。 
 このとき回路全体で必要な LUT の容量は合計で 576bit となる。 
 分割統治法を用いた回路と、分割統治法を用いない回路における LUT の必要 bit 数を比
較した。今回は LUT を逐次的に使用すること無く、直接的に構成した際の容量の比較を行
った。 
 各 bit 数における LUT のサイズを比較したグラフを図 21 に載せる。 
【図 21：LUT に必要なメモリ量】 
 
分割統治法を用いることで図 21 のように LUT に必要な bit 数を減少させることが出来
る。 
分割統治法を使った回路は LUT の大きさを小さくすることができるが、図 17、図 18 を
比べたとき、図 17 の回路に比べて図 18 の回路に加算器や減算器が増えてしまうため、回



















 2 章では LUT を用いた回路について検討したが、ここでは LUT を使わない構成につい
て検討する。LUT は計算を介さずに結果を出力するが、扱う bit 数によっては乗算回路よ
りも大きくなってしまう懸念がある。 




【図 22：2 乗計算論理回路を用いた回路図】 
 
 図 22 は 2 乗計算論理回路を用いた乗算回路図を示したものである。 




論理式を組み立てる際には、図 23 に示すような真理値表を使う。 
 
 【図 23：入力 4bit、出力 8bit の 2 乗計算真理値表】 
 
 図 23 において I3～I0 は入力（4bit）、O7～O0 は出力（8bit）を表す。 
 例として出力 O3（出力 4bit 目）のときの入力に注目する。 
 この時、O3 の出力が 1 を示すとき、その入力は 0011 , 0101 , 1011 , 1101 となっている
ため論理式で表すと 
O3 = I3̅ ∗ I2̅ ∗ I1 ∗ I0 
O3 = I3̅ ∗ I2 ∗ I1̅ ∗ I0 
O3 = I3 ∗ I2̅ ∗ I1 ∗ I0 
O3 = I3 ∗ I2 ∗ I1̅ ∗ I0 
 となる。 
この論理式をまとめることで、O3 が入力値の 2 乗を示す際の論理式は 
O3 = (I2 ⊕ I1) ∗ I0 
 とすることが出来る。 
  このように各要素において論理式を作成する。 
O0 の出力が 1 を示すとき、その入力はI0 =  1なので 
O0 = I0 
とおける。 
O1 の出力が 1 を示すときは存在しないので 
O1 = 0 
とおける。 
O2 の出力が 1 を示すとき、その入力は 0010 , 0110 , 1010 , 1110 なので 
O2 = I1 ∗ I0̅ 
とおける。 
O4 の出力が 1 を示すとき、その入力は 0100 , 0101 , 0111 , 1001 , 1011 , 1100 なので 
O4 = I3̅I2(I1̅ + I0) + I3I2̅I0 + I3I2I1̅I0̅ 
とおける。 
 O5 の出力が 1 を示すとき、その入力は 0110 , 0111 , 1010 , 1011 , 1101 , 1111 なので 
O5 = (I3 ⊕ I2)I1 + I3I2I0 
とおける。 
  O6 の出力が 1 を示すとき、その入力は 1000 , 1001 , 1010 , 1011 , 1110 , 1111 なので 
O6 = I3I2̅ + I3I2I1 
とおける。 
  O7 の出力が 1 を示すとき、その入力は 1100 , 1101 , 1110 , 1111 なので 
O7 = I3I2 
とおける。 
O0 ~ O7 までの論理式をまとめると図 24 のような論理式が書ける。 
  Verilog HDL に図 24 の論理式を記述したプログラムを図 25 として載せる。 
 
 








  図 26 は図 25 のプログラム Verilog HDL によって自動生成した回路である。 
 この論理式を回路に用いる基本回路は AND 回路、OR 回路、NOT 回路、XOR 回路を用
いる。 図 27 はそれらの基本回路の簡単な概要である。 
 
 図 22 の回路において 2 乗計算論理回路は 2 通りの回路を必要とする。 
 入力 A、B がそれぞれ 4bit であるとき、A(4bit) + B(4bit) ＝ C(5bit)となるので回路構
成において 2 乗計算論理回路は（入力 4bit、出力 8bit）の回路と、（入力 5bit、出力 10bit）
の回路が必要となる。 
 つまり 2 乗計算論理回路を用いる際、入力 A(Nbit)、B(Mbit)を扱うならば Nbit 用、Mbit





【図 28：4bit×4bit のシミュレーション】 
 
 図 28 は入力 4bit×4bit の RTL シミュレーションの結果を示したものである。 
4bit×4bit の回路プログラムを入力し、入力値 A , B の値を 10ns、160ns 毎に変化させ、
その区間における演算結果を波形上に表示した。 
演算結果の確認として図 10 中の A , B , Z のそれぞれには処理することのできる最大 bit
数を示している。 
また、これらの計算はすべて 2 進数で行っているが、わかりやすくするため結果を 10 進数で
表示してある。 
図 28 中に示したとおり、それぞれの入力値 A , B に対して出力 Z は A×B の値を導いてい
る。これで検討したアルゴリズムが回路上に反映できることが示せた。 








 その中でも LUT を用いる方法と、2 乗計算回路を用いる方法の 2 つを検討した。 
 ハードウェア実現を検討し、LUT と論理式を用いた回路を作成して FPGA 実装のため、
LUT を用いた回路では入力 4bit×4bit、8bit×8bit、16bit×16bit における回路を作成し、
それらの動作をついて RTL レベルのシミュレーションで確認した。 
 また 2 乗計算回路を用いた乗算回路では入力 4bit×4bit における回路を作成し、それら











 また LUT を用いた方式の場合、図 21 のように分割統治法を用いることで回路量の低減
をすることが分かる。 
 























































 Ａ＝『被乗数』 『乗数の bit 数分の０』 『０』 
 Ｓ＝『被乗数の補数』 『乗数の bit 数分の０』 『０』 
 Ｐ＝『乗数の bit 数分の０』 『乗数』 『０』 
となる。このＰの値を基にして計算していく。 
手順は以下の通りである。 





2．1 を経て得られた値を 1bit 右へシフトし、その値を新たなＰとする。 
3．1 と 2 のステップを『乗数の bit の数だけ』繰り返す。 







・乗数の bit 数＝４ 
であり、実際の数値で示すと 
A = 0011 0000 0  
  S = 1101 0000 0  
  P = 0000 1100 0 
となり、4 ステップ繰り返すので 
① P = 0000 1100 0. 最後の 2 ビットは 00 なので何もせず右シフトして 
P = 0000 0110 0 となる。 
② P = 0000 0110 0 で最後の 2 ビットは 00 なので何もせず右シフトして 
P = 0000 0011 0 となる。 
③ P = 0000 0011 0 で最後の 2 ビットは 10 なのでＰ+Ｓをして右シフトして 
P = 1110 1001 1 となる。 
④ P = 1110 1001 1 で最後の 2 ビットは 11 なので何もせず右シフトして 
P = 1111 0100 1 となる。 
最後に、最下位ビットを削除することで 















n 桁の入力 a を下位（右）半分 a0 と上位（左）半分 a1 に分割します。 
同様に b を b0 , b1 に分割します。 
基数 ℓ において n/2 桁のシフトは B=ℓn/2 を掛けることなので、 
a,bはそれぞれa = a0 + a1B、b = b0 + b1B と書けます。 
従って、計算結果 R = a × b を a0 , a1 , b0 , b1 を用いて書くと、 
R = R0 + R1B + R2B2 
R0 = a0 × b0 
R1 = a0 × b1 + a1 × b0 
R2 = a1 × b1 
となります。 
カラツバ法では、上の R1 の計算を 1回の掛け算で行います。それは R1の計算を次の式に
従って行うことで達成されます。 
 
R1 = R0 + R2 + (a1 − a0) × (b0 − b1) 
 
展開して計算してみると上の R1 
と一致することが確認できます。よって、R0 , R1 , R2 をすべて計算するには n/2 桁の掛
け算 3回と、高々 n + 1 桁の足し算および引き算 4回で十分です。 
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