We analyze which normal form solution concepts capture the notion of forward induction, as defined by E. van Damme (1989, J. Econ. Theory 48, 476-496) 
INTRODUCTION
The purpose of this paper is to analyze which normal form solution concepts capture the extensive form notion of forward induction, as defined in [1] , in the class of generic two player normal form games preceded by an outside option. In this class of games Player 1 first decides between ''in'' and ''out.'' If Player 1 chooses ''out'' he or she receives his or her outside option and the game ends. If Player 1 chooses ''in'' both players engage in a simultaneous move game. We restrict ourselves to those games for which the subgame has several Nash equilibria but only one of them yields Player 1 a higher payoff than his or her outside option. Clearly, any game in this class has two Nash equilibrium components or outcomes: One component consists of those strategy profiles where Player 1 chooses ''out'' and Player 2 chooses any (mixed) strategy that makes Player 1's choice optimal. The second component is a singleton that corresponds to Player 1 choosing ''in'' and both players continue in the subgame with the equilibrium preferred by Player 1. Van Damme [1] has argued that rational players would only play the second component using the following forward induction argument: When Player 1 chooses to enter the subgame and thereby foregoes his or her sure outside option, Player 2 should realize that a rational Player 1 will: (1) play a Nash equilibrium in the subgame and (2) only enter the subgame if he or she expects to obtain a higher payoff than his or her outside option. Hence, the fact that the subgame has been entered unambiguously signals that play should continue with the equilibrium preferred by Player 1. Consequently, Player 1 will decide to enter the subgame. We will, henceforth, call Player 1's preferred equilibrium the forward induction equilibrium.
We have presented this forward induction logic as an extensive form argument. Mailath et al. [18] show that the same logic can also be presented in the normal form by means of their definition of normal form subgames. Several authors, and in particular Kohlberg and Mertens [16] , have forcefully argued that games should be analyzed in the normal form since the normal form represents all the strategically relevant information. In their seminal paper Kohlberg and Mertens [16] list several desirable properties a good normal form solution concept should have and define three notions of stability (KM stability, full stability, and hyperstability) that satisfy some, but not all, of those properties. One of those properties, which is satisfied by all three stability notions, is motivated by an extensive form argument similar to Van Damme's [1] forward induction logic, as they write: ''A subgame should not be treated as a separate game, because it was preceded by a very specific form of preplay communication-the play leading to the subgame'' [16, p. 1013] .
They call this argument, as well as the property it motivates, ''forward induction,'' but we prefer to call their mathematical formulation of the (normal form) property the never-weak-best-reply property (NWBR). It says that if S is a stable set and strategy s j is never a weak best reply against S, then S should contain a stable set of the reduced game where s j has been deleted.
In many outside option games stable sets do select the forward induction equilibrium. In fact, whenever the subgame is a generic 2 × 2 game with three Nash equilibria this is the case. Unfortunately, stability does not select the forward induction equilibrium in all outside option games. Indeed, Van Damme [1] showed that the outside option outcome can be KM stable. We replicate his example in Fig. 1 .
FIG. 1. Not every stable outcome is consistent with forward induction.
The subgame has three Nash equilibria. The pure equilibrium s 1 =(T, L) yields Player 1 a payoff of 3, while the other equilibria, s 2 =(( 2 )), yield a payoff of 1.5. Hence, the forward induction equilibrium is to enter the game and to play (T, L). This equilibrium is indeed stable. However, as Van Damme [1] shows, there exist two KM stable sets in which the outside option is chosen, namely {(Out, ( 3 A KM stable set is a minimal set of Nash equilibria such that for any strategy perturbation of the game, there exists an equilibrium close to the set. In this case, the first (second) element of the set corresponds to strategy perturbations that put relatively high probability on ''T'' (''B'').
As Van Damme [1] already pointed out, these sets are neither fully stable nor hyperstable. 4 They are not even essential. 5 Wilson [26] argued 4 Hyperstable sets are defined with respect to payoff perturbations, whereas fully stable sets are defined with respect to strategy perturbations. Kohlberg and Mertens [16] showed that any hyperstable set contains a fully stable set, which in turn contains a KM stable set.
5 Essentiality is, like hyperstability, defined with respect to payoff perturbations, but, unlike hyperstability, need not be invariant.
that this is the main reason for the unintuitive result in Van Damme's [1] example and suggested to restrict attention only to essential components. If we insist on essentiality, the outside option component will not be selected in Van Damme's [1] example. Whether essentiality, full stability, or hyperstability always select the forward induction equilibrium remained an open question. We show, by means of two generic examples in Section 3, that they do not. This is our main negative result.
More recently [12, 20, 21] introduced new stability concepts that satisfy all of the desirable properties listed in [16] . 6 Van Damme [2] suggested, in
However, Hillas and Kohlberg [14] , in a different chapter of the same handbook, showed this conjecture to be false. Mertens stable sets are known to contain Hillas stable sets (see, e.g., [13] ), the same negative result holds for Hillas stable sets.
The above results, together with the known relationships between all existing stability notions (including homotopy stable sets and Q-stable sets; see [13] ), imply that none of the existing strategic stability notions uniquely selects the forward induction equilibrium. Given that the forward induction argument seems to require a high degree of sophistication from the players (players should play a Nash equilibrium and expect others to do likewise), strategic stability concepts presented themselves as prominent candidate solutions to capture this logic, but they fail to do so. However, we find an evolutionary solution concept that is always consistent with the forward induction logic, namely equilibrium evolutionarily stable sets (EES sets [24] ). This is the main positive result of the paper.
In order to prove both our negative and our positive results we will make use of index theory (see Section 2) . As a by-product of our investigation whether there exists some strategic stability concept which always captures forward induction, we resolve an open issue in index theory which is an important result in its own right. Ritzberger [22, Theorem 4] has first shown that every Nash equilibrium component with nonzero index is essential. Govindan and Wilson [9] conjectured that the reverse also holds. Our first counterexample which shows that the outside option can be essential also shows that their conjecture is not true: the essential outside option component has index zero. However, the outside option component fails to be hyperstable, i.e., essential in all equivalent games. Therefore Govindan and Wilson's [9] original question is now qualified to whether a component that is essential in all equivalent games with the same reduced normal form must have nonzero index.
The remainder of the paper is organized as follows. In Section 2 we recall Van Damme's [1] definition of forward induction and argue that for a small subclass of outside option games the forward induction argument is not fully compelling. This subclass consists of those outside option games in which the preferred equilibrium is in mixed strategies and not all of Player 2's best replies yield Player 1 a payoff higher than the outside FORWARD INDUCTION AND STABILITY option. We introduce notation and derive some preliminary results relating to index theory that will prove to be helpful in the remainder of the paper. In Section 3 we present our negative results by means of two examples and show that essential components may have index zero. Section 4 contains the positive result that EES sets are always consistent with forward induction. Section 5 discusses the relation of forward induction and some adjustment dynamics and concludes. However, since that equilibrium is in mixed strategies, Player 2 has multiple pure best replies. Even if Player 2 is convinced, by observing that Player 1 entered the subgame, that Player 1 will play his or her part of the preferred equilibrium, it is not at all obvious that Player 2 will respond with his or her equilibrium strategy or any other mixed best reply that yields Player 1 a high payoff. Since some of the alternative best replies of the game in Fig. 2 yield Player 1 a payoff lower than the outside option, Player 1 should not enter. The intuitive argument for forward induction fails here. However, if all best replies of Player 2 yielded Player 1 a payoff higher than the outside options, the intuitive argument for forward induction would be restored.
The example of Fig. 2 suggests that the class of games C should be restricted to those outside option games for which any mixed best reply of Player 2 against s* yields Player 1 a higher payoff than the outside option. We denote this restricted class by C .
Index Theory
To prove some of our results in Sections 3 and 4 we will make use of index theory. Ritzberger [22] defined an index for Nash equilibrium components. We will rely on recent advancements in [3] and [8] [9] [10] on the relation between the index and the degree of an equilibrium component. We here summarize the relevant results and explain how we will make use of them in the next sections.
With each component of Nash equilibria of a game are associated its index and its degree. The degree of a component is the local degree of the projection map from the Nash graph to the space of games. 8 The index is defined for a vector field on the strategy space (i.e., for a smooth map from the space of mixed strategy combinations S to its tangent space). The index does not depend on the particular vector field as long as it is inward pointing at the boundary, continuous in payoffs, and vanishes on all Nash equilibria. Moreover, the index and the degree of a component agree and depend only on the reduced normal form of the game. 9 DeMichelis and Germano [3] have shown this for n-player games, while the proof of [9] only applies to two player games.
The index can be calculated as follows: The index of a regular equilibrium is the sign of the determinant of − J, where J is the associated Jacobian matrix. It follows straightforwardly that any strict Nash equilibrium has index +1. The index of a component is the sum of the indexes of the nearby equilibria of any generic nearby game (measured in distance between payoff vectors). In particular, if for some nearby generic game there is no equilibrium near the component, the index of the component is zero. That is, any inessential component has index zero. Also, any component with nonzero index is essential. Since the index of a component is invariant, it follows that components with nonzero index are essential in any equivalent game and thus contain a hyperstable set. Govindan and Wilson [8] [9] [10] An important and very useful property of the indexes of the equilibrium components of a game is that they must sum to +1. This is a consequence of the Poincaré-Hopf theorem. We will use this property repeatedly in the next sections. The outside option games in C have two equilibrium components: the outside option component and the forward induction equilibrium s*. If s* is strict it has index +1 and, by the property mentioned above, the outside option component must have index zero. When s* is in mixed strategies its index may be either +1 or −1. In the latter case the outside option component must have index +2. (In particular, the outside option component will then be essential and contains a hyperstable set.)
ESSENTIAL AND HYPERSTABLE SETS
In this section we will prove our negative results: we first provide an example of an outside option game with a strict forward induction equilibrium where the outside option component is essential. This component has index zero which shows that it is not a necessary condition for essentiality to have a nonzero index (proving the conjecture of [8] [9] [10] wrong). In Section 3.2 we show that the outside option component of our first example is not hyperstable; therefore, it remains an open question whether it is a necessary condition for hyperstable components to have a nonzero index. We provide a second example (where the forward induction equilibrium is in mixed strategies) in which the outside option component is hyperstable. Of course, this second example would have been sufficient to prove that essentiality does not always capture forward induction. We include the first example because (i) it has a strict forward induction equilibrium in which case the forward induction argument is most compelling, (ii) its proof is constructive and does not rely on index theory unlike the proof of our second example, and most important (iii) the example shows (as a byproduct) that essential components may have zero index, which resolves an open issue in index theory.
Essential Sets
Wilson [26] argued that the unintuitive result in Van Damme's [1] example (see Fig. 1 ) is due to the fact that the outside option component is not essential. In Wilson's [26] point of view KM stability has the drawback to insist on admissibility above essentiality. He argues that admissibility should not be invoked when selecting an equilibrium component, although it may be useful to select among some of the equilibria within the selected (essential) component. Indeed, in many examples where KM stability yields unintuitive results, intuition is restored when only essential components are considered. 10 In particular, the outside option component 10 Related results are obtained in [6] and [7] . Govindan [6] shows that in the chain store paradox of [17] the unique Mertens stable outcome is the ''intuitive'' one, while KM stable sets may contain ''unintuitive'' outcomes. Govindan and Robson [7] show that admissibility restores the forward induction logic in an example discussed by [11] , who argued that forward induction loses its power when continuous public signals are added to the game.
in Van Damme's [1] game (Fig. 1) is not essential. Hence, if we insist on essentiality, the outside option component will not be selected. However, as we will show now, essentiality is not restrictive enough to always select the forward induction equilibrium. We first define the notion of an essential set. Definition 1. A closed set of Nash equilibria S is essential if for any small payoff perturbation of the normal form, there exists a Nash equilibrium close to S. [15, Theorem 4] . A Nash equilibrium s* is essential if the set {s*} is essential. It is well known that not every game admits an essential equilibrium while for any game the full set of Nash equilibria is always essential. The notion of essentiality has bite when considering minimal or connected essential sets.
Consider the (generic) game in Fig. 3a . The subgame has five equilibria: the two pure equilibria are s Obviously, s 1 is strict and it is the only equilibrium that gives a positive payoff, i.e., a payoff higher than the outside option. Clearly, since s 1 is strict it constitutes a singleton stable set, for any notion of strategic stability. However, we shall show that this game admits an essential set in which the outside option is chosen.
Let G 2 be the set of mixed strategies for Player 2 against which the best reply for Player 1 is his or her outside option. This set is illustrated in Fig. 4 . Only the six extreme points of this set are possible candidates for members of a minimal essential set in which the outside option is chosen. We shall refer to these extreme points as P 1 through P 6 in accordance to Fig. 4 . Namely, P 1 and P 2 are the extreme points that make Player 1 indifferent between T and Out. At P 3 Player 1 is indifferent between B and Out. At P 4 Player 1 is indifferent between M, B, and Out. At P 5 Player 1 is indifferent between M and Out. At P 6 Player 1 strictly prefers Out.
In order to check whether these extreme points can be part of an essential set, we need to check if there exist equilibria close to those extreme points in the game where players' payoffs are perturbed slightly. Because of the genericity of the game, the only payoff perturbations that matter are those that affect the payoff of Player 2 when Player 1 chooses Out (See Fig. 3b.) . 11 We normalize e 2 =0. This is without loss of generality since 11 To see why, first notice that perturbations to Player 2's payoffs in the subgame do not affect the outside option component. Next consider Player 1. If we perturb Player 1's payoffs in the subgame, the outside option component is slightly shifted but has almost the same shape. The new extreme points are very close to the old extreme points. If we perturb Player 1's payoffs from choosing the outside option, we can normalize the game to achieve a zero payoff for Player 1 when choosing the outside option. This corresponds to perturbing Player 1's payoffs in the subgame, which, as mentioned before, shifts the outside option component only slightly.
only relative perturbations matter. Fig. 3 is essential. Proof. It would be sufficient to show that there is always an equilibrium close to either P 1 , P 2 , or P 3 . But for completeness we list all equilibria near the extreme points of the outside option component for all relevant perturbations.
Proposition 1. The outside option component of the game defined in
Perturbations Equilibrium Figure 5 illustrates the set of perturbations that allow for equilibria close to the different extreme points of the outside option component. Clearly, all perturbations are considered. Hence, for any perturbation of the game there exists an equilibrium close to the outside option component. L From Fig. 5 it is easy to see that each of {P 1 , P 2 , P 3 }, {P 2 , P 3 , P 6 }, {P 3 , P 5 , P 6 }, and {P 4 , P 5 , P 6 } cover all possible perturbations. Thus the sets
Hyperstable Sets
In the example above the set of equilibria supporting the outside option is essential, and contains many minimal essential sets, but we will show that it does not contain any hyperstable set. Some authors have mistakenly claimed that any essential set must a contain a hyperstable set (e.g., [23, Proposition 4b and Corollary 4] . However, hyperstability also requires an invariance property. In particular, every equivalent game, obtained by adding a mixed strategy as an additional pure strategy, should have the same solution. Formally, Definition 2. S is hyperstable in a game G if it is minimal with respect to the following property: S is a closed set of Nash equilibria of G such that, for any equivalent game GOE and for any small payoff perturbation of the normal form of GOE, there exists a Nash equilibrium close to S [16] .
We will now show that there is a game equivalent to the one in Fig. 3 , in which the outside option component is not essential.
Let z= Proposition 2. The unique Nash equilibrium of the game in Fig. 6 is  (T, L) .
is a Nash equilibrium of this game. Let s i (k) be the weight Player i puts on pure strategy k.
Step
is also a Nash equilibrium of the same game and it gives Player 1 the same nonnegative payoff as s. Since no player uses his or her fourth strategy in (s 1 , s 2 2 ), we can view this profile as a strategy profile of the subgame g spanned by {T, M, B} × {L, C, R}. However, the only equilibrium of g that yields Player 1 a nonnegative payoff is (T, L) (see Section 3.1). So s 1 =T and s 2 must be L, since it is the only best reply to T, which contradicts the assumption that s ] (T, L).
Step 2: s 2 (R) > 0. Suppose not. Then neither M nor B can be used since they are dominated by Out. Hence, only L and z can be used in the equilibrium. That, however, implies that T is the unique best reply for Player 1 so that s 1 =T and s 2 =L. A contradiction.
Step 3:
Step 1, the mixed strategy of Player 2 (seen as distribution over L, C, and R) must be on the line piece between P 1 and P 2 (see Fig. 4 ). Since both M and B yield negative payoffs to any of those points, they cannot be used in the equilibrium. But this means that R will not be used either which contradicts Step 2. Hence s 1 (T)=0. This implies that s 2 (L)=0 since some mixtures between R and z do better than L.
Step we have chosen z to lie slightly to the right of the line through R and P 4 (see Fig. 4 ). Then M yields zero against this strategy while B yields a negative payoff. Hence, Player 1 uses M and Out only. But then some mixtures of C and z do strictly better than R, so that R cannot be used, which contradicts Step 2.
Step 5: s 1 (M) > 0 and s 1 (B) > 0.
If s 1 (M)=0, C is dominated by z which contradicts Step 4. If s 1 (B)=0, R is dominated by z which contradicts Step 2.
Conclusion. Player 1 uses M, B, and Out so that the mixed strategy employed by Player 2 (seen as distribution over L, C, and R) must be P 4 . However, no convex combination of C, R, and z yields the same distribution as P 4 , since z lies to the right of the line through R and P 4 . L Proposition 2 establishes that the outside option component of the game in Fig. 3 does not contain a hyperstable set. Hence, hyperstability uniquely selects the forward induction equilibrium in the game of Fig. 3 . However, our next example shows that this is not always the case and that the outside option outcome can be hyperstable.
Consider the game with outside option in Fig. 7 . The subgame has three Nash equilibria: 1 is the only equilibrium yielding Player 1 more than the outside option of 3. Moreover, if Player 2 is convinced that Player 1 plays his or her first two strategies with equal probability, any best reply of Player 2, i.e., any mixture between L and R will yield Player 1 a payoff of 4. 
FORWARD INDUCTION AND STABILITY
Proof. Govindan and Wilson [8, 9] showed that an equilibrium component with nonzero index is essential in all equivalent games and thus contains a hyperstable set. It is easily verified that the index of the forward induction equilibrium is −1.
12 Since the sum of indexes of all components 12 Since s 1 is regular, the replicator dynamics could be used to compute the index. However, we will use an alternative method developed in [10] which is only valid for two player games and can be derived directly from the payoff matrix of the game. This index of a Nash equilibrium (s, y) is sgn(−1) k+1 (det AOE) (det BOE) where k are the number of strategies used in this Nash equilibrium and AOE(BOE) the payoff matrix of Player 1 (2) after deleting those strategies that are not used in the Nash equilibrium (s, y). In our above example the index of the forward induction equilibrium is sgn(−1)
must equal +1, this means that the component of equilibria supporting the outside option has index +2. Hence, in the game of Fig. 7 both equilibrium outcomes are hyperstable. L
Remarks
1. Note that if the forward induction equilibrium is strict it has index +1, so that the outside option component must have index zero. 13 Govindan and Wilson's [9] sufficient condition for equilibrium compo- 13 An alternative, more constructive way of verifying that the outside option component has index zero in the game of Fig. 3 goes as follows: Consider the perturbation e 1 =3e 3 < 0. As can be seen from Fig. 5 , the perturbed game has two equilibria close to the outside option component: P 6 and one close to P 2 . It is easily verified that the first has index +1 and the second index −1, which shows that the outside option component has index zero. nents to be essential and invariant is violated. For this reason we had to give a constructive proof of the essentiality of the outside option component in the game of Fig. 3 . The example shows that essential components may have zero index.
2. Strategic stability concepts are typically defined on the mixed strategy reduced normal form. There has been some doubts that the mixed strategy reduced normal form is the right vehicle for reflecting extensive form arguments: When moving from the pure strategy reduced normal form to the mixed strategy reduced normal form, information sets present in the original extensive form might be destroyed or new normal form information sets can appear [18] . This might be one reason why strategic stability notions do not always capture forward induction. 14 We thank an anonymous referee for pointing this out to us. 3 . The above results together with earlier results in the literature have shown that none of the existing stability concepts uniquely select the forward induction outcome. One possible approach to solve this problem is to introduce new and stronger stability notions. Following Wilson's [26] suggestion to first restrict attention to essential components and only then make a further selection using admissibility or other stability criteria, we define the notion of an essential Mertens stable set as a Mertens stable set that is contained in an essential component. Essential Mertens stable sets exist because (i) every game has equilibrium components with nonzero index and (ii) every equilibrium component with nonzero index contains a Mertens stable set [4, Theorem 2].
However, even this very strong notion of strategic stability is not restrictive enough to uniquely select the forward induction equilibrium in the game of Fig. 7 . Namely, the outside option component has index +2 and is thus essential. It must contain a Mertens stable set. Note that the forward induction equilibrium is ''viable'' (see Property 1) since it also forms an essential Mertens stable set.
EVOLUTIONARY STABILITY
Swinkels [24] introduced the notion of an equilibrium evolutionarily stable set (EES set). An EES set is a closed and nonempty set of Nash equilibria that satisfies an entry condition for mutants. Roughly speaking, this entry condition says that a small portion of mutants can enter (and survive) if the strategy they play is a best response to the strategy of the postentry population.
Let S=S 1 × S 2 denote the set of mixed strategy profiles and let B(s)=B 1 (s) × B 2 (s) denote the set of mixed best replies against s. Definition 3. G … S is an equilibrium evolutionarily stable set (EES set) if it is a minimal closed and nonempty set of Nash equilibria that satisfies (S) there exists dOE > 0 such that for all d ¥ (0, dOE), for all s ¥ G, and for The subgame g has two equilibria, which demonstrates the nongenericity of the example: s=(B, L) and s*=(
The latter equilibrium yields 7.5 and is the only one that yields a payoff higher than the outside option. It is easily verified that {s*} is not an EES set since s could enter that set. The set of all Nash equilibria in which Player 1 plays his or her outside option is an EES set. 15 This is due to the fact that at no strategy of the outside option component both T and M are (simultaneous) best replies.
At first sight this example seems to show that EES sets are not consistent with forward induction. However, the example is problematic: it does not belong to the subclass C 16 and it is nongeneric. In fact, Proposition 4 shows that the latter is not a coincidence.
Proposition 4. Suppose the outside option component of g out is an EES set. Then the subgame g is nongeneric.
Before giving the proof of the proposition (which is quite involved) let us discuss this result. Proposition 4 states that in generic games choosing the outside option is not equilibrium evolutionarily stable. Since g out has only two equilibrium components and EES sets are maximal connected sets of Nash equilibria, the only other possible candidate for constituting an EES set is the forward induction equilibrium.
Lemma 1. The forward induction equilibrium s* in a generic outside option game g out constitutes a singleton EES set if and only if {s*} is an EES set in the subgame g.
Proof. Suppose {s*} is an EES set in g out . Then Out is not a weak best response for Player 1 against this set. Since EES sets satisfy the NWBR property (see [24, Theorem 6] Hence, from Proposition 4 and Lemma 1 it follows that if the outside option game is generic and the preferred equilibrium in the subgame constitutes an EES set, then EES sets uniquely select the forward induction equilibrium. Of course, EES sets do not always exist. In particular, the preferred equilibrium s* might fail to be an EES set in the subgame g. However, in this case the forward induction argument in Property 1 does not apply, since s* would not be viable. Hence, we can argue that EES sets are consistent with forward induction.
Proof of Proposition 4. We will proceed as follows. We start by assuming that there exists a generic outside option game g out for which the outside option component is an EES set. We will derive a contradiction in a number of steps. First we construct a new game g out by adding certain strategies for Player 1. We show that the additional strategies are such that the outside option component remains an equilibrium component while the forward induction equilibrium is destroyed. We then show in Lemma 2 (and here is where EES sets play a role) that no new equilibria appear in g out . Hence, g out has only one equilibrium component and its index must be +1. We then argue that the index of the outside option component in the original game must also be +1 (Lemma 3). This implies that the forward induction equilibrium must have zero index. This can only occur in nongeneric cases. Hence, our hypothesis was wrong: the outside option component cannot be an EES set in generic games.
Without loss of generality we will assume that the outside option yields Player 1 a payoff of 0 so that u 1 (s*) > 0 > u 1 (s) for any Nash equilibrium of the subgame s different from s*. We introduce some notation. Let X denote the outside option component of g
Let EOE denote the set of pure strategies of Player 1 that correspond to the binding constraints in the definition of X 2 , i.e.,
We can then rewrite X 2 as: We will construct g out from g out by adding extra strategies for Player 1 only. For each e i ¥ EOE we add one pure strategy ẽ i for Player 1. Let Ẽ denote the set of those additional strategies. Let K > 1. The payoffs in g out = (F 2 Ẽ 2 {Out}, F, ũ 1 , ũ 2 ) are given by
The idea behind this construction is as follows. Consider the ''inflated'' set
Note that all additional strategies yield negative payoffs to Player 1 when playing against a strategy in the interior of this inflated set, while for any strategy outside this inflated set there is at least one additional strategy which yields a positive payoff against it. In particular, for large values of K Player 1's best reply against a strategy outside the inflated set must be one of his or her additional strategies. Since s g 2 is outside the inflated set, the forward induction equilibrium of g out will not be an equilibrium in g out . Lemma 2 characterizes the equilibria of the newly constructed game for large values of K.
Lemma 2. For large K, g
out has a unique equilibrium component, namely
Proof. Note that for all strategies s 2 ¥ S 2 e i ¥ EOE and
Hence, it is clear that the set X is a component of equilibria in g out for any K > 0.
Suppose now, on the contrary, that for all large K there is some equilibrium s K¨X . Without loss of generality (by taking a convergent subsequence) we may assume that the sequence {s K } K converges to some strategy profile s. We may also assume that the support of s K is constant, although of course the support of s may be a strict subset of the support of s K . We will show (in Claim 2) that we can construct a strategy ŝ 1 such that  (ŝ 1 , s 2 ) is an equilibrium in g out which yields Player 1 a payoff of e, contradicting the assumption that the only equilibrium with positive payoffs in that game is s* while u 1 (s*) > e.
We first determine the best replies for Player 1 in g out against the limit strategy s 2 .
Proof.
(i) By contradiction. Suppose first that there exist strategies e i ¥ EOE for which ũ 1 (e i , s 2 )=u 1 (e i , s 2 ) > e. Of all such strategies take the one that has the highest index. Suppose it is e i . Then
as K Q ..
Note that for any other e r ¥ EOE with u 1 (e r , s 2 ) > e we have r < i so that for large K we In order to show that the index of X and X must be equal we use a result by [10] that explains how to calculate the index of a component. The index of the component can be calculated as follows: Perturb the payoffs of the normal form of the game slightly in a generic way. Compute all equilibria of the perturbed game that are near the component. Calculate the index of each of those equilibria and sum them. The resulting sum is the index of the component.
Since the added strategies ẽ i ¥ Ẽ are not best replies against the component, they will not be used in equilibria of the perturbed game that are near the component when the payoff perturbations are small enough. That means that when using the same payoff perturbation in g out and g out , the set of nearby equilibria of the perturbed games will be identical, and also the indexes of each of those nearby equilibria will be the same (since those only depend on the payoff matrix restricted to the strategies actually used with positive probability). Therefore, the index of X and the index of X must coincide. L Since the sum of indexes over all equilibrium components must equal +1 we get an immediate corollary to Lemma 3.
However, in generic games an isolated equilibrium must have index +1 or −1. Therefore g cannot be generic if the outside option component is an EES set. This completes the proof of Proposition 4. L
CONCLUSION
When introducing a new equilibrium refinement, various authors have checked that their new refinement satisfies some form of forward induction (e.g., [19] ). However, they usually chose an outside option game in which repeated elimination of dominated strategies already uniquely selects the forward induction equilibrium. In this paper we have asked ourselves which solution concepts satisfy the stronger notion of forward induction proposed by [1] (defined in Section 2) in the class of generic two-person normal form games preceded by an outside option. We have seen that neither Mertens stability (and thus neither Hillas stability) nor hyperstability (or essentiality) always capture forward induction. Even combining Mertens stability with essentiality does not yield the forward induction equilibrium.
On the other hand, we found that an evolutionary concept, EES set does satisfy forward induction: if the preferred equilibrium in the subgame is a singleton EES set, then it is the unique EES set of the outside option game. In other words, choosing the outside option is not equilibrium evolutionarily stable. This result is perhaps not completely satisfactory since EES sets may fail to exist, even in generic games. However, if the preferred equilibrium itself is not a singleton EES set, we may argue that it is not ''viable'' (see Property 1) so that we should not expect it to be the plausible solution.
We will now try to provide some intuition for these results. The key issue is not so much whether the forward induction equilibrium is strategically stable or an EES set but rather whether the outside option component can be strategically stable or an EES set. Notice that in general, it is easier for a set to be strategically stable than to be evolutionarily stable. 18 In particular, 18 Swinkels [25] has shown that for two-player games every EES set contains a KM stable set, a fully stable set, a hyperstable set, and a Hillas stable set.
in order for the outside option component to be strategically stable there just needs to be some belief (within the component) that justifies Player 1's choice of Out for every possible strategy or payoff perturbation, where these beliefs are allowed to vary with the perturbations. On the other hand, for the outside option component to be evolutionarily stable it must hold that none of the strategy profiles in the set can be invaded by any equilibrium entrant. Hence, in principle, EES sets have a greater potential to select the forward induction equilibrium than strategic stability concepts. Of course, this does not yet explain why EES sets work while strategic stability does not. In order to shed some light on this difference let us briefly review the proof of Proposition 4 for EES sets.
In this proof we constructed a new game from the original outside option game by adding extra strategies for Player 1 that are never a weak best response to the outside option component. This was done in such a way that (i) the outside option component was preserved and (ii) the forward induction equilibrium was destroyed. In general, the new game may have new equilibria. In fact, whenever the game is generic, i.e., whenever the forward induction equilibrium does not have a zero index, this must necessarily be the case since the sum of the indexes of all new equilibria must be equal to the index of the forward induction equilibrium. 19 Recall that the sum of indexes over all equilibrium components must equal +1.
We showed how to construct a strategy profile from these new equilibria that would be an equilibrium entrant that could invade the outside option component. Hence, the outside option component can only be an EES set if the forward induction equilibrium has zero index. In this case, the EES set must have index +1.
On the other hand, if the forward induction equilibrium s* constitutes a (singleton) EES set, it must also have index +1. To see this point, consider the game where players are restricted to use only strategies that are best replies to s*. s* is the unique Nash equilibrium of this restricted game, since any other Nash equilibrium would be able to enter (see condition (S) in the definition of EES sets). Hence, the index of s* in the restricted game is +1. Since the index of an equilibrium can be calculated from the payoff matrices restricted to the support of the equilibrium (see [10] ), the index of s* in the original game is also +1. Hence, any EES set in the class of outside option games C has index +1. This is not true for strategic stability concepts as they might also be contained in components of index −1, 0, or +2. This difference is very important since there is a connection between having index +1 and dynamic stability.
Although EES sets certainly have an evolutionary flavor, no dynamics is known to yield EES sets as dynamically stable sets. 20 Nevertheless, our 20 Closest to a dynamic foundation of EES sets is Matsui's [19] best response dynamics that yields cyclically stable sets (CSS). The main difference between the concept of EES and the concept of CSS is that the latter do not need to consist of Nash equilibria, which by the way is the reason why CSS always exist while EES sets need not exist. results seem to carry through in a dynamic setting. DeMichelis and Ritzberger [4, Theorem 1] have shown that a necessary condition for asymptotic stability is that the index of a component agrees with its Euler characteristic. In two-player games all equilibria components are contractible and, therefore, have Euler characteristic +1. Thus, in the class of outside option games under consideration any asymptotically stable component must have index +1, like EES sets. Hence, within this class both asymptotically stable sets and EES sets are stronger than strategic stability (as components with index +1 contain Mertens-and hyperstable sets). Also, as with EES sets, the outside option component can only be asymptotically stable if the game is nongeneric. Similar to EES sets, asymptotically stable sets might not exist.
