Investigating the possibility of applying techniques from linear systems theory to the setting of nonlinear systems has been the focus of many papers. The pseudo linear form representation of nonlinear dynamical systems has led to the concept of nonlinear eigenvalues and nonlinear eigenvectors. When the nonlinear eigenvectors do not depend on the state vector of the system, then the nonlinear eigenvalues determine the global qualitative behaviour of a nonlinear system throughout the state space. The aim of this paper is to use this fact to construct a nonlinear dynamical system of which the trajectories of the system show continual stretching and folding.
Introduction
The analysis of nonlinear systems is a wide field of research with many applications and techniques. One main approach to the analysis and control of nonlinear systems consists of transferring results from linear systems theory. The best known example is the Poincaré linearization near an equilibrium point where for a hyperbolic equilibrium point, the linear dynamics associated with the Jacobian matrix of the vector field is by the Hartman-Grobman Theorem conjugate to the nonlinear dynamics near the equilibrium point, see, e.g., Cheng et al. (2010) . As another linearization scheme we mention feedback linearization which amounts to designing a feedback control along with some change of coordinate which transforms the closed loop nonlinear system into a linear system, see
Baillieul & Willems (1999).
However, one of the most effective applications of linear systems theory in nonlinear systems is the State-Dependent Riccati Equation (SDRE) strategy in nonlinear optimal control theory, see Ç imen (2008) . This approach requires a representation of the nonlinear dynamics into a linear form with a state dependent system matrix. In doing so, this matrix valued function fully captures the nonlinearities of the system, which provides the designer a very effective method of making a good and yet systematic trade-off between state error and input effort via a state dependent linear quadratic formulation. A SDRE, of which the coefficients vary across state space, is then solved to give a suboptimal control law. The SDRE approach in nonlinear optimal control design relies on the pseudo linear (PL) representation of a nonlinear dynamical system. Indeed, the closed loop system obtained by this optimal controller is still in a PL form. However, the stability analysis of the closed loop system by exerting the resulting optimal control is still a problematic challenge, and has attracted several studies during the last years. As noted by Cloutier (1997) , the number of successful applications of the SDRE approach in the design of nonlinear optimal controllers outpaced the available theoretical results.
Investigating the possibility of using the PL form representation in the stability analysis of nonlinear systems has been the effort of several works, e.g. Banks & Mhana (1992) , Tsiotras et al. (1996) , Banks & Mhana (1996) Recently, Ghane & Menhaj (2015) introduced a theorem providing a sufficient condition of a PL system for correct stability analysis based on its state dependent eigenvalues and eigenvectors. Although the PL representation was originally introduced for the systematic design of a nonlinear optimal controller through the SDRE approach, Ghane & Menhaj (2015) have shown that besides stability analysis, the PL form can also provide a useful tool for the global qualitative analysis of nonlinear dynamical systems when the nonlinear eigenvectors obtained from this PL representation are state independent.
The ability of determining the qualitative behaviour of a nonlinear dynamical system by means of eigenvalues and -vectors obtained from a PL form is also attractive for fields beyond control engineering applications, such as dynamical systems (see Ghane to apply this qualitative approach to generate a class of chaotic systems. In this paper, we apply the PL representation in the interesting field of chaos generation which may be potentially useful for the engineering applications mentioned above.
The aim of this paper is to synthesize the basic qualitative characteristics of a chaotic behaviour. With the help of nonlinear eigenvalues as the qualitative indicator of the behaviour of a system in PL form, we introduce a system with a specific type of locally unstable and globally bounded trajectories. The system that we construct in this way has equilibria that become unstable through a Hopf bifurcation. The resulting periodic orbits bifurcate further through a period doubling cascade which leads to chaotic attractors.
The latter are presumably of Hénon-like type which means that they are the closure of the unstable manifold of a saddle periodic orbit. In addition, we show the application of nonlinear eigenvalues in nonlinear control and synchronization of the chaotic system. The rest of the paper is organized as follows. In section 2, the PL representation of nonlinear systems is briefly introduced and its ability for qualitative analysis of nonlinear dynamical systems is discussed. Section 3 is devoted to use the PL form to generate a chaotic system and to prove the global boundedness of the trajectories. The dynamical analysis of the obtained chaotic system is presented in section 4. In section 5, an eigenstructure based analysis is used to design a control law for the chaotic system and to perform an identical synchronization of two chaotic systems. Finally, some concluding remarks are presented in section 6.
3
An autonomous nonlinear system is described by a system of nonlinear ordinary differential equations which do not explicitly depend on the independent variable. The general form of such a system is given byẋ
where x takes values in n-dimensional Euclidean space and the independent variable t is usually time. Now assume that f : R n → R n is sufficiently smooth and that f (0) = 0.
Inspired by the theory of linear systems we can then transform an autonomous system
(1) to the formẋ
where A : R n → R n×n . This form is called pseudo linear (PL) and it was originally introduced by Banks & Mhana (1992) to cope with the difficulty of designing optimal control laws for nonlinear systems.
Using the PL form (2), it is possible to extend the concept of eigenvalues and eigenvectors to the setting of nonlinear systems. The nonlinear eigenvalue (NEValue) and its corresponding nonlinear eigenvector (NEVector) are defined as the functions λ : R n → C and v : R n → C n , respectively, that satisfy the equation
Equivalently, the nonlinear eigenvalues can also be obtained as the solution of the characteristic equation
Based on these generalized concepts, the following remarks and proposition are presented. Proofs and more explanations can be found in Ghane & Menhaj (2014) and (2015) . By means of these results we can study the qualitative behaviour of nonlinear dynamical systems. The qualitative analysis of nonlinear systems based on PL forms mainly uses the following observation from linear systems theory.
Remark 1. The qualitative behaviour of nonlinear systems is determined by:
1. The sign of the real part of the NEValues; 2. The realness or complexness of the NEValues.
The first condition determines the stability properties of the dynamics and the second condition determines the spiraling or exponential nature.
Remark 2. Consider a nonlinear dynamical systemẋ = f (x), where f : R n → R n satisfies f (0) = 0. Among the infinite distinct possible PL forms of this system, only the unique PL form which has state independent (SI) NEVectors must be used in eigenstructure based analysis, because only a PL form with SI NEVectors is guaranteed to yield correct qualitative results through its NEValues analysis.
a sufficient condition for global asymptotic stability of the origin is that the system has a PL form representation that satisfies the following conditions:
1. Re {λ i (x)} < 0 for all x ∈ R n and i = 1, . . . , n;
2. For every NEValue the algebraic and geometric multiplicities are equal;
3. All NEVectors of the matrix A (x) are state independent.
Remark 3. All of the aforementioned results are applicable to the special class of nonlinear systems of the form (2) in which
) is a block diagonal matrix and where each block is of the form
where g i : R n → R and ω i > 0 for i = 1, . . . , p. Each 1 × 1 block gives rise to a real NEValue and each 2 × 2 block gives rise to a complex NEValue. It is straightforward to verify that the corresponding NEVectors are state independent.
Chaos generation
Qualitatively speaking, the occurrence of chaotic behaviour is usually related to the interplay between local instability and global boundedness of trajectories (see Schöll & Schuster (2008) ). The local instability is responsible for the exponential divergence of nearby trajectories, whilst the global boundedness folds trajectories within the finite volume of the system's phase space. The combination of these two mechanisms can result in high sensitivity of the system trajectories to the initial conditions. In this paper we use
NEValues of a PL form as indicators of a system's qualitative behaviour and to construct a dynamical system that shows chaotic behaviour without the need for exhaustive tuning of parameter values.
Constructing a candidate chaotic system
The Poincaré-Bendixson Theorem implies that the dynamical behaviour a system of the form (1) with n = 2 cannot be chaotic, see Guckenheimer & Holmes (1983) . Hence, the minimum dimension of a chaotic system is n = 3. We first concentrate on finding nonlinear functions λ i (x), where i = 1, 2, 3, to generate the continual stretching and folding property in the dynamics of the system. By the approach proposed in the previous section, it is possible to produce such a behaviour with a proper selection of NEValues. As a result, this approach may lead to different choices of NEValues which satisfy the desired qualitative behaviour; one of these choices is the following one:
in which a, b, c, ω, h, r > 0 are fixed parameters and j 2 = −1.
Applying Remark 2.1, these NEValues give rise to the following nonlinear system:
The NEVectors of the system (6), which are simply given by
satisfy the condition of Remark 2. Therefore, the chosen NEValues guarantee that the system will exhibit the continual stretching and folding that is characteristic of a chaotic system. For further analysis, it is convenient to set x 1 = ρ cos θ and x 2 = ρ sin θ by which the system (6) can be rewritten in terms of cylindrical coordinates:
As illustrated in Figure 1 the ρ nullclines given by the horizontal planes x 3 = ±h and the x 3 nullclines given by the ellipsoid ax 1 2 + bx 2 2 + cx 3 2 = r 2 and the horizontal plane x 3 = 0 divide the state space into four regions with different signs of the real parts of the NEValues that give rise to the different qualitative behaviours described in Table 1 . Note that we consider the regions to be open, i.e. to not contain their boundaries. In region 2
and region 4, the real parts of all NEValues are positive and negative, respectively. Thus, in these regions the trajectories of the system are repelled from and attracted to the origin, respectively. Inline with our approach for chaos generation, the existence of these two types of behaviours besides the regions 1 and 3 with saddle behaviour is necessary to ensure both the stretching and the folding of system trajectories. A proper arrangement of these regions then guarantees that the trajectories of the system remain bounded which is proved in detail on the next subsection. This arrangement is assured in system (6) by the assistance of the regions 1 and 3.
Observe that replacing x 3 by −x 3 in (6) yields the same equations. As a consequence the plane x 3 = 0 is invariant under the flow. Therefore, it suffices to discuss the dynamics for x 3 > 0 and this is what we do for the rest of the paper.
From the equations of motion (6) we see that the x 3 -axis is also invariant under the flow. From the third component of (6) we see that the plane x 3 = h is transversal to the flow at all points not contained in the intersection with the ellipsoid ax 1 2 +bx 2 2 +cx 3 2 = r 2 .
The ellipsoid ax 1 2 + bx 2 2 + cx 3 2 = r 2 is however not even away from its intersection with the plane x 3 = h transversal to the flow. Still we can use the structure of the NEValues summarized in Table 1 to infer that the system trajectories with initial conditions By the arrangement of regions 1-4, it follows that the stretching of trajectories occurs along the x 3 -axis followed by the folding action and the cyclic pattern occurs repeatedly.
On the other hand, the results of the qualitative analysis of the system trajectories summarized in Table 1 and Figures 1 and 2 suggest that the system will be globally bounded, which will be rigorously proved in the next subsection.
In summary, based on this qualitative analysis we expect that the synthesized system (6) will exhibit chaotic behaviour for a suitable range of parameter values. Note that the proposed approach is essentially qualitative without any quantitative rigorous proof. In the next section, we present a numerical analysis of the system which indeed suggests the occurrence of chaotic behaviour and we discuss some interesting features of the system.
Boundedness of system trajectories
We note that all orbits in the plane 
Region
Sign of Re {λ(x)} Qualitative behaviour This gives the boundedness of system trajectories in general because (as before we consider because of symmetry only the half x 3 > 0):
1. trajectories on the invariant x 3 -axis haveẋ 3 < 0 for x 3 > r √ c, 2. regions 3 and 4 are bounded, 3. region 2 is bounded in the vertical direction from below and from above and in region 2 we haveρ < 0, and 4. region 1 can can only be entered from the bounded region 4.
Let us now prove proposition 2.
Proof. (Proposition 2)
We show that trajectories with initial conditions (x 1 (0), x 2 (0), x 3 (0)) = (x 1 0 , x 2 0 , x 3 0 ) in region 1 will reach the plane x 3 = h in the forward time direction with a finite value ρ 0 . Let x 3 0 = x 3 (0) and d = min {a, b} > 0. Then there exists a
2 0 } such that for all points (x 1 , x 2 , x 3 ) with h ≤ x 3 ≤ x 3 0 and
The existence of ρ 1 follows from the last but one expression in (8) going to −∞ as ρ → ∞. 
Dynamical analysis of the candidate system
In this section we study the dynamics of the system (6). We start by studying the bifurcations of equilibria and periodic orbits. Numerical simulations suggest that chaotic attractors appear after a cascade of period doubling bifurcations. These chaotic attractors are presumably of Hénon-like type which means that they are the closure of the unstable manifold of a saddle periodic orbit.
Equilibria and their stability
For x 3 ≥ 0, the system has the following equilibria:
The eigenvalues of the Jacobi matrix J = Df evaluated at O are given by
Under the assumption that h, r = 0 the stable and unstable manifolds of O are given by
The eigenvalues of the matrix J evaluated at Z are given by:
Note that the complex eigenvalue pair (λ Z,1 , λ Z,2 ) crosses the imaginary axis when h = r/ √ c. This implies that, under suitable non-degeneracy conditions, the equilibrium Z becomes unstable through a Hopf bifurcation which gives birth to a stable periodic orbit (see Kuznetsov (2004) ).
For a = b and r 2 /c − h 2 > 0 it is straightforward to verify that
x 2 (t) = ρ 0 sin(ωt),
where ρ 0 = (r 2 − ch 2 )/a, is a periodic orbit of the system (6). Note that for h = r/ √ c this orbit coalesces with the equilibrium Z. This suggests that for a = b the periodic orbit in equation (9) indeed arises through a Hopf bifurcation of the equilibrium Z.
Under the assumptions that r = 0 and r 2 /c−h 2 > 0 it follows that the stable manifold of Z is given by
The 2-dimensional unstable manifold of Z cannot be computed analytically, but the linearization of the system (6) at Z shows that the unstable manifold is tangent to the plane Figure 3 shows a numerical approximation of W u (Z), which suggests that this manifold is part of the stable manifold of a periodic orbit.
Periodic orbits and their bifurcations
The periodic solutions of (6) can be studied in terms of a so-called Poincaré return map (see Guckenheimer & Holmes (1983) ). The idea is to study the intersections of orbits of (6) with a plane that is transversal to the vector field. Consider the following set:
We define the Poincaré map P : Σ → Σ as follows. If (x 1 , 0, x 3 ) ∈ Σ, then P (x 1 , 0, x 3 ) is defined by integrating equation (6) for 2π/ω units of time. From equation (7) it follows that indeed P (Σ) ⊂ Σ. In addition, the existence and uniqueness theorems for differential equations imply that the map P is a diffeomorphism. A point x ∈ Σ is called a period-n point of P if P n (x) = x. Such points correspond to periodic orbits of (6) which make n turns around the x 3 -axis. Period-1 points of P are also referred to as fixed points of P . for the system (6) in R 3 are shown in Figure 8 .
Chaotic dynamics
the unstable manifolds of these fixed points by means of techniques based on iterating fundamental domains described in Broer & Takens (2010) and Simó (1990) . Their unstable manifolds are shown in Figure 7 . Note the striking resemblance with the attractors shown in Figure 6 . We therefore conjecture that these attractors are in fact the closure of the manifolds shown in Figure 7 . This implies that the corresponding chaotic attractors for the system (6) are the closure of the unstable manifold of a saddle periodic orbit.
Control design
This section presents the possibility of using the eigen-structure analysis in nonlinear control design. First, a nonlinear state feedback controller is constructed to stabilize a chaotic system by the help of a NEValues assignment. Secondly, a synchronizing controller is obtained through a master-slave formalism.
Chaos control
The chaotic system (6) can be controlled just by one control input. In fact we can control the system in such a way that the origin becomes a global attractor by a single input u exerted on the x 3 component of the system (6) according tȯ
The control function u : R → R makes the origin asymptotically stable if the following condition is satisfied:
From the eigen-structure analysis of the system depicted in Table 1 we see that even though the states x 1 and x 2 are not accessed by the input, the chaotic system can still be controlled by means of a simple state feedback of the form u = −Kr 2 x 3 with K > 1.
The closed loop system obtained by applying this controller iṡ
which is again in PL from with the old NEValues λ 1,2 cl (x) = λ 1,2 (x) and the new NEValue
The simulation results of this controlled system are illustrated in Figure 9 .
Synchronization
In this section we synchronize a pair of chaotic systems, which consist of a master system given byẋ
and a slave system given bẏ The equations for the error signal e = x s − x m are given bẏ
Unfortunately, the synchronization of the master and slave system cannot be achieved by only one control input. Instead, we need three independent control inputs to guarantee that the origin of the system (12) is asymptotically stable. Hence, we consider the controller
which gives the following closed loop system for the error equations:
This means that regardless of e 3 , the e 1 − e 2 components approach zero in a spiralling manner with the exponential rate of h 2 . The remaining error dynamic in e 3 is theṅ
in which x * 1 and x * 2 denote the synchronized values of x 1 and x 2 assuming that e 1,2 has saturated at 0. The dynamic of the e 3 component is in a PL form with the NEValue λ 3 CL (e) = − ax * 1 2 + bx * 2 2 + c(x s3 2 + x s3 x m3 + x m3 2 ) .
Since λ 3 CL (e) ≤ 0, the asymptotic exponential stability of e 3 is guaranteed and then, the complete synchronization of all components will be obtained. The simulation results are shown in Figure 10 .
It is worth mentioning that for the parameter values in both the control and synchronization simulations, system (6) is chaotic. In addition, we showed that by means of an eigen-structure based method the chaotic system can be easily both controlled and identically synchronized with another system through some nonlinear state feedback even if not all states are accessible. We tried to
show that some efforts in nonlinear optimal control theory leading to the SDRE approach can be applied in another field of dynamical system theory. Currently, we are working on the definition and control of nonlinear non-minimum phase system by the help of PL form representation and the results will be reported soon.
