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Abstract. We introduce the notion of weighted Coxeter graph and associate to
it a certain generalization of the standard geometric representation of a Coxeter
group. We prove sufficient conditions for faithfulness and non-faithfulness of such
a representation. In the case when the weighted Coxeter graph is balanced we dis-
cuss how the generalized geometric representation is related to the numbers game
played on the Coxeter graph.
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1 Introduction and preliminaries
The theory of Coxeter groups is connected with different fields of mathematics: algebra, ge-
ometry, combinatorics, graph theory. In this work we study certain linear representations of
Coxeter groups and relate them to the corresponding Coxeter graphs.
From the algebraic point of view a Coxeter system (W,S) is a group W with the set of
generators S = {s1, s2, ..., sn} and relations s
2
i = 1, (sisj)
mij = 1, where 2 6 mij ∈ N or
mij =∞, the latter means that there is no relation between si and sj .
Geometrically, Coxeter groups can be viewed as discrete groups generated by orthogonal
reflections in a vector space with a pseudo-euclidian metric.
A Coxeter group can also be defined by its Coxeter graph. Its vertex set coincides with the
set S of Coxeter generators. Two vertices si and sj are not connected if mij = 2, are connected
by an unlabeled edge if mij = 3 and are connected by an edge labeled by mij if mij > 3. Edges
∗The second and third authors were supported by the Swiss National Science Foundation.
†Corresponding author: yonahch@ariel.ac.il
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labeled by mij with mij > 3 are called multiple edges. A Coxeter group is called simply laced
if its Coxeter graph does not have multiple edges, i.e., mij equals to 2 or 3 for all i 6= j.
A combinatorial model of the Coxeter group can be given by the so called Mozes’ numbers
game which we briefly describe now. Consider a graph with vertices indexed by 1,2,..., n and
numbers xj associated to its vertices. The column vectors (x1, x2, ..., xn)
t are called configu-
rations or game positions. The (legal) “moves” in the game (which are also called “firings”)
are local rearrangements of the assigned values at a chosen node and its neighbors: the move
which corresponds to a vertex j consists of adding the value xj multiplied by a certain positive
weight kij to each value xi, i.e., xi := xi+ kijxj , where the vertices j and i are neighbors, and
then reversing the sign, i.e., xj := −xj. Using Weyl groups and Kac-Moody algebras, see [4]
and [9] for definitions and other details, Mozes in [12] gave an algebraic characterization of
the initial positions giving rise to finite games and proved that for those the number of steps
and the final configuration do not depend on the moves of the player. It was developed as a
generalization of the following problem of the International Mathematical Olympiad (IMO) in
1986: five integers with positive sum are assigned to the vertices of a pentagon. If there is at
least one negative number, the player may pick one of them, say y, add it to its two neigh-
bors x and z, and then reverse the sign of y. The game terminates when all the numbers are
nonnegative. Prove that this game must always terminate. Several solutions to this problem
can be found in [14]. Eriksson and Bjo¨rner found deep connections between the numbers game
and Coxeter groups: taking the positive weights kij satisfying kijkji = 4cos
2 (π/mij) where
mij is the minimal number such that for Coxeter generators si and sj there is the relation
(sisj)
mij = 1 and kijkji > 4 when the element sisj has infinite order, the numbers game
becomes a combinatorial model of the Coxeter group, where group elements correspond to
positions and reduced decompositions correspond to legal play sequences, see Chapter 4 in [3]
and [7] for details.
Any Coxeter group has the canonical linear representation called the geometric represen-
tation defined in the following way. The dimension of this representation equals to the number
of Coxeter generators. For each pair of generators (si, sj), which do not commute, choose a
positive number kij such that kijkji = 4cos
2 (π/mij); if mij = ∞, put kij = kji = 2. Each
generator si is mapped to the matrix σi which differs from the identity matrix only in its i-th
row. The diagonal element in the position (i, i) is −1, and for i 6= j the entry in the position
(i, j) equals to kij ; if the generators si and sj commute, then the entry in the position (i, j)
is zero. Numbers kij and kji may be different. If all the numbers mij are 2,3,4,6 or ∞ it is
possible to choose all kij integers. We emphasize that the numbers kij are positive because it
is crucial for the following theorem which is well known (see [3]):
Theorem. Matrices σi satisfy the Coxeter relations, i.e., the mapping si 7→ σi is a repre-
sentation. The representation si 7→ σi is faithful. The representation si 7→ σi is called the
geometric representation.
If for any i, j, kij = kji = 2cos (π/mij), then the representation si 7→ σi is called the standard
geometric representation. When the group is simply laced, all non-zero entries of matrices σi
of the standard geometric representation are ±1.
The connection between the numbers game and the standard geometric representation is as
follows: it is easy to see that a move associated with the vertex i in the described above numbers
game is the action of the matrix σti on the column vector of configuration (x1, x2, ..., xn)
t.
This paper is devoted to a natural generalization of the objects defined above, obtained by
allowing the numbers kij which are used in the definition of the geometric representation and
numbers game to take not necessarily real positive values. We define a corresponding version
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of the numbers game and a generalization of the standard geometric representation and give
sufficient conditions for its faithfulness and non-faithfulness. In the next section we give main
definitions and formulate the results. We freely use the standard terminology and results on
Coxeter groups, Coxeter graphs etc. applied in the monographs [4], [9], [8], [3].
2 Weighted Coxeter Graph and the Corresponding
Representation
In this paper we shall consider geometric representations and number games associated to
weighted Coxeter graphs. Let us associate weights to the edges of Coxeter graphs as follows.
Denote by E¯ the set of directed edges of the graph Γ = (V,E), i.e.,
{si, sj} ∈ E ⇐⇒ (si, sj) , (sj, si) ∈ E¯ .
Definition 2.1. Let Γ = (V,E) be the Coxeter graph of the Coxeter system (W,S). Define a
legal weight function to be a function
f : E¯ → C\{0} such that f ((si, sj)) = (f ((sj, si)))
−1 .
Notice that the complex numbers {f ((si, sj))} and the integers {mij} (when mij > 3) are
two independent sets of weights on the edges of our graph.
Definition 2.2. We say that the triple Γf = (V,E, f) is a weighted Coxeter graph if
Γ = (V,E) is a Coxeter graph and f is a legal weight function on its edges.
Definition 2.3. For any path in a weighted Coxeter graph we can define the weight of the
path as the product of all weights of the edges of which this path consists. We call a weighted
Coxeter graph balanced if the weight of any closed path in this graph is equal to 1.
Remark 2.4. The notion of balanced legal functions on directed edges of a graph is introduced
in the literature under different names. Thus, for example, in [2] the set of logarithms of real-
valued balanced legal functions is exactly Im(d) and in [11], in somewhat different language,
that set is referred-to as the set of consistent graphs, see also [6]. In [13] such functions have
been introduced under the name “color-coboundaries”. Also they appear in literature under
the name “tensions”, see, for example, [10]. In a rather common terminology introduced by
Zaslavsky, [15], a pair of graph and such a balanced function on edges of a graph is called a
balanced gain graph.
Definition 2.5. In the particular case when the graph Γ = (V,E) is the Coxeter graph of
a simply laced Coxeter system and the legal weight function takes values in the cyclic group
of order two, i.e., the weights on the edges are ±1, we say that Γf = (V,E, f) is a signed
Coxeter graph.
Remark 2.6. The weight of any path in a balanced graph depends only on its start and end
vertices, the weight does not depend on the path itself.
The canonical construction of the geometric representation can be generalized for a weighted
Coxeter graph Γf = (V,E, f) in the following way.
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Definition 2.7. Let us construct the mapping: the generator si is mapped to the n×n matrix
ωi which differs from the identity matrix only by the i-th row. The i-th row of the matrix ωi
has −1 at the position (i, i), it has f ((si, sj)) ·2 cos (π/mij) in the position (i, j) when the node
sj is connected to the node si, and it has 0 in the position (i, j) when the nodes sj and si are
not connected by an edge. Thus, we defined the mapping RΓ,f : S → GLn (C), RΓ,f (si) = ωi.
Note that if we put kij := f ((si, sj)) ·2 cos (π/mij), then the equality kijkji = 4cos
2 (π/mij)
still holds since f ((si, sj)) · f ((sj, si)) = 1 even though kij ∈ C are not necessarily positive.
Notice that in the simply laced case one can extend the construction and consider legal
weights with values in an arbitrary abelian group G; the matrices ωi in this case will be over
the group ring C[G].
Example 2.8. Consider for example the weighted Coxeter graph of the symmetric group S4:
s1 s2 s3
a b
s1 7→ ω1 =

−1 a 00 1 0
0 0 1

 , s2 7→ ω2 =

 1 0 0a−1 −1 b
0 0 1

 , s3 7→ ω3 =

1 0 00 1 0
0 b−1 −1

 .
Notice that when a = b = 1, we get the standard geometric representation of S4.
It can be directly checked that the following proposition holds:
Proposition 2.9. The mapping RΓ,f (si) = ωi can be extended to a group homomorphism
W → C \ {0}.
In other words, the matrix group Ω = 〈ω1, ω2, ..., ωn〉 is isomorphic to some quotient, may
be proper, of the Coxeter group W . The standard geometric representation is a particular case
of the representation RΓ,f when the function f maps every edge to 1, i.e., the weight of any
edge is 1.
It is natural to inquire which legal weight functions on Coxeter graphs give rise to faithful
generalized geometric representations RΓ,f , and what quotients of W we get by taking the
image of RΓ,f . The aim of this paper is to investigate these questions and to provide the
answers for some classes of Coxeter groups and weight functions.
2.1 Results.
Our main results are as follows.
Theorem 4.6. Let Γf = (V,E, f) be a signed Coxeter graph. Then the representation RΓ,f
is faithful if and only if Γf is balanced, i.e., if and only if every cycle in the graph has an even
number of −1’s.
One direction is true for arbitrary weighted graphs, namely
Proposition 3.1. For a balanced weighted Coxeter graph Γf = (V,E, f) the representation
RΓ,f is faithful.
For balanced graphs we associate with the representation RΓ,f a generalized numbers game,
similarly to how Mozes numbers game is associated with the (standard) geometric representa-
tion, see Section 3 below.
Theorem 4.1. Let Γf = (V,E, f) be a weighted Coxeter graph. Suppose, the vertices
s1, s2, ..., sn and edges (s1, s2), (s2, s3),...,(sn, s1) form a cycle for which the product of weights of
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the edges is equal to a, where a is an element of finite orderm,m > 1. Then, the representation
RΓ,f is not faithful.
Note that Coxeter groups are hopfian (being linear and finitely generated they are residually
finite and thus hopfian by a theorem of Mal’cev), and so if RΓ,f is not faithful, then the image
of the representation is isomorphic to a proper quotient of W not isomorphic to W .
As a partial converse to Theorem 4.1 we prove the following
Proposition 4.5. Let Γf = (V,E, f) be a weighted cycle with vertices s1, s2, ..., sn and edges
(s1, s2), (s2, s3),...,(sn, s1), and the product of weights of the edges is equal to a, where a is
an element of infinite order. Then, the representation RΓ,f is faithful, i.e., the matrix group
generated by matrices RΓ,f (si) = ωi (for 1 6 i 6 n) is isomorphic to the affine Coxeter group
A˜n−1 of the Euclidean type A˜n−1, see [9].
3 Balanced weighted Coxeter graphs and generalized numbers
game
Proposition 3.1. For a balanced weighted Coxeter graph Γf = (V,E, f) the representation
RΓ,f is faithful.
Proof. We associate weights to the vertices of the graph in such a way that the weight of an
edge is the ratio of the weights of its ends. It can be done as follows. Take any vertex to be
the origin and put its weight to be 1. The weight of any other vertex will be the weight of a
path from the origin to this vertex. The graph is balanced and therefore this construction is
well defined.
Now consider the standard geometric representation (without weights) and perform the
diagonal change of basis: let us multiply each basis vector by the weight of the corresponding
vertex. This way we get exactly the representation RΓ,f . So, the representation RΓ,f is faithful
since it is isomorphic to the standard geometric representation which is faithful.
Let us illustrate our proof with the following example.
Example 3.2. Consider the simply laced Coxeter graph:
s1 s2
s3
s4
s5 s6
❑❑
❑❑
❑❑
❑
sssssss
❧❧❧❧❧❧❧❧❧❧❧❧
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
Let the group G be the cyclic group C2 = {+1,−1}. In this case we call the weighted graph
“signed”. Consider the following signed graph, which is balanced, as it can be easily seen:
s1 s2
s3
s4
s5 s6
−1
+1
❑❑
❑❑
❑❑
❑
−1 sssssss
+1
❧❧❧❧❧❧❧❧❧❧❧❧
−1
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
+1
Now we associate weights to the vertices applying the process described above in the proof of
Proposition 3.1:
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(s1,+1) (s2,−1)
(s3,+1)
(s4,−1)
(s5,−1) (s6,−1)
−1
+1
❙❙
❙❙
❙❙
❙❙
−1 ❦❦❦❦❦❦❦❦
+1 ✐✐✐✐✐✐✐✐✐✐✐
−1
❯❯❯
❯❯❯
❯❯
❯❯❯
+1
According to the weights of vertices we construct the diagonal matrix of the change of basis:
J =


1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1


.
One can check that for 1 6 i 6 6 we have JσiJ
−1 = ωi, where σi are images of generators si
under the standard geometric representation. Take for example the matrices σ2 and ω2:
σ2 =


1 0 0 0 0 0
1 −1 1 1 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


, ω2 =


1 0 0 0 0 0
−1 −1 −1 1 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


.
We have:
Jσ2J
−1 =
=


1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1




1 0 0 0 0 0
1 −1 1 1 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1




1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1


=
=


1 0 0 0 0 0
−1 −1 −1 1 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


= ω2 .
We are now going to define a generalized version of the numbers game, corresponding to the
faithful representation RΓ,f , which is associated to a balanced weighted Coxeter graph Γf . We
begin with the brief description of the classical numbers game played on Coxeter graph of a
Coxeter system (W,S) according to [3]. The point of this game is that it gives a combinatorial
model of the Coxeter group (W,S) where group elements correspond to positions and reduced
decompositions correspond to legal play sequences.
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Before proceeding we have to choose for each ordered pair of generators (s, s′) such that
m(s, s′) > 3 a real number ks,s′ > 0 such that
{
ks,s′ks′,s = 4cos
2 π
m(s,s′) , if m(s, s
′) 6=∞
ks,s′ks′,s > 4 , if m(s, s
′) =∞
These numbers, that we refer to as weights, remain fixed once chosen. The edge weights can
of course always be chosen symmetrically:
ks,s′ = ks′,s = 2cos
π
m(s, s′)
.
For m(s, s′) = 3, ks,s′ = ks′,s = 1. For m(s, s
′) ∈ {4, 6} the asymmetric choice of weights has an
advantage since all weights are integers: for m(s, s′) = 4, ks,s′ = 2, ks′,s = 1; for m(s, s
′) = 6,
ks,s′ = 3, ks′,s = 1. For m(s, s
′) =∞ the weights also can be taken integers: ks,s′ = ks′,s = 2.
The starting position for the game can be any distribution s 7→ ps of real numbers ps to the
nodes s ∈ S of the Coxeter graph. A position is called positive if ps > 0 for all s ∈ S. We
think of a game position as of column-vector p = (ps1 , ps2 , ...)
t ∈ R|S|. A game position is also
called a configuration. The special position with ps = 1 for all s ∈ S is called the unit position
and denoted 1.
Moves are defined as follows. A firing of node s changes a position p ∈ R|S| in the following
way:
• switch sign of the value at s, ps,
• add ks,s′ps to the value at each neighbor s
′ of s,
• leave all other values unchanged.
Such a move is called positive if ps > 0 and negative if ps < 0. A positive game is one that is
played with positive moves from a given starting position, and similarly for a negative game. A
(positive, negative) play sequence is a word s1s2 . . . sℓ (si ∈ S) recording a (positive, negative)
game in which s1 is fired first, then s2, then s3 and so on.
Easy to see that the firing of the node s is the action of the matrix σts (on the column
vector of the position p ∈ R|S|, where the matrix σs is the image of the generator s under the
geometric representation.
Suppose a starting position p ∈ R|S| is given. Then every play sequence s1s2 . . . sℓ will by
composition of mappings σti lead to some other position denoted by p
s1s2...sℓ . Let Pp ⊂ R
|S|
denote the set of all positions that can be reached this way. The following theorem is the main
theorem concerning the numbers game given in [3].
Theorem 3.3. Consider play sequences starting from a certain positive position p ∈ R
|S|
+ .
1. Two play sequences s1s2 . . . sℓ and s
′
1s
′
2 . . . s
′
ℓ (si, s
′
i ∈ S) lead to the same position (i.e.,
ps1s2...sk = ps
′
1
s′
2
...s′
ℓ) if and only if s1s2 . . . sℓ = s
′
1s
′
2 . . . s
′
k as elements of the Coxeter
group W .
2. The induced mapping w 7→ pw is a bijection W → Pp.
3. Let DR(w) denote the right descent set of w.
Then DR(w) = {s ∈ S : the s-coordimate of p
w is negative}
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4. The play sequence s1s2 . . . sℓ is positive if and only if s1s2 . . . sℓ is a reduced decomposition.
Now we describe our generalization of the classical numbers game. We choose as the edge
weights the complex numbers ks,s′ satisfying the conditions
1. For any pair of different generators (s, s′)
{
ks,s′ks′,s = 4cos
2 π
m(s,s′) , if m(s, s
′) 6=∞
ks,s′ks′,s > 4 , if m(s, s
′) =∞
2. For any pair of different generators (s, s′) the number ks,s′ can be decomposed as
ks,s′ = fs,s′ℓs,s′
in such a way that for any two vertices s and s′ connected with an edge fs,s′fs′,s = 1 and
ℓs,s′ , ℓs′,s are real positive. (This means that the numbers ℓs,s′ satisfy the condition (1)
like the numbers ks,s′.)
3. For any cycle with vertices s1, s2, ..., st
fs1,s2 · fs2,s3 · · · fst−1,st · fst,s1 = 1 .
Unlike the classical numbers game we do not require ks,s′ to be positive real numbers. Instead
of the positivity we require conditions (2) and (3) which are weaker. The classical numbers
game can be seen as a particular case of this one where fsi,sj = 1 for all edges (si, sj).
Now we have a balanced weighted Coxeter graph Γf with a legal weight function (s, s
′) 7→ fs,s′
(see Definition 2.1). We choose the vertex s1 to be the origin and associate to each vertex si
the weight wt(si) of a path from the origin to si. Recall that the weight of a path is the product
of weights fsi,sj where (si, sj) are the edges of which this path consists. A move associated
to a vertex s changes a configuration p exactly as above. The only difference is that instead
of the notion of a positive (negative) move we need to use a pseudo-positive (pseudo-negative)
move: a move associated to a vertex s is called pseudo-positive (pseudo-negative) if wt(s)ps is
a positive (negative) real number.
Let J be the diagonal matrix constructed in the proof of Proposition 3.1. Let p ∈ R|S| be a
position, i.e., a column-vector. It follows immediately from the definition of a pseudo-positive
move that the move s is pseudo-positive for p in the described above generalized numbers game
associated to the balanced weighted Coxeter graph Γf if and only if this move is positive for
the position Jp in the classical numbers game associated to the same graph Γ.
Let σs and ωs be the matrices which correspond to the generator s under the standard ge-
ometric representation and the generalized geometric representation RΓ,f respectively. Then
JσsJ
−1 = ωs, see the proof of Proposition 3.1. Hence, J ·
(
(ωs)
t p
)
= (σs)
t · (Jp). Thus,
a play sequence s1s2 · · · sℓ is pseudo-positive for the generalized game associated to the bal-
anced weighted Coxeter graph Γf if and only if this sequence is positive for the classical game
associated to the same Coxeter graph Γ.
In view of these simple observations the main Theorem 3.3 concerning the numbers game
given in [3] and cited above can be formulated for this generalized numbers game too as follows:
Theorem 3.4. Consider play sequences starting from a certain position p ∈ R|S| such that
Jp ∈ R
|S|
+ . Denote by P˜p ⊂ R
|S| all the positions which can be reached by moves of the
generalized numbers game starting with p.
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1. Two play sequences s1s2 . . . sℓ and s
′
1s
′
2 . . . s
′
ℓ (si, s
′
i ∈ S) lead to the same position (i.e.,
ps1s2...sk = ps
′
1
s′
2
...s′
ℓ) if and only if s1s2 . . . sℓ = s
′
1s
′
2 . . . s
′
k as elements of the Coxeter
group W .
2. The induced mapping w 7→ pw is a bijection W → P˜p.
3. Let DR(w) denote the right descent set of w.
Then DR(w) = {s ∈ S : the s-coordimate of Jp
w is negative}
4. The play sequence s1s2 . . . sℓ is pseudo-positive if and only if s1s2 . . . sℓ is a reduced de-
composition.
4 Non-balanced weighted Coxeter graphs
In this Section we present an obstruction to faithfulness of the generalized geometric represen-
tation. Namely, we prove the following
Theorem 4.1. Let Γ = (V,E, f) be a weighted Coxeter graph. Suppose, the vertices s1, s2, ..., sn
and edges (s1, s2), (s2, s3),...,(sn, s1), form the cycle for which the product of weights of the
edges is equal to a, where a is an element of finite order m, m > 1. Then, the representation
RΓ,f is not faithful.
The proof of Theorem 4.1 uses the following observation.
Proposition 4.2. Let Γ = (V,E) be a cycle with n vertices s1,...,sn and directed edges e1 =
(s1, s2), e2 = (s2, s3),...,en−1 = (sn−1, sn), en = (sn, s1). Let f, h : E¯ → C \ {0} be two legal
weight functions defined as follows:
f (ei) = ai , 1 6 i 6 n ,
h (ei) = 1 , 1 6 i 6 n− 1 , h (en) = a1a2 · · · an .
Then representations RΓ,f and RΓ,h are isomorphic.
Proof. Define the diagonal n× n matrix:
J =


1 0 0 0 · · · 0
0 a1 0 0 · · · 0
0 0 a1a2 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · · · · 0 a1a2 · · · an−2 0
0 · · · · · · 0 0 a1a2 · · · an−2an−1


.
It can be easily seen that JRΓ,f (si) J
−1 = RΓ,h (si) for 1 6 i 6 n.
Let us illustrate it by the following:
Example 4.3. Consider the graph
s1
s2
s3
s4
a
♦♦♦♦♦♦♦♦♦♦
d
❖❖
❖❖
❖❖
❖❖
❖❖
b
❖❖
❖❖
❖❖
❖❖
❖❖
c
♦♦
♦♦
♦♦
♦♦
♦♦
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We go along the graph in the clockwise direction starting from the vertex which corresponds
to s1 and associated weights to the vertices:
(s1, 1)
(s2, a)
(s3, ab)
(s4, abc)
a ♦♦♦♦♦♦
d
❖❖
❖❖
❖❖
b
❖❖
❖❖
❖❖
c♦♦
♦♦
♦♦
Here a, b, c, d are elements of some abelian group. The images of generators under the
corresponding representation (si 7→ ωi) are:
ω1 =


−1 a 0 d−1
0 1 0 0
0 0 1 0
0 0 0 1

 , ω2 =


1 0 0 0
a−1 −1 b 0
0 0 1 0
0 0 0 1

 ,
ω3 =


1 0 0 0
0 1 0 0
0 b−1 −1 c
0 0 0 1

 , ω4 =


1 0 0 0
0 1 0 0
0 0 1 0
d 0 c−1 −1

 .
Define the matrix
J =


1 0 0 0
0 a 0 0
0 0 ab 0
0 0 0 abc

 .
The matrix J is the matrix of the change of basis. We have
Jω1J
−1 = ω˜1 =


−1 1 0 (abcd)−1
0 1 0 0
0 0 1 0
0 0 0 1

 , Jω2J−1 = ω˜2 =


1 0 0 0
1 −1 1 0
0 0 1 0
0 0 0 1

 ,
Jω3J
−1 = ω˜3 =


1 0 0 0
0 1 0 0
0 1 −1 1
0 0 0 1

 , Jω4J−1 = ω˜4 =


1 0 0 0
0 1 0 0
0 0 1 0
abcd 0 1 −1

 .
The representation si 7→ ω˜i corresponds to the graph where all edges have weights 1 except
one edge which has the weight abcd which is the product of the weights of the edges of the
original graph:
s1
s2
s3
s4
1
♦♦♦♦♦♦♦♦♦♦
abcd
❖❖
❖❖
❖❖
❖❖
❖❖
1
❖❖
❖❖
❖❖
❖❖
❖❖
1♦♦
♦♦
♦♦
♦♦
♦♦
If we start with another vertex, we gather the product of weights on another edge.
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Proof of Theorem 4.1. Denote by ti permutation matrices:
t1 =


0 1 0 0 · · · 0
1 0 0 0 · · · 0
0 0 1 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · · · · 0 1 0
0 · · · · · · 0 0 1


, t2 =


1 0 0 0 · · · 0
0 0 1 0 · · · 0
0 1 0 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · · · · 0 1 0
0 · · · · · · 0 0 1


, ...
tn−1 =


1 0 0 · · · 0
0 1 0 · · · 0
· · · · · · · · · · · · · · ·
0 · · · 0 0 1
0 · · · 0 1 0

 ,
and the following monomial matrix A
A =


0 0 0 · · · 0 a−1
0 1 0 0 · · · 0
0 0 1 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · · · · 0 1 0
a 0 · · · 0 0 0


.
Using Proposition 4.2, without loss of generality we can assume that the cycle with vertices
s1, s2, ..., sn have the weight a on the edge (sn, s1) and 1’s on other edges. Consider the
parabolic subgroup U of W generated by s1, s2, ..., sn and consider the representation τ of U ,
which is the restriction of RΓ,f on U .
τ(s1) = ω1 =


−1 1 0 · · · 0 a−1
0 1 0 0 · · · 0
0 0 1 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · · · · 0 1 0
0 0 0 · · · 0 1


,
τ(s2) = ω2 =


1 0 0 0 · · · 0
1 −1 1 0 · · · 0
0 0 1 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · · · · 0 1 0
0 0 0 · · · 0 1


,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
τ(sn−1) = ωn−1 =


1 0 0 0 · · · 0
0 1 0 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · 0 1 −1 1
0 · · · 0 0 0 1

 ,
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τ(sn) = ωn =


1 0 0 0 · · · 0
0 1 0 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 0 · · · 0 1 0
a 0 · · · 0 1 −1

 .
Define the matrix J in the following way: J has 1’s in positions (i, i), −1’s in positions
(i+ 1, i) and −a−1 in position (1, n):
J =


1 0 0 · · · 0 −a−1
−1 1 0 · · · 0 0
0 −1 1 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 · · · 0 −1 1 0
0 · · · 0 0 −1 1


.
We have JωiJ
−1 = ti for 1 6 i 6 n − 1 and JωnJ
−1 = A. Since the element a is of finite
order and the matrices t1, t2, ..., tn−1, A are monomial the matrix group 〈t1, t2, ..., tn−1, A〉 is a
group of monomial matrices with finite number of different entries and so it is a finite group
(isomorphic to Cn−1m ⋊ Sn of order m
n−1n! where m is the order of the element a and Cm is
the multiplicative cyclic group). Therefore the matrix group 〈ω1, ω2, ..., ωn−1, ωn〉 is also finite
because it is conjugate to the finite group 〈t1, t2, ..., tn−1, A〉 (the conjugating matrix is J). So,
the representation is not faithful since its image is a finite matrix group while the Coxeter
group which corresponds to a cycle is an affine group of type A and is infinite. 
Example 4.4. Consider the cycle with four vertices.
s1
s2
s3
s4
1 ❣❣❣❣❣❣❣❣❣
a
❲❲❲
❲❲❲
❲❲❲
1
❲❲❲
❲❲❲
❲❲❲
1❣
❣❣❣
❣❣❣
❣❣
The matrices ωi are:
ω1 =


−1 1 0 a−1
0 1 0 0
0 0 1 0
0 0 0 1

 , ω2 =


1 0 0 0
1 −1 1 0
0 0 1 0
0 0 0 1

 ,
ω3 =


1 0 0 0
0 1 0 0
0 1 −1 1
0 0 0 1

 , ω4 =


1 0 0 0
0 1 0 0
0 0 1 0
a 0 1 −1

 .
Define
J =


1 0 0 −a−1
−1 1 0 0
0 −1 1 0
0 0 −1 1

 .
Now we have
Jω1J
−1 =


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

 = t1 , Jω2J−1 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 = t2 ,
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Jω3J
−1 =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 = t3 , Jω4J−1 =


0 0 0 a−1
0 1 0 0
0 0 1 0
a 0 0 0

 = A .
The group of 4× 4 matrices generated by t1, t2, t3, A is isomorphic to a semi-direct product of
the group Cm ×Cm ×Cm and S4 where m is the order of the element a, Cm and S4, as usual,
denote the cyclic multiplicative group of order m and the symmetric group of permutations of
the set {1, 2, 3, 4} respectively.
As a partial converse of Theorem 4.1 we have the following:
Proposition 4.5. Let Γ = (V,E, f) be a weighted cycle with vertices s1, s2, ..., sn and the
product of weights of the edges is equal to a, where a is an element of infinite order. Then, the
representation RΓ,f is faithful, i.e., the matrix group generated by matrices RΓ,f (si) = ωi (for
1 6 i 6 n) is isomorphic to the affine Coxeter group A˜n−1 of the Euclidean type A˜n−1, see [9].
Proof. We define ωi for 1 ≤ ı ≤ n as an n×n matrix, where denote the entry of ωi in the j-th
row, and k-th column by a
(i)
j,k. Then, a
(i)
k,k = 1 for every k 6= i, a
(i)
k,l = 0 for k 6= i and k 6= l,
a
(i)
i,i = −1, a
(i)
i,i−1 = 1 for 2 ≤ i ≤ n, a
(i)
i,i+1 = 1 for 1 ≤ i ≤ n − 1, a
(1)
1,n = a
−1, a
(n)
n,1 = a, and
a
(i)
i,j = 0, if i− j /∈ {0, 1,−1} modulo n.
Let J be an n× n matrix where the entry of J in the i-th row, and j-th column is denoted
by bi,j. Define bi,i = 1 for 1 ≤ i ≤ n, bi+1,i = −1 for 1 ≤ i ≤ n−1, b1,n = −a
−1, and bi,j = 0 for
i− j /∈ {0, 1} mod n. Let ti be JωiJ
−1 for every 1 ≤ i ≤ n− 1, and let A be JωnJ
−1. Then
we have, ti is a permutation matrix for 1 ≤ i ≤ n−1, and A is a matrix which satisfies Ai,i = 1
for 2 ≤ i ≤ n− 1, A1,1 = An,n = 0, A1,n = a
−1, An,1 = a, and Ai,j = 0 if |i − j| /∈ {0, n − 1},
where Ai,j denotes the entry of A in the i-th row and j-th column.
Let G = JΩJ−1. It is clear that G = 〈t1, t2, ..., tn−1, A〉 Define a map ϕ : G → A˜n−1, such
that ϕ(ti) = si for 1 ≤ i ≤ n−1, and ϕ(A) = s0, where s0, s1, ..., sn−1 are the standard Coxeter
generators of A˜n−1.
The matrix A can be written as tD0, where t is an n × n permutation matrix, and D0
is an n × n diagonal matrix, which satisfies D1,1 = a, Di.i = 1 for 2 ≤ i ≤ n − 1, and
Dn,n = a
−1, where Di,i is the element in the i-th row and in the i-th column of D0. In
particular det(D0) = 1. Since, ti are n × n permutation matrices for every 1 ≤ i ≤ n − 1,
every generator of G can be written as XD, where X is a n × n permutation matrix and D
is a n × n diagonal matrix, which entries in the diagonal are integer powers of the element a,
such that det(D) = 1. It is easy to show: if a1 and a2 are n × n permutation matrices, and
D1 and D2 are n× n diagonal matrices, such that all the elements in the diagonal of D1 and
in the diagonal of D2 are integer powers of a, and det(D1) = det(D2) = 1, then the product
(a1D1)(a2D2) = a1a2D3, where D3 is also a diagonal matrix which entries are integer powers
of a, and det(D3) = 1. Hence, every element of G is a product of a n× n permutation matrix
with a diagonal matrix which diagonal entries are integer powers of the element a such that
the determinant of the diagonal matrix is equal to 1. According to [3], every element in A˜n−1
is a permutation θ of Z, such that
∑n
i=1 θ(i) =
n(n+1)
2 , and θ(i+ n) = θ(i) + n. Hence, such a
permutation can be written as pq, where p is a permutation of the elements {1, 2, ..., n}, and
q is a permutation of Z which satisfies q(i) = i + nki, where
∑n
i=1 ki = 0. If a1 is a n × n
permutation matrix corresponds to a permutation p1, a2 is a permutation matrix corresponds
to a permutation p2, D1 and D2 are diagonal matrix, such that D
(j)
i,i = k
(j)
i for 1 ≤ i ≤ n, and
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1 ≤ j ≤ 2, where D
(j)
i,i denotes the entry in the i-th row and i-th column of the matrix Dj.
Define q1 and q2 permutations of Z such that qj(i) = i − nk
(j)
i , then (p1q1)(p2q2) = p1p2q3,
such that q3(i) = i−nk
(3)
i , where k
(3)
i is the entry in the i-th row and in the i-th column of D3.
Thus, there is a one-to-one correspondence between the elements of A˜n−1 and the elements of
G. Since JΩJ−1 = G, Ω is isomorphic to A˜n−1 too.
Let us now consider an important particular case of signed Coxeter graphs. Let (W,S) be
a simply laced Coxeter system and let Γ = (V,E) be its Coxeter graph. Let f : E → C2 =
{+1,−1} be an arrangement of signs on the edges and Γf = (V,E, f) be the signed Coxeter
graph. Signed graphs with relations to Coxeter groups are a well known and studied subject,
see for example [5]. Also, signed graphs appear in [1].
Theorem 4.6. Let Γf = (V,E, f) be a signed Coxeter graph. Then the representation RΓ,f
is faithful if and only if Γf is balanced, i.e., the product of signs along any cycle is +1 or in
other words any cycle has even number of −1’s.
Proof. For the proof we just have to combine Proposition 3.1 and Theorem 4.1.
5 Conclusions
In this paper we define a notion of the legal weight function and a certain generalization of the
standard geometric representation of a Coxeter group which is associated to such a function.
We give two sufficient conditions for faithfulness and non-faithfulness of this representation in
terms of certain properties of the weight function. This research can be continued in various
directions. We list here several problems which remain open and seem to be interesting.
Problem 1. Is the converse of Theorem 4.1 true? I. e. is it true that the representation RΓ,f
is faithful if and only if there is no cycle such that the product of weights along this cycle is
an element of finite order greater than one?
Problem 2. What can be said about the numbers game associated to the weighted Coxeter
graph Γf when the representation RΓ,f is faithful but the weighted graph Γf is not balanced?
Problem 3. Let the representation RΓ,f be non-faithful. Describe the quotient of the Coxeter
group W that we get in this case. Can we define the generalized numbers game in this case?
Is this game related to this quotient in any way? Can any quotient be obtained by finding a
suitable legal weight function?
The list of problems can be continued.
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