The potential for liquefaction triggering of a soil under a given seismic loading is measured herein by probability of liquefaction. The first order reliability method ͑FORM͒ is used to calculate reliability index, from which the probability of liquefaction is obtained. This approach requires the knowledge of parameter and model uncertainties; the latter is the focus of this paper. An empirical model for determining liquefaction resistance based on cone penetration test ͑CPT͒ is established through "neural network learning" of case histories. This resistance model along with a reference seismic loading model forms a performance function or limit state for liquefaction triggering analysis. Within the framework of the FORM, the uncertainty of this limit state model is characterized through an extensive series of sensitivity studies using Bayesian mapping functions that have been calibrated with a set of quality case histories. In addition, a deterministic model for assessing liquefaction potential in terms of factor of safety is presented, and the probability-safety factor mapping functions for estimating the probability of liquefaction for a given factor of safety in the absence of the knowledge of parameter uncertainty are also established. Examples are presented to illustrate the proposed methods.
Introduction
Simplified procedures for evaluating cyclic liquefaction potential of soils during earthquakes, pioneered by Seed and Idriss ͑1971͒, have two essential components: ͑1͒ the development of an analytical framework to organize past case history experiences; and ͑2͒ the development of a suitable in situ index to represent liquefaction resistance characteristics ͑Idriss and Boulanger 2004͒. The pioneering work by Seed and Idriss ͑1971͒ resulted in a simplified evaluation chart where the boundary curve for assessing liquefaction potential was presented in a two-dimensional plot of seismic loading, in terms of cyclic stress ratio ͑CSR͒, versus liquefaction resistance, indexed by a normalized standard penetration test ͑SPT͒ blow count, ͑N 1 ͒ 60 . The Seed and Idriss procedure has gone through several stages of modification ͑Seed et al. 1985; Youd et al. 2001͒ , and recent updates were provided by Boulanger ͑2004͒ and Cetin et al. ͑2004͒ .
The original simplified procedure used ͑N 1 ͒ 60 as an index of soil liquefaction resistance, which is expressed as cyclic resistance ratio ͑CRR͒. The term CRR may be considered as the maximum CSR that a soil can resist before liquefying. The boundary curve in a simplified method may be considered as a performance function or "limit state" for liquefaction triggering analysis, although the published boundary curves are generally biased toward the conservative side.
The results of the traditional analysis of soil liquefaction potential using the simplified procedures are usually presented in a factor of safety ͑F S ͒, defined as the ratio of CRR over CSR. In theory, liquefaction is predicted to occur if F S ഛ 1, and no liquefaction is predicted if F S Ͼ 1. Because of model and parameter uncertainties, F S Ͼ 1 does not always correspond to no liquefaction, and F S ഛ 1 does not always correspond to liquefaction. The assessment of liquefaction potential in terms of factor of safety is generally known as a deterministic approach. Engineering decisions made with the results of the deterministic analysis are a norm in the geotechnical engineering practice. In recent years, however, there is an increased effort to quantify the generally unknown degree of conservativeness that existed in the published boundary curves and to assess the liquefaction potential in terms of probability of liquefaction ͑Liao et al. 1988; Youd and Noble 1997; Toprak et al. 1999; Juang et al. 2002͒ . Use of the probability of liquefaction to express the liquefaction potential is generally preferred, particularly in performance-based earthquake engineering.
A number of researchers have contributed to the subject of liquefaction probability. Using the boundary curve as a limit state, the parameter and model uncertainties can be considered in the framework of reliability analysis, and the probability of liquefaction can be estimated ͑e.g., Haldar and Tang 1979͒ . Discriminant analysis or logistic regression analysis of the binary data ͑i.e., the case histories with clear indication of liquefaction or no liquefaction͒ provides the results that can be used to estimate the probability of liquefaction ͑e.g., Christian and Swiger 1975; Liao et al. 1988͒. Juang et al. ͑2000a, 2002͒ developed mapping functions that relate safety factor F S or reliability index ␤ to probability of liquefaction ͑P L ͒ from which P L can be estimated. Cetin ͑2000͒ and Cetin et al. ͑2004͒ proposed SPT-based probabilistic models for assessing liquefaction triggering. Their models were developed based on a large database of case histories and by means of regression analyses that involved the first-order reliability method ͑FORM͒ and a Bayesian updating technique. Moss ͑2003͒ and Moss et al. ͑2005͒ employed the approach developed by Cetin ͑2000͒ to analyze a large database of cone penetration test ͑CPT͒-based case histories. They presented the results of their analysis in an empirical equation that can be used to estimate the probability of liquefaction. Moss ͑2003͒ also recommended a deterministic model for assessing the liquefaction potential based on the 15% probability criterion derived from their probabilistic model. The work by Moss ͑2003͒ and Moss et al. ͑2005͒ represented an important recent development for liquefaction triggering analysis using CPT.
The probability of liquefaction calculated with empirical equations proposed by Toprak et al. ͑1999͒, Juang et al. ͑2002͒ , and Moss ͑2003͒ is essentially a "mean" probability, which is a "best estimate" of the probability in the absence of the knowledge of parameter uncertainties. For a future case, particularly one with a given ͑known͒ level of parameter uncertainties that is significantly different from that used in the development of these empirical equations ͑i.e., simplified probability-based models͒, a rigorous reliability analysis that considers both model and parameter uncertainties is preferred.
A rigorous reliability analysis for estimating the probability of liquefaction, however, requires the knowledge of the uncertainty of the adopted limit state of liquefaction, and of course, the knowledge of the uncertainties of the input parameters. The uncertainties of the input parameters are problem specific, and the responsibility for assessing these parameter uncertainties rests with the engineer who is performing the reliability analysis. Thus, the focus of the paper is on the estimation of the uncertainty of an adopted limit state model.
Limit State of Liquefaction
The models developed in the present study and presented herein are based on the database compiled and reassessed by Moss ͑2003͒. Moss ͑2003͒ examined more than 500 cases from 18 different earthquakes around the world that occurred from 1964 to 1999. Among these, 182 cases ͑139 liquefied cases and 43 nonliquefied cases͒ were selected by Moss ͑2003͒ for developing his probabilistic models. The soils in these case histories range from clean gravels and sands to silt mixtures ͑sandy and clayey silts͒. The depths at which the cases are reported range from 1.38 to 14.0 m. The cone tip resistance q c in Mega Pascal ranges from 0.54 to 18.83, and the friction ratio R f in percent ranges from 0 to 3.9. The vertical effective and total stresses v Ј and v in kilo Pascal are in the ranges of 14-145, and 26-263, respectively. The peak horizontal ground surface acceleration a max ranges from 0.08 to 0.77g. It should be noted that these parameter values are the "best estimate" ͑or the mean value͒ in each case. The calculated CSR values are in the range of 0.05-0.79. The reader is referred to Moss ͑2003͒ for details of this data set, including data screening and preprocessing. Because this data set consists of much fewer nonliquefied cases with high q c , 18 nonliquefied cases with q c Ͼ 10 MPa from Ku et al. ͑2004͒ are added, and thus a total of 200 cases are used in this study.
In the present study, the limit state for liquefaction triggering is obtained using a neural network-based searching technique developed by Juang et al. ͑2000b͒ . The technique involves the training of supervised feed-forward neural networks with the "full" database of case histories and its subsets or samples. The successfully trained neural network that generates the most accurate input-output relationship is adopted in the subsequent step for searching "data points" on the unknown boundary surface. Regression analyses of the searched data points, with some engineering judgment, yields the following empirical equation for liquefaction resistance: Baez et al. 2000͒ , I c = 1.64 corresponds approximately to a fines content ͑FC͒ of 5%, and I c = 2.38 corresponds approximately to FC= 35%. Thus, the three "classes" of liquefaction boundary curves implied by Eqs. ͑1͒ and ͑2͒ ͑based on the lower and upper bounds of I c ͒ are consistent with the commonly defined "classes" of boundary curves, namely, FCϽ 5%, 5% ഛ FCഛ 35%, and FCϾ 35% ͑Seed et al. 1985; Andrus and Stokoe 2000͒ . It should be emphasized, however, that the two I c bounds shown in Eq. ͑2͒ simply reflect the characteristics of the searched "limit-state" data points.
It should be noted that the adjustment factor K proposed in Eq. ͑2͒ is a function of not only "fines content" ͑or more precisely, I c ͒ but also q c1N . The form of Eq. ͑2͒ was inspired by the form of the "equivalent clean soil" adjustment factor successfully adopted for the shear wave velocity-based liquefaction evaluation ͑Andrus et al. 2004b͒. It should be emphasized, however, that the adjustment factor K defined in Eq. ͑2͒ has no physical meaning; it is merely an empirical factor to account for the effect of fines ͑or I c ͒ on liquefaction resistance based on case histories. Finally, it should be noted that while the CRR model was developed based on neural network learning of case histories, the model as presented follows basically the general framework established by Robertson and Wride ͑1998͒.
As with any simplified methods that follow the general framework by Seed and Idriss ͑1971͒, CRR is defined as the critical CSR that causes liquefaction for a given soil. Thus, it is essential that the CRR equation has to be used along with the reference CSR equation. To use Eq. ͑1͒ for determination of CRR, the following cyclic stress ratio model must be used:
where g = acceleration of gravity, which is the unit for a max ; r d = depth-dependent shear stress reduction factor ͑dimensionless͒; MSF= magnitude scaling factor ͑dimensionless͒; and K = overburden correction factor ͑dimensionless͒ for CSR. In Eq. ͑3͒, CSR 7.5, is the CSR defined by Seed and Idriss ͑1971͒ adjusted to the conditions of M w ͑moment magnitude͒=7.5 and v Ј= 100 kPa. Such adjustment makes it easier to process case histories from different earthquakes and with soils of concern at different overburden pressures ͑Juang et al. 2003͒. It should be noted that in this paper, the terms r d , MSF, and K are calculated with the formulae recommended by Idriss and Boulanger ͑2004͒; these formulae are provided in the Appendix. A sensitivity analysis, not shown here, reveals that CSR 7.5, determined with this set of formulae, by Idriss and Boulanger ͑2004͒, agrees well with that obtained using the "lower-bound" formulae recommended by Youd et al. ͑2001͒ for the cases examined.
In summary, under the definition of cyclic stress ratio presented in Eq. ͑3͒ ͑CSR 7.5, or CSR for short; the latter is used herein whenever no confusion could result from such use͒, the boundary curve or limit state developed in this study is represented by the empirical CRR model ͓Eq. ͑1͔͒. Fig. 1 shows the boundary curve as defined by Eq. ͑1͒ and the actual data of all cases that were used in the model development. It should be noted that among all cases in the database, 29 of them did not use standard CPT equipment and their data quality was classified as Class C by Moss ͑2003͒, which, arguably, might not be suitable for model development. However, approximately the same results were obtained ͑not shown herein͒ even if these 29 cases were excluded from the analysis.
As with the development of other existing empirical CRR models, the in situ test data associated with each case history is usually acquired from a postevent investigation. Because the process of earthquake-induced liquefaction could have modified soil strength and properties, the validity of the postevent CPT sounding for any case history could be challenged. Based on field observations in the 1999 Chi-Chi, Taiwan, earthquake and pre-and postevent testing at some locations, Ku et al. ͑2004͒ pointed out that "the liquefied soil layers in the Chi-Chi earthquake generally had a cone resistance lower than its resistance before the event.
On the other hand, the soil layers with "normal" cone resistance in the postearthquake investigation often indicated that no liquefaction had occurred in these layers." Thus, in a postevent investigation, the CPT data obtained at a nonliquefied site may reflect accurately the subsurface conditions and liquefaction resistance of the soil at that site before the event. The same cannot be said for liquefied cases, although a reasonable argument, based on the concept of critical state, was provided by Moss ͑2003͒ that the soil is less likely to experience a significant change in resistance if it lies closer to the limit state ͑i.e., the liquefaction boundary curve͒ before the event.
An important implication of the observations/viewpoints stated previously is that at high CSR levels ͑0.5-0.8͒ where there exist no liquefied data points near the limit state, the boundary curve may be constrained by nonliquefied data points that are near the limit state, as these nonliquefied cases can better reflect the soil resistance before the event. Of course, at lower CSR levels, the same boundary curve should be constrained by both liquefied and nonliquefied data points that are near the limit state. The boundary curve ͑Fig. 1͒ developed in this study appears to be able to satisfy the aforementioned constraints.
Effect of Sample Disparity and Sample Size on Developed CRR Model
The issue of sample disparity ͑i.e., the sample with unequal number of liquefied and nonliquefied cases͒ and sample size on the resulting empirical CRR model is briefly discussed here. In addition to the full databases, three samples of the full database are used in this study. One is a sample of only 78 cases, denoted as Sample A, which consists of only those cases where the coefficients of variation ͑COV͒ of all input parameters are less than 30%. The second sample, denoted as Sample B, is formed by adding 18 nonliquefied cases from Ku et al. ͑2004͒ to Sample A to reduce the sample disparity. In Sample B there are 58 liquefied cases and 38 nonliquefied cases. The third sample, referred to herein as Sample C, consists of 32 liquefied cases and 32 nonliquefied cases for a total of 64 cases. This sample is formed by removing 26 liquefied cases and six nonliquefied cases from Sample B. Table 1 lists these case histories by Case number and for each case, an indication of which sample it belongs to is provided so that the contents of Samples A, B, and C, respectively, can be identified. It should be noted that none of the cases in Samples A, B, and C belongs to Class C as defined by Moss ͑2003͒; rather, they all belong to higher quality classes ͑A and B͒.
Training a neural network with the data set of 96 cases ͑Sample B͒ and subsequently using the trained network to search for the points on the unknown boundary curve yielded approximately the same results as those developed based on the full database. Thus, additional refinement of the CRR model considering the issue of sample disparity and sample size might be of interest but appears to be unnecessary. What is considered more important here is the estimation of model uncertainty, the uncertainty of the developed boundary curve, or the CRR model.
Model Uncertainty and Reliability Analysis
The probability of liquefaction for a future case may be obtained by performing a reliability analysis using rigorous methods such as the FORM. While this approach is generally preferred over regression-based methods such as empirical equations developed by means of logistic regression and discriminant analysis, the uncertainties associated with the input parameters and the limit state model must first be determined. Thus, the focus of the paper is on the estimation of the model uncertainty of the developed liquefaction limit state.
The issue of model uncertainty ͑or model error͒ is important but rarely emphasized in the geotechnical engineering literature perhaps because it is difficult to address. Instead of addressing this issue directly, Zhang et al. ͑2004͒ suggested a procedure for reducing the uncertainty of model prediction using Bayesian updating techniques. However, in the present study, a sufficiently large quantity of liquefaction case histories is available for calibration of the calculated reliability index, and thus an estimate of the model uncertainty is possible.
Methodology for Estimating Model Uncertainty
The methodology for estimating the uncertainty of the limit state model is described in this section. The model uncertainty of a liquefaction limit state may be represented with a random variable c 1 , referred to herein as the model factor, as follows:
where g͑X͒ = limit state function considering model uncertainty and X = vector of input parameters. The rationale for modeling the model uncertainty with Eq. ͑4͒ is given in the following. As described previously, the CRR model was developed empirically using the CSR model as a reference. In other words, data points ͑CSR 7.5, , q c1N,m ͒ were calculated from case histories and then used to establish the boundary curve, which in turn yielded the CRR model. Thus, only the uncertainty in the CRR model needs to be considered, and the effect of the unrealized uncertainty associated with the CSR model is realized in the CRR model. Of course, the uncertainties of the parameters that are used in both CRR and CSR models must be considered. Eq. ͑4͒ implies that the uncertainty of the ratio of CSR/ CRR= c 1 is modeled, where ͓c 1 CRR− CSR͔ Ͻ 0, indicating liquefaction. From the reliability analysis perspective, Eq. ͑4͒ would yield comparable results with the following alternatives: ͑1͒ g͑X͒ = CRR− c 2 CSR; and ͑2͒ g͑X͒ = c 1 CRR− c 2 CSR. Limited sensitivity analyses conducted in this study indicate that all three formulations lead to approximately the same result in the final estimate of the probability of liquefaction after the model uncertainty is fully characterized. Thus, use of Eq. ͑4͒ to express the model uncertainty of the adopted limit state, which considers how the CRR model was established in reference to the CSR model, is deemed most appropriate. By treating the model factor c 1 as a random variable that applies to CRR, and then combining it with the basic input parameters from the CRR and CSR models, the limit state function for the reliability analysis may be expressed as:
where q c = cone tip resistance ͑MPa͒ and f s = sleeve friction ͑kPa͒; both parameters, along with v and v In the present study, the correlations among the input variables are incorporated in the reliability analysis. The correlation coefficients may be estimated empirically using statistical methods. Except for the pair of a max and M w , the correlation coefficient between each pair of variables used in the limit state function is estimated based on an analysis of the actual data in the database with some engineering judgment. The correlation coefficient between a max and M w is taken to be 0.9, which is based on statistical analysis of the data generated from the attenuation relationships ͑Juang et al. 1999͒. The coefficients of correlation among the six input variables are shown in Table 2 Table 2 are considered appropriate for the soils in the case histories. Although not shown herein, a sensitivity analysis was carried out to examine the effect of varying the coefficients of correlation of these pairs within the ranges typically encountered, and insignificant differences were found in the results of reliability analyses. In all the analyses presented herein, no correlation is assumed between c 1 and the other six input parameters. According to a recent study by Phoon and Kulhawy ͑2005͒, the model factor ͑c 1 in the present study͒ is weakly correlated to the input variables. Thus, the effect of such correlation on the computed reliability index and the calibrated c 1 , if any, should be negligible.
Using FORM, the reliability index ␤ for a given case can be calculated considering both model and parameter uncertainties ͑Ang and Tang 1984; Haldar and Mahadevan 2000͒. Then, the probability of liquefaction P L can readily be obtained through the nominal failure probability concept, or notional concept, defined in the reliability theory ͑Melchers 1987͒
where ⌽ = standard normal cumulative distribution function ͑CDF͒.
In reality, the model uncertainty is unknown, and thus the reliability index calculated without considering model uncertainty or using incorrect model uncertainty may be subjected to errors, and so would be the resulting notional probability P L . For the convenience of presentation hereinafter, the reliability index cal- 
Rather than incorporating model uncertainty in the reliability analysis, which would have been difficult due to the lack of knowledge of the model uncertainty, Juang et al. ͑1999; 2000a͒ bypassed this issue by mapping ␤ 1 directly to the probability of liquefaction. The justification provided by them is that "whatever uncertainty exists in the model will be accounted for in the calibration, as the calculated reliability indices are subsequently calibrated to the probability of liquefaction based on the actual case records in the database." By means of Bayes' theorem, the probability-reliability index ͑P L -␤͒ mapping function may be approximated by the following equation ͑Juang et al. 1999͒:
where the probability of liquefaction P L is interpreted as a conditional probability, P r ͑L ͉ ␤͒, given a calculated ␤. The approximation in Eq. ͑7͒ stems from the assumption that the prior probabilities for liquefaction and no liquefaction, before the determination of ␤ ͑or more specifically, without the knowledge of the parameters that are required for the calculation of ␤͒, are equal to each other. This assumption is justified as it is the most likely scenario for a given future case. The terms f L ͑␤͒ and f NL ͑␤͒ are the probability density functions of the calculated ␤ of the group of liquefied cases and the group of nonliquefied cases, respectively. Because the probability density functions of the calculated ␤ were based on limited observations ͑e.g., Sample C consists of 32 liquefied and 32 nonliquefied cases͒, there is a question of the uniqueness of the P L -␤ mapping function thus obtained. In this study, sensitivity analyses were carried out, using different samples ͑Samples B and C͒, to investigate the effect of the approximation of probability density functions on the resulting P L -␤ mapping function. Based on the sensitivity analyses, the resulting mapping functions appeared to be quite consistent with each other, and a final mapping function was obtained. Although a more rigorous analysis of the P L -␤ mapping function, including an estimation of its variance, may be desirable, the approach described above produced an approximate but reliable mapping function that is calibrated by quality field cases. The calibrated P L -␤ mapping function yields a "most probable" estimate of the probability of liquefaction of a given case based on the calculated ␤. Fig. 2 shows a plot of the P L -␤ mapping function obtained from reliability analyses of the 64 cases from Sample C without considering the uncertainty of the limit state model. Also shown in this figure is the plot of notional probability ͓Eq. ͑6͔͒ for each calculated reliability index ͑␤͒. A discrepancy is observed between the two curves shown in Fig. 2 . The Bayesian mapping probability curve is calibrated empirically with field data, which yields a most probable estimate of the "true" probability of liquefaction. With the notional probability, the accuracy of the obtained probability depends on the accuracy of ␤, and since the uncertainty of the limit state model was not incorporated in the reliability analysis, the calculated ␤ and the resulting notional probability may not be accurate.
With the information described previously, the proposed methodology for estimating the uncertainty of the adopted limit state model ͓Eqs. ͑1͒-͑4͔͒ is now ready to be presented. This methodology is based on the following premise that "a calibrated Bayesian mapping function yields a most probable estimate of the true probability of liquefaction for any given case." This premise is justified as discussed previously. With the above premise, the approach to estimate model uncertainty is a simple, trial-and-error procedure. The "correct" model uncertainty is the one that produces the reliability index and the corresponding notional probabilities matching best with those probabilities determined from the calibrated P L -␤ mapping function.
Results of Analyses for Estimating Model Uncertainty
To begin with, a series of reliability analyses of all cases in Sample C are performed to study the effect of the COV component of the model uncertainty. Four scenarios of model uncertainty, each with c1 = 1.0 and a different COV ͑0.0, 0.1, 0.2, or 0.3͒, are studied. For each scenario of model uncertainty, ␤ 3 values are calculated for all 64 case histories. Similar to the scenario of no model uncertainty, a Bayesian mapping function can be obtained for each model uncertainty scenario. While not shown herein, the results indicate that within the range of 0-0.3, the COV component of the model uncertainty has little effect on the calculated probability.
Another series of reliability analyses of all cases in Sample C are performed with four scenarios of model uncertainty, each with COV= 0.1 and a different c1 ͑1.0, 1.1, 1.2, or 1.3͒. A set of Bayesian mapping functions are obtained and shown in Fig. 3 . For the scenario of c1 = 1.0, which represents the case with Eq. ͑1͒ as the CRR model, P L = 0.23 at ␤ = 0, indicating that the CRR model as expressed in Eq. ͑1͒ is quite conservative. As c1 increases, the mapping function is shifted from left to right, and the probability corresponding to ␤ = 0 increases. An interpolated c1 value of 1.24 yields P L = 0.5 at ␤ = 0, which is believed to be an accurate estimate of model uncertainty.
The next series of reliability analyses is performed for all 64 cases using c1 = 1.24 and various coefficients of variation ͑0, 0.1, 0.2, and 0.3͒. Investigation of COV up to 0.3 is considered appropriate because the previous studies showed that the CRR model derived from a trained neural network that had a success rate of about 95% had a COV of less than 20% ͑Juang et al. 2003͒ . Besides, the effect of COV of the model factor is insignificant compared to the effect of the c1 . The results of the sensitivity analysis indicate, again, that the differences in the final Fig. 4 shows a comparison of the probability of liquefaction for each case history obtained from two mapping functions, one with c1 = 1.24 and COV= 0.1 and the other with c1 = 1.0 and COV= 0. In the former scenario, the reliability index ␤ 3 for each case is calculated and then the corresponding mapping function is established using Eq. ͑7͒. In the latter scenario, reliability index ␤ 1 for each case is calculated and then the corresponding mapping function is established. The two sets of probabilities obtained for all cases based on the two sets of mapping functions agree well with each other ͑Fig. 4͒, reflecting the robustness of the probabilities obtained from these mapping functions. Fig. 5 compares the notional probabilities obtained for all cases of Sample C using the reliability index ␤ 3 ͑calculated with c1 = 1.24 and COV= 0.1͒ with the probabilities obtained from the P L -␤ 1 mapping function ͑the one that considers no model uncertainty͒. Excellent agreement shown in Fig. 5 confirms that the probability of liquefaction can be accurately determined from the notional concept if the correct model uncertainty is incorporated in the reliability analysis, and in the present study, this correct model uncertainty is represented by c1 = 1.24 and COVϷ 0.1.
The implication of the results shown in Figs. 4 and 5 is significant. Once a P L -␤ 1 mapping function is established, it can be used to estimate the probability of liquefaction; use of this mapping function requires a reliability index ͑␤ 1 ͒ that is calculated by FORM considering only parameter uncertainties. Alternatively, the reliability index ͑␤ 3 ͒ can be calculated by FORM considering both model and parameter uncertainties, and the probability of liquefaction can then be obtained with the notional concept ͓Eq. ͑6͔͒. Because the model uncertainty of the adopted limit state has been determined, the latter approach that uses the notional concept to determine the probability of liquefaction is preferred, as it is a well-accepted, routine procedure in the literature of reliability analysis. This viewpoint and the results presented previously are strengthened with further investigation presented in the section that follows.
Further Investigation of Model Uncertainty and Mapping Functions
The effect of using different samples on the calibrated model uncertainty is briefly described herein. The approach described previously for estimating the uncertainty of the limit state model ͓Eqs. ͑1͒-͑4͒ collectively͔ is repeated using both Sample B ͑96 cases͒ and Sample A ͑78 cases͒. The model uncertainty is characterized again with a random variable c 1 , and approximately the same results as in the scenario of using Sample C ͑64 cases͒ are obtained: c1 = 1.24 and COV= 0.1.
The results presented previously imply that if the CRR from Eq. ͑1͒ is multiplied by a factor of 1.24, the uncertainty of the resulting new limit state model would be equivalent to one that is characterized with c1 = 1.0, and as such, no model uncertainty would be required in the reliability analysis. To test this hypothesis, Eq. ͑1͒ is multiplied by a factor of 1.24, which becomes
For each of the 64 cases in Sample C, a reliability analysis can be conducted using this equation for CRR and considering no model uncertainty; thus, new ␤ 1 values can be calculated and the corre- The results presented previously suggest that the limit state model defined by Eqs. ͑8͒, ͑2͒, and ͑3͒ is an "unbiased" model: the probability of liquefaction is equal to 50% when the reliability index is equal to zero. It should be of interest to examine this issue a little further. For each case of Sample C, a factor of safety ͑F s ͒ can be calculated using Eqs. ͑8͒, ͑2͒, and ͑3͒. Meanwhile, the notional probability ͑P L ͒ can be determined through a reliability analysis. A mapping function that relates F s to P L can then be established based on the 64 data points
͑9͒ Fig. 6 shows this mapping function. In the absence of the knowledge of parameter uncertainties, a factor of safety may be calculated and the probability of liquefaction may be inferred from this mapping function. This approach, however, does not allow for consideration of parameter uncertainties even if they are known. The probability of liquefaction can be calculated with greater accuracy by means of FORM if the parameter uncertainties are known. Nevertheless, the developed mapping function ͓Eq. ͑9͔͒ does show the characteristic of an unbiased limit state model: the probability of liquefaction equals 0.5 when F s =1. For comparison, the P L -F s mapping function is also developed for the limit state model represented by Eqs. ͑1͒-͑3͒. Using the same approach as described previously and with the same 64 cases, the following mapping function is obtained:
͑10͒
This mapping function suggests that the limit state model represented by Eqs. ͑1͒-͑3͒ is characterized with a 24% probability, as P L = 0.24 when F s = 1. A revisit of Fig. 3 shows that for the same limit state model, the one labeled with c1 = 1.0, the probability is about 0.23 when ␤ = 0. This result is consistent with the 24% probability suggested by the P L -F s mapping function expressed in Eq. ͑10͒. Thus, the consistent results were obtained throughout, which again suggests the robustness of the proposed methodology.
CRR Model for Deterministic Liquefaction Evaluation
The limit state models presented previously are not intended for use in a deterministic solution where the occurrence of liquefaction is judged in terms of factor of safety. When the conventional notion ͑i.e., liquefaction if F s ഛ 1, and no liquefaction if F s Ͼ 1͒ is used for assessing liquefaction potential of soils in a design consideration, a more conservative CRR model may be desirable. In general, a probability of 15-20% may be specified as an acceptable risk for the occurrence of liquefaction in the design of ordinary structures. Taking a specified probability of 15%, the following CRR model is established:
Eqs. ͑11͒, ͑2͒, and ͑3͒ are recommended for liquefaction triggering analysis when the conventional factor-of-safety approach is taken.
Treating the boundary curve defined by Eq. ͑11͒ as a limit state, the uncertainty of this model can be evaluated using the proposed methodology. In a similar manner, this model uncertainty can be characterized by c1 = 1.32 and COVϷ 0.1. Using FORM and considering the parameter and model uncertainties, the probability of liquefaction can be determined. Fig. 7 shows a comparison of the notional probability determined by using Eq. ͑11͒ as the boundary curve and that determined by using Eq. ͑8͒ as the boundary curve. In the FORM analysis, different model uncertainties that are associated with the two boundary curves are considered along with parameter uncertainties in the analysis. Based on the results shown in Fig. 7 , it is concluded, again, that the probability of liquefaction can be accurately estimated if proper model and parameter uncertainties are incorporated in the FORM analysis, regardless of which boundary curve ͑or limit state model͒ is used. Fig. 6 . F s -P L mapping function established based on 64 data points and using Eq. ͑8͒ as boundary curve Fig. 7 . Comparison of notional probabilities based on ␤ 3 determined by using Eq. ͑11͒ as boundary curve and that based on ␤ 1 determined by using Eq. ͑8͒ as boundary curve
The issue of the P L -F s mapping function is examined further. Using the same approach as described previously and with the same 64 cases, the following mapping function is obtained for the limit state model that is represented with Eqs. ͑11͒, ͑2͒, and ͑3͒:
͑12͒
Based on this mapping function, the new boundary curve ͓Eq. ͑11͔͒ is characterized on the average with a probability of 16%, as P L = 0.16 at F s = 1. This is consistent with the specified 15% probability from which the CRR model ͓Eq. ͑11͔͒ was derived.
To check if the sample size and disparity affect the derived P L -F s mapping function, the above analysis is repeated using 96 cases ͑Sample B͒, rather than 64 cases ͑Sample C͒. The new analysis yields practically the same mapping function as the one defined in Eq. ͑12͒, indicating that the derived P L -F s mapping function is quite unique for a given boundary curve, regardless of which sample ͑Sample B or Sample C͒ is used.
Moreover, it should be of interest to compare the three mapping functions ͓Eqs. ͑9͒, ͑10͒, and ͑12͔͒. To do this, the probability of liquefaction of each of the 64 cases is calculated using all three mapping functions and their associated CSR and CRR equations. For each of the 64 cases, all three mapping functions yield practically the same probability. This result, although not shown here, is demonstrated in the "Illustrative Examples" section presented later.
As a final note, a comparison of the proposed deterministic CRR model with those developed by Robertson and Wride ͑1998͒, Moss ͑2003͒, and Idriss and Boulanger ͑2004͒ is shown in Fig. 8 . It should be noted that the deterministic model by Robertson and Wride ͑1998͒ was recommended by the most recent NCEER Workshop ͑Youd et al. 2001͒ and is at present the "agreed-upon" state-of-the-art method. Because these deterministic boundary curves do not correspond to the same degree of risk ͑or probability͒, the comparison is only approximate in nature. Nevertheless, the results show that at low CSR levels, these deterministic models are quite comparable, and at higher CSR levels ͑Ͼ0.5͒, the difference is significant, reflecting in part the difference in the degree of risk ͑or conservatism͒ adopted for the respective CRR models. It should be noted that greater uncertainty exists in the upper portion of boundary curves shown in Fig. 8 . In general, this portion of boundary curve ͑CSRϾ 0.5͒ is strongly influenced by the functional form that was adopted for the boundary curve and, of course, by the trend of the data at lower CSR levels. In the present study, additional constraint is provided by the nonliquefied data points that are near the limit state, as discussed previously. Use of nonliquefied data points to help guide the upper portion of the boundary curve is deemed reasonable, as discussed previously. In the future, however, it would be desirable to have some convincing experimental work ͑for example, some centrifuge test results at high CSR levels͒ to support this argument.
Comparison of the SPT-and CPT-based boundary curves by Cetin et al. ͑2004͒ and Moss ͑2003͒ suggests that the ratio of N 1,60 ͑blows/foot͒ over q c1 ͑stress-normalized tip resistance, in tons/ foot 2 ͒ is in the range of 0.23-0.27 ͑Robb Moss, personal communication 2005͒. When the ratio of N 1,60 over q c1 is converted to the ratio of q c1N / N 1,60 , which is more commonly used, the range suggested by Moss becomes from 3.5 to 4.2 with an average of close to 4. This ratio appears to be on the lower end of the published ratios of q c1N / N 1,60 ͑e.g., Andrus et al. 2004a͒ .
However, unlike the existing published ratios, the ratio suggested by Moss ͑personal communication, 2005͒ was obtained from the SPT-and CPT-based boundary curves corresponding to the same risk ͑a probability of 0.15͒ of liquefaction. Thus, whatever difference in the liquefaction resistance caused by different in situ test characteristics ͑SPT versus CPT͒ might have been "compensated" for in the ratio suggested by Moss. Thus, the ratio of q c1N / N 1,60 Ϸ 4 should be applicable to the problem of liquefaction triggering analysis, although further investigation of this issue is warranted. Using the ratio of 4, N 1,60 = 35 corresponds to q c1N = 140 for an "equivalent" liquefaction triggering potential ͑measured by the same probability of liquefaction͒. If a sandy soil with N 1,60 =35 is considered extremely unlikely to liquefy, the soil with q c1N = 140 will be extremely unlikely to liquefy too. Thus, the boundary curve developed in this study is deemed reasonably conservative, although it is not as conservative as other boundary curves that were shown in Fig. 8 from the viewpoint of a deterministic evaluation. This statement is further supported by field observations in the 1999 Chi-Chi, Taiwan, earthquake, where widespread liquefaction ͑surface manifestation͒ was observed in several towns and yet liquefied cases with q c1N,m Ͼ 100-110 were extremely rare in the extensive postevent investigations ͑Der-Her Lee and Chi-Sheng Ku, personal communication, 2005͒.
Summary of Model Uncertainty Investigation
An extensive investigation of the issue of model uncertainty within the framework of FORM using high quality case histories has been conducted. The proposed methodology for estimating the uncertainty of boundary curve or limit state model is shown to be effective and can produce consistent and reasonable results conforming to the theory of reliability. Table 3 summarizes the limit state models investigated, uncertainties of these models, and the P L -F s mapping functions based on these models. With the known model and parameter uncertainties, the probability of liquefaction of a future case can be accurately predicted using the FORM and notional concept, regardless of which limit state model is used. In the absence of the knowledge of parameter uncertainties, an estimate of the probability of liquefaction of a future case may be obtained through a proper P L -F s mapping function.
Illustrative Examples
Two examples are presented to illustrate various aspects of the proposed methodology and its application. Additional assessment of the proposed models is also presented.
Example Number 1
This example concerns Case number 119 in the database. Field observation of the site indicated no occurrence of liquefaction during the 1989 Loma Prieta earthquake. At this site, designated as Tanimura 105 ͑Moss 2003͒, the seismic and soil parameters at the critical depth ͑5.5 m͒ are given as follows: q c = 3.84 MPa, f s = 15.8 kPa, v = 92.3 kPa, v Ј= 79.5 kPa, a max = 0.15 g, and M w = 7.0. Using the deterministic approach, the CSR and CRR are first calculated, followed by the calculation of factor of safety against liquefaction triggering. If Eq. ͑11͒ is selected as the boundary curve ͑i.e., the CRR model͒, the factor of safety is determined to be F s = 0.89. A different factor of safety will be obtained if a different boundary curve is selected; F s = 0.95 if Eq. ͑1͒ is used and F s = 1.18 if Eq. ͑8͒ is used. The trend revealed from this result is expected, as Eq. ͑11͒ is the most conservative of the three CRR models, and thus, yielded the smallest F s value; Eq. ͑8͒ is the least conservative, and the largest F s value is obtained. Nevertheless, the result points to the need to characterize any deterministic boundary curve for its degree of conservativeness, as emphasized previously; a factor of safety of 0.89 using Eq. ͑11͒ as the boundary curve is seen to be equivalent to a factor of safety of 1.18 using Eq. ͑8͒ as the boundary curve.
The fallacy of using the calculated factor of safety to judge whether a particular deterministic boundary curve is correct in "predicting" liquefaction/no liquefaction of a soil in a postevent "back analysis" should be noted. The analysis using Eq. ͑11͒ as the boundary curve yielded F s Ͻ 1, whereas the analysis using Eq. ͑8͒ as the boundary curve yielded F s Ͼ 1 for this nonliquefied case. This result does not necessarily support the claim that Eq. ͑8͒ is more accurate than Eq. ͑11͒, as the two F s values are equivalent to each other if the degree of conservativeness of the adopted boundary curves is considered in the comparison. For liquefaction evaluation in a design scenario ͑i.e., a forward analysis of a future case͒, use of a conservative CRR model such as Eq. ͑11͒, rather than Eq. ͑8͒, is appropriate. However, in a postevent back analysis, the misleading conclusion may be reached if the calculated factor of safety is not properly interpreted with the knowledge of the degree of conservativeness of the adopted boundary curve.
Example Number 2
In this example, the same case history as described in Example number 1 is analyzed using FORM. Again, the three boundary curves ͓Eqs. ͑1͒, ͑8͒, and ͑11͔͒ are considered as the limit state model, respectively. Using the limit state model represented by Eq. ͑11͒ as an example, the FORM analysis considers both the model uncertainty ͑represented by c1 = 1.32 and COV= 0.1͒ and the parameter uncertainty ͓the coefficients of variation for param- and M w are 8.9, 9.8, 9.6, 5.5, 26.7, and 1.7%, respectively, as given in the database by Moss ͑2003͔͒. The procedure of the FORM analysis is well documented ͑e.g., Ang and Tang 1984; Haldar and Mahadevan 2000͒ , and can be easily programmed ͑e.g., Yang 2003͒. However, for a single case, the reliability analysis may be carried out more conveniently using a spreadsheet solution ͑Low and Tang 1997; Phoon 2004͒. Fig. 9 shows a spreadsheet solution of this problem. The required input data and the results of computation, the final reliability index, and the notional probability, are marked in shade, and the essential steps are also briefly explained in Fig. 9 . The reader is referred to Low and Tang ͑1997͒ and Phoon ͑2004͒ for background information about the FORM analysis by means of a spreadsheet. The spreadsheet as shown in Fig. 9 , which is specifically designed for the FORM analysis of liquefaction potential, is available from the first writer upon request.
The FORM analysis yielded a reliability index of 0.626 and a probability of liquefaction of 0.27 for this case ͑number 119͒. The analysis is then repeated using the other two limit-state models ͓one involving Eq. ͑1͒ and the other involving Eq. ͑8͔͒. Again, the spreadsheet as shown in Fig. 9 is employed with the same parameter uncertainties but a different model uncertainty ͑as it is specific to a particular limit state model͒. The analysis that used either model ͓Eqs. ͑1͒ and ͑8͔͒ yields practically the same probability of liquefaction ͑P L = 0.27͒ as the one that was obtained previously using Eq. ͑11͒ as the boundary curve. The results confirm the previous conclusion that regardless of which limit state model ͓Eqs. ͑1͒, ͑8͒ or ͑11͔͒ is used, the FORM analysis can produce a consistent estimate of the probability of liquefaction provided that the "correct" model and parameter uncertainties are incorporated in the analysis.
In a postearthquake investigation, the deterministic model that yields F s Ͼ 1 for a nonliquefied case is often considered as having made a correct "prediction." By this notion, the model that uses Eq. ͑11͒ as the boundary curve would be judged to have made an incorrect prediction, while the model that uses Eq. ͑8͒ as the boundary curve has made a correct prediction, based on the calculated F s values. However, this conclusion is misleading, as the estimated probability of liquefaction for this case is the same ͑P L = 0.27͒ regardless of which boundary curve ͓Eq. ͑8͒ or ͑11͔͒ is used. This result further strengthens the viewpoint presented in Example number 1.
As presented in Example number 1, three different F s values, 0.89, 0.95, and 1.18, were obtained based on the three boundary curves ͓Eqs. ͑11͒, ͑1͒, and ͑8͔͒, respectively. Since the P L -F s map- ping functions are available for these three models, it would be of interest to infer the probability of liquefaction based on the computed F s values. Using the three corresponding mapping functions, the probabilities of liquefaction are inferred to be equal to 0.27, 0.30, and 0.29, respectively, based on the three computed F s values. These values are consistent with each other and with the probability obtained from the FORM analysis described previously. This result is expected, as the three P L -F s mapping functions were developed based on the same database ͑Sample C͒ where the consistency or uniqueness in the calculated probability of liquefaction using the FORM had previously been established.
The results indicate that the probability of liquefaction of a particular case may be accurately estimated using a P L -F s mapping function, if the conditions of the case are similar to those of the cases that were used in the development of the mapping functions. However, in the situation where the level of parameter uncertainties of a future case is significantly different from the one used in the development of the P L -F s mapping functions, the probability of liquefaction obtained from such mapping functions may not be as accurate. This is obvious since the only input to the P L -F s mapping function is factor of safety, which is obtained from a deterministic approach that does not allow for consideration of parameter uncertainties. In such a case, use of the FORM analysis that considers both model and parameter uncertainties is preferred.
Conclusions
The following conclusions are reached in this study: 1. Once a P L -␤ 1 mapping function is established through calibration with field observations, it can be used to estimate the probability of liquefaction; use of this mapping function requires a reliability index ͑␤ 1 ͒ that is calculated by FORM considering only parameter uncertainties. Alternatively, the reliability index ͑␤ 3 ͒ can be calculated by FORM considering both model and parameter uncertainties, and the probability of liquefaction can then be obtained with the nominal failure probability concept or the notional concept ͓Eq. ͑6͔͒.
If the model uncertainty of the adopted limit state has been determined, the latter approach that uses the notional concept to determine the probability of liquefaction is preferred, as it is a well-accepted, routine procedure in the literature of reliability theory. 2. The proposed methodology for estimating the uncertainty of a limit state model ͑the boundary curve͒ is shown to be effective and can produce consistent and reasonable results based on an extensive series of reliability analyses. With known model and parameter uncertainties, an accurate probability of liquefaction can be obtained using the FORM or notional concept, regardless of which boundary curve ͓Eq. ͑1͒ and ͑8͒, or ͑11͔͒ is used. If Eqs. ͑11͒, ͑2͒, and ͑3͒ are collectively treated as the limit state model, for example, the uncertainty of this model may be represented with the model factor c 1 ͑a random variable͒ as per Eq. ͑4͒, and this random variable can be characterized with its first two statistical parameters: c1 = 1.32 and COVϷ 0.1. 3. For the FORM analysis of a single case using CPT, the spreadsheet solution is found to be an effective tool. A spreadsheet that implements the proposed CPT-based method and the FORM procedures for calculating the probability of liquefaction is presented. The accuracy of this spreadsheet in performing the FORM analysis has been verified. 4. In the absence of the knowledge of parameter uncertainties, the P L -F s mapping function defined in Eq. ͑12͒ may be used to estimate the probability of liquefaction if the factor of safety F s is calculated with CRR and CSR defined by Eqs. ͑11͒ and ͑3͒, respectively. If CRR is calculated by Eq. ͑8͒, in lieu of Eq. ͑11͒, the P L -F s mapping function defined in Eq. ͑9͒ should be used, and similarly, if CRR is calculated by Eq. ͑1͒, the P L -F s mapping function defined in Eq. ͑10͒ should be used. For a given case, these mapping functions all yield approximately the same probability if the corresponding CRR models are used. The probability estimated with any of these mapping functions should be considered preliminary, and should be used only in the cases that are similar in conditions to those included in Sample C. If the parameter uncertainties are known in a given case, however, use of the FORM analysis to determine the probability of liquefaction is preferred, and the spreadsheet presented in this paper may be employed. 5. If the liquefaction potential is to be evaluated based on CPT and by means of the traditional, factor-of-safety approach, Eqs. ͑11͒, ͑2͒, and ͑3͒ ͑they are collectively referred to as the proposed deterministic method herein͒ may be used. A factor of safety of 1.0 determined by the proposed method corresponds to an "average" probability of liquefaction of about 15%, which is considered appropriate for the design of ordinary structures. Use of F s ഛ 1 as a basis to predict whether liquefaction will be triggered in a soil in a seismic design scenario is appropriate if all the input parameters can be reliably determined. To account for the uncertainties in the input parameters, a higher F s value should be used in a deterministic solution. The minimum required F s value for a particular project depends on factors such as the perceived level of model and parameter uncertainties, the consequence of liquefaction in terms of ground deformation and structures damage potential, the importance of the structures, and the economic consideration. 6. Use of the traditional, factor-of-safety approach in the back analysis of a case history or in a postearthquake investigation should be preceded with caution. The meaning of the calculated F s value could be quite different when a different boundary curve is used. Published boundary curves are generally biased toward the conservative side, and thus use of F s ഛ 1 to judge whether liquefaction had occurred in a back analysis could be misleading and should be avoided. changes of ideas. Dr. Paul Mayne and Dr. Peter Robertson are thanked for their comments on the correlation matrix pertaining to the CPT parameters. The anonymous journal reviewers are thanked for their constructive comments that have helped sharpen this paper. The opinions expressed in this paper, however, are those of the writers, and do not necessarily reflect the view of these individuals. I c , q c1N , r d 
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