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Abstract
In this paper we introduce a new kind of Backward Stochastic Differential Equations,
called ergodic BSDEs, which arise naturally in the study of optimal ergodic control. We
study the existence, uniqueness and regularity of solution to ergodic BSDEs. Then we apply
these results to the optimal ergodic control of a Banach valued stochastic state equation.
We also establish the link between the ergodic BSDEs and the associated Hamilton-Jacobi-
Bellman equation. Applications are given to ergodic control of stochastic partial differential
equations.
1 Introduction
In this paper we study the following type of (markovian) backward stochastic differential equa-
tions with infinite horizon (that we shall call ergodic BSDEs or EBSDEs for short):
Y xt = Y
x
T +
∫ T
t
[ψ(Xxσ , Z
x
σ )− λ] dσ −
∫ T
T
ZxσdWσ, 0 ≤ t ≤ T <∞. (1.1)
In equation (1.1) Xx is the solution of a forward stochastic differential equation with values in
a Banach space E starting at x and (Wt)t≥0 is a cylindrical Wiener process in a Hilbert space
Ξ.
Our aim is to find a triple (Y,Z, λ), where Y,Z are adapted processes taking values in R and
Ξ∗ respectively and λ is a real number. ψ : E × Ξ∗ → R is a given function. We stress the fact
that λ is part of the unknowns of equation (1.1) and this is the reason why the above is a new
class of BSDEs.
It is by now well known that BSDEs provide an efficient alternative tool to study optimal
control problems, see, e.g. [21], [9] or, in an infinite dimensional framework, [12], [17]. But up to
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our best knowledge, there exists no work in which BSDE techniques are applied to optimal con-
trol problems with ergodic cost functionals that is functionals depending only on the asymptotic
behavior of the state (see e.g. the cost defined in formula (1.4) below).
The purpose of the present paper is to show that backward stochastic differential equations,
in particular the class of EBSDEs mentioned above, are a very useful tool in the treatment of
ergodic control problems as well, especially in an infinite dimensional framework.
There is a fairly large amount of literature dealing by analytic techniques with optimal ergodic
control problems for finite dimensional stochastic state equations. We just mention the basic
papers by Bensoussan and Frehse [3] and by Arisawa and Lions [1] where the problem is treated
through the study of the corresponding Hamilton-Jacobi-Bellman (HJB) equation (solutions are
understood in a classical sense and in a viscosity sense, respectively).
Concerning the infinite dimensional case it is known that both classical and viscosity notions
of solutions are not so suitable concepts. Maslowski and Goldys in [15] employ a mild formulation
of the Hamilton-Jacobi-Bellman equation in a Hilbertian framework (see [5] and references within
for the corresponding mild formulations in the standard cases). In [15] the authors prove,
by a fixed point argument that exploits the smoothing properties of the Ornstein-Uhlenbeck
semigroup corresponding to the state equation, existence and uniqueness of the solution of the
stationary HJB equation for discounted infinite horizon costs. Then they pass to the limit, as
the discount goes to zero, to obtain a mild solution of the HJB equation for the ergodic problem
(see also [8]). Such techniques need to assume, beside natural condition on the dissipativity of
the state equation, also non-degeneracy of the noise and a limitation on the lipschitz constant
(with respect to the gradient variable) of the hamiltonian function. This last condition carries
a bound on the size of the control domain (see [14] for similar conditions in the infinite horizon
case).
The introduction of EBSDEs allow us to treat Banach valued state equations with general
monotone nonlinear term and possibly degenerate noise. Non-degeneracy is replaced by a struc-
ture condition as it usually happens in BSDEs approach, see, for instance, [9], [12]. Moreover
the use of L∞ estimates specific to infinite horizon backward stochastic differential equations
(see [4], [22], [16]) allow us to eliminate conditions on the lipschitz constant of the hamiltonian.
On the other side we will only consider bounded cost functionals.
To start being more precise we consider a forward equation
dXxt = (AX
x
t + F (X
x
t ))dt+GdWt, X0 = x
where X has values in a Banach space E, F maps E to E and A generates a strongly continuous
semigroup of contractions. Appropriate dissipativity assumptions on A+F ensure the exponen-
tial decay of the difference between the trajectories starting from different points x, x′ ∈ E.
Then we introduce the class of strictly monotonic backward stochastic differential equations
Y x,αt = Y
x,α
T +
∫ T
t
(ψ(Xxσ , Z
x,α
σ )− αY
x,α
σ )dσ −
∫ T
t
Zx,ασ dWσ, 0 ≤ t ≤ T <∞. (1.2)
for all α > 0 (see [4], [22] or [16]) where ψ : E × Ξ∗ → R is bounded in the first variable and
Lipschitz in the second. By estimates based on a Girsanov argument introduced in [4] we obtain
uniform estimates on αY x,α and Y x,α − Y x
′,α that allow us to prove that, roughly speaking,
(Y x,α− Y 0,α0 , Z
x,α, αY 0,α0 ) converge to a solution (Y
x, Zx, λ) of the EBSDE (1.1), for all x ∈ E.
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We also show that λ is unique under very general conditions. On the contrary, in general we can
not expect uniqueness of the solution to (1.1), at least in the non markovian case. On the other
side in the markovian case we show that we can find a solution of (1.1) with Y xt = v(X
x
t ) and
Zxt = ζ(X
x
t ) where v is Lipschitz and v(0) = 0. Moreover (v, ζ) are unique at least in a special
case where ψ is the Hamiltonian of a control problem and the processes Xx are recurrent (see
Section 8 where we adapt an argument from [15]).
If we further assume differentiability of F and ψ (in the Gateaux sense) then v is differen-
tiable, moreover ζ = ∇vG and finally (v, λ) give a mild solution of the HJB equation
Lv(x) + ψ (x,∇v(x)G) = λ, x ∈ E, (1.3)
where linear operator L is formally defined by
Lf (x) =
1
2
Trace
(
GG∗∇2f (x)
)
+ 〈Ax,∇f (x)〉E,E∗ + 〈F (x) ,∇f (x)〉E,E∗.
Moreover if the Kolmogorov semigroup satisfies the smoothing property in Definition 5.1 and F
is genuinely dissipative (see Definition 5.2) then v is bounded.
The above results are then applied to a control problem with cost
J(x, u) = lim sup
T→∞
1
T
E
∫ T
0
L(Xxs , us)ds, (1.4)
where u is an adapted process (an admissible control) with values in a separable metric space
U , and the state equation is a Banach valued evolution equation of the form
dXxt = (AX
x
t + F (X
x
t )) dt+G(dWt +R(ut) dt),
where R : U → Ξ is bounded. It is clear that the above functional depends only on the
asymptotic behavior of the trajectories of Xx. After appropriate formulation we prove that,
setting ψ(x, z) = infu∈U [L(x, u) + zR(u)] in (1.1), then λ is optimal, that is
λ = inf
u
J(x, u)
where the infimum is over all admissible controls. Moreover Z allows to construct on optimal
feedback in the sense that
λ = J(x, u) if and only if L(Xxt , ut) + ZtR(ut) = ψ(X
x
t , Zt).
Finally, see Section 9, we show that our assumptions allow us to treat ergodic optimal
control problems for a stochastic heat equation with polynomial nonlinearity and space-time
white noise. We notice that the Banach space setting is essential in order to treat nonlinear
terms with superlinear growth in the state equation.
The paper is organized as follows. After a section on notation, we introduce the forward SDE;
in section 4 we study the ergodic BSDEs; in section 5 we show in addition the differentiability
of the solution assuming that the coefficient is Gateaux differentiable. In section 6 we study the
ergodic Hamilton-Jacobi-Bellman equation and we apply our result to optimal ergodic control
in section 7. Section 8 is devoted to show the uniqueness of Markovian solution and the last
section contains application to the ergodic control of a nonlinear stochastic heat equation.
3
2 Notation
Let E,F be Banach spaces, H a Hilbert space, all assumed to be defined over the real field and
to be separable. The norms and the scalar product will be denoted | · |, 〈 · , · 〉, with subscripts if
needed. Duality between the dual space E∗ and E is denoted 〈 · , · 〉E∗,E . L(E,F ) is the space of
linear bounded operators E → F , with the operator norm. The domain of a linear (unbounded)
operator A is denoted D(A).
Given a bounded function φ : E → R we denote ‖φ‖0 = supx∈E |φ(x)|. If, in addition, φ is
also Lipschitz continuous then ‖φ‖lip = ‖φ‖0 + supx,x′∈E, x 6=x′ |φ(x)− φ(x
′)||x− x′|−1.
We say that a function F : E → F belongs to the class G1(E,F ) if it is continuous, has a
Gateaux differential ∇F (x) ∈ L(E,F ) at any point x ∈ E, and for every k ∈ E the mapping
x→ ∇F (x)k is continuous from E to F (i.e. x→ ∇F (x) is continuous from E to L(E,F ) if the
latter space is endowed the strong operator topology). In connection with stochastic equations,
the space G1 has been introduced in [12], to which we refer the reader for further properties.
Given a probability space (Ω,F ,P) with a filtration (Ft)t≥0 we consider the following classes
of stochastic processes with values in a real separable Banach space K.
1. LpP(Ω, C([0, T ],K)), p ∈ [1,∞), T > 0, is the space of predictable processes Y with
continuous paths on [0, T ] such that
|Y |p
Lp
P
(Ω,C([0,T ],E))
= E sup
t∈[0,T ]
|Yt|
p
K <∞.
2. LpP(Ω, L
2([0, T ];K)), p ∈ [1,∞), T > 0, is the space of predictable processes Y on [0, T ]
such that
|Y |p
Lp
P
(Ω,L2([0,T ];K))
= E
(∫ T
0
|Yt|
2
K dt
)p/2
<∞.
3. L2P,loc(Ω;L
2(0,∞;K)) is the space of predictable processes Y on [0,∞) that belong to the
space L2P(Ω, L
2([0, T ];K)) for every T > 0.
3 The forward equation
In a complete probability space (Ω,F ,P) , we consider the following stochastic differential equa-
tion with values in a Banach space E:{
dXt = AXtdt+ F (Xt)dt+GdWt, t ≥ 0,
X0 = x ∈ E.
(3.1)
We assume that E is continuously and densely embedded in a Hilbert space H, and that both
spaces are real separable.
We will work under the following general assumptions:
Hypothesis 3.1 1. The operator A is the generator of a strongly continuous semigroup of
contractions in E. We assume that the semigroup {etA, t ≥ 0} of bounded linear operators
on E generated by A admits an extension to a strongly continuous semigroup of bounded
linear operators on H that we denote by {S(t), t ≥ 0}.
2. W is a cylindrical Wiener process in another real separable Hilbert space Ξ. Moreover
by Ft we denote the σ-algebra generated by {Ws, s ∈ [0, t]} and by the sets of F with
P-measure zero.
4
3. F : E → E is continuous and has polynomial growth (that is there exist c > 0, k ≥ 0 such
that |F (x)| ≤ c(1 + |x|k), x ∈ E). Moreover there exists η > 0 such that A + F + ηI is
dissipative.
4. G is a bounded linear operator from Ξ to H. The bounded linear, positive and symmetric
operators on H defined by the formula
Qth =
∫ t
0
S(s)GG∗S∗(s)hds, t ≥ 0, h ∈ H,
are assumed to be of trace class in H. Consequently we can define the stochastic convolution
WAt =
∫ t
0
S(t− s)GdWs, t ≥ 0,
as a family of H-valued stochastic integrals. We assume that the process {WAt , t ≥ 0}
admits an E-continuous version.
We recall that, for every x ∈ E, with x 6= 0, the subdifferential of the norm at x, ∂ (|x|), is
the set of functionals x∗ ∈ E∗ such that 〈x∗, x〉E∗,E = |x| and |x
∗|E∗ = 1. If x = 0 then ∂ (|x|)
is the set of functionals x∗ ∈ E∗ such that |x∗|E∗ ≤ 1. The dissipativity assumption on A + F
can be explicitly stated as follows: for x, x′ ∈ D(A) ⊂ E there exists x∗ ∈ ∂ (|x− x′|) such that〈
x∗, A(x− x′) + F (x)− F
(
x′
)〉
E∗,E
≤ −η
∣∣x− x′∣∣ .
We can state the following theorem, see e.g. [6], theorem 7.13 and [7], theorem 5.5.13.
Theorem 3.2 Assume that Hypothesis 3.1 holds true. Then for every x ∈ E equation (3.1) ad-
mits a unique mild solution, that is an adapted E-valued process with continuous paths satisfying
P-a.s.
Xt = e
tAx+
∫ t
0
e(t−s)AF (Xs) ds+
∫ t
0
e(t−s)AGdWs, t ≥ 0.
We denote the solution by Xx, x ∈ E.
Now we want to investigate the dependence of the solution on the initial datum.
Proposition 3.3 Under Hypothesis 3.1 it holds:
|Xx1t −X
x2
t | ≤ e
−ηt |x1 − x2| , t ≥ 0, x1, x2 ∈ E.
Proof. Let X1 (t) = X
x1
t and X2 (t) = X
x2
t , x1, x2 ∈ E. For i = 1, 2 we set X
n
i (t) = JnXi (t),
where Jn = n (nI −A)
−1. Since Xni (t) ∈ D (A) for every t ≥ 0, and
Xni (t) = e
tAJnxi +
∫ t
0
e(t−s)AJnF (Xi (s)) ds+
∫ t
0
e(t−s)AJnGdWs,
we get
d
dt
(Xn1 (t)−X
n
2 (t)) = A (X
n
1 (t)−X
n
2 (t)) + Jn [F (X1 (t))− F (X2 (t))] .
So, by proposition II.8.5 in [24] also |Xn1 (t)−X
n
2 (t)| admits the left and right derivatives
with respect to t and there exists x∗n (t) ∈ ∂ (|X
n
1 (t)−X
n
2 (t)|) such that the left derivative
of |Xn1 (t)−X
n
2 (t)| satisfies the following
d−
dt
|Xn1 (t)−X
n
2 (t)| =
〈
x∗n (t) ,
d
dt
(Xn1 (t)−X
n
2 (t))
〉
E∗,E
.
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So we have
d−
dt
|Xn1 (t)−X
n
2 (t)| = 〈x
∗
n (t) , A (X
n
1 (t)−X
n
2 (t)) + F (X
n
1 (t))− F (X
n
2 (t))〉E∗,E
+ 〈x∗n (t) , JnF (X1 (t))− F (X
n
1 (t))〉E∗,E
−〈x∗n (t) , JnF (X2 (t))− F (X
n
2 (t))〉E∗,E
≤ −η |Xn1 (t)−X
n
2 (t)|+ |δ
n
1 (t)− δ
n
2 (t)| ,
where for i = 1, 2 we have set δni (t) = JnF (Xi (t))− F (X
n
i (t)).
Multiplying the above by eηt we get
d−
dt
(
eηt |Xn1 (t)−X
n
2 (t)|
)
≤ eηt |δn1 (t)− δ
n
2 (t)| .
We note that δni (t) tends to 0 uniformly in t ∈ [0, T ] for arbitrary T > 0. Indeed,
δni (t) = nR (n,A) [F (Xi (t))− F (X
n
i (t))] + (nR (n,A)− I)F (Xi (t)) ,
and the convergence to 0 follows by a classical argument, see e.g. the proof of theorem 7.10 in [6],
since Xni (t) tends to Xi (t) uniformly in t ∈ [0, T ] and the maps t 7→ Xi (t) and t 7→ F (Xi (t))
are continuous with respect to t.
Thus letting n→∞ we can conclude
|X1 (t)−X2 (t)| ≤ e
−ηt |x1 − x2| .
and the claim is proved.
We will also need the following assumptions.
Hypothesis 3.4 We have supt≥0 E |W
A
t |
2 <∞.
Hypothesis 3.5 etAG (Ξ) ⊂ E for all t > 0 and
∫ +∞
0
|etAG|L(Ξ,E)dt <∞.
We recall that for arbitrary gaussian random variabile Y with values in the Banach space
E, the inequality
Eφ(|Y | − E |Y |) ≤ Eφ(2
√
E |Y |2 γ)
holds for any convex nonnegative continuous function φ on E and for γ a real standard gaussian
random variable, see e.g. [10], Example 3.1.2. Upon taking φ(x) = |x|p, it follows that for every
p ≥ 2 there exists cp > 0 such that E |Y |
p ≤ cp(E |Y |
2)p/2. By the gaussian character of WAt and
the polynomial growth condition on F stated in Hypothesis 3.1, point 3, we see that Hypothesis
3.4 entails that for every p ≥ 2
sup
t≥0
E
[
|WAt |
p + |F (WAt )|
p
]
<∞. (3.2)
Proposition 3.6 Under Hypothesis 3.1 it holds, for arbitrary T > 0 and arbitrary p ≥ 1
E sup
t∈[0,T ]
|Xxt |
p ≤ Cp,T (1 + |x|
p), x ∈ E. (3.3)
If, in addition, Hypothesis 3.4 holds then, for a suitable constant C
sup
t≥0
E|Xxt | ≤ C(1 + |x|), x ∈ E. (3.4)
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Moreover if, in addition, Hypothesis 3.5 holds, γ is a bounded, adapted, Ξ-valued process and
Xx,γ is the mild solution of equation{
dXx,γt = AX
x,γ
t dt+ F (X
x,γ
t )dt+GdWt +Gγt dt, t ≥ 0,
Xx,γ0 = x ∈ E.
(3.5)
then it is still true that
sup
t≥0
E|Xx,γt | ≤ Cγ(1 + |x|), x ∈ E, (3.6)
for a suitable constant Cγ depending only on a uniform bound for γ.
Proof. We let Zt = X
x
t −W
A
t , Z
n
t = JnZt, then
d
dt
Znt = AZ
n
t + JnF (X
x
t ) = AZ
n
t +
[
F (Znt + JnW
A
t )− F (JnW
A
t )
]
+ F (WAt ) + δ
n
t
where
δnt = JnF (X
x
t )− F (JnX
x
t ) + F (JnW
A
t )− F (W
A
t ).
Proceeding as in the proof of Proposition 3.3 observing that, for all t > 0,
∫ t
0
|δns |ds → 0 as
n→∞, we get:
|Zt| ≤ e
−ηt|x|+
∫ t
0
e−η(t−s)|F (WAs )|ds, P− a.s.
and (3.4) follows from (3.2).
In the case in which Xx is replaced by Xx,γ the proof is exactly the same just replacing WAt
by WA,γt =W
A
t +
∫ t
0 e
(t−s)AGγsds.
Finally to prove (3.3) we notice that (see the discussion in [17]) the processWA is a Gaussian
random variable with values in C([0, T ], E). Therefore by the polynomial growth of F we get
E sup
t∈[0,T ]
[
|WAt |
p + |F (WAt )|
p
]
≤ Cp,T (1 + |x|
p),
and the claim follows as above.
Finally the following result is proved exactly as Theorem 6.3.3. in [7].
Theorem 3.7 Assume that Hypotheses 3.1 and 3.4 hold then equation (3.1) has a unique in-
variant measure in E that we will denote by µ. Moreover µ is strongly mixing (that is, for all
x ∈ E, the law of Xxt converges weakly to µ as t → ∞). Finally there exists a constant C > 0
such that for any bounded Lipschitz function φ : E → R,∣∣∣∣Eφ(Xxt )−
∫
E
φdµ
∣∣∣∣ ≤ C(1 + |x|)e−ηt/2‖φ‖lip.
4 Ergodic BSDEs (EBSDEs)
This section is devoted to the following type of BSDEs with infinite horizon
Y xt = Y
x
T +
∫ T
t
[ψ(Xxσ , Z
x
σ )− λ] dσ −
∫ T
t
Zxσ dWσ, 0 ≤ t ≤ T <∞, (4.1)
where λ is a real number and is part of the unknowns of the problem; the equation is required to
hold for every t and T as indicated. On the function ψ : E ×Ξ∗ → R and assume the following:
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Hypothesis 4.1 There exists Kx,Kz > 0 such that
|ψ(x, z) − ψ(x′, z′)| ≤ Kx|x− x
′|+Kz|z − z
′|, x, x′ ∈ E, z, z′ ∈ Ξ∗.
Moreover ψ( · , 0) is bounded. We denote supx∈E |ψ(x, 0)| by M .
We start by considering an infinite horizon equation with strictly monotonic drift, namely, for
α > 0, the equation
Y x,αt = Y
x,α
T +
∫ T
t
(ψ(Xxσ , Z
x,α
σ )− αY
x,α
σ )dσ −
∫ T
t
Zx,ασ dWσ, 0 ≤ t ≤ T <∞. (4.2)
The existence and uniqueness of solution to (4.2) under Hypothesis 4.1 was first studied by
Briand and Hu in [4] and then generalized by Royer in [22]. They have established the following
result when W is a finite dimensional Wiener process but the extension to the case in which W
is a Hilbert-valued Wiener process is immediate (see also [16]).
Lemma 4.2 Let us suppose that Hypotheses 3.1 and 4.1 hold. Then there exists a unique
solution (Y x,α, Zx,α) to BSDE (4.2) such that Y x,α is a bounded continuous process, and Zx,α
belongs to L2P,loc(Ω;L
2(0,∞; Ξ∗)).
Moreover |Y x,αt | ≤M/α, P-a.s. for all t ≥ 0.
We define
vα(x) = Y α,x0 .
We notice that by the above |vα(x)| ≤ M/α for all x ∈ E. Moreover by the uniqueness of the
solution of equation (4.2) it follows that Y α,xt = v
α(Xxt )
To establish Lipschitz continuity of vα (uniformly in α) we use a Girsanov argument due to
P. Briand and Y. Hu, see [4]. Here and in the following we use an infinite-dimensional version
of the Girsanov formula that can be found for instance in [6].
Lemma 4.3 Under Hypotheses 3.1 and 4.1 the following holds for any α > 0:
|vα(x)− vα(x′)| ≤
Kx
η
|x− x′|, x, x′ ∈ E.
Proof. We briefly report the argument for the reader’s convenience.
We set Y˜ = Y α,x − Y α,x
′
, Z˜ = Zα,x − Zα,x
′
,
βt =


ψ(Xx
′
t , Z
α,x′
t )− ψ(X
x′
t , Z
α,x
t )
|Zα,xt − Z
α,x′
t |
2
Ξ∗
(
Zα,xt − Z
α,x′
t
)∗
, if Zα,xt 6= Z
α,x′
t
0, elsewhere,
ft = ψ(X
x
t , Z
x,α
t )− ψ(X
x′
t , Z
x,α
t ).
By Hypothesis 4.1, β is a bounded Ξ-valued, adapted process thus there exists a probability P˜
under which W˜t =
∫ t
0 βsds +Wt is a cylindrical Ξ-valued Wiener process for t ∈ [0, T ]. Then
(Y˜ , Z˜) verify, for all 0 ≤ t ≤ T <∞,
Y˜t = Y˜T − α
∫ T
t
Y˜σdσ +
∫ T
t
fσdσ −
∫ T
t
Z˜σdW˜σ. (4.3)
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Computing d(e−αtY˜t), integrating over [0, T ], estimating the absolute value and finally taking
the conditional expectation E˜Ft with respect to P˜ and Ft we get:
|Y˜t| ≤ e
−α(T−t)
E˜
Ft |Y˜T |+ E˜
Ft
∫ T
t
e−α(s−t)|fs|ds
Now we recall that Y˜ is bounded and that |ft| ≤ Kx|X
x
t −X
x′
t | ≤ Kxe
−ηt|x−x′| by Proposition
3.3. Thus if T →∞ we get |Y˜t| ≤ Kx(η+α)
−1eαt|x− x′| and the claim follows setting t = 0.
By the above Lemma if we set
vα(x) = vα(x)− vα(0),
then |vα(x)| ≤ Kxη
−1|x| for all x ∈ E and all α > 0. Moreover by Lemma 4.2 α|vα(0)| ≤M .
Thus by a diagonal procedure we can construct a sequence αn ց 0 such that for all x in a
countable dense subset D ⊂ E
vαn(x)→ v(x), αnv
αn(0)→ λ, (4.4)
for a suitable function v : D → R and for a suitable real number λ.
Moreover, by Lemma 4.3, |vα(x) − vα(x′)| ≤ Kxη
−1|x − x′| for all x, x′ ∈ E and all α > 0.
So v can be extended to a Lipschitz function defined on the whole E (with Lipschitz constant
Kxη
−1) and
vαn(x)→ v(x), x ∈ E. (4.5)
Theorem 4.4 Assume Hypotheses 3.1 and 4.1 hold. Moreover let λ¯ be the real number in (4.4)
and define Y¯ xt = v¯(X
x
t ) (where v is the Lipschitz function with v(0) = 0 defined in (4.5)). Then
there exists a process Z
x
∈ L2P,loc(Ω;L
2(0,∞; Ξ∗)) such that P-a.s. the EBSDE (4.1) is satisfied
by (Y¯ x, Z¯x, λ¯) for all 0 ≤ t ≤ T .
Moreover there exists a measurable function ζ : E → Ξ∗ such that Z
x
t = ζ(X
x
t ).
Proof. Let Y
x,α
t = Y
x,α
t − v
α(0) = vα(Xxt ). Clearly we have, P-a.s.,
Y
x,α
t = Y
x,α
T +
∫ T
t
(ψ(Xxσ , Z
x,α
σ )− αY
x,α
σ − αv
α(0))dσ −
∫ T
t
Zx,ασ dWσ, 0 ≤ t ≤ T <∞. (4.6)
Since |v¯α(x)| ≤ Kx|x|/η, inequality (3.3) ensures that E supt∈[0,T ]
[
supα>0 |Y
x,α
t |
2
]
< +∞ for
any T > 0. Thus, if we define Y
x
= v(Xx), then by dominated convergence theorem
E
∫ T
0
|Y
x,αn
t − Y
x
t |
2dt→ 0 and E|Y
x,αn
T − Y
x
T |
2 → 0
as n→∞ (where αn ց 0 is a sequence for which (4.4) and (4.5) hold).
We claim now that there exists Z
x
∈ L2P,loc(Ω;L
2(0,∞; Ξ∗)) such that
E
∫ T
0
|Zx,αnt − Z
x
t |
2
Ξ∗dt→ 0
Let Y˜ = Y¯ x,αn − Y¯ x,αm , Z˜ = Zx,αn − Zx,αm. Applying Itoˆ’s rule to Y˜ 2 we get by standard
computations
Y˜ 20 + E
∫ T
0
|Z˜t|
2
Ξ∗dt = EY˜
2
T + 2E
∫ T
0
ψ˜tY˜tdt− 2E
∫ T
0
[αnY
x,αn
t − αmY
x,αm
t ] Y˜t dt
9
where ψ˜t = ψ(X
x
t , Z
x,αn
t ) − ψ(X
x
t , Z
x,αm
t ). We notice that |ψ˜t| ≤ Kz|Z˜t| and αn|Y
x,αn
t | ≤ M .
Thus
E
∫ T
0
|Z˜t|
2
Ξ∗dt ≤ c
[
E(Y˜ xT )
2 + E
∫ T
0
(Y˜ xt )
2dt+ E
∫ T
0
|Y˜ xt |dt
]
.
It follows that the sequence {Zx,αm} is Cauchy in L2(Ω;L2(0, T ; Ξ∗)) for all T > 0 and our claim
is proved.
Now we can pass to the limit as n→∞ in equation (4.6) to obtain
Y
x
t = Y
x
T +
∫ T
t
(ψ(Xxσ , Z
x
σ)− λ)dσ −
∫ T
t
Z
x
σdWσ , 0 ≤ t ≤ T <∞. (4.7)
We notice that the above equation also ensures continuity of the trajectories of Y It remains
now to prove that we can find a measurable function ζ¯ : E → Ξ∗ such that Z
x
t = ζ¯(X
x
t ), P-a.s.
for almost every t ≥ 0.
By a general argument, see for instance [11], we know that for all α > 0 there exists ζα :
E → Ξ∗ such that Zx,αt = ζ
α(Xxt ), P-a.s. for almost every t ≥ 0.
To construct ζ we need some more regularity of the processes Zx,α with respect to x.
If we compute d(Y x,αt − Y
x′,α
t )
2 we get by the Lipschitz character of ψ:
E
∫ T
0
|Zx,αt − Z
x′,α
t |
2
Ξ∗dt ≤ E(v
α(XxT )− v
α(Xx
′
T ))
2
+E
∫ T
0
(
Kx|X
x
s −X
x′
s |+Kz|Z
x,α
s − Z
x′,α
s |
) ∣∣∣vα(Xxs )− vα(Xx′s )∣∣∣ ds
By the Lipschitz continuity of vα (uniform in α) that of ψ and Proposition 3.3 we immediately
get:
E
∫ T
0
|Zx,αt − Z
x′,α
t |
2
Ξ∗dt ≤ c|x− x
′|2. (4.8)
for a suitable constant c (that may depend on T ).
Now we fix an arbitrary T > 0 and, by a diagonal procedure (using separability of E) we
construct a subsequence (α′n) ⊂ (αn) such that α
′
n ց 0 and
E
∫ T
0
|Z
x,α′n
t − Z
x′,α′m
t |
2
Ξ∗dt ≤ 2
−n
for all m ≥ n and for all x ∈ E. Consequently Z
x,α′n
t → Z
x
t , P-a.s. for a.e. t ∈ [0, T ]. Then we
set:
ζ¯(x) =
{
limn ζ
α′n(x), if the limit exists in Ξ∗,
0, elsewhere.
Since Z
x,α′n
t = ζ
α′n(Xxt )→ Z
x
t P-a.s. for a.e. t ∈ [0, T ] we immediately get that, for all x ∈ E, the
process Xxt belongs P-a.s. for a.e. t ∈ [0, T ] to the set where limn ζ
α′n(x) exists and consequently
Z
x
t = ζ¯(X
x
t ).
Remark 4.5 We notice that the solution we have constructed above has the following “linear
growth” property with respect to X: there exists c > 0 such that, P-a.s.,
|Y
x
t | ≤ c|X
x
t | for all t ≥ 0. (4.9)
If we require similar conditions then we immediately obtain uniqueness of λ.
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Theorem 4.6 Assume that, in addition to Hypotheses 3.1, 3.4 and 4.1, Hypothesis 3.5 holds as
well. Moreover suppose that, for some x ∈ E, the triple (Y ′, Z ′, λ′) verifies P-a.s. equation (4.1)
for all 0 ≤ t ≤ T , where Y ′ is a progressively measurable continuous process, Z ′ is a process in
L2P,loc(Ω;L
2(0,∞; Ξ∗)) and λ′ ∈ R. Finally assume that there exists cx > 0 (that may depend
on x) such that P-a.s.
|Y ′t | ≤ cx(|X
x
t |+ 1), for all t ≥ 0.
Then λ′ = λ¯.
Proof. Let λ˜ = λ′ − λ, Y˜ = Y ′ − Y
x
, Z˜ = Z ′ − Z
x
. By easy computations:
λ˜ = T−1
[
Y˜T − Y˜0
]
+ T−1
∫ T
0
Z˜tγtdt− T
−1
∫ T
0
Z˜tdWt
where
γt :=


ψ(Xxt , Z
′
t)− ψ(X
x
t , Z
x
t )
|Z ′t − Zt|
2
Ξ∗
(
Z ′t − Zt
)∗
, if Z ′t 6= Zt,
0, elsewhere ,
is a bounded Ξ-valued progressively measurable process. By the Girsanov Theorem there exists
a probability measure Pγ under which W
γ
t = −
∫ t
0 γsds +Wt, t ∈ [0, T ], is a cylindrical Wiener
process in Ξ. Thus computing expectation with respect to Pγ we get
λ˜ = T−1EPγ
[
Y˜T − Y˜0
]
.
Consequently, taking into account (4.9),
|λ˜| ≤ cT−1EPγ(|XxT |+ 1) + cT
−1(|x|+ 1) (4.10)
With respect to W γ , Xx is the mild solution of{
dXx,γt = AX
x,γ
t dt+ F (X
x,γ
t )dt+GdW
γ
t +Gγt dt, t ≥ 0
Xx,γ0 = x ∈ E.
and by (3.6) we get supT>0 E
Pγ |XxT | <∞. So if we let T →∞ in (4.10) we conclude that λ˜ = 0.
Remark 4.7 The solution to EBSDE (4.1) is, in general, not unique. It is evident that the
equation is invariant with respect to addition of a constant to Y but we can also construct an
arbitrary number of solutions that do not differ only by a constant (even if we require them to
be bounded). On the contrary the solutions we construct are not Markovian.
Indeed, consider the equation:
− dYt = [ψ(Zt)− λ]dt− ZtdWt. (4.11)
where W is a standard brownian motion and ψ : R → R is differentiable bounded and has
bounded derivative.
One solution is Y = 0;Z = 0;λ = ψ(0) (without loss of generality we can suppose that
ψ(0) = 0).
Let now φ : R → R be an arbitrary differentiable function bounded and with bounded
derivative. The following BSDE on [t, T ] admits a solution:{
−dY x,ts = ψ(Z
x,t
s )ds − Z
x,t
s dWs,
Y x,tT = φ(x+WT −Wt).
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If we define u(t, x) = Y x,tt then both u and ∇u are bounded. Moreover if Y˜t = Y
0,0
t =
u(t,Wt), Z˜t = Z
0,0
t = ∇u(t,Wt) then{
−dY˜t = ψ(Z˜t)dt− Z˜tdWt, t ∈ [0, T ],
Y˜T = φ(WT ).
Then it is enough to extend with Y˜t = Y˜T , Z˜t = 0 for t > T to construct a bounded solution to
(4.11).
Remark 4.8 The existence result in Theorem 4.4 can be easily extended to the case of ψ only
satisfying the conditions
|ψ(x, z) − ψ(x′, z)| ≤ Kx|x− x
′|, |ψ(x, 0)| ≤M, |ψ(x, z)| ≤ Kz(1 + |z|).
Indeed we can construct a sequence {ψn : n ∈ N} of functions Lipschitz in x and z such that for
all x, x′ ∈ H, z ∈ Ξ∗, n ∈ N
|ψn(x, z)− ψn(x′, z)| ≤ K ′x|x− x
′|; |ψn(x, 0)| ≤M ′; lim
n→∞
|ψn(x, z) − ψ(x, z)| = 0.
This can be done by projecting x to the subspaces generated by a basis in Ξ∗ and then regular-
izing by the standard mollification techniques, see [13]. We know that if (Y¯ x,n, Z¯x,n, λn) is the
solution of the EBSDE (4.1) with ψ replaced by ψn then Y¯ x,nt = v¯
n(Xxt ) with
|v¯n(x)− v¯n(x′)| ≤
K ′x
η
|x− x′|; v¯n(0) = 0; |λn| ≤M
′
Thus we can assume (considering, if needed, a subsequence) that v¯n(x) → v¯(x) and λn → λ.
The rest of the proof is identical to the one of Theorem 4.4.
5 Differentiability
We are now interested in the differentiability of the solution to the EBSDE (4.1) with respect
to x.
Theorem 5.1 Assume that Hypotheses 3.1 and 4.1 hold. Moreover assume that F is of class
G1(E,E) with ∇F bounded on bounded sets of E. Finally assume that ψ is of class G1(E×Ξ∗, E).
Then the function v defined in (4.5) is of class G1(E,R).
Proof. In [17] it is proved that for arbitrary T > 0 the map x → Xx is of class G1 from E to
LpP(Ω, C([0, T ], E)). Moreover Proposition 3.3 ensures that for all h ∈ E,
|∇Xxt h| ≤ e
−ηt|h|, P-a.s., for all t ∈ [0, T ]. (5.1)
Under the previous conditions one can proceed exactly as in Theorem 3.1 of [16] to prove that
for all α > 0 the map vα is of class G1.
Then we consider again equation (4.2):
Y x,αt = Y
x,α
T +
∫ T
t
(ψ(Xxσ , Z
x,α
σ )− αY
x,α
σ )dσ −
∫ T
t
Zx,ασ dWσ, 0 ≤ t ≤ T <∞,
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we recall that Y x,αT = v
α(XxT ), and apply again [17] (see Proposition 4.2 there) and [12] (see
Proposition 5.2 there) to obtain that for all α > 0 the map x → Y x,α is of class G1 from E
to L2P(Ω, C([0, T ],R)) and the map x → Z
x,α is of class G1 from E to L2P(Ω, L
2([0, T ],Ξ∗)).
Moreover for all h ∈ E it holds (for all t > 0 since T was arbitrary)
−d∇Y α,xt h = [∇xψ(X
x
t , Z
α,x
t )∇X
x
t h+∇zψ(X
x
t , Z
α,x
t )∇Z
α,x
t h− α∇Y
α,x
t h]dt−∇Z
α,xhdWt.
We also know that |Y α,xt | ≤M/α. Now we set
Uα,xt = e
ηt∇Y α,xt h, V
α,x = eηt∇Zα,xt h.
Then (Uα,x, V α,x) satisfies the following BSDE:
−dUα,xt = [e
ηt∇xψ(X
x
t , Z
α,x
t )∇X
x
t − (α+ η)U
α,x
t +∇zψ(X
x
t , Z
α,x
t )V
α,x
t ]dt− V
α,x
t dWt.
By (5.1) and the usual Girsanov argument (recall the ∇xψ and ∇zψ are bounded),
|Uα,xt | ≤
c
α+ η
, ∀t ≥ 0, P−a.s. i.e. |∇Y x,αt | ≤ e
−ηt c
α+ η
.
Moreover, consider the limit equation, with unknown (Ux, V x),
− dUxt = [e
ηt∇xψ(X
x
t , Z¯
x
t )∇X
x
t − ηU
x
t +∇zψ(X
x
t , Z¯
x
t )V
x]dt− V xdWt, (5.2)
which, since |eηt∇xψ∇xX
x
t | is bounded, has a unique solution such that U
x is bounded and V x
belongs to L2P,loc(Ω;L
2(0,∞; Ξ∗)) (see [4] and [22]).
We know that for a suitable sequence αn ց 0,
v¯α(x) = Y x,αn0 − Y
0,αn
0 → Y¯
x
0 ,
and we claim now that
∇v¯αn(x) = ∇Y x,αn0 = U
x,αn
0 → U
x
0 .
To prove this we introduce the finite horizon equations: for t ∈ [0, N ],

−dUx,α,Nt = [e
ηt∇xψ(X
x
t , Z
x,α
t )∇X
x
t − (α+ η)U
x,α,N
t +∇zψ(X
x
t , Z
x,α
t )V
x,α,N
t ]dt
−V x,α,Nt dWt,
Ux,α,NN = 0.{
−dUx,Nt = [e
ηt∇xψ(X
x
t , Z¯
x
t )∇X
x
t − (α+ η)U
x,N
t +∇zψ(X
x
t , Z¯
x
t )V
x,N
t ]dt− V
x,N
t dWt,
Ux,NN = 0.
Since E
∫ N
0
|Zx,αns − Z¯
x
s |
2ds→ 0 it is easy to verify that, for all fixed N > 0, Ux,αn,N0 → U
x,N
0 .
On the other side a standard application of Girsanov Lemma gives see [16],
|Ux,αn,N0 − U
x,αn
0 | ≤
c
αn + η
e−ηN , |Ux,N0 − U
x
0 | ≤
c
η
e−ηN .
for a suitable constant c.
Thus a standard argument implies Ux,αn0 → U
x
0 . An identical argument also ensures conti-
nuity of Ux0 with respect to x (also taking into account 4.8). The proof is therefore completed.
As usual in the theory of markovian BSDEs, the differentiability property allows to identify
the process Z¯x as a function of the process Xx. To deal with our Banach space setting we need
to make the following extra assumption:
13
Hypothesis 5.2 There exists a Banach space Ξ0, densely and continuously embedded in Ξ, such
that G (Ξ0) ⊂ Ξ and G : Ξ0 → E is continuous.
We note that this condition is satisfied in most applications. In particular it is trivially true
in the special case E = H just by taking Ξ0 = Ξ, since G is assumed to be a linear bounded
operator from Ξ to H. The following is proved in [17, Theorem 3.17]:
Theorem 5.3 Assume that Hypotheses 3.1, 4.1 and 5.2 hold. Moreover assume that F is of
class G1(E,E) with ∇F bounded on bounded subsets of E and ψ is of class G1(E×Ξ∗, E). Then
Z¯xt = ∇v¯(X
x
t )G, P-a.s. for a.e. t ≥ 0.
Remark 5.4 We notice that∇v¯(x)Gξ is only defined for ξ ∈ Ξ0 in general, and the conclusion of
Theorem 5.3 should be stated more precisely as follows: for ξ ∈ Ξ0 the equality Z
x
t ξ = ∇v¯(X
x
t )Gξ
holds P-a.s. for almost every t ≥ 0. However, since Z¯x is a process with values in Ξ∗, and more
specifically a process in L2P(Ω, L
2([0, T ],Ξ∗)), it follows that P-a.s. and for almost every t the
operator ξ → ∇v¯(Xxt )Gξ can be extended to a bounded linear operator defined on the whole
Ξ. Equivalently, for almost every t and for almost all x ∈ E (with respect to the law of Xt)
the linear operator ξ → ∇v¯(x)Gξ can be extended to a bounded linear operator defined on the
whole Ξ (see also Remark 3.18 in [17]).
Remark 5.5 The above representation together with the fact that v¯ is Lipschitz with Lipschitz
constantKxη
−1 immediately implies that, if F is of class G1(E,E) and ψ is of class G1(E×Ξ∗, E),
then |Z¯xt |Ξ∗0 ≤ Kxη
−1|G|L(Ξ0,E) for all x ∈ E, P-a.s. for almost every t ≥ 0. Consequently we can
construct ζ¯ in Theorem 4.4 in such a way that it is bounded in the Ξ∗0 norm by Kxη
−1|G|L(Ξ0,E).
Once this is proved we can extend the result to the case in which ψ is no longer differentiable
but only Lipschitz, namely we can prove than even in this case the process Z¯x is bounded.
Indeed if we consider a sequence {ψn : n ∈ N} of functions of class G
1(E × Ξ∗, E) such that for
all x, x′ ∈ H, z, z′ ∈ Ξ∗, n ∈ N,
|ψn(x, z) − ψn(x
′, z′)| ≤ Kx|x− x
′|+Kz|z − z
′|; lim
n→∞
|ψn(x, z) − ψ(x, z)| = 0.
We know that if (Y¯ x,n, Z¯x,n, λn) is the solution of the EBSDE (4.1) with ψ replaced by ψn then
|Z¯x,nt |Ξ∗0 ≤ Kxη
−1|G|L(Ξ0,E). Then as we did above we can show (showing that the corresponding
equations with monotonic generator converge uniformly in α) that E
∫ T
0 |Z¯
x,n
t − Z¯
x
t |
2
Ξ∗
0
dt → 0
and the claim follows.
We also notice that by the same argument we also have |ζ¯α(x)|Ξ∗
0
≤ Kxη
−1|G|L(Ξ0,E), ∀α > 0.
Now we introduce the Kolmogorov semigroup corresponding to X: for measurable and bounded
φ : E → R we define
Pt[φ](x) = Eφ(X
x
t ) t ≥ 0, x ∈ E. (5.3)
Definition 5.1 The semigroup (Pt)t≥0 is called strongly Feller if for all t > 0 there exists kt
such that for all measurable and bounded φ : E → R,
|Pt[φ](x)− Pt[φ](x
′)| ≤ kt‖φ‖0|x− x
′|, x, x′ ∈ E,
where ‖φ‖0 = supx∈E |φ(x)|.
This terminology is somewhat different from the classical one (namely, that Pt maps mea-
surable bounded functions into continuous ones, for all t > 0), but it will be convenient for
us.
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Definition 5.2 We say that F is genuinely dissipative if there exist ǫ > 0 and c > 0 such that,
for all x, x′ ∈ E, there exists z∗ ∈ ∂|x− x′| such that < z∗, F (x) − F (x′) >E∗,E≤ c|x− x
′|1+ǫ.
Lemma 5.6 Assume that Hypotheses 3.1 and 3.4 hold. If the Kolmogorov semigroup (Pt) is
strongly Feller then for all bounded measurable φ : E → R,∣∣∣∣Pt[φ](x)−
∫
E
φ(x)µ(dx)
∣∣∣∣ ≤ ce−η(t/4)(1 + |x|)‖φ‖0.
If in addition F is genuinely dissipative then∣∣∣∣Pt[φ](x) −
∫
E
φ(x)µ(dx)
∣∣∣∣ ≤ ce−η(t/4)‖φ‖0.
Proof. We fix ǫ > 0. For t > 2 we have, by Theorem 3.7,∣∣∣∣Pt[φ](x)−
∫
E
φ(x)µ(dx)
∣∣∣∣ =
∣∣∣∣Pt−1[P1[φ]](x) −
∫
E
P1[φ](x)µ(dx)
∣∣∣∣ ≤ C(1 + |x|)e−ηt/4‖P1[φ]‖lip
≤ C(1 + |x|)e−ηt/4k1‖φ‖0,
and the first claim follows since
∣∣Pt[φ](x) − ∫E φ(x)µ(dx)∣∣ ≤ 2‖φ‖0.
If now F is genuinely dissipative then in [7], Theorem 6.4.1 it is shown that∣∣∣∣Eφ(Xxt )−
∫
E
φdµ
∣∣∣∣ ≤ Ce−ηt/2‖φ‖lip
and the second claim follows by the same argument.
We are now able to state and prove two corollaries of Theorems 5.1 and 5.3.
Corollary 5.7 Assume that Hypotheses 3.1, 3.4, 4.1 and 5.2 hold. Moreover assume that F is
of class G1 with ∇F bounded on bounded subsets of E, and that ψ is bounded on each set E×B,
where B is any ball of Ξ∗0. Finally assume that the Kolmogorov semigroup (Pt) is strongly Feller.
Then the following holds:
λ =
∫
E
ψ(x, ζ¯(x))µ(dx),
where µ is the unique invariant measure of X.
Proof. First notice that ψ := ψ( · , ζ¯( · )) is bounded, by Remark 5.5. Then
T−1E[Y¯ x0 − Y¯
x
T ] = T
−1
E
∫ T
0
(
ψ(Xxt , ζ¯(X
x
t ))−
∫
E
φ¯ dµ
)
dt+
(∫
E
φ¯ dµ− λ
)
.
We know that T−1E[Y¯ x0 − Y¯
x
T ] → 0, by the argument in Theorem 4.6. Moreover by the first
conclusion of Lemma 5.6
T−1E
∫ T
0
(
ψ(Xxt , ζ¯(X
x
t ))−
∫
E
φ¯ dµ
)
dt→ 0,
and the claim follows.
Corollary 5.8 In addition to the assumptions of Corollary 5.7 suppose that F is genuinely
dissipative. Then v¯ is bounded.
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Proof. Let (Y x,α, Zx,α) be the solution of (4.2). We know that Y x,αt = v
α(Xxt ) and Z
x,α
t =
ζα(Xxt ) with v
α Lipschitz uniformly with respect to α and ζα bounded in Ξ∗ uniformly with
respect to α. Let ψα = ψ( · , ζ¯α( · )). Under the present assumptions we conclude that also the
maps ψα as well are bounded in Ξ∗ uniformly with respect to α.
Computing d(e−αtY¯ xαt ) we obtain,
Y x,α0 = Ee
−αTY x,αT + E
∫ T
0
e−αtψα(Xxt )dt,
and for T →∞,
Y x,α0 = E
∫ ∞
0
e−αtψα(Xxt )dt.
Subtracting to both sides α−1
∫
E ψ
α(x)µ(dx) we obtain∣∣∣∣Y x,α0 − α−1
∫
E
ψα(x)µ(dx)
∣∣∣∣ =
∣∣∣∣
∫ ∞
0
e−αt
[
Pt[ψ
α](x)−
∫
E
ψα(x)µ(dx)
]
dt
∣∣∣∣ ≤ 4cη−1‖ψα‖0
where the last inequality comes from the second conclusion of Lemma 5.6.
Thus
∣∣∣Y x,α0 − Y 0,α0 ∣∣∣ ≤ 8cη−1‖ψα‖0 and the claim follows since by construction Y x,α0 −Y 0,α0 →
v¯(x).
6 Ergodic Hamilton-Jacobi-Bellman equations
We briefly show here that if Y¯ x0 = v¯(x) is of class G
1 then the couple (v, λ) is a mild solution of
the following “ergodic” Hamilton-Jacobi-Bellman equation:
Lv(x) + ψ (x,∇v(x)G) = λ, x ∈ E, (6.1)
Where linear operator L is formally defined by
Lf (x) =
1
2
Trace
(
GG∗∇2f (x)
)
+ 〈Ax,∇f (x)〉E,E∗ + 〈F (x) ,∇f (x)〉E,E∗,
We notice that we can define the transition semigroup (Pt)t≥0 corresponding toX by the formula
(5.3) for all measurable functions φ : E → R having polynomial growth, and we notice that L is
the formal generator of (Pt)t≥0.
Since we are dealing with an elliptic equation it is natural to consider (v, λ) as a mild solution
of equation (6.1) if and only if, for arbitrary T > 0, v(x) coincides with the mild solution u(t, x)
of the corresponding parabolic equation having v as a terminal condition:

∂u(t, x)
∂t
+ Lu (t, x) + ψ (x,∇u (t, x)G)− λ = 0, t ∈ [0, T ], x ∈ E,
u(T, x) = v(x), x ∈ E.
(6.2)
Thus we are led to the following definition (see also [14]):
Definition 6.1 A pair (v, λ) (v : E → R and λ ∈ R) is a mild solution of the Hamilton-Jacobi-
Bellman equation (6.1) if the following are satisfied:
1. v ∈ G1 (E,R);
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2. there exists C > 0 such that |∇v (x)h| ≤ C |h|E
(
1 + |x|kE
)
for every x, h ∈ E and some
positive integer k;
3. for 0 ≤ t ≤ T and x ∈ E,
v(x) = PT−t [v] (x) +
∫ T
t
(Ps−t [ψ(·,∇v (·)G)] (x)− λ) ds. (6.3)
In the right-hand side of (6.3) we notice occurrence of the term ∇v (·)G, which is not well
defined as a function E → Ξ∗, since G is not required to map Ξ into E. The situation is similar
to Remark 5.4. In general, for x ∈ E, ∇v¯(x)Gξ is only defined for ξ ∈ Ξ0. In (6.3) it is implicitly
required that, P-a.s. and for almost every t, the operator ξ → ∇v¯(Xxt )Gξ can be extended to a
bounded linear operator defined on the whole Ξ. Noting that
Pt [ψ(·,∇v (·)G)] (x) = Eψ(X
x
t ,∇v (X
x
t )G)
the equation (6.3) is now meaningful.
Using the results for the parabolic case, see [17], we get existence of the mild solution of
equation (6.1) whenever we have proved that the function v¯ in Theorem 4.4 is differentiable.
Theorem 6.1 Assume that Hypotheses 3.1, 4.1 and 5.2 hold. Moreover assume that F is of
class G1(E,E) with ∇F bounded on bounded subsets of E and ψ is of class G1(E × Ξ∗, E).
Then (v¯, λ¯) is a mild solution of the Hamilton-Jacobi-Bellman equation (6.1).
Conversely, if (v, λ) is a mild solution of (6.1) then, setting Y xt = v(X
x
t ) and Z
x
t = ∇v(X
x
t )G,
the triple (Y x, Zx, λ) is a solution of the EBSDE (4.1).
7 Optimal ergodic control
Assume that Hypothesis 3.1 holds and let Xx denote the solution to equation (3.1). Let U be
a separable metric space. We define a control u as an (Ft)-progressively measurable U -valued
process. The cost corresponding to a given control is defined in the following way. We assume
that the functions R : U → Ξ∗ and L : E×U → R are measurable and satisfy, for some constant
c > 0,
|R(u)| ≤ c, |L(x, u)| ≤ c, |L(x, u)− L(x′, u)| ≤ c |x− x′|, u ∈ U, x, x′ ∈ E. (7.1)
Given an arbitrary control u and T > 0, we introduce the Girsanov density
ρuT = exp
(∫ T
0
R(us)dWs −
1
2
∫ T
0
|R(us)|
2
Ξ∗ds
)
and the probability PuT = ρ
u
TP on FT . The ergodic cost corresponding to u and the starting
point x ∈ E is
J(x, u) = lim sup
T→∞
1
T
E
u,T
∫ T
0
L(Xxs , us)ds, (7.2)
where Eu,T denotes expectation with respect to PuT . We notice that W
u
t =Wt −
∫ t
0 R(us)ds is a
Wiener process on [0, T ] under Pu and that
dXxt = (AX
x
t + F (X
x
t ))dt+G(dW
u
t +R(ut)dt), t ∈ [0, T ]
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and this justifies our formulation of the control problem. Our purpose is to minimize the cost
over all controls.
To this purpose we first define the Hamiltonian in the usual way
ψ(x, z) = inf
u∈U
{L(x, u) + zR(u)}, x ∈ E, z ∈ Ξ∗, (7.3)
and we remark that if, for all x, z, the infimum is attained in (7.3) then there exists a measurable
function γ : E × Ξ∗ → U such that
ψ(x, z) = l(x, γ(x, z)) + zR(γ(x, z)).
This follows from an application of Theorem 4 of [19].
We notice that under the present assumptions ψ is a Lipschitz function and ψ(·, 0) is bounded
(here the fact that R depends only on u is used). So if we assume Hypotheses 3.1 and 3.4 then
in Theorem 4.4 we have constructed, for every x ∈ E, a triple
(Y¯ x, Z¯x, λ¯) = (v¯(Xx), ζ¯(Xx), λ¯) (7.4)
solution to the EBSDE (4.1).
Theorem 7.1 Assume that Hypotheses 3.1, 3.4 and 3.5 hold, and that (7.1) holds as well.
Moreover suppose that, for some x ∈ E, a triple (Y,Z, λ) verifies P-a.s. equation (4.1) for
all 0 ≤ t ≤ T , where Y is a progressively measurable continuous process, Z is a process in
L2P,loc(Ω;L
2(0,∞; Ξ∗)) and λ ∈ R. Finally assume that there exists cx > 0 (that may depend on
x) such that P-a.s.
|Yt| ≤ cx(|X
x
t |+ 1), for all t ≥ 0.
Then the following holds:
(i) For arbitrary control u we have J(x, u) ≥ λ = λ¯, and the equality holds if and only if
L(Xxt , ut) + ZtR(ut) = ψ(X
x
t , Zt), P-a.s. for almost every t.
(ii) If the infimum is attained in (7.3) then the control u¯t = γ(X
x
t , Zt) verifies J(x, u¯) = λ¯.
In particular, for the solution (7.4) mentioned above, we have:
(iii) For arbitrary control u we have J(x, u) = λ¯ if and only if L(Xxt , ut) + ζ¯(X
x
t )R(ut) =
ψ(Xxt , ζ¯(X
x
t )), P-a.s. for almost every t.
(iv) If the infimum is attained in (7.3) then the control u¯t = γ(X
x
t , ζ¯(X
x
t )) verifies J(x, u¯) = λ¯.
Remark 7.2 1. The equality λ = λ¯ clearly follows from Theorem 4.6.
2. Points (iii) and (iv) are immediate consequences of (i) and (ii).
3. The conclusion of point (iv) is that there exists an optimal control in feedback form, with
the optimal feedback given by the function x 7→ γ(x, ζ¯(x)).
4. Under the conditions of Theorem 6.1, the pair (v¯, λ¯) occurring in (7.4) is a mild solution
of the Hamilton-Jacobi-Bellman equation (6.1).
5. It follows from the proof below that if lim sup is changed into lim inf in the definition
(7.2) of the cost, then the same conclusions hold, with the obvious modifications, and the
optimal value is given by λ¯ in both cases.
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Proof. As (Y,Z, λ¯) is a solution of the ergodic BSDE, we have
−dYt = [ψ(X
x
t , Zt)− λ¯]dt− ZtdWt
= [ψ(Xxt , Zt)− λ¯]dt− ZtdW
u
t − ZtR(ut)dt,
from which we deduce that
λ¯ =
1
T
E
u,T [YT − Y0] + E
u,T 1
T
∫ T
0
[ψ(Xxt , Zt)− Ztr(ut)− L(X
x
t , Zt)]dt
+
1
T
E
u,T
∫ T
0
L(Xxt , Zt)dt.
Thus
1
T
E
u,T
∫ T
0
L(Xxt , Zt)dt ≥
1
T
E
u,T [Y0 − YT ] + λ¯.
But by (3.6) we have
|Eu,TYT | ≤ cE
u,T (|XxT |+ 1) ≤ c(1 + |x|).
Consequently T−1Eu,T [Y0 − YT ]→ 0, and
lim sup
T→∞
1
T
E
u,T
∫ T
0
L(Xxt , Zt)dt ≥ λ¯.
Similarly, if L(Xxt , ut) + ZtR(ut) = ψ(X
x
t , Zt),
1
T
E
u,T
∫ T
0
L(Xxt , Zt)dt =
1
T
E
u,T [Y0 − YT ] + λ¯,
and the claim holds.
8 Uniqueness
We wish now to adapt the argument in [15] in order to obtain uniqueness of markovian solutions
to the EBSDE. This will be done by a control thoretic interpretation the requires that the Markov
process related to the state equation with continuous feedback enjoys recurrence properties. In
this section we assume
E = H and F is bounded. (8.1)
We recall here a result due to [23] on recurrence of solution to SDEs.
Theorem 8.1 Consider
dXt = (AXt + g(Xt))dt+GdWt. (8.2)
where g : H → H is bounded and weakly continuous (that if x → 〈ξ, g(x)〉 is continuous for all
ξ ∈ H). Let
Qt =
∫ t
0
esAGG∗esA
∗
ds.
and assume the following
1. supt≥0 Trace (Qt) <∞;
2. Qt is injective for t > 0;
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3. etA(H) ⊂ (Qt)
1/2(H) for t > 0;
4.
∫ t
0 |Q
−1/2
s esA|ds <∞ for t > 0;
5. there exists β > 0 such that
∫ t
0 s
−β Trace (S(s)S(s)∗) ds <∞ for t > 0.
Then, for all T > 0, equation (8.2) admits a martingale solution on [0, T ], unique in law. The
associated transition probabilities P (t, x, T, ·) on H (0 ≤ t ≤ T, x ∈ H) identify a recurrent
Markov process on [0,∞).
Consider now the ergodic control problem with state equation:
dXx,ut = (AX
x,u
t + F (X
x,u
t ) +GR(ut))dt+GdWt, X
x,u
0 = x,
and cost
lim sup
T→∞
1
T
E
∫ T
0
l(Xs, us)ds
where R : U → Ξ is continuous and bounded.
We restrict ourselves to the class of controls given by continuous feedbacks, i.e. given ar-
bitrary continuous u : H → U (called feedback) we define the corresponding trajectory as the
solution of
dXx,ut = (AX
x,u
t + F (X
x,u
t ))dt+G(R(u(X
x,u
t ))dt+ dWt), X
u,x
0 = x.
We notice that for all T > 0 there exists a weak solution Xx,u of this equation, and it is unique
in law.
We set as usual
ψ(x, z) = inf
u∈U
{L(x, u) + zR(u)},
and assume that ψ is continuous and there exists a continuous γ : H × Ξ→ U such that
ψ(x, z) = L(x, γ(x, z)) + zR(γ(x, z)).
Theorem 8.2 Suppose (8.1) and suppose that the assumptions of Theorem 8.1 hold. Let (v, ζ, λ)
with v : H → R continuous, ζ : H → R continuous, and λ a real number satisfy the following
conditions:
1. |v(x)| ≤ c|x|;
2. for an arbitrary filtered probability space with a Wiener process (Ωˆ, Fˆ , {Fˆt}t>0, Pˆ, {Wˆt}t>0)
and for any solution of
dXˆt = (AXˆt + F (Xˆt))dt+GdWˆt, t ∈ [0, T ],
setting Yt = v(Xˆt), Zt = ζ(Xˆt), we have
−dYt = [ψ(Xˆt, Zt)− λ]dt− ZtdWt t ∈ [0, T ].
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Let
τTr = inf{s ∈ [0, T ] : |X
u,x
s | < r},
with the convention τTr = T if the indicated set is empty, and
J(x, u) = lim sup
r→0
lim sup
T→∞
E
∫ τTr
0
[ψ(Xx,us , u(X
x,u
s ))− λ]ds.
Then
v(x) = inf
u
J(x, u),
where the infimum (that is a minimum) is taken over all continuous feedbacks u.
Proof. Let u : H → U be continuous. We notice that Xx,u solves on [0, T ]:
dXx,ut = (AX
x,u
t + F (X
x,u
t ))ds +GdW˜
u
t , t ∈ [0, T ],
where W˜t =
∫ t
0 R(u(X
x,u
r )dr+Wt is a Wiener process on [0, T ] under a suitable probability Pˆ
u,T .
Therefore Yt = v(X
x,u
t ), Zt = ζ(X
x,u
t ) satisfy:
−dYt = [ψ(X
x,u
t , u(X
x,u
t ))− λ]dt− ZtR(u(X
x,u
t ))]dt− ZtdWt.
Integrating in [0, τTr ] we get
v(x) = E(v(Xx,u
τTr
)) + E
∫ τTr
0
[ψ(Xu,xs , u(X
x,u
s ))− λ− ZsR(X
x,u
s )]ds.
Thus,
v(x) ≤ E(v(Xx,u
τTr
)) + E
∫ τTr
0
[L(Xu,xs , u(X
x,u
s ))− λ]ds. (8.3)
Now
|E(v(Xx,u
τTr
))| ≤ cE|Xx,u
τTr
| ≤ cr + (E(|Xx,uT |
2))1/2(P(τTr = r))
1/2
≤ cr + c(P(τTr = r))
1/2
Notice that P(τTr = r) = P˜(inft∈[0,T ] |X˜t| ≥ r), where X˜ is the Markov process on the whole
[0,+∞) corresponding to the equation (8.2) with g = F (·) +GR(u(·)).
Since X˜ is recurrent, for all r > 0 it holds P˜(inft∈[0,T ] |X˜t| > r)→ 0 as T →∞. Thus
lim sup
r→0
lim sup
T→∞
|E(v(Xx,u
τTr
))| → 0.
Hence,
v(x) ≤ lim sup
r→0
lim sup
T→∞
E
∫ τTr
0
[l(Xx,us , u(X
x,u
s ))− λ]ds.
The proof is completed noticing that if u is chosen as u(x) = γ(x, ζ(x)) then the above inequality
becomes an equality.
This result combines with Theorems 4.6 and 6.1 to give the following
Corollary 8.3 Suppose that all the assumptions of Theorems 4.6, 6.1 and 8.2 hold. Then (v¯, λ¯)
is the unique mild solution of the Hamilton-Jacobi-Bellman equation (6.1) satisfying |v¯(x)| ≤
c|x|.
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9 Application to ergodic control of a semilinear heat equation
In this section we show how our results can be applied to perform the synthesis of the ergodic
optimal control when the state equation is a semilinear heat equation with additive noise. More
precisely, we treat a stochastic heat equation in space dimension one, with a dissipative nonlinear
term and with control and noise acting on a subinterval. We consider homogeneous Dirichlet
boundary conditions.
In (Ω,F ,P) with a filtration (Ft)t≥0 satisfying the usual conditions, we consider, for t ∈ [0, T ]
and ξ ∈ [0, 1], the following equation

dtX
u (t, ξ) =
[
∂2
∂ξ2
Xu (t, ξ) + f (ξ,Xu (t, ξ)) + χ[a,b](ξ)u (t, ξ)
]
dt+ χ[a,b](ξ)W˙ (t, ξ) dt,
Xu (t, 0) = Xu (t, 1) = 0,
Xu (t, ξ) = x0 (ξ) ,
(9.1)
where χ[a,b] is the indicator function of [a, b] with 0 ≤ a ≤ b ≤ 1; W˙ (t, ξ) is a space-time white
noise on [0, T ]× [0, 1].
We introduce the cost functional
J (x, u) = lim sup
T→∞
1
T
E
∫ T
0
∫ 1
0
l (ξ,Xus (ξ) , us(ξ))µ (dξ) ds, (9.2)
where µ is a finite Borel measure on [0, 1]. An admissible control u (t, ξ) is a predictable process
such that for all t ≥ 0, and P-a.s. u (t, ·) ∈ U := {v ∈ C ([0, 1]) : |v (ξ)| ≤ δ}. We denote by U the
set of such admissible controls. We wish to minimize the cost over U , adopting the formulation
of Section 7, i.e. by a change of probability in the form of (7.2). The cost introduced in (9.2) is
well defined on the space of continuous functions on the interval [0, 1], but for an arbitrary µ it
is not well defined on the Hilbert space of square integrable functions.
We suppose the following:
Hypothesis 9.1 1. f : [0, 1] × R → R is continuous and for every ξ ∈ [0, 1], f(ξ, · ) is
decreasing. Moreover there exist C > 0 and m > 0 such that for every ξ ∈ [0, 1] , x ∈ R,
|f (ξ, x) | ≤ C(1 + |x|)m, f (0, x) = f (1, x) = 0.
2. l : [0, 1]×R× [−δ, δ] → R is continuous and bounded, and l(ξ, ·, u) is Lipschitz continuous
uniformly with respect to ξ ∈ [0, 1], u ∈ [−δ, δ].
3. x0 ∈ C ([0, 1]), x0(0) = x0(1) = 0.
To rewrite the problem in an abstract way we set H = Ξ = L2 (0, 1) and E = C0 ([0, 1]) = {y ∈
C ([0, 1]) : y(0) = y(1) = 0}. We define an operator A in E by
D (A) = {y ∈ C2 ([0, 1]) : y, y′′ ∈ C0 ([0, 1])}, (Ay) (ξ) =
∂2
∂ξ2
y (ξ) for y ∈ D (A) .
We notice that A is the generator of a C0 semigroup in E, admitting and extension to H, and∣∣etA∣∣
L(E,E)
≤ e−t see, for instance, Theorem 11.3.1 in [7]. As a consequence, A + F + I is
dissipative in E.
We set, for x ∈ E, ξ ∈ [0, 1], z ∈ Ξ, u ∈ U ,
F (x) (ξ) = f (ξ, x (ξ)) , (Gz) (ξ) = χ[a,b] (ξ) z (ξ) , L (x, u) =
∫ 1
0
l (ξ, x (ξ) , u (ξ))µ (dξ) , (9.3)
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and let R denote the canonical imbedding of C([0, 1]) in L2(0, 1).
Finally {Wt, t ≥ 0} is a cylindrical Wiener process in H with respect to the filtration (Ft)t≥0
It is easy to verify that Hypotheses 3.1 and 3.4 are satisfied (for the proof of point 4 in Hypothesis
3.1 and of Hypothesis 3.4 see again [7] Theorem 11.3.1.).
Moreover, see for instance [5], for some C > 0,∣∣etA∣∣
L(H,E)
≤ Ct−1/4, t ∈ (0, 1],
thus Hypothesis 3.5 holds.
Also Hypothesis 5.2 is satisfied by taking Ξ0 = {f ∈ C0 ([0, 1]) : f(a) = f(b) = 0}.
Clearly the controlled heat equation (9.1) can now be written in abstract way in the Banach
space E as {
dXx0,ut = [AX
x0,u
t + F (X
x0,u
t )] dt+GRutdt+GdWt t ∈ [t, T ]
Xx0,u0 = x0,
(9.4)
and the results of the previous sections can be applied to the ergodic cost (9.2) (reformulated
by a change of probability in the form of (7.2)).
In particular if we define, for all x ∈ C0([0, 1]), z ∈ L
2(0, 1), u ∈ U (identifying L2(0, 1) with its
dual)
ψ(x, z) = inf
u∈U
{∫ 1
0
l(ξ, x(ξ), u(ξ))µ(dξ) +
∫ b
a
z(ξ)u(ξ)dξ
}
then there exist v : E → R Lipschitz continuous and with v(0) = 0, ζ : E → Ξ∗ measurable and
λ ∈ R such that if Xx0 = Xx0,0 is the solution of equation (9.4) then (v(Xx0), ζ(Xx0), λ) is a
solution of the EBSDE (4.1) and the characterization of the optimal ergodic control stated in
Theorem 7.1 holds (and λ is unique in the sense of Theorem 4.6).
Moreover if f is of class C1(R) (consequently F will be of class G1(E,E)) and ψ is of class
G1(E × Ξ∗, E) then by Theorem 5.1 v is of class G1(E,E) and, by Theorem 6.1, it is a mild
solution of the ergodic HJB equation (6.1) and it holds ζ = ∇vG.
Let us then consider the particular case in which [a, b] = [0, 1], f(x, ξ) = f(x) is of class C1
with derivative having polynomial growth, and satisfies f(0) = 0, [f(x+ h)− f(x)]h ≤ −c|h|2+ǫ
for suitable c, ǫ > 0 and all x, h ∈ R (for instance, f(x) = −x3). In that case the Kolmogorov
semigroup corresponding to the process Xx0 is strongly Feller, see [5] and [18], and it is easy to
verify that F is genuinely dissipative (see Definition 5.2). Moreover we can choose Ξ0 = C0([0, 1])
and it turns out that ψ is bounded on each set E × B, where B is any ball of Ξ∗0. Thus the
claims of Corollaries 5.7 and 5.8 hold true, and in particular v is bounded.
Finally if we assume that µ is Lebesgue measure and f is bounded and Lipschitz we can choose
E = Ξ = Ξ0 = H = L
2(0, 1). Then the assumptions of Theorem 8.1 are satisfied and we can
apply Theorem 8.2 to characterize the function v. In particular if f is of class C1(R) and ψ is
of class G1(H × Ξ∗,H) then v is the unique mild solution of the ergodic HJB equation (6.1).
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