Estuary salinity predictions can help to improve water safety in coastal areas. Coupled genetic algorithm-support vector machine (GA-SVM) models, which adopt a GA to optimize the SVM parameters, have been successfully applied in some research fields. In light of previous research findings, an application of a GA-SVM model for tidal estuary salinity prediction is proposed in this paper. The corresponding model is developed to predict the salinity of the Min River Estuary (MRE).
LIST OF ACRONYMS
There are two approaches mainly used to predict estuary salinity. The first approach develops models based on dynamic salinity variation processes (Reddy & Ghosh ; Chevalier et al. ) . The second applies statistical or data mining methods to establish relationships between the salinity and the influencing factors. The first approach can be considered as a 'white-box' method based on a complex process analysis, which requires large amounts of high quality data. In comparison, the second is a 'black-box' method, which requires fewer data and thus is more appli- 
METHODS

SVM
The principal idea of SVM is to represent the entire sample set with a small number of support vectors (Vapnik ) .
SVM models can be described by the following function:
Considering the existence of some permissible error, Equation (1) can be incorporated in a convex optimization problem as follows:
Subject to:
where ξ i and ξ i * are slack variables that specify the upper and the lower training errors subject to an error tolerance ε, and the constant C (>0) stands for the penalty degree of the sample with error exceeding ϵ and is called the penalty factor. In the feature space, the inner product operations of the linear problem can be substituted for kernel functions.
Thus, the dual form of the SVM can be expressed as:
where α i and α i * are the Lagrangian multipliers and
is a kernel function.
Three primary kernel functions are widely used, including the linear kernel, polynomial kernel and radial basis function (RBF). This paper uses the RBF due to its strong nonlinear mapping ability. The form of the RBF can be expressed as:
Here, δ is the kernel parameter that represents the spatial extent that a particular training sample can reach.
GA
The GA was designed to simulate genetic evolution mechanisms and random information exchange. The algorithm is guided by the fitness function, which is constructed based on individual specific problems (Whitley ). Starting from any initial population, step by step, new better-adapted chromosomes can be generated by selection, copying, crossover and mutation operations and thus a best-adapted chromosome can be acquired finally. Due to its global optimality, implicit parallelism, high stability and wide usability (Li & Kong ) , the method is used to optimize the SVM model parameters (C and δ) in this paper.
GA-SVM model
The performance of the SVM greatly depends on the right selection of parameters, which greatly impact on the efficiency and generalization performance of the SVM model.
The GA is a prominent choice for optimizing the parameters of the SVM model according to the results of various studies (Harish et al. ; Li & Kong ) . It can reduce the blindness of human-made choice and thus improve the performance of the model. In this paper, the GA-SVM algorithm was implemented using the C# programming language.
The flow chart of the GA-SVM method is illustrated in Figure 1 , with the following steps implemented:
(1) Use the min-max normal to format the dataset and construct vectors. (2) Initialize the GA parameters (the population size, maximum evolution number, population crossover rate and mutation rate) and the value range of the SVM parameters (C and δ). Then, choose the coefficient of determination (R 2 ) as the GA fitness function.
(3) Randomly generate a set of SVM parameter value chromosomes with binary coding. A single chromosome is constructed via the binary-string concatenation of C and δ.
(4) Generate new better-adapted chromosomes using selection, copying, crossover and mutation operations.
(5) Train the SVM model, and calculate the fitness function value of each individual population, and save the best chromosome.
(6) Determine if the end conditions are satisfied (the loop number is greater than the maximum evolution number). If it is true, output the optimal individual chromosome and go to step (7). Otherwise, generate a new population and proceed to step (4).
(7) Decode the optimal chromosome to obtain the optimal SVM parameters C and δ.
The program of the GA-SVM model for salinity prediction was implemented based on the C#.NET platform and the open source software LIBSVM toolkit, which was developed by National Taiwan University (CSIE ). The code was organized based on classes using object-oriented programming technology. In order to improve the running speed of the GA-SVM model, multithreading technology was adopted to instantiate threads, which were saved in a multithread pool.
Model evaluation
The prediction accuracy of the GA-SVM model was evaluated by three indexes, including the coefficient of determination (R 2 ), Nash-Sutcliffe efficiency (ENS) coefficient and root mean square error (RMSE), which are Downloaded from https://iwaponline.com/ws/article-pdf/17/1/52/410518/ws017010052.pdf by guest defined as:
where Co(i) is the observed value, Cf(i) is the predicted value, Co and Cf represent the average values of the Co(i)
and Cf(i) data series, respectively, and n represents the size of the data series. Generally, the higher the R 2 and ENS and the smaller the RMSE, the higher the accuracy of the model is.
CASE STUDY Study area description and dataset
The Min River is located in the Fujian province of China, 
Analysis of the factors that influence salinity There is correlation between high-tide level, runoff and salinity (correlation coefficient between high-tide level and salinity:
0.51; between runoff and salinity: 0.37). Four salinity variation The performance statistics of the model are shown in Table 1 , where C t , Q t and L t denote the t-day salinity, runoff and high-tide level, respectively. As seen in Table 1 , the number of influence factors increases from experiments 1 to 4. In addition, the GA-SVM model prediction accuracy improved for experiments 1 to 4 based on the R 2 , ENS and RMSE values. However, the prediction accuracy of the GA-SVM model decreased after adding the t-3 day salinity, t-3 day runoff and t-2 day high-tide level in experiment 5. Experiment 4 provides the best prediction accuracies based on the R 2 , ENS and RMSE. Therefore, the model inputs for the t-day salinity prediction at the Changle Water Plant include these six factors:
1. the t-1 and t-2 day salinities at the Changle Water Plant;
2. the t-1 and t-2 day runoffs at the Zhuqi Station;
3. the t and t-1 day high-tide levels at the Baiyantan Station.
Experimental validation
The GA is used to optimize the SVM parameters in the GA-SVM model. The optimization process curve is shown in 
CONCLUSIONS
An application of GA-SVM for tidal estuary salinity prediction was proposed in this paper. First, by conducting an analysis of a time-series of daily salinity in 2009 and the results of simulation experiments, the t-1 and t-2 day salinities, t and t-1 day high-tide levels and t-1 and t-2 day runoffs were determined to be the major factors that influence the t-day salinity predictions. Then, a coupled GA- This coupled GA-SVM modelling approach can be easily applied to other estuary systems. Since the major factors that influence tidal estuary salinity may be different from one estuary to another, efforts should be spent on first identifying the major factors when using the model.
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