In this paper we study the existence of positive solutions for a class of nonlocal fourthorder nonautonomous differential equations which can be seen as generalization of extended Fisher-Kolmogorov and Swift-Hohenberg equations. The main result is proved using bifurcation theory.
Introduction
Consider the fourth-order differential equation Hohenberg equation [1, 2] , and for p > 0 it is called the extended Fisher-Kolmogorov equation [3] .
Problem (1.1),(1.2) occurs in a variety of applications: the behavior close to a so-called Lifshitz point in phase transition physics (e.g. for nematic liquid crystals and for erroelectric crystals) [4] , the rolls in a Rayleigh-Benard convection cell (two parallel plates at different temperatures with a liquid in between) [5] , the waves on a suspension bridge [6, 7] , the buckling of a strut on a nonlinear elastic foundation [8] , and pulse propagation in optical fibers [9] and for other references see [10] .
Solutions of (1.1) which are bounded on the real line have been studied by several researchers, see e.g. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . In [13] , when the coefficients a and b are even and 2L positive continuous periodic functions, Chaparova established a multiplicity result of 2L periodic solutions for the problem (1.1),(1.2) using variational techniques. In [27] , taking into account the interaction-induced modification of the environment around the individual, Ma and Dai discussed the spatially nonlocal generalization of (1.1), that is the equation
where the nontrivial integral kernel f (|x − y|) : [0, L] × [0, L] → R + is a continuous and monotone decreasing function. By using Clarks theorem and symmetric mountain-pass theorem, existence of nontrivial periodic solutions for problem (1.3),(1.2) is proved in [27] . For further references about the solution of fourth order problems like (1.1),(1.2) which have broad classes of nonlinearities g(u) or g depending on u and its derivatives, we refer to [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] .
Motivated by the above works described, in this paper we are going to study the following nonlocal problem
where p and a are continuous functions, ρ ≥ 1 and σ > 0 are constants,
is a nonnegative function satisfying other hypotheses that will be detailed below. When the variable coefficient p is identically equal to a constant, ρ ≡ 1, σ ≡ 2 and f is as in (1.3), it is easy to see that problem (1.4) will degenerate into problem (1.3),(1.2). Unlike the works in [27] , in this note we are going to apply global bifurcation theory in order to study the existence of positive solutions for (1.4) . It should be pointed that, global bifurcation phenomena for fourth order problems like (1.1),(1.2) with different classes of nonlinearities have been investigated in [40] [41] [42] [43] , but as far as we know, there have been no studies on the bifurcation phenomena for nonlocal fourth order problems.
We first introduce the class K, which is formed by functions f : [0, 1] × [0, 1] → R verifying:
Our main results are:
and a ≡ 0 on any subinterval of [0, 1];
(H3)
then problem (1.4) has a positive solution.
The rest paper is arranged as follows: In Section 2, we give some preliminaries and show a global bifurcation phenomena of the corresponding auxiliary problem with parameter. In Section 3, we discuss the direction of the component and complete the proof of Theorem 1.1.
Preliminaries and the Global bifurcation
Let X = C[0, 1] be the Banach space of continuous function defined on [0, 1], with its usual
Define an linear operator L :
Applying Elias's theory, Ma [40] has verified that if (H1) hold, then L is a disconjugate, and consequently, L is positive, and L −1 : E → E is completely continuous. Moreover, by using Eliass eigenvalue theory [44] , Ma [40] also proved that Lemma 2.1 Assume (H1) and (H2) hold, then the eigenvalue problem
has an infinite sequence of positive eigenvalues
and to each eigenvalue λ k there exists an essential unique eigenfunction φ k which has exactly k − 1 simple zeros in (0,1). In particular, the eigenfunction φ 1 corresponding to the principle eigenvalue λ 1 is positive.
It is easy to see that there exist C > 0 such that for each g ∈ C[0, 1], there exist a unique v ∈ E satisfying
and
Assuming that f ∈ K, for any w ∈ L ∞ (0, 1), we will consider the function θ w : [0, 1] → R given by
Once that f and w are bounded, we have that θ w is well defined.
Using the above notation, it is easy to observe that u is a solution of (1.4) if and only if u is a positive solution of
where λ ≥ 0 is parameter. Obviously, (2.5) has trivial solution u ≡ 0 for any λ. In what follows, we will investigate the bifurcation from the trivial solution. Equation (2.5) can be converted to the equivalent equation
Since for all u ∈ C[0, 1],
this combining with (2.4) and (2.7) conclude that
Now, we are in the position in applying Rabinowitz's global bifurcation theorem [45] to problem (2.5), we have Lemma 2.2. Assume that (H1) and (H2) hold, then from (λ 1 , 0) there emanate a subcontinuum C of positive solutions of (2.5) in the set R × E, which satisfies (i) C is unbounded in the set R × E, or (ii) there exists some eigenvalue λ k of (2.1) which satisfy λ k = λ 1 and (λ k , 0) ∈ C.
Since (2.5) has only trivial solution when λ = 0, then by Lemma 2.1, C can not passes through the hyperplane 0 × E, that is,
Proof. Suppose that C is bounded, then the (ii) of Lemma 2.1 holds, that is C must contain (λ k , 0), where λ k = λ 1 is a eigenvalue of (2.1). Then there exist sequence {(λ n , u n )} ⊂ C satisfying {u n } ∈ E \ 0 with u n E −→ 0 and {λ n } → λ k . Moreover, for any n ∈ N, (λ n , u n ) satisfies Lu n = λ n a(x)u n (x) − λ n u ρ n (x)θ un , (2.9) divide (2.9) by u n ∞ and set v n = un un ∞ , then we get
10)
Then by (2.4) and (2.7), (2.10) imply that v n E ≤ λ n C||v n || ∞ (||a|| ∞ + ||u ρ−1 n || ∞ ||f || ∞ ||u n || σ ∞ ).
(2.11)
Since ρ > 1, ||v n || ∞ = 1 and {u n } is bounded, then (2.11) imply that {v n } is bounded in E. Then by the Ascoli-Arzela theorem, a subsequence of {v n } uniformly converges to a limit v ∈ C 1 [0, 1], and we again denote by {v n } the subsequence. Passing to the limit in
that is, v is a eigenfunction of (2.1) corresponding to the eigenvalue λ k . Since λ k = λ 1 , then v must change sign. Then, for n large enough, v n must change sign, this is contradiction with Proof. Assume on the contrary that sup{λ| (λ, u) ∈ C} =: c 0 < ∞. Let {(λ n , u n )} ⊂ C be such that λ n + u n E → +∞, then u n E → +∞. Since (λ n , u n ) ∈ C, then (2.9) hold, multiplying (2.9) by u n and integrating it over [0, 1], based on boundary conditions and integration by parts we obtain
Since λ n ≤ c 0 , ρ + σ + 1 > 2 and u n E → +∞, then passing to the limit in the above equality and denoting w n = un un E , we can conclude that
Noticing that w n E ≡ 1, then by Ascoli-Arzela theorem, a subsequence of {w n } uniformly converges to a limit w ∈ C[0, 1], and consequently, from Fatou Lemma, (3.2) implies that On the other hand, divide (2.9) by u n E , we have
5)
By the properties of operator L, based on (3.5), we have w n E ≤ λ n L −1 (a(x)w n (x)) E ≤ c 0 C||w n || ∞ ||a|| ∞ .
(3.6)
passing to the limit, then we have w n E → 0, which is contract with w n E ≡ 1.
Proof of Theorem 1.1. It is obvious that any solution to (2.5) of the form (1, u) yields a solution u to (1.4). We show that C will cross the hyperplane 1 × E in R + × E. By Lemma 2.2, Lemma 2.3 and Lemma 3.1, we just need to verify that λ 1 < 1. In fact, it is known that the first eigenvalue λ 1 of the linear problem (2.1) can be given by the max-min principle using the minimum of the Rayleigh quotient, that is 
