In this paper, a recently developed machine learning algorithm referred to as Extreme Learning Machine (ELM) is used to classify five mental tasks from different subjects using electroencephalogram (EEG) signals available from a well-known database. Performance of ELM is compared in terms of training time and classification accuracy with a Backpropagation Neural Network (BPNN) classifier and also Support Vector Machines (SVMs). For SVMs, the comparisons have been made for both 1-against-1 and 1-against-all methods. Results show that ELM needs an order of magnitude less training time compared with SVMs and two orders of magnitude less compared with BPNN. The classification accuracy of ELM is similar to that of SVMs and BPNN. The study showed that smoothing of the classifiers' outputs can significantly improve their classification accuracies.
Introduction
Recently, there has been a lot of interest in the area of Brain Computer Interface (BCI) research as it has the potential to provide communication and control capabilities to people with severe motor disabilities.
1,2 This is a multi-disciplinary research involving experts from neurobiology, psychology, engineering, mathematics, and computer science. Any practical implementation of BCI design requires an efficient signal processing scheme that includes signal pre-processing, feature extraction and classification. In this paper, we emphasize on the classification part. Ideally, a good classifier for BCI should produce high classification accuracy with minimal computational complexity.
Presently, a number of linear and nonlinear classifiers have been studied in the literature for this application.
3 They include statistical methods such as Linear Discriminant Analysis (LDA), Hidden Markov Classifier and z-scale base Discriminant Analysis (ZDA). 4 The main drawback of these methods is that they do not work well for nonlinear classification problems. Recently backpropagation neural networks (BPNNs) and support vector machines (SVMs) have been shown to improve the classification accuracy compared with linear techniques, such as LDA. 5 However, they need a lengthy and time consuming training procedure. To reduce the training time without compromising accuracy, a new classification algorithm referred to as Extreme Learning Machine (ELM) is used in this paper. 6, 7 ELM has been developed by Huang et al. and its performance on a number of benchmark problems has been documented. 8 Here, its performance for the classification of five mental tasks has been evaluated and compared with BPNN and SVM classifiers. Raw EEG data consisting of five mental tasks were obtained from a well-known database. 9 First feature extraction was applied to the raw data. Then the resulted feature vectors were used to train the classifiers. At last the classifiers were tested with the data not seen during the training to evaluate their classification accuracy. The results indicate that the ELM classifier produces similar classification accuracy but requires one to two orders of magnitude less training time than SVMs and BPNN. For SVMs the results have been presented for both 1-against-1 SVMs and 1-against-all SVMs.
The paper is organized as follows. Section 2 gives a brief description of the mental task classification problem. Section 3 presents the details of the ELM algorithm and Sec. 4 presents a brief description of the BPNN and SVM classifiers. Performance comparison of ELM classifier with BPNN and SVM classifiers is reported in Sec. 5 along with a discussion of the results. Conclusions from this study are summarized in Sec. 6.
Mental Tasks Classification Problem

Experimental setup
To provide communication and control capabilities to people with severe or complete motor paralysis, Brain Computer Interface (BCI) is a potential choice. The measured brain electrical signals, such as electroencephalogram (EEG) and electrocorticogram (ECoG) signals, convey the information related to mental activities. Hence the essential problem of identifying mental tasks is to classify the recorded brain electrical signals into different classes, each of which corresponds to a mental task.
A well-known EEG database was experimented with in this paper, which was recorded by Zak Keirn, 10 and distributed by Anderson. 9 The EEG database consisted of signals recorded from seven subjects, each of which performed five 10-second trials of five pre-defined mental tasks: Relax, Letter Composition, Multiplication, Counting, and Rotation per session. The performance of each classifier is evaluated and compared session by session. Subject 4 is excluded in this experiment because of saturation or invalidation of the signals in several trials in this subject. Figure 1 shows the complete steps involved in processing the raw EEG signals recorded by 6 channels and sampled at 250 Hz. The EEG signals are first normalized with zero mean and variance one, and then divided into half-second segments with an overlap of one-quarter-second between adjacent segments. Thus 39 segments are produced. The segments with ocular artifacts are then detected and discarded using the detection scheme through a separated electrooculography (EOG) channel.
11 The detection scheme is based on a fixed-weight leakage normalized stochastic least mean fourth algorithm in a predictor mode. The scheme detects abrupt patterns in EOG channel caused by eye movements. The output of the detector is composed of 1s and 0s, with possible 0s between 1s. Therefore a morphological operation is followed, which results in two separated sets of EOG signals: eye-movement and non-eye-movement. EEG data collected during the eye-movement set was discarded. Feature extraction is then performed on ocular artifact free EEG segments.
Feature extraction
The EEG signals undergo changes in the amplitude as well as frequency while different mental tasks are performed. So the discriminant features can be captured and extracted in the frequency domain before classification using modelling techniques, such as autoregressive (AR) model. AR model has been widely used for EEG analysis. 12 The model order that we used here is six, the same as that in Garret et al. 5 and Anderson et al. 13 for mental task classification using the same EEG database. So we deploy a sixth order AR model to fit into half-second EEG segments. The coefficients of the model for each segment are estimated by the Burg method, and then constructed into a 36-D feature vector (6 channels X 6 coefficients).
5,13
A Brief Description of Extreme Learning Machine
In a seminal paper Baum implied that in a Single Layer Feedforward Network (SLFN) one may fix the connections on one level (i.e., weights between input neurons and hidden neurons) and only adjust the connections on the other level (i.e., weights between hidden neurons and output put neurons) and there is no gain achieved by an algorithm able to adjust the weights on both levels simultaneously. 14 Inspired by this work, Huang et al. have proposed a new learning algorithm referred to as Extreme Learning Machine (ELM).
6,7 ELM randomly chooses and fixes the weights between input neurons and hidden neurons based on some continuous probability density function, and then analytically determines the weights between hidden neurons and output neurons of the SLFN.
Approximation problem of SLFNs
, where
T , a standard SLFN withÑ hidden neurons and activation function g(x) is mathematically modeled as
where
T is the weight vector connecting the ith hidden neuron and the input neurons,
T is the weight vector connecting the ith hidden neuron and the output neurons,
T is the output vector of the SLFN, and b i is the threshold of the ith hidden neuron. w i · x k denotes the inner product of w i and x k . And these N equations can be written compactly as:
and
Here H is called the hidden layer output matrix.
ELM learning algorithm
In the case of learning an arbitrary function with zero training error, Baum had presented several constructions of SLFNs with sufficient hidden neurons.
14 However, in practice, the number of hidden neurons required to achieve a proper generalization performance on novel patterns is much less. And the resulting training error might not approach to zero but can be minimized by solving the following problem:
ELM randomly assigns and fixes the input weights w i and biases b i based on some continuous probability distribution function in the case of learning a structured function, only leaving output weights β i to be adjusted according to:
The above problem is well established and known as a linear system optimization problem. Its unique least-squares solution with minimum norm is given by 15 
where H † is the Moore-Penrose generalized inverse of the matrix H. As analyzed by Bartlett 16 and Huang, 6,7 the generalization performance of a SLFN tends to be better with smaller magnitude of output weights. From this sense, the solution produced by ELM in Eq. (9) not only achieves the minimum square training error but also the best generalization performance on novel patterns. We now summarize ELM as the follows:
, and the number of hidden neuronsÑ , (i) Randomly assign input weights w i and biases b i according to some continuous probability density function. (ii) Calculate the hidden layer output matrix H. (iii) Calculate the output weights β i :β = H † T.
In our experiments with ELM in this paper, the activation function is a sigmoidal function: g(x) = 1/(1 + e −x ). And the probability density function is a uniform distribution function in the range from −1 to 1.
Other Classifiers -BPNN and SVMs
Backpropagation neural network (BPNN)
Levenberg-Marquardt backpropagation (LMBP) learning algorithm appears to be the fastest method for training moderate-sized feedforward neural networks (up to several hundred weights). 17 According to the algorithm, backpropagation is used to calculate the Jacobian J of the performance index
i (W) with respect to the weight and bias variables W. Each variable is then adjusted according to:
where E is the error vector, and I is the identity matrix. The learning parameter µ is adaptively changed. It is increased by µ inc as long as the change in Eq. (10) results in a reduced performance index. If the performance index no longer reduces, then µ is decreased by µ dec . In our experiment, LMBP provided in MATLAB is used to train the standard SLFNs with the same activation function as ELM. We initialize µ = 0.001 and set µ inc = 10 and µ dec = 0.1.
Support vector machines (SVMs)
Support vector machines (SVMs) were originally designed for binary classification problems.
18 Currently different types of extensions of SVMs to multiclass classification have been studied and some of them include 1-against-all, 1-against-1, DAGSVM, and all-together. 19 The following gives the mathematical details of 1-against-1 and 1-against-all SVMs, which are used in our experiments:
T and y i ∈ {1, . . . , k} is the class index of x i and k is the number of classes, 1-against-1 method constructs k(k−1)/2 SVM models. Each model is trained on the data from two classes. For training data from the ith and the jth class, the following problem is solved:
where C > 0 is the penalty parameter, and 
ij ) says x is in the ith class, then the vote for the ith class is added by one; otherwise, the vote of the jth class is increased by one. Then the testing data x will be predicted in the class with the largest vote.
1-against-all SVM
1-against-all method constructs k SVM models. The ith SVM is trained with all of the samples in the ith class with positive labels, and all other samples with negative labels. Thus the ith SVM solves the following problem:
After solving Eq. (12), there are k decision functions. The classification is made by taking the maximum of the real-valued output among the decision functions:
The basic types of kernel functions which can be found in the implementation of SVMs include linear, polynomial, sigmoidal, and Gaussian kernel. Gaussian kernel, K(x, x i ) = exp(−γ x − x i 2 ), is widely used and usually the first choice compared with other kernels in the literature. 20 Also, in the area of cognitive mental task classification using SVMs, it is the popular choice. 5 We have hence chosen Gaussian kernel in the implementation of 1-against-1 and 1-against-all SVMs in our comparisons.
Performance Evaluation
Classifier parameter selection
Before performance comparison, the parameters of a classifier achieved the best generalization performance are pre-estimated. For Levenberg-Marquardt BPNN and ELM, the parameter only involves the number of hidden neurons used in a standard SLFN to be determined. For 1-against-1 and 1-againstall SVMs using Gaussian kernel, they involve the penalty parameter C as well as kernel parameter γ to be optimized for each binary SVM simultaneously. However, in order to reduce the search complexity, we consider that C and γ of all binary SVMs in 1-against-1 and 1-against-all SVMs are the same, which has generally been followed by Hsu and Lin as well. 19 Then the generalization performance of each classifier is evaluated as the classification accuracy on validation data set and averaged over sessions. In this context, Fig. 2(a) shows the validation accuracy against the number of hidden neurons for BPNN, in which early stopping was used. The increase of validation accuracy is significant until the number of hidden neurons in the SLFN is equal to 4 and an obvious decrease can be observed after 8. Therefore, the optimal number of hidden neurons is found from 4 to 8 for BPNN. Figure 2(b) shows similar results for ELM and the optimal number of hidden neurons is above 40. For the sake of simplicity, 6 hidden neurons and 50 hidden neurons are chosen for BPNN and ELM in our final implementations, respectively. For SVMs with Gaussian kernel, it involves optimizing two parameters, C and γ, simultaneously, therefore a "grid-searching" procedure on the plane of C − γ was recommended by Hsu and Lin and is used here.
19 Figure 3 shows the validation accuracy contours for various values of C and γ for 1-against-1 SVMs. The contour lines are labelled by the magnitude of validation accuracy matrix which is interpreted as heights with respect to the γ − C plane. Specified values of validation accuracy: Refs. 36, 40, 44, 47, 48, 50 and 51 are shown. The optimal combination of (C, γ) = (2 7 , 2 −4 ) is obtained, for which produces the best validation accuracy of 51.04%. Similarly, the optimal combination of (C, γ) = (2 8 , 2 −9 ) for 1-against-all SVM is found and produces the best validation accuracy of 51.83%. In our simulations, we found that ELM needs only around 21 minutes to find the optimal classifier parameter whereas 1-against-1 SVMs, 1-against-all SVMs and BPNN, require about 13, 23 and 28 hours, respectively. As far as the simulations are concerned, all the results presented are based on an IBM T40 platform with Window XP, 1.5 GHz processor, and 512 MB RAM. The popular compiled C-coded SVM package, LIBSVM, is used in our simulations. 
Performance evaluation of BPNN, SVM and ELM classifiers
Out of five trials one is selected as the testing data.
Of the remaining four trials, one was chosen to be the validation data. The remaining three were then randomly shuffled to form the training data. The performance of each classifier is then evaluated session by session. Performance evaluation and comparison are carried out in terms of training time and testing accuracy. The pre-estimated optimal classifier parameters were applied for each classifier. And then each was trained using the training data set obtained from each session. The training time taken by the classifiers for each session is shown in Table 1 . It can be seen from the table that ELM requires an order of magnitude less training time than SVMs and two orders of magnitude less than BPNN. It is to be noted that ELM is run in the MATLAB environment which is about 10 to 50 times slower than the C executable envirnoment used for SVMs. In spite of this ELM achieves a reduced training time.
The results for testing accuracy for each mental task and for each session have been shown in Table 2 . The definitions for testing accuracy are given below the table. The best testing accuracies for each mental task for various sessions are highlighted. Average testing accuracy over all sessions is given in the last four rows together with standard deviation. It can be seen from the table that ELM produces similar accuracy compared with BPNN and SVM classifiers.
In the present scheme, all classifier's accuracies are only around 50%. This is because of the oscillatory nature of the classifier's outputs. For a typical case, we plotted the actual output vectors of ELM for session 2 of subject 1 in Fig. 4(a) . In order to improve the accuracy, a post-processing scheme has been studied and deployed here. Its details are given in the following. a The testing accuracy per mental task is defined as: the number of successfully classified segments of a mental task in a session over the total number of tested segments of that mental task in that session and expressed in %. b The testing accuracy per session is defined as: the number of successfully classified segments of a session over the total number of tested segments of that session and expressed in %.
Enhancing the classifier performance by post-processing
A cursory inspection of the trend of output vectors in Fig. 4(a) indicates that better classification accuracy can be achieved by smoothing the classification algorithm's raw outputs over several segments and by basing the classification decision on the smoothed outputs. Therefore we smoothed the output vectors over 20 consecutive segments.
13 Figure 4(b) shows the resulting smoothed output vectors. The testing accuracies obtained by all the classifiers for each session with and without smoothing are given in Table 3 . The results indicate that the accuracies have been improved to around 65%, which is a significant improvement compared to the case when smoothing was not employed. The accuracy of ELM in this case is also comparable to that of SVMs. Based on detailed studies on the smoothing of the classifier outputs it is found that smoothing can work well only if the classification accuracy without smoothing is above 20% in the five-class recognition case.
Conclusions
In this paper, we have evaluated the performance of three classifiers, namely BPNN, SVMs and ELM on the classification of mental tasks based on EEG signals. The study indicates that ELM needs about 1 to 2 orders of magnitude less training time compared with SVMs and BPNN. The classification accuracy of ELM is similar to SVM and BPNN. Furthermore, the time taken to search the optimal classifier parameters for ELM is significantly lower than the other two classifiers. Also, significant improvement in the testing accuracy can be achieved for all the three classifiers by smoothing their raw outputs.
