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POINT MUTATIONS IN A GROWING CELL
POPULATION
By David Cheek∗, and Tibor Antal
University of Edinburgh
A growing cell population such as cancer or bacteria accumulates
point mutations (single nucleotide changes in DNA). To model this
process, we consider that cells divide and die as a branching process,
and that each cell contains a sequence of nucleotides which can mu-
tate at cell division. Assuming that the population grows from one
to many cells and that mutation rates are small, we prove limit theo-
rems. At a single site (position) on the genetic sequence, the number
of mutated cells follows a Luria-Delbru¨ck distribution. Across mul-
tiple sites, the joint distribution of mutation frequencies reflects the
structure of the evolutionary tree. Taking the number of sites to infin-
ity, the site frequency spectrum is deterministic at small frequencies,
transitioning to random at large frequencies. Heterogeneous muta-
tion rates and selection are discussed. For an example application we
estimate mutation rates in a lung adenocarcinoma.
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1. Introduction. Cancer cells divide and die; a tumour can grow from one
to billions of cells. This growth sees the propagation of genetic information.
Genetic information is passed, at cell divisions, from parent to daughter
cells. However the inheritance is imperfect. There are mutations (errors in
DNA replication) at cell divisions which accumulate, leading to a tumour of
considerable genetic diversity [4, 20]. Mathematical models can be helpful
here, to illustrate the relationship between a tumour’s evolution (its growth
and genetic processes) and its diversity, and to make sense of genetic data.
The simplest description of genetic information is binary. For example, [11]
modelled tumour growth as a two-type branching process: cells divide and
die, sometimes mutating at cell divisions to develop resistance to drug treat-
ment. They showed how the number of resistant cells depends on the muta-
tion rate, cell death rate, and tumour size.
Genetic data is typically more complex than binary, displaying mutations at
many positions along the genome. To explore this, we study an extension of
the two-type branching process. Each cell is said to contain a finite sequence
of the nucleotides A, C, G, and T, and at cell divisions each entry of the se-
quence can mutate independently. Following biologically realistic parameter
values, we consider that the population grows from one to many cells, that
mutation rates are small, and, sometimes, that the genetic sequence is long.
We prove limit theorems. In particular, motivated by a common form of
data, we approximate the frequencies of point mutations (single nucleotide
substitutions) at the time when the population reaches a certain size.
Let’s give a brief overview of results. At a single site (entry of the genetic
sequence), the times of mutation events converge to a Poisson process. It
follows that the number of cells mutated at a site converges to a Luria-
Delbru¨ck distribution (recovering results for simpler models [18, 10, 16, 14,
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5]). This means that a mutation’s frequency, the number of cells mutated at
a site as a proportion of the total number is cells, is typically small.
The distribution of mutation frequencies at multiple sites reflects the struc-
ture of the evolutionary tree. The majority of mutations arise late in the
population’s growth trajectory on distinct branches of the tree, and the
branches evolve independently; these mutations are at small frequencies,
which are independent. On the other hand, a minority of mutations arise
early in the population’s growth trajectory, sometimes on the same branches
of the tree; these mutations are at large frequencies, exhibiting a non-trivial
dependency structure.
The number of sites plays an important role. In order to witness large-
frequency mutations, it is necessary to have many sites. Taking the number
of sites to infinity, the site frequency spectrum converges to a deterministic
shape at small-frequencies, and to a random point process at large frequen-
cies.
Generalisations are discussed: cell death, selection, and heterogeneous mu-
tation rates. Some results are proven in full generality while others are con-
jectured.
Finally, to give the reader a flavour of the model’s relation to data, we
estimate mutation rates in a lung adenocarcinoma.
Recent works which predict mutation frequencies in cancer [3, 6, 21, 23] do
not describe the genome as a finite sequence of nucleotides. Instead they
employ the infinite-sites assumption (ISA). The ISA states that every new
mutation must occur at a novel genetic site, which allows a reduced picture
of genetic information. The ISA is of immense value. It gifts analytic and
computational tractability. However we believe that a ‘finite-sites’ model
(the sequence of nucleotides description) is worthy of exploration too, for
several reasons:
• Recent statistical analysis refutes the ISA in human cancers [17].
• A finite-sites model can clearly depict the relationship between a cell’s
genetic sequence and its division and death rates.
• A finite-sites model can clearly depict mutation rates which depend
upon the genetic position and the nucleotide transition.
• A finite-sites model is mathematically rich, inviting questions such as:
What is the dependency structure between sites? What happens when
the number of sites tends to infinity?
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To avoid any confusion, let’s note here that taking the ISA is not the same
as taking the number of sites to infinity. It will later be seen that taking the
number of sites to infinity recovers the ISA only in some cases.
This paper is a sequel to our previous paper [5]. However the two papers are
self-contained and can be read independently. In [5] we offered an account of
the stochastic Luria-Delbru¨ck model, the two-type branching process men-
tioned at the beginning of this section, which has been studied by numerous
authors [15, 7, 11, 16]. (The model is a descendant of Luria and Delbru¨ck’s
model of bacteria [19].) In [5] we also discussed an extension to a finite-sites
model. Now we offer a deeper investigation of a more detailed finite-sites
model.
2. Model. Here the model is stated in its simplest form. It comprises two
parts.
1. Population dynamics: Starting with one cell, cells divide according
to the Yule process. That is to say, when there are k ∈ N cells, a
cell is chosen uniformly at random to divide. The Yule process can
equivalently be regarded as a continuous-time Markov process, with
cells dividing independently at a constant rate.
2. Genetic information: The set of nucleotides is
N = {A,C,G, T}.
Each cell has a genome, which is a finite sequence of nucleotides.
Genomes are elements of the set
G = NS,
where S is a finite set denoting genetic sites. Suppose that a cell with
genome (vi)i∈S ∈ G divides. The cell is replaced by two daughter cells
with genomes (V 1i )i∈S and (V
2
i )i∈S, where:
• The V ri are independent over i ∈ S and r ∈ {1, 2}. (It is also
assumed that mutations are independent for different cell divi-
sions.)
• V ri = vi, with probability 1− µ/2; or
V ri is uniformly distributed on N\{vi}, with probability µ/2.
Remark 2.1. The model of genetic information is a relative of the Jukes-
Cantor model [13].
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Remark 2.2. The factor of 1/2 in the mutation probability balances the
fact that 2 new cells are produced at cell division. So the expected number of
mutations per site per cell division is µ.
Remark 2.3. There is nothing special, mathematically, about the set of
nucleotides N. It can be replaced with any finite set.
The model is generalised to cell death, selection, and heterogeneous mutation
rates in Section 6.
3. Preliminaries.
3.1. Notation. Consider a homogeneous mutation rate µ. Write Xn,µv for
the number of cells with genome v ∈ G when there are n cells in total.
Initially there is one cell; say that its genome is u ∈ G. So X1,µv = δu,v. A
genetic site is said to be mutated if its nucleotide differs from that of the
initial cell. Write
G(i) = {v ∈ G : vi 6= ui}
for the set of genomes which are mutated at site i ∈ S. Write
Bn,µi =
∑
v∈G(i)
Xn,µv(1)
for the number of cells which are mutated at site i ∈ S when there are n
cells in total. The quantity (1) is the primary subject of our study.
3.2. Parameter regime. The number of cells in a detected tumour may be
in the region of n = 109, whereas the point mutation rate per site per cell
division is in the region of µ = 10−9 [12]. The number of base pairs in the
human genome is around |S| = 3× 109. Very roughly,
n ≈ µ−1 ≈ |S|.
Therefore we study the limits:
• µ→ 0, nµ→ θ <∞;
• µ→ 0, nµ→ θ <∞, |S| → ∞ (sometimes with |S|µ→ η <∞).
These parameter regimes are not only relevant for cancer. The nµ→ θ limit
has long been popular in similar models of bacteria, beginning with [19, 18].
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4. Small-frequency mutations. The majority of sites are mutated in
only a small proportion of cells. Let’s briefly explain. Late in the population
growth trajectory there are many cells and many divisions. Hence there are
many late-arising mutations, which do not have enough time to reach large
frequencies. Moreover these mutations are likely to arise on distinct branches
of the evolutionary tree, which evolve independently.
The first result shows that the number of cells mutated at any particular
site converges to a Luria-Delbru¨ck random variable (which is defined in
Appendix A), and that sites see asymptotic independence. The single-site
convergence recovers results for single-site models [18, 16, 14, 10, 5]. The
independence between sites is new.
Theorem 4.1. As µ→ 0 and nµ→ θ ∈ (0,∞),
(Bn,µi )i∈S → (Bi)i∈S
in distribution, where the Bi are independent Luria-Delbru¨ck random vari-
ables with parameter θ.
The site frequency spectrum is a standard summary statistic of genetic data.
It is defined by the number of sites which are mutated in k cells,
|{i ∈ S : Bn,µi = k}| ,
for k = 0, 1, .., n. By Theorem 4.1 and linearity of expectation, the expected
site frequency spectrum is
E |{i ∈ S : Bn,µi = k}| ≈ |S|P[Bi = k],
whose shape is simply the Luria-Delbru¨ck distribution. More can be said.
Thanks to the independence in Theorem 4.1, a law of large numbers for the
site frequency spectrum is obtained.
Corollary 4.2. As µ→ 0, nµ→ θ ∈ (0,∞), and |S| → ∞,
|{i ∈ S : Bn,µi = k}|
|S|
p→ P[Bi = k].
That is to say, if the genome is large then the site frequency spectrum’s
shape is almost deterministic, given by the Luria-Delbru¨ck distribution.
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Fig 1. The site frequency spectrum is simulated and compared to the Luria-Delbru¨ck (LD)
distribution. Each plot is a single realisation of the process. Observe how an almost de-
terministic shape at small frequencies transitions to a random point process at large fre-
quencies. The parameters are µ = 10−4 (top) and 10−3 (bottom), and n = |S| = 104. The
parameter values were chosen to be relatively close to 1 for computational ease.
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Theorem 4.1 and Corollary 4.2 describe the ‘bulk’ of the mutation frequency
distribution. They say that the bulk is located at a small frequency relative
to the population size. For any  > 0, the proportion of sites which are
mutated in fewer than proportion  of cells is∣∣{i ∈ S : n−1Bn,µi < }∣∣
|S| ,(2)
which converges to 1 in the limits of Theorem 4.1 and Corollary 4.2. Next
we explain what happens away from the bulk, for those unusual sites which
are mutated in a large proportion of cells.
5. Large-frequency mutations. A minority of sites are mutated in a
large proportion of cells. These sites have a non-trivial dependency structure
which is intimately related to the evolutionary tree. Let’s briefly explain.
Early in the population growth trajectory there are relatively few cells and
few cell divisions. Hence there are few early-arising mutations, which have
enough time to reach large frequencies. These mutations may arise on the
same branches of the evolutionary tree.
Before discussing dependencies, what happens at a single site? The coun-
terpart to (2) is that the proportion of sites which are mutated in at least
proportion  ∈ (0, 1) of cells is∣∣{i ∈ S : n−1Bn,µi ≥ }∣∣
|S| → 0.
Similarly, the probability that a single site i ∈ S is mutated in at least
proportion  of cells is
P[Bn,µi ≥ ]→ 0.(3)
The next result sheds light on (3) with greater precision.
Theorem 5.1. Let 0 < a < b < 1. As µ→ 0 and nµ→ θ <∞,
µ−1P[n−1Bn,µi ∈ (a, b)]→ a−1 − b−1.
Remark 5.2. Theorems 4.1 and 5.1 are not two isolated approximations.
They smoothly connect:
P[n−1Bn,µi ∈ (a, b)] ≈ µ
(
a−1 − b−1)(4)
≈ P[n−1Bi ∈ (a, b)],(5)
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where Approximation (4) is Theorem 5.1, Bi is the Luria-Delbru¨ck random
variable of Theorem 4.1, and Approximation (5) is the Luria-Delbru¨ck dis-
tribution’s power-law tail (Lemma A.1).
Theorem 5.1 and Remark 5.2 are depicted in Figure 2.
According to Theorem 5.1 and by linearity of expectation, the expected
number of sites which are mutated in a certain proportion of cells is
E
∣∣{i ∈ S : n−1Bn,µi ∈ (a, b)}∣∣ ≈ |S|µ (a−1 − b−1) .(6)
This suggests that in order to witness large-frequency mutations it is nec-
essary to take the number of sites at least as large as the mutation rate is
small. Taking |S| → ∞, (6) can be rewritten as the following.
Corollary 5.3. Let 0 < a < b < 1. As µ → 0, nµ → θ < ∞, and
|S|µ→ η <∞,
E
∣∣{i ∈ S : n−1Bn,µi ∈ (a, b)}∣∣→ η(a−1 − b−1).
In order to understand more than expectations, to see dependencies between
sites, the evolutionary tree needs to be introduced. The tree, following stan-
dard notation, is the set
T = ∪∞l=0{0, 1}l,
whose elements are the cells. A partial ordering, ≺, is defined on T. For
x, y ∈ T, x ≺ y means that cell y is a descendant of cell x. That is, x ≺ y if
and only if
1. there are l1, l2 ∈ N0 with l1 < l2 and x ∈ {0, 1}l1 , y ∈ {0, 1}l2 ;
2. the first l1 entries of y agree with the entries of x.
Note that the empty sequence ∅ is the single element of {0, 1}0 ⊂ T, and
∅ ≺ x for any x ∈ T\{∅}. This means that ∅ is the initial cell from which all
other cells descend. For further notation, write x0 and x1 for the daughters
of x ∈ T. Precisely, if x ∈ T and j ∈ {0, 1}, then xj is the element of {0, 1}l+1
whose first l entries are the entries of x and whose last entry is j.
The next result shows the relationship between mutation frequencies and
the tree structure.
10 D. CHEEK AND T. ANTAL
Fig 2. The number of mutant cells with respect to a single site is simulated 105 times.
The plot shows the probability that at least proportion a ∈ (0, 1) of cells are mutant. The
parameters are µ = 10−3 and n = 103. Apparently Theorem 5.1 offers a good fit for large
frequencies, while the Luria-Delbru¨ck distribution is almost perfect for all frequencies.
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Theorem 5.4. Let 0 < a < b < 1. As µ → 0, nµ → θ < ∞, and |S|µ →
η <∞, ∣∣{i ∈ S : n−1Bn,µi ∈ (a, b)}∣∣→ ∑
x∈T\{∅}
MxδPx(a, b)
in distribution.
• (Mx)x∈T\{∅} is a family of i.i.d. Poisson(η/2) random variables.
• For each x ∈ T\{∅}, Px =
∏
∅≺yx Uy, where:
– the Uy are uniform random variables on [0, 1];
– for any y ∈ T, Uy0 + Uy1 = 1;
– (Uy0)y∈T is an independent family, which is independent of (Mx)x∈T.
To interpret Theorem 5.4, Mx is the number of mutations which arise at
the birth of cell x, and Px is the long-term proportion of cells which have
descended from cell x. These quantities and their relationship to the infinite-
sites assumption (discussed in Section 1) are explained in the Theorem’s
proof, in Section 7.4.
Remark 5.5. Taking the expectation of Theorem 5.4’s limit, Corollary
5.3’s limit can be recovered:
E
∑
x∈T\{∅}
MxδPx(a, b) = η(a
−1 − b−1).
Remark 5.6. The variance of Theorem 5.4’s limit is not to be ignored:
Var
∑
x∈T\{∅}
MxδPx(a, b) ≥ E
∑
x∈T\{∅}
MxδPx(a, b).
To see the joint distribution of the large-frequency mutations more clearly,
note that the number of sites which are mutated in a given proportion of
cells follows a Cox process with random intensity measure
η
2
∑
x∈T\{∅}
δPx .
Thus if one conditions on the structure of the tree (or more specifically on
the Px) and that there are k sites mutated in a proportion of cells within
the interval (a, b), then those k mutation frequencies are independent and
uniformly distributed on the set
{Px : x ∈ T\{∅}, Px ∈ (a, b)} .
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Remark 5.7. Corollary 5.3 recovers the same result seen in [23, 3, 6],
whose models required the infinite-sites assumption (which was discussed in
Section 1). The proof of Theorem 5.4 (Section 7.4), in particular, elucidates
the reasonableness of the infinite-sites assumption. On the other hand, the
results of Section 4 detail mutation frequencies to a greater level of precision,
and there infinite-sites violations make their presence felt.
6. Generalisations. First the model generalisations are introduced, and
then results and conjectures are offered.
6.1. Cell death. Starting with one cell, cells divide and die as a continuous-
time Markov branching process.
Without cell death, it is certain that n cells are reached. With cell death,
the population may go extinct before n cells are reached. Therefore, in this
generalised setting, the Bn,µi denote mutation frequencies when n cells are
first reached conditioned on the event that n cells are reached.
6.2. Selection. A cell’s division and death rates are a function of its genome.
It will help to classify different types of genetic site. Partition the sites into
neutral and selective sites:
S = Sneut ∪ Ssel.
Mutations at neutral sites do not affect division nor death rates, whereas
mutations at selective sites may affect division or death rates. That is to say,
division and death rates can be written as a function of the genome at just
the selective sites. For a genome v ∈ G, write v′ = (vi)i∈Ssel for its restriction
to the selective sites. Say that there exist functions α, β : NSsel → [0,∞),
such that a cell with genome v ∈ G has division and death rates α(v′) and
β(v′). Assume that the initial cell’s genome gives a positive growth rate:
α(u′) > β(u′).
Rather vaguely, there are two cases to consider: Ssel is large, and Ssel is small.
We will discuss the latter case.
6.3. Heterogeneous mutation rates. Site i mutates from nucleotide χ to
nucleotide ψ at rate µχ,ψi . Let’s state this precisely. Suppose that a cell with
genome v = (vi)i∈S ∈ G divides. Then, denoting its daughters’ genomes as
(V 1i )i∈S and (V
2
i )i∈S:
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• The V ri are independent over i ∈ S and r ∈ {1, 2}.
• V ri = ψ, with probability µvi,ψi /2 for ψ ∈ N\{vi};
V ri = vi otherwise.
Remark 6.1. Taking µχ,ψi = µ/3 for χ 6= ψ recovers the original model.
Remark 6.2. As before, the factor of 1/2 in the mutation probabilities
balances that fact that 2 cells are produced at cell division.
Slightly adapting previous notation, write
µ =
(
µχ,ψi
)
i∈S;χ,ψ∈N
for the collection of mutation rates and keep the notation Bn,µi for mutation
frequencies.
6.4. Results. To begin, Theorem 4.1 is generalised. The genomes whose
only difference from the initial cell’s genome is at site i ∈ S,
Gi = {v ∈ G : ∀j ∈ S, (uj 6= vj ⇐⇒ i = j)},(7)
will play a crucial role.
Theorem 6.3. Take µχ,ψi → 0 and nµχ,ψi → θχ,ψi < ∞ for all i ∈ S and
χ, ψ ∈ N with χ 6= ψ. Then
(Bn,µi )i∈S →
∑
v∈Gi
Xv

i∈S
in distribution, where
• the Xv are independent;
• Xv has generalised Luria-Delbru¨ck distribution with parameters(
α(v′)
α(u′)− β(u′) ,
β(v′)
α(u′)− β(u′) ,
α(u′)θui,vii
α(u′)− β(u′)
)
.
The generalised Luria-Delbru¨ck distribution is defined in Appendix A.
What about taking the number of sites to infinity? The distinction between
neutral and selective sites becomes important. The number of neutral sites
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will be taken to infinity, while the selective sites remain finite (which is the
meaning of ‘Ssel is small’ in Section 6.2). Heterogeneous mutation rates also
require attention for the infinite-sites limit. Partition the set of neutral sites:
Sneut =
⋃
j∈J
S(j),
such that mutation rates and the initial genome’s nucleotides are homoge-
neous on S(j) (J is just some indexing set). For i ∈ S(j), write µχ,ψi = µχ,ψ(j)
for the mutation rates and ui = u(j) for the initial genome’s nucleotide. The
ratios |S(j)|/|Sneut| will be assumed to converge. Now Corollary 4.2, which
shows a deterministic limit for the site frequency spectrum, is generalised.
Corollary 6.4. Take µχ,ψ(j) → 0, nµχ,ψ(j) → θχ,ψ(j) < ∞, |Sneut| →
∞, and |S(j)|/|Sneut| → q(j), for all j ∈ J and χ, ψ ∈ N with χ 6= ψ. Then
| {i ∈ S : Bn,µi = k} |
|S|
p→
∑
j∈J
q(j)P [B(j) = k] ,
where
B(j) =
∑
ψ∈N\{u(j)}
Xψ(j),
and the Xψ(j) are independent generalised Luria-Delbru¨ck random variables
with parameters(
α(u′)
α(u′)− β(u′) ,
β(u′)
α(u′)− β(u′) ,
α(u′)θu(j),ψ(j)
α(u′)− β(u′)
)
.
Selection is visible in Theorem 6.3. By contrast, selection is invisible in
Corollary 6.4. This is because mutations at selective sites do little to change
the evolutionary tree’s structure, and the vast number of neutral mutations
dominate the picture.
6.5. Conjectures. Next a generalisation of Corollary 5.3 is conjectured.
Conjecture 6.5. Let 0 < a < b < 1. Take µχ,ψ(j) → 0, nµχ,ψ(j) →
θχ,ψ(j), µχ,ψ(j)|S(j)| → ηχ,ψ(j), for all j ∈ J and χ, ψ ∈ N with χ 6= ψ.
Then
E
∣∣{i ∈ S : n−1Bn,µi ∈ (a, b)}∣∣
→ α(u
′)
α(u′)− β(u′)(a
−1 − b−1)
∑
j∈J
∑
ψ∈N\{u(j)}
ηu(j),ψ(j).
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Lastly, a generalisation of Theorem 5.4 is conjectured.
Conjecture 6.6. Let 0 < a < b < 1. Take µχ,ψ(j) → 0, nµχ,ψ(j) →
θχ,ψ(j), µχ,ψ(j)|S(j)| → ηχ,ψ(j), for all j ∈ J and χ, ψ ∈ N with χ 6= ψ.
Then ∣∣{i ∈ S : n−1Bn,µi ∈ (a, b)}∣∣→ ∑
x∈T\{∅}
MxδPx(a, b)
in distribution, where
• T and (Px) are unchanged from Theorem 5.4;
• (Mx) is an i.i.d. family, but for β > 0 it is not independent of (Px);
•
EMx =
α(u′) + β(u′)
2(α(u′)− β(u′))
∑
j∈J
∑
ψ∈N\{u(j)}
ηu(j),ψ(j).
Conjectures 6.5 and 6.6 are explained and heuristically derived in Appendix
B.
Theorem 6.3, Corollary 6.4, and Conjectures 6.5 and 6.6 all suggest a biolog-
ically pertinent statement: selection has no impact on most neutral muta-
tions. The caveat is that selective sites are assumed to be few. Consider the
opposite, that selective sites are many. Then, with non-negligible probability,
selective sites mutate early in the growth trajectory on the same branches
of the evolutionary tree. Hence there is a highly complex interplay between
the tree structure and genetic information, which is beyond the scope of the
paper. Questions are open.
Detecting selection in cancer through the lens of mutation frequencies is
foggy territory. How or whether it is even possible to do so is a subject of
current debate in the biological literature. See for example [22].
7. Proofs.
7.1. Theorems 4.1 and 6.3.
7.1.1. A more detailed result. Theorem 4.1 and its generalisation, Theorem
6.3, can be understood in the light of a more detailed result. First some
notation needs to be introduced. Write
Xµv (t)(8)
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for the number of cells with genome v ∈ G at time t ≥ 0. (Recall the initial
condition Xµv (0) = δu,v.) Write
σµn = min
t ≥ 0 : ∑
v∈G
Xµv (t) = n

for the time at which n cells are reached. Write
((Xµv (σ
µ
n))v∈G|σµn <∞)
for the number of cells of each genotype at time σµn, conditioned on σ
µ
n <∞
(i.e. the event that n cells are reached). Recall from (7) that Gi is the subset
of genomes with exactly one mutation which is at site i. Write
G≥2 = {v ∈ G : |{i ∈ S : vi 6= ui}| ≥ 2}
for the subset of genomes with at least two mutations.
Theorem 7.1. For i ∈ S and χ, ψ ∈ N with χ 6= ψ, take µχ,ψi → 0 and
nµχ,ψi → θχ,ψi ∈ (0,∞). Then
((Xµv (σ
µ
n))v∈G|σµn <∞)→ (Xv)v∈G
in distribution, where
• the Xv are independent;
• for v ∈ Gi, Xv has generalised Luria-Delbru¨ck distribution with param-
eters (
α(v′)
α(u′)− β(u′) ,
β(v′)
α(u′)− β(u′) ,
α(u′)θui,vii
α(u′)− β(u′)
)
;
• Xu =∞;
• for v ∈ G≥2, Xv = 0.
Remark 7.2. Theorems 4.1 and 6.3 are a consequence of Theorem 7.1 via
the continuous mapping theorem, because
Bn,µi =
∑
v∈G
vi 6=ui
Xµv (σ
µ
n)
∣∣∣∣σµn <∞
 .
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We break down the proof of Theorem 7.1 into four parts. In 7.1.2, we present
a construction of (Xµv (σ
µ
n))v∈G. The construction will illuminate the impor-
tance of various subpopulations and the mutations between them. In 7.1.3,
we show that cell divisions which produce two mutant daughter cells can be
neglected. In 7.1.4, we show that some mutation times converge to a Pois-
son process and therefore (Xµv (σ
µ
n))v∈G converges. In 7.1.5, we condition on
{σµn <∞} to conclude the proof.
Additional notation to be used in the proof: for v ∈ G,
ev = (δv,w)w∈G
is the element of (N0)G denoting that there is one genome v and zero other
genomes. Also, for an interval I ⊂ [0,∞] and a space R, write D(I,R) for
the space of cadlag functions from I to R, which is equipped with the usual
Skorokhod topology.
7.1.2. Construction. Let
[µn]n∈N =
[(
µχ,ψn,i
)
i∈S:χ,ψ∈N
]
n∈N
be a sequence of mutation rates. For notational convenience,
µχ,χn,i /2 := 1−
∑
ψ∈N\{χ}
µχ,ψn,i /2
is the probability that site i with nucleotide χ does not mutate in a given
daughter cell at cell division (this quantity was never defined in Section 6.3).
Assume that
lim
n→∞nµ
χ,ψ
n,i = θ
χ,ψ
i <∞
for χ 6= ψ.
Fix n ∈ N. For v, w ∈ G, write
pn(v, w) =
∏
i∈S
µui,vin,i µ
ui,wi
n,i /4(9)
for the probability that a cell with genome u which divides, gives daugh-
ters with genomes v, w (which means that the daughter cells are somehow
ordered - the first has genome v and the second has genome w). Now the
construction of (Xµnv (σ
µn
n ))v∈G begins. For the foundational step, introduce
the following random variables on a fresh probability space.
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1.
(Zn(t))t≥0
is a birth-death branching process with birth and death rates
αn := α(u
′)pn(u, u)
and
βn := β(u
′) + α(u′)
∑
v,w∈G\{u}
pn(v, w).
The initial condition Zn(0) = 1 is assumed.
2. For j ∈ N,
Enj
are {∅} ∪ (G\{u})2-valued random variables, with
P[Enj = ∅] =
β(u′)
βn
,
and for v, w ∈ G\{u}
P[Enj = (v, w)] =
α(u′)pn(v, w)
βn
.
3. For v ∈ G\{u} and j ∈ N,
Ynv,j(·)
is a (N0)G-valued Markov process, with the same transition rates as
(Xµnx (·))x∈G (defined in (8)) and with the initial condition Ynv,j(0) = ev.
4. For v, w ∈ G\{u} and j ∈ N,
Ynv,w,j(·)
is a (N0)G-valued Markov process, with the same transition rates as
(Xµnx (·))x∈G and with the initial condition Ynv,w,j(0) = ev + ew.
5. For v ∈ G,
(Nv(t))t≥0
are Poisson counting processes with rate 1.
The random variables[
Zn(·), Enj ,Ynv,j(·),Ynv,w,j(·), Nv(·)
]
(10)
are assumed to be independent ranging over v, w, j.
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Let’s explain the meaning of the random variables introduced so far. Zn(·)
represents the ‘primary’ subpopulation - which we define as the type u cells
whose ancestors are all of type u. That is to say, there is an unbroken lineage
of type u cells between any primary cell and the initial cell. The rate, αn,
that a primary cell gives birth to another primary cell, is simply the type u
division rate multiplied by the probability that no mutation occurs in either
daughter cell. The rate, βn, that a primary cell is removed, is the rate that
a type u cell dies plus the rate that a type u cell divides to produce two
mutant daughter cells.
The Enj describe what happens at the jth downstep in the primary subpop-
ulation trajectory. If Enj = ∅, then the downstep is a primary cell death. If
Enj = (v, w), then the downstep is a primary cell dividing to produce two
mutant daughter cells of types v and w.
Sometimes a primary cell divides to produce one primary cell and one mutant
cell of type v. For the jth time that this occurs, Ynv,j(t) is the vector which
counts the cells of each genotype amongst the descendants of that type v
cell, time t after its birth.
Sometimes a primary cell divides to produce two mutant cells of types v and
w. For the jth time that this occurs, Ynv,w,j(t) is the vector which counts the
cells of each genotype amongst the descendants of the two mutants time t
after their birth.
The Nv(·) will soon be rescaled in time to represent the times at which
primary cells divide to produce one primary cell and one cell with genome
v.
The random variables introduced so far, seen together in (10), provide all
the necessary ingredients for the construction of (Xµnv (σ
µn
n ))v∈G. Now we
build upon these founding objects, defining further random variables.
6. For v ∈ G\{u} and t ≥ 0,
Knv (t) = Nv
(
2pn(u, v)α(u
′)
∫ t
0
Zn(s)ds
)
.(11)
7. For j ∈ N and v ∈ G\{u},
Tnv,j = min{t ≥ 0 : Knv (t) = j}.
8.
Sn1 = min{t ≥ 0 : Zn(t)− Zn(t−) = −1},
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and then for j > 1, recursively,
Snj = min{t > Snj−1 : Zn(t)− Zn(t−) = −1}.
(Here Zn(t−) := lims↑tZn(s).)
9. For v, w ∈ G\{u},
Tnv,w,1 = min{Snj : j ∈ N, Enj = (v, w)},
and then for j > 1, recursively,
Tnv,w,j = min{Snj : j ∈ N, Snj > Tnv,w,j−1, Enj = (v, w)}.
10. For v, w ∈ G\{u}, and t ≥ 0,
Knv,w(t) = #{j ∈ N : Tnv,w,j ≤ t}.
Let’s explain the meaning of the new random variables. The Knv (t) specify
the number of times before time t that primary cells have divided to produce
one primary cell and one type v cell. Let’s check that this interpretation
makes sense. Conditioned on the trajectory of Zn(·), Knv (·) is certainly a
Markov process, and increases by 1 at rate 2pn(u, v)α(u
′)Zn(t) - i.e. the
rate at which primary cells divide multiplied by the probability that exactly
one daughter cell is primary and one is type v.
Snj is the time of the jth downstep of the primary subpopulation size. Then
Tnv,w,j is the time of the jth primary cell division which produces cells of
types v and w. Knv,w(t) is the number of primary cell divisions before time t
which produce cells of types v and w.
At last the construction reaches its denouement.
11. For t ≥ 0,
Xn(t) = Zn(t)eu
+
∑
v∈G\{u}
Knv (t)∑
j=1
Ynv,j(t− Tnv,j)
+
∑
v,w∈G\{u}
Knv,w(t)∑
j=1
Ynv,w,j(t− Tnv,w,j).
12.
σn = min{t ≥ 0 : |Xn(t)| = n},
where | · | is the l1-norm on (N0)G.
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Upon reflection it should be clear that Xn(·) has the same distribution as
(Xµnv (·))v∈G. Both objects are Markov processes on (N0)G, whose initial con-
ditions and transition rates coincide. Next we show that certain elements of
the construction converge in distribution.
Lemma 7.3. As n→∞,
(e−λntZn(t))t∈[0,∞] → (e−λtZ∗(t))t∈[0,∞]
in distribution, on the space D([0,∞],R). Here
λn := αn − βn
is the growth rate of the primary cell population,
λ := α(u′)− β(u′)
is the large n limit of λn, and Z
∗(·) is a birth-death branching process with
birth and death rates α(u′) and β(u′).
Remark 7.4. The processes of Lemma 7.3 are defined on the timeline
extended to include infinity. For n large enough that λn > 0,
e−λn∞Zn(∞) := lim
t→∞ e
−λntZn(t) = Wn,
and
e−λ∞Z∗(∞) := lim
t→∞ e
−λtZ∗(t) = W ∗.
The limits Wn and W ∗ exist and are finite almost surely, which is a classic
branching process result [2].
Proof of Lemma 7.3. Convergence in finite dimensional distributions is
immediate. To show tightness we shall use Aldous’s criterion [1]. His re-
sult is for the time interval [0, 1]; so let’s identify [0, 1] with [0,∞], by
t(s) = −λ−1n log(1 − s) for s ∈ [0, 1]. We check tightness of the sequence
of martingales (Mn(s))s∈[0,1] defined by
Mn(s) := e−λnt(s)Zn(t(s))
= (1− s)Zn(−λ−1n log(1− s)).
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Suppose that (ρn) is a sequence of stopping times with respect to (M
n(·)),
and (δn) is a positive sequence converging to zero. Then, writing Fρn for the
sigma-algebra generated by Mn(·) upto time ρn,
E[(Mn(ρn + δn)−Mn(ρn))2|Fρn ] = E[Mn(ρn + δn)2|Fρn ]−Mn(ρn)2
= δn
αn + βn
λn
Mn(ρn),
where the last equality comes thanks to the fact that
Mn(s)2 − αn + βn
λn
(1− s)Mn(s)
is a martingale. Now,
E[(Mn(ρn + δn)−Mn(ρn))2] = δnαn + βn
λn
EMn(ρn)
= δn
αn + βn
λn
.
Take n→∞ to see that Mn(ρn + δn)−Mn(ρn) converges to zero in L2 and
hence in probability, thus satisfying Aldous’s criterion.
Lemma 7.5. As n→∞,
Ynv,j(·)→ Yv,j(·)ev
in distribution, where Yv,j(·) is a birth-death branching process with birth and
death rates α(v′) and β(v′) and initial condition Yv,j(0) = 1. The convergence
is in the space D([0,∞),R).
Proof. It is enough to note that the transition rates converge (see for
example page 262 of [8]).
Lemma 7.6. As n→∞, ∑
j≤kn3/2
1{Enj 6=∅}

k∈N
→ (0)
in distribution, on the space RN.
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Proof. Note that
lim
n→∞n
3/2P[Enj 6= ∅] = 0.
Then
P
 ∑
j≤kn3/2
1{Enj 6=∅} = 0; k = 1, .., r
 = P [Enj = ∅; j ≤ rn3/2]
=
(
1− P [Enj 6= ∅])brn3/2c
→ 1.
Remark 7.7. The number 3/2 which appears in Lemma 7.6 is not special.
It only matters that 3/2 ∈ (1, 2). The relevance of the result will be seen in
Section 7.1.3.
We are yet to say how the random variables in (10) are jointly distributed
over n ∈ N. In fact, the choice of this joint distribution over n ∈ N has no
relevance to the statement of Theorem 7.1. Hence the choice can be freely
made, in a way that streamlines the proof. We assume that:
lim
n→∞(e
−λntZn(t))t∈[0,∞] = (e−λtZ∗(t))t∈[0,∞](12)
almost surely, on the space D([0,∞],R);
lim
n→∞(Y
n
v,j(t))t∈[0,∞) = (Yv,j(t)ev)t∈[0,∞)(13)
almost surely, on the space D([0,∞), (N0)G), for v ∈ G\{u} and j ∈ N; and ∑
j≤kn3/2
1{Enj 6=∅}

k∈N
→ (0)(14)
almost surely, on the space RN.
To justify that it is possible to have constructed the random variables in
such a way that (12), (13), and (14) hold, one can bring in Skorokhod’s
Representation Theorem, to use with the Lemmas 7.3, 7.5, and 7.6.
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7.1.3. Double mutations can be neglected. Call the event that a primary
cell divides to produce two mutant cells a ‘double mutation’. Recall that
double mutations are represented by the events {Enj = (v, w)}, which occur
at the times Snj when the primary cell population steps down in size. In
order to comment on double mutations, we will first prove a rather crude
upper bound for the number of downsteps in the primary cell population
trajectory. Write
τn := min{t ≥ 0 : Zn(t) ∈ {0, n}},(15)
for the time at which the primary cell population hits 0 or n. Write
Dn :=
∣∣{j ∈ N : Snj ≤ τn}∣∣
for the number of downsteps in the primary cell population before time τn.
Lemma 7.8.
sup
n∈N
n−3/2Dn <∞
almost surely.
Proof. For each n ∈ N, let (Rnj )j∈N be a sequence of i.i.d. random variables
with
P[Rnj = x] =
{
αn/(αn + βn), x = 1;
βn/(αn + βn), x = −1;
so 1 + k∑
j=1
Rnj

k∈N
is a random walk, whose distribution matches the steps of Zn(·). Write
ρn = min
k ∈ N : 1 +
k∑
j=1
Rnj ∈ {0, n}

for the number of steps until the walk hits n or 0. Then the number of
downsteps before hitting n or 0 is
Dn
d
=
ρn∑
j=1
1{Rnj =−1} ≤ ρn.
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Therefore we can bound the tail of Dn’s distribution:
P[Dn > n3/2] ≤ P[ρn > n3/2].
But {ρn > n3/2} ⊂ {1 +
∑bn3/2c
j=1 R
n
j < n}, so
P[Dn > n3/2] ≤ P
1 + bn3/2c∑
j=1
Rnj < n

≤ P

bn3/2c∑
j=1
Rnj − bn3/2cλn
2 > (bn3/2cλn + 1− n)2
(16)
≤
(
bn3/2cλn + 1− n
)−2
Var
bn3/2c∑
j=1
Rnj
(17)
≤ cn−3/2,(18)
for some constant c > 0. Inequality (16) holds for large enough n and In-
equality (17) is Chebyshev’s inequality. Finally, (18) gives that∑
n∈N
P[Dn > n3/2] <∞,
and the result is proven by Borel-Cantelli.
Now it is to be seen that double mutations occurring before time τn can be
neglected.
Lemma 7.9. Let v, w ∈ G\{u}. As n→∞,
Knv,w(τn)→ 0
almost surely.
26 D. CHEEK AND T. ANTAL
Proof. From Lemma 7.8, C := supn∈N n−3/2Dn <∞. Then
Knv,w(τn) =
Dn∑
j=1
1{Enj =(v,w)}
≤
dCn3/2e∑
j=1
1{Enj =(v,w)}
≤
dCn3/2e∑
j=1
1{Enj 6=∅}.
By (14) this converges to zero as n→∞.
7.1.4. Convergence. The purpose of this section is to show that Xn(σn) con-
verges when conditioned on the event {W ∗ > 0} (W ∗ is defined in Remark
7.4). The times τn (defined in (15)) will play the role of a helpful stepping
stone in the proof.
Lemma 7.10. Condition on {W ∗ > 0}. Then, almost surely,
1. there exists n0 such that for all n ≥ n0, Zn(τn) = n; and
2. limn→∞ τn =∞.
Proof. To see the first statement, observe that there exists n0 such that
for all n ≥ n0, Wn > W ∗/2 > 0. For such n, limt→∞ Zn(t) =∞, and hence
Zn(·) > 0. To see the second statement, suppose for a contradiction that
there exists a bounded subsequence (τnk) ⊂ [0, C]. Then, for large enough
k,
nk = Z
nk(τnk) ≤ sup
n∈N
sup
t∈[0,C]
Zn(t).
The left hand side of the inequality is unbounded over k. On the other hand,
the right hand side, which does not depend on k, is finite thanks to (12).
Lemma 7.11. Condition on {W ∗ > 0}. Suppose that (an) is a real sequence
which converges to infinity, with
an ≤ τn
and
lim
n→∞(an − τn) = l ∈ [−∞, 0]
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almost surely. Then for each t ∈ R, almost surely,
Knv (an + t)→
{
K∗v (l + t), v ∈ Gi;
0, v ∈ G≥2;
where
K∗v (s) = Nv(λ
−1α(u′)θui,vii e
λs).
Proof. Thanks to (12):
1. for any sequence (tn) which converges to infinity, limn→∞ e−λntnZn(tn) =
W ∗; and
2. supn∈N supt∈[0,∞] e−λntZn(t) <∞.
Therefore, for t ∈ R,
n−1
∫ an+t
0
Zn(s)ds =
∫ t
−an
Zn(an + s)
eλn(an+s)
eλnτn
Zn(τn)
eλn(an−τn+s)ds
→
∫ t
−∞
eλ(l+s)ds
= λ−1eλ(l+t)
as n→∞, by dominated convergence. Note also that
lim
n→∞npn(u, v) =
{
θui,vii /2, v ∈ Gi;
0, v ∈ G≥2.
Then the result follows straight from the definition of Knv (·) in (11).
Lemma 7.12. Condition on {W ∗ > 0}. Suppose that (an) satisfies the con-
ditions of Lemma 7.11. Then, almost surely,
lim
n→∞ (X
n(an)− Zn(an)eu) =
∑
i∈S
∑
v∈Gi
ev
K∗v (l)∑
j=1
Yv,j(l − T ∗v,j),
where K∗v (·) is defined in Lemma 7.11 and T ∗v,j = min{t ∈ R : K∗v (t) = j}.
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Proof. Recall that
Xn(an)− Zn(an)eu =
∑
v∈G\{u}
Knv (an)∑
j=1
Ynv,j(an − Tnv,j)(19)
+
∑
v,w∈G\{u}
Knv,w(an)∑
j=1
Ynv,w,j(an − Tnv,w,j).
The ‘double mutation’ term in (19) converges to zero, because
Knv,w(an) ≤ Knv,w(τn),
which converges to zero by Lemma 7.9. The ‘single mutation’ term in (19)
converges to the required limit due to Lemma 7.11 and (13).
Lemma 7.13. Condition on {W ∗ > 0}.
lim
n→∞(σn − τn) = 0
almost surely.
Proof. By Lemma 7.10, for large enough n, Zn(τn) = n. So |Xn(τn)| ≥ n,
and hence σn ≤ τn. Therefore
lim inf
n→∞ (σn − τn) ≤ 0.
Suppose, looking for a contradiction, that
lim inf
n→∞ (σn − τn) = l ∈ [−∞, 0).
Take a subsequence with
lim
k→∞
(σnk − τnk) = l.
Then, by Lemma 7.12,
|Xn(σnk)− Zn(σnk)eu|
converges, and so must be a bounded sequence. However it is also true that,
taking k →∞,
|Xn(σnk)− Zn(σnk)eu| = nk − Znk(σnk)
= nk
(
1− Z
nk(σnk)
eλnkσnk
eλnkτnk
Znk(τnk)
eλnk (σnk−τnk )
)
∼ nk(1− eλl),
which is unbounded.
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Lemma 7.14. Condition on {W ∗ > 0}.
lim
n→∞(X
n(σn)− Zn(σn)eu) =
∑
i∈S
∑
v∈Gi
ev
K∗v (0)∑
j=1
Yv,j(−T ∗v,j),
almost surely.
Proof. Combine Lemmas 7.12 and 7.13.
The limit of Lemma 7.14 is a vector of independent generalised Luria-
Delbru¨ck distributions:
∑
i∈S
∑
v∈Gi
ev
K∗v (0)∑
j=1
Yv,j(−T ∗v,j) d= (Xv)v∈G\{u},
where the Xv are as stated in Theorem 7.1. (See Appendix A for the defini-
tion of the Luria-Delbru¨ck distribution.) To complete the proof of Theorem
7.1 we need to show that conditioning on {W ∗ > 0} can be translated to
conditioning on {σn <∞}, which is the subject of the next subsection.
7.1.5. Conditioning. In order to connect {W ∗ > 0} and {σn < ∞}, the
next result is the key. It states that these events are approximately the
same for large n.
Proposition 7.15.
1. limn→∞ P[W ∗ > 0, σn =∞] = 0, and
2. limn→∞ P[W ∗ = 0, σn <∞] = 0.
Let’s break the proof of Proposition 7.15 into several lemmas; the idea is
that the random variable Wn be used as an intermediary.
Lemma 7.16.
lim
n→∞P[W
∗ > 0,Wn = 0] = 0.
Proof. If W ∗ > 0, then there exists n0, such that for all n ≥ n0
Wn >
W ∗
2
.
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So
lim
n→∞ 1{W ∗>0,Wn=0} = 0.
Therefore, by dominated convergence,
P[W ∗ > 0,Wn = 0] = E1{W ∗>0,Wn=0} → 0.
Lemma 7.17.
P[Wn > 0, σn =∞] = 0.
Proof. If Wn > 0, then limt→∞Xn(t) =∞, and so σn <∞.
Proof of Part 1 of Proposition 7.15.
P[W ∗ > 0, σn =∞] = P[W ∗ > 0, σn =∞,Wn = 0]
+P[W ∗ > 0, σn =∞,Wn > 0]
≤ P[W ∗ > 0,Wn = 0]
+P[σn =∞,Wn > 0]→ 0
as n→∞, by Lemmas 7.16 and 7.17.
The structure for the proof of Part 2 of Proposition 7.15 is much the same
as that of Part 1. However the details will require a little extra work.
Lemma 7.18.
lim
n→∞P[W
∗ = 0,Wn > 0].
Proof. Let  > 0. If W ∗ = 0, then there exists n0 such that for all n ≥ n0
Wn < .
So
lim
n→∞ 1{W ∗=0,Wn≥} = 0.
Note that
1{W ∗=0,Wn>0} = 1{W ∗=0,Wn∈(0,)} + 1{W ∗=0,Wn≥}
≤ 1{Wn∈(0,)} + 1{W ∗=0,Wn≥},
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and that
sup
n∈N
P[Wn ∈ (0, )] ≤ C,
for some C > 0. Now, using dominated convergence,
lim sup
n→∞
P[W ∗ = 0,Wn > 0] ≤ C.
But  > 0 was arbitrary, giving the result.
Lemma 7.19.
lim
n→∞P[W
n = 0, σn <∞] = 0.
Proof. If the primary population size never reaches n and there are never
any mutations, then the total population size never reaches n. That is, if
Zn(τn) = 0, K
n
v (·) = 0 and Knv,w(·) = 0 for all v, w ∈ G\{u}, then
sup
t≥0
|Xn(t)| < n,
which means that σn =∞. Equivalently,
{σn <∞} ⊂ {Zn(τn) = n} ∪ {∃v,Knv (·) 6= 0} ∪ {∃(v, w),Knv,w(·) 6= 0}
= {Zn(τn) = n} ∪ {∃v,Knv (·) 6= 0}
∪{∃(v, w),Knv,w(·) 6= 0, Zn(τn) = 0}.
It follows that
P[Wn = 0, σn <∞] ≤ P[Wn = 0|Zn(τn) = n]
+
∑
v∈G\{u}
P[Knv (·) 6= 0|Wn = 0]
+
∑
v,w∈G\{u}
P[Knv,w(·) 6= 0|Zn(τn) = 0].(20)
We will show that each term of the right hand side of Inequality (20) con-
verges to zero. Firstly,
P[Wn = 0|Zn(τn) = n] =
(
βn
αn
)n
,
which is the probability that Zn(·), if starting at size n, eventually goes
extinct; this clearly converges to zero.
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Secondly,
E
[
sup
t
Knv (t)
∣∣∣Wn = 0] = E [Nnv (2pn(u, v)α(u′) ∫ ∞
0
Zn(s)ds
) ∣∣∣Wn = 0]
= E
[
E
[
Nnv
(
2pn(u, v)α(u
′)
∫ ∞
0
Zn(s)ds
)
∣∣∣Zn(·)]∣∣∣Wn = 0]
= E
[
2pn(u, v)α(u
′)
∫ ∞
0
Zn(s)ds
∣∣∣Wn = 0]
= 2pn(u, v)α(u
′)
∫ ∞
0
E[Zn(s)|Wn = 0]ds
= 2pn(u, v)α(u
′)
∫ ∞
0
e−λnsds
→ 0,
because pn(u, v)→ 0. Hence
P
[
sup
t
Knv (t) 6= 0
∣∣∣Wn = 0]→ 0.
Lastly,
P[Knv,w(·) 6= 0|Zn(τn) = 0] = P[Knv,w(τn) 6= 0|Zn(τn) = 0]
≤ P[K
n
v,w(τn) 6= 0]
P[Zn(τn) = 0]
.
But P[Knv,w(τn) 6= 0] converges to zero by Lemma 7.9, while P[Zn(τn) = 0]
converges to P[W ∗ = 0] > 0 by (12).
Proof of Part 2 of Proposition 7.15. Just as for Part 1,
P[W ∗ = 0, σn <∞] = P[W ∗ = 0, σn <∞,Wn > 0]
+P[W ∗ = 0, σn <∞,Wn = 0]
≤ P[W ∗ = 0,Wn < 0]
+P[σn <∞,Wn = 0]→ 0
as n→∞, by Lemmas 7.18 and 7.19.
Corollary 7.20 (to Proposition 7.15). For any event H,
lim
n→∞P[H,σn <∞] = P[H,W
∗ > 0].
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Proof. Write
P[H,σn <∞] + P[H,W ∗ > 0, σn =∞] = P[H,W ∗ > 0] + P[H,W ∗ = 0, σn <∞],
and take n→∞.
Finally we are in a position to prove Theorem 7.1.
Proof of Theorem 7.1. For any R ⊂ (N0 ∪ {∞})G,
lim
n→∞
P[Xn(σn) ∈ R, σn <∞]
P[σn <∞] = limn→∞
P[Xn(σn) ∈ R,W ∗ > 0]
P[W ∗ > 0]
(21)
= P[(Xv)v∈G ∈ R],(22)
where (21) is due to Corollary 7.20 and (22) is due to Lemma 7.14.
7.2. Corollaries 4.2 and 6.4. It will be clearer to write the site frequency
spectrum as a sum of indicator functions:
|{i ∈ S : Bn,µi = k}| =
∑
i∈S
1{Bn,µi =k}.
The expected site frequency spectrum, normalised, is
E
[
|S|−1
∑
i∈S
1{Bn,µi =k}
]
= |S|−1
∑
i∈S
P[Bn,µi = k]
= |S|−1
∑
i∈Ssel
P[Bn,µi = k]
+|S|−1
∑
j∈J
∑
i∈S(j)
P[Bn,µi = k].
Theorem 6.3 says that P[Bn,µi = k]→ P[B(j) = k], while |Ssel|/|S| → 0 and
|S(j)|/|S| → q(j). Hence
E
[
|S|−1
∑
i∈S
1{Bn,µi =k}
]
→
∑
j∈J
q(j)P[B(j) = k].
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The variance is
Var
[
|S|−1
∑
i∈S
1{Bn,µi =k}
]
= |S|−2
∑
i∈S
Var[1{Bn,µi =k}]
+|S|−2
∑
i,j∈S
i 6=j
Cov[1{Bn,µi =k}, 1{Bn,µj =k}]
≤ |S|−1 + max
i,j∈S
i 6=j
Cov[1{Bn,µi =k}, 1{Bn,µj =k}].
Because Ssel and J are fixed sets and the random variables are exchangable
over S(j), the maximum is taken over a fixed set. Theorem 6.3 says that the
covariances converge to zero.
7.3. Theorem 5.1. Because this result assumes no cell death,
(Bn,µi )n∈N
is a Markov process on the integers with transition probabilities
P[Bn+1,µi = k|Bn+1,µi = j]
=

j
n(µ/6)
2, k = j − 1;
j
n2(µ/6)(1− µ/6) + n−jn (1− µ/2)2, k = j;
j
n(1− µ/6)2 + n−jn 2(µ/2)(1− µ/2), k = j + 1;
n−j
n (µ/2)
2, k = j + 2.
(23)
The subscript i plays no part in this result, so for the proof let’s drop i from
the notation. The key idea of the proof will be to condition on the number of
cells when the first mutant (with respect to site i) arises. For this purpose,
introduce
ξµ = min{n ∈ N : Bn,µ > 0}
for the total number of cells when the first mutant cell arises. For k ∈ {1, 2},
let
Ξµk = {Bξ
µ,µ = k}
be the event that the first mutation gives rise to k mutant cells. Now, for
a ∈ (0, 1),
µ−1P[Bn,µ > an] =
∞∑
j=2
2∑
k=1
(
P[Bn,µ > an
∣∣ξµ = j,Ξµk ]
×µ−1P[ξµ = j,Ξµk ]
)
.(24)
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Let (µn)n∈N be a positive sequence with
lim
n→∞nµn = θ.
To see the limit of µ−1n P[Bn,µn > an], the following three lemmas will be
applied to (24).
Lemma 7.21.
lim
n→∞P[B
n,µn > an
∣∣ξµn = j,Ξµn1 ] = (1− a)j−1.
Lemma 7.22.
lim
n→∞µ
−1
n P[ξµn = j,Ξ
µn
k ] =
{
1, k = 1;
0, k = 2
.
Lemma 7.23.
sup
n∈N
P[Bn,µn > an
∣∣ξµn = j,Ξµnk ] ≤ cj−2,
where c > 0 does not depend on j, k.
Proof of Theorem 5.1. Lemmas 7.21, 7.22, and 7.23, along with the
Dominated Convergence Theorem, show that the limit of (24) is
∞∑
j=1
(1− a)j = a−1 − 1.
It remains to prove Lemmas 7.21, 7.22, and 7.23, which is the subject of the
remainder of this section. Let’s start with Lemma 7.21. Its proof makes use
of the construction in Section 7.1.2; notation is taken from there.
Lemma 7.24. Suppose that (an) is a sequence with
lim
n→∞ an =∞
and
an ≤ σn
almost surely. Then
lim
n→∞ e
−λnanXn(an) = W ∗eu,
almost surely.
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Proof. Lemma 7.12 teaches us that |Xn(an)| − Zn(an) is bounded, and
therefore
lim
n→∞
|Xn(an)|
Zn(an)
= 1.
Then, writing Xnv (·) for the vth entry of Xn(·),
e−λnanZn(an) ≤ e−λnanXnu(an) ≤ e−λnanZn(an)
|Xn(an)|
Zn(an)
.
The upper and lower bounds both converge to W ∗ by (12), as required. As
for v 6= u,
e−λnanXnv (an) ≤ e−λnan (|Xn(an)| − Zn(an)) ,
which converges to zero.
Proof of Lemma 7.21. Let (
Xn,l(·)
)
n∈N
for l = 1, .., j, be independent copies of
(Xn(·))n∈N ,
but with initial conditions
Xn,l(0) = eu[l]
for some genomes u[1], .., u[j] ∈ G. Let
σ′n = min
{
t ≥ 0 :
j∑
l=1
|Xn,l(t)| = n
}
,
for n ≥ j. Then σ′n converges to infinity and
σ′n ≤ σn,l := min{t ≥ 0 : |Xn,l(t)| = n}.
Therefore, using Lemma 7.24∑j
l=1X
n,l(σ′n)∣∣∣∑jl=1Xn,l(σ′n)∣∣∣ →
∑j
l=1W
∗,leu[l]∑j
l=1W
∗,l ,
where the W ∗,l are independent copies of W ∗, which is an Exp(1) random
variable.
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The statement of Lemma 7.21 asks that we take
u[l] =
{
u, l = 1, .., j − 1;
v, l = j;
where v is some genome which is mutated at site i. Then
(
n−1Bn,µn |ξµn = j,Mµn1
) d
=
∑j
l=1X
n,l
v (σ′n)∣∣∣∑jl=1Xn,l(σ′n)∣∣∣ →
W ∗,j∑j
l=1W
∗,l .
But the limit is just a beta random variable, giving the result.
Proof of Lemma 7.22. The probability that the first j − 2 cell divisions
give no site i mutations multiplied by the probability that the (j − 1)th cell
division gives exactly one mutant daughter is
P[ξµn = j,Ξµn1 ] = (1− µn/2)2j−3µn.
Similarly
P[ξµn = j,Ξµn2 ] = (1− µn/2)2j−4µ2n/4.
The result is immediate.
Proof of Lemma 7.23. Let r ∈ {2, .., n}. Note that nµn is bounded above
and that Br,µn ≤ r. Directly calculating from the transition probabilities
(23),
E[(Br+1,µn)2|Br,µn ] ≤ (r + 1)2r−2(Br,µn)2 + b,
where b > 0 is some constant independent of n, r. Taking expectations and
rearranging,
E[(Br+1,µn/(r + 1))2]− E[(Br,µn/r)2] ≤ r−2b.
This leads to
E[(Br,µn/r)2] ≤ E[(Bj,µn/j)2] + b
r−1∑
k=j
k−2.(25)
The lemma which we are proving asks to condition the Markov chain (Br,µn)r≥j
on {ξµn = j,Ξµnk }, which is just conditioning on the initial state Bj,µn = k.
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To keep notation brief, let’s condition on this initial state without explicitly
writing conditional expectations. Then (25) becomes
E[(Br,µn/r)2] ≤ k2j−2 + b
r−1∑
k=j
k−2
≤ b′j−1,
where b′ is another constant. (In the following, b′′ and b′′′ will also be con-
stants.) A similar calculation for third moments gives
E[(Br+1,µn/(r + 1))3]− E[(Br,µn/r)3] ≤ b′′r−4E[(Br,µn/r)2]
≤ b′′′r−2j−1,
from which it follows that
E[(Bn,µn/n)3] = E[(Bj,µn/j)3] + b′′′j−1
n−1∑
r=j
r−2
≤ j−3 + b′′′j−2
≤ cj−2.
Apply Markov’s inequality to conclude.
7.4. Theorem 5.4.
7.4.1. Evolutionary tree. To understand the dependency structure of large-
frequency mutations, one first needs to understand, to an extent, the evolu-
tionary tree. Recall the notation for the tree which was introduced in Section
5:
T = ∪∞l=0{0, 1}l,
and its partial ordering ‘≺’ denoting ancestral relationships. Now further
notation is introduced.
The lifetimes of the cells are given by i.i.d. Exp(α) random variables
(Ax)x∈T,
and the cells alive at time t are
Tt = {x ∈ T :
∑
y≺x
Ay ≤ t <
∑
yx
Ay}.
MUTATIONS IN A GROWING POPULATION 39
In this notation,
σn = min{t ≥ 0 : |Tt| = n}.
Write
Dx = {y ∈ T : x  y}
for the descendants of cell x, and then
Dx,t = Dx ∩ Tt
for the cells alive at time t which are descendants of x (for convenience we
say that x is a descendant of x). Write
Px,t =
|Dx,t|
|D∅,t|
=
|Dx,t|
|Tt|
for the proportion of cells alive at time t which are descendants of x.
The following result states the long term proportion of descendants of each
cell. The result is surely not new, but we do not know of a reference.
Lemma 7.25. For each x ∈ T,
lim
t→∞Px,t = Px :=
∏
∅≺yx
Uy
almost surely, where
1. the Uy are uniform random variables on [0, 1];
2. for any y ∈ T, Uy0 + Uy1 = 1;
3. (Uy0)y∈T is an independent family.
Proof. Let x ∈ T. Then
Dx,
∑
y≺x Ay+t =
y ∈ T : x  y,∑
z≺y
Az ≤
∑
z≺x
Az + t <
∑
zy
Az

=
y ∈ T : x  y, ∑
xz≺y
Az ≤ t <
∑
xzy
Az
 .
Hence (
|Dx,∑y≺x Ay+t|
)
t≥0
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is measurable with respect to the sigma-algebra generated by (Ay)y∈Dx , and
has the same distribution as(|D∅,t|)t≥0 = (|Tt|)t≥0 .
It follows that
lim
t→∞ e
−αt|Dx,∑y≺x Ay+t| = limt→∞ e−αt+
∑
y≺x Ay |Dx,t| =: Wx
almost surely, where Wx ∼Exp(1). Moreover, if x, y ∈ T are such that Dx ∩
Dy = ∅, then Wx and Wy are independent. In particular, Wx0 and Wx1 are
independent. Now,
lim
t→∞
|Dx0,t|
|Dx,t| = limt→∞
|Dx0,t|
1 + |Dx0,t|+ |Dx1,t| =
Wx0
Wx0 +Wx1
=: Ux0
almost surely, and Ux0 + Ux1 = 1. A standard calculation shows that Ux0 is
uniformly distributed on [0, 1]: for u ∈ (0, 1),
P[Ux0 < u] =
∫ ∞
0
∫ ∞
z(1−u)/u
e−ye−zdydz = u.
It remains to show independence of the Ux0. Another standard calculation
shows that
Ux0 =
Wx0
Wx0 +Wx1
is independent of
Wx0 +Wx1 :
for (u, v) ∈ (0, 1)× (0,∞),
P[Ux0 < u,Wx0 +Wx1 < v] =
∫ uv
0
∫ v−z
z(1−u)/u
e−ye−zdydz
= u(1− (1 + v)e−v)
= P[Ux0 < u]P[Wx0 +Wx1 < v].
Now fix l ∈ N. Because Ux0 and Wx0 +Wx1 are measurable with respect to
the sigma-algebra generated by (Ay)y∈Dx\{x}, we have that[
(Ux0)|x|=l, (Wx0 +Wx1)|x|=l, (Ax)|x|≤l
]
(26)
forms an independent collection of random variables.
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Finally we complete the proof by induction. Suppose that (Ux0)x∈T:|x|<l is
an independent family. Observing that for any x ∈ T,
Wx = e
−Ax(Wx0 +Wx1),
we have that (Ux0)x∈T:|x|<l is measurable with respect to the sigma-algebra
generated by
[(Wx0 +Wx1)|x|=l, (Ax)|x|≤l].
Then, thanks to the independence of (26), (Ux0)x∈T:|x|≤l forms an indepen-
dent family.
7.4.2. Infinite-sites approximation. Having understood a little more of the
evolutionary tree, the proof of Theorem 5.4 can really begin. The key idea
is to consider an ‘infinite-sites’ version of the process. By infinite-sites we
are not talking about taking the number of sites to infinity; we are referring
to the infinite-sites assumption (discussed in Section 1), where parallel and
backward mutations are neglected. Under the assumption, any mutation
arising in a cell will appear in all of its descendants and in no other cells.
The proof of Theorem 5.4 can be summarised as: mutation frequencies are
established under the infinite-sites assumption, which is shown provide a
good approximation.
Let (µn) be a sequence of mutation rates with nµn → θ, and (Sn) be a
sequence of sets of sites with |Sn|µn → η.
Fix n ∈ N. Write V n(x) = (V ni (x))i∈Sn for the genetic state of cell x ∈ T.
So (V ni (x))x∈T is a Markov process which is indexed by the tree T and takes
values in NSn . And for i ∈ Sn, the (V ni (x))x∈T are independent N-valued
Markov processes.
Enumerate the elements of T,
T = (xk)k∈N,
in such a way that
xj ≺ xk =⇒ j < k.(27)
Let’s give an example of such an enumeration: map (x(r))lr=1 ∈ {0, 1}l ⊂ T
to 2l +
∑l
r=1 2
r−1x(r).
Write
φni = min{x ∈ T : V ni (x) 6= ui}
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for the first cell which sees a mutation at site i (where the minimum is with
respect to the enumeration of T). Write
Mnx = |{i ∈ Sn : φni = x}|
for the number of sites which see their first mutation at cell x.
Lemma 7.26.
lim
n→∞(M
n
x )x∈T\{∅} = (Mx)x∈T\{∅}
in distribution, where the Mx are i.i.d. Poisson(η/2) random variables.
Proof. The initial cell is x1 = ∅. The number of sites which mutate in cell
x2, M
n
x2 , is binomially distributed with parameters Sn and (1− µn/2)µn/2.
This converges to a Poisson(η/2) random variable. Now, for induction, sup-
pose that
lim
n→∞
(
Mnxj
)k
j=2
=
(
Mxj
)k
j=2
in distribution, where the Mx are i.i.d. Poisson(η/2) random variables. Then
P
[(
Mnxj
)k+1
j=2
= (mj)
k+1
j=2
]
= P
[
Mnxk+1 = mk+1
∣∣∣∣ (Mnxj)kj=2 = (mj)kj=2
]
×P
[(
Mnxj
)k
j=2
= (mj)
k
j=2
]
.(28)
Due to the property (27) of the enumeration, Mnxk+1 conditioned on the event(
Mnxj
)k
j=2
= (mj)
k
j=2 is just a binomial random variable with parameters
|Sn|−
∑k
j=2mj and (1−µn/2)µn/2. Therefore (28) converges as required.
Proposition 7.27. For a ∈ (0, 1),
lim
n→∞ |{i ∈ Sn : Pφni ,σn > a}| =
∑
x∈T\{∅}
Mx1{Px>a}
in distribution.
Proof. From Lemmas 7.25 and 7.26, and the fact that the (Mnx ) are inde-
pendent of the (Px,σn):
lim
n→∞(M
n
x , Px,σn)x∈T\{∅} = (Mx, Px)x∈T\{∅}
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in distribution (where the Mx are independent of the Px). Then, by the
continuous mapping theorem,
|{i ∈ Sn : Pφni ,σn > a}| =
∑
x∈T\{∅}
Mnx 1{Px,σn>a}
converges as required.
Write
Bni = {x ∈ T : V ni (x) 6= ui}
for the cells which are mutated at site i, and
Bˆni = ∪x∈Bni Dx
for their descendants (recall that Dx are the descendants of x). Note that
Bni ⊂ Bˆni ,
and then
|Bni ∩ Tσn | ≤ |Bˆni ∩ Tσn | =: Bˆni ,
where Bˆni is the number of cells alive at time σn which have descended from
a mutant. Let’s connect with the original notation:
Bn,µni = |Bni ∩ Tσn |
is just the number of cells alive at time σn which are mutated at site i, and
Bn,µni ≤ Bˆni .
It follows that
{i ∈ Sn : Bn,µni > an} ⊂ {i ∈ Sn : Bˆni > an}.(29)
We will come back to (29) at the end of Theorem 5.4’s proof.
Now let’s look at the descendants of the first mutant cell, which are clearly
a subcollection of the descendants of all mutant cells:
Dφni ⊂ Bˆni .
And then
nPφni ,σn = |Dφni ∩ Tσn |
≤ |Bˆni ∩ Tσn |
= Bˆni .
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Therefore
{i ∈ Sn : Pφni ,σn > a} ⊂ {i ∈ Sn : Bˆni > an}.(30)
The following two lemmas show that the expected sizes of the sets in (30)
converge to the same limit.
Lemma 7.28.
lim
n→∞E|{i ∈ Sn : Bˆ
n
i > an}| = η(a−1 − 1).
Proof. Let n ∈ N, i ∈ Sn. Set
Vˆ ni (x) = ui
for x ∈ T\Bˆni , and
Vˆ ni (xr) = Vˆ
n
i (x)
for x ∈ Bˆni , r ∈ {0, 1}. Then
(Vˆ ni (x))x∈T
is a Markov process indexed by T which takes values in N. Initially
Vˆ ni (∅) = ui,
and the process has transition probabilities
P[Vˆ ni (xr) = ψ|Vˆ ni (x) = χ]
=

(1− µn/2), χ = ψ = ui;
µn/6, χ = ui, ψ 6= ui;
1, χ 6= ui, χ = ψ;
0, χ 6= ui, χ 6= ψ.
(31)
Also, the processes (Vˆ ni (x))x∈T are independent over i ∈ Sn.
Note that
Bˆni = |{x ∈ Tσn : Vˆ ni (x) 6= ui}|
appears very similar to the quantity
Bn,µni = |{x ∈ Tσn : V ni (x) 6= ui}|.
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In fact, we can consider the Vˆ ni (x) as an alternative model for genetic infor-
mation which is a special case of the general heterogeneous mutation rate
setting laid out in Section 6.3. To connect the notation of Section 6.3 and
(31),
µψ,χi,n /2 = P[Vˆ
n
i (xr) = ψ|Vˆ ni (x) = χ].
In this model, Bˆni is just the number of site i mutants when the total pop-
ulation size reaches n. Crucially,
lim
n→∞nµ
χ,ψ
n,i = θ
χ,ψ
i ,
where ∑
ψ∈N\{ui}
θχ,ψi = θ.
Therefore the proof of this Lemma boils down to proving Theorem 5.1 in
a slightly different, heterogeneous mutation rate setting. The proof works
almost identically in both settings, and we do not reproduce it.
Lemma 7.29.
lim
n→∞E|{i ∈ Sn : Pφni ,σn > a}| = η(a
−1 − 1).
Proof. By (30),
|{i ∈ Sn : Pφni ,σn > a}| ≤ |{i ∈ Sn : Bˆni > an}|.
Therefore, by Lemma 7.28,
lim sup
n→∞
E|{i ∈ Sn : Pφni ,σn > a}| ≤ limn→∞ |{i ∈ Sn : Bˆ
n
i > an}|
= η(a−1 − 1).
Meanwhile, by Fatou’s lemma and Proposition 7.27,
lim inf
n→∞ E|{i ∈ Sn : Pφni ,σn > a}| ≥ E
∑
x∈T\{∅}
Mx1{Px>a}
= η(a−1 − 1).
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Finally the threads can be tied together to complete the proof of Theorem
5.4.
Proof of of Theorem 5.4. Write
ζn = |{i ∈ Sn : Bn,µni > an}|,
ζˆn = |{i ∈ Sn : Bˆni > an}|,
and
ζnP = |{i ∈ Sn : Pφni ,σn > a}|.
Then
E|ζn − ζnP | ≤ E|ζˆn − ζn|+ E|ζˆn − ζnP |
= 2Eζˆn − Eζn − EζnP
→ 0,(32)
where the equality is due to (29) and (30), and the convergence to zero
is due to Lemmas 7.28 and 7.29 and Theorem 5.1. Proposition 7.27 gives
the limiting distribution of ζnP . By (32), ζ
n and ζnP share the same limiting
distribution.
8. Connecting to data. Now we move into the arena of cancer genetic
data. Our intention here is not novel nor in-depth statistical analysis. Instead
we try to keep matters as simple as possible. We wish, with a single example,
to give the reader a flavour of data’s appearance and its relationship to the
model.
8.1. Diploid perspective. Before presenting data, an additional ingredient
needs to be considered: ploidy. Normal human cells are diploid. That is,
chromosomes come in pairs. Therefore a particular mutation may be present
zero, one, or two times in a single cell. It should be said that the story is
far more complex in tumours, with chromosomal instability and aneuploidy
coming into play. Even so, many tumour samples display an average ploidy
not so far from two (for example see Figure (1a) of [24]). We imagine an
idealised diploid world.
To illustrate the diploid structure, label the genetic sites as
S = {1, 2} × {1, .., L},
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for some L ∈ N. The first coordinate of a site (i, j) ∈ S states on which
chromosome of a pair the site lies, and the second coordinate refers to the
site’s position on the chromosome. Mutations at sites (1, j) and (2, j) are
typically not distinguished in data. In the original model set up, mutations
were defined as differences to the initial cell’s genome. Let’s slightly improve
that definition. Now a genome v ∈ G is said to be mutated at site (i, j) ∈ S if
vi,j 6= rj , where (rj)Lj=1 is some reference. Then data is simplistically stated
in the model’s language as
Fj =
1
2n
2∑
i=1
Bn,µi,j(33)
for j = 1, .., L. That is, the total number of mutations at position j divided
by the total number of chromosomes which contain position j.
8.2. Example: lung adenocarcinoma. The mutation frequency data of a
lung adenocarcinoma was made available in [9] (499017, Table S2). The
data is plotted in Figures 3 and 4. It must be noted that a multitude of
different data shapes exist, some looking nothing like this one. Our aim is
only to give a flavour, hence just a single cancer’s data is presented.
Our method to estimate mutation rates is, to a large extent, inspired by
[23, 3]. Their attention is restricted to a subset of mutations. They ignore
mutations at frequency less than 0.1, saying that their detection is too un-
reliable. They ignore mutations above frequency 0.25, in order to neglect
mutations present in the initial cell (which are relatively few). We do the
same.
Write
M(a, b) = |{j ∈ {1, .., L} : Fj ∈ (a, b)}|
for the number of mutations with frequency in (a, b) ⊂ (0.1, 0.25). Then,
adapting (6) to (33), the expected number of mutations with frequency in
(a, b) is
EM(a, b) ≈ 1
2
µ|S|(a−1 − b−1).(34)
Under different models, [23, 3] derive the same approximation (34). They
estimate the mutation rate µ by applying a linear regression to (34). We
simplify matters even further. Our estimator for µ is
µˆ =
M(0.1, 0.25)
3|S| ,(35)
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Fig 3. A histogram of mutation frequencies from a lung adenocarcinoma.
Fig 4. The number of mutations (of the lung adenocarcinoma) whose frequency is in the
interval (0.1, x), for x ∈ (0.1, 0.25).
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which (34) says is asymptotically unbiased. On the other hand, the variance
of µˆ is not insignificant. Similarly to Remark 5.6,
Var[µˆ/µ] ' 1
3|S|µ,
which is apparently not so far from 1. Now let’s calculate µˆ for the data
example. The data shows mutations on the exome, which has rough size
|S| = 3 × 108 [3]. And the number of mutations in the specified frequency
range is M(0.1, 0.25) = 112. This gives
µˆ = 1.2× 10−7.
Next let’s consider mutation rate heterogeneity. Write µχ for the rate that
nucleotide χ ∈ N mutates at cell division. Partition the genetic sites:
S = SA ∪ SC ∪ SG ∪ ST ,
where
Sχ = {i ∈ S : ui = χ}
is the set of sites which are represented by nucleotide χ in the initial cell.
Just as before,
µˆχ =
Mχ(0.1, 0.25)
3|Sχ|
is an unbiased estimator for µχ. The data gives
(µˆA, µˆC , µˆG, µˆT ) = (0.1, 2.6, 3.0, 0.3)× 10−7.
This method can easily be extended to estimate mutation rates between
specific nucleotides or on different chromosomes, for example.
What if cell death is included in the model? In this case the estimation story
needs to be changed: (35) becomes an estimator for the composite parameter
α
α− βµ,(36)
where α and β are the division and death rates. Interestingly, [3] turned the
parameter (36) on its head. They estimated (36) and then separately took
an estimate for µ from the literature, thereby estimating β/α.
That such simple mathematical illustrations can illuminate otherwise ob-
scure evolutionary processes is, we think, exciting. But needless to say, one
should question the model’s assumptions. One should also question the data
itself. As discussed in [23], the data is affected by:
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1. Spatial sampling - Only a fraction of the cells are taken from the
tumour, and these are not independently selected. Samples are taken
from distinct spatial regions in the tumour.
2. Impurity - The cancer cells are mixed together with normal cells from
the surrounding tissue.
3. Noise in DNA reading - From extracting to reading DNA, there is
a complex and technologically involved process with several stages.
Throughout the process, noise is introduced.
APPENDIX A: LURIA-DELBRU¨CK DISTRIBUTION
A nonnegative integer-valued random variable X is said to have generalised
Luria-Delbru¨ck distribution with parameters (α, β, θ) if its generating func-
tion is
E[zX ] = exp
(
−θ(1− β/α)F
[
1, 1/(α− β)
1 + 1/(α− β);
β/α− z
1− z
])
,
where F is Gauss’s hypergeometric function. Equivalently (see [5]),
X
d
=
K∑
j=1
Yj(ξj),
where
• K has a Poisson distribution with mean θ;
• ξj have exponential distributions with mean 1;
• (Yj(t))t≥0 are birth-death branching processes, with birth and death
rates α and β and initial condition Yj(0) = 1;
• K, ξj , Yj(·) are independent.
The next result describes the tail of the distribution (see for example [16, 5]).
Lemma A.1. Suppose that X has Luria-Delbru¨ck distribution with param-
eters (α, β, θ). Then
lim
k→∞
k1+1/(α−β)P[X = k] = Γ[1 + 1/(α− β)]θ(1− β/α)1−1/(α−β)/(α− β).
The Luria-Delbru¨ck distribution with parameter θ is defined as a special case
of the generalised Luria-Delbru¨ck distribution: take the parameters (1, 0, θ).
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In this case the generating function is
E[zX ] = (1− z)θ(z−1−1),
and the tail is
lim
k→∞
k2P[X = k] = θ.
The distribution was first derived by Lea and Coulson [18], in response to
Luria and Delbru¨ck’s work on bacteria [19]. The generalisation is seen for
example in [16, 14, 5].
APPENDIX B: SUPPORT FOR CONJECTURES
A heuristic derivation of Conjectures 6.5 and 6.6 is given.
First we argue that, in the conjectures’ limit, selection is unimportant. Write
Gsel = {v ∈ G : ∃i ∈ Ssel, vi 6= ui}
for the set of genomes which are mutated at a selective site. Write
Qµsel(t) =
∑
v∈Gsel X
µ
v (t)∑
v∈GX
µ
v (t)
for the proportion of cells at time t ≥ 0 whose genomes are mutated at a
selective site. Then, according to Theorem 7.1,(
Qµsel(σ
µ
n)|σµn <∞
)→ 0
in distribution. Therefore we neglect selection.
Next let’s discuss cell death. Some cells have a long-term surviving lineage
of descendants, while other cells eventually have no surviving descendants.
Name these cells immortal and mortal respectively. In a supercritical birth-
death branching process, it is well-known (eg. [6]) that the immortal cells
grow as a Yule process and the mortal cells grow as a subcritical branching
process. An immortal cell divides to produce two immortal cells at rate
α− β, or it divides to produce one immortal and one mortal cell at rate 2β.
A mortal cell divides at rate β to produce two mortal cells, or it dies at rate
α. Assume that the initial cell is immortal.
The tree notation of Section 5, T = ∪∞l=0{0, 1}l and its partial ordering ≺,
will be used to represent the immortal cells. Let (Ax)x∈T be i.i.d. Exp(α−β)
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random variables, which represent the times for immortal cells to divide to
produce two immortal cells. The immortal cells at time t ≥ 0 are
Tt = {x ∈ T :
∑
y≺x
Ay ≤ t <
∑
yx
Ay}.
The immortal descendants of x ∈ T are
DIx = {y ∈ T : x  y}.
The number of immortal descendants of cell x at time t is
DIx,t = |DIx ∩ Tt|.
Let ((Rx(t))t≥0)x∈T be i.i.d. Poisson processes with rate 2β. Write Rx,i =
min{t ≥ 0 : Rx(t) = i} for i = 1, .., Rx(Ax). Then the seeding times of
mortal cells are
Sx,i =
∑
y≺x
Ay +Rx,i.
Each seeding event initiates a subpopulation of mortal cells; let (Yx,i(t))t≥0
be i.i.d. birth-death branching processes with birth and death rates β and
α. Then the number of mortal descendants of x at time t is
DMx,t =
∑
y∈Dx
Ry(Ay)∑
i=1
1{t−Sy,i≥0}Yy,i (t− Sy,i) .
The number of descendants of x at time t is
Dx,t = D
I
x,t +D
M
x,t.
The next result shows the long-term proportion of a cell’s descendants which
are immortal. The result is a basic consequence of classic branching process
theory [2], and was mentioned in its specific form by [6].
Lemma B.1. There is c ∈ (0,∞) with
lim
t→∞
DIx,t
Dx,t
= c
almost surely.
We use Lemma B.1 to see the number of descendants of a cell as a proportion
of the total population.
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Lemma B.2. For x ∈ T,
lim
t→∞
Dx,t
D∅,t
= Px
almost surely, where the Px are as in Lemma 7.25.
Proof. By Lemma 7.25 and Lemma B.1,
Dx,t
D∅,t
=
Dx,t
DIx,t
DIx,t
DI∅,t
DI∅,t
D∅,t
converges to the required limit.
Let’s look at mutations. In the proof of Theorem 5.4 it was shown that the
number of new mutations to arise at a cell’s birth is approximately Poisson.
Here, with heterogeneous mutation rates, the number of new mutations to
arise at a cell’s birth is approximately Poisson with mean
η/2 :=
∑
j∈J
∑
ψ∈N\{u(j)}
ηu(j),ψ(j)/2.
Each x ∈ T witnesses 1 + Rx(Ax) cell divisions. So the number of new
mutations to arise at x is
Mx =
Rx(Ax)∑
i=0
Mx,i,(37)
where the Mx,i are i.i.d. Poisson random variables with mean η/2. In the
proof of Theorem 5.4 it was also shown that a mutation which arises at
x ∈ T will have approximate frequency Px. Here, thanks to Lemma B.2, the
situation appears identical. But what happens to mutations arising in mortal
cells? Any subpopulation of cells which descended from a mortal cell must
eventually die out. Hence mutations arising in mortal cells are negligible
when compared to the total population size (which tends to infinity). This
concludes the heuristic argument for Conjecture 6.6.
For β > 0, the random variable Ax appears in both Mx and Px, and hence
Mx and Px are not independent. Without independence, it is not straightfor-
ward to take the expectation of Conjecture 6.6’s limit, to recover Conjecture
6.5. But a derivation for Conjecture 6.5 readily comes from the immortal-
mortal decomposition.
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Recall that Conjecture 6.5 generalises Corollary 5.3 to β ≥ 0. Recall that the
proof of Corollary 5.3 involves counting the expected number of mutations
to arise when there are k ∈ N cells, and seeing the long-term proportion
of each of the k cells’ descendants. For β > 0, the situation is only a little
more complex. When there are k immortal cells, the expected number of
immortal cell divisions which seed a mortal cell is 2β/(α − β). Therefore,
when there are k immortal cells, the expected number of sites to mutate in
an immortal cell is
η +
η
2
2β
α− β =
ηα
α− β .(38)
(The first term of (38), η, corresponds to the division which took k − 1
immortal cells to k immortal cells.) Recall that, according to Lemma B.2,
the long-term proportion of descendants of a particular immortal cell is
indifferent to the parameter β. So the only impact of β is the factor α/(α−β)
in (38). Conjecture 6.5 simply incorporates this factor into Corollary 5.3.
Note that Conjecture 6.5 coincides with the tail distribution of Corollary
6.4’s limit (see Remark 5.2 and Lemma A.1). Note further that [23, 3, 6]
derive the same result for their neutral infinite-sites models.
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