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Abstract
In this article, we present new general results on existence of augment-
ed Lagrange multipliers. We define a penalty function associated with an
augmented Lagrangian, and prove that, under a certain growth assump-
tion on the augmenting function, an augmented Lagrange multiplier exists
if and only if this penalty function is exact. We also develop a new gen-
eral approach to the study of augmented Lagrange multipliers called the
localization principle. The localization principle allows one to study the
local behaviour of the augmented Lagrangian near globally optimal solu-
tions of the initial optimization problem in order to prove the existence
of augmented Lagrange multipliers.
1 Introduction
The augmented Lagrangian approach to optimization problems with equality
constraints was introduced by Hestenes [18] and Powell [30]. Due to its effi-
ciency and various interesting features, this approach became a popular tool of
nonlinear optimization, and was thoroughly investigated by many researchers
(see [1, 4–7, 9, 12, 13, 16, 31, 32, 34, 36] and references therein). A modern gen-
eral formulation of the augmented Lagrangian method was first proposed by
Rockafellar and Wets [33], and further developed in [20,21,47]. Let us also men-
tion several extensions [8,10,17,38,40,44,48–50] of this augmented Lagrangian
method aiming at including some other augmented Lagrangian and penalty
methods into the unified framework proposed in [33]. Throughout this article,
we use a direct generalization of the augmented Lagrangian introduced in [33].
One of the main notions in the theory of augmented Lagrangian functions
is an augmented Lagrange multiplier (see [36]). Apart from the fact that the
existence of an augmented Lagrange multiplier guarantees the absence of duality
gap, as well as the existence of a globally optimal solution of the augmented
dual problem, the existence of an augmented Lagrange multiplier is important
for the global convergence analysis of primal-dual methods based on the use
of the augmented Lagrangian [9]. Thus, the problem of existence of augmented
Lagrange multipliers (which is closely related to the problem of existence of
global saddle points of the augmented Lagrangian) is very important for the
theory of augmented Lagrangian methods.
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Many known general necessary and/or sufficient conditions for the existence
of augmented Lagrange multipliers are based either on some abstract assump-
tions on the optimal value function [40, 44] or on some assumptions on optimal
or suboptimal solutions of a perturbed problem [11,22,34,36] that are very hard
to verify. However, in some particular cases there exist more constructive suffi-
cient conditions for the existence of augmented Lagrange multipliers that rely
on the use of sufficient optimality conditions and some compactness assump-
tions. These conditions were obtained for mathematical programming prob-
lems [25,27,38,39,46], second-order cone programming problems [45], cone con-
strained optimization problems [51], nonlinear semidefinite programming [41],
and generalized semi-infinite min-max problems [39].
The main goal of this article is to develop two general approaches to the
problem of existence of augmented Lagrange multipliers that allow one to obtain
simple and easily verifiable necessary and sufficient conditions for the existence
of augmented Lagrange multipliers. The first approach is based on the use of
the theory of exact penalty functions. Namely, we introduce a penalty function
associated with the augmented Lagrangian, and prove that an augmented La-
grange multiplier exists if and only if this penalty function is exact, provided
that the augmenting function satisfies a certain growth condition. This result
allows one to use the well-developed theory of exactness of penalty functions [14]
in order to prove the existence of augmented Lagrange multipliers. In particu-
lar, we prove that an augmented Lagrange multiplier of the sharp Lagrangian
exists if and only if the standard ℓ1 penalty function is exact. Furthermore, we
demonstrate that if there exists an augmented Lagrange multiplier of the sharp
Lagrangian, then any multiplier is an augmented Lagrange multiplier for this
Lagrangian.
The second approach to the existence problem for augmented Lagrange mul-
tipliers that we develop in this article is called the localization principle. The
localization principle allows one to study the local behaviour of the augment-
ed Lagrangian near globally optimal solutions of the primal problem in order
to prove the existence of an augmented Lagrange multiplier. In turn, the local
analysis of the augmented Lagrangian can be easily performed with the use
of sufficient optimality conditions. Thus, the localization principle reduces the
problem of existence of augmented Lagrange multipliers to the study of opti-
mality conditions. The localization principle in an abstract form was first for-
mulated in the context of the theory of exact penalty function in [14] (see [14],
Theorems 3.7, 3.10, 3.17, 3.20 and 3.21). In this paper, we demonstrate that
the localization principle can be easily extended to the theory of augmented
Lagrangian functions. It should be noted that the localization principle allows
one to understand a general principle behind many known results on existence
of augmented Lagrange multipliers (or saddle points) of augmented Lagrangian
functions (see [25, 27, 38, 39, 41, 45, 46, 51], and Remark 9 below).
The paper is organised as follows. The definition of augmented Lagrange
multiplier and its useful reformulations are given in Section 2. In Section 3, we
introduce a penalty function associated with the augmented Lagrangian, and
study a connection between exactness of this penalty function and the existence
of augmented Lagrange multipliers. Section 4 is devoted to the localization prin-
ciple, while in Section 5, we present applications of the localization principle to
mathematical programming and nonlinear semidefinite programming problems.
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2 Augmented Lagrange multipliers
Let X be a topological space, A ⊂ X be a nonempty set, and f : X → R∪{+∞}
be a given function. Hereinafter, we study the optimization problem
min f(x) subject to x ∈ A. (P)
We suppose that {x ∈ A | f(x) < +∞} 6= ∅, and that the optimal value
f∗ = infx∈A f(x) of the problem (P) is finite.
The set A represents constraints of the original problem that are not included
into an augmented Lagrangian function. In particular, the constraint x ∈ A can
represent simple constraints (e.g. bound or linear constraints). It is clear that
one can remove this constraint by defining f(x) = +∞ for any x /∈ A. However,
in the author’s opinion, it is more convenient to include this constraint explicitly,
since it allows one to better understand how additional constraints affect the
behaviour of the augmented Lagrangian function.
Denote R = R∪{+∞,−∞} and R+ = [0,+∞). Let P be a topological vector
space of parameters. Recall that a function Φ: X × P → R is called a dualizing
parameterization function for f if f(x) = Φ(x, 0) for all x ∈ X . A function
σ : P → [0,+∞] is called an augmenting function if σ(0) = 0 and σ(p) > 0 for
any p ∈ P \ {0}. Below, we suppose that a dualizing parameterization Φ for f ,
and an augmenting function σ are fixed.
For any p ∈ P denote by v(p) = infx∈A Φ(x, p) the optimal value function
(or the perturbation function) of the problem (P) associated with the dualizing
parameterization Φ. Note that v(0) = f∗ > −∞.
The following definition of augmented Lagrangian function is a simple gen-
eralizations of the one given in [33].
Definition 1. Let Λ be a vector space of multipliers, and let the pair (Λ, P )
be equipped with a bilinear coupling function 〈·, ·〉 : Λ×P → R. The augmented
Lagrangian with penalty parameter r ≥ 0 is the function L : X × Λ× R+ → R
defined by
L (x, λ, r) = inf
p∈P
(
Φ(x, p)− 〈λ, p〉 + rσ(p)
)
.
The corresponding augmented dual problem consists of maximizing over all
(λ, r) ∈ Λ× R+ the function ψ(λ, r) = infx∈A L (x, λ, r).
Observe that for any λ ∈ Λ and r ≥ 0 one has f∗ ≥ ψ(λ, r), i.e. the weak
duality holds. Furthermore, under some additional assumption (see [20], Theo-
rem 2.1, and [21], Theorem 2.1) one can show that the zero duality gap property
holds true for L (x, λ, r), i.e. f∗ = sup{ψ(λ, r) | λ ∈ Λ, r ∈ R+}, if and only if
the optimal value function v is lower semicontinuous (l.s.c.) at the origin, and
the optimal value of the augmented dual problem is finite.
Let us also recall the definition of augmented Lagrange multiplier (see [36]).
Definition 2. A multiplier λ ∈ Λ is called an augmented Lagrange multiplier
of the problem (P) if there exists r ≥ 0 such that
v(p) ≥ v(0) + 〈λ, p〉 − rσ(p) ∀p ∈ P. (1)
The greatest lower bound of all such r ≥ 0 is denoted by r(λ), and is referred to
as the least exact penalty parameter for λ. The set of all augmented Lagrange
multipliers of (P) is denoted by A(P).
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Thus, if λ ∈ Λ is an augmented Lagrange multiplier of (P), then for any
r ≥ r(λ) the inequality (1) is valid, while for any 0 ≤ r < r(λ) there exists
p ∈ P such that v(p) < v(0) + 〈λ, p〉 − rσ(p).
Augmented Lagrange multipliers of the problem (P) can be described in
terms of optimal solutions of the augmented dual problem, and in terms of
saddle points of the augmented Lagrangian. The propositions below are well-
known in the theory of augmented Lagrangian functions (cf. [33], Theorem 11.59,
and [36], Theorem 2.1), and follow directly from definitions. Therefore we omit
their proofs.
Proposition 1. If λ∗ is an augmented Lagrange multiplier of (P), then the zero
duality gap property holds true for L (x, λ, r), and for any r ≥ r(λ∗) the pair
(λ∗, r) is a globally optimal solution of the augmented dual problem. Conversely,
if the zero duality gap property holds true for L (x, λ, r), then for any globally
optimal solution (λ∗, r∗) of the augmented dual problem the vector λ∗ is an
augmented Lagrange multiplier of (P) and r∗ ≥ r(λ∗).
Proposition 2. If λ∗ is an augmented Lagrange multiplier of (P), then for all
r ≥ r(λ∗) and for any globally optimal solution x∗ of the problem (P) the pair
(x∗, λ∗) is a globally saddle point of the function L (·, ·, r), i.e.
sup
λ∈Λ
L (x∗, λ, r) = L (x∗, λ∗, r) = inf
x∈A
L (x, λ∗, r).
Conversely, if a pair (x∗, λ∗) is a global saddle point of the function L (·, ·, r) for
some r ≥ 0 and L (x∗, λ∗, r) = f∗, then λ∗ is an augmented Lagrange multiplier
of the problem (P).
Recall that by definition a vector λ ∈ Λ is an augmented Lagrange multiplier
of (P) if and only if the inequality v(p) ≥ v(0) + 〈λ, p〉 − rσ(p) is valid for all
p ∈ P . However, under a natural additional assumption on the augmenting
function σ, it is sufficient to verify that this inequality is valid only for all p in
a neighbourhood of zero.
Definition 3. The augmenting function σ is said to have a valley at zero if for
any neighbourhood U ⊂ P of zero there exists δ > 0 such that σ(p) ≥ δ for all
p ∈ P \ U .
The above definition naturally arose in the theory of augmented Lagrangian
functions as a replacement of the convexity assumption on the augmenting
function σ in [33], and was utilized in many papers on this subject (see,
e.g. [10,49–51]). Note that in [29], functions similar to the ones having valley at
zero were called potentials.
The proposition below, surprisingly, slightly improves all similar results on
augmented Lagrange multipliers, since it does not rely on any continuity and
level-boundedness (coercivity) assumptions as well as any assumptions on the
optimal value function v (cf. [33], Theorem 11.61; [20], Theorem 3.1; [36], Lem-
ma 3.1, etc.).
Proposition 3. Suppose that the augmenting function σ has a valley at zero.
Then λ ∈ Λ is an augmented Lagrange multiplier of (P) if and only if there
exist r ≥ 0 and a neighbourhood U ⊂ P of zero such that
v(p) ≥ v(0) + 〈λ, p〉 − rσ(p) ∀p ∈ U, (2)
and the function L (·, λ, r) is bounded below on A.
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Proof. If λ ∈ A(P), then (2) is satisfied with U = P . Moreover, for any x ∈ A
one has
Φ(x, p)− 〈λ, p〉 + rσ(p) ≥ v(0) = f∗ > −∞ ∀p ∈ P.
Taking the infimum over all p ∈ P one obtains that L (x, λ, r) ≥ f∗ for any
x ∈ A, i.e. L (·, λ, r) is bounded below on A.
Suppose, now, that there exist r ≥ 0 and a neighbourhood U ⊂ P such that
(2) is valid, and the function L (·, λ, r) is bounded below on A. Then there exists
c > 0 such that for any p ∈ P one has
Φ(x, p)− 〈λ, p〉+ rσ(p) ≥ L (x, λ, r) ≥ c ∀x ∈ A.
Taking the infimum over all x ∈ A one gets that
v(p)− 〈λ, p〉+ rσ(p) ≥ c ∀p ∈ P.
By the definition of valley at zero there exists δ > 0 such that σ(p) ≥ δ for any
p ∈ P \U . Consequently, for any p ∈ P \U and for any τ > τ := r+(v(0)− c)/δ
one has
v(p)− 〈λ, p〉+ τσ(p) = v(p)− 〈λ, p〉 + rσ(p) + (τ − r)σ(p) ≥
≥ v(p)− 〈λ, p〉+ rσ(p) + (τ − r)δ ≥ c+ (τ − r)δ ≥ v(0).
Hence and from (2) it follows that
v(p) ≥ v(0) + 〈λ, p〉 − τσ(p) ∀p ∈ P ∀τ ≥ max{τ, r},
which implies that λ ∈ A(P).
Remark 1. The proposition above can be easily extended to the general case.
Namely, for any δ > 0 denote Kδ = {p ∈ P | σ(p) < δ}. Then it is easy to check
that λ ∈ A(P) if and only if there exist r ≥ 0 and δ > 0 such that
v(p) ≥ v(0) + 〈λ, p〉 − rσ(p) ∀p ∈ Kδ,
and the function L (·, λ, r) is bounded below on A. Note that in the case when
σ has a valley at zero, for any neighbourhood U ⊂ P of zero there exists δ > 0
such that Kδ ⊂ U .
Augmented Lagrange multipliers can be also characterized as those multipli-
ers that support an exact penalty representation for the problem (P) (see [33]).
Proposition 4. For λ ∈ Λ to be an augmented Lagrange multiplier of (P) it is
necessary and sufficient that infx∈A L (x, λ, r) = f
∗ for some r ≥ 0. Moreover,
the greatest lower bound of all such r ≥ 0 coincides with r(λ).
Proof. At first, note that infx∈A L (x, λ, r) ≤ f∗ for all λ ∈ Λ due to the fact
that L (x, λ, r) ≤ Φ(x, 0)− 〈λ, 0〉+ rσ(0) = f(x) for any λ ∈ Λ and x ∈ A.
By definition, λ ∈ A(P) iff for some r ≥ 0 one has
v(p) ≥ v(0) + 〈λ, p〉 − rσ(p) ∀p ∈ P. (3)
This inequality, in turn, is satisfied iff
Φ(x, p)− 〈λ, p〉+ rσ(p) ≥ v(0) = f∗ ∀(x, p) ∈ A× P.
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Taking the infimum over all p ∈ P , and then over all x ∈ A one obtains that
(3) is valid for some r ≥ 0 iff infx∈A L (x, λ, r) ≥ f∗, which implies the desired
result.
Remark 2. Note that from the proposition above it follows that if A(P) 6= ∅,
then the zero duality gap property holds true for L (x, λ, r).
Corollary 1. Let λ ∈ Λ be an augmented Lagrange multiplier of (P). Then
argmin
x∈A
f(x) ⊆ argmin
x∈A
L (x, λ, r) ∀r ≥ r(λ).
Moreover, the equality
argmin
x∈A
f(x) = argmin
x∈A
L (x, λ, r) ∀r ≥ r0; (4)
holds true for some r0 ≥ 0 if and only if there exists r0 > r(λ) such that for any
x∗ ∈ argminx∈A L (x, λ, r0) one has
argmin
p∈P
(
Φ(x∗, p)− 〈λ, p〉+ r0σ(p)
)
6= ∅ (5)
(i.e. the infimum in the definition of L (x∗, λ, r0) is attained).
Proof. By the proposition above one has
inf
x∈A
L (x, λ, r) = f∗ ∀r ≥ r(λ). (6)
Let x∗ be a globally optimal solution of the problem (P). Then
Φ(x∗, 0)− 〈λ, 0〉+ rσ(0) = f(x∗) = f∗ ∀r ≥ 0, (7)
which yields L (x∗, λ, r) ≤ f∗. Therefore x∗ is a point of global minimum of
L (·, λ, r) on the set A for any r ≥ r(λ).
Suppose, now, that (5) holds true for some r0 > r(λ), and x
∗ is a global
minimizer of L (·, λ, r0) on A. Then there exists p∗ ∈ P such that
L (x∗, λ, r0) = Φ(x
∗, p∗)− 〈λ, p∗〉+ r0σ(p
∗).
From (6) it follows that
Φ(x, p)− 〈λ, p〉+ r(λ)σ(p) ≥ f∗ ∀(x, p) ∈ A× P ∀r ≥ r(λ).
Recall that σ(p) = 0 iff p = 0. Therefore for any r > r(λ) one has
Φ(x, p)− 〈λ, p〉+ rσ(p) > f∗ ∀x ∈ A ∀p ∈ P \ {0}.
Hence taking into account (6) and the definitions of x∗ and p∗ one gets that
p∗ = 0 and L (x∗, λ, r0) = Φ(x
∗, 0) = f(x∗) = f∗. Therefore x∗ is a globally
optimal solution of the problem (P), i.e.
argmin
x∈A
f(x) = argmin
x∈A
L (x, λ, r0)
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Applying the fact that the function L (x, λ, r) is non-decreasing in r one can
easily verify that equality (4) is valid.
Suppose, finally, that (4) holds true. Then taking into account (6) and (7)
one obtains that for any r ≥ max{r0, r(λ)} and x∗ ∈ argminx∈A L (x
∗, λ, r)
one has L (x∗, λ, r) = Φ(x∗, 0)− 〈λ, 0〉 + rσ(0), i.e. p = 0 belongs to the set on
the left-hand side of (5).
Remark 3. Note that the validity of equality (4) means that for any r ≥ r0
the problem (P) is equivalent (in terms of globally optimal solutions) to the
problem of minimizing L (·, λ, r) over the set A.
3 Reduction to exact penalty functions
In this section, we define a penalty function associated with the augmented
Lagrangian L (x, λ, r), and demonstrate how the exactness of this penalty func-
tion is connected with the existence of augmented Lagrange multipliers of the
problem (P). Thus, the main results of this section allow one to use the well-
developed theory of exactness of penalty functions [14] in order to prove the
existence of augmented Lagrange multipliers.
Choose a nonempty set C ⊆ P . For any x ∈ X and r ≥ 0 define
F (x, r, C) = inf
p∈C
(
Φ(x, p) + rσ(p)
)
.
If C = P , then we write F (x, r) instead of F (x, r, P ). The function F is called
the penalty function associated with the augmented Lagrangian L (x, λ, r).
The penalty function F (x, r, C) is said to be exact if there exists r ≥ 0 such
that F (x, r, C) ≥ f∗ for all x ∈ A. It should be noted that this definition of
exactness of a penalty function is equivalent to the traditional one in the context
of linear penalty functions (see, e.g., [14], Remark 8).
Remark 4. It is worth mentioning that F (x, r) ≡ L (x, 0, r), and the exactness of
the penalty function F (x, r) is equivalent to the fact that λ = 0 is an augmented
Lagrange multiplier of (P) (see Proposition 4)
Let us present a simple example illuminating the notion of the penalty func-
tion associated with the augmented Lagrangian function.
Example 1. Suppose that the initial optimization problem has the form
min f0(x) subject to 0 ∈ G(x), x ∈ A, (M)
where f0 : X → R, and G : X ⇒ P is a set-valued mapping with closed values.
Define f(x) = f0(x), if 0 ∈ G(x), and f(x) = +∞, otherwise. Then the problem
(P) is equivalent to the problem (M). Define
Φ(x, p) =
{
f0(x), if 0 ∈ G(x) + p,
+∞, otherwise
(we call this dualizing parameterization standard). Then for any C ⊂ P , x ∈ X
and r ≥ 0 one has
F (x, r, C) = f0(x) + r inf{σ(p) | p ∈ (−G(x)) ∩ C}.
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In particular, if P is a normed space, and σ(p) = ω(‖p‖), where ω : [0,+∞] →
[0,+∞] is a non-decreasing function, then
F (x, r, C) = f0(x) + rω
(
d
(
0, (−G(x)) ∩ C
))
.
In the case σ(p) = ‖p‖, one gets that F (x, r) = f0(x) + rd(0, G(x)). Thus, the
standard penalty function F (x, r) = f0(x) + rd(0, G(x)) for (M) is associated
with the sharp Lagrangian (see [33], Example 11.58). Similarly, the quadrat-
ic penalty function F (x, r) = f0(x) + (r/2)d(0, G(x))
2 is associated with the
proximal Lagrangian (i.e. the augmented Lagrangian with σ(p) = ‖p‖2/2).
Note also that if C = {p ∈ P | ‖p‖ < δ} for some δ > 0, then F (x, r, C) =
f0(x) + ω(d(0, G(x)), if d(0, G(x)) < δ, and F (x, r, C) = +∞, otherwise.
The penalty function F (x, r) can be utilized to obtain a simple characteri-
zation of augmented Lagrange multipliers of the problem (P) in the case when
L (x, λ, r) is the sharp Lagrangian.
Proposition 5. Let P be a normed space, and assume that for any λ ∈ Λ there
exists d(λ) ≥ 0 such that |〈λ, p〉| ≤ d(λ)‖p‖ for all p ∈ P . Suppose also that
σ(·) = ‖ · ‖. Then an augmented Lagrange multiplier of (P) exists if and only if
the penalty function F (x, r) is exact. Moreover, if A(P) 6= ∅, then A(P) = Λ.
Proof. Suppose that A(P) 6= ∅ and λ ∈ A(P). Then by Proposition 4 one has
that infx∈A L (x, λ, r) = f
∗ for all r ≥ r(λ). Observe that for any x ∈ X and
p ∈ P one has
Φ(x, p)− 〈λ, p〉+ rσ(p) ≤ Φ(x, p) + (d(λ) + r)‖p‖.
Taking the infimum over all p ∈ P one obtains that
f∗ ≤ L (x, λ, r) ≤ F (x, d(λ) + r) ∀x ∈ A ∀r ≥ r(λ),
which implies that the penalty function F (x, r) is exact.
Suppose, now, that F (x, r) is exact. For any λ ∈ Λ and r ≥ 0 one has
Φ(x, p)− 〈λ, p〉+ rσ(p) ≥ Φ(x, p) + (r − d(λ))‖p‖ ∀(x, p) ∈ X × P,
which implies that L (x, λ, r) ≥ F (x, r − d(λ)) for any x ∈ X and r ≥ d(λ).
Therefore taking into account the fact that the penalty function F (x, r) is exact
one obtains that for any sufficiently large r one has that L (x, λ, r) ≥ f∗ for all
x ∈ A. Hence with the use of Proposition 4 one gets that λ is an augmented
Lagrange multiplier of the problem (P), and A(P) = Λ.
Remark 5. Consider the problem (M) from Example 1. Let P be a normed
space, σ(·) = ‖ ·‖, and let Φ be the standard dualizing parameterization for this
problem. Then L (x, λ, r) is the sharp Lagrangian.
From the proposition above it follows that an augmented Lagrange multi-
plier of the problem (P) exists, in the case when L is the sharp Lagrangian,
if and only if the penalty function F (x, r) = f0(x) + rd(0, G(x)) is exact. In
particular, by [14], Remark 18 an augmented Lagrange multiplier of (P) exists
iff the function f0(x) + rd(0, G(x)) is bounded below on A for some r ≥ 0, and
the optimal value function v(p) = inf{f0(x) | x ∈ A : 0 ∈ G(x) + p} is calm
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from below at the origin. Moreover, by the previous proposition, if there exists
an augmented Lagrange multiplier of the problem (P) in the case when L is
the sharp Lagrangian, then any multiplier λ ∈ Λ is an augmented Lagrange
multiplier of the problem (P) (cf. [9], Corollary 3.8). This result, in particular,
explains the rapid convergence (only few iterations are needed to find a good
approximation of a global minimizer) of the primal-dual method based on the
use of the sharp Lagrangian [7, 16].
Thus, the only potential benefit of the use of the sharp Lagrangian instead
of the standard exact penalty function for the problem (M) is the smaller value
of the least exact penalty parameter r(λ) for some λ ∈ Λ than the value of the
least exact penalty parameter r(0) of the penalty function. However, it should be
noted that for some problems one has r(λ) > r(0) for any λ 6= 0. In particular,
it is easy to see that for the problem
minx21 − |x2| subject to x2 = 0 (8)
with P = Λ = R and σ(·) = | · | one has
L (x1, x2, λ, r) = x
2
1 − |x2|+ λx2 + r|x2| ∀λ ∈ R, r ≥ 0,
and r(λ) = 1 + |λ| for any λ ∈ Λ. Therefore r(λ) > r(0) for any λ 6= 0, where
r(0) is, in fact, the least exact penalty parameter of the ℓ1 penalty function for
the problem (8).
Further results on a connection between the existence of augmented La-
grange multipliers and the exactness of the penalty function F (x, r, C) can be
obtained under a simple growth assumption on the augmenting function σ.
Namely, if σ grows near the origin at least as fast as the norm ‖p‖, then, rough-
ly speaking, an augmented Lagrange multiplier of (P) exists iff the penalty
function F (x, r, C) is exact with C being a neighbourhood of zero.
Proposition 6. Let P be a normed space, and let for any λ ∈ Λ there ex-
ists d(λ) ≥ 0 such that |〈λ, p〉| ≤ d(λ)‖p‖ for all p ∈ P . Suppose also that
lim infp→0 σ(p)/‖p‖ > 0, and σ has a valley at zero. Then an augmented La-
grange multiplier of (P) exists if and only if there exist a neighbourhood U ⊂ P
of zero, and λ ∈ Λ such that the penalty function F (x, r, U) is exact, and the
function L (·, λ, r) is bounded below on A for some r ≥ 0. Furthermore, if
A(P) 6= ∅, then A(P) consists of all those λ ∈ Λ for which L (·, λ, r) is bounded
below on A for some r ≥ 0.
Proof. Suppose that A(P) 6= ∅ and λ ∈ A(P). Then by Proposition 4 one has
that infx∈A L (x, λ, r) = f
∗ for all r ≥ r(λ). From the definition of limit inferior
it follows that there exist a neighbourhood U ⊂ P of zero and σ0 > 0 such that
σ(p) ≥ σ0‖p‖ ∀p ∈ U. (9)
Therefore for any x ∈ X , p ∈ U and r ≥ 0 one has
Φ(x, p)− 〈λ, p〉+ rσ(p) ≤ Φ(x, p) +
(
d(λ)
σ0
+ r
)
σ(p).
Consequently, taking the infimum over all p ∈ U one obtains that for any x ∈ A
and r ≥ r(λ) the following inequalities hold true
f∗ ≤ L (x, λ, r) ≤ inf
p∈U
(
Φ(x, p)− 〈λ, p〉+ rσ(p)
)
≤ F
(
x,
d(λ)
σ0
+ r, U
)
,
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which implies that the penalty function F (x, r, U) is exact.
Suppose, now, that there exist a neighbourhood U ⊂ P of zero and λ ∈ Λ
such that the penalty function F (x, r, U) is exact, and the function L (·, λ, r0)
is bounded below on A for some r0 ≥ 0. By the definition of exactness of a
penalty function for any sufficiently large r ≥ 0 one has that F (x, r, U) ≥ f∗ for
any x ∈ A. Applying (9) one gets that
Φ(x, p)− 〈λ, p〉 + rσ(p) ≥ Φ(x, p) +
(
r −
d(λ)
σ0
)
σ(p) ∀(x, p) ∈ X × P,
which implies that for all (x, p) ∈ A×U and for any r large enough the following
inequalities hold true
Φ(x, p) − 〈λ, p〉+ rσ(p) ≥ F
(
x, r −
d(λ)
σ0
, U
)
≥ f∗.
Taking the infimum over all x ∈ A one obtains that
v(p)− 〈λ, p〉+ rσ(p) ≥ f∗ = v(0) ∀p ∈ U.
Hence and from Proposition 3 it follows that λ is an augmented Lagrange mul-
tiplier of the problem (P).
Remark 6. Consider the problem (M) from Example 1. Let P be a normed
space, σ(·) = ‖ · ‖γ with γ ∈ (0, 1), and let Φ be the standard dualizing pa-
rameterization for this problem. In this case we call L (x, λ, r) the lower order
Lagrangian (cf. [2, 42]).
From the proposition above it follows that an augmented Lagrange multiplier
of the problem (P) exists in the case when L is the lower order Lagrangian if
and only if there exist τ > 0 and λ ∈ Λ such that the lower order penalty
function
Fγ(x, r) =
{
f0(x) + rd(0, G(x))
γ , if d(0, G(x)) < τ,
+∞, otherwise
(10)
is exact, and the function L (·, λ, r) is bounded below on A for some r ≥ 0.
Moreover, ifA(P) 6= ∅, then any multiplier λ ∈ Λ such that L (·, λ, r) is bounded
below on A for some r ≥ 0 is an augmented Lagrange multiplier of the problem
(P).
It should be noted that from [14], Theorems 3.22 and 3.23 it follows that the
penalty function (10) is exact iff
lim inf
p→0
v(p)− v(0)
‖p‖γ
> −∞,
i.e. iff the optimal value function v is lower order calm at the origin (see also [2]).
One can also verify that the penalty function (10) is exact iff there exists a > 0
such that the penalty function
F̂γ(x, r) =
f0(x) + r
d(0, G(x))γ
a− d(0, G(x))γ
, if d(0, G(x))γ < a,
+∞, otherwise.
is exact. Note that the penalty function F̂γ(x, r) is more suitable for numerical
optimization than the penalty function (10).
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If the augmenting function σ grows near the origin slower than then the
norm ‖p‖, then the exactness of a certain penalty function is necessary (but not
sufficient) for the existence of an augmented Lagrange multiplier.
Proposition 7. Let P be a normed space, and assume that for any λ ∈ Λ there
exists d(λ) ≥ 0 such that |〈λ, p〉| ≤ d(λ)‖p‖ for all p ∈ P . Suppose also that
lim supp→0 σ(p)/‖p‖ < +∞. Then for the existence of an augmented Lagrange
multiplier of the problem (P) it is necessary that there exists a neighbourhood
U ⊂ P of zero such that the penalty function F1(x, r, U) := infp∈U (Φ(x, p) +
r‖p‖) is exact.
Proof. From the definition of limit superior it follows that there exist a neigh-
bourhood U ⊂ P of zero and σ0 > 0 such that σ(p) ≤ σ0‖p‖ for all p ∈ U .
Hence for any λ ∈ Λ and r ≥ 0 one has
Φ(x, p)− 〈λ, p〉+ rσ(p) ≤ Φ(x, p) + (d(λ) + rσ0)‖p‖ ∀(x, p) ∈ X × P.
Taking the infimum over all p ∈ U one obtains that
F1(x, d(λ) + rσ0, U) ≥ inf
p∈U
(
Φ(x, p)− 〈λ, p〉+ rσ(p)
)
≥ L (x, λ, r) ∀x ∈ X.
Thus, if λ is an augmented Lagrange multiplier of (P) and r ≥ r(λ), then by
Proposition 4 one has F1(x, d(λ) + rσ0, U) ≥ f∗, i.e. F (x, r, U) is exact.
Remark 7. Consider the problem (M) from Example 1. Let P be a normed
space, σ(·) = ‖ · ‖β with β > 1, and let Φ be the standard dualizing parameteri-
zation for this problem. From the proposition above it follows that, in this case,
for the existence of an augmented Lagrange multiplier of the problem (P) it is
necessary that there exists τ > 0 such that the penalty function (10) with γ = 1
is exact. In particular, from [14], Theorem 3.22 it follows that for the existence
of an augmented Lagrange multiplier of the problem (P) it is necessary that the
optimal value function v is calm from below at the origin.
Finally, note that if the function σ grows near the origin “too slow” (namely,
slower than ‖p‖2), then, in the general case, augmented Lagrange multipliers of
the problem (P) do not exist.
Example 2. Let X and P be normed spaces, Λ be the topological dual of
P , and 〈·, ·〉 be the standard coupling function, i.e. 〈λ, p〉 = λ(p). Consider the
following optimization problem
min f0(x) subject to h(x) = 0, (11)
where f0 : X → R and h : X → P are given functions. Let Φ(x, p) be the
standard dualizing parameterization, and σ(p) = ‖p‖2+ε, where ε > 0. Then
L (x, λ, r) = f0(x) + 〈λ, h(x)〉 + r‖h(x)‖
2+ε.
Let x∗ ∈ X be a globally optimal solution of the problem (11). Suppose that the
functions f and h are continuously Fre´chet differentiable at x∗, and there exist
the second Fre´chet derivatives of these functions at the point x∗. Suppose, finally,
that there exists an augmented Lagrange multiplier λ0 ∈ Λ of the problem (P).
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Then by Corollary 1 the point x∗ is a global minimizer of L (·, λ0, r) for any
r ≥ r(λ0).
From the fact that h is continuously Fre´chet differentiable at x∗ it follows
that h is Lipschitz continuous near x∗. Note that h(x∗) = 0 due to the fact that
x∗ is an optimal solution of the problem (11). Therefore there exists L > 0 such
that for any x in a neighbourhood of x∗ one has ‖h(x)‖ ≤ L‖x‖. Hence ω(x) :=
‖h(x)‖2+ε ≤ L2+ε‖x‖2+ε for any x sufficiently close to x∗. Consequently, the
function ω is twice Fre´chet differentiable at x∗, ω′(x∗) = 0 and ω′′(x∗) = 0.
Therefore the augmented Lagrangian L (·, λ0, r) is twice Fre´chet differentiable
at x∗. By the necessary condition for a minimum one has
D2xxL (x
∗, λ0, r)(y, y) ≥ 0 ∀y ∈ X ∀r ≥ r(λ0).
Taking into account the fact that ω′′(x∗) = 0 one obtains that
D2xxL (x
∗, λ0, r)(y, y) = D
2
xxL(x
∗, λ0)(y, y) ≥ 0 ∀y ∈ X,
where L(x, λ0) = f0(x) + 〈λ, h(x)〉 is the standard Lagrangian for the problem
(11). However, usually, there is no such λ ∈ Λ that D2xxL(x
∗, λ)(y, y) ≥ 0 for all
y ∈ X , unless x∗ is an unconstrained minimum of f0.
For instance, let the problem (11) have the form
minx21 − x2 + 2 cosx2 subject to x2 = 0. (12)
Then L(x, λ) = x21 − x2 + 2 cosx2 + λx2, x
∗ = (0, 0), and for any λ ∈ R one has
D2xxL(x
∗, λ)(y, y) = 2y21 − 2y
2
2 < 0 ∀y ∈ R
2 : |y2| > |y1|.
Thus, in the general case, an augmented Lagrange multiplier of the problem (P)
does not exist when σ(p) = ‖p‖2+ε with ε > 0. However, note that λ∗ = 1 is an
augmented Lagrange multiplier of the problem (12), and r(λ∗) = 4 in the case
when L (x, λ, r) is the proximal Lagrangian, i.e. when σ(p) = ‖p‖2/2.
4 Localization principle
In this section, we describe a general method for proving the existence of aug-
mented Lagrange multipliers in the finite dimensional case called the localization
principle. Clearly, the existence of an augmented Lagrange multiplier is a glob-
al property of the augmented Lagrangian function. However, the localization
principle allows one to study local behaviour of an augmented Lagrangian near
globally optimal solution of the problem (P) in order to prove the existence
of an augmented Lagrange multiplier. In turn, local analysis of an augmented
Lagrangian is usually performed with the use of sufficient optimality conditions
(see Section 5 below). Thus, the localization principle reduces the problem of
existence of augmented Lagrange multipliers to the study of optimality condi-
tions.
Before we turn to the localization principle, we need to obtain an auxil-
iary result on minimizing sequences constructed with the use of an augmented
Lagrangian.
Proposition 8. Let {rn} ⊂ (0,+∞) be an increasing unbounded sequence, and
let a sequence {εn} ⊂ (0,+∞) be such that εn → 0 as n → ∞. Let also a
multiplier λ ∈ Λ be fixed. Suppose that the following assumptions are satisfied:
12
1. A is closed;
2. Φ is l.s.c. on A× {0};
3. the function 〈λ, ·〉 is continuous at the origin;
4. σ has a valley at zero;
5. the function L (·, λ, r1) is bounded below on A.
Then any cluster point of a sequence {xn} ⊂ A such that
L (xn, λ, rn) ≤ inf
x∈A
L (x, λ, rn) + εn ∀n ∈ N.
is a globally optimal solution of the problem (P).
Proof. By the definition of the augmented Lagrangian L (x, λ, r) for any n ∈ N
there exists pn ∈ N such that
Φ(xn, pn)− 〈λ, pn〉+ rnσ(pn) ≤ L (xn, λ, rn) + εn.
Observe that infx∈A L (x, λ, r) ≤ f∗ for any r ≥ 0 due to the fact that Φ(x, 0) =
f(x) for all x ∈ X . Therefore for any n ∈ N one has
εn+f
∗ ≥ L (xn, λ, rn) ≥ Φ(xn, pn)−〈λ, pn〉+r1σ(pn)+(rn−r1)σ(pn)−εn ≥
≥ L (xn, λ, r1) + (rn − r1)σ(pn)− εn ≥ c+ (rn − r1)σ(pn)− εn, (13)
where c = infx∈A L (x, λ, r1) > −∞. Consequently, taking into account the fact
that εn → 0 as n→∞, and rn is an increasing unbounded sequence one obtains
that σ(pn)→ 0 as n→∞. Hence pn → 0 as n→∞ due to the fact that σ has
a valley at zero.
Let x∗ be a cluster point of the sequence {xn}. Note that x∗ ∈ A by virtue
of the fact that A is closed. From (13) it follows that
Φ(xn, pn)− 〈λ, pn〉+ r1σ(pn) ≤ f
∗ + 2εn.
Passing to the limit inferior as n→∞, and taking into account the assumptions
on the functions Φ and 〈λ, ·〉, and the fact that σ(pn)→ 0 as n→∞ one obtains
that f(x∗) = Φ(x∗, 0) ≤ f∗, which implies that x∗ is globally optimal solution
of the problem (P).
Remark 8. Suppose that all assumptions of the proposition above are satisfied.
Let also for any r ≥ r1 a point x(r) ∈ A be such that
L (x(r), λ, r) ≤ inf
x∈A
L (x, λ, r) + ε(r),
where ε(r) > 0 and ε(r)→ 0 as r →∞. Then arguing in the same way as in the
proof of the previous proposition one can verify that any cluster point of the
net {x(r)}, r ∈ [r1,+∞), if exists, is a globally optimal solution of the problem
(P).
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As it was mentioned above, the localization principle allows one to study
local behaviour of the augmented Lagrangian near globally optimal solutions
of the problem (P) in order to prove the existence of an augmented Lagrange
multiplier. The following definition describes the desired local behaviour of an
augmented Lagrangian.
Definition 4. Let x∗ be a locally optimal solution of the problem (P). A
multiplier λ ∈ Λ is called a (local) augmented Lagrange multiplier at the point
x∗ if there exists r0 ≥ 0 such that for any r ≥ r0 the point x∗ is a local
minimizer of the function L (·, λ, r) on the set A, and L (x∗, λ, r) = f(x∗). The
greatest lower bound of all such r0 is denoted by r(x
∗, λ) and is called the least
exact penalty parameter for the multiplier λ at the point x∗. The set of all local
augmented Lagrange multipliers at the point x∗ is denoted by A(x∗).
Let λ∗ be a local augmented Lagrange multiplier at a locally optimal solution
x∗ of the problem (P). From the fact that Φ(x∗, 0) = f(x∗) it follows that for
any λ ∈ Λ and r ≥ 0 one has L (x∗, λ, r) ≤ f(x∗). Hence and from the definition
above it follows that there exist a neighbourhood U of x∗ and r0 ≥ 0 such that
sup
λ∈Λ
L (x∗, λ, r) ≤ L (x∗, λ∗, r) ≤ inf
x∈U∩A
L (x, λ∗, r) ∀r ≥ r0,
i.e. (x∗, λ∗) is a local saddle point of the augmented Lagrangian L (x, λ, r).
On the other hand, if (x∗, λ∗) is a local saddle point of L (x, λ, r) such that
L (x∗, λ∗, r) = f(x∗) for some r ≥ 0, then, as it is easy to see, the multiplier λ∗
is a local augmented Lagrange multiplier at x∗. Thus, there is a close connection
between local augmented Lagrange multipliers and local saddle points of the
augmented Lagrangian L (x, λ, c) (cf. Proposition 2).
Denote
Aloc(P) =
⋂
A(x∗),
where the intersection is taken over all globally optimal solutions x∗ of the
problem (P). From Corollary 1 it follows that A(P) ⊂ Aloc(P), provided the
problem (P) has optimal solutions. As the following example shows, the opposite
inclusion does not hold true in the general case.
Example 3. Let X = A = P = Λ = R and 〈λ, p〉 = λp for all (λ, p) ∈ Λ × P .
Let f0(x) = −x for all x ≤ 0, f0(x) = −x2 for all x > 0, and let the problem
under consideration have the form
min f0(x) subject to x ≤ 0. (14)
Define f(x) = f0(x) for any x ≤ 0, and f(x) = +∞, otherwise. Then the
problem (14) is equivalent to the problem (P). Note that the point x∗ = 0 is a
unique globally optimal solution of the problem (14) and f∗ = 0.
Define σ(p) = |p|, and let Φ(x, p) be the standard dualizing parameterization
for this problem, i.e. Φ(x, p) = f0(x), if x+p ≤ 0, and Φ(x, p) = +∞, otherwise.
Then one can easily check that for all x, λ ∈ R and r ≥ 0 one has
L (x, λ, r) =

f0(x) + (r + λ)max{x, 0}, if r ≥ |λ|,
−∞, if r < |λ|, λ < 0,
f0(x) + λx + r|x|, if r < |λ|, λ > 0.
(15)
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Therefore infx∈R L (x, λ, r) = −∞ for any λ ∈ R and r ≥ 0, which implies that
A(P) = ∅. However, it is easy to verify that the point x∗ = 0 is a local minimizer
of L (x, λ, r), provided r > |λ|. Thus, Aloc(P) = R and A(P) 6= Aloc(P). Note
that the augmented Lagrangian (15) is not bounded below on the set A for any
λ ∈ Λ and r ≥ 0.
If the set A is compact, then the localization principle guarantees that the
equality A(P) = Aloc(P) holds true. Thus, according to the localization princi-
ple, it is necessary and sufficient to prove that there exists a multiplier λ ∈ Λ
such that λ is a local augmented Lagrange multiplier at every globally optimal
solution of the problem (P) in order to prove the existence of a (global) aug-
mented Lagrange multiplier. In particular, if a globally optimal solution of (P)
is unique, and the set A is compact, then a local augmented Lagrange multi-
plier at this optimal solution exists if and only if a global augmented Lagrange
multiplier exists.
Recall that X is a topological space.
Theorem 1 (Localization principle). Let A be compact, Φ be l.s.c. on the set
A × {0}, and the function 〈λ, ·〉 be continuous at the origin for any λ ∈ Λ.
Suppose also that σ has a valley at zero, and the function L (·, λ, r) is l.s.c. on
A for any λ ∈ Aloc(P) and for any r ≥ 0 large enough. Then A(P) = Aloc(P).
Proof. Note that from the facts that Φ(x, 0) ≡ f(x), Φ is l.s.c. on A × {0},
and A is compact it follows that there exists a globally optimal solution of the
problem (P).
Fix an arbitrary λ ∈ Aloc(P). By the assumption of the theorem, there exists
r0 ≥ 0 such that the function L (·, λ, r) is l.s.c. on A for any r ≥ r0. Hence and
from the fact that A is compact it follows that for any r ≥ r0 there exists
x(r) ∈ argminx∈A L (x, λ, r). Applying the compactness of the set A again, one
obtains that there exists a cluster point x∗ ∈ A of the net {x(r)}, r ∈ [r0,+∞)
(see, e.g., [23], Theorem 5.2). By Remark 8 the point x∗ is a globally optimal
solution of the problem (P).
By the definition of Aloc(P) for any τ > r(x∗, λ) there exists a neighbour-
hood U of x∗ such that
L (x, λ, τ) ≥ L (x∗, λ, τ) = f(x∗) = f∗ ∀x ∈ U ∩ A.
Consequently, taking into account the fact the function L (x, λ, r) is non-
decreasing in r one gets that L (x, λ, r) ≥ f∗ for all x ∈ U ∩A and r ≥ τ . From
the fact that x∗ is a cluster point of the net {x(r)}, r ∈ [r0,+∞) one obtains
that there exists r ≥ τ such that x(r) ∈ U ∩ A. Therefore L (x(r), λ, r) ≥ f∗,
which implies that λ is an augmented Lagrange multiplier of the problem (P)
by virtue of Proposition 4, and the fact that x(r) is a globally optimal solution
of L (·, λ, r) on A.
In order to extend Theorem 1 to the case when the set A is not compact,
we need to introduce the following concept of a non-degenerate augmented La-
grangian (cf. the definition of non-degenerate penalty function in [14]).
Definition 5. Let X be a normed space, and let λ∗ ∈ Λ be fixed. The aug-
mented Lagrangian L (x, λ, r) is said to be non-degenerate for λ = λ∗ if there
exist r0 ≥ 0 and K > 0 such that for any r ≥ r0 the function L (·, λ∗, r) attains
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a global minimum on the set A, and there exists xr ∈ argminx∈A L (x, λ
∗, r)
such that ‖xr‖ ≤ K.
Roughly speaking, the non-degeneracy condition does not allow global min-
imizers of L (·, λ, r) on A to escape to infinity as r → ∞. Also, the non-
degeneracy of the augmented Lagrangian L plays a crucial role for the validity
of the localization principle in the finite dimensional case.
Theorem 2 (Localization principle). Suppose that the following assumptions
are satisfied:
1. X is a finite dimensional normed space;
2. A is closed;
3. there exists a globally optimal solution of the problem (P);
4. Φ is l.s.c. on the set A× {0};
5. the function 〈λ, ·〉 is continuous at the origin for any λ ∈ Λ;
6. σ has a valley at zero.
Then A(P) coincides with the set of all those λ ∈ Aloc(P) for which the aug-
mented Lagrangian L (x, λ, r) is non-degenerate.
Proof. Let λ∗ be an augmented Lagrange multiplier of (P). Then λ∗ ∈ Aloc(P),
and by Corollary 1 any globally optimal solution of the problem (P) is a global
minimizer of L (·, λ∗, r) on A for any r ≥ r(λ∗). Therefore the augmented
Lagrangian L (x, λ, r) is non-degenerate for λ = λ∗ with r0 = r(λ
∗) and K =
‖x∗‖, where x∗ is a globally optimal solution of the problem (P).
Suppose, now, that λ∗ ∈ Aloc(P), and the augmented Lagrangian L (x, λ, r)
is non-degenerate for λ = λ∗. Choose an increasing unbounded sequence {rn} ⊂
[r0,+∞), where r0 is from the definition of the non-degeneracy condition. Then
for any n ∈ N there exists xn ∈ argminx∈A L (x, λ
∗, rn) such that ‖xn‖ ≤ K for
some K ≥ 0. From the facts that X is a finite dimensional normed space, the
set A is closed, and the sequence {xn} is bounded it follows that there exists a
subsequence {xnk} converging to a point x
∗ ∈ A. Moreover, by Proposition 8
the point x∗ is a globally optimal solution of the problem (P).
Recall that λ∗ ∈ Aloc(P). Therefore for any τ > r(x∗, λ∗) there exists a
neighbourhood U of x∗ such that
L (x, λ∗, τ) ≥ L (x∗, λ∗, τ) = f(x∗) = f∗ ∀x ∈ U ∩ A.
Taking into account the fact that L (x, λ∗, r) is non-decreasing in r one gets
that L (x, λ∗, r) ≥ f∗ for all x ∈ U ∩ A and r ≥ τ . From the facts that the
subsequence {xnk} ⊂ A converges to x
∗, and {rn} is an increasing unbounded
sequence it follows that there exists k ∈ N such that rnk ≥ τ and xnk ∈ U ∩ A.
Hence one has L (xnk , λ
∗, rnk) ≥ f
∗. Consequently, applying Proposition 4, and
the fact that xnk is a global minimizer of L (·, λ
∗, r) on A one obtains that
λ∗ ∈ A(P).
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Let us also give a different formulation of the localization principle in the
finite dimensional case in which the non-degeneracy condition is replaced by an
assumption on a sublevel set of the augmented Lagrangian L (x, λ, r).
For any x ∈ X denote ϕ(x) = inf{σ(p) | p ∈ P : Φ(x, p) < +∞}. The
function ϕ is called the penalty term associated with the augmented Lagrangian
L (x, λ, r). In the context of Example 1, one has ϕ(x) = infp∈(−G(x)) σ(p). In
particular, in the case of the sharp Lagrangine one has ϕ(x) = d(0, G(x)), while
in the case of the proximal Lagrangian one has ϕ(x) = d(0, G(x))2/2.
Theorem 3 (Localization principle). Let all assumptions of Theorem 2 be sat-
isfied. Suppose also that the function L (·, λ, r) is l.s.c. on A for any λ ∈ Aloc(P)
and for any sufficiently large r ≥ 0 (that might depend on λ). Then the set A(P)
consists of all those λ ∈ Aloc(P) for which there exist r0 ≥ 0 and δ > 0 such
that the set {
x ∈ A
∣∣∣ L (x, λ, r0) < f∗, ϕ(x) < δ} (16)
is bounded or empty, and the function L (·, λ, r0) is bounded below on A.
Proof. Clearly, if λ ∈ A(P), then λ ∈ Aloc(P), and, by Proposition 4, for any
r ≥ r(λ) and δ > 0 the set (16) is empty, and L (x, λ, r) ≥ f∗ for all x ∈ A.
Suppose, now, that λ ∈ Aloc(P), and there exist r0 ≥ 0 and δ > 0 such that
the set (16) is bounded or empty, and the function L (·, λ, r0) is bounded below
on A. Note that for any x ∈ A and r ≥ r0 one has
Φ(x, p)− 〈λ, p〉+ rσ(p) ≥ Φ(x, p)− 〈λ, p〉 + r0σ(p) + (r − r0)ϕ(x) ∀p ∈ P,
which implies that L (x, λ, r) ≥ L (x, λ, r0)+(r−r0)ϕ(x) for all x ∈ A. Therefore
for any x ∈ A such that ϕ(x) ≥ δ one has
L (x, λ, r) ≥ c+ (r − r0)δ ≥ f
∗ ∀r ≥ τ := r0 +
f∗ − c
δ
,
where c = infx∈A L (x, λ, r0) > −∞. Hence for any r ≥ τ one has{
x ∈ A
∣∣∣ L (x, λ, r) < f∗} ⊂ {x ∈ A ∣∣∣ L (x, λ, r0) < f∗, ϕ(x) < δ}.
Therefore there existsK ≥ 0 such that for any r ≥ τ one has that ‖x‖ ≤ K for all
x ∈ {y ∈ A | L (y, λ, r) < f∗}. Consequently, applying the lower semicontinuity
of the function L (·, λ, r) on the set A, and the fact that X is a finite dimensional
normed space, one obtains that the function L (·, λ, r) attains a global minimum
on the set A for any sufficiently large r ≥ 0. Furthermore, for any r large
enough either L (x, λ, r) ≥ f∗ for all x ∈ A, which implies that λ ∈ A(P) due
to Proposition 4, or any global minimizer x∗ of L (·, λ, r) on A satisfies the
inequality ‖x∗‖ ≤ K. In the latter case, one obtains that L (x, λ, r) is non-
degenerate. Then applying Theorem 2 one gets the desired result.
Remark 9. Theorems 1–3 allow one to understand a general principle be-
hind many similar results on augmented Lagrangian functions (see [37], The-
orems 3.1–3.4; [26], Theorem 3.3; [46], Theorem 3.3; [51], Theorems 3.1 and
3.2; [45], Theorem 3.1, etc.). Namely, a multiplier λ∗ is a global augmented La-
grange multiplier if and only if λ∗ is a local augmented Lagrange multiplier at
every global minimizer of the problem (P) and a certain compactness assump-
tion holds true (note that this principle can also be formulated in terms of global
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and local saddle points). We call this general result the localization principle,
since it allows one to perform a local analysis of the augmented Lagrangian in
order to obtain global existence results.
Let us demonstrate that, without some additional assumptions (such as the
compactness of the set A), the localization principle is valid only in the finite
dimensional case.
Example 4. Let X = A = ℓ2, P = Λ = R and 〈λ, p〉 ≡ λp. Define ω1(t) =
max{−t+ 1,−1}, and for any n ≥ 2 set
ωn(t) =

−3/n, if t ∈ (−∞,−1− 2/n),
t+ 1 + 1/n− n(t+ 1)2/2, if t ∈ [−1− 2/n,−1],
t+ 1 + 1/n, if t ∈ (−1, 0],
1 + 1/n, if t ∈ (0,+∞).
Finally, for any x = (x1, x2, . . .) ∈ ℓ2 define f0(x) = infn∈N ωn(xn), and h(x) =
‖x‖−1, where ‖·‖ is the standard norm in ℓ2. Note that the function f0 (as well
as the function h) is globally Lipschitz continuous and bounded below on ℓ2 due
to the facts that for any n ∈ N the function ωn is globally Lipschitz continuous
with a Lipschitz constant L ≤ 3, and ωn(t) ≥ −3/2 for all t ∈ R.
Consider the following optimization problem
min f0(x) subject to h(x) = 0.
One can easily verify that x∗ = (1, 0, 0, . . .) is a unique globally optimal solution
of this problem, and f∗ = f0(x
∗) = 0. Let Φ(x, p) be the standard dualizing
parameterization for the problem above, and let σ(p) = p2/2. Then L (x, λ, r) =
f0(x) + λh(x) + rh(x)
2/2. It is easy to see that for any λ ∈ R and r ≥ 0 the
function L (·, λ, r) is coercive, and Lipschitz continuous on any bounded subset
of ℓ2.
Let us check that λ∗ = 1 is a local augmented Lagrange multiplier at x∗.
Indeed, from the facts that ω1(t) ≤ 0.5 for any t ∈ [0.5, 1.5] and ωn(t) > 0.5 for
any t ∈ [−0.5, 0.5] it follows that f0(x) = ω1(x1) for all x ∈ B(x∗, 0.5), where
B(x∗, 0.5) is the ball with centre x∗ and radius 0.5. Hence for any x ∈ B(x∗, 0.5)
and r ≥ 0 one has
L (x, 1, r) = ω1(x1) + h(x) +
r
2
h(x)2 = max{−x1 + 1,−1}+ (‖x‖ − 1)
+
r
2
(
‖x‖ − 1
)2
≥ max
{
− x1 + ‖x‖, ‖x‖ − 2
}
≥ 0 = f0(x
∗). (17)
Consequently, λ∗ = 1 is a local augmented Lagrange multiplier at x∗ and
r(x∗, λ∗) = 0. Furthermore, one can verify that λ∗ = 1 is a unique augmented
Lagrange multiplier at x∗.
Let us find a global minimum of the function L (·, 1, r) for any r ≥ 1. Taking
into account the fact that f0(x) = infn∈N ωn(xn) one obtains that it is sufficient
to find a global minimizer x(n) of the function θn(x) = ωn(xn)+h(x)+rh(x)
2/2,
n ≥ 2 (note that from (17) it follows that x(1) = x∗), and, then, to minimize
L(x(n), 1, r) with respect to n.
Fix arbitrary n ≥ 2, x ∈ ℓ2 and r ≥ 1. If xn ≥ 0, then
θn(x) = 1 +
1
n
+ ‖x‖ − 1 +
r
2
(‖x‖ − 1)2 ≥
1
n
.
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If xn ∈ [−1, 0], then
θn(x) = xn + 1 +
1
n
+ ‖x‖ − 1 +
r
2
(‖x‖ − 1)2 ≥ xn + ‖x‖+
1
n
≥
1
n
.
If xn ≤ −1− 2/n, then
θn(x) = −
3
n
+ ‖x‖ − 1 +
r
2
(‖x‖ − 1)2
≥ −
3
n
+ inf
t≥1+2/n
(
t− 1 +
r
2
(t− 1)2
)
= −
1
n
+
2r
n2
.
Finally, if xn ∈ [−1− 2/n,−1], then
θn(x) = xn + 1 +
1
n
−
n
2
(xn + 1)
2 + ‖x‖ − 1 +
r
2
(‖x‖ − 1)2 ≥ −
n
2
(xn + 1)
2
+
r
2
(‖x‖−1)2+
1
n
≥ −
n
2
(xn+1)
2+
r
2
(|xn|−1)
2+
1
n
≥ min
{
1
n
,−
1
n
+
2r
n2
}
.
Thus, for any n ≥ 2 and r ≥ 1 one has that infx∈ℓ2 θn(x) = 1/n, if n ≤ r,
infx∈ℓ2 θn(x) = (2r − n)/n
2, if n > r, and the infimum is attained at the point
x(n) such that x
(n)
k = 0 for all k 6= n, x
(n)
n = −1, if n ≤ r, and x
(n)
n = −1− 2/n,
if n > r. Hence for any r ≥ 1 one has
inf
x∈ℓ2
L (x, 1, r) = inf
n≥2
L (x(n), 1, r) = inf
n≥2r
(
−
1
n
+
2r
n2
)
< 0.
Furthermore, from the fact that the last infimum above is attained for some
n0 ∈ N such that either n0 ≤ 4r ≤ n0 + 1 or n0 − 1 ≤ 4r ≤ n0 it follows
that the function L (·, 1, r) attains a global minimum at the point x(r) = x(n0),
and L (x(r), 1, r) < 0, while f∗ = f0(x
∗) = 0. Therefore λ∗ = 1 is a not an
augmented Lagrange multiplier of (P).
Note that ‖x(r)‖ ≤ 2 for all r ≥ 1. Therefore the augmented Lagrangian
L (x, λ, r) is non-degenerate for λ = 1. Furthermore, as it was mentioned above,
the function L (·, λ, r) is coercive and Lipschitz continuous on any bounded
subset of ℓ2. Hence, as it is easy to see, all assumptions of Theorems 2 and 3,
apart from the assumptions that X is finite dimensional, are satisfied. Thus,
without some additional assumptions, the localization principle does not hold
true in the infinite dimensional case.
Let us also note that |h(x)| = inf{‖x−y‖ | y ∈ ℓ2 : h(y) = 0} (i.e. h(x) has a
global error bound; furthermore, it is easy to see that h(x) is globally metrically
regular, i.e. metrically regular on ℓ2×h(ℓ2)), and the function f0 is globally Lip-
schitz continuous. Consequently, by [14], Proposition 3.16, the penalty function
F (x, r) = f0(x) + r|h(x)| is exact. Therefore by Proposition 5, the multiplier
λ∗ = 1 is an augmented Lagrange multiplier of the sharp Lagrangian. However,
as it was shown above, λ∗ = 1 is not an augmented Lagrange multiplier of the
proximal Lagrangian. It is worth mentioning that this kind of result is impos-
sible in the finite dimensional case, since if some λ∗ ∈ Λ is a local augmented
Lagrange multiplier of both sharp and proximal Lagrangians at all globally op-
timal solutions, and both sharp and proximal Lagrangians are coercive, then by
Theorem 3 the multiplier λ∗ is a global augmented Lagrange multiplier of both
sharp and proximal Lagrangians.
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5 Applications of the localization principle
In this section, we consider applications of the general theory developed above to
the mathematical programming and nonlinear semidefinite programming prob-
lems. Our aim is to show that the existence of a local augmented Lagrange
multiplier can be proved via sufficient optimality conditions, while the existence
of a (global) augmented Lagrange multiplier can be easily proved with the use
of the localization principle.
5.1 Mathematical programming
Let X = Rd. Consider the mathematical programming problem of the form
min f0(x) s.t. gi(x) = 0, i ∈ I, gj(x) ≤ 0, j ∈ J, x ∈ A. (18)
Here f0, gs : R
d → R, s ∈ I ∪J are given functions, I = {1, . . . ,m1}, J = {m1+
1, . . . ,m2}, and A ⊂ Rd is a nonempty closed set. For the sake of simplicity, we
suppose that the set A is convex.
Let Λ = P = Rm2 , 〈·, ·〉 be the inner product in Rs, s ∈ N, ‖ · ‖ be the
Euclidean norm, and σ(p) = ‖p‖2/2. Define Φ(x, p) = f0(x), if gi(x) + pi = 0
for all i ∈ I, and gj(x) + pj ≤ 0 for all j ∈ J , and Φ(x, p) = +∞, otherwise. Let
also f(x) = Φ(x, 0). Then the problems (18) and (P) coincide.
As it is easy to verify, for any x ∈ Rd, λ ∈ Rm2 and r > 0 one has
L (x, λ, r) = f0(x) +
m1∑
i=1
(
λigi(x) +
r
2
gi(x)
2
)
+
m2∑
j=m1+1
(
λj max
{
gj(x),−
λj
r
}
+
r
2
max
{
gj(x),−
λj
r
}2)
,
i.e. L is the proximal Lagrangian (the Hestenes-Powell-Rockafellar Lagrangian)
for the problem (18).
At first, we study the local behaviour of the augmented Lagrangian L .
Denote by L(x, λ) = f0(x) +
∑m2
s=1 λsgs(x) the standard Lagrangian for the
problem (18), and denote by Ω the feasible set of this problem. Let the functions
f0 and gs be twice differentiable at a point x
∗ ∈ Ω. Recall that the pair (x∗, λ∗)
with λ∗ ∈ Rm2 is called a KKT pair of the problem (18) if λ∗jgj(x
∗) = 0 and
λ∗j ≥ 0 for all j ∈ J , and
〈
DxL(x
∗, λ∗), v
〉
≥ 0 for all v ∈ TA(x∗), where
TA(x
∗) is the contingent cone to the set A at x∗. Note that if (x∗, λ∗) is a KKT
pair, then L (x∗, λ∗, r) = f(x∗) for all r ≥ 0. We say that that a KKT pair
(x∗, λ∗) satisfies the second order sufficient optimality condition if the matrix
D2xxL(x
∗, λ∗) is positive definite on the cone
K(x∗, λ∗) =
{
v ∈ TA(x
∗)
∣∣∣ 〈∇gs(x∗), v〉 = 0, s ∈ I ∪ J+(x∗, λ∗),
〈∇gj(x
∗), v〉 ≤ 0, j ∈ J0(x
∗, λ∗), 〈DxL(x
∗, λ∗), v〉 = 0
}
,
where J+(x
∗, λ∗) = {j ∈ J0(x∗) | λ∗j > 0}, J0(x
∗, λ∗) = {j ∈ J0(x∗) | λ∗j = 0},
and J0(x
∗) = {j ∈ J | gj(x∗) = 0}. The following theorem slightly improves all
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analogous results on the Hestenes-Powell-Rockafellar Lagrangian (cf. [3], The-
orem 9.3.3; [37], Theorem 2.1; [25], Theorem 2; [39], Theorem 2.3; [27], The-
orems 3.1 and 3.2; [46], Theorem 2.8; [51], Proposition 3.1), since we consider
all types of constraints (i.e. equality, inequality and nonfunctional constraints),
do not use any constraint qualifications, and utilize weaker sufficient optimality
conditions than in the aforementioned papers.
Theorem 4. Let x∗ be a locally optimal solution of the problem (18). Suppose
that the functions f0 and gs, s ∈ I∪J , are twice differentiable at the point x∗, and
a KKT pair (x∗, λ∗) satisfies the second order sufficient optimality condition.
Then λ∗ is a local augmented Lagrange multiplier of (P) at x∗.
Proof. With the use of the second order Taylor expansion of the functions f0
and gs at x∗ one gets that for any r > 0 there exists a neighbourhood Ur of x∗
such that∣∣∣∣L (x, λ∗, r) −L (x∗, λ∗, r)− 〈DxL(x∗, λ∗), x− x∗〉
−
1
2
〈
x− x∗, D2xxL(x
∗, λ∗)(x − x∗)
〉
−
r
2
∑
s∈I∪J+(x∗,λ∗)
〈
∇gs(x
∗), x− x∗
〉2
−
r
2
∑
j∈J0(x∗,λ∗)
max
{
〈∇gj(x
∗), x− x∗〉, 0
}2∣∣∣∣ ≤ 1r ‖x− x∗‖2 (19)
for any x ∈ Ur. Here we utilised the fact that the twice differentiability of the
functions gj, j ∈ J , at x∗, and the complementary slackness condition imply
that for any x in a sufficiently small neighbourhood of x∗ one has
max
{
gj(x),−
λ∗j
r
}
=

gj(x), if j ∈ J+(x∗, λ∗),
max{gj(x), 0}, if j ∈ J0(x∗, λ∗),
0, if j ∈ J \ J0(x∗),
and for all j ∈ J0(x∗, λ∗) one has
max{gj(x), 0}
2 = max
{
〈∇gj(x
∗), x− x∗〉, 0
}2
+ o(‖x− x∗‖2),
where o(‖x− x∗‖2)/‖x− x∗‖2 → 0 as x→ x∗.
Arguing by reductio ad absurdum, suppose that λ∗ is not a local augmented
Lagrange multiplier at x∗. Then for any n ∈ N there exists xn ∈ A ∩ Un such
that L (xn, λ
∗, n) < L (x∗, λ∗, n). Hence applying (19) one obtains that for any
n ∈ N the following inequality holds true
0 >
〈
DxL(x
∗, λ∗),∆xn
〉
+
1
2
〈
∆xn, D
2
xxL(x
∗, λ∗)∆xn
〉
+
n
2
∑
s∈I∪J+(x∗,λ∗)
〈
∇gs(x
∗),∆xn
〉2
+
n
2
∑
j∈J0(x∗,λ∗)
max
{
〈∇gj(x
∗),∆xn〉, 0
}2
−
1
n
‖∆xn‖
2, (20)
where ∆xn = xn − x∗. Denote vn = ∆xn/‖∆xn‖. Clearly, without loss of
generality one can suppose that the sequence {vn} converges to a vector v∗ such
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that ‖v∗‖ = 1. Furthermore, v∗ ∈ TA(x∗) by virtue of the fact that xn ∈ A for
all n ∈ N.
From (20) it follows that
0 >
〈
DxL(x
∗, λ∗),∆xn
〉
+
1
2
〈
∆xn, D
2
xxL(x
∗, λ∗)∆xn
〉
−
1
n
‖∆xn‖
2
for any n ∈ N. Dividing this inequality by ‖∆xn‖ and passing to the limit as
n→∞ one obtains that 0 ≥ 〈DxL(x
∗, λ∗), v∗〉. Consequently, applying the fact
that (x∗, λ∗) is a KKT pair one gets that 〈DxL(x∗, λ∗), v∗〉 = 0.
From the facts that xn ∈ A by definition, and A is convex it follows that
xn−x∗ ∈ TA(x∗) for all n ∈ N. Hence taking into account the fact that (x∗, λ∗)
is a KKT pair one gets that 〈DxL(x∗, λ∗),∆xn〉 ≥ 0 for all n ∈ N. Applying
this lower estimate in (20), dividing by ‖∆xn‖2, and passing to the limit as
n → ∞ one obtains that 〈∇gs(x∗), v∗〉 = 0 for all s ∈ I ∪ J+(x∗, λ∗), and
〈∇gj(x∗), v∗〉 ≤ 0 for all j ∈ J0(x∗, λ∗). Thus, v∗ ∈ K(x∗, λ∗).
Applying (20), and the inequality 〈DxL(x
∗, λ∗),∆xn〉 ≥ 0 one obtains that
0 >
1
2
〈
∆xn, D
2
xxL(x
∗, λ∗)∆xn
〉
−
1
n
‖∆xn‖
2 ∀n ∈ N.
Dividing this inequality by ‖∆xn‖2, and passing to the limit as n→∞, one gets
that 0 ≥ 〈v∗, D2xxL(x
∗, λ∗)v∗〉, which contradicts the fact that the pair (x∗, λ∗)
satisfies the second order sufficient optimality condition.
Now, we can obtain simple necessary and sufficient conditions for the exis-
tence of an augmented Lagrange multiplier of (18). Denote by Ω∗ ⊂ Ω the set
of globally optimal solutions of this problem. We suppose that Ω∗ 6= ∅.
It is easy to see that if λ∗ is an augmented Lagrange multiplier of the problem
(18), and the functions f and gs are twice differentiable, then for any x
∗ ∈ Ω∗ the
pair (x∗, λ∗) is a KKT pair that satisfies the second order necessary optimality
condition: 〈v,D2xxL(x
∗, λ∗)v〉 ≥ 0 for all v ∈ K(x∗, λ∗). Thus, for the existence
of an augmented Lagrange multiplier of (18) it is necessary that there exists
a multiplier λ∗ ∈ Rm2 such that for any x∗ ∈ Ω∗ the pair (x∗, λ∗) is a KKT
pair that satisfies the second order necessary optimality condition. It should
be noted that, in the general case, there might not exist a multiplier λ∗ that
satisfies the KKT conditions at every globally optimal solution of the problem
(18). In particular, if the problem (18) has at least two global minimizers with
disjoint sets of Lagrange multipliers, then an augmented Lagrange multiplier of
this problem does not exist.
Remark 10. Since the existence of an augmented Lagrange multiplier implies
the existence of a KKT-point of the problem (18), the problem of existence of
augmented Lagrange multipliers is closely related to the study of KKT optimal-
ity conditions for nonlinear programming problems. In particular, any necessary
condition for the existence of a KKT-point is also a necessary conditions for the
existence of an augmented Lagrange multiplier. For some recent developments
on KKT conditions see, e.g., [15, 28, 43] and references therein.
Under some additional assumptions, one simply has to replace “necessary
optimality condition” by “sufficient optimality condition” in order to obtain
sufficient conditions for the existence of an augmented Lagrange multiplier.
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Theorem 5. Let A be closed, f0 be l.s.c. on A, and gs, s ∈ I ∪J , be continuous
on A. Suppose also that the functions f0 and gs, s ∈ I∪J , are twice differentiable
at every point x∗ ∈ Ω∗, and there exists a multiplier λ∗ ∈ Rm2 such that for any
x∗ ∈ Ω∗ the pair (x∗, λ∗) is a KKT pair satisfying the second order sufficient
optimality condition. Then the following statements are equivalent:
1. λ∗ is an augmented Lagrange multiplier of the problem (18);
2. there exist r0 > 0 and K > 0 such that for any r ≥ r0 there exists
xr ∈ argminx∈A L (x, λ
∗, r) with ‖xr‖ ≤ K;
3. there exist r0 > 0 and δ > 0 such that the function L (·, λ
∗, r0) is bounded
below on A, and the set{
x ∈ A
∣∣∣ L (x, λ∗, r0) < f∗, ϕ(x) < δ} (21)
is bounded or empty, where ϕ(x) =
∑
i∈I gi(x)
2 +
∑
j∈J max{0, gj(x)}
2.
In particular, an augmented Lagrange multiplier of (18) exists, provided one of
the following additional assumptions is satisfied:
1. A is compact;
2. f0 is coercive on the set A, i.e. f0(xn)→ +∞ as n→∞ for any sequence
{xn} ⊂ A such that ‖xn‖ → +∞ as n→∞;
3. the function f0(·) + r0ϕ(x) is coercive on A for some r0 ≥ 0;
4. the function ϕ(x) is coercive on A, and the function L (·, λ∗, r0) is bounded
below on A for some r0 > 0.
Proof. By Theorem 4, the multiplier λ∗ is a local augmented Lagrange multiplier
at every x∗ ∈ Ω∗. Then applying the localization principle (Theorems 2 and 3)
one obtains the required result.
Remark 11. (i) Note that the set (21) is bounded for some r0 > 0 and δ > 0, in
particular, if for some x0 ∈ Ω the set {x ∈ A | L (x, λ∗, r0) < f0(x0), ϕ(x) < δ}
is bounded. Furthermore, one can easily verify that the set (21) is bounded for
some r0 > 0 and δ > 0, if the set {x ∈ A | f0(x) < f∗+α, ϕ(x) < δ} is bounded
for some α > 0 and δ > 0.
(ii) The theorem above provides first simple necessary and sufficient condi-
tions for the existence of an augmented Lagrange multiplier of the Hestenes-
Powell-Rockafellar Lagrangian function for a mathematical programming prob-
lem that does not rely on any assumptions on the optimal value functions or
optimal/suboptimal solutions of a perturbed problem (cf. [36]). Furthermore,
Theorem 5 improves all similar results on the existence of augmented Lagrange
multipliers [25,27,37,39,46,51], since it is based on weaker sufficient optimality
conditions, is formulated as necessary and sufficient conditions, and does not
require any additional assumptions (such as the compactness of the set A as
in [37], the uniqueness of a globally optimal solution as in [27], the boundedness
of the least exact penalty parameters at globally optimal solutions as in [25,39]
or the compactness of certain sublevel sets as in [25, 27, 39, 46, 51]).
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Theorems 4 and 5 can be easily extended to the case when the functions f0
and gs are not twice differentiable, but are C
1,1 function. In particular, let us
extend Theorem 4 to this more general case.
For the sake of simplicity, let A = Rd. Fix x∗ ∈ Ω, and suppose that the
functions f0 and gs are C
1,1 at x∗, i.e. suppose that f0 and gs are differentiable
near x∗, and their gradients are Lipschitz continuous in a neighbourhood of this
point. Recall that if a function h is C1,1 at x∗, then the generalized Hessian
matrix ∂2h(x∗) of h at x∗ is defined as the convex hull of the set of all those
matrices M for which there exists a sequence {xn} such that xn → x∗ and
∇2h(xn) → M as n → ∞ (see, e.g., [19, 24]). One can verify that ∂2h(x∗) is a
nonempty compact convex set of symmetric matrices.
Let (x∗, λ∗) be a KTT pair satisfying the strict complementary slackness
condition, i.e. J0(x
∗, λ∗) = ∅. We say that the pair (x∗, λ∗) satisfies the gener-
alized second order sufficient optimality condition if each M ∈ ∂2xxL(x
∗, λ∗) is
positive definite on the subspace {v ∈ Rd | 〈∇gs(x∗), v〉 = 0, s ∈ I ∪J+(x∗, λ∗)}
(see [24]). Here ∂2xxL(x
∗, λ∗) is the generalized Hessian matrix of the function
L(·, λ∗) at x∗. Similarly to the case when the functions f0 and gs are twice
differentiable, the validity of the generalized second order sufficient optimality
guarantees that λ∗ is a local augmented Lagrange multiplier.
Theorem 6. Let x∗ be a locally optimal solution of the problem (18), and
the functions f0 and gs, s ∈ I ∪ J , be C1,1 at the point x∗. Suppose that a
KKT pair (x∗, λ∗) satisfies the strict complementary slackness condition, and
the generalized second order sufficient optimality condition. Then λ∗ is a local
augmented Lagrange multiplier of (P) at x∗.
Proof. From the facts that the functions gs are continuous at x
∗, and the strict
complementary slackness condition holds true it follows that there exists a neigh-
bourhood U of x∗ such that for any x ∈ U and r > 0 one has
L (x, λ∗, r) = L(x∗, λ∗) +
r
2
∑
s∈I∪J+(x∗,λ∗)
gs(x)
2.
Consequently, applying the sum rule for generalized Hessian matrices ( [19],
Theorem 2.2) one obtains that the set ∂2xxL (x
∗, λ∗, r) is contained in the set
H(x∗, λ∗, r) = ∂2xxL(x
∗, λ∗) + r
∑
s∈I∪J+(x∗,λ∗)
∇gs(x
∗)∇gs(x
∗)T . Taking into
account the fact that the generalized second order sufficient optimality condition
holds true, one can easily verify that there exists r0 > 0 such that for any r ≥ r0
all matrices M ∈ H(x∗, λ∗, r) are positive definite (see [26], Lemma 3.1). Hence
applying the second-order sufficient optimality condition for C1,1 functions (
[24], Theorem 1) one obtains that x∗ is a point of local minimum of the function
L (·, λ∗, r) for any r ≥ r0. Therefore λ∗ is a local augmented Lagrange multiplier
at x∗.
5.2 Nonlinear semidefinite programming
Let us note that Theorems 4–6 can be easily extended to the case of second-
order cone programming, cone constrained optimization, nonlinear semidefinite
programming, semi-infinite programming and other constrained optimization
problems. One simply has to prove the existence of a local augmented Lagrange
multiplier (or a local saddle point) with the use of sufficient optimality conditions
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as in [39,41,45,51], and then apply the localization principle in order to obtain
simple necessary and sufficient conditions for the existence of an augmented
Lagrange multiplier that strengthen all similar results existing in the literature.
In order to illustrate this statement, let us consider the following nonlinear
semidefinite programming problem
min f0(x) subject to G(x)  0, h(x) = 0, (22)
where G : Rd → Sm and h = (h1, . . . , hl) : Rd → Rl are given function, Sm
denotes the set of all m×m real symmetric matrices, and the relation G(x)  0
means that the matrix G(x) is negative semidefinite. Denote by Tr(·) the trace
of a matrix, by A • B = Tr(AB) the inner product of A,B ∈ Sm, and by
‖A‖F =
√
Tr(A2) the Frobenius norm of A ∈ Sm.
Let Λ = P = Sm × Rl, and 〈λ, p〉 = µ • q + νTw for any λ = (µ, ν) ∈ Λ
and p = (q, w) ∈ P . Define Φ(x, p) = f0(x), if G(x) + q  0 and h(x) + w = 0;
Φ(x, p) = +∞, otherwise, and σ(p) = 0.5‖q‖2F + 0.5‖w‖
2. Then one can verify
(see (2.9) in [36]) that for any x ∈ Rd, λ ∈ Λ and r > 0 one has
L (x, λ, r) = f0(x) +
1
2r
(
Tr
(
[rG(x) + µ]2+
)
− Tr(µ2)
)
+ νTh(x) +
r
2
‖h(x)‖2,
where [·]+ denotes the projection of a matrix onto the cone of m×m positive
semidefinite matrices.
In order to obtain necessary and sufficient conditions for the existence of an
augmented Lagrange multiplier for the problem (22), let us recall KKT opti-
mality conditions for this problem [35, 41]. Let x∗ be a locally optimal solution
of the problem (22), and the functions f0, G and h be twice differentiable at x
∗.
A pair (x∗, λ∗), where λ∗ = (µ∗, ν∗) ∈ Λ, is called a KKT pair of the problem
(22), if µ∗ is positive semidefinite, µ∗G(x∗) = 0 and DxL(x
∗, λ∗) = 0, where
L(x, λ) = f0(x) + µ •G(x) + νTh(x) is the classical Lagrangian. Suppose that
rank(G(x∗)) < m. One says that a KKT pair (x∗, λ∗) satisfies the second order
sufficient optimality condition, if the matrix
D2xxL(x
∗, λ∗)− 2
[
µ∗ •
(
DxiG(x
∗)G(x∗)†DxjG(x
∗)
)]d
i,j=1
is positive definite on the cone
C(x∗) =
{
v ∈ Rd
∣∣∣ d∑
i=1
viE
T
0 DxiG(x
∗)E0  0, ∇h(x
∗)v = 0, ∇f0(x
∗)T v = 0
}
,
where G(x∗)† is the Moore-Penrose pseudoinverse of the matrix G(x∗), and
E0 is m× (m− rank(G(x∗))) matrix composed from the eigenvectors of G(x∗)
corresponding to its zero eigenvalue. Note that if rank(G(x∗)) = m, then the
constraint G(x)  0 is inactive at x∗, i.e. x∗ is a locally optimal solution of the
problem of minimizing f0(x) subject to h(x) = 0. In this case, µ
∗ = 0, and we
utilize sufficient optimality conditions for the problem (18).
Denote by Ω∗ the set of optimal solutions of the problem (22). We suppose
that Ω∗ 6= ∅. The following result strengthens Theorem 4 in [41], since we do
not assume that an optimal solution of (22) is unique, and, more importantly,
we obtain necessary and sufficient conditions for the existence of an augmented
Lagrange multiplier, in contrast to only sufficient conditions in [41].
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Theorem 7. Let f0 be l.s.c., and G and h be continuous. Let also the functions
f0, G and h be twice differentiable at every point x
∗ ∈ Ω∗, and let there exists
a multiplier λ∗ ∈ Λ such that for any x∗ ∈ Ω∗ the pair (x∗, λ∗) is a KKT
pair satisfying the second order sufficient optimality condition. Then λ∗ is an
augmented Lagrange multiplier of the problem (22) if and only if there exist
r0 > 0 and δ > 0 such that the function L (·, λ∗, r0) is bounded below, and the
set {
x ∈ Rd
∣∣∣ L (x, λ∗, r0) < f∗, ϕ(x) < δ} (23)
is bounded or empty, where ϕ(x) = Tr([G(x)]2+) + ‖h(x)‖
2.
Proof. By Theorem 4, and [41], Theorem 3, the multiplier λ∗ is a local augment-
ed Lagrange multiplier at every x∗ ∈ Ω∗. Applying the localization principle
(Theorem 3) one obtains the desired result.
Remark 12. One can verify that the set (23) is bounded, if there exist α > 0
and δ > 0 such that the set {x ∈ Rd | f0(x) < f∗ + α, ϕ(x) < δ} is bounded.
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