The recent increase in information on the identification of the circuit level sensory and interneuronal mechanisms underlying tonic inhibition and its disinhibition in a number of vertebrate and invertebrate motor circuits has allowed us to ascertain the general features of this type of motor control and to make a case for its general importance in the selection of motor programs across a range of invertebrate and vertebrate systems.
Modulatory role for tonic inhibition
One of the first and still best examples where tonic inhibition was shown to play an important role in behavioral modulation came from the Krasne Laboratory (Krasne and Wine, 1975; working on the crayfish tailflip escape response ( Figure 1A) . Tonic inhibition reduces the excitability of paired lateral giant fibers (LG), command neurons that mediate the escape behavior, making it less likely that escape behavior will occur. A variety of different circumstances are now known that cause suppression of the escape behavior via tonic inhibition including feeding, restraint that hinders the execution of escape, and agonistic encounters with other crayfish (Krasne and Lee, 1988; Krasne et al., 1997) . The neural organization of these tonic inhibitory effects make the escape behavior highly adaptive and interactive with other behavioral systems. Vu et al. provided an elegant explanatory model for how this works. With no absolute ability to prevent escape responses, they propose that tonic inhibition helps to set a variable threshold for the occurrence of escape behavior by interacting with the various types of excitatory inputs that normally evoke LG activity and escape. In this model an increase in tonic synaptic inhibition due to constraint or feeding sets a high threshold for escape whereas background There are many examples in the neuroethological literature where animals show periods of reduced motor activity or quiescence and this makes evolutionary sense because it reduces unnecessary energy expenditure and potentially makes animals less conspicuous to predators (Lambert et al., 2004a) . In a number of systems this reduction of motor activity is due to tonic inhibition of motor circuits induced by sensory inputs or changes in internal state. More recently it has been argued that reduction of the level of this prolonged tonic inhibitory activity ('disinhibition') has the converse effect, that is to increase activity in motor programs (Mink, 1996; Grillner et al., 2005) . Thus tonic inhibition has the potential to both suppress and activate motor behavior depending on the level of electrical firing in the inhibitory pathways, acting as a type of neural switching mechanism. Other types of inhibition occur within motor circuits but these have different roles in motor behavior. For instance inhibitory synaptic connections form part of a central pattern generating mechanism for rhythmic movement (reciprocal inhibition, Perkel and Mulloney, 1974) or modify the strength of reflexive responses (recurrent inhibition, Fischer and Carew, 1997) . Historically, inhibition and disinhibition were proposed to be involved in the selection of motor programs and ethologists suggested that many behaviors were likely to be under inhibitory control as part of a hierarchical mechanism to allow high priority behaviors to be preferentially selected (Tinbergen, 1951; McCleery, 1983) . Disinhibition led to the activation of behaviors that were lower in the hierarchy. At the neuronal level behavioral selection has been shown to involve inhibitory interactions between networks (reviewed by Kristan and Gillette, 2007; Kristan, 2008) but often more complex dynamic processes occur in populations of interneurons and inhibition forms only part of the mechanism for decision-making. Animals show periods of quiescence interspersed with periods of motor activity. In a number of invertebrate and vertebrate systems, quiescence is achieved by active suppression of motor behavior is due to tonic inhibition induced by sensory input or changes in internal state. Removal of this inhibition (disinhibition) has the converse effect tending to increase the level of motor activity. We show that tonic inhibition and disinhibition can have a variety of roles. It can simply switch off specific unwanted motor behaviors, or modulate the occurrence of a motor response, a type of 'threshold' controlling function, or be involved in the selection of a particular motor program by inhibiting 'competing' motor mechanisms that would otherwise interfere with the carrying out of a desired movement. A suggested general function for tonic inhibition is to prevent unnecessary non-goal directed motor activity that would be energetically expensive. The reason why basic motor programs might be a particular target for tonic inhibition is that many of them involve central pattern generator circuits that are often spontaneously active and need to be actively suppressed for energy saving. Based on this hypothesis, tonic inhibition represents the default state for energy saving and motor programs are switched-on when required by removal of this inhibition. strongly excitatory sensory inputs that result from threatening stimuli lower the threshold for escape. At the cellular level, the tonic inhibitory synapses are located on the distal dendritic processes of the LG neuron at a considerable electrotonic distance from the spike initiation zone near to the LG cell body. The interactions with excitatory synaptic inputs occur at the same distal dendritic sites ( Figure 1B) . Because of the distal location of the inhibitory synapses, tonic inhibition can never completely prevent the effects of competing excitatory inputs that if sufficiently strong can override the effects of tonic inhibition (by disinhibition). contrasted this type of distal inhibitory process with another type of synaptic inhibition, recurrent inhibition, also acting on LG. The proposed role of this second type of inhibition of the LG is to prevent a further sensory activation of the escape response during an already-triggered escape sequence. Unlike tonic inhibition, the synapses mediating recurrent inhibition lie close to the spike-initiating zone in LG ( Figure 1B ) and always rapidly prevent LG spiking in an absolute way despite the presence of conjoint excitatory sensory inputs.
The long-term modulatory effects of tonic inhibition are striking. In naïve animals, there is a gradual build-up in the strength of tonic inhibition as measured by the threshold for LG firing when restraint is applied to an intact preparation . After a few minutes of restraint tonic inhibition begins to be effective but it takes about 40 min to completely inhibit escape and then it continues to have inhibitory effects on LG firing for several hours after removal of the restraint. The mechanism for this sustained activity in the tonic inhibitory pathway is unknown but does not appear to be due to activation of second messenger pathways that cause persistent effects in other systems. Tonic inhibition in crayfish, like recurrent inhibition, is mediated by GABAergic classical type A receptors that mediate short-lasting effects probably on chloride channels .
The modulatory role of tonic inhibition on behavior is emphasized also by work on the feeding system of the snail Lymnaea stagnalis (Figure 2 ) from our own laboratory (Staras et al., 2003) but here the level of modulation by tonic inhibition depends on internal state, hunger, and satiety (see Figure 2C) .
Feeding in Lymnaea consists of sequences of rhythmic biting (leading to food ingestion) interspersed with periods of quiescence due to tonic inhibition. Tonic inhibition is provided by one of the CPG interneurons, the N3t cell. During quiescence this cell fires continuously and prevents activity in the rest of the CPG network via a monosynaptic inhibitory connection with another (CPG) interneuron, the N1M. However, in the presence of food, the N3t cell is hyperpolarized reducing the level of tonic inhibition to the N1M and this has a permissive role in allowing the feeding CPG to oscillate ( Figure 2D ). Under these conditions the N3t becomes part of the CPG firing in a rhythmic pattern and provides phasic feedback to the N1 rather than continuous inhibition ( Figure 2E ). The absolute level of suppressive control is determined by the animal's behavioral state with the level of inhibition (firing rate of N3t) reduced by hunger and increased by satiety ( Figure 2C ). Like the crayfish, tonic inhibition of feeding in the snail can be modeled as part of a variable threshold system. Satiety acts to raise the threshold for feeding whereas hunger reduces the threshold. By reducing the firing rates of the N3t cell, food disinhibits the feeding CPG resulting in feeding behavior. A recent computational study (Vavoulis et al., 2007) was able to simulate the N3t-mediated effects of hunger and satiety on the feeding pattern. Varying the frequency of N3t tonic synaptic inputs in accordance with those occurring in hungry and satiated animals, the model was able to reproduce the patterns of feeding activity seen in the biological system providing further evidence for the role of tonic inhibition in behavioral state regulation of feeding.
Modulation of tonic inhibition originating from within a rhythm generating circuit is not confined to this example from an invertebrate but has also been reported to occur within the swallow circuit of rats (Wang and Bieger, 1991) . The medullary pattern generator for swallowing maintains an inactive state as a result of endogenous GABAergic tonic inhibition acting on solitarial premotor elements of the swallowing CPG. This tonic inhibition counteracts impinging excitatory inputs acting on premotor neurons via NMDA and muscarinic receptors. The mechanism of disinhibition of the GABAergic tonic inhibition that would facilitate pharyngeal and esophageal co-ordinated swallowing is unclear.
SenSory control of tonic inhibition
This has been best studied in the hatching Xenopus tadpole (Roberts et al., 2008) . In no other system have the sensory processes leading to tonic inhibition at the cellular level been so well investigated. Newly hatched tadpoles spend most of their time hanging immobile from a strand of mucus secreted from the cement gland on the head. Swimming is largely suppressed over several days and only occurs for short periods when the tadpoles are temporarily detached from their substrate. Sensory stimuli that normally induce swimming bouts in older tadpoles, like light dimming, are ineffective in triggering swim behavior in newly hatched tadpoles in these first few days of life (Lambert et al., 2004a) . Suppression of swim activity is due to tonic inhibition by a class of hind brain reticulo-spinal (mid hind brain outputs to the spinal cord by providing excitatory synaptic inputs to the MHRs. Both the MHRs and the RHs receive direct excitatory sensory inputs from trigeminal mechanosensory neurons innervating the cement gland ( Figure 3A ). Experiments where it was possible to mimic the natural mechanical stimulation to the cement gland reticulospinal, MHR) neurons (Lambert et al., 2004b) whose axons provide descending GABAergic inhibitory synaptic inputs to the spinal centers generating rhythmic swimming movements ( Figure 3A) . A second type of hind brain neuron, the rostral hind brain (RH) type, has no spinal projections but has indirect effects on hind-brain Firing patterns (top) and synaptic connections (bottom) of the three main types of interneurons that form the feeding central pattern generator. One cycle of feeding activity is shown with the origins of the synaptic inputs indicated by connecting bars. The N1M fires during the first protraction (P) phase, the N2 (with truncated spikes) the second rasp (R) phase and the N3t the third swallow (S) phase of the feeding cycle. (C) Model summarizing the modulatory effects of satiation and hunger on the tonic inhibition of the feeding pattern. In satiated animals the N3t fires continuously and the consequent inhibitory effects on the N1M prevent bursting in this cell. In hungry animals, even with no food present, there are occasional feeding bursts in the N1M due to the lower rate of firing of the N3t. In feeding animals the tonic N3t is weak and insufficient to prevent sustained bursting in the N1M and the N3t fires phasically to become part of the feeding rhythm. The thickness of the continuous lines connecting the N1M and N3t cells (left) indicates the strength of the inhibitory effects between the cells and the dashed lines the absence of phasic inhibitory effects. (D) An experiment in the semi-intact preparation showing that a food stimulus reduces the suppressive inhibitory control by the N3t cell and releases rhythmic fictive feeding activity. The change in the pattern of N3t firing is emphasized by the top trace where the number of N3t spikes is accumulated in 3s bins. (e) Expansion of the boxed area shown in (D) shows the first cycle of fictive feeding activity in the N1M after the sucrose-induced reduction in N3t firing rate. The arrow under the N3t trace indicates the point at which N3t starts to hyperpolarize and its tonic spike frequency begins to decrease. This decrease in N3t firing is followed by complete suppression of N3t firing when the N1M becomes active and synaptically inhibits the N3t. The subsequent phasic N1M-N3t reciprocal inhibition leads to the alternating patterns of N1M/N3t firing seen throughout the feeding pattern that follows. In (A) to (C) a stick indicates an excitatory synaptic connection between neurons and a ball indicates an inhibitory synaptic connection. Tonic inhibition of motor programs post-hatching stages of the tadpole's life. Whether it plays a similar role in periods of quiescence that occur in the later stages of the tadpole development when the tadpoles show greater levels of swimming activity and other behaviors such as feeding has not been investigated. It is interesting that the same circuit that underlies sustained reduction in swim activity is also involved in more phasic 'stopping' of swimming (e.g., Perrins et al., 2002 ) that occurs when a tadpole bumps into solid objects. Under these circumstances pressure on the cement gland or other parts of the head skin stops on-going swimming activity by brief activation of trigeminal afferents and the reticulo-spinal neurons. This result emphasizes the importance of maintained sensory input in determining the duration of inactivity. In the crayfish escape system tonic inhibition due to restraining stimuli could outlast the period of external sensory stimulation suggesting the presence of additional sustaining mechanisms.
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Selection of Motor prograMS in vertebrateS by tonic inhibition and diSinhibition
As well as the control of individual motor behaviors evidence is accumulating that tonic inhibition and disinhibition are involved in the selection of particular motor programs from the many that by applying weights to the mucus in inverted tadpoles showed that individual trigeminal mechanosensory afferents fired continuously for as long as the stimulus was maintained (up to one hour, Lambert et al., 2004a) . It therefore seems likely that these sensory neurons fire throughout the period of swimming suppression and are responsible for the inhibition of the down-stream spinal circuits. The MHRs show similar long-term increases in tonic spiking due to mechanical stimulation and the excitatory synaptic input from the ∼40 sensory neurons appears to be capable of driving MHR spike activity (modeled in Lambert et al., 2004b) . The average firing rate of the caudal MHRs in the attached state is low, ∼0.5 Hz so it was important to show that that was sufficient to prevent firing in the tadpole swimming motoneurons. The duration of IPSPs in motoneurons due to MHR inhibition are known (120-230 ms) and simulations reveal that IPSP with durations of 130 ms are effective in inhibiting motoneurons for 70% of the time. This compares well with the lack of responsiveness of tadpoles to dimming in behavioral experiments during attachment which is also ∼70% (Lambert et al., 2004b) . The relative simplicity of the Xenopus tadpole circuitry compared with mammals has allowed the production of a highly detailed and convincing analysis of the role of tonic inhibition in the early excitatory synaptic connections to the striatal input area of the basal ganglia that is involved in movement induction and selection. Striatal neurons activate brain stem command centers by inhibiting the firing of pallidal neurons. In the absence of striatal activity, pallidal neurons fire at high rates and provide tonic inhibition to brain stem command centers that are responsible for the activation of motor programs for saccadic eye movements, locomotion and posture. The striatum thus provides a disinhibitory mechanism for the generation of basic movements. Striatal and pallidal control pathways are functionally organized to allow the selective disinhibition of particular motor programs. This is indicated by the division of motor programs into boxed compartments with a corresponding segregation of the inhibitory connecting pathways. All the inhibitory connections in these circuits are GABAergic. A stick indicates an excitatory synaptic connection between neurons or nuclei, and a ball an inhibitory synaptic connection.
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Tonic inhibition of motor programs D1 receptors is present to increase their excitability (reviewed in Thompson et al., 2008) . One important population of spiny output neurons are GABAergic and these neurons have direct inhibitory effects on pallidal output neurons. These inhibitory effects on pallidal neurons are strong enough to prevent or reduce tonic firing so that the motor command centers are released from tonic inhibition with the consequent activation of motor programs. A variety of anatomical and electrophysiological experiments suggest that the striatal-pallidal input and output pathways are organized to allow for the selective disinhibition of particular motor programs (see Figure 3B) . Data indicate that the control system is functionally divided so that sub-populations of striatal neurons provide inhibition to a subpopulation of pallidal neurons that in turn control the activity of a particular motor program. Evidence for this type of organization comes from experiments where electrical or pharmacological stimulation is applied locally to a particular subgroup of striatal neurons (reviewed in Grillner et al., 2005) . This results in the activation of a particular motor program such as those underlying locomotion or saccadic eye movements. Disinhibition can be seen as a key process in the expression of striatal functions and functional division of this process within the basal ganglia the main mechanism by which different basic motor programs are selected. As well as divisions of control functions within the basal ganglia, the topographical organization of extrinsic inputs to the basal ganglia (e.g., from the cerebral cortex) also probably play a role in the selection of motor programs, although the details of how this is organized are unknown. A final point is that there are other neural pathways in the vertebrate brain that are directly involve in movement control without an obvious requirement for the basal ganglia to be part of the decision-making process, for instance the corticospinal pathways that are involved in volitional control of arm and hand movements (e.g., Graziano et al., 2002) . Despite this, animals without a cortex (e.g., cats, Bjursten et al., 1976) surprisingly are still able to locomote and carry out basic motor programs like feeding under sensory guidance. This is due presumably to the subcortical inhibitory and disinhibitory mechanisms selection mechanisms we describe here together with other retained mechanisms that include thalamic (sensory) input to the basic ganglia (Grillner et al., 2005) .
concluSionS and diScuSSion
Tonic inhibition and disinhibition has a variety of roles varying from modulation of motor programs, a type of a 'threshold' controlling function (crayfish escape, snail feeding), to switching off an individual motor programs (tadpole swim) to the selection of alternative motor programs (basal ganglia). In the latter example, the basal ganglion has been viewed as an action selection device (Gurney et al., 1998) that inhibits 'competing' motor mechanisms that would otherwise interfere with the carrying out of desired movements. On this model tonic inhibition acts as brake on the target systems that might need to access the same motor effector organs (muscle groups/limbs). An obvious general function for tonic inhibition is to prevent unnecessary non-goal directed activity that would be energetically expensive. The reason why motor programs might be a particular target for tonic inhibition is that many of them involve central pattern generator circuits (locomotion, feeding) that are often 'spontaneously' active and need to underlie basic motor behaviors in vertebrates like locomotion, postural tone, breathing, eye movements, and feeding. A general interpretation of the evidence suggests that unwanted motor programs are inhibited by tonic inhibition and required ones are recruited by selective disinhibition (removal of tonic inhibition). An increasing amount of detailed evidence from a variety of vertebrates, where data from homologous structures can be compared, suggest that this method of selection of motor programs is carried out by the collection of motor nuclei known as the basal ganglia (Chevalier and Deniau, 1990; Mink, 1996; Grillner et al., 2005) . Although the circuitry involving the various diverse functions of the basal ganglia in motor control is complex and allows interactions with many regions of the brain (e.g., Gerfen, 1992 ) the circuit that underlie basal ganglia selection of basic 'non-cognitive' motor programs is relatively simple (Figure 3B) .
Tonic inhibition of motor programs is mediated by a number of nuclei collectively known as the pallidum that form the output pathways of the basal ganglia ( Figure 3B) . Pallidal neurons fire continuously at high resting rates (50-100 Hz) and provide tonic inhibition to brain stem and tectal structures that act as command and control centers for movement and posture (Hikosaka et al., 2000, eye movements; Orlovsky et al., 1999, locomotion; Takakusaki et al., 2004, postural tone) . Under these default conditions of high pallidal spike activity motor behaviors are generally suppressed. How this pallidal activity suppresses movement at the network level is best understood for locomotion and the circuits involved are conserved in all groups of vertebrates from mammals to lampreys (Grillner, 2003; Ménard et al., 2007; Ménard and Grillner, 2008) . Locomotory rhythmic activity generated by spinal CPGs is initiated and maintained by repetitive electrical stimulation of diencephalic or mesencephalic locomotory regions (DLR, MLR) (Takakusaki, 2008) and based on a variety of electrophysiological and pharmacological evidence these centers are considered to be command centers for locomotion (Grillner, 2003; Grillner et al., 2005) . GABAergic nerve fibers that mainly originate from the globus pallidus interna region of the pallidum directly innervate these locomotory command regions (Chevalier and Deniau, 1990 ) and pharmacological evidence (e.g., Ménard et al., 2007; Ménard and Grillner, 2008) supports the conclusion that these GABAergic pallidal fibers underlie the tonic inhibition of the MLR and DLR by the pallidum. In the absence of tonic inhibition from the pallidum, the DLR, and MLR outputs monosynaptically excite descending reticulo-spinal interneurons that in turn activate spinal CPG and motoneuronal networks. Pharmacological experiments show that rhythmic motor activity in spinal neurons can be released from pallidal tonic inhibition by injecting a GABA A antagonist into the locomotory command centers (e.g., Ménard and Grillner, 2008) .
The striatal input region of the basal ganglia ( Figure 3B ) plays a key role in the activation of motor programs by suppressing tonic activity in the pallidal output neurons. In contrast to the pallidum neurons, striatal neurons (the predominant group are the medial spiny output neurons) have a high threshold for activation and are normally silent due to a high resting potential unless they receive excitatory input from the cerebral cortex, thalamus, or limbichypothalamic regions (Gerfen, 1992; Mink, 1996; Takakusaki, 2008) . These excitatory synaptic inputs alone are ineffective in activating the spiny output neurons unless dopamine acting on excitatory mechanisms are required either to overcome the effects of tonic inhibition (crayfish) or to act as the primary mechanism for motor responses (corticospinal effects on spinal interneurons and motoneurons, Graziano et al., 2002) . Indeed for voluntary movements involving the motor cortex, the basal ganglion inhibitory mechanism might best be considered as a gating mechanism for movement control (Chevalier and Deniau, 1990) . be actively suppressed for energy saving. On this argument tonic inhibition represents a default state for energy saving and activity can be switched on by removal of this inhibition. The ability to rapidly switch on behavior by disinhibition is favored by tonic inhibition being mediated by 'fast' GABA A -ergic receptors, whose effects on target neurons can rapidly reversed by cessation of tonic firing. It should be noted that in many examples of behavioral activation,
