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Abstract—In this paper we consider Tyler’s robust covariance
M-estimator under group symmetry constraints. We assume that
the covariance matrix is invariant to the conjugation action of a
unitary matrix group, referred to as group symmetry. Examples
of group symmetric structures include circulant, perHermitian
and proper quaternion matrices. We introduce a group symmet-
ric version of Tyler’s estimator (STyler) and provide an iterative
fixed point algorithm to compute it. The classical results claim
that at least n = p + 1 sample points in general position are
necessary to ensure the existence and uniqueness of Tyler’s
estimator, where p is the ambient dimension. We show that
the STyler requires significantly less samples. In some groups
even two samples are enough to guarantee its existence and
uniqueness. In addition, in the case of elliptical populations, we
provide high probability bounds on the error of the STyler. These
too, quantify the advantage of exploiting the symmetry structure.
Finally, these theoretical results are supported by numerical
simulations.
Index Terms—Robust covariance matrix M-estimators, group
symmetry, Tyler’s estimator, structured covariance estimation.
I. INTRODUCTION
Covariance matrix estimation is a fundamental problem in
the field of statistical signal processing. Many algorithms for
hypothesis testing, inference, denoising and prediction rely on
accurate estimation of the second order statistic. The problem
is especially challenging when the available data is high di-
mensional and non-Gaussian. Such settings are typical in many
applications including speech, radar, wireless communication,
finance and more. These led to a growing interest in both
robust and structured covariance estimation.
In robust statistics the non-Gaussian data is usually mod-
eled using heavy-tailed distributions and outlier contamination
[1]. These approaches have been found useful in different
fields of statistical signal processing. Examples include K-
distributed populations in the area of radar detection [2, 3],
Weibull distributions in biostatistics and radar detection [4].
An elegant multivariate model is provided by elliptically and
Generalized Elliptically (GE) distributed random vectors [5].
These encompass a large number of non-Gaussian distribu-
tions including Gaussian, generalized Gaussian and compound
Gaussian processes. Elliptical populations have been used in
various problems such as bandlimited speech processing [6],
radar clutter echoes [7, 8], wireless radio fading propagation
problems [9, 10], anomaly detection in wireless sensor net-
works [11], antenna array processing [12], radar detection
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[13–16] and financial engineering [17]. A prominent robust
covariance estimator motivated by this models is Maronna’s
M-estimator, [18]. Later, Tyler developed a closely related
distribution free M-estimator in [19], which has become very
popular and was extended to the complex case in [16]. Given
n i.i.d. (independent and identically distributed) measurements
xi ∈ Cp, i = 1, . . . , n, Tyler’s covariance matrix estimator is
defined as the solution to the fixed point equation
Θ̂ = p
n
n∑
i=1
xix
H
i
xHi Θ̂
−1xi . (1)
The conditions under which Tyler’s estimator exists and is
unique have been thoroughly investigated [16, 18–20]. One of
the forms of sufficient conditions states that Tyler’s estimator
exists and is unique if n > p and the data vectors lie in
general position (i.e. any subset of k ⩽ p vectors is linearly
independent), which holds a.s. (almost surely) in the elliptical
populations mentioned above. When this condition holds, the
estimator can be easily computed using a simple fixed point
iteration, [16, 19, 20]. Recently, it was shown that the estimator
is actually the solution to a g-convex maximum likelihood
estimator (MLE) in Angular models, and that the iteration is
a simple descent algorithm [21–24]. In these models, high
probability bounds were derived, [25]. They state that the
Frobenius norm squared error of the matrix Θ̂−1 decays like
p2/n as long as n > p.
The above results all demonstrate the success of Tyler’s
estimator when n≫ p. On the other hand, in high dimensional
cases where p is large compared to n, the performance
degrades, and when n < p, the estimator does not even
exist. This is in particular the case in financial data analysis
where few stationary monthly observations of numerous stock
indexes are used to estimate the joint covariance matrix of
the stock returns [26, 27] and bioinformatics where clustering
of genes is obtained based on gene sequences sampled from a
small population [28]. Additional applications include compu-
tational immunology where correlations among mutations in
viral strains are estimated from sampled viral sequences and
used as a basis of novel vaccine design [29, 30], psychology
where the covariance matrix of multiple psychological traits is
estimated from data collected on a group of tested individuals
[31] and electrical engineering at large where signal samples
extracted from a possibly short time window are used to
retrieve parameters of the signal [32]. This led to a body
of literature on regularized and structured Tyler’s estimator
in sample starved scenarios. One of the common ways of
introducing the prior information into covariance estimation
is shrinkage towards a known matrix. The robust analogs of
the shrunk sample covariance matrix [27] were developed
in [11, 23, 33]. Another popular approach is to assume the
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2true covariance matrix to possess linear structure [13, 34–
38]. Probably the most popular structure is the Toeplitz model
[13, 34, 35], closely related to it are circulant matrices [36, 37].
In other settings the number of parameters can be reduced
by assuming that the covariance matrix is sparse. A popular
sparse model is the banded covariance, which is associated
with time-varying moving average models [35, 38]. Recently,
a heuristic based on the method of moments was proposed to
incorporate convex constraints into Tyler’s estimator, [39].
Our work was motivated by the paper [40] which considered
group symmetry structures in Gaussian populations. Given a
finite group of unitary matrices G, a covariance matrix Θ isG-invariant if it satisfies
Θ = KHΘK, ∀K ∈ G. (2)
These structures are ubiquitous in statistical signal process-
ing. Examples of group symmetric classes include circulant,
perHermitian, and proper quaternion matrices. As expected,G-invariance reduces the number of degrees of freedom in
Θ. Group representation theory quantifies this reduction via
two effects: (1) block sparsity and (2) block replication.
Rigorously, any G-invariant structure is equivalent (up to a
change of basis) to a block diagonal matrix with, possibly,
multiple identical blocks. By exploiting this property, [40]
showed that the Gaussian covariance MLE can be significantly
outperformed.
The goal of this paper is to exploit group symmetry in non-
Gaussian distributions. We derive and analyze a symmetric
version of Tyler’s estimator, named STyler. We define the
estimator by applying the original definition on syntheticallyG-rotated samples, and obtain a G-invariant estimator
Θ̂G = p
n∣G∣ n∑i=1 ∑K∈G (Kxi)(Kxi)
H
(Kxi)H [Θ̂G]−1 Kxi . (3)
We derive conditions for the existence and uniqueness of
the STyler, which are are directly related to the intrinsic
degrees of freedom associated with the sparsity and replication
parameters. We show that compared to the classical Tyler’s
estimator, demanding at least n = p+1 independent samples to
guarantee the existence and uniqueness, the STyler requires a
much less number of samples, with the exact value depending
on the algebraic properties of the group G introduced below.
We develop a simple fixed point iteration for computing the es-
timator and prove its convergence. In addition to the existence
and uniqueness issues, an important criterion of evaluating the
power of an estimator is its performance characteristics under
specific population model assumptions. In this direction we
provide high-probability error bounds demonstrating STyler’s
performance advantages in group symmetric elliptically con-
toured distributions. Namely, we show that the probability of
large deviations of the inverse of the STyler is no longer
governed by the high ambient dimension, as it is in the
original Tyler’s estimator, [25], but rater by the lower intrinsic
dimension. Below we deduce the exact dimensionality gain for
general groups and calculate its value for the most common
examples. Therefore, our derivation precisely quantifies the
intuition that a smaller number of samples is required to
achieve the same accuracy as in the unconstrained case.
In essence, we extend the contributions of [40] on Gaussian
group symmetry structures to a more complicated robust case.
The extension is challenging due to three main reasons. First,
the Gaussian MLE, namely the sample covariance, has a
simple closed form, whereas Tyler’s estimator is an iterative
solution which is harder to analyze. Gaussian covariance
estimation methods with and without regularization, are all
based on the sample covariance which is a simple sufficient
statistic. There is no such sufficient statistic in the non-
Gaussian case, and the estimators must work with the samples
themselves. Second, in Gaussian models, block sparsity in the
covariance implies statistical independence, and this is not
true in Angular models. This too complicates the analysis.
Third, Gaussian MLE based optimizations are convex in the
inverse covariance, and can therefore easily exploit symmetry
constraints which are linear in the inverse covariance. Tyler’s
optimization is not convex, but g-convex and it is not clear
whether it can exploit linear constraints. Our results show
the symmetry constraints are also g-convex, and this is the
underlying principle that allows us to exploit them efficiently.
In particular, we demonstrate that being a solution to the
constrained Tyler’s optimization, the STyler is an MLE of a
certain multivariate population, and therefore asymptotically
reaches the Cramer-Rao lower Bound (CRB).
The rest of the text is organized as follows. First, we
introduce necessary notations, definitions and auxiliary results.
Then we demonstrate the power of the proposed method
in the Gaussian setting and provide common examples of
group symmetric structures in Section II. In Section III we
introduce the STyler estimator, formulate and prove our main
results in Theorem 3 and provide a brief discussion of the
theorem. Section IV is devoted to the performance analysis
of the STyler in elliptical populations and its main claim
is Theorem 4. Finally, we demonstrate the benefits of the
suggested techniques by numerical simulations and provide
a Conclusion section.
A. Notation
Denote by S(p) the linear space of p×p Hermitian matrices,
by P(p) ⊂ S(p) the cone of positive definite matrices. Other
linear spaces and subspaces are denoted by capital letters, such
as V . Ip or I denote the identity matrix of a proper dimension.
For a matrix M, we denote by MT its transpose and by MH
its complex conjugate transpose. For a complex number c, c¯
denots its conjugate and j stands for the imaginary unit. Given
a subset X of a linear space, ⟨X⟩ denotes the subspace it spans.
Given a subspace V of a unitary space, we denote by ΠV the
orthogonal projection operator onto V or its matrix in a given
basis. For a finite set F , ∣F ∣ stands for its cardinality.
We endow S(p) with the scalar product (A,B) = Tr (AB),
which induces Frobenius norm ∥⋅∥F on it. ∥⋅∥ will denote
the Euclidean norm for vectors and ∥⋅∥2 - spectral norm for
matrices. The linear space Cp is treated as a column vector
space with the standard inner product. For a matrix A ∈ P(p),
denote by λmin(A) and λmax(A) its minimal and maximal
eigenvalues, correspondingly. Given a square matrix A, ∣A∣
stands for its determinant. U(p) denotes the set of all p × p
unitary matrices.
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II. GROUP SYMMETRIC STRUCTURE
In this section we define group symmetric matrix sets,
discuss their main properties and provide popular examples.
Definition 1. A set G ⊂ U(p) is referred to as a unitary matrix
group, if I ∈ G, and for any U1,U2 ∈ G, U1 ⋅U2 ∈ G together
with U−11 ∈ G. Such a group is denoted by G ⩽ U(p).
Given a set F ⊂ Cp, denote by GF = ∪K∈GKF its orbit
under the group action. Below we consider only finite groups,
i.e. groups with finite number of elements.
Definition 2. Let G ⩽ U(p) be a finite unitary group. Given
a set V ⊂ S(p) we denote byVG = {M ∈ V ∣ KHMK = M,∀K ∈ G}, (4)
its subset of matrices fixed by the conjugation action of the
group G.
An equivalent definition is: M belongs to VG iff it com-
mutes with all the elements of G. Indeed, for any K ∈ U(p)
and an arbitrary M ∈ S(p) ∶ KHMK = M⇔MK = KM.
Group symmetry can also be stated in terms of the in-
verse. For M ∈ P(p) the condition (4) is equivalent to
KHM−1K = M−1, ∀K ∈ G. Thus an invertible matrix isG-invariant together with its inverse. Below we also make use
of the following
Definition 3. We say that L ⊂ Cp is a G-invariant subspace
if for any x ∈ L and K ∈ G, Kx ∈ L.
Note that in Definition 3 we require the subspace to coincide
with its image under the group action, however we allow the
images of individual vectors Kx not to be collinear with the
vectors x themselves.
As explained in the introduction, the optimization ma-
chinery behind Tyler’s estimator is the g-convexity of the
associated negative log-likelihood function, [21–24]. Just like
classical convexity, this guarantees uniqueness and conver-
gence properties of a g-convex optimization program over g-
convex sets. Definitions and a brief review on g-convexity is
available in the Appendix A. For the purposes of our paper, the
following result states the group symmetry constraints are also
g-convex, and can be efficiently exploited in Tyler’s estimator.
Theorem 1. The set P(p)G is g-convex with respect to the
Riemannian metric over the manifold P(p).
Proof. The proof can be found in Appendix A.
Given a finite unitary group G, it is always possible to
construct an orthonormal basis in which all the G-invariant
matrices have a certain block-diagonal structure depending
only on G. The formal statement reads as
Theorem 2. (Classification Theorem, [41]) Let G ⩽ U(p) be
a finite unitary group acting on a unitary space Cp, then there
exists an orthonormal basis Q = [q1, . . . ,qp] in Cp such that
in this basis any matrix A ∈ S(p)G reads as
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
A1 0 . . . 0
0 A2 . . . 0⋮ ⋮ ⋱ ⋮
0 0 . . . Am
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (5)
where the blocks Ai have the following structure:
Ai = Ipi ⊗Bi, i = 1, . . . ,m, (6)
with Bi ∈ S(si). In particular, each block Ai is of size pisi ×
pisi.
The values of si and pi are completely determined by the
group G. The exact decomposition and ways to find it follow
from the Wedderburn Structure Theorem and Maschke Theo-
rem, [41, 42]1. Below, we list the specific values for structures
which are common in modern covariance estimation.
The Classification Theorem plays a crucial role in group
symmetry covariance estimation. It means that group symme-
try implies sparsity and replication if the basis is appropriately
chosen. This reduces the number of intrinsic degrees of
freedom. In particular, let M ∈ S(p) and partition it as
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
M11 M12 . . . M1m
M21 M22 . . . M2m⋮ ⋮ ⋱ ⋮
Mm1 Mm2 . . . Mmm
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
where Mii =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Mi11 M
i
12 . . . M
i
1pi
Mi21 M
i
22 . . . M
i
2pi⋮ ⋮ ⋱ ⋮
Mipi1 M
i
pi2 . . . M
i
pipi
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (7)
Denote the orthogonal projection ΠS(p)G ∶S(p)→ S(p)G , also
referred to as the Reynolds operator [44], by ΠG . One can
show that it is given by averaging over the group action,
ΠG(M) = 1∣G∣ ∑K∈GKMKH . (8)
Now, in the basis Q specified by Theorem 1,
ΠG(M) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
ΠG(M11) 0 . . . 0
0 ΠG(M22) . . . 0⋮ ⋮ ⋱ ⋮
0 0 . . . ΠG(Mmm)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (9)
where
ΠG(Mii) = Ipi ⊗ 1pi pi∑j=1Mijj , i = 1, . . . ,m. (10)
In other words, the projection replaces the off-diagonal blocks
with zeros and the diagonal ones by their average. This
suggests the definition of two quantities. First, the sparsity
factor is the number of nonzero elements divided by the total
number of elements:
ρ(G) = ∑mi=1 pis2i
p2
. (11)
1Note that the Classification Theorem is only valid over algebraically closed
fields, such as the field of complex numbers. This is the reason why we
consider Tyler’s complex version. A real valued extension of the Classification
Theorem is discussed in [43].
4Second, the degrees of freedom factor, which takes the averag-
ing into account, and is the ratio between the intrinsic degrees
of freedom and the ambient dimension:
δ(G) = maxmi=1 sipi
p
. (12)
The main message of this paper is that estimators that exploit
group symmetry enjoy these gains in their existence, unique-
ness and sample complexity properties.
The following lemma quantifies the gain in rank by applying
the Reynolds operator to a rank one random matrix.
Lemma 1. Let x ∈ Cp be continuously distributed, and Πi -
the i-th diagonal block of matrix Π⟨Gx⟩, as in (5), then a.s.
rank (Πi) = pimin[si, pi], ∀i = 1, . . . ,m, (13)
and, therefore,
dim⟨Gx⟩ = rank (Π⟨Gx⟩) = m∑
i=1pimin[si, pi]. (14)
Proof. Denote M = xxH , then Π⟨Gx⟩ is the orthogonal
projector onto the image of ΠG(M). Now we infer that
rank (Πi) = rank (ΠG(Mii)) = pi ⋅ rank⎛⎝ 1pi pi∑j=1Mijj⎞⎠ . (15)
Note that rank (∑pij=1 Mijj) = min[si, pi] with probability one
for a continuously distributed x, to get the desired.
The power of Lemma 1 can be illustrated on the sample
covariance matrix as detailed in [40]. Given n i.i.d. zero mean
Gaussian vectors X = {x1, . . . ,xn ∣xi ∈ Cp, i = 1, . . . , n}, the
most common covariance estimator is the sample covariance
S = 1
n
n∑
i=1xixHi . (16)
It is well known that S is a.s. of full rank when
n ⩾ p. (17)
In group symmetric distributions, [40] proposed to improve
this estimator using Reynold’s averaging
SG = ΠG(S) = 1
n∣G∣ n∑i=1 ∑K∈GKxixHi KH . (18)
Corollary 1. Let X ⊆ Cp be a set of independent continuously
distributed vectors, and Πi - the i-th block of matrix Π⟨GX⟩,
as in (5), then
rank (Πi) = pimin[si, npi], ∀i = 1, . . . ,m, a.s., (19)
rank (SG) = m∑
i=1pimin[si, npi], a.s. (20)
Proof. The proof can be found in Appendix B.
Recall that p = ∑mi=1 pisi to obtain that SG is a.s. full rank
when
n ⩾ δ(G)p. (21)
As expected, the required number of samples is reduced by
the degrees of freedom factor.
We conclude this brief introduction to group symmetry by
listing a few examples of such structures which are ubiquitous
in statistical signal processing:
● Multiples of identity: The simplest case of the group
symmetry is the class of matrices of the form C = cI, where
c is a complex scalar. Obviously, such matrices commute
with the whole G = U(p) (which is not a finite group)
and already possess diagonal form, thus no basis change
is required. Here m = 1, p1 = p, s1 = 1, ρ(G) = δ(G) = 1/p.● Matrices with equal variances and covariances: The
next family of group symmetric covariances is obtained by
taking G to be all the permutations on the coordinates of
p-dimensional vectors, the Sp group. In such a case the
only matrices belonging to S(p)G are I and eeH , where
e = [1, . . . ,1]H , and their linear combinations
C = ⎛⎜⎜⎜⎝
a b . . . b
b a . . . b⋮ ⋮ ⋱ ⋮
b b . . . a
⎞⎟⎟⎟⎠ . (22)
The orthonormal eigenbasis is constructed simply by taking
one of the vectors to be 1√
p
e and completing it to an
orthonormal basis arbitrarily. In this basis C reads as
QHl CQl = ⎛⎜⎜⎜⎝
a + b(p − 1) 0 . . . 0
0 a − b . . . 0⋮ ⋮ ⋱ ⋮
0 0 . . . a − b
⎞⎟⎟⎟⎠ . (23)
In this example m = 2, p1 = 1, s1 = 1, p2 = p − 1, s2 =
1, ρ(G) = δ(G) = 1/p. This is in fact a particular case of a
more general covariance model. Let the group G1 consisting
of k×k permutation matrices act on the first k coordinates of
a vector. Consider the infinite group of p×p unitary matricesG = G1 × U(p − k), its fixed point set P(p)G consists of
matrices of the form
C =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a b . . . b 0 . . . 0
b a . . . b 0 . . . 0⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
b b . . . a 0 . . . 0
0 0 . . . 0 c . . . 0⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
0 0 . . . 0 0 . . . c
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (24)
This example demonstrates a general idea, that simple mod-
els can play the role of building blocks for more involved
ones, we just directly multiply the groups acting on the direct
summands of the underlaying space to obtain them.● Circulant: Raising the complexity, the next common class
of group symmetric covariances is the set of Hermitian
circulant matrices defined as
C =
⎛⎜⎜⎜⎜⎜⎝
c1 c2 c3 . . . cp
cp c1 c2 . . . cp−1
cp−1 cp c1 . . . cp−2⋮ ⋮ ⋮ ⋱ ⋮
c2 c3 c4 . . . c1
⎞⎟⎟⎟⎟⎟⎠
, (25)
with the natural Hermitian conditions c2 = c¯p, etc. Such
matrices are typically used as approximations to Toeplitz
5matrices which are associated with signals that obey pe-
riodic stochastic properties. These processes are frequently
encountered in engineering and arise in a variety of contexts
such as communication systems, radar detection, and the
study of vibrations in mechanical engineering, [35–37]. It
is easy to see that the set of circulant matrices is invariant
under conjugation by the shift matrix
Π =
⎛⎜⎜⎜⎜⎜⎝
0 1 0 . . . 0
0 0 1 . . . 0⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 . . . 1
1 0 0 . . . 0
⎞⎟⎟⎟⎟⎟⎠
, (26)
and all its powers Πi, i = 1, . . . , p, forming a cyclic group
of order p. It is well known that there exists an orthonormal
basis diagonalizing the circulant matrices, which is given by
the FFT matrix
Qc = 1√
p
⎛⎜⎜⎜⎝
1 1 . . . 1
w0 w1 . . . wp−1⋮ ⋮ ⋱ ⋮
wp−10 wp−11 . . . wp−1p−1
⎞⎟⎟⎟⎠ , (27)
where wi = e2piji/p are the complex roots of unity. In this
case m = p, pi = 1, si = 1, i = 1, . . .m, ρ(G) = δ(G) = 1/p.
In all the examples considered up to now there exists a
basis, in which all the elements of S(p)G are diagonal, thus
ρ(G) = δ(G) = 1/p. Remarkably, this implies that a single
measurement is enough to get a full rank SCM a.s.● Block-circulant: A natural generalization of the class of
circulant matrices is the class of block-circulant matrices,
which is a set of Hermitian p×p matrices with the structure
C =
⎛⎜⎜⎜⎜⎜⎝
C1 C2 C3 . . . Cp/d
Cp/d C1 C2 . . . Cp/d−1
Cp/d−1 Cp/d C1 . . . Cp/d−2⋮ ⋮ ⋮ ⋱ ⋮
C2 C3 C4 . . . C1
⎞⎟⎟⎟⎟⎟⎠
, (28)
where Ci are d×d square blocks. The set of block-circulant
matrices is invariant under Πd-conjugation and its powers
Πkd, k = 1, . . . , p/d, forming a cyclic group of order p/d.
In this case, similarly, there exists an orthonormal basis
bringing the block-circulant matrices to the block-diagonal
form, which reads as [45]
Qbc = Qc ⊗ Id. (29)
Here m = p/d, pi = 1, si = d, i = 1, . . .m, ρ(G) = δ(G) =
d/p.● PerHermitian: Another popular class of group symmetric
covariances is the set of Hermitian PerHermitian matrices,
i.e., matrices which are in addition Hermitian with respect
to the northeast-to-southwest diagonal. This condition can
be concisely written as
CJ = JC, (30)
where J is the exchange matrix
J = ⎛⎜⎜⎜⎝
0 0 . . . 1⋮ ⋮ ⋰ ⋮
0 1 . . . 0
1 0 . . . 0
⎞⎟⎟⎟⎠ . (31)
PerHermitian matrices and their real analog - persymmetric
matrices are commonly encountered in radar systems using
a symmetrically spaced linear array with constant pulse
repetition interval, [46]. This structure information can be
exploited to improve detection performance, [46, 47]. Note
that the J generates a group of two elements {I,J}. Any
Hermitian perHermitian matrix P can be unitarily trans-
formed to a block-diagonal matrix with blocks of size p/2
for even p by the following basis change matrix
Qp = 1√
2
(I I
J −J) . (32)
It is easy to show that m = 2, pi = 1, si = p/2, i =
1,2, ρ(G) = δ(G) = 1/2.● Proper Quaternion Covariance Matrix: Many physical
processes can be conveniently described in terms of quater-
nion signals. Quaternion numbers are a generalization of
complex numbers to numbers with 4 real elements, so that
a length p quaternion vector can be represented as 4p real
or a 2p complex vector. Typical applications are complex
electromagnetic signals with two polarizations [48, 49]. Here
we use the complex representation of quaternions. It is
common to consider proper distributions, which are invariant
to certain classes of quaternion rotations, [48, 50]. Among
the different kinds of properness we choose the following:
given a centered quaternion random vector
q = x1 + kx2, xi ∈ Cp, k ≠ j, k2 = −1,
we say it is proper if x1,x2 are both independent complex
proper with the same covariances and q is k-proper meaning
that
E[qqH] = 0. (33)
This definition implies that the distribution of q is com-
pletely defined by the matrix
CH = E[qqkH], (34)
where
qkH = xH1 − kxH2 (35)
is the conjugation transpose with respect to k and the sub-
script H stands for Hamiltion, the discoverer of quaternions.
The 2p × 2p complex Hermitian form of CH reads as
CC = (C11 −C12C12 C11 ) , (36)
where C11 = E[x1xH1 ], C12 = E[x1xH2 ]. Proper quaternion
covariances and only them are invariant under the conjuga-
tion by the matrix
Y = (0 −1
1 0
)⊗ Ip, (37)
forming a cyclic group of second order. The corresponding
orthonormal basis turning CH into the block-diagonal form
with two p × p blocks reads as
QH = 1√
2
(1 −1
j j
)⊗ Ip. (38)
6Here m = 2, pi = 1, si = 2p/2 = p, i = 1,2, ρ(G) = δ(G) =
1/2.
As we have already mentioned and shown by examples, more
involved symmetry groups can be constructed by using the
simple ones as building blocks and superposing them via direct
product.
III. THE STYLER ESTIMATOR
In this section we introduce the STyler - a group symmetric
version of Tyler’s robust covariance estimator. Following the
original derivation in [19], we begin with an implicit definition,
and then discuss its existence, uniqueness and convergence
properties. Throughout this section, we do not assume any
specific probabilistic model.
Assume the data consists of n complex vectors
X = {x1, . . . ,xn ∣ xi ∈ Cp, i = 1, . . . , n}. (39)
In the Gaussian case, a natural covariance estimator using this
data is the sample covariance in (16). Its symmetric version is
obtained by applying this formula to the synthetically rotated
and replicated data GX. This leads to the Reynold’s projection
in (18). Similarly, we define the STyler by applying Tyler’s
definition in (1) to GX:
Definition 4. Any matrix satisfying
Θ̂G = p
n∣G∣ n∑i=1 ∑K∈G Kxix
H
i K
H
xHi K
H [Θ̂G]−1 Kxi (40)
is referred to as the STyler estimator.
The following theorem characterizes the appealing proper-
ties of the STyler estimator.
Theorem 3. When X is sampled from a continuous distri-
bution with independent samples and n > δ(G)p, the STyler
exists, belongs to P(p)G and is unique a.s., up to a scaling
factor. It can be computed via the normalized fixed point
iteration ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ψj+1 = ∑ni=1∑K∈G KxixHi KH
xHi K
H[Θ̂Gj ]−1Kxi ,
Θ̂Gj+1 = Ψj+1Tr(Ψj+1) . (41)
which converges starting from any point in P(p).
Proof. Most of the properties are directly inherited from the
original Tyler’s estimator, with the advantage of requiring less
samples due to their synthetic replication. In particular, we
follow the derivations in [20]. We begin by noting that the
STyler can be interpreted as the minimizer of the g-convex
function
F (Θ) = p
n
n∑
i=1 log(xHi Θ−1xi) + log∣Θ∣, (42)
over the g-convex group symmetric set P(p)G (see Theorem
1). Indeed, when Θ ∈ P(p)G we have
FG(Θ) = p
n∣G∣ n∑i=1 ∑K∈G log(xHi KHΘ−1Kxi) + log∣Θ∣. (43)
Ignoring the constraints, the minimizer of this objective is
Tyler’s estimator with the replicated samples GX. It is easy
to check that it belongs to P(p)G and is therefore also the
minimizer subject to the constraints.
Uniqueness: The uniqueness (up to scaling) follows from
Lemma III.2 from [20] applied to the target (43). Note that
according to Corollary 1, when n > δ(G)p, the set GX almost
surely spans the space.
Existence: The solution to (43) is scale invariant, thus we
fix the scale by restricting our attention to the setMG = {M ∣ M ∈ P(p)G ,Tr (M) = 1}. (44)
Note that in our case the set GX may be dependent, both statis-
tically and linearly, therefore, to prove that a minimizer exists
we extend Lemma III.3 from [20] to the group symmetric case
in the following
Lemma 2. If for any random proper G-invariant subspace
L ⊂ Cp ∣X ∩L∣
n
< dimL
p
, (45)
then
F (Θ)→ +∞, when MG ∋ Θ→ ∂MG . (46)
Proof. The proof can be found in Appendix C.
Note that Lemma 2 holds true for any random proper G-
invariant subspace L, and not only for an arbitrary fixed
subspace. This technical detail is unavoidable due to the fact
that we must allow L to statistically depend on X, which is a
random set. As one can easily observe, if L is a fixed nonzero
subspace, the condition (46) verifies vacuously, since X∩L is
a.s. an empty set.
Lemma 3. If X ⊂ Cp contains n independent samples and
n > max
1⩽i⩽m(sipi ) = δ(G)p, (47)
then for any random proper G-invariant subspace L ⊂ Cp,
(45) holds true.
Proof. The proof can be found in Appendix D.
Now Theorem 1 together with Lemma 2 implies the exis-
tence of the minimum of (42) restricted to MG , which is also
the minimum of (43).
Convergence: When we compute the STyler iteratively,
using the scheme (41), we normalize the current approximation
Θ̂Gi by its trace on each step (see [19, 20] for details). When
n > δ(G)p, GX spans Cp a.s., hence the convergence of the
iterative scheme from any starting point follows from Theorem
III.4 from [20].
A few remarks are in order here. Note that unlike Theorem
III.1 from [20], our Theorem 3 does not hold for any data X
in general position, but rather with probability one under any
continuous distribution. This probabilistic condition cannot be
discarded due to Lemma 1, which may otherwise be wrong. As
an example let us consider the circulant symmetry setting and
take a vector x = [1, . . . ,1]T , which is an eigenvector of all the
shift matrices (26). If such a vector belongs to the data set X,
its copies will all coincide with itself and will not contribute
new information, which is formally reflected by the fact that
7Lemma 1 will fail. On the contrary, when the data is sampled
randomly, Theorem 3 suggests a very surprising and promising
result on the number of required samples, compared to the
classical Tyler’s setting. In the same circulant case, according
to Section II, only two samples are enough to guarantee the
existence and uniqueness of the STyler no matter what the
ambient dimension p is. Similarly, significant benefits in the
number of demanded measurements can be achieved under the
other group symmetry constraints.
IV. STYLER PERFORMANCE ANALYSIS IN ELLIPTICAL
POPULATIONS
Having established the existence and uniqueness conditions
for the STyler, in this section we proceed to a different
important criterion of its power, namely, its performance
properties. For this purpose we need to consider a specific class
of populations. As we have already mentioned above, Tyler’s
estimator is closely related to a certain family of spherical
distributions, [25, 51], and is actually an MLE of their shape
matrix parameter. In this section we briefly introduce this
family of distributions, explain their relation to elliptical
populations and claim high probability error guarantees on the
STyler estimator.
Definition 5. Assume Θ0 ∈ P(p), then the function
p(x) = (p − 1)!
pip
1∣Θ0∣(xHΘ−10 x)p (48)
is a probability density function of a vector x ∈ Cp lying on
a unit sphere. This distribution is usually referred to as the
Complex Angular Elliptical (CAE) distribution, [51], and we
denote it as x ∼ U(Θ0). The matrix Θ0 is referred to as
a shape matrix of the distribution and is a multiple of the
covariance matrix of x.
The CAE distribution is a straight forward extension of its
real prototype, the real angular central Gaussian distribution,
[52]. CAE is closely related to the class of complex GE
distributions, which includes Gaussian, compound Gaussian,
elliptical, skew-elliptical, CAE and other distributions, [53].
An important property of the GE family is that the shape
matrix of a population does not change when the vector is
divided by its Euclidean norm [5, 53]. After normalization,
any GE vector becomes CAE distributed. This allows us to
treat all these distributions together using Tyler’s estimator,
which is the MLE of the shape matrix parameter in CAE
populations and is unbiased, [25, 51]. Being an MLE, Tyler’s
estimator is known to be asymptotically statistically efficient
for CAE populations, [16, 19], and to reach the Cramer-Rao
lower Bound (CRB), [51].
Since we focus on the group symmetric scenario, we would
like to derive an MLE of the CAE shape matrix under the prior
Θ0 ∈ P(p)G . As we have already mentioned in the proof of
Theorem 3, the target (42), which is a negative log-likelihood
of the CAE population (48), is a g-convex function. Together
with the g-convexity of the group symmetric constraints,
Theorem 1, this ensures that the constrained MLE can be
efficiently found. Theorem 3 also suggests that this group
symmetric MLE is given by the STyler estimator (40). As
a corollary, this implies that when the true covariance is
group symmetric, the STyler is consistent and asymptotically
statistically efficient.
Next we claim a high probability error bound for the STyler
by using the Classification Theorem. Indeed, we know that
when the true covariance matrix Θ0 is G-invariant, there
exists an orthonormal basis, in which Θ0 posses sparse block-
diagonal form. Therefore, the actual number of parameters to
be estimated (the dimension of the subspace S(p)G) is much
smaller that the dimension of the ambient space S(p). This
reduction in the number of active degrees of freedom allows
for significant improvement of the error bounds, demonstrated
below.
Let Ω0 = Θ−10 , λ = λmin(Θ0) = λ−1max(Ω0) > 0 and set
cosφ0 = Tr (Ω0)√
p ∥Ω0∥F > 0. (49)
Theorem 4. Given n > δ(G)p i.i.d. copies of x ∼ U(Θ0), for
θ ⩾ 0 with probability at least
1 − 2 exp⎛⎜⎝ −θ
2
2(1 + 1.7 θ√
ρ(G)n)
⎞⎟⎠ (50)
− 2p2 exp⎛⎝− n cos2 φ080 ln(7p)(1 + 1
p
)⎞⎠⎛⎝1 + 8 ⋅ 10
3(1 + 1
p
)4
n cos8 φ0
⎞⎠ ,
the STyler estimator scaled by the condition Tr ([Θ̂G]−1) =
Tr (Θ−10 ) satisfies
∥[Θ̂G]−1 −Θ−10 ∥F ⩽ √ρ(G) 10θλ cos2 φ0 p + 1√n . (51)
Proof. The proof is based on the proof of Tyler’s estimator
error bound in [25]. The minor technical changes are due to
transition to the complex case, which is straight forward, and
only affects constants. The only significant core change is due
to application of Theorem 2, which consists in using Corollary
2 from Appendix E instead of Lemma 2 in [25]. This allows us
to obtain a
√
ρ(G) factor improvement in the bound (51).
This theorem basically claims that unlike the original Tyler’s
estimator, whose inverse’s high-probability Frobenius norm
error depends on p and n as p√
n
, [25], STyler’s error is reduced
by a factor of
√
ρ(G). Moreover, this bound is guaranteed to
be reliable already for n > δ(G)p samples, and does not require
p + 1 measurements as in Tyler’s case. All this shows that in
the STyler, the same level of accuracy can be achieved with a
significantly reduces number of samples.
V. NUMERICAL SIMULATIONS
In this section we present numerical simulations demon-
strating the performance advantages of the STyler compared
to Tyler’s estimator and Tyler’s projection onto the known
structure set. The plots show the Mean Squared Errors (MSE)
of the estimators defined as
MSE(Θ̂) = E[Θ̂ −Θ0]2, (52)
and the corresponding Cramer-Rao Bounds (CRBs) as func-
tions of the number of samples. The CRBs bound from
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Fig. 1. STyler’s performance in circulant case, p = 8.
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Fig. 2. STyler’s performance in proper quaternion case, p = 8.
below variances of any unbiased estimators and in our case
are obtained using the formulae from section III of [39],
by plugging the bases of the subspaces S(p)G . Figure 1
shows both the performance advantages of the STyler in a 8
dimensional circulant population, and the fact that δ(G)+1 = 2
samples are enough for the STyler to exist and be unique.
The true covariance matrix was a random circulant matrix
with positive spectrum. Recall that circulant matrices are G-
invariant with G being the cyclic group of order p generated by
the shift matrix Π form (26) of proper dimension. Similarly,
Figure 2 addresses the 8 dimensional proper quaternion setting
with the true covariance being a randomly generated proper
positive definite matrix. In this case the corresponding group
symmetry is induced by a cyclic group of order two, generated
by a 8×8 matrix Y from (37). In this case δ(G)+1 = 5 samples
are sufficient to guarantee the existence and uniqueness of
the constrained estimator. Both graphs clearly confirm the
performance benefits of the STyler estimator and the predicted
by Theorem 3 reduction in the demanded number of samples.
In addition, the figures demonstrate that as the number of
samples n grows large, the log-scale performance gap be-
comes constant, since both Tyler’s estimator and the STyler
approach the corresponding CRB lines. We also note that the
computational complexity of a single STyler’s iteration is only
at most ∣G∣ times larger than that of Tyler’s estimator due to
the increased number of summands in (40) compared to (1).
VI. CONCLUSION
In the recent years robust covariance matrix estimation has
become the cornerstone of many engineering applications.
One of the most powerful and popular approaches to this
task is to use the so called M-estimators, and in particular,
Tyler’s fixed point estimator. When the number of samples
is not large enough to guarantee good estimation precision,
prior knowledge in form of structural constraints is usually
introduced. In this paper we focus on the group symmetric
matrix constraints. We develop a novel group symmetric
analog of Tyler’s covariance estimator (the STyler) and show
that its existence and uniqueness are guaranteed under much
weaker requirements on the number of sample measurements.
Surprisingly, this STyler estimator is given by a fixed point
equation, analogous to the one corresponding to the original
Tyler’s estimator. In addition, we derive high probability
error bounds of the STyler, which improve upon the Tyler’s
estimator’s ones quite significantly. The results are supported
by numerical simulations.
APPENDIX A
We briefly mention a few notions from the theory of smooth
Riemannian manifolds. See [21, 22] and references therein for
a more detailed exposition.
Definition 6. With each pair of matrices M0,M1 ∈ P(p) we
associate the geodesic curve
Mt = M 120 (M− 120 M1M− 120 )tM 120 , t ∈ [0,1]. (53)
Note that Mt ∈ P(p), t ∈ [0,1]. Geodesic curves play a role
on the smooth Riemannian manifolds similar to that of line
segments in Euclidean spaces. Defining geodesic curves on
a manifold is closely related to endowing the manifold with
specific metric (or inner product) and taking these curves as
the shortest paths between points of P(p) in this metric.
Definition 7. A set N ⊂ P(p) is called g-convex if for any
M0,M1 ∈ N the geodesic Mt lies in N .
Definition 8. Given a g-convex subset N ⊂ P(p), we say
that a function f is g-convex on N if for any two matrices
M0,M1 ∈ N , f(Mt) ⩽ tf(M0) + (1 − t)f(M1),∀t ∈ [0,1].
Proof of Theorem 1. As we have already noted M = KHMK
is equivalent to M and K being commutative. Now, assume
9M0,M1 ∈ P(p)G . Let us show that the geodesic (53) lies
in P(p)G . Choose K ∈ G, M0K = KM0,M1K = KM1. Let
M ∈ S(p) then it is diagonalizable and let M = QHΛQ be its
spectral decomposition, where Λ is diagonal and Q ∈ U(p).
Given a smooth function f ∶C → C, we extend its action toS(p) in the functional way as f(M) = QHf(Λ)Q, where
f acts on the diagonal entries of Λ elementwise. M ∈ S(p)
commutes with P iff f(M) commutes with P for any smooth
function f , also if two matrices A and B commute with
P, then their product AB commutes with P. This implies
that M− 120 M1M− 120 commutes with K, thus (M− 120 M1M− 120 )t
also commutes with K and the whole Mt commutes with K.
Therefore, the geodesic (53) lies in P(p)G and the set P(p)G
is g-convex.
APPENDIX B
Proof of Corollary 1. The proof is by induction on n. For-
mula (13) from Lemma 1 provides the case n = 1. Let x ∈ X,
L = ⟨Gx⟩, K = L⊥, and Y - be the projection of X ∖ {x}
onto K. Since X is independent, we may assume that K is
non-random and Y is continuously distributed on K. Then,
K = Cp′ with p′ = ∑mi=1 s′ipi, and s′i = si − min[si, pi]
(if s′i = 0 we drop the corresponding summand). Now (19)
follows by induction applied to Y in Cp
′
. And (20) follows
immediately.
APPENDIX C
To clearly separate the main idea of the proof of Lemma
2 from the technical details given in the auxiliary lemmas
below, we provide a brief sketch of the proof emphasizing
the most important steps. Consider a converging sequence{Θk}k ⊂MG and assume we can find an orthonormal basis
Y = {y1, . . . ,yp} in which Θk read as
YHΘkY = (λId 00 Ip−d) , with λ→ 0, as k →∞. (54)
Let Y = ⟨y1, . . .yd⟩ and K = Y ⊥. We want to compute the
main asymptotic term of F (Θk), as k → ∞ and to show it
tends to positive infinity. For each x ∈ X, we have xHΘ−1k x ≍
λ−1∣ΠY (x)∣2, where we write a(Θk) ≍ b(Θk), if a(Θk)b(Θk) → 1
when k →∞. This implies that only x ∉ K contribute to the
asymptotic of F (Θk). Namely,∑
x∈X∖K log x
HΘ−1k x ≍ ∣X∖K ∣logλ−1 = (n − ∣X ∩K ∣) logλ−1,
(55)
1
p
log ∣Θk ∣ ≍ −d
p
logλ−1 = −(1 − dimK
p
) logλ−1, (56)
thus,
F (Θk) ≍ (dimK
p
− ∣X ∩K ∣∣X∣ ) logλ−1, λ→ 0 + . (57)
If the expression in brackets is positive, F (Θk) tends to +∞
as k → ∞. The requirement in Lemma 2 is a variation of
this condition adapted to the group symmetric setting. There
is, however, a number of technical challenges, which we
treat in the following auxiliary propositions. One of them is
that we cannot in general find a basis in which all Θk are
diagonalizable and we do this only for the limiting point Θ̃
of the sequence {Θk}k. Second, following the remark after
Lemmas 2 and 3, since F (Θk) is a random function, the
sequence {Θk}k must also be random, resulting in that the
subspace L appearing in Lemmas 6 is random. In addition,
when Θk approach the boundary MG , their eigenvalues may
tend to zero with different rates, which may complicate the
treatment. We show that these eigenvalues approaching zero
split into groups in such a way that in each group having fixed
rate of convergence, the corresponding eigenvectors form aG-invariant subspace. These subspaces form flags appearing
in Lemmas 4 and 5. Finally, we determine those eigenvalues
that contribute to the main asymptotic term of F (Θk) and
calculate their number.
Definition 9. Let X ⊆ Cp be a finite subset, F = {Cp =
V1 ⊋ V2 ⊋ . . . Vs ⊋ Vs+1 ⊇ 0} be a flag (a sequence of proper
subspaces) of length s on Cp, define
∆(F ,X)i j = dimVi − dimVj − dimV1∣X∣ (∣X ∩ Vi∣ − ∣X ∩ Vj ∣) ,
(58)
where 1 ⩽ i, j ⩽ s+1. In addition, given a decreasing sequence
r = {r1 > . . . > rs} ⊂ R (59)
of length s, define
S(F ,X, r) = s∑
i=1 ri∆(F ,X)i i+1. (60)
Lemma 4. Let X ⊆ Cp be a finite subset and F be a flag of
length s on Cp, then
∆(F ,X)i j +∆(F ,X)j k = ∆(F ,X)i k, i, j, k = 1, . . . s + 1.
(61)
Proof. Follows immediately from the definition.
Lemma 5. Let X ⊆ Cp be a finite subset, F be a flag of length
s on Cp, r be a sequence as in (59), and ∆(F ,X)1 i < 0 for
all i = 2, . . . , s + 1. Then, there is a subflag F ′ ⊆ F and a
subsequence r′ ⊆ r, both of length t ⩽ s such that
S(F ,X, r) ⩽ S(F ′,X, r′), (62)
∆(F ′,X)12 < 0, and ∆(F ′,X)i i+1 ⩽ 0, i = 2, . . . , t. (63)
In particular, S(F ,X, r) < 0.
Proof. The proof is by induction on s. For s = 1,
S(F ,X, r) = r1∆(F ,X)12 < 0, (64)
Let now s > 1. If for all i = 1, . . . , s, ∆(F ,X)i i+1 ⩽ 0, then
we are done since ∆(F ,X)12 < 0. Hence, we may assume
that there is i ⩽ s such that
∆(F ,X)j j+1 ⩽ 0, 1 ⩽ j < i, and ∆(F ,X)i i+1 > 0, (65)
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Let F ′ to be F without Vi and r′ to be r without ri, then,
S(F ,X, r) = ∑
1⩽j⩽s
j≠i−1,i
rj∆(F ,X)j j+1 + ri−1∆(F ,X)i−1 i
+ ri∆(F ,X)i i+1⩽ ∑
1⩽j⩽s
j≠i−1,i
rj∆(F ,X)j j+1+ri−1∆(F ,X)i−1 i+ri−1∆(F ,X)i i+1
= S(F ′,X, r′), (66)
where in the last equality we use Lemma 4. Since the length ofF ′ is less than that of F and ∆(F ′,X)1 j is either ∆(F ,X)1 j
or ∆(F ,X)1 j+1, thus strictly negative, the result follows by
induction.
Proof of Lemma 2. Suppose on the contrary, that there exists
a sequence {Θk}k ⊂MG , such that F (Θk) is bounded and
Θk → Θ̃ ∈ ∂MG , (67)
meaning that rank (Θ̃) < p. The spectral decomposition of
Θk reads as
Θk = p∑
j=1λjyjyHj , (68)
where yj are orthonormal and λj are all positive (we drop
the dependence on k to shorten the notation). Taking a
subsequence of {Θk}k, if needed, we may assume that all
yj and λj converge to y˜j and λ˜j correspondingly and y˜j
together with λ˜j determine a spectral decomposition of the
limit Θ̃. We will not mention explicitly taking subsequence
argument but it is assumed that we do it when it is needed.
Note that some of the eigenvalues λj tend to zero. Sort
them according to their speed of convergence to zero, starting
from λ1, tending to zero most rapidly. Let µ be a sequence
and 1 ⩽ d < p be an integer such that logλj
logµ
→ rj > 0 if
j ⩽ d and logλj
logµ
→ 0 if j > d (such a sequence exists if we
pass to a subsequence). Denote the set {λ1, . . . , λd} by L
and decompose it into a disjoint union L = ⊔mj=1Lj in such
a way that there exist sequences µj , i = 1, . . . ,m such that
µj → 0, µjµj+1 → 0, and, for each λ ∈ Lj , λµj tends to a
nonzero constant. The later means that for any λ ∈ Lj , logλ ≍
rj logµ. For each j = 1, . . . ,m, define Kj to be the random
subspace generated by the eigenvectors corresponding to λ-
s in Lj . These are G-invariant subspaces. We set Vj to be(⊕j−1l=1Kl)⊥, j = 1, . . . ,m+ 1. Then F = {Vj}m+1j=1 is a random
flag of G-invariant subspaces.
Recall, that we need to prove that
F (Θk) = log∣Θk ∣ + p
n
n∑
i=1 log (xHi Θ−1k xi) = I + II, (69)
tends to +∞. Let us extract the main asymptotic term from I
I = log∣Θk ∣ ≍ m∑
j=1 ∑λ∈Lj logλ ≍
m∑
j=1 rj ∣Lj ∣logµ
= m∑
j=1 ri(dimVj − dimVj+1)logµ. (70)
For II we have
II = p
n
n∑
i=1 log (xHi Θ−1k xi) = pn m∑j=1 ∑x∈Vj∖Vj+1 log (xHΘ−1k x)+ p
n
m∑
j=1 ∑x∈Vm+1 log (xHΘ−1k x) . (71)
Note that for any x ≠ 0,
log (xHΘ−1k x) ⩾ log ∥x∥2∥Θk∥2 ⩾ log ∥x∥
2
Tr (Θk) = 2log ∥x∥ > −∞,
(72)
hence, we may ignore the summands with x ∈ Vm+1 since they
only improve the asymptotic.
Now suppose that we are given λ ∈ Lj and consider the
sequence λΘ−1k . This sequence diverges, however, the limit of
the sequence of the restricted operators λΘ−1k ∣Vj exists and
will be denoted by Pj . Clearly, Pj is a composition of the
orthogonal projector onto Kj and a positive operator on Kj .
Therefore, for any x ∈ Vj ∖ Vj+1,
xHλΘ−1k x→ xHPjx > 0. (73)
We obtain that asymptotically II is not less than
p
n
m∑
j=1 ∑x∈Vj∖Vj+1 log (xHΘ−1k x) (74)= p
n
m∑
j=1 ∑x∈Vj∖Vj+1 (−logλ + log (xHλΘ−1k x))≍ − p
n
m∑
j=1 ∑x∈Vj∖Vj+1 logµj ≍ − pn
m∑
j=1 rj (∣X ∩ Vj ∣ − ∣X ∩ Vj+1∣) logµ,
here λ belongs to the corresponding Lj . Therefore, if the
following expression is not zero, the leading term of F is
not smaller asymptotically than
m∑
j=1 rj (dimVj − dimVj+1 − pn (∣X ∩ Vj ∣ − ∣X ∩ Vj+1∣)) logµ= S(F ,X, r)logµ. (75)
Note that
∆(F ,X)1 j = dimV1 −dimVj − dimCp∣X∣ (∣X∩V1∣− ∣X∩Vj ∣
= dimV1 ( ∣X ∩ Vj ∣∣X∣ − dimVjdimCp ) < 0, (76)
now Lemma 5 yields that S(F ,X, r) < 0 and F (Θk) tends to
infinity. This contradiction with the choice of Θk completes
the proof.
APPENDIX D
Lemma 6. Let L ⊂ Cp be a random proper G-invariant
subspace and di = rank (Πi) /pi, where Πi is the i-th block
of matrix ΠL, as in (5), then for any continuously distributed
independent X ⊂ Cp
∣X ∩L∣ ⩽ min{ di
pi
∣ di < si} , a.s. (77)
Proof. Let Y = X∩L, denote t = ∣Y∣ and arrange the indices
in such a way that di < si for i = 1, . . . , k and di = si for
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i > k. Then condition ⟨GY⟩ ⊂ L implies that rank (Π⟨GY⟩,i) ⩽
rank (Πi) for each i. For i > k, this condition is trivial because
Πi is of the maximal rank. Corollary 1 yields
rank (Π⟨GY⟩,i) = tp2i ⩽ pidi = rank (Πi) < sipi, a.s. ∀ i ⩽ k.
(78)
Hence, ∣X ∩L∣ = ∣Y∣ = t ⩽ di
pi
, a.s. ∀ i ⩽ k. (79)
Proof of Lemma 3. Let Πi and di be as in Lemma 6, and
arrange the indices so that di < si for i ⩽ k and di = si for
i > k. From Lemma 6,
∣X ∩L∣
n
⩽ minki=1 dipi
n
, a.s. (80)
Now it is enough to show that
minki=1 dipi
n
< dimL
p
, a.s. (81)
Note that
dimL = k∑
i=1pidi + m∑i=k+1pisi, (82)
therefore, (81) is equivalent to
pminki=1 dipi∑ki=1 pidi +∑mi=k+1 pisi < n, a.s. (83)
Due to
min
1⩽i⩽k dipi ⩽ min1⩽i⩽k disi max1⩽i⩽k sipi , (84)
k∑
i=1pidi ⩾ min1⩽i⩽k disi k∑i=1pisi, (85)
it is enough to show that
pminki=1 disi maxki=1 sipi
minki=1 disi ∑ki=1 pisi +∑mi=k+1 pisi < n, a.s. (86)
Since 0 ⩽ di < si, replace minki=1 di/si by t < 1 and we should
prove that
ptmaxki=1 sipi
t∑ki=1 pisi +∑mi=k+1 pisi < n, a.s. (87)
The left-hand side achieves its maximum at t = 1, thus, with
probability one, it is not greater than
pmaxki=1 sipi∑mi=1 pisi = pmax
k
i=1 sipi
p
= max
1⩽i⩽k sipi . (88)
Since n > si/pi for any i, the statement follows.
APPENDIX E
In this section For n instances a1, . . . , an of scalars, vectors,
matrices or functions, denote by Ìa their arithmetic average,
when the index of summation is obvious from the context.
Lemma 7. (Vector Bernstein Inequality) [54] Let ξ1, . . . ,ξn ∈
Ck be i.i.d zero-mean random vectors and suppose there exist
σ, ν > 0 such that
E ∥ξ1∥r ⩽ r!
2
σ2νr−2, r = 2,3, . . . , (89)
then for t ≥ 0
P (∥Ìξ∥ ⩾ tσ) ≤ 2 exp( −nt2
2(1 + 1.7t ν
σ
)) . (90)
For two matrices A and B of the same sizes, A●B denotes
their Hadamard (elementwise) product. Given a group G, we
write M(G) for the mask matrix of the block-diagonal struc-
ture associated with it, having ones inside the corresponding
blocks and zero otherwise.
Lemma 8. Let xi ∼ U(I), i = 1, . . . , n then
E [∥ÏxxH − 1
p
I∥r
F
] ⩽ 1, r = 2,3, . . . , (91)
and for any group G ⩽ U(p),
E∥M(G) ● (ÏxxH − 1
p
I)∥r
F
⩽ ρ(G). (92)
Proof. Define n centered random vectors
ξi = vec(xixHi − 1pI) , i = 1, . . . , n, (93)
and consider their norm powers
∥ξ1∥r = Tr((x1xH1 − 1pI)2)
r
2
= Tr((1 − 2
p
)x1xH1 + 1p2 I)
r
2 = (1 − 1
p
) r2 < 1, (94)
and (91) follows. Now define new n centered random vectors
ηi = vec(M(G) ● (ÏxxH − 1
p
I)) , i = 1, . . . , n. (95)
Partition x as
x = ⎛⎜⎝
x1⋮
xl
⎞⎟⎠ , (96)
according to the block-diagonal structure of M(G). Then
∥M(G) ● (xxH − 1
p
Ip)∥2
F
=∑
l
∥xl[xl]H − 1
p
Isl∥2
F=∑
l
Tr((xl[xl]H − 1
p
Isl)(xl[xl]H − 1pIsl))
=∑
l
(∥xl∥4 − 2
p
∥xl∥2 + sl
p2
) = (∑
l
∥xl∥4) − 2
p
+ 1
p
= (∑
l
∥xl∥2)2 − 2∑
l≠k ∥xl∥2 ∥xk∥2 − 1p= 1 − 2∑
l≠k ∥xl∥2 ∥xk∥2 − 1p . (97)
12
In order to calculate the expectation of (97) we only need to
compute the subvectors’ xl and xk norms moments. This is
easily done by viewing the p dimensional unit complex sphere
as a 2p dimensional real sphere, with all the (sub)vectors of
double dimensions. Apply the following formula from [55]:
E( d∏
m=1 ykmm ) = Γ(d/2)2kΓ((d + k)/2) d∏m=1 km!(km/2)! , (98)
where y = (y1, . . . , yd)T is a real unit vector, all km are even
and k = ∑dm=1 km to obtain
E [∥xl∥2 ∥xj∥2] = 2sl∑
a=1
2sk∑
b=1E[y2ay2b ], (99)
where y = [Re(x)T , Im(x)T ]T ∈ R2p.
E [∥xl∥2 ∥xj∥2] = 42slsk (p − 1)!
24(p + 1)! = slskp(p + 1) . (100)
Now the expectation of (97) reads as
E [∥M(G) ● (xxH − 1
p
Ip)∥2
F
] = 1 − 1
p
− 2∑
l≠j
slsj
p(p + 1)
= 1 − 1
p
− p2
p(p + 1)(1 − ρ(G)) = p2p(p + 1)ρ(G) + 1p + 1 − 1p⩽ ρ(G). (101)
Note that
∥M(G) ● (xxH − 1
p
Ip)∥
F
⩽ ∥xxH − 1
p
Ip∥
F
< 1,
due to (94), thus for r ⩾ 3,
E [∥M(G) ● (xxH − 1
p
Ip)∥r
F
]
= E [∥M(G) ● (xxH − 1
p
Ip)∥2
F
∥M(G) ● (xxH − 1
p
Ip)∥r−2
F
]
⩽ E [∥M(G) ● (xxH − 1
p
Ip)∥2
F
] ⩽ ρ(G). (102)
Lemma 9. Let Z1, . . . ,Zn ∈ S(p) be i.i.d zero-mean random
matrices and suppose there exist σ, ν > 0 such that
E ∥Z1∥rF ⩽ r!2 σ2νr−2, r = 2,3, . . . , (103)
then for t ≥ 0
P (∥ÌZ∥
F
⩾ tσ) ≤ 2 exp( −nt2
2(1 + 1.7t ν
σ
)) . (104)
If in addition U ∈ S(p) possesses a sparsity pattern M and
E ∥M ●Z1∥rF ⩽ αE ∥Z1∥rF , r = 2,3 . . . , (105)
then
P (∣Tr (UÌZ) ∣ ⩾ t√ασ ∥U∥F ) ⩽ 2 exp⎛⎝ −nt22(1 + 1.7t ν√
ασ
)⎞⎠ .
(106)
Proof. The statement follows from the Cauchy-Schwartz in-
equality and Lemma 7 since
Tr (UÌZ) = Tr (U(M ● ÌZ)) ⩽ ∥M ● ÌZ∥
F
∥U∥F . (107)
Corollary 2. Let U ∈ S(p)G and Zi = p (xixHi − 1pI), where
xi ∼ U(I), then
P (∣Tr (UÌZ) ∣ ⩾ tp√ρ(G) ∥U∥F ) ⩽ 2 exp⎛⎜⎝ −nt
2
2(1 + 1.7t√
ρ(G))
⎞⎟⎠ .
(108)
Proof. Let Q be the orthogonal basis bringing all the matrices
in S(p)G to the block-diagonal form with the mask M(G),
according to Theorem 2, then
Tr (UÌZ) = Tr (QHUQQHÌZQ) ⩽ ∥U∥F ∥M(G) ●QHÌZQ∥F ,
(109)
where we have used the equality ∥QHUQ∥
F
= ∥U∥F . Use
Lemmas 9 and 8 with α = ρ(G), σ = ν = 1, and note that
the distribution of QHÌZQ is identical to that of ÌZ to get the
statement.
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