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For each e > 3, there are at most finitely many nontrivial perfect e-codes in the 
Hamming schemes H(n, q) where n and q are arbitrary. 
INTRODUCTION 
The concept of perfect codes in the vector space over a finite field has been 
generalized in several ways (cf. [i-3], etc.). 
The purpose of this paper is to treat the existence (nonexistence) problem 
of perfect e-codes in the Hamming schemes H(n, q) where n and q are 
arbitrary. In another terminology we deal with the existence (nonexistence) 
problem of perfect e-codes in the lattice graphs. 
The main result of the present paper is the following. 
THEOREM A. For each integer e > 3, there are at most jinitely many 
perfect e-codes in the Hamming schemes H(n, q) ifn > e and q > 2. 
Note that perfect e-codes with n < e are trivial codes. Also, note that 
perfect e-codes (e 3 2) in H(n, q) with q = 2 are classified and they occur 
only when the parameter are either (i) n q = 2e + 1 with e arbitrary, or 
(ii) n = 23, e = 3 (cf. [4,7]. etc.). Therefore, in Theorem A it can also be stated 
that for each e > 3 there are at most finitely many perfect e-codes in H(n, q). 
In the case of q being a power of a prime, the complete determinetion of 
perfect e-codes (e 3 2) in H(n, q) already has been done by Tietavainen- 
van Lint and Zinov’ev-Leont’ev (cf. [4, 61, etc.). The approach presented 
here is slightly different from their methods in the sense that we use no sphere 
packing condition (that plays an important role in their proofs) and we just 
stick to the generalized Lloyd’s theorem. So, our proof gives an alternative 
proof for a part of their results. 
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In this paper, we will not attempt to get any effective bound for those 
remaining possibilities that are at most finitely many for each fixed e. How- 
ever, one can get an effective bound, using the techniques of this paper, 
though it may not be of practical value. The author can determine all perfect 
e-codes for some small values of e (e > 3). This will be discussed more 
thoroughly in a future paper. 
The nature of our proof of Theorem A is entirely “calculus.” Our basic 
strategy is to lead to a contradiction to the generalized Lloyd’s theorem by 
analyzing the location of the zeros of the Lloyd polynomial. It would be 
very interesting to remark that the theory of Hermite polynomials plays the 
most important role in our proof. Beside the theory of Hermite polynomials 
(which is a topic in a slightly advanced calculus), we use “elementary calculus” 
ip the sense of Tutte [8] in order to prove some important combinatorical 
identities using the generating functions. 
It should be remarked that our method does not work for the case e = 2. 
Also, our method does not cover the case q = 2. (However, as we mentioned 
already, the case q = 2 already has been solved completely, see [4, 71.) 
The method presented in this paper can also apply to the study of perfect 
codes in some other schemes (or in some other distance transitive graphs). 
This will be discussed later in another paper. 
1. NOTATION AND THE PRELIMINARY RESULTS 
I. I. Generalized Lloyd’s Theorem 
To begin with, we give the definition of a perfect e-code in the Hamming 
scheme H(n, q). 
Let Q be a set of cardinality q > 2, and for each n > 1, let V = Qn be the 
set of all n-tuples over Q. For two elements 
x = (Xl ) x2 )...) x,) and Y = (Yl T Y2 >'..P Yn) in V, 
the Hamming distance dx is defined by 
&(x, Y) = INi I 1 < i d n, xi f yill . 
Then, (V, dH) is a metric space, and we denote this metric space by H(n, q). 
(H(n, q) is equipped with the structure of association scheme in the obvious 
manner, so we also call H(n, q) the Hamming scheme, cf. [2].) 
A subset C in V is called a perfect e-code, if the set Cc(c) = {x E V 1 dH(x, c) 
< e}, as c runs through C, gives a partition of V. A perfect code C with 
1 C / = 1 is called trivial. (Clearly, a perfect e-code is trivial if and only if 
n < e.) 
Besides trivial ones, only the following perfect e-codes are known for 
e 3 2: 
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(i) q = 2, n = 2e + 1, e arbitrary, 1 C 1 = 2; 
(ii) q = 2, n = 23, e = 3; 
(iii) q=3,n=ll,e=2. 
The following result’ is known. (We do not utilize this result in our proof 
of Theorem A.) 
THEOREM 1. (Classification of perfect e-codes (e > 2) in H(n, q) with q a 
power of prime. Due to Tiettivdinen-van Lint, Zinov’ev-Leont’ev, and others; 
cf. [4], for example.) Zf q is a power of a prime, then a perfect e-code (e 3 2) 
has one of the parameters (i), (ii), and (iii) listed above. Moreover, for each 
parameter, perfect e-codes are unique up to the automorphisms of H(n, q). 
The following theorem is the most important tool to study the existence df 
perfect codes. 
THEOREM 2. (Generalized Lloyd’s theorem. Due to [l-3], and others.) 
Suppose that there exists a perfect e-code in the Hamming scheme H(n, q). 
Then the following polynomial #,(x) (called the Lloyd polynomial) must have 
e distinct integral zeros x1 < x2 < ... < x, in the interval [I, n]: 
?b,tx> = i. t-1Y (“,I T)(” ; l) (4 - 1P. 
Tt is known that #e(x) is also expressed in the following way. 
PROPOSITION 3 [3, p. 381. 
h?tx> = jyo (-qm - 11-j (” ,!,‘)(” j ‘). 
The expression of #&x) in Proposition 3 is more convenient for our proof 
of Theorem A. 
1.2. Hermite Polynomials 
DEFINITION 4. The Hermite polynomial H,(x) of degree n (n = 0, 1, 
2,...) is defined as: 
H,(x) = (- l)n e”“iz(d”/dx”)(e-““‘2) 
[n/21 
= C (-1)7(2r - 1 
T=O 
)!! (I:) x+2+, 
where (2r - l)!! = 1 . 3 . 5 ... (2r - 1) denotes the product of the con- 
secutive odd numbers from 1 to 2r - 1, and (- I)! ! = I. 
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Note that the above definition of Hermite polynomials is slightly different 
from that of SzegS [5]. In [5], a Hermite polynomial is defined by 
(-1)” * ex2 & (e+“). 
If we set H,*(x) = (-1)” . e”‘(d”/dx”)(e-““), then N,*(x) = 2”~zH&(2)1/2) 
and H,(x) = 2-“12 H*(x/2’9. 
The following properties of Hermite polynomials H,(x) are well known 
and are easily verified (cf. [5]). 
PROPOSITION 5. (i) H,+&x) - xH,(x) + nH,-,(x) = 0. 
(ii) H,‘(x) = n . Hn-l(x), where H,‘(x) denote the derivative of H,(x), 
i.e., H,‘(x) = (d/dx)(H,(x)). 
(iii) The zeros of H,(x) are all real and simple. 
Now, we investigate the location of the zeros of the Hermite polynomials 
Hn(x) . 
Clearly H,(-x) = H,(x) if n is even and H,(-x) = -H,(x) if n is odd. 
Therefore, if n is even, then H,(x) has [n/21(= n/2) positive zeros 5, < 
5, < ... < &n,21 , and the zeros of H,(x) are 
5-h/21 < hn/zl+l < ..* < g-1 < 51 < E, < *.* < &n/z1 3 
where 4-i = -ti . If IZ is odd, then H,(x) has [n/23(= (n - 1)/2) positive 
zeros & < & < ... < [rn,21 and the zeros of H,(x) are 
t- [n/21 -=I 5‘-m/21+1 -=c ... < 5-l < 5, < & < t2 < ..* < Ld21, 
where E-i = -& (especially &, = 0). (Note that & is the least positive zero, 
and t2 is the second least positive zero of H,(x)). 
The following result is known about the location of the zeros of H,(x). 
(Assertions (i) to (iv) are general results. We need assertions (v) to (vii) later 
in our proof.) 
PROPOSITION 6. Let .$, < lj2 < ..* < g&q be the positive zeros of H,,(x). 
(i) If n is even, then 
21/2(~ - l/2) ~ < 5 < 21/2(4~ + 1) 
(2n + 1)1/S ” (2n + I)112 ( v = 1,2,..., n [ I) 2 .
(ii) Zf n is odd, then 
21&J 
(2n + 1)1/z 7r < ‘LJ < 
2112(4v + 3) 
(2n + 1)lj2 ( v = 1, 2,..., [ 5 I) . 
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More precisely, 
(iii) if n is even, 
219 l/2) 
(2n + l)lj2 
~ < 51 < (5/2)1/2 . 2112 
(2n + l)liz. 
(iv) If n is odd, 
2112 
(2n + 1)1’2 
rr < & < (21/2)1’2 * 2112 
(2n + l)lF ’ 
(v) If n is odd and n > 5, then 
I$” < 3112. 
(vi) If n is even and n > 8, then 
6,” - 51” < 3112. 
(vii) Ifn = 6, then 
3.1 < (2” - &” < 3.2, 
and 
7.4 < 5,” - f,” < 1.5. 
(viii) If n = 4, then 
t2” - &” = 2 . 6V. 
Proof. Assertions (i) to (iv) are found in SzegG [5, p. 1261. Assertions (v), 
(vi) are clear if n is large, because of assertions (i) to (iv). For small n, asser- 
tions (v), (vi), and (vii) are verified by using a table of Hermite polynomials 
(cf., for example, Berlyard, Garrilova, and Prudnikov, “Tables of Integral 
Error Functions and Hermite polynomials,” Mathematical Table Series 
Vol. 19, Macmillan, New York 1962). Assertion (viii) is verified by the 
straightforward calculation. 
To end this section we mention the following. 
PROPOSITION 7 [9]. There are no perfect 3-codes in H(n, q) if n > e and 
q > 2. 
2. GENERATING FUNCTIONS OF THE LLOYD POLYNOMIALS, 
AND ELEMENTARY CALCULUS 
Let the Lloyd polynomial be expressed as 
qbe(x) = a,x” + alxeP1 + ... + a,-,x + a, . 
Then the following proposition holds. 
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PROPOSITION 8. 
a, = (-q)+?!. 
s(e + 1, e) al = (-q)e-l(q - l)(tr - e) (e J l)! + (-qY --e . 
6) 
(ii) 
u2 = (-qp-yq - 1)2 
(n-e)(n-e+l) 1 
2 (e - 2)! 
46 e - 1) 
f (--4)“~Y4 - l)(n - 4 (e _ l)! 
+ (-q)e s(e + ;I e - 1) . (iii) 
Here, s(k, i) is called the first Stirling number. That is x(x -- 1)(x - 2) ..* 
(x - k + 1) = &, s(k, i) xi. In particular, s(k, i)‘s are integers and s(k, 1) = 
-(k(k - 1)/2) and s(k, k - 2) = $(:)(3k - 1). 
Proof. By straightforward calculation. (Use the expression of $e(~) in 
Proposition 3.) We also immediately have 
PROPOSITION 8'. 
al ---z 
a0 
e(n - e)(q - 1) + de + 1) 
4 2 . 
(9 
a2 e(e - I)(n - e)(n - e + l)(q - 1)2 -= 
a0 2q2 
+ (4- 1) 4 (n - e) e2(e2p ‘) 
+ s(e + 1, e - 1). (ii) 
Now, let us set 
1 (n - a=-(x,+x2+*-+x,)= e)(q - 1) + 
e + 1 
e 4 -, 2 
the arithmetic mean of the zeros of #,(x). We also set 
Then 
x = o1 + m = (n - 463 - 1) I e ; 1 I m. 
4 
(== (--lP . Fdrn, q, n - e,), 
where F,(m) is a polynomial in m, q, and n - e. 
The following proposition, that restricts the structure of the polynomial 
F,(m) very tightly, is the most crucial step in our proof of Theorem A. 
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PROPOSITION 9. Let 
Fe(m) = c Ya,JJamb(n - elC 
a,b,e 
= g &cmb(n -  e)cy 
where ya,b,c E Q, a, b, c run through a/l nonnegative integers, and fl,,,r = 
x0 yu,b,cqa. Then the following assertions are true. 
(0 Y a,b,c = 0 unless a < e, b < e, c < e. 
6) fib& is divisible by qb(q - 1)“. 
tiii) ya.b,c = Oifa+c>e. 
civ) ya,b,c = Oifb +2c>e. 
(v) Suppose that b $ 2c = e. Then ,!& = (-l)“(l/e!)(,“,)(2c - I)!! 
qb(4 - 1)“. 
(vi) Suppose that b + 2c = e - 1. Then 
& zz (-l)C-r $ e(e - l;(e - 2, C2Tcr:,) (2(c - 1) - l)!! 
x qb(4 - l)“(q - 21. 
The purpose of the rest of this section is to prove Proposition 9. 
Proof of Proposition 9. Statements (i) and (ii) are clear from the defini- 
tions. (Try to calculate F,(m) by putting 
x = 01 + m = ((n - e)(q - 1)/q) + ((e + 1)/2) + m 
in $@(x) which is expressed as in Proposition 3.) 
In order to prove the other statements, (iii) to (vi), we must consider the 
following generating function. 
DEFINITION 10. Let us consider the function 
&(x) = $&, m, n - e, 4 
where x = ((n - e)(q - 1)/q) + ((e + 1)/2) + m. (Here we regard e as an 
independent variable. Note that the Lloyd polynomial &(x) = &(q, m, n - 
i, i).) 
LEMMA 11. In the formal power series ring in t, 
z. t&x) ti = (1 - (q - 1) t)-(n-e)(l - qty, 
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where x = ((n - e)(q - 1)/q) + ((e + 1)/2) + m. (That is, (1 - (q - 1) 
t)-(n-e) (1 - qt)“-1 is the generating function of y?&(x).) 
Proof. The proof of Lemma 11 is straightforward if we use the expression 
of #@(x) in Proposition 3. Note that in the formal power series ring in t, 
(1 + at)Y = Cy=,, (y) aiti, where y is any real number and (z) == y(y - 1) ... 
(y - i + 1)/i! 
From now on, we put @ = Cz,, Q&Z) ti. Now, in order to prove Propo- 
sition 9, we will use the “elementary calculus” in the sense of Tutte [8]. 
LEMMA 12. In the formal power series ring in t, 
a@ 
2(n - e) = I -1og(l - (4 - 1) t) + $- log(l - 401 . CD, 
where 
@ = t $i(X) ti. 
i=o 
Proof. Use the logarithmic differentiation. Note that log(1 + t) = 
x:i”=, (( - l)i-l/i) ti, and that, in the formal power series ring in t, the coefficient 
of ti in --log(l - (q - 1) t) + ((q - 1)/q) log(l - qt) is a polynomial in q. 
LEMMA 13. In the formal power series ring in t, 
-log(l - (q - 1) t) + (4 log(1 - qt) 
4 
_ 44 - 1) t2 + 44 - 1wq - 1) 
2 3 
- + (terms of degree 24 in t); (i) 
--log(l - (q - 1) I) + * log(1 - qt)/] 
= (terms of degree ai in t). (ii) 
Proof. Straightforward calculations. 
LEMMA 14. In the formal power series ring in t, 
g = {log(l - qt)} * CD, where log(l - qt) = (- 1) . f k qiti; 
i-1 1 
(i) 
acr, (n - e)t (n - 4 
q= [ T(qI)rI- q2 -- log(l - qt) 
((n - 4U - l/q) + (e + 1)/z + m)t - -__-- 
I - qt I 
. @. (ii) 
ai 
[ 
(n - 4t + (n-e) log(l _ qt) _ ((n - e)(l - l/q) + (e + 10 +mN -- 
-r(q-- q2 
---- 
1 - qt I -~-__- ---_ 
aqi 
= (terms of degree >i in t). 
(iii) 
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Proof. By the logarithmic differentiation and the straightforward cal- 
culation. 
Now, we want to prove Proposition 9. 
Proof of (iii) in Proposition 9. Suppose a + c > e. We have only to 
show that 
aU+C 
aqQ(n - e)c 
@ = (terms of degree >e in t). 
By Lemma 12, 
ac 
a(n - e)C @ = /-lo&l - (q - 1) t) + J-$log(l - qtf. @ 
1 
= tc - 
[ I t --lqdl - (4 - 1) t) + 
J+ log(1 - qt)/-f CD. 
It is well known that iff(x) is a function and f(x) =fi(x)fi(x) .*.,fk(x), then 
&f(x) = c I! 
i,.!,....,iQO 
i, ! i2 ! .*+ ! ik ! 
i,+z,+. . .+t,=z 
Therefore, using Lemma 13(ii), Lemma 14(ii), (iii), we obtain that 
a a 
i 
ac 
ap @I - e)c CD) = (terms of degree >a + c > e). 
Therefore, assertion (iii) is proved. 
Proof of (iv) in Proposition 9. Suppose b + 2c > e. We have only to show 
that 
ab+c 
amba(n - e)c 
Q, = (terms of degree >e in t). 
By Lemma 12, Lemma 14(i), we get 
ab+e 
amba(n - e)” @ = I-log(1 - (q - 1) t) + + log(1 - qt)!c, 
(log(1 - qt)}b * @. 
Therefore, by Lemma 13(i) and Lemma 14(i), 
ab+c 
am*a(n - e)c 
@ = (terms of degree >2c + b > e). 
Therefore, assertion (iv) is proved. 
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Proof of(v) in Proposition 9. Suppose that b + 2c = e. We want to 
calculate the coefficient of te in [ab+c/amb8(n - e)c] 0, We have 
aatc 
amba(n - e)c @ = 1 --l%U - (4 - 1) t) + + log(1 - qf)/c 
x {log(l - qt)}b . CD 
(-l)c+b i’ (4 ; ‘) 
I 
e 
zzz t2 + (terms of degree 23 in t) 
* {qt + (terms of degree >2)}” . @. 
Therefore, by Lemma 13(i) and Lemma 14(i), the coefficient of te in (ab+c/ 
8mba(n - e)c) Q, is (- l)cqb * {(q - 1)/2}“. Therefore, since 2c + b = e, 
/lb,, = $g * qb 1 (q ; l) IC = kg (2’,) (2c - l)!! qyq - 1)C. 
Proof of (vi) in Proposition 9. Suppose that b + 2c = e - 1. We want 
to calculate the coefficient of te in (8b+c/ambd(n - e)“) 0. We have 
ab+c 
amba(n - e)” 
@ = (-l)c+b 1 (4 ; ‘) t2 + (’ - ‘)yq - I) t3 
+ (terms of degree 34 in t)[’ 
. 
! 
qt + T + (terms of degree 23 in t)/ b 
. 11 +(-q)(y+‘n)t+(termsofdegree>2int/. 
If we put m = 0, then the coefficient of te is given by 
- - (- 1),-1( 4 ; 1 )‘-’ . qb 1 C(q 1)3(2q 1) / “; 4 . (4 ; 1) 
q-1 e-l 
--- .-. q ! 2 2 
= (-l)~-l(+)~ . qb . “‘“3 2, . 
Therefore, 
p = (-l)c-l -. 
b.e c! b! 
qb. (9)” $4-2) 
- (-y . e(e - ‘Q’” - 2, (2,p,~31,) (2(C - I) - l)!! 
x qb(q - l)% - 4. 
Hence, assertion (vi) is proved. 
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3. LOCATIONS OF THE ZEROS OF 
F,(m) WHEN /3 = ((n - e)(q - l))‘l”/q + + co 
The purpose of this section is to prove the following. 
PROPOSITION 15. Suppose that /3 = ((n - e)(q - 1))1/2/q -+ + co. Then 
the zeros of #,(x) = 0 approach 
where 
(i = I& 1, i Z..., + [e/21 (and i = 0 tf e is odd)), 
o1 = (n - e)(q - 1) + e +- 1 
4 -9 2 
ti are the zeros of the Hermite polynomial H,(x) and 
A,= q-2 e--l 45” 
1 4 t ---. 6 6 1 
Proof of Proposition 15. Consider the polynomial F,(m) = Cb,c fib,Cmb 
(n - e)“. Let us set y&m) = C b+z,a=i Pb,Cmb(n - e)c, where i = 0, 1, 2 ,..., e. 
Now, let us set 
u-2 
@,,,-,(m> = 1 cp,,,i(m). 
i&O 
Then, clearly, 
F,(m) = veAm) + v,,,-dm) + @e,e-2(mh 
Now, from Proposition 9(v) and (vi); 
and 
9) 
e.e 
-l(m) = 1. 4e - I)@ - 4 
e! 6 
((n - e)(q - 1))(6-3)/2 
x Hp-3 ((n _ ,,l _ ,jj1,2 t m ) (11 ~- e)(q - l)(q - 2). 
Now, we introduce the new variable 
P = ((n - e)(q - 1))112/q. 
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Then, because of Proposition 9(ii), if we set (n - e)(q - 1) = p2q2, F,(m) is 
expressed as a polynomial in q, m, and p. That is, Fe(m) = &,b,c ca,b,c 
4a * mb * B25 l ,,b,c E Q. (Note that a < e and b + 2c 6 e.) 
Now, let & (i = 41, rt2 ,..., f [e/2] (and i = 0 if e is odd)) be the zeros 
of the Hermite polynomial H,(x). 
Let us set 
77i = N/z - 467 - l)>‘12/q> 6 = I%. 
Then, clearly ED,,, = 0. Also, we introduce the new variable ya by 
m = rli +vi 
(i = *I, AA.., i- k/21 (and i = 0 if e is odd).) 
Now, consider 
Then, F,(m) is a polynomial in q, /I, ti , and yi . Now it is easy to see that 
tp,Jm) is of degree i in /I and of degree e in q. 
Since y,,,@&) = 0, we get 
Fe(m) = h@ti + ~4 + P)~.~-~B& + ~0 + @e,e-2@ti + ~4 
= Yid,eW) + %.fd%) + k-2 9 
where @G,e-2 is a certain polynomial in q, j3, ti , and yi , and of degree <e - 2 
in /3 and of degree be in q (cp:Jm) denotes (d/dm) rpese(m)). 
Now, let us set 
hi = -%,P-l(%YL?(~J (note that Q = /3si), 
Then, by using Proposition 5(ii), we get 
Ai = 
c 
---l e(e - 2'" - 2) {@ - e)(q - I)}(&3,/z 
e! 
X He--3 ((n _ e)(:: _ 1jjl12 
( 'Ii 1 
(n - ek - l)(q - 2) 
1 -.e. 
e. I (@ _ e)$ _ I))‘/2 {(n - e)(q - l)}"'" 
' He-1 ( 
__- 
<(n - e)i - 1))1/2 rli 1 
_ (e - 1% - 2) 
6 * (4 - 2) . He--3@fi) 
4He-lG3 
-a 
58423/I-s 
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By Proposition 5(i), 
H&x) = (l/(e - 2))(xH&) - H&4). 
Hence, 
(e - 1) (4 - 2) -~ 
hi = 6 
* 4 wL(~i) - He-lkfi)~ 
He-d&) 
Since 
He-&) = (l/k - l)WLW - He(x)) 
by Proposition 5(ii) and since H,(f*) = 0, we have 
h, = (e - 1) (4 - 2) .- 
2 6 4 
In particular, hi is bounded by a function of e (cf. Proposition 6). 
Well, what happens when p ---z + co ? The answer is that we can choose yi 
such that yi + hi under the condition I;,(m) = 0, and we want to prove this 
assertion. 
In order to prove this assertion, we have only to show that for a fixed 
E > 0, the signs of F’&v,Q + hi + 6) and F8(qi + 4 - E) are opposite if /I is 
sufficiently large. This is true because we can write 
I;,(% + Ai + 4 = (Ai + 4 YLe(%) + %?.e-lhi) + R-2 2 
where Ge,e--2 is a certain polynomial in q, p, & , h, , and E and is of degree 
<e - 2 in /I and of degree <e in q. and moreover we can find a number ND 
such that 
1 &,e--2 / < Iv&zqe. 
(Note that ti , hi , and E are bounded by a function of e. Also note that 
Pi + 4 TLdrli) + %,e-l(Q) = 4.e(%) 
= Eciq(q - l),-1 p-1, 
where ci is a certain nonzero constant. Note that any zero of H,(x) is not a 
zero of H,-,(x).) 
Clearly, qi + Xi f vi + hj if i # j and if /I is sufficiently large. Hence we 
can conclude that the Lloyd polynomial Z,&,(X) has e zeros xu) (i = 3~1, 
It&..., 3 [e/2] (and i = 0 if e is odd)) such that 
X(i) - 01 + p5i + hi ifP+ +cc. 
Hence, Proposition 15 is proved. 
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4. COMPLETION OF THE PROOF OF THEOREM A 
Theorem A is proved by combining the following two propositions. 
PROPOSITION 16. There exists a number /IO (depending only on e) such that 
if p = ((n - e)(q - l))1/2/q > /$, , then there is no perfect e-code in H(n, q) 
z!fn >eandq>2. 
PROPOSITION 17. Let /3,, be an arbitrary fixed positive number. Then there 
exist at most finitely many perfect e-codes in H(n, q) such that /3 = ((n - e)’ 
(4 - l>Y’“/q G PO . 
Proof of Proposition 16. Suppose that ,k? is sufficiently large. Then the e 
zeros xu) of #e(x) approach 
where 
4 
- 
xi 2 
- 
= 4 c ---. e 1 tiz 1 6 6 
Since -Ti = -p[i = fi(-[i) = p5-i = 7-i , and since hi = h-i , x(~) f 
x(-~) - xo) - XC-~) must approach 2(hi - &) for every pair of i and j. 
Now, it is clear that Proposition 16 is established if we prove the following, 
as by the generalized Lloyd’s theorem (Theorem 2) all the zeros xu) of 4@(x) 
must be integers. 
LEMMA 18. Let e 3 4. Then 2(hi - &) is not an integerfor some pair i and 
j, if q > 2. 
Proof. If e is odd and 25, then Proposition 6(v) shows that 
o<2(h,--h,)=((q-2)/q)*3&2<1. 
If e is even and 28, then Proposition 6(vi) shows that 
0 < w, - A21 = ((4 - 2)/q) - F&?" - &"> -=c 1. 
If e = 6, then Proposition 6(vii) shows that at least one of 2(h, - h,) = 
((4 - 2)/q) . iK(5‘,” - klY> and 264 - U = ((4 - 2)/q) . 3Gi2 - &3 is not 
an integer. If e = 4, then Proposition 6(viii) shows that 2(h, - h,) = 
((q - 2)/q) .+ .2(6)l/” is not an integer. 
Proof of Proposition 17. We first note the following obvious lemma. 
LEMMA 19. Let f(x) and g(x) be polynomials of rational coefficients 
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(i.e., f(x), g(x) E Q [xl). Th en, in order that f (x)/g(x) E Z for infinitely many 
integers x, f(x) must be divisible by g(x) in Q[x]. 
We first show that there exist only finitely many possible q such that 
/3 < j3, (and there exists a perfect e-code in H(n, q)). 
By Proposition 8’ and the generalized Lloyd’s theorem (Theorem 2) 
(n - e)(q - 1)/q E h/2e. Since the greatest common divisor of q and q - 1 
is 1, (n - e)/q must be in h/2e. On the other hand, since /3 = ((n - e)(q - l))‘l”/ 
4 GPO5 we get (n - e)/q < 2p02. Therefore, there are only finitely many 
possibilities for y = (n - e)/q. In order that 
a2 
a0 
e(e - l)(n - e)(n - e + l)(q - 1)” 
a2 
.+- l!C$l (17 - e) e2’e2e ’ ) +de+l,e--11) 
is an integer, 
e(e - l)(n - e)(n - e + l)(q - 1)2/2q2 
must be an integer, because 
--a1 47 - e)(q - 1) __ = +e@+ 1) 
a0 4 2 and de, 2) 
are integers. Now for each possible y, 
e(e - l)(n - e)(t7 - e + I)(q - II2 = e(e - 1) y(yq + l)(q - 1)’ 
2q2 eq 
Therefore, by Lemma 19, there are only finitely many possible q such that 
a2/ao is an integer. Since there are at most finitely many possibilities of y, q 
must be bounded by a function of e. Since /3 < PO, n must also be bounded 
by a function of e. If q and n are fixed, then obviously the number of possible 
perfect e-codes in H(n, q) is finite. Thus, Proposition 17 is proved. 
Thus, Theorem A is proved. 
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