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摘要: BP神经网络具有较强的容错性和自适应学习能力, 因而在数字图像识别领域有着广泛的应用。本文在经典 BP神
经网络的基本算法的基础上, 对 BP算法的参数设置进行了优化, 实现了一种基于分类的改进 BP神经网络算法。通过探
讨 BP神经网络在数字图像分类识别中的应用,详细考察了各种参数对识别效果的影响。实验结果证明改进后的算法有
很好的实用价值。
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Ab stra ct: Back2propaga tion neura l network with h igh fau lt2tolerance and good adaptive learning ab ility, is found great app lications
in digital image recogn ition. This paper presents an improved a lgorithm through setting new parameters based on trad itional BP a l2
gor ithm, applies it to digital image recogn ition and analyzes the influence produced by improved parameters. The experimental re2
su lt shows that the improved algor ithm has a certa in practica l value.
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出层、隐含层 (可以是一层或多层 )构成, 一种典型的
三层 BP神经网络模型如图 1所示。
反向传播算法的主要思想是把学习过程分为 2
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L和M。X= ( x0, x1, , , xN- 1 )是加到网络的输入矢
量, H = ( h0, h1, , , hL- 1 )是中间层输出矢量, Y =
( y0, y1, , , yM- 1 )是网络的实际输出矢量, 并且用 D
= ( d0, d1, , , dM- 1 )来表示训练组中各模式的目标输
出矢量。输出单元 i到隐单元 j的权值是 V ij, 而隐单
元 j到输出单元 k的权值是W jk。另外用 Hk和 < j来
分别表示输出单元和隐单元的阈值。
传递函数是反映下层输入对上层节点刺激脉冲













( dk - yk )
2 ( 2)
中间层和输出层各单元的输出为:
h j = f( E
N- 1
i= 0
V ij xi+ < j ) ( 3)
yk= f( ( E
L - 1
j= 0
W jk h j + Hk ) ( 4)
BP算法采用梯度下降法调整权值:










( 1) 加载输入向量 X和目标向量 D;
(2) 计算隐含层和输出层的实际输出 H 和 Y;
(3) 计算输出层的误差;
( 4) 计算隐含层单元误差;

























v W jk ( n) = (A /( 1+ L)* ( v W jk ( n- 1) + 1)* Dk* h j +
Bv W jk ( n- 1) (7)
v V i j ( n) = (A /( 1+ N)* (v V ij ( n- 1) + 1)* Dj* xi + B
v V i j ( n- 1) (8)
v W jk ( n), v V i j ( n)分别为中间层到输出层的权值和输







库更详细的信息请见 http: / /yann. lecun. com。本文


















点数为 40。线 1为未加入动量因子的情况, 线 2的
动量因子为 0. 05, 线 3的动量因子为 0. 15。从中可








数字 经典 BP算法 文献 [ 4]中算法 本文算法
0 88. 2% 94. 1% 100%
1 100% 100% 100%
2 75. 0% 87. 5% 93. 8%
3 87. 5% 93. 8% 93. 8%
4 92. 9% 96. 4% 96. 4%
5 100% 95. 0% 95. 0%
6 95% 95. 0% 100%
7 95. 8% 95. 8% 95. 8%
8 100% 100% 100%
9 80. 9% 81. 0% 85. 7%
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