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The`me – 2.1 - The´orie de l’information, 2.6 - Synchronisation, estimation, 4.1 - De´tection et estimation statistiques
Proble`me traite´ – Cet article aborde le proble`me du codage d’une sourceX avec information adjacente Y disponible uniquement au de´codeur
dans le cas ou` P (Y |X) est mal connue au de´codeur. Ce type de proble`me apparait lors de la compression de donne´es pre´leve´es par des
capteurs en re´seau. Nous conside´rons des sources q-aires et supposons qu’il existe Z tel que Y = X + Z et i ∈ GF (q), inconnu, tel que
P (Z = i) = 1− (q − 1)p et P (Z = j) = p, j 6= i, avec p ∈ P ⊂ [0, 1/q] e´galement inconnu.
Originalite´ – Pour un parame`tre p fixe´, l’entropie de Z est inde´pendante de i. Cependant, l’incertitude sur p et la me´connaissance de i rend
inefficaces les sche´mas classiques de codage avec information adjacente au de´codeur. Cet article propose un sche´ma de codage reposant sur
des codes LDPC non binaires. Le de´codeur exploite un algorithme EM pour estimer conjointement p, i et les symboles e´mis par la source. Un
estimateur permettant d’initialiser efficacement l’algorithme EM est e´galement propose´.
Re´sultats – Nous montrons qu’un estimateur au sens du maximum de vraisemblance naı¨f ne permet pas d’obtenir i et p correctement. L’effi-
cacite´ du sche´ma propose´ est compare´e avec celle de techniques classiques, montrant sa supe´riorite´ tant en termes d’erreurs d’estimation de X
qu’en termes de temps de calcul.
1 Introduction
Dans les sche´mas de codage d’une source X avec information adjacente Y disponible uniquement au de´codeur, la distribu-
tion conditionnelle P (Y |X) est, en ge´ne´ral, suppose´e parfaitement connue. Ceci a permis de concevoir des solutions de codage
reposant sur des codes de canal [6], comme les codes LDPC [3, 4]. Cependant, la source, n’ayant pas acce`s a` Y peut avoir des
difficulte´s a` de´terminer P (Y |X). Ainsi, dans un re´seau de capteur, X repre´sente la mesure d’un capteur, qui doit faire parvenir
une version compresse´e de X en un point de collecte, et Y repre´sente les mesures pre´leve´es par les autres capteurs dont le point
de collecte peut se servir pour retourver X : P (Y |X) peut de´prendre du temps, de la configuration des capteurs, etc.
Dans cet article, nous conside`rons le codage de sources q-aires dans le cas ou` P (Y |X) est mal connue au de´codeur. Plus
spe´cifiquement, nous supposons qu’il existe Z tel que Y = X + Z et i ∈ GF (q), inconnu, tel que P (Z = i) = 1 − (q − 1)p et
P (Z = j) = p, j 6= i, avec p ∈ P ⊂ [0, 1/q] e´galement inconnu. Ce type de mode`le permet de tenir compte d’une incertitude
sur le niveau de corre´lation entre X et Y , par l’interme´diaire de p ∈ P, mais e´galement sur le type de corre´lation. Dans le
cas binaire, avec P = [0, 0.1], le fait de ne pas connaitre i se traduit par une me´connaissance de la probabilite´ de transition
p = P (Y = 1|X = 0) = P (Y = 0|X = 1), qui peut eˆtre dans [0, 0.1] ou dans [0.9, 1]. Malgre´ cette incertitude, les cas p = 0.1
et p = 0.9, par exemple, donnent la meˆme entropie, et donc the´oriquement le meˆme de´bit de codage. De plus, on peut de´montrer
facilement a` partir de [5], qu’un code LDPC a la meˆme performance pour une probabilite´ de transition p ou 1−p et les algorithmes
de de´codage propose´s dans [3] sont tout a` fait capables de prendre en compte le cas p > 0.5. En revanche, quand on ne sait pas
a priori si la probabilite´ de transition est donne´e par p ou 1 − p, les de´codeurs classiques sont incapables de reconstruire les
informations provenant de la source X .
Cet article propose un sche´ma de codage reposant sur des codes LDPC non binaires, directement inspire´ de [2]. Le de´codeur
exploite un algorithme EM pour estimer conjointement p, i et les symboles e´mis par la source. Nous montrons qu’un estimateur au
sens du maximum de vraisemblance naı¨f ne permet pas de fournir une estime´e de i et p satisfaisante pour initialiser l’algorithme
EM correctement. L’efficacite´ du sche´ma propose´ est compare´e avec des techniques classiques, montrant sa supe´riorite´ tant en
termes d’erreurs d’estimation de X qu’en termes de temps de calcul.
2 Mode`le conside´re´
Les variables ale´atoires sont en lettres majuscules et leurs re´alisations en minuscules. Les vecteurs sont en gras. Les sources
X et Y ge´ne`rent des suites de variables ale´atoires {Xn}
+∞
n=1 et {Yn}
+∞
n=1 inde´pendantes, identiquement distribue´es (iid) a` valeurs
dans GF(q), ou` l’addition et la soustraction sont note´e ⊕ et ⊖. Le mode`le de corre´lation est de´crit par Y = X ⊕ Z, ou` Z est une
source qui ge´ne`re des variables ale´atoires iid dans GF(q).X est distribue´e uniforme´ment, tandis que la distribution de Z est de´crite
par un vecteur de parame`tres θ = [θ0, . . . , θq−1], avec θk = P (Z = k). La valeur prise par θ n’est connue ni du codeur ni du
de´codeur et θ peut varier d’une suite {Zn}
+∞
n=1 a` une autre. Nous faisons l’hypothe`se que θ peut prendre q formes diffe´rentes :
θ
(0)(p) = [1 − (q − 1)p, . . . , p], θ(1)(p) = [p, 1 − (q − 1)p, p, . . . , p], etc., avec p ∈ P ⊂ [0, 1/q], avec P connu. On note Pθ
l’ensemble des vecteurs θ possibles. Cet ensemble n’est pas connexe. L’index i de θ(i)(p) est appele´ le cadran de θ, il permet de
de´signer la composante connexe de Pθ a` laquelle θ
(i)(p) appartient.
Pour ce mode`le, le plus petit de´bit atteignable par un sche´ma de codage de source avec information adjacente au de´codeur est
donne´ par [1]
R = sup
θ∈Pθ
H(X|Y,θ) . (1)
le sup e´tant atteint pour q valeurs diffe´rentes de θ, de cadrant diffe´rent, mais de meˆme p.
Dans [2], un sche´ma de codage est propose´ pour le type de source conside´re´ ci-dessus, mais dans le cas ou` Pθ , n’est compose´
que d’une seule composante connexe (un seul cadran). Ce sche´ma ne peut eˆtre applique´ directement dans le cas ou` Pθ comporte
plusieurs cadrans. En effet, le de´codeur introduit dans [2] estime conjointement la source et le vecteur de parame`tres θ, a` l’aide
d’un algorithme de type ExpectationMaximization (EM). Ce dernier doit eˆtre correctement initialise´, ce qui a ne´cessite´ de proposer
un estimateur initial de θ. Cependant, cet estimateur initial ne fonctionne pas lorsque Pθ comporte plusieurs cadrans, comme le
montre le paragraphe suivant.
3 Codage, de´codage et initialisation de l’algorithme EM
Le codeur propose´ dans [2] re´alise le codage du vecteur de source x de longueur n, a` l’aide d’une matrice LDPC non-binaire
H de taille n ×m, dimensionne´e en utilisant (1). Le de´codeur dispose du mot de code u = HTx et d’un vecteur d’information
adjacente y de longueur n, avec lesquels il estime conjointement x et θ a` l’aide d’un algorithme EM. Cet algorithme ite´ratif qui
produit a` l’ite´ration j des estime´es θˆ
(j)
et xˆ(j) de θ et x. Pour cela, l’algorithme EM a besoin de P (Xk = i|yk, θˆ
(j−1)
), pour
i = 0 . . . q − 1. Ces quantite´s sont fournies par un algorithme de de´codage LDPC de type somme-produit initialise´ avec θˆ
(j−1)
.
Une estime´e θˆ
(0)
raisonnable pour initialiser l’algorithme EM est obtenue par le de´codeur a` l’aide de s = HTx−HTy = HT z.
On fait ensuite l’hypothe`se 1 que les variables ale´atoires intervenant dans le calcul des composantes sj de s sont distinctes et
inde´pendantes de celles intervenant dans le calcul de sk, j 6= k.
A partir de cette hypothe`se, on effectue une estimation au sens du Maximum de Vraisemblance (MV) de θ a` partir de s. La
log-vraisemblance Li(p) en fonction du cadran i et de p est
Li(p) =
M∑
m=1
logF−1um


dc∏
j=1
F(W [Hj,m]θ
(i)(p))

 , (2)
ou` F et F−1 sont les transforme´es de Fourier directe et inverse associe´es au calcul de la probabilite´ d’une somme de variables
ale´atoires a` valeurs dans GF(q) ;W [a] est une matrice de dimension q × q telle queW [a]k,n = δ(a⊗ n⊖ k), 0 ≤ k, n ≤ q − 1.
Une estime´e θˆ de θ est obtenue en maximiser Li(p) par rapport a` i et a` p. Pour cela, on peut produire une estime´e pˆi =
argmaxp Li(p) par cadran i et conserver le couple (i, pˆi) maximisant Li(pˆi). Cependant, nous avons ve´rifie´ expe´rimentalement
que cette me´thode ne produit des estime´es satisfaisantes de i et de p que lorsque i = 0 est le vrai cadran.
Ce re´sultat peut eˆtre interpre´te´ de la manie`re suivante. Lorsque le cadran est i = 0, z contient une majorite´ de composantes
nulles et il en est de meˆme pour s. En fait, la probabilite´ qu’une composante de s soit nulle varie fortement avec la probabilite´
1 − (1 − q) ∗ p qu’une composante de z soit nulle, voir la figure 1. Lorsque le cadran est i 6= 0, z contient beaucoup d’e´le´ments
non nuls. Ces e´le´ments sont combine´s ale´atoirement via la matrice H pour donner des composantes de s dont les valeurs sont
distribue´es plus ou moins uniforme´ment sur GF(q), avec une distribution de´pendant tre`s peu de p, voir la figure 1.
1. Cette hypothe`se est fausse, puisqu’une variable Xn peut intervenir dans plusieurs sommes, mais comme chaque Xn intervient seulement dans un petit
nombre de sommes, elle semble raisonnable pour obtenir une initialisation grossie`re de θ.
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FIGURE 1 – P (Sm = 0|i, p) en fonction du cadran
i et de p, pour q = 4 ; les courbes pour i = 1, 2, 3
sont superpose´es
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FIGURE 2 – L1(p) et L˜1(p) lorsque le vrai cadran
est i = 1, calcule´es a` l’aide d’un vecteur s de 1000,
pour p = 0.05 ; L1(p) ne permet pas d’estimer p
Initialisation Pe Temps (s)
Ale´atoire 7.2× 10−3 47.0
Me´thode de [2] 7.5× 10−1 20.0
Me´thode propose´e < 10−5 9.1
TABLE 1 – Comparaison des initialisations possibles
Pour re´soudre cette difficulte´, nous proposons, pour chaque cadran i, de calculer s˜(i) = s ⊖ HT i = HT (z ⊖ i) ou` i est une
vecteur de taille n contenant uniquement des i. Lorsque le vrai cadrant est i, z contient une majorite´ de i et z − i contient une
majorite´ de 0. Avec cette modification, la probabilite´ P (S˜
(i)
m = 0|p, i) que la m−e`me composante de s soit nulle exprime´e en
fonction de p pour le cadran i aura la meˆme allure que P (Sm = 0|p, i = 0), voir la Figure 1. Ainsi, p et i peuvent alors eˆtre
estime´s efficacement, en calculant pˆi = argmax L˜i(p), la log-vraisemblance (2) calcule´e pour s˜
(i), puis on conserve le couple
(i, pˆi) maximisant L˜i(pˆi).
La figure 2 montre sur un exemple ou` i = 1 que, contrairement a` L1(p), L˜1(p) permet d’estimer efficacement p.
4 Simulations
Conside`rons le mode`le de´crit au paragraphe 2, avec q = 4 et P = [0, 0.08]. Quelle que soit la me´thode de de´codage conside´re´e,
100 vecteurs de 1000 symboles sont ge´ne´re´s, 20 ite´rations de de´codeur LDPC sont re´alise´es et 3 ite´rations de l’algorithme EM.
Pour chaque vecteur, le cadran i et et le parame`tre p sont ge´ne´re´s ale´atoirement et uniforme´ment. Un code LDPC de distributions
de degre´s λ(x) = 0.413x+ 0.375x2 + 0.012x4 et ρ(x) = x est utilise´, ce qui donne un de´bit de R = 1.6 bits/symbole.
Pour un premier jeu d’expe´riences, l’algorithme EM est initialise´ ale´atoirement. On suppose que le vrai cadran est le i = 0, on
tire un p ale´atoirement et uniforme´ment dans P et on applique l’algorithme EM. S’il ne converge pas, on teste le cadran i = 1 et
on effectue la meˆme ope´ration jusqu’a` convergence. Dans le second jeu d’expe´riences, l’algorithme EM est initialise´ a` l’aide de
l’argument du maximum deLi(p). Dans le troisie`me jeu d’expe´riences l’algorithme EM est initialise´ avec l’argument du maximum
de L˜i(p).
Le tableau 1 de´crit la probabilite´ d’erreur de de´codage de x ainsi que le temps ne´cessaire au de´codage pour les trois jeux
d’expe´riences, montrant l’importance d’une initialisation correcte de l’algorithme EM et les performances de la me´thode que nous
avons propose´e.
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