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概 要
弦理論の非摂動的定式化の有力候補である IIB行列模型において、この理論が統
一理論であるためには、私達が住む 4次元時空の世界を記述している標準模型を再現
できなければならない。標準模型の重要な要素であるカイラル・フェルミオンを高次
元の理論から実現する機構として、余剰次元空間に非自明なインデックスを導入する
ことが考えられる。通常の場の理論では非自明なインデックスはゲージ場配位のトポ
ロジカル・チャージにより与えられるが、有限自由度の理論でこれを示すのは一般に
困難だと思われていた。しかし、格子ゲージ理論ではギンスパーグ・ウィルソン関係
式を用いてこの定式化に成功した。本論文では、これを有限自由度の行列模型および
非可換幾何に応用し、特に、S 2F や S 2F  S 2F などの非可換球面を考え、ゲージ場配
位のトポロジカル・チャージを構成する。
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第1章 序論
1.1 統一理論と弦理論
素粒子物理学とは、自然界の基本的な構成要素を特定し、それらが従う運動の法則およ
びそれらの間に働く相互作用に関する法則を探求する学問である。自然界を支配する基本
的な原理や法則を解明し、物質・相互作用・時空間といったすべての自然現象を統合的・
統一的に矛盾なく説明できる理論を構築することを目的としている。
現在、自然界には電磁相互作用・強い相互作用・弱い相互作用・重力相互作用の 4つの基
本的な相互作用が存在することが知られている。電磁相互作用は電荷を持つ粒子間に普遍
的に働く力であり、その力も非常に強い。強い相互作用と弱い相互作用は 20世紀の原子
核物理学の発展において発見されたもので、力の到達距離が原子核のサイズにもおよばな
いくらい極めて短いため、日常生活で感じることはほとんどないが私たちの存在に深く関
係する力である。重力相互作用はミクロな物体においては完全に無視できるほど弱いが、
質量があるものすべてに平等に働き、地球や太陽のような天体に関してはその運動を完全
に支配するほどに強い力となる。
この 4つの相互作用を統一的に記述するための統一理論が、素粒子物理学における最重
要課題の 1つとされている。重力相互作用については、古典的には一般相対論で完全に記
述されているが、その方程式を量子論に当てはめると、非常に小さいスケールでの場の揺
らぎが繰り込みでは制御できないほど大きくなり、意味のある理論にはならないのである。
一方で、重力相互作用を除く 3つの相互作用に関してはゲージ場の量子論に基づく標準模
型により統一的に記述され、102GeV程度の非常に良い精度で実験値・観測値と一致して
いる。この標準模型は 20世紀の素粒子物理学における最大の成果だといっても過言では
ないが、次に示す問題点により、いまだ不完全な理論だといえる。
1つ目に、この理論は任意性が高すぎる。クォーク・レプトンがそれぞれ 6種類ずつ存
在するのに加えて、光子、ゲージボソンなど素粒子と呼ぶには多すぎるような数の粒子が
基本的な粒子として扱われている。また、それらの粒子の質量、小林・益川行列、結合定
数など約 20の任意パラメータが存在し、なぜ時空次元は 4次元なのか？なぜ物質の世代
数は 3世代なのか？なぜゲージ群は SU(3)SU(2)U(1)なのか？などの問いに、答える
ことができないのが現状である。
2つ目は、量子重力を含んでいないという点である。では、なぜ量子重力が必要なのか？
なぜ、プランクスケール（1019GeV）の現象を考える必要があるのか？まず第一に、SU(3)、
SU(2)、U(1)の各ゲージ群の結合定数は 102GeVでは異なる値を持つが、その値を高エネ
ルギーへ外挿すると、エネルギースケールとともに変化し、プランクスケールに極めて近
い 1016GeV（GUTスケール）で統一されることが知られている。これにより、プランク
スケール付近には重力まで含めた統一理論が存在するのではないかと期待されている。次
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に、宇宙初期やブラックホールは非常に高温高密度であり、このような現象を考えるため
には量子重力は不可欠なものとなる。さらに、一般相対論は時空の特異点を必ず含むため
にそこでは理論が破綻するという特異点問題に関しても、量子化により特異点がぼやける
ことから重力の量子論ではこのような問題が生じないと考えられる。
現在、量子重力を含む統一理論の最有力候補が弦理論である。弦理論では、基本粒子は
従来のような点粒子ではなく、1次元にひろがったプランクスケールの長さの弦だと考え
る。この理論では弦の振動モードにより種々の粒子を表しており、閉弦のゼロ質量モード
はスピン 2の粒子、グラビトンを意味している。このことは、弦理論が重力理論を自然
に含んだ理論であることを示している。また、点粒子の理論では相互作用点が 1点に決
まっていることから紫外発散の問題に悩まされたが、弦理論では時間軸の取り方により変
化するため相互作用点を特定できないことから、紫外発散が生じないという特長を持つ。
さらに、弦理論は任意パラメータを持たないことも大きな利点の 1つである。加えて、対
称性から理論がほぼユニークに決定され、超対称性も考慮した超弦理論において、摂動論
の範囲では平坦 10次元時空でタイプ I、タイプ IIA、タイプ IIB、ヘテロ SO(32)、ヘテロ
E8E8の 5つの真空が存在することが知られている。この 10次元の理論はコンパクト化
により低次元で無数の理論を作ることができる。摂動的に構成されるすべての弦理論は単
一の理論の局所的な真空を記述しているだけであり、弦理論は本質的に 1つのものである
と予想されるが、摂動論の範疇ではすべてが安定な個別の理論であり真の真空を決める手
段を持たない。真の真空構造を調べるためには、弦理論の摂動によらない構成的な定式化
が必要であり、これが弦理論が抱える最大の課題である。実際に非摂動的定式化が完成し
て予想通りに真空がただ 1つに決められると、弦理論が正しければ、そこでは私達の住む
4次元時空の標準模型を記述できるだろう。少なくとも原理的には、時空次元やゲージ群
の構造、世代数などのあらゆる事象を説明できることになり、これらの計算結果が実験的
に完全に認められれば、私達はまさしく「万物の理論」を手に入れたことになる。仮に真
空が 1つに決まらない場合でも、なぜ自然が標準模型で記述されているかを議論する出発
点となる。何よりもまず、弦理論の非摂動的定式化を完成させなければならないのである。
1.2 IIB行列模型
弦理論の非摂動的定式化として最も有力視されているのが行列模型である。この行列模
型においてもいくつかの理論が提唱されており、ここではその中でも最も高い対称性を持
つ IIB行列模型について議論する。
IIB行列模型の作用は次式で与えられる [1]：
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Aと  はN N のエルミート行列であり、は 0  9までの値をとる。Aは 10次元ベ
クトル、 は 10次元のマヨラナ・ワイルスピノルである。この理論の作用 (1.1)は、シル
トゲージでの IIB型グリーン・シュワルツ作用を行列正則化することにより得られる。こ
のため、弦理論と対応していることが示される。また、この模型は IIB型の弦が持つべき
10次元のN = 2の超対称性を持っている。このことは、理論が重力を含んでいることを
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意味している。さらに、この理論において時空は初めから与えられるものではなくAの
固有値の広がりとしてダイナミカルに生成されるものである。したがって、コンパクト化
や時空の生成・消滅などの時空のダイナミクスを解析するのに非常に有効な理論となる。
上記の特徴の他にも、IIBでのウィルソンループを弦の生成・消滅演算子とみなすと、IIB
超弦理論の光円錐ゲージにおける弦の場の理論を再現することを示すことができることな
どからも、IIB行列模型は超弦理論の構成的定式化になっていると考えられる。また、こ
の模型は非可換幾何学 [2]と密接に関係する。現在、弦理論において B場が背景に存在す
る場合に時空が非可換になることが知られており、Dブレイン上の有効理論は非可換時空
におけるヤン・ミルズ理論になっている [3]。IIB行列模型においても、古典解の周りで展
開することにより非可換ヤン・ミルズ理論になることが示されている [4]。その上、U(N)
と SO(10)、タイプ IIB型の超対称性という非常に高い対称性を持ち、非常にシンプルで任
意パラメータを持たないということからも、この理論がこの自然界を記述する最も基本的
な理論にふさわしいと期待される。
一方で、IIB行列模型にはいくつかの課題が存在する。IIB行列模型には、行列の中に時
空や物質、相互作用が渾然一体に埋め込まれている。究極の理論としてはふさわしい性質
ではあるが、何がどのように埋め込まれているかを明確にする必要がある。計量やトポロ
ジー、コンパクト化、背景場非依存性などの重要な概念が行列模型でどのように実現され
るかを明らかにしなければならない。また、最も基本的な理論として考えるならば、この
IIB行列模型から私達が住む 4次元時空での自然現象を説明できなければ意味がない。す
なわち、この理論の低エネルギーの有効理論として標準模型を再現する必要がある。4と
いう時空次元や SU(3)SU(2)U(1)のゲージ群を導き、標準模型の重要な要素であるカ
イラル・フェルミオンを実現できなければならない。この IIB行列模型から 4次元時空で
のカイラル・フェルミオンを実現させることこそが、本論文の主な目的である。
1.3 カイラル・フェルミオンの実現
前述したように、IIB行列模型が記述する空間は 10次元である。IIB行列模型から 4次
元時空でのカイラル・フェルミオンを実現させるには、この 10次元が何らかのメカニズム
で私達の住む 4次元時空にコンパクト化され、そのコンパクト化された世界でカイラルな
理論が得られなければならない。様々な研究グループにより IIB行列模型から 4次元時空
が好まれそうだということは示されてきたが1、コンパクト化が実際にどのように行われ
るかについてはいまだ解明されていない。そこで、この余剰次元空間のトポロジーに注目
して、余剰次元空間に非自明なインデックスを持たせることにより 4次元でのカイラル・
フェルミオンを実現するという以下のような手法を考える。
(1.1)からわかるように、10次元のフェルミオン作用は   1
g2
Tr( 12  [A;  ])で得ら
れる。添え字 は 0  9までの値をとるが、次のようにディラック演算子を 4次元部分
aDa (a = 0  3)と 6次元部分 iDi (a = 0  6)に分解すると、4次元の有効作用におい
1IIB行列模型におけるブランチドポリマー的な時空構造の研究や、改良された平均場近似を用いた 4次元
時空の解析など、時空の 4次元性については様々な議論がなされている [5, 6, 7, 8]。
5
ては 6次元部分のディラック演算子の固有値が 4次元での質量m4を与えると解釈できる：
 D = (
aDa + 
iDi) ;
! (aDa +m4) :
したがって、4次元時空でのカイラル・フェルミオンをダイナミカルに生成するためには、
余剰次元空間に非自明なインデックスを実現させればよい。ここで、インデックスとはディ
ラック演算子のゼロモードでカイラリティが正と負の状態数の差で定義される。
余剰次元空間は実際にはどのような空間でもよいが、弦理論において、6次元の余剰次
元空間はコンパクト化により小さく丸まると予想されている。もし、コンパクト空間のサ
イズがプランク・スケールよりも小さいならば、その座標は非可換になり、トポロジーの
概念を非可換空間へ一般化する必要があるだろう。しかしながら、インデックス定理の非
可換空間への一般化はほとんどが無限サイズの空間で形成され、以下のような理由から、
有限自由度の系でトポロジカル・チャージを定義することは出来ないと広く信じられきた。
連続理論で知られているインデックス定理は、以下のようなものである：
n+   n  = Tr[5] : (1.2)
これは、ディラック演算子の固有値がゼロでカイラリティが正と負の固有状態数の差が、
カイラリティ演算子のトレースに等しいという定理である。一見するとこの右辺はゼロに
なるように見えるが、スピノル空間のトレースから出てくるゼロと関数空間のトレースか
ら出てくる無限大をうまく定義してやることにより、Tr[5]を有限の値に定義することが
できる。ここで重要なのは空間が無限自由度であるという点であるため、有限自由度の系
では非自明な関係となる。
この状況は、格子ゲージ理論においても同様であった。格子ゲージ理論では理論は有限
個の格子点上に定義され、全自由度は有限である。この理論にはダブリング問題により生
じる、いかにカイラル対称性とインデックス定理を正確に定義するかという問題が存在し
ていた。この問題は、ギンスパーグ・ウィルソン（GW）関係式を満たすディラック演算子
の導入により、見事に解決された [9, 10]。許容条件により格子のゲージ場にトポロジカル
な構造が与えられ、すべてが連続につながっていたゲージ場の配位空間がトポロジカル・
チャージによって特徴づけられる個々の領域、すなわち、トポロジカル・セクターに分類
できることが示された [11, 12, 13]。私達はこのような格子ゲージ理論での発展を非可換空
間に応用し、トイモデルとして非可換 2次元球面 S 2F を考えることから出発し、GW関係
式を用いて余剰次元空間でインデックス定理を定義し、その定式化をもとに非可換 2 2
次元球面 S 2F  S 2F への一般化を行う。
まず非可換 2次元球面 S 2F において、[14]では、GW関係式を行列模型に応用し、有限
な任意の非可換多様体上で、一般のゲージ場と結合した形でインデックスを明白に与える
ディラック演算子DGW を構成している。さらに、[15]では、トポロジカルに非自明な配
位としてトフーフト・ポリヤコフ（TP）モノポール配位が構成された。ここではある種の
射影演算子を導入することにより、TPモノポール背景場におけるインデックス定理を定
義している [16]。TPモノポール配位においてこうして得られたトポロジカル・チャージ
の可換極限は、可換理論でよく知られている値と一致することが示された。その上、[17]
では、3次元ヤン・ミルズ・チャーン・サイモン行列模型において、インデックスがダイ
ナミカルに実現されるメカニズムを示している。
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[18]では、この定式化をモノポール配位のような特殊な配位のみではなく、運動方程式
を満たさないような一般の配位にまで拡張して定式化を行っている。これにより、配位空
間全体について議論することが可能となり、その上で可換理論と非可換理論の対応をより
明確に確認することができた。まず私達は、拡張した定式化により得られたトポロジカ
ル・チャージが、可換極限においてトフーフトによって導入された適当な形を持つことを
示した。さらにトポロジカル・チャージの特性を調べ、その可換極限がスカラー場の巻き
付き数になることを証明した。この形式化はU(2)ゲージ対称性がU(1)U(1)対称性に自
発的に破れるような一般の配位に関して適用できるので、ゲージ場の配位空間をトポロジ
カル・セクターに分類することができる。そこで、格子ゲージ理論ので発展した許容条件
を応用し、行列模型において配位空間を分類するための許容条件を考察した。その上、実
際にある具体的な配位を考え、可換理論と非可換理論の両側でトポロジカル・チャージや
ディラック演算子を評価した。その非可換理論での結果は許容条件が満たされている領域
では対応する可換理論に一致し、さらに許容条件が満たされないような領域に関しても調
べることができた。
ここまで考えた非可換 2次元球面S 2F は、最も簡単なトイモデルである。S 2F とは異なる
空間次元、異なる非可換多様体において同様の結果が得られるかについては非自明な問題
であったため、[19]ではこれまでの非可換 2次元球面上の研究を拡張し、余剰次元空間に
非可換 22次元球面S 2F S 2F を考えた。S 2F S 2F 上でGWディラック演算子を構成する
ことにより、GW関係式が成り立つことからインデックス定理からトポロジカル・チャー
ジが得られる2。このトポロジカル・チャージの可換極限が、S 2F S 2F 上の第 2チャーン指
標と第 1チャーン指標の和になることを示した。また、ある特定のゲージ場配位を背景場
とするディラック演算子のカイラル・ゼロモードを調べ、ディラック演算子のインデック
スが予想と一致した値をとることを示した。さらには、余剰次元空間で非自明なインデッ
クスを構成するこの定式化を、非可換 2k次元球面 (S 2F )kへ一般化している。
以上のことをふまえて、以下で本論文の構成を説明する。第 2章では、格子ゲージ理論
における近年の発展と課題を説明し、その文脈で提唱されたGW関係式を一般の行列模型
へ応用する。続く第 3章では、余剰次元空間に非可換 2次元球面 S 2F を考え、非自明なト
ポロジカル・チャージを持つ配位であるモノポール配位を構成し、その背景場において明
白なインデックスを実現するディラック演算子を構成している。第 4章では、第 3章の定
式化をモノポール配位のような特殊な配位のみではなく、その定式化を運動方程式を満た
さないような一般の配位にまで拡張し、ここでも明白なインデックスが実現されることを
示す。第 5章では、余剰次元を 2次元から 4次元へ拡張し、非可換 22次元球面S 2F S 2F
上でディラック演算子を構成し、インデックス定理によりそのトポロジカル・チャージを
考える。最後に、第 6章ではまとめと今後の展望を述べる。
2[20]では、非可換 2 2次元球面 S 2F  S 2F 上で GW関係式を用いずにディラック演算子を構成してい
る。また、非可換 2 2次元球面 S 2F  S 2F 上のゲージ理論のダイナミクスは [21]で研究されている。
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第2章 ギンスパーグ・ウィルソン関係式とイ
ンデックス定理
2.1 格子ゲージ理論における発展
格子ゲージ理論はクォークの閉じ込めを理解する枠組みとして、1974年にウィルソン
により提唱された [22]。連続時空上で場を量子化する通常の場の理論に対し、格子理論で
は時空を間隔 aの格子状に離散化して考える。この時空の最小間隔 aがカットオフを与え
るため、格子化という手法そのものが一種の正則化として働くことになる。また、経路積
分においても、離散化されていることにより積分速度が数学的に正確に定義できる。これ
らの点により、格子ゲージ理論は非摂動的な定式化として広く認識されている。摂動展開
に依らない定式化であり、連続極限をとる前はすべての計算が数学的に明確に定義できる
ため、コンピュータを用いた数値計算が可能である点もこの理論の大きな特徴といえる。
1980年にクロイツがウィルソンの考えに基づいて最初のシミュレーションを行い、クォー
クの閉じ込めが実際に起こっていることを示して以来、強結合領域の物理を扱う量子色力
学（QCD）の実用的な計算手法として急速な発展をとげた。
格子ゲージ理論の近年の大きな発展の１つとして、格子カイラル・フェルミオンの発見
が挙げられる。以下に続く副節では、格子上でフェルミオンを記述する際に問題となるダ
ブラーに関して説明し、ダブリング問題の回避方法として提唱されているいくつかの格子
フェルミオンを紹介する。
2.1.1 ダブリング問題
格子ゲージ理論における重要な課題の 1つとして、フェルミオンのダブリング問題が知
られている。
伝搬関数を計算すると、その非積分関数の特異点から粒子の存在が判断できる。格子上
のフェルミオンの伝搬関数は
h (x)  (y)i =
Z 
a
 
a
d4p
(2)4
i ~p  M
~p2 +M2
eip(x y) (2.1)
のように求められ、ここで ~p = 1a sin(pa)である。伝搬関数の極の位置が粒子であると
考えられるので、この伝搬関数の分母に注目する。質量 0の粒子を格子にのせると考える
と、a! 0の連続極限で pa = となる運動量を持ったモードが、pa = 0と同様に寄
与する。これは連続理論には存在せず、格子化により初めて現れるモードであり、この余
分な自由度のことをダブラーと呼んでいる。
8
格子理論を実際の物理系に適用するには、ダブラーがなく 1つのフェルミオン粒子を記
述する格子フェルミオンの定式化が必要である。ところが、単純に格子化するだけでは、
このように格子フェルミオンに余分な自由度が出現してしまうというこの厄介な問題はダ
ブリング問題と呼ばれ、多くの研究が行われている。
ダブラーのない格子フェルミオンの定式化が容易ではないことは、ニールセン・二宮の
定理からわかるだろう。これは、格子フェルミオン作用が
 平行移動不変性
 カイラル対称性
 エルミート性
 フェルミ場の双一次形式
 局所性
の仮定すべてを満たす場合、ダブラーが必ず存在することを証明している [23, 24]。つま
り、この定理により、ダブラーの回避とカイラル対称性を同時に実現することができない
ことが示されたのである。
ダブラーのない格子フェルミオンの定式化については、現在までに様々な打開策が検討
されている。ウィルソン・フェルミオンでは、格子フェルミオン作用 SF に aの高次の項
を加えて、pa = のモードが出ないようにしている。
S
(W )
F = SF  
r
2
X
n
 (n)
X
n
((n+ ^) + (n  ^)  2(n)) (n) : (2.2)
この右辺第 2項はウィルソン項と呼び、rはウィルソン・パラメータと呼ばれている。ウィ
ルソン項は連続理論 a! 0で aに比例して 0になる。このウィルソン項の存在により、求
めたい物理的な粒子の質量はそのままで、ダブラーには大きな質量を与えることで、低エ
ネルギーの物理現象にダブラーが効いてこないようにする手法である。その他のダブリン
グ問題の解決策の 1つとして、スタッガード・フェルミオン（KSフェルミオン）の定式
化がある。この定式化ではダブラーを理論から排除するのではなく、その自由度をフレー
バーだと解釈するのが特徴である。
上記以外の定式化の 1つとして、ルッシャー・フェルミオンがある。これは、格子上の
カイラル対称性を修正して、ディラック演算子とカイラリティ演算子の反交換関係に、格
子間隔 aに比例する補正項をつけるものである。次節では、この関係式の詳細について記
述する。
2.1.2 ギンスパーグ・ウィルソン関係式
有限自由度の格子ゲージ理論において、カイラル構造を理解する方法としてギンスパー
グ・ウィルソン（GW）関係式が考案された [9]。
通常、可換理論の作用 SF =  D に関して
D + D = 0 (2.3)
9
のように、ディラック演算子Dとカイラリティ演算子  が反可換であれば、理論がカイ
ラル対称性を持つといえる。これを格子上で考えると、ニールセン・二宮の定理から次式
のようになると推測される。
D + D = O(a) : (2.4)
ギンスパーグとウィルソンはカイラル対称性を持つフェルミオン作用に、カイラル不変
でない繰り込み群変換を行い、得られたフェルミオン作用の満たすべき条件を考察した。
それが、このGW関係式と呼ばれる条件である：
D n+1 +  n+1D = aD n+1D : (2.5)
ここでDは n次元格子上のディラック演算子、 n+1は n次元格子上のカイラリティ演算
子、そして aは格子間隔を意味する。この修正したカイラル対称性は連続極限 a! 0で、
元のカイラル対称性と一致する。カイラル対称性の定義が変更されているため、ニールセ
ン・二宮の定理に抵触することもない。
このGW関係式 (2.5)は非線形であるため、局所性を満たす具体的な解はなかなか見つ
からなかったが、カプランやノイバーガー、ルッシャーらのそれぞれの貢献により、GW
関係式を満たすディラック演算子が次々と発見された [25, 26, 27]。
本論文では、格子理論から行列模型への応用としてこのGW関係式を使用しており、そ
の際には (2.5)の右辺を左辺に吸収させた
D n+1 +  
0
n+1D = 0 (2.6)
を使用している。
2.2 行列模型への応用
この節では、前節の格子ゲージ理論において発展したカイラル構造を探るアイデアを行
列模型に適用する。
2.2.1 一般的な定式化
まず、N N 行列で構成された系を考える。1=N は格子ゲージ理論における格子間隔
aに対応するものである。この行列サイズN が無限大になる極限をとることにより、可換
極限のカイラリティ演算子 やディラック演算子Dを得ることができるとする。
今、2つのカイラリティ演算子   ;  ^とディラック演算子Dを考える。これらはN N
行列に作用する演算子である。一般に、ディラック演算子Dは背景にあるゲージ場の配
位に依存する。2つのカイラリティ演算子は、可換極限をとることにより前述したカイラ
リティ演算子 になることを要請し、以下の関係を満たすものとする。
 2 =  ^2 = 1 ;  y =   ;  ^y =  ^ : (2.7)
ここで、 はゲージ場に依存しないとする。もしこの系が可換極限でカイラル・アノマリー
を持つならば、可換極限での結果と矛盾するため、ディラック演算子Dはカイラリティ演
10
算子  と反交換関係にあると考えることができない。したがって、有限自由度の非可換幾
何においてはこの代数構造が崩壊するため、単純なカイラリティ演算子のみではインデッ
クス定理を証明することは出来ない。そこで、あるエルミート演算子Hを用いてもう 1つ
のカイラリティ演算子  ^を構成する。
 ^ =
Hp
H2
; Hy = H : (2.8)
このカイラリティ演算子  ^はH を通してゲージ場に依存している。適当なH を選ぶこと
により、GW関係式を満たすディラック演算子DGWを
1    ^ = f(a; )DGW (2.9)
のように定義することができる。f は微小パラメータ aとカイラリティ演算子  の関数で
ある。関数 f やエルミート演算子H はディラック演算子DGWが a ! 0の極限で可換理
論のディラック演算子になるという要請により決定することができる。(2.7)と (2.9)から
GW関係式
 DGW +DGW ^ = 0 (2.10)
を得ることができ、それにより以下のインデックス定理を示すことが出来る。
index DGW  n+   n  = T r
h
  +  ^
i
: (2.11)
ただし、T rは行列に作用する演算子のトレースであり、nはDGWの固有値がゼロの  
か  ^に対するカイラリティが正（または負）の固有状態の数を表す。付録Bでは、このイ
ンデックス定理 (2.11)の詳しい証明を記述する。
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第3章 非可換2次元球面S 2F 上でのモノポー
ル配位
3.1 非可換2次元球面S 2F における定式化
この節では、まず始めに非可換非可換 2次元球面 S 2F について説明し、S 2F 上でのディ
ラック演算子とその特徴について説明する。
3.1.1 非可換 2次元球面 S 2F
非可換 2次元球面 S 2F の非可換座標は、非可換パラメータの と SU(2)代数の n次元
既約表現行列 Liを用いて、次のように表すことができる。
xi = Li : (3.1)
したがって、球面の半径 は
[xi; xj ] = iijkxk ; (3.2)
(xi)
2 = 2
n2   1
4
1n = 
21n (3.3)
という関係式より、
 = 
r
n2   1
4
(3.4)
として表される。ここで、半径 を固定して ! 0; n!1の極限をとることにより可換
極限をとることができる。
非可換 2次元球面S 2F の任意の波動関数は nn行列で表され、非可換球面調和関数 Y^lm
により展開される。ただし、角運動量 lの上限は n   1で与えられる。2次元球面上の関
数M(
)のキリング・ベクトルに沿った微分Liは、非可換 2次元球面 S 2F 上においては、
任意のエルミート行列 M^ に対して Liの随伴演算子として作用する：
LiM(
) =  iijkxj@kM(
) $ ~LiM^ = [Li ; M^ ] = (Li   LRi )M^ : (3.5)
ここで、Liの添字 Rは行列に対して右から作用する演算子であることを示す。また、球
面上の積分については行列のトレースにより与えられる：Z
d

4
M(
) $ 1
n
Tr [M^ ] : (3.6)
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3.1.2 ディラック演算子の構成
前節で述べた非可換 2次元球面 S 2F において、次の 3種類のディラック演算子が構成さ
れている：DWW[28] ; DGKP[29] ; DGW[14]。各演算子の特徴を分類すると、表 3.1のよ
うに表すことができる。
表 3.1: 各ディラック演算子の特徴
ディラック演算子 カイラル対称性 ダブラーフリー インデックス 格子ゲージ理論との対応
DWW ◯ × 常にゼロ 素朴なフェルミオン
DGKP × ◯ 見にくい ウィルソン・フェルミオン
DGW △ ◯ 見やすい GWフェルミオン
格子ゲージ理論での素朴なディラック演算子に対応するDWWは明白なカイラル対称性
を持つが、ダブラーが存在するためにカイラリティが正と負の状態数が等しくなってしま
い、インデックスは常にゼロになる。DGKPは格子ゲージ理論のウィルソンタイプのディ
ラック演算子に対応し、ダブラーが存在しないように構成されているが、カイラル対称性
を持たないためにインデックスが見えにくい形になっている。また、格子ゲージ理論のギ
ンスパーグ・ウィルソン・ディラック演算子に対応するDGWは、GW関係式を満たすよ
うに構成されており、ダブラーが存在しないためインデックスも見やすい。
以下では、まずDGKPに関して簡単に説明し、その後にDGWの構成法について述べる。
GKP ディラック演算子 DGKP
DGKPのフェルミオン作用は
SGKP = Tr

	DGKP	

; (3.7)
DGKP = i(~Li + ai) + 1 (3.8)
で与えられる。ここで、i はパウリ行列で添字 iは i = 1; 2; 3の値をとる。ai は U(k)
ゲージ群のゲージ場で、フェルミオン場	はゲージ群の基本表現であり, それぞれ nknk
と nk  nのエルミート行列である。ボゾン的な行列Aiは
Ai  Li + ai (3.9)
のように共変座標として表され、
Ai ! UAiU y (3.10)
のように共変的に変換するため、作用（3.7）はゲージ変換
	! U	 ; 	! 	U y ; ai ! UaiU y + 1

(ULiU
y   Li) (3.11)
の下で不変である。
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図 3.1: ゲージ場 aiの接線成分 と水平成分 a0i。
可換極限において、ディラック演算子 (3.8)は
DGKP ! Dcom = i(Li + ai) + 1 (3.12)
となる。これは可換 2次元球面上の通常のディラック演算子である。図 3.1に示すように、
3次元空間のゲージ場 aiは接線成分 と水平成分 a0iに分解でき、それぞれの成分は以下
のように示される。 (
a0i = ijknjak ;
 = niai ;
(3.13)
, ai =  ijknja0k + ni : (3.14)
ここで ni = xi=は xi方向の単位ベクトル、垂直成分 は 2次元球面上のスカラー場で
ある。したがって、このフェルミオンは湯川カップリングを通してスカラー場と結合して
いる。
座標の非可換性により、ディラック演算子DGKPはカイラリティ演算子と反交換しない。こ
れを注意深く評価することにより、カイラル・アノマリーを正確に再現できる [30, 31, 32, 33]。
しかしながら、この定式化ではカイラル構造が明白でないため、これらの問題を考えるの
に適した別のディラック演算子を以下で定義する。
GW ディラック演算子 DGW
カイラル構造を議論するためには、GW関係式を満たすディラック演算子が最適であ
る。[14]では有限自由度の一般の非可換多様体上において、任意のゲージ場と結合した形
のGWディラック演算子DGWを一般的に定式化している。
まず、2つのカイラリティ演算子を以下のように定義する：
  = a

iL
R
i  
1
2

; (3.15)
 ^ =
Hp
H2
: (3.16)
ただし、
H = a

iAi +
1
2

(3.17)
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で、Aiは（3.9）で定義したものであり、a = 2=nは格子理論における格子間隔に対応す
るものである。
これらのカイラリティ演算子は
( )y =   ; ( ^)y =  ^ ; ( )2 = ( ^)2 = 1 (3.18)
を満たす。また、 と  ^の可換極限は両方とも可換 2次元球面上のカイラリティ演算子 
になる： = nii。
次に、GWディラック演算子を次のように定義する：
DGW =  a 1 (1    ^) : (3.19)
この定義により、GW関係式
 DGW +DGW ^ = 0 (3.20)
が満たされるため、インデックス定理が成立する。作用
SGW = Tr [ 	DGW	] (3.21)
はゲージ変換（3.11）の下で不変である。
可換極限において、GWディラック演算子DGWは
DGW ! D0com = i(Li + Pijaj) + 1 (3.22)
となる。ただし、Pij = ij  ninjは球面上の接線方向の射影演算子である。つまり、この
ディラック演算子D0comはスカラー場と結合していない可換な 2次元球面上のディラック
演算子になっている。これは、修正されたカイラル対称性であるDGWがGW関係式を満
たすという事実と一致する。
3.2 モノポール配位における定式化
この節では、トポロジカルに非自明な配位であるモノポール配位においてインデックス
定理を定義し、トポロジカル・チャージを評価する。また、実際にGWディラック演算子
DGWのスペクトルを求め、カイラル・ゼロモードが出現することを示す。さらに、そのカ
イラル・ゼロモードを数え上げることにより、計算から求められたトポロジカル・チャー
ジの値と一致することを確かめ、カイラル・ゼロモードの具体形も求める。最後に、非可
換 2次元球面 S 2F を古典解として持つヤン・ミルズ・チャーン・サイモン模型を用いて、
インデックスが自発生成する機構を示す。
3.2.1 モノポール配位
非可換 2次元球面上の U(2)ゲージ理論において、非自明なトポロジカル・チャージを
持つ配位として TPモノポール配位が構成された [15, 35]：
Ai =
 
L n+mi
L n mi
!
: (3.23)
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Aiは (3.9)で定義されたものであり、L nmi は SU(2)代数の nm次元既約表現である。
また、全体の行列サイズはN = 2nである。
m = 0の場合は、ぴったりと重なった同じ半径の 2つの非可換 2次元球面に対応し、そ
の有効作用は球面上の U(2)ゲージ理論になっている。一般のmの場合は半径の異なる 2
つの非可換 2次元球面に対応する。また jmj  nはトポロジカル・チャージ jmjのモノ
ポール配位に相当し、この U(2)ゲージ対称性は自発的対称性の破れにより U(1)  U(1)
対称性に崩壊する。
m = 1の場合、(3.23)はユニタリー変換により
UAiU
y = L ni 
 12 + 1n 

i
2
(3.24)
と等価になる。(3.9)と比べることにより、ゲージ場
ai =
1

1n 
 i
2
(3.25)
が得られる。このゲージ場 (3.25)の可換極限をとり、球面の垂直成分と接線成分に分解す
ると、
a0ai =
1

ijanj ; (3.26)
a =
1

na (3.27)
となり、これは可換理論で知られている TPモノポール配位そのものである [15]。
また、U(2)ゲージ対称性が U(1)  U(1)対称性に自発的対称性の破れたときのトポロ
ジカルに非自明な配位は
Ai = Li +
2
n
Li3 (3.28)
である。実際に、この可換極限は a0ai = 0; a = a3=になる。
3.2.2 インデックス定理と射影空間
TPモノポール配位 (3.23)に関するインデックス定理は [16]で
index(PnjmjDGW) =
1
2
T r
h
Pnjmj(  +  ^)
i
(3.29)
のように構成された。ここで、T rは行列とスピノル場の空間に作用するトレースである。
Pnjmjは (3.23)の n jmj次元既約表現のヒルベルト空間を取り出す射影演算子であり、
それは 2つの非可換 2次元球面のうち片方の球面を取り出すことを意味する。その射影演
算子 Pnjmjは
Pnjmj =
1
2
(1 T ) (3.30)
のように表され、ここで
T =
2
njmj

A2i  
n2 +m2   1
4

(3.31)
=
m
jmj
 
1n+m
 1n m
!
(3.32)
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である。
一方で、(3.9)より (3.31)は
T =
2
njmj

fLi; aig+ 2a2i  
m2
4

(3.33)
と表すことができる。jmj  nの場合、可換極限において T は 2jmjとなる。ただし、は
(3.13)で定義したスカラー場である。この演算子 T は T 2 = 12nのように規格化される。
したがって、T はTPモノポールでの破れていないU(1)ゲージ群の生成子である。TPモ
ノポール配位は、ゲージ対称性を SU(2)から U(1)へ崩壊させる。その時、固有値1の
T の固有状態は壊れずに残された U(1)対称性の電荷 1=2を持つフェルミオンの状態に
対応する。したがって、射影空間 (3.29)のインデックスは各電荷についてのインデックス
を与える。もし射影演算子がなければ、+1=2と  1=2の電荷の寄与が相殺するため非自
明なインデックスを得ることができなくなる。これが、私達が射影演算子を導入した理由
である。
3.2.3 トポロジカル・チャージの可換極限
(3.29)の右辺が持つ特性を以下に示す。
まず始めに、カイラリティ演算子  ;  ^はサイン演算子の形を持つため、(3.29)の右辺
は整数値をとる。第 2に、TPモノポール配位 (3.23)に関して、1=2の電荷の寄与によ
り (3.29)の右辺は次の適切な値をとる：
1
2
T r
h
P (njmj)(  +  ^)
i
= jmj : (3.34)
最後に、可換極限において (3.29)の右辺は
1
2
T r

1
2
T (  +  ^)

! 
2
8
Z
S2
d
 ijkni
0aF ajk (3.35)
となる。ここで、0aは
P
a(
0a)2 = 1に規格化されたスカラー場である。非可換理論におい
ては T = 0aaとして定義できる。また、Fjk = F ajka=2は Fjk = @ja0k   @ka0j   i[a0j ; a0k].
と定義された場の強さである。(3.35)は TPモノポール配位での破れていない U(1)成分
の磁荷である1。(3.34)や 12T r[P (njmj)(  +  ^)] = 12T r
h
1
2T (  +  ^)
i
から、(3.23)の配
位に関して、
1
2
T r

1
2
T (  +  ^)

=  jmj (3.36)
となる。この定式化においては、負のトポロジカル・チャージのみ定義できることになる。
1本来、トポロジカル・チャージは (4.12)の第 2項のような追加の項を持つべきであるが、TPモノポー
ル配位に関してはこの項が消えてしまう。
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3.2.4 ディラック演算子のスペクトル
この副節では、モノポール背景場 (3.23)でGWディラック演算子 (3.19)のスペクトル
を計算する。
DmGW =
 
n
n+m(iL
(n+m)
i +
1
2)
n
n m(iL
(n m)
i +
1
2)
!
  (iLRi  
1
2
) : (3.37)
全角運動量演算子を次のように定義する。
Mi = Li + ai   LRi +
i
2
(3.38)
= Ai   LRi +
i
2
(3.39)
=
 
L
(n+m)
i
L
(n m)
i
!
  LRi +
i
2
: (3.40)
ここで、(3.31)で定義した電荷演算子 T と (3.15)で定義したカイラリティ演算子  につ
いても考える。以下のようにMi; T; は互いに交換するので、
[Mi ; T ] = 0 ; (3.41)
[Mi ;  ] = 0 ; (3.42)
[T ;  ] = 0 ; (3.43)
これらの演算子について同時固有状態を考えることができる2：
M2i jJ; J3; ; i = J(J + 1) jJ; J3; ; i ; (3.44)
M3jJ; J3; ; i = J3 jJ; J3; ; i ; (3.45)
T jJ; J3; ; i =  jJ; J3; ; i ; (3.46)
 jJ; J3; ; i =  jJ; J3; ; i : (3.47)
 = 1の状態は、演算子 Aiについてスピン Lm=2の状態を表し、ここで Lは n 12
としている。 = 1の状態は、 LRi + i2 についてスピン L  1=2の状態を表す。した
がって、(3.39)より、J は表 3.2で与えられる値をとる。ここで、mはm > 0としている。
これらの全状態数は
2

2  m  1
2
+ 1

+ 4
2642L m+12X
J=m+1
2
(2J + 1)
375+ 3 22L  m  1
2

+ 1

+2
264 2L+m 12X
J=2L m
2
+ 3
2
(2J + 1)
375+ 22L+ m+ 1
2

+ 1

= 4(2L+ 1)2 (3.48)
= 4n2 ; (3.49)
2Mi や T、 ^もまた互いに交換するので同時固有状態を考えることができ、本文でMi や T、 を用いて
行ったものと同様の計算ができる。
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表 3.2: 各 ; の領域での J の値（m > 0）
 (T )     + +
J  ( ) +   +  
m 1
2  
m+1
2    
m+3
2    










2L  m+12    
2L  m 12   






2L+ m 12  
2L+ m+12 
と求められ、これはヒルベルト空間の完全形の自由度をすべて使い尽くしている。スペ
クトルが、モノポール調和関数の場合のように、ゼロでない最低スピン J = m 12 から
始まることに注目すべきである。さらに、J = m 12 の最低スピン状態や (J; ) = (2L  
m 1
2 ; 1); (2L+ m+12 ;+1)の最高スピン状態に関して、各 について  = +1か  =  1
のみ存在し、一方で他の状態に関して、各 について  = +1と  =  1の両方が存在す
る34。
率直な計算により、DmGWの 2乗は次式のようになる。
(DmGW)
2 =
n
n+mT

M2i  
m2   1
4

: (3.50)
この (DmGW)2はMi; T; とそれぞれ交換する：
Mi ; (D
m
GW)
2

= 0 ; (3.51)
T ; (DmGW)
2

= 0 ; (3.52)
  ; (DmGW)
2

= 0 : (3.53)
したがって、(DmGW)2のスペクトルは以下のように得られる：
(DmGW)
2jJ; J3; ; i = n
n+m

J(J + 1)  m
2   1
4

jJ; J3; ; i : (3.54)
最低スピン状態J = m 12 の状態はD
m
GWのゼロモードに対応することに注目すべきである。
3全スペクトルの  = +1と  =  1の不均一性は T r( ) =  4nと一致している。また、全スペクトルの
 = +1と  =  1の不均一性は T r(T ) = 4nmと一致している。
4Mi や T、 ^に関しても同時固有状態を考えることができ、表 3.2と同じ表を作ることができる。DGW
のゼロモードとなる最低スピン状態に関して、DGW の定義 (3.19)からわかるように、 の 固有値は  ^に
ついての 固有値に対応している。最高スピン状態に関しては、GW関係式 (3.20)からわかるように、 の
固有値は  ^の 固有値に対応する。
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また、簡単な計算により次のような代数を求めることができる。
[Mi ; D
m
GW] = 0 ; (3.55)
[T ; DmGW] = 0 ; (3.56)
[  ; DmGW] 6= 0 : (3.57)
それゆえ、各 J; J3; についての の線形結合、
P
 c jJ; J3; ; iは
DmGW
"X

c jJ; J3; ; i
#
= 
s
n
n+m

J(J + 1)  m
2   1
4
 "X

c jJ; J3; ; i
#
(3.58)
のように、ディラック演算子DmGWの固有状態を与える。
GW関係式
 DmGW +D
m
GW ^ = 0 ; (3.59)
DmGW  +  ^D
m
GW = 0 ; (3.60)
を用いることにより、
P
 c jJ; J3; ; iが固有値のDmGWの固有状態であるならば、( +
 ^)
P
 c jJ; J3; ; iは固有値 の固有状態である。
DmGW
"X

c jJ; J3; ; i
#
= 
"X

c jJ; J3; ; i
#
; (3.61)
DmGW
"
(  +  ^)
X

c jJ; J3; ; i
#
=  
"
(  +  ^)
X

c jJ; J3; ; i
#
: (3.62)
ここで、
 = 
s
n
n+m

J(J + 1)  m
2   1
4

(3.63)
である。
(3.19)からわかるように、  +  ^ = aDmGW + 2 なので、
(  +  ^)
X

c jJ; J3; ; i = (a+ 2)c1jJ; J3; ; 1i+ (a  2)c 1jJ; J3; ; 1i (3.64)
である。最高スピンの状態、表 3.2の (J = 2L  m 12 ,  =  1) や (J = 2L+ m+12 ,  = 1)
は、 =  1のみ存在する。したがって、( + ^)jJ; J3; ;  =  1iは消えなければならない。
(3.64)から、a = 2を得る。ゆえに、最高スピン状態に関してDmGWの正固有値のみが存
在する。他の状態に関しては、 = 
r
n
n+m
h
J(J + 1)  m2 14
i
なので、 2 < a < 2
となる。(  +  ^)
P
 c jJ; J3; ; iは消えないので、正と負の固有値が両方とも存在する。
図 3.2に、n = 10やm = 0; 1; 2; 3; 4の場合のスペクトルを表している。
次に、係数 c を決定し、DmGW のゼロでない固有値の固有状態の形を求める。(  +
 ^)
P
 c jJ; J3; ; iなので、
P
 c jJ; J3; ; iと直交しなければならない。
(a+ 2)jc1j2 + (a  2)jc 1j2 = 0 : (3.65)
20
60
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 10
D
GW
m = 0 m = 1 m = 2 m = 3 m = 4
Æ =  1 Æ = 1 Æ =  1 Æ = 1 Æ =  1 Æ = 1 Æ =  1 Æ = 1 Æ =  1 Æ = 1
図 3.2: n = 10やm = 0; 1; 2; 3; 4のGWディラック演算子のスペクトル。点線は J の同
じ値を持つ状態をつなげている。
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それゆえ、固有値 の固有状態は
1
2
p
2  ajJ; J3; ; 1i+ jj
p
2 + ajJ; J3; ; 1i

(3.66)
であり、は = 
r
n
n+m
h
J(J + 1)  m2 14
i
である。ここで、相対的な位相は jJ; J3; ; 1i
や jJ; J3; ; 1iの定義に吸収させている。
次に、DmGWのカイラル・ゼロモードの数を数えることにより、インデックス定理 (3.29)
を調べる。前述したように、DmGWのゼロモードは J =
m 1
2 の状態に対応し、その縮退度
はmである。表 3.2の (; ) = (+1; 1)に関して、射影空間でのインデックスは
Index(P (n+m)DGW) = n+   n  = 0 m =  m (3.67)
で与えられる。(; ) = ( 1;+1)について、それは
Index(P (n m)DGW) = n+   n  = m  0 = m (3.68)
により与えられる。(3.34)と比較すると、これはインデックス定理 (3.29)と一致する。
最後に、最高スピン状態に関していくつかコメントする。前述したように、最高スピン
状態はDmGWの正固有値のみを与えるので、GWディラック演算子の最大固有値は正の値
のみをとる（図 3.2のスペクトル参照。）DGWの正と負の固有値のこの不均一性は、DGW
が通常のカイラル対称性を満たさない、すなわち fDGW; g 6= 0であるという事実から生
じる。その最高スピン状態は、綿村らのディラック演算子DWWのダブラーに対応するこ
とが知られている [28]。
表 3.2からわかるように、これらのモードは  =  1のみを持ち、 により定義された
有限なカイラリティを持つことを意味する。スペクトルの同様のパターンは格子ゲージ理
論のGWディラック演算子Dに関して供給された [34]:
i) 5Dの固有値ゼロの n状態とカイラリティ5の1
ii) 5Dの固有値 2a のN状態とカイラリティ5の1
iii) 残った状態は 5Dの固有値nを持ち、0 < jnj < 2a
ダブラーの状態であるNがインデックスを定義する上で、依然として重要な役割を演じ
ることもわかった。インデックス定理が伝えるように、正確に定義された連続理論におい
て、カイラリティ演算子のトレースは T r con(5) = n+ n になり、一方で、格子理論で
は T r (5) = 0になる。この不一致は、ダブラーのNからの寄与を考慮することにより
解くことができる。そのとき、T r (5) = n+   n  +N+  N  = 0は格子上で実際に満
たされている。T r (5)の代わりに 12T r (5+ ^5) = T r (5(1  12aDGW)) を採用すること
により、あるいは、ディラック演算子の大きな固有値からの寄与をおさえるように他の因
子を挿入することにより、ダブラーを排除することができる。そのとき、インデックスの
正確な値が得られ、なめらかな可換極限をとることができる。実際に、スペクトルやイン
デックスのこれらの特性は GW関係式によってのみ与えられ、非可換 2次元球面におい
ても同様に起こる。
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いま非可換 2次元球面の場合に戻り、T r (5)の対応物、T r ( )を考える。表 3.2より、
 = 1の領域に関して、n+   n  =  mやN+  N  =  (2n+m)とわかる。他の状態に
関して、の両方の値は対で存在する。したがって、
T r (P (n+m) ) = (n+   n ) + (N+  N ) =  m  (2n+m) =  2(n+m) (3.69)
となる。同様に  =  1の領域に関して、
T r (P (n m) ) = (n+   n ) + (N+  N ) = m  (2n m) =  2(n m) (3.70)
となる。格子ゲージ理論でのように、12T r (P (nm)(  +  ^)) = T r (P (nm)(  + 12aDGW))
を採用することにより、ダブラーの寄与を排除することができる。しかしながら、(3.69)
や (3.70)は消えずに残り、一方で格子ゲージ理論では T r (5) = 0である。これは (3.15)
での  の定義が定数項 a2 =   1n を持ち、したがって T r (P (nm) )がそれはヒルベルト
空間の次元の  1n 倍の 2n(nm)という有限な値を持つからである。これらの消えない値
が、磁束を導入すると解釈できる幾何の非可換性を反映する。
3.2.5 カイラル・ゼロモード
この副節では、m = 1の TPモノポール背景場での GWディラック演算子に関するカ
イラル・ゼロモードの具体形を求める。ユニタリー変換 (3.24)により、(3.37)は次式のよ
うになる。
DTPGW  UDm=1GW U y
= U
 
n
n+1(iL
(n+1)
i +
1
2)
n
n 1(iL
(n 1)
i +
1
2)
!
U y  (iLRi  
1
2
)
= i ~Li + 1 + i
i
2
  1
n2   1Lii
h
1 + 2j(Lj +
j
2
)
i
: (3.71)
この表式を使う利点は、非可換理論と可換理論の間の対応を容易に見ることができること
である。たとえば、可換極限を簡単にとることができる。
第 3.2.4節でみたように、DTPGWのゼロモードは J =
m 1
2 の最低スピン状態、m = 1の
J = 0に対応する。したがって、それらは lや Lii00lのように書くことができ、こ
こで や lはそれぞれのスピノルやゲージ場の添字を表す。実際に、恒等式
i =  ( i)T (3.72)
や、あるいは添字を正確に書くならば
i00l =   ill0l0 (3.73)
を使うことにより、これらのモードがDTPGWのゼロモードであることを直接示すことがで
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きる。たとえば、次式のようになる。
(DTPGW)l = l +
1
2
i0
i
ll00l0  
1
n2   1

Li ill0l0 + 2L
iLjj0
i
ll00l0 + L
ij0
i
ll0
j
l0l000l00

= l   1
2
(ii)l   1
n2   1
 Li(i)l   2LiLj(ji)l + Li(jji)l
= l   3
2
l   1
n2   1
h
2Li(i)l   n
2   1
2
l   2Li(i)l
i
= 0 : (3.74)
同様にして、(DTPGWLii)l = 0を示すことができる。
カイラル・ゼロモードは lと Lii00lの 2つのゼロモードの線形結合により求めら
れる。(; ) = (1;1)の状態は、
jJ = 0;  = 1;  = 1 >= 1
2
(1  ) = 1
2
(1 T ) (3.75)
や、あるいは添字を正確に書くならば、
jJ = 0;  = 1;  = 1 >= 1
2
h
(1 1
n
)l  2
n
Lii00l
i
=
1
2
h
(1 1
n
)l  2
n
Li ill0l0
i
(3.76)
により、与えられる。ただし、ここで再び、恒等式 (3.73)を用いた。
3.2.6 非自明なトポロジカル・チャージのダイナミカルな生成
この副節では、まずはじめにヤン・ミルズ・チャーン・サイモン行列模型を導入し、こ
の模型でのモノポール配位の不安定性を調べる。そこで、非自明なトポロジカル・チャー
ジを持つモノポール配位が非可換球面 S 2F 上の U(2)ゲージ理論よりも安定していること
を示す。これは、自発的対称性の破れによるインデックスの自発生成が起こるダイナミカ
ルな構造を実現している。
ヤン・ミルズ・チャーン・サイモン行列模型
ヤン・ミルズ・チャーン・サイモン行列模型の作用は次式で定義されている [36]。
S[Ai] =
4
g2
tr

 1
4
[Ai; Aj ]
2 +
2
3
i ijkAiAjAk

: (3.77)
ここで、Ai (i = 1; 2; 3)はNNのトレースレスなエルミート行列であり、は非可換パラ
メータである。この模型は、3次元ユークリッド空間でチャーン・サイモン項を持つSU(N)
ヤン・ミルズ理論のゼロ体積極限とみなすことができる。さらに、この模型は SO(3)回転
不変性と以下に示すような SU(N)ゲージ対称性を持つ。
Ai ! UAiU y : (3.78)
ただし、U 2 SU(N)である。
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古典的な運動方程式は次式により与えられる。
[Ai; [Ai; Aj ]] + ijkl[Ak; Al] = 0 : (3.79)
この最も簡単な解は、次のような可換な対角行列で与えられる。
Ai = Diag(x
(1)
i ;    ; x(N)i ) : (3.80)
他の解は前節までに説明した非可換 2次元球面解であり、それは
Ai = Li (3.81)
で与えられ、ここで Li (i = 1; 2; 3)は SU(2)生成子を表す。
また、解として次のような既約表現を考えることもできる:
Ai =
0BBBB@
L
(n1)
i
L
(n2)
i
. . .
L
(nk)
i
1CCCCA : (3.82)
各 L(n)i は SU(2)代数の n次元既約表現であり、したがってN =
Pk
a=1 naは全行列のサ
イズを表す。n1 =    = nk  nの場合は、k枚の非可換球面が重なっている状態に対応
する。この k枚の非可換球面のまわりで模型を展開すると、非可換 2次元球面上の U(k)
ゲージ理論を与える [36]。
モノポール配位の自由エネルギー
ここでは、TPモノポール配位に限らず、一般のモノポール配位 (3.23)を考える。
この模型の古典作用は、(3.23)を (3.77)に入れることで得ることができる。
W0 =   
4
24g2
 f(n+m)3   (n+m)g+ f(n m)3   (n m)g
=   
4
12g2
 
n3   n+ 3m2n : (3.83)
図 3.3からわかるように、この古典作用は jmjの増加に合わせて単調減少するので、m = 0
の U(2)配位は不安定で jmj = 1の TPモノポール配位に崩壊する。そのような変換を繰
り返し、jmj = nの U(1)配位に到達する。jmj  nの過程は、自発的対称性の破れを通
したインデックスの自発生成の構造を実現している。余剰次元空間においてこの構造を考
えることにより、私達の時空でのカイラル・フェルミオンがダイナミカルに実現される。
さらに 1-ループ補正を考える。モノポール配位 (3.23)を (B.8)に代入することにより、
1-ループ有効作用は次のように求められる5。
W1 =
1
2
T r log ( ~Xk)2
=
1
2
 n+m 1X
l=0
+
n m 1X
l=0
+2
n 1X
l=m

(2l + 1) log [l(l + 1)] : (3.84)
5l = 0のモードはゼロモードなので、1-ループ有効作用 (3.84)ではその寄与は考慮しない。ここで、後に
ゼロモードの数を議論するために (3.84)ではそれらの具体形も記述している。
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最終行の最初の 2項は対角ブロックからの寄与であり、最後の項は非対角ブロックからの
寄与である。 ~Xiは行列の右上の非対角ブロックM に作用するときに ~XiM = (L(n+m)Li  
L
(n m)R
i )Mtなるので、その表現は (n +m)や (n  m)の次元を持つ 2つの SU(2)表現
を合計することにより得ることができる。
(3.84)からわかるように、m = 0の配位 (3.23)は 4つのゼロモードを持ち、m 6= 0の場
合には 2つのゼロモードを持つ。m = 0とm = 1の場合のこれらのゼロモード方向の不
安定性については後に議論する。ここではまず、ゼロモードではないモードからの寄与を
考える。
大きな nの値に関して、(3.84)の lの和は積分に置き換えることができる。したがって、
m = 0については
Wm=01 = 2

n(n  1) log n(n  1)  1  2 log 2  1 (3.85)
であり、一方でm 6= 0に関しては
Wm6=01 =
1
2

(n+m)(n+m  1) log[(n+m)(n+m  1)]  1
+(n m)(n m  1) (log[(n m)(n m  1)]  1)
+2n(n  1) log n(n  1)  1
 2
m 1X
l=1
(2l + 1) log [l(l + 1)]
 4  2 log 2  1 (3.86)
となる。m nに関して、この値の差は次のように評価できる。
W1 = W
m6=0
1  Wm=01
=
1
2
[f(n+m) + f(n m)  2f(n)] 
m 1X
l=1
(2l + 1) log [l(l + 1)]
' 1
2
[f (2)(n)m2 +
1
12
f (4)(n)m4 +    ] 
m 1X
l=1
(2l + 1) log [l(l + 1)]
=
1
2

2 log n(n  1) + (2n  1)
2
n(n  1)

m2 +O(1=n2)m4 +   
 
m 1X
l=1
(2l + 1) log [l(l + 1)]
' 2m2 log n : (3.87)
ここで、2行目では f(x) = x(x   1)flog x(x   1)   1gを導入し、最後の行ではラージ n
極限で一番効いてくる項をとっている。
(3.85)や (3.87)から、nの値が大きな場合、W1のmに独立な項は n2 log nのオーダで
あり、W1のmに依存している項は (log n)m2のオーダである一方で、(3.83)からW0の
mに独立な項は n3のオーダであり、W0のmに依存している項は nm2のオーダである：
W0   n3   nm2; (3.88)
W1  n2 log n+ (log n)m2: (3.89)
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それゆえ、(3.83)の後で言及した真空構造は、量子補正を考慮した後でさえ、nが大き
な値をとる場合に量的に変わらない。すなわち、真空構造は古典的に決定されていること
になる。古典作用W0と 1-ループ補正を持つ有効作用は、図 3.3 でmの関数として表して
いる。
W
W0 + W1
W0
m
−n −1 0 1 n
m = 0
m = 1
m = n
0
−
α
4
12g2
(n3 − n)
−
α
4
12g2
(n3 + 2n)
図 3.3: mの関数としての古典作用W0 と 1-ループ有効作用W1。ここでは、m = 0や
m = 1の場合の中心が同じ 2つの非可換 2次元球面とm = nの場合の 1つの非可換 2次
元球面を右側に表している。
U(2)ゲージ理論の不安定性
ここでは、前述したゼロモードを通して、m = 0の 2つの重なった非可換 2次元球面、
すなわち U(2)ゲージ理論の不安定性を分析する。また、この配位が jmj = 1の TPモノ
ポール配位へ崩壊する過程を考える。
m = 0の 2枚の重なった非可換 2次元球面がどのように崩壊するかを見るために、この
配位のまわりのゼロモード方向を考える。(3.84)の下で言及したように、4つのゼロモー
ドが存在する。その 1つは並進Ai  12nを表すが、それは行列Aiに課したトレースレス
条件により無視すべきである。したがって、以下の背景を考える6。
Xi = L
(n)
i 
 12 + hai 1n 
 a: (3.90)
6hai の a = 3方向のみを持つ背景 (3.90) に関しては、[37]で議論されている。この方向は、2つの非可換
球面の位置をそれぞれずらすような方向である。しかしながら、2つの重なった球面は 2つの球面のサイズ
を変えることにより、前節の分析や [37]の数値計算からもわかるように、TPモノポール配位に崩壊するよ
うに見える。したがって、崩壊過程を議論するために (3.92)方向を考える。
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古典作用は (3.90)を (3.77)に代入することにより得られ、
W0 =   
4
12g2
 
n3   n+ 4
g2
n

2f(hai hai )2   (hai haj )2g   8 det(hai )

(3.91)
となり、hai の 3次や 4次のオーダの項を持つ。3次のオーダの項  8 det(hai )は hai / ia
の方向で最小になるので、2つの重なった非可換球面はこの方向に崩壊する。付録??で示
すように、(3.91)は hai = 12iaで絶対値で最小の値をとり、それは TPモノポール配位に
ほかならない。それゆえ、2つの重なった非可換球面は、h = 0から h = 1へ
Xi = L
(n)
i 
 12 + h1n 

 i
2
(3.92)
の方向に沿って TPモノポール配位へ崩壊する。
次に、背景 (3.90)まわりの 1-ループ補正を評価する。1-ループ有効作用は (3.92)を (B.8)
に代入することにより、次のように求められる。
W1 =
1
2
T r tr 0 log
h
( ~Xk)
2ij   2iijkhak~a + 4ihai hbjabc~ c
i
 T r log
h
( ~Xk)
2
i
: (3.93)
ここで、 ~Xiや ~iは随伴演算子であり、それは
~XiM = [L
(n)
i 
 12 + hai 1n 
 a;M ]; (3.94)
~iM = [i;M ] (3.95)
のようにエルミート行列M に作用する。hai の摂動展開の 2次のオーダまで考えると、1-
ループ有効作用は次式のようになる。
W1 = 2
n 1X
l=1
(2l + 1) log [l(l + 1)]
+(hai )
2
"
4
3
n 1X
l=1
2l + 1
l(l + 1)
  16
n 1X
l=1
2l + 1
(l(l + 1))2
#
(3.96)
ただし、l = 0のゼロモードは補正モードであり別々に扱うべきなので、ここでは導入し
ていない。(hai )2の係数は、n = 374で負から正へ符号を変え、ラージ n極限では
W1 ' 2

n(n  1) log n(n  1)  1  2(log 2  1)
+(hai )
2

4
3
 
log n(n  1)  log 2  161  1
n2

(3.97)
である。
以上をまとめると、2つの重なった非可換 2次元球面は 3つの非自明なゼロモードを持
ち、古典作用 (3.91)からわかるように、それは崩壊方向を含んでいる。1-ループ補正を含
むと、3つのゼロモード方向すべてが n  373に関して不安定になり、n  374に関して
安定である。したがって、大きな nの値について、この配位は準安定になる。そのとき、
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TPモノポール配位への変化は量的に異なっていなければならない。しかしながら、1-ルー
プ補正が (log n)h2のようになり、一方で古典的な寄与は  nh3のようになるので、ラー
ジ n極限で準安定性は無視できる。（図 3.4参照。）
経路 (3.92)に沿ってW0 +W1を描くことにより、この特性を考える。
W0 +W1 =   
4
12g2
 
n3   n+ 2 n 1X
l=1
(2l + 1) log [l(l + 1)]
+V0(h) + V1(h) (3.98)
ここで、
V0(h) =
4n
g2
3
4
h4   h3

; (3.99)
V1(h) =
n 1X
l=1
2l + 1
l(l + 1)
 12

1  1
n2

h2 (3.100)
である。図 3.4では、(a)の古典ポテンシャル V0(h)と、(b)の nが小さい値の場合の 1-
ループ有効ポテンシャル V0(h) + V1(h)と (c)の nが大きい値の場合の 1-ループ有効ポテ
ンシャル V0(h) + V1(h) を表している。
TPモノポール配位の不安定性
前節では、U(2)ゲージ理論からTPモノポール配位への遷移を分析した。TPモノポー
ル配位は安定しておらず、jmjのより大きな状態へ崩壊する。ここでは、TPモノポール配
位の不安定性について調べる。TPモノポール配位が崩壊する方法を見ることにより、こ
の配位のまわりのゼロモード方向を考える。(3.84)の後に言及したように 2つのゼロモー
ドが存在し、その 1つはすべての並進 Ai  12nで考慮する必要はない。したがって、以
下の背景を考える。
Xi =
 
L
(n+1)
i
L
(n 1)
i
!
+ hi
 
n 1
n 1n+1
 n+1n 1n 1
!
: (3.101)
古典作用は (3.101)を (3.77)に代入することにより得られ、それは次のようになる。
W0 =   
4
12g2
 
n3 + 2n

: (3.102)
この方向は、hiの 2次のオーダでだけでなく、すべてのオーダで平坦であることに注目す
べきである。したがって、ゼロモードでないモードも含めて、TPモノポール配位が崩壊
する方向を探さなければならない。経路 hのポテンシャルが
V0(h)  n(h2   h3) (3.103)
のような形をもち、その経路が jmj = 1の TPモノポール配位を jmj = 2の配位へつなげ
るような方向を見つけることは、興味深い課題である。どのような場合においても、TP
モノポール配位は古典的には準安定である。
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V0(h)
h
1
0
(a) 古典的ポテンシャル V0
V0(h) + V1(h)
h
0
(b) n の小さな値における V0 + V1
V0(h) + V1(h)
h
0 ∼ 1
n
∼
1
n2
(c) n の大きな値における V0 + V1
図 3.4: (a)古典作用は h = 0で平坦であり、h = 1で最小値をとる。(b)1-ループポテン
シャルは、nの小さな値に関して h = 0で不安定である。(c)1-ループポテンシャルは、n
の大きな値に関して h = 0で準安定である。
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今、背景 (3.101)まわりの 1-ループ有効作用を求める。(3.101)を (B.8)に代入すること
により、1-ループ有効作用
W1 =
1
2
T r tr 0 log( ~Xk)2ij   2iijk ~Hk  T r log ( ~Xk)2 (3.104)
を得ることができる。ここで、 ~Xiと ~Hiは
~XiM =
"
L
(n+1)
i
L
(n 1)
i

+ hi
 n 1
n 1n+1
 n+1n 1n 1

;M
#
; (3.105)
~HiM =
"
hi
 n 1
n 1n+1
 n+1n 1n 1

;M
#
(3.106)
のようにエルミート行列M に作用する随伴演算子である。hiの摂動展開の 2次まで考え
ると、
W1 =
1
2
 nX
l=1
+
n 2X
l=1
+2
n 1X
l=1

(2l + 1) log [ l(l + 1)]
+(hi)
2
"
4
3
n 1X
l=1
2l + 1
l(l + 1)
  16
n 1X
l=1
2l + 1
(l(l + 1))2
#
(3.107)
となる。ゼロモードは補正モードであり別々に扱うべきなので、ゼロモードは除いている。
(hi)
2の係数は n = 374で負から正へ符号を変え、nが大きな値をとる極限で 8=3 log nに
なる。それゆえ、この方向に沿って、TPモノポール配位は小さな nに関して不安定にな
り、大きな nに関して安定になる。
TPモノポール配位からの崩壊に関してのように、他の方向についても考えなければな
らない。(3.103)で言及したように、TPモノポール配位は古典的なレベルでさえ準安定で
ある。(log n)h2のオーダの量子補正は、古典的な準安定性の定性的な特徴をかえないだろ
う。jmj  1のすべてのモノポール配位もまた非自明なゼロモードを 1つだけもつので、
これと同じ特性を持つと考えられる。
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第4章 非可換2次元球面S 2F 上での一般の配
位への拡張
4.1 一般の配位における定式化
第 3章では、モノポール配位 (3.23)に関するインデックス定理 (3.29)について述べた。
これをふまえて、この章ではモノポール配位のような特定の配位に限らず、運動方程式を
満たさないようなより一般の配位に関して定義を拡張する。ここでの唯一の仮定として、
U(2)ゲージ対称性がヒッグス機構を通して自発的に U(1)  U(1)に破れること、つまり
スカラー場がノンゼロの値をとるということを要請している。
4.1.1 一般化
まず最初に、(3.31)の演算子 T の定義を下式のように一般化する：
T 0 =
(Ai)
2   n
2   1
4s
(Ai)2   n
2   1
4
2 : (4.1)
この定義は、分母がゼロにならない限り、一般の配位 Aiについて有効である。モノポー
ル配位 (3.23)に関して、T 0は確かに (3.32)になる。その上さらに、
(T 0)y = T 0 ; (T 0)2 = 1 (4.2)
を満たし、その固有値は1の値をとる。付録 Cで示すように、T 0の可換極限は
T 0 ! 20 = 20a 
a
2
(4.3)
のように規格化されたスカラー場になる。ここで、U(2) = SU(2)U(1)ゲージ群のU(1)
部分は除く。その時、固有値1の T 0の固有状態は電荷1=2のフェルミオンの状態に対
応する。そのため、1=2の因子を無視して、この T 0を電荷演算子と呼ぶことにする。
次に、カイラリティ演算子の定義を次式のように修正する：
 0 =
fT 0; gpfT 0; g2 = T 0  ; (4.4)
 ^0 =
fT 0;  ^gq
fT 0;  ^g2
: (4.5)
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ここで、 や  ^は (3.16)や (3.15)で定義したものであり、(4.4)では [T 0; ] = 0を使用し
た。これらのカイラリティ演算子は電荷演算子 T 0で重みをつけられている一方で、依然
として
( 0)y =  0 ; ( ^0)y =  ^0 ; ( 0)2 = ( ^0)2 = 1 (4.6)
という通常の関係式を満たす。
次の段階として、GWディラック演算子を以下のように修正して定義する：
D0GW =  a 1 0(1   0 ^0) : (4.7)
このディラック演算子D0GWは、すでに電荷演算子 T 0により重みをつけて定義されている
ことに注意したい。付録Dで述べるように、可換極限においてディラック演算子D0GWは
D0GW !
1
2
f20 ; D0comg (4.8)
となる。特に 0a(x) = (0; 0; 1)ゲージにおいて、ディラック演算子D0GWは
3

iLi + 1 + iPij

a3j
3
2
+ a0j
1
2

(4.9)
となる。これは破れていないU(1)U(1)のゲージ場 a3j ; a0j に結合したディラック演算子
を表している。
(4.7)の定義より、ディラック演算子D0GWはGW関係式を満たす：
 0D0GW +D
0
GW ^
0 = 0 : (4.10)
したがって、前章と同じようにインデックス定理
1
2
index(D0GW) =
1
4
T r[ 0 +  ^0] (4.11)
が成り立つ。 0や  ^0は電荷演算子 T 0により重みをつけて定義されているので、電荷1=2
の寄与によりインデックスが相殺されることを防ぐことができる。モノポール配位 (3.23)
に関して、T 0は  ^と交換するので  ^0 = T 0 ^となる。したがって、(4.11)の右辺は、前章
で得たトポロジカル・チャージ (3.35)の左辺になる。配位 (3.28)に関して、(4.11)の右辺
はゼロになる。
さらに、付録Dで見るように、一般の配位に関して、(4.11)の可換極限は
1
4
T r[ 0 +  ^0]! 
2
8
Z
S2
d
ijkni

0aF ajk   abc0a(Dj0)b(Dk0)c

(4.12)
となる。ここで、Fjk = F ajka=2は場の強さであり Fjk は Fjk = @ja0k   @ka0j   i[a0j ; a0k]、
Dj はDj = @j   i[a0j ; ]で定義される共変微分、a0j は (3.13)で定義されたゲージ場の接
線成分である。これはまさに、トフーフトによって与えられた、ゲージ対称性が SU(2)か
ら U(1)に自発的に破れたときのトポロジカル・チャージになっている [38]。したがって、
インデックス定理 (4.11)はTPモノポール配位のような特定の配位に制限しない一般の配
位に関する自然な一般化になっていることがわかる。
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4.1.2 許容条件
いま、トポロジカル・チャージを一般の配位に関して定義できたので、非可換 2次元球
面上のゲージ場の配位空間をトポロジカル・セクターに分類できる。このためには、トポ
ロジカル・チャージが異なる領域を分離するように、配位空間で不要な領域を取り除く作
業が必要になる。格子ゲージ理論では、この条件やオーバーラップ・ディラック演算子の
局所性を許容条件が保証している [11, 12, 13]。ここでは、前節の定式化 (4.11) において、
同様の条件を考える。
前節の定式化 (4.11)の有効性は、電荷演算子 T 0(4.1)とカイラリティ演算子の  ^(3.16)
や  ^0(4.5)の 3つの演算子の分母がゼロでない限り保証されている。第 4.2節では、具体的
な配位に関してこの条件を調べており、付録 Eでゼロモードについて分析している。
以下では、可換極限の有効性を保証するためのより強い条件を考える。これは、前述の
条件の十分条件になる。
配位Ai = Li + aiの最初の条件は、揺らぎ aiが古典的な背景場 Liよりも大きくなら
ないことである。そうでなければ、揺らぎ aiが空間の構造を変えてしまい、非可換 2次
元球面上のゲージ理論を考えるという前提を壊してしまう。この条件はユニタリー変換U
で適当に選んだゲージAUi = UAiU yに関して、以下の条件を満たす：
jj AUi   Li 
 12 jj <  ;   n0 : (4.13)
ここで、jjOjjは演算子Oのすべての固有値の絶対値のうち最大のものを表す。条件 (4.13)
はすべての固有値がオーダ n0の によって制限されていることを示す。
(4.13)に代わる条件として
jj [Ai ; Aj ]  ijkAk jj < 0 ; 0  n0 (4.14)
を課すこともできる。可換極限において、場の強さ Fij やスカラー場の共変微分Diを 0
で制限する条件になる。こういう意味で、これは格子ゲージ理論の許容条件 [11, 12, 13] と
同様の条件になっている。非可換トーラス上の許容条件は [39]で調べられている。この条
件は 2つのブロックの古典的背景場のまわりの揺らぎを考えるには十分な条件であるが、
2枚以上の非可換球面を含む配位、たとえば Ai  Li 
 13のような SU(2)の既約表現 3
つから成る配位でも許容してしまう。これらの配位を取り除くために、さらに次の条件を
課す：  Tr(A2i )  2nn2   14
 < 00 ; 00  o(n3) : (4.15)
2つ以上のブロックを含む配位は n3 のオーダの値を持つため、この条件により除外され
る。モノポール配位 (3.23)はオーダm2nの値を与える。したがって、00 はオーダ n3 よ
りも小さい値をとらなければならず、またオーダ nと等しいかそれ以上でなければならな
い。条件 (4.13)は 00  n2に対応している。
2つ目の条件は、U(2)ゲージ対称性が U(1)  U(1)に自発的に破れることである。こ
れはすなわち、スカラー場が球面上の任意の点 xでゼロでない値を持つことを意味する：
2
P3
a=1(
a(x))2 6= 0。さもなければ、トポロジカル・チャージ (4.12)を定義できなくな
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る。これにより、(4.13) でのように、ゲージAUi において
 tr

(Ai)
2   (Li)2
  1
2
tr

(Ai)
2   (Li)2
2 

0
>  ;   n2 (4.16)
の条件を課す。ここで、jjOjj0は演算子Oのすべての固有値のうち最小のものを表す。tr
はゲージ群の空間のトレースを意味し、球面座標を表す行列要素をそのままにする。ここ
ではSU(2)部分のスカラー場が消えない値を持つという条件を得るために、(C.2)や (C.3)
の関係式を用いた。
以上のことから、これらの 2つの条件は揺らぎに対して下限 (4.16)と上限の (4.13)、あ
るいは (4.14) や (4.15) を与える。ここでは古典的な配位が適当な可換極限を持つという
条件を考えたが、量子論を定義するためには、制限を加えている や の数値的な値をよ
り正確に特定する必要があり、それができれば、これらの条件が妥当な十分条件であると
証明することができるだろう。
4.1.3 トポロジカル・チャージの特性
この節では、トポロジカル・チャージ (4.12)のトポロジカルな特性について考える。ま
ずは可換理論で知られているいくつかの特性について復習し、その後に非可換理論でも同
様にその特性が保持されていることを示す。特に、可換理論でのように、トポロジカル・
チャージが非可換理論でのスカラー場の巻き付き数として書き表すことができることを
示す。
可換理論でのトポロジカル・チャージは (4.12)の右辺で定義されている：
Qcom =
2
8
Z
S2
d
 ijk niFjk : (4.17)
ここで、フラックス Fjkは
Fjk = 0aF ajk   abc0a(Dj0)b(Dk0)c (4.18)
であり、ゲージ不変である。0 = (0; 0; 1)ゲージにおいて、これは破れていない U(1)成
分のフラックス @ja3k   @ka3j になる。チャージQcomはトポロジカル不変でもあり、この
意味でゲージ場やスカラー場の任意の変換の下で不変である。実際に、Fjkは
Fjk =  abc0a(@j0b)(@k0c) + @j(0aaak)  @k(0aaaj ) (4.19)
と書き表すことができる [40]。この時、場の配位が特異点を持たなければ、トポロジカル・
チャージQcomはスカラー場 0の巻き付き数に等しく、これはクロネッカーインデックス
として知られている。
以下では、これらの特性が非可換理論のトポロジカル・チャージである (4.12)の右辺に
おいても保持されていることを示す。実際に、T r( 0)と T r( ^0)の両方がゲージ不変であ
り、トポロジカル不変である。ここで、任意の連続変換の下でサイン演算子のトレースが
不変であることに注意したい。T r( 0)と T r( ^0)に関して、以下で詳細を述べる。
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任意の配位Ai = Li+aiに関して、LiとAiの間を内装する次のような配位を導入する：
Ahi = Li + hai : (4.20)
ここで、パラメータ hはO(1)の実数である。この配位についての電荷演算子 (4.1)は
T 0 =
h
jhj
fLi; aig+ h(ai)2q
[fLi; aig+ h(ai)2]2
(4.21)
になる。配位 aiが (4.13)や (4.16)を満たすように制限するならば、
fLi; aig+ h(ai)22
の固有値は n2のオーダになり、a2i の固有値は 1のオーダになる。したがって、(4.1)の分
母は、任意の h  O(1)でゼロモードを持たない。この時、(4.1)は h=jhjの因子を除いて
hの連続関数である。
配位 (4.20)についての T r ( 0)は
T r ( 0) = TrR; ( ) TrL; (T 0) =  2 hjhjTrL;
0@ fLi; aig+ h(ai)2q
[fLi; aig+ h(ai)2]2
1A ; (4.22)
になる。TrR;は右から作用する行列のトレースを意味し、スピノル空間をはしる。TrL;
は左から作用する行列のトレースを意味し、ゲージ群の空間をはしる。(4.22)のトレース
部分はトポロジカル不変なので、aiが許容条件を満たすならば、任意の h  O(1)に関し
て定数値をとる。したがって、(4.22)のトレース部分を h = 0の場合で次のように置き換
えることができる：
T r ( 0) =  2 hjhjTrL;
 
fLi; aigpfLi; aig2
!
: (4.23)
同様に、
T r ( ^0) = hjhjT r
8<: fLi; aig+ h(ai)2q
[fLi; aig+ h(ai)2]2
;  ^
9=;vuuut4 +
24 fLi; aig+ h(ai)2q
[fLi; aig+ h(ai)2]2
 ^
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(4.24)
は、h = 0の
T r ( ^0) = hjhjT r
(
fLi; aigpfLi; aig2 ; 2n

  L+ 1
2
)
vuut4 + " fLi; aigpfLi; aig2 ; 2n

  L+ 1
2
#2 (4.25)
に等しい。
次に、(4.23)や (4.25)の可換極限をとり、その量の可換理論での対応物に関して考える。
(4.23)の可換極限は
T r ( 0)!  2 hjhj n
Z
d

4
tr

20 +O

1
n

(4.26)
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となる。ここで、tr はゲージ群の空間のトレースを表す。0 が U(1)成分を持たなけれ
ば、この第 1項はトレースをとった後に消える。TrLをとることで (4.26)の nの因子を与
えるので、スカラー場 0の 1=n補正である第 2項は有限の値をとる。それゆえ、可換理
論における (4.26)の意味は曖昧である。T r ( 0)は非可換理論ではゲージ不変でありトポ
ロジカル不変な量であるが、可換理論での対応物が存在しない。GW代数によって示すこ
とができたように、この量はダブラーのインデックスに関係する [16, 34]。
(4.25)の分母を展開すると、下式を得る。
T r ( ^0) = 2 hjhjTrL;
 
fLi; aigpfLi; aig2
!
 1
8
h
jhj

2
n
2
T r
0@ fLi; aigpfLi; aig2 (  L)
"
fLi; aigpfLi; aig2 ;   L
#21A+O(1=n) :
(4.27)
第 1項は (4.23)のマイナスに正確に一致する。したがって、この項は (4.12)の左辺である
トポロジカル・チャージにおいてキャンセルされる。第 2項は可換理論でスカラー場 0の
巻き付き数になる。よって、可換理論において、配位Ai = Li + aiについてのトポロジ
カル・チャージはスカラー場の巻き付き数になる：
1
4
T r( 0 +  ^0)!   
2
8
Z
S2
d
 niijkabc
0a(@j0b)(@k0c) : (4.28)
ここで、配位 (4.20)がもともとの配位Ai = Li + aiに戻るように、h = 1を選んでいる。
第 4.1節では、トポロジカル・チャージの可換極限が (4.12)の可換理論におけるトポロ
ジカル・チャージになることを示した。そして今、トポロジカルな議論を用いて、(4.28)
でスカラー場 0の巻き付き数になることも示した。これは (4.18)や (4.19) で見たように、
可換理論と一致している。
4.2 ある具体的な配位に関する具体例
この節では、任意の実数 hに関して次の配位について考える：
Ai = Li + h
i
2
: (4.29)
h = 1の場合は、m = 1の TPモノポール配位 (3.24)に対応する。
以下では、これらの配位に関してトポロジカル・チャージを計算していく。またGWディ
ラック演算子が簡潔な形で書けることも示す。この配位が許容条件を満たすならば、その
結果は可換理論の対応物に一致する。さらには、配位 (4.29)を許容されていない領域にま
で外挿する。
4.2.1 可換理論におけるトポロジカル・チャージ
非可換理論で計算する前に、まず可換理論で配位 (4.29)の考察を行う。
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(3.9)から、(4.29)についてのゲージ場は
ai =
1

h1n 
 i
2
(4.30)
により与えられる。可換極限をとり、(3.13)のように球面の接線成分と垂直成分に分解す
ると、
a0ai = h
1

ijanj ; (4.31)
a = h
1

na (4.32)
を得る。これはTPモノポール配位 (3.26)や (3.27)に hがかかったものである。(4.19)で
述べたように、可換理論のトポロジカル・チャージは
Qcom =   
2
8
Z
S2
d
 niijkabc
0a(@j0b)(@k0c) (4.33)
と書くことができ、これは規格化されたスカラー場 0の巻き付き数になっている。(4.32)
を代入すると、
Qcom =   hjhj (4.34)
となる。
その上、GWディラック演算子自体は簡単な形で書けることはすでに示した。D0GW の
可換極限は (4.8)で与えられる。後に述べるように、配位 (4.30)についての電荷演算子 T 0
は (4.53)の第 1式のように書くことができる。その可換極限は次式のようになる。
T 0 ! hjhjn   : (4.35)
ここで ni = xi=jxjは球面の垂直成分の単位ベクトルである。その時、(4.3)から、規格化
されたスカラー場は
20 =
h
jhjn   (4.36)
で与えられる。(3.22)や (4.30)から、
D0com =   L+ 1 + h
1
2

     (n  )(n  )

(4.37)
を得る。
それゆえ、D0GWの可換極限は次式のようになる。
1
2
f20 ; D0comg =
1
2
h
jhj

fn   ;   L+ 1g+ h1
2
fn   ;      (n  )(n  )g

=
h
jhj(n  ) D
0m=1
com : (4.38)
ここで、
D0m=1com =   L+ 1 +
1
2

     (n  )(n  )

(4.39)
は TPモノポール配位 (3.25)に関して (3.22)により定義されたディラック演算子である。
ただし、ここでは fn   ;      (n  )(n  )g = 0 の関係式を用いた。この関係式のため
に、(4.38)の h=jhjの因子を除いて、h依存性はなくなる。
以下に続く副節では、非可換理論においても同様に同じ結果を得ることを示す。
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4.2.2 非可換理論におけるトポロジカル・チャージ
まず初めに、h  O(1)の配位 (4.29)に関して、簡単に 14T r ( 0+ ^0) =  h=jhjを得られ
ることに注目する。ai = i=2は許容条件を満たすので、4.1.3節の議論から、14T r ( 0+ ^0)
は任意の h  O(1)について定数値をとる。その上、h = 1に関して 14T r ( 0 +  ^0) =  1
なので、前述の結果を得ることができる。これは可換理論での結果 (4.34)と一致する。以
下では、h  O(1)に限らず任意の実数 hの配位に関して、非可換理論での具体的な計算
を行う。
 ^の計算
まず、カイラリティ演算子 (3.16)について考える。演算子
H =   L+ h
2
   + 1
2
(4.40)
は全スピン演算子
Ji = Li +
i
2
+
i
2
(4.41)
と交換するので、任意の実数 hに関して
[Ji ;  ^] = 0 (4.42)
が満たされる。したがって、Jiと  ^との同時固有状態が存在する：
(Ji)
2jj;mi = j(j + 1)jj;mi ; (4.43)
J3jj;mi = mjj;mi ; (4.44)
 ^jj;mi = jj;mi : (4.45)
 ^の固有値は、jj;miの各多重項で同じ値をとる。
したがって、下式が得られる。
hj;mj ^(h)jj;mi
=
0BBB@
cl+1(h)12l+3
U(h)
 
c1l (h) 0
0 c2l (h)
!
U y(h)
 12l+1
cl 1(h)12l 1
1CCCA ;
(4.46)
cj(h)は、jj;miの各多重項における  ^(h)の固有値を表す。ここで、n = 2l+1のように l
を導入する。j = lで 2重に縮退しているので、固有状態は固定した基底 jj;miからのユニ
タリー変換 U(h)により与えられる。(4.40)の演算子がゼロモードを持たないので、 ^(h)
は hの連続関数 cj(h)である。その上さらに、cj(h)は 1か 1のいずれかの値をとる。し
たがって、cj(h)は hと関係なく定数値をとる。
h = 0に関して、 ^は演算子Li+ i2 で対角化され、(cl+1; c
1
l ; c
2
l ; cl 1) = (1; 1; 1; 1)が
簡単に得られる。h = 1;1に関して、同様の計算が実行できる。さらに、H(4.40)につい
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てゼロモードを調べることができる。付録 Eで述べるように、j = l+1の状態が h =  n
のゼロモードになり、j = l   1の状態は h = nでゼロモードになる。j = lの状態は hの
任意の値でゼロモードにならない。
結果として、 ^(h)は
(cl+1; c
1
l ; c
2
l ; cl 1) =
8><>:
( 1; 1; 1; 1) h <  nの場合 ;
(1; 1; 1; 1)  n < h < nの場合 ;
(1; 1; 1; 1) n < hの場合
(4.47)
で、(4.46)の形を持つ。よって、
T r ( ^) =
(
4n jhj < nの場合 ;
2n2 hjhj jhj > nの場合
(4.48)
が得られる。
いま、射影演算子や電荷演算子を導入しない単純なトポロジカル・チャージに関して、
いくつかのコメントする。そのトポロジカル・チャージは、
1
2
T r (  +  ^) =
(
0 jhj < nの場合 ;
n2 hjhj   2n jhj > nの場合
(4.49)
のようになる。任意の許容された配位に関して 4.1.3節と同様の議論から、12T r ( +  ^) は
ai = 0の場合に同じ値をとり、したがって 12T r (  +  ^) = 0となる。(4.49)の 1行目はこ
の事実と一致する。その上、(4.49)の 1行目はこの結果が配位空間のかなり大きな領域で、
h  nの許容されない領域でさえ保たれることを示している。一方で、(4.49)の 2行目は
トポロジカル・チャージが配位空間の許容されない領域についてゼロでない値をとり得る
ことを示している。
実際に、トポロジカル・チャージ 12T r (  +  ^)は様々な配位に関して様々な整数値をと
り、一方で、許容条件を課した後でトポロジカルに自明な領域のみが残される。非可換トー
ラスでも、同様の結果が得られている [41]。この状況は可換理論の場合と著しく異なって
いる。通常の格子ゲージ理論において、許容条件を課した後でさえすべてのトポロジカ
ル・セクターが残ったままになる。この不一致は以下のように説明できる：非自明なトポ
ロジーを持つ配位は 3つの方法で表される。1つ目の方法は、特異な配位を考えてその特
異点に非自明な配位を置くことである。2つ目の方法は、ねじれた境界条件を持つ理論を
考えるか、パッチの概念を導入することである。そして 3つ目の方法はゲージ対称性の自
発的対称性の破れを使うことである。しかしながら、非可換多様体は配位の特異点をぼか
すので、1つ目の方法を禁じてしまう。したがって、自明な境界条件を特定するならば自
明なトポロジカル・セクターのみが存在できるようになる。
これは単純なトポロジカル・チャージ 12T r (  +  ^) を考えた場合である。第 4.1節での
ように射影演算子を導入するならば、許容された配位の中で非自明なトポロジーを得るこ
とができる。ねじれた境界条件を持つ非可換ゲージ理論は、[42]でのように有限サイズの
行列模型によっても定式化できる。その上さらに、自発的に対称性が破れたゲージ理論で
スカラー場の巻き付き数によってトポロジーを表すことにより、1つの理論からすべての
トポロジカル・セクターを定義することができる。
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 ^0の計算
まず最初に、配位 (4.29)について (4.1)の電荷演算子 T 0を考える。
(Ai)
2   (Li)2 = hL   + 3
4
h2 (4.50)
を使うと、
T 0 =
h
jhj
L   + 3
4
hs
L   + 3
4
h
2 (4.51)
を得る。Li + i2 の n 1次元既約表現に関して、演算子 L   は次の値をとる：
L   =

Li +
i
2
2   (Li)2   i
2
2
=
8><>:
2n  2
4
n+ 1次元表現の場合 ;
 2n  2
4
n  1次元表現の場合 :
(4.52)
n + 1 次元表現においては、T 0 = hjhj
2n 2+3h
j2n 2+3hj となり、そのとき h >
 2n+2
3 に関して
T 0 = hjhj となる。また、n   1次元表現では、T 0 = hjhj  2n 2+3hj 2n 2+3hj となり、h < 2n+23 に関
して T 0 =   hjhj となる。それゆえ、T 0は次のように書くことができる。
T 0 =
8<:
h
jhj
2
n

L   + 1
2
  2n+ 2
3
< h <
2n+ 2
3
の場合 ;
1 その他の hの場合
(4.53)
その上、T 0は (4.41)で定義された全スピン演算子 Jiと交換し、(4.53)の 1行目は hjhj 倍し
た (cl+1; c1l ; c2l ; cl 1) = (1; 1; 1; 1)の (4.46)の形として書き直される。T 0や  ^の値を図
4.1にまとめる。
次に、(4.5)の一般化したカイラリティ演算子を考える。h > 2n+23 や h <
 2n+2
3 に関し
て、 ^0は  ^になり、その形は (4.47)で既に与えられている。 2n+23 < h <
2n+2
3 に関して、
ゼロモードは j = l領域の T 0や  ^の反交換関係から生じるかもしれない。付録 Eで示す
ように、そのようなゼロモードは生じない。結果として、 2n+23 < h <
2n+2
3 に関して下
式を得る。
hj;mj ^0(h)jj;mi = hjhj
0BBB@
12l+3
 12l+1
 12l+1
12l 1
1CCCA : (4.54)
これは、h=jhjの部分を除いて hに独立している。
ここまでで T 0や  ^0の値が終わったので、14T r ( 0+  ^0)を簡単に評価できる。その結果
を表 4.1や図 4.2にまとめる。特に、 2n+23 < h <
2n+2
3 に関して以下の結果を得る。
1
4
T r[ 0 +  ^0] =   hjhj : (4.55)
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h0
−2n + 2
3
2n + 2
3
−n n
T
′
=

1
1
1
1


T
′
=
−


1
1
−1
−1


T
′
=

1
1
−1
−1


T
′
=

1
1
1
1


Γˆ =

−1
U
(
1 0
0 −1
)
U
†
−1


Γˆ =

1
U
(
1 0
0 −1
)
U
†
−1


Γˆ =

1
U
(
1 0
0 −1
)
U
†
1


図 4.1: 各 hにおける  ^(4.47) や T 0(4.53)の値。ここで、j = l の領域の基底は演算子
Li + i=2に関する固有状態とする。
h  n  2n+ 2
3
0
2n+ 2
3
n
T r( 0)  4n 4  4  4n
T r( ^0)  2n2 4n 0 0 4n 2n2
1
4
T r( 0 +  ^0)  1
2
(n2 + 2n) 0 1  1 0 1
2
(n2   2n)
表 4.1: 任意の実数 hに関する配位 (4.29)のトポロジカル・チャージ 14T r[ 0 +  ^0]。
第 4.2.2節の初めで言及したように、第 4.1.3節の h  O(1)に関する議論から得ることが
できる。また、正負のトポロジカル・チャージを得たことにも注目すべきで、(3.36)で指
摘したように、以前の定式化では負のトポロジカル・チャージのみしか定義できなかった。
その上、同様に許容されない領域に関する結果も得ることができた。(4.55)は h  O(n)
の許容されていない領域でさえ有効であるが、hの値をさらに拡張すれば、その値は変化
する。
カイラリティ演算子  ^0 (4.54)は前因子を除いて hに独立なので、次のように書くこと
ができる。
 ^0(h) =
h
jhj  ^
0(h = 1) = T 0(h) ^(h = 1) : (4.56)
また、カイラリティ演算子  0は次のように書かれる。
 0(h) = T 0(h)  : (4.57)
それゆえ、GWディラック演算子は (4.7)は  2n+23 < h <
2n+2
3 に関して以下のように
なる。
D0GW = T
0(h)Dm=1GW : (4.58)
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h0
1
−1
1
4
T r(Γ′ + Γˆ′)
n
2
− 2n
2
−
n
2 + 2n
2
−2n+ 2
3
2n+ 2
3−n
n
図 4.2: 各 hの値におけるトポロジカル・チャージ 14T r[ 0 +  ^0]。
ここで、Dm=1GW はm = 1の磁荷を持つ TPモノポール配位 (3.24)についての以前の定義
(3.19)である1。Dm=1GW は hに独立である。T 0(h)は (4.53)で与えられている。この結果
(4.57)は可換理論の場合の (4.38)と一致する。
今、GWディラック演算子 (4.58)についての簡単な表式を得たので、[16]で配位 (3.23)
に関して行ったように、配位 (4.29)のディラック演算子についてのスペクトルのような
様々な量を簡単に計算することが出来る。
1ついでに言えば、Dm=1GW は Dm=1GW =   ~L+ 1 + 12     1n2 1L  

1 + 2   L+ 
2

: のように書く
ことができる。
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第5章 非可換2 2次元球面S 2F  S 2F 上への
拡張
5.1 ディラック演算子の構成とインデックス定理
この節では、非可換 2  2次元球面 S 2F  S 2F 上のディラック演算子とそれに対応する
トポロジカル・チャージを構成する。
非可換 2次元球面 S 2F でのように、始めに 2つのカイラリティ演算子を次のように定義
する：
  =  1 2 ; (5.1)
 ^ =
f ^1;  ^2gq
f ^1;  ^2g2
: (5.2)
 X や  ^X は、X = 1; 2でラベル付けされた各非可換 2次元球面 S 2F 上のカイラリティ演
算子であり、それぞれは (3.15)や (3.16)で定義されているように、
 X = a

iL
R
i  
1
2

X
; (5.3)
 ^X =
HXq
H2X
(5.4)
で表される。ここで、(3.17)より演算子HX は
HX = a

iAi +
1
2

X
(5.5)
で表され、配位Aiは（3.9）で定義したように
(Ai)X = (Li + ai)X (5.6)
である。簡単のために、ここでは 2つの球面の半径 X は等しいとする（1 = 2  ）。
ゲージ場 (ai)X の添え字 iはXによりラベル付けされた各球面を参照する一方で、ゲージ
場は両方の非可換球面 S 2F の座標 (Li)1や (Li)2に依存している。
(5.3)や (5.4)から、
[ 1; 2] = [ 1;  ^2] = [ ^1; 2] = 0 (5.7)
となる。また、(3.18)から
f ^1;  ^2g2 = 4 + [ ^1;  ^2]2 (5.8)
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を示すことも出来る。ここで、(5.8)の第 2項は (F.8)で見たように O(n 4)のオーダで
ある。
各球面上のカイラリティ演算子の関係 (3.18)から、S 2F  S 2F 上のカイラリティ演算子
(5.1)や (5.2)は同じ関係式を満たす。
( )y =   ; ( ^)y =  ^ ; ( )2 = ( ^)2 = 1 : (5.9)
可換理論において、 と  ^の両方の演算子は可換な S 2  S 2上で同じカイラリティ演
算子である  = 12になる。(5.8)の第 2項はO(n 4)のふるまいをするので、(5.2)の可
換極限に寄与しない。しかしながら、この項はトポロジカル・チャージの可換極限を計算
するのに関係することに注目すべきである。
次に、GWディラック演算子を下式のように定義する。
DGW =  a 1(    ^) : (5.10)
この定義により、GW関係式
 DGW +DGW ^ = 0 (5.11)
やインデックス定理
index(DGW) =
1
2
T r[  +  ^] (5.12)
が満たされる。ここで、T r は全配位空間のトレース、すなわち、両球面のスピノルの足、
ゲージ群の足、および座標 (Li)1や (Li)2の多項式の行列空間のトレースを意味する。
ディラック演算子の可換極限は簡単に得ることができる。
 1 2    ^1 ^2 = 1
2
h
( 1    ^1)( 2 +  ^2) + ( 1 +  ^1)( 2    ^2)
i
(5.13)
と (3.22)を使うと、可換極限ではGWディラック演算子 (5.10)は
DGW ! D012 + 1D02 (5.14)
となることを示すことができる。ここで、D0X や X は各球面上のディラック演算子とカ
イラリティ演算子である。これは、可換な S2S2上の通常のディラック演算子ではない。
1 しかしながら、後に示すように、ディラック演算子 (5.10)は非可換 S 2F  S 2F 上のトポ
ロジカル・チャージを定義するのに十分である。
私達の定式化は、以下にあげるような良い特性を持つ。まず始めに、ゲージ変換
(Ai)X ! U (Ai)X U y (5.15)
の下で、共通のU を持つX = 1; 2の両方に関して、明白に共変的なことである。ここで、
U とは 両球面の座標 (Li)1 や (Li)2 に依存した一般のユニタリー行列である。2つ目に、
1北極での平面極限 (ni)X=1 = (ni)X=2 = i;3 をとると、4 次元のガンマ行列は 1 =
(1)X=1(3)X=2; 2 = (2)X=1(3)X=2; 3 = (3)X=1(1)X=2; 4 = (3)X=1(2)X=2, となり、SO(4)
クリフォード代数を満たさない。しかしながら、たとえば、そのとき可換極限で ~1 = i(2)X=1(3)X=2; ~2 =
 i(1)X=1(3)X=2; ~3 = (1)X=2; ~4 = (2)X=2, を与えるようにガンマ行列に左から (3)X=1 を作用さ
せるように、定義の左側から GWディラック演算子 (5.10)に  1 を作用させると、SO(2; 2)クリフォード代
数を満たす。
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GW関係式はインデックスやトポロジカル・チャージのトポロジー的な特性を保証する。
最後に、この定式化は S2  S2上の明白な SO(3) SO(3)ポアンカレ不変性を持つ。こ
れらの特性により、私達が定義したトポロジカル・チャージの可換極限は S2  S2上の第
1チャーン指標と第 2チャーン指標の和になるべきである。このことを次節で示す。
5.2 トポロジカル・チャージの可換極限
この節では、(5.12)の右辺で定義されたトポロジカル・チャージの可換極限を計算する。
前節の終わりで議論したように、その結果は定数と第 1チャーン指標と第 2チャーン指標
の線形結合になるべきである。
T r [ ]は次のように簡単に計算できる：
T r [ ] = 4n2tr (1) : (5.16)
ここで、tr はゲージ群の空間のトレースを表す。
一方で、T r [ ^]の計算はより複雑である。付録Gで示すように、ゲージ場で展開するこ
とによって、オーダ n 4まで計算すると 5つの項の和になる：
T r [ ^] = T r
"
5X
i=1
Gi +O(n 5)
#
: (5.17)
T r が n4のオーダの寄与を与えるので、O(n 5)の項は可換極限で消える。各項は
G1 = 12 ; (5.18)
G2 =
1
2

f1; (1)2 + (2)2 g+ f2; (1)1 + (2)1 g

; (5.19)
G3 =
1
2

f1; (3)2 g+ f2; (3)1 g

; (5.20)
G4 =
1
2

f(1)1 + (2)1 ; (1)2 + (2)2 g

; (5.21)
G5 =  1
8
12

[1; 
(1)
2 ]  [2; (1)1 ] + [(1)1 ; (1)2 ]
2
(5.22)
によって与えられ、X や (i)X はゲージ場 (ai)X の 0次や i次のオーダであり、(F.2)や
(F.4)- (F.6)で定義されている。最後の項G5は (5.2)の分母から生じる。カイラリティ演
算子あるいはディラック演算子の可換極限に反して、分母からくるO(n 4)のオーダの項
を考慮すべきである。
初項 T r [G1]は
T r [G1] = 4n2tr (1) (5.23)
のように定数になり、(5.16)と同じ値となる。T r [G2]の可換極限は非可換 2次元球面 S 2F
について (3.35)で行ったように計算でき、各球面上で第 1チャーン指標に比例する項を与
える：
T r [G2]! 2n  22
Z
d
1
4
d
2
4
tr (abcncFab + ijknkFij) : (5.24)
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ここで 1つ目の S 2F については a; b; c、2つ目の S 2F には i; j; kの添字を用いている。しか
しながら、場の強さ Fab(
1, 
2)や Fij(
1, 
2)は、両方の S 2F の座標に依存することに
注意したい。この意味で、(5.24)は可換な S2  S2上で定義された一般化した第 1チャー
ン指標を表す。(5.24)は nのオーダなので、G2の n 1での 2番目に大きいオーダの項は
有限な寄与を与える。T r [G3]の可換極限もまた、有限な寄与を与える。後で述べるよう
な配位に関して T r [G3]の項は消えるので、この論文で具体的な形を述べないことにする。
より一般的な配位に関するトポロジカル・チャージについての研究は今後の課題である。
T r [G4]の可換極限もまた (3.35)でのように計算でき、次のようになる：
T r [G4]! (22)2
Z
d
1
4
d
2
4
tr (abcncFabijknkFij) : (5.25)
驚くべきことに、付録Gで示すように、T r [G5]の可換極限は
T r [G5]!  84
Z
d
1
4
d
2
4
tr (abcncijknkFaiFbj) (5.26)
となる。異なる S 2F の添字を持つ場の強さである Faiや Fbj が、ここで生じることに注目
したい。これらの 2つの項を組み合わせることで、
T r [G4 +G5]! 44
Z
d
1
4
d
2
4
abcncijknktr (FabFij   FaiFbj + FajFbi) (5.27)
を得ることができ、これが可換な S2  S2上の第 2チャーン指標の積分を与える。
以上をまとめると、S 2F S 2F 上のトポロジカル・チャージの可換極限は次のようになる：
1
2
T r [  +  ^]
! 4n2tr (1) + 2n2
Z
d
1
4
d
2
4
tr (abcncFab + ijknkFij)
+24
Z
d
1
4
d
2
4
abcncijknktr (FabFij   FaiFbj + FajFbi) : (5.28)
微分形式では、これは
1
(2)2
Z
tr

n2d
1d
2 + n(d
1F2 + d
2F1) + 2
1
2!
(F 2)12

(5.29)
のように表される。ここで FX は
FX =
1
2
2(d
 ijknkFij)X ; (5.30)
(F 2)XY =
2!
22
4d
Xd
Y

abcncijknk(FabFij   FaiFbj + FajFbi)

XY
(5.31)
であり、d
X は各 S 2F の体積形式である。平坦な極限では、F や F 2は各 S2や S2  S2
のそれぞれの上でよく知られた形になる：
FX ! 1
2
(Fdx ^ dx)X ; (5.32)
(F 2)XY ! 1
22
(FFdx ^ dx ^ dx ^ dx)XY : (5.33)
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(5.28) や (5.29)の第 1項、第 2項はそれぞれ n2や nに比例し、可換極限（ラージ n極
限）で発散する。第 3項は第 2チャーン指標の 2倍となり、GWディラック演算子により
定義したトポロジカル・チャージは S2  S2上の通常のディラック演算子のインデックス
とは異なる。ディラック演算子が (5.14)の下で議論したような通常のディラック演算子と
異なるからである。以下に続く節でカイラル・ゼロモードを分析することのより、(5.28)
や (5.29)の各項の起源を議論する。
この方法を定義するトポロジカル・チャージが様々なトポロジカル不変物を含む一方で、
第 2チャーン指標を得ることができる。S2  S2上の第 2チャーン指標との非可換な類似
を定義するために、以下のような余分な部分を取り除く：
1
4
T r [  +  ^]  1
4n
T r [ 1 +  ^1]  1
4n
T r [ 2 +  ^2]  1
2n2
T r [1] : (5.34)
各項は非可換球面 S 2F  S 2F 上でトポロジカル不変であり、明確に定義されている。
5.3 カイラル・ゼロモード
この節では、ある特別な配位でのカイラル・ゼロモードの数を明確に計算し、可換極限
でのトポロジカル・チャージである (5.28) や (5.29) と比較する。特に、インデックスが
なぜ行列サイズ nに依存するのかということについて議論する。
5.3.1 相互作用がない場合のカイラル・ゼロモード
まずはじめに、ゲージ場が消えるとい相互作用がない場合についてのGWディラック演
算子のカイラル・ゼロモードを分析する。ゲージ場が存在しない場合でさえ、GW関係式
のカイラル・ゼロモードは存在し、それらは (5.28) や (5.29) の第 1項を与える。ここで
は簡単のために U(1)ゲージ群を考える。
相互作用がない場合には [ ^1;  ^2] = 0という簡単な関係になり、カイラリティ演算子 (5.2)
は  ^ =  ^1 ^2のように簡単になる。(5.13)を使うと、GWディラック演算子 (5.10)もまた
DGW = D1 +D2 (5.35)
のように簡単に表される。ここで、D1やD2は
D1 =  1
2
a 1( 1    ^1)( 2 +  ^2) ; D2 =  1
2
a 1( 1 +  ^1)( 2    ^2) (5.36)
である。(5.7)や [ ^1;  ^2] = 0、(3.18)を使うと、各Daについての以下のGW関係式を簡
単に示すことができる：
 D1 +D1 ^ = 0 ;  D2 +D2 ^ = 0 : (5.37)
ここで、 や  ^は (5.1)や (5.2)で定義した非可換球面 S 2F  S 2F 上のカイラリティ演算子
である。さらに
[D1; D2] = 0 : (5.38)
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を示すこともできる。
いま、ディラック演算子DGW の固有値 0の状態を考える。GW関係式 (5.11)のおかげ
で、カイラリティ演算子はこの空間で対角化することができる。したがって、
DGWj i = 0 ;  j i =  ^j i = j i : (5.39)
を満たす状態 j iを考える。(5.37)や (5.38)から、a = 1; 2に関して
DGWDaj i = 0 ;  Daj i =  ^Daj i = Daj i (5.40)
となる。それゆえ、D1j i 6= 0かD2j i 6= 0のどちらも満たされない場合、DGWのイン
デックスへの寄与は j iやDaj iによって互いにキャンセルされる。したがって、インデッ
クスに寄与できるカイラル・ゼロモードはD1j i = 0やD2j i = 0 の関係式を満たさな
ければならない。[ 1    ^1;  2 +  ^2] = 0のおかげで、(5.36)から、D1 のゼロモードは
 1    ^1か  2 +  ^2のゼロモードにより与えられる。同様に、D2のゼロモードは  1 +  ^1
か  2    ^2のゼロモードにより与えられる。
演算子 ( X   ^X)のゼロモードを見つけるために、各球面 S 2F を別々に考える。私達の
定式化は各球面 S 2F 上で SO(3)ポアンカレ対称性を持ち、その生成子は次のように書くこ
とができる：
(Mi)X =

Li   LRi +
i
2

X
: (5.41)
そのとき、カシミア演算子
P
i(Mi)
2
X の固有状態はX
i
(Mi)
2
X jJXi = JX(JX + 1)jJXi (5.42)
とみなされる。(5.41)のSU(2)代数から、スピンJXはJX = 12 ;
3
2 ;    ; n  12の値をとること
を示すことができる。状態 jJXiにはいくつかの縮退が存在する。(M3)Xに関する (2JX+1)
重縮退に加えて、状態 jJXiはJX = 12 ; 32 ;    ; n  32に関して2重縮退を持つ。しかしながら、
JX = n  12の最高スピン状態はこの 2重縮退を持たない。補足Hで詳細を述べるように、各
S2上のディラック演算子 (   ^)Xは相互作用がない場合に全くゼロモードを持たない。一方
で、演算子 ( + ^)Xは JX = n  12の最高スピン状態でゼロモードを持つのである。（(H.9)
の下の記述参照。）私達はまた  X jJX = n  12i =   ^X jJX = n  12i =  jJX = n  12i を
示すこともできる。
それゆえ、非可換 2 2次元球面 S 2F S 2F に戻ると、ディラック演算子DGWのカイラ
ル・ゼロモードは J1 = J2 = n  12 の最高スピン状態により与えられる。(5.1)や (5.2)の
固有値により定義されるカイラリティはこれらのすべての状態に関して 1である。これら
の状態の縮退は (2J1 + 1)(2J2 + 1) = 4n2であり、実際に (5.28)の第 1項を与える。
可換極限において、演算子 (  +  ^)X は各 S2 上のカイラリティ演算子に比例し、ゼロ
モードを持たない。非可換 2次元球面 S 2F の場合には、最高スピン状態はGWディラック
演算子 (3.19)のゼロでない固有値を持ち、インデックスに寄与しない2。しかしながら、前
述したように、非可換 2 2次元球面 S 2F  S 2F で、これらの状態は演算子 (  +  ^)X を含
むので、ディラック演算子 (5.35)のゼロモードになる。これが、相互作用がない場合でさ
え、ディラック演算子により定義されたトポロジカル・チャージで消えない項が残るとい
う理由である。
2最高スピン状態は明確なカイラリティを持つディラック演算子のゼロ固有値を持つ [28]が、[29]で導入
されたディラック演算子や GWディラック演算子 (3.19)のゼロでない固有値を持つ。
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5.3.2 モノポール配位とカイラル・ゼロモード
この節では、トポロジカルに非自明なゲージ場の配位としてモノポール配位を考える。
私達は、修正したインデックス定理や、そのような配位に関して非自明な値を与えるトポ
ロジカル・チャージも導入する。また、これらの背景場でGWディラック演算子のカイラ
ル・ゼロモードを分析する。
非可換球面 S 2F の場合、ゲージ群が U(2)から U(1) U(1)に自発的に破れるトフーフ
ト・ポリヤコフ・モノポール配位を構成した [15, 16, 18, 35]。対角化された U(1)は可換
極限で分離しているので、以下ではゲージ群の SU(2)部分のみ議論する。SU(2)ゲージ
群がU(1)に破れるとき、この配位は S2上の消えない真空期待値をもつスカラー場とモノ
ポール・ゲージ場の配位の両方を含むトフーフト・ポリヤコフ型のモノポールとして解釈
される。
同様に、今、非可換 2 2次元球面 S 2F S 2F 上のU(2)U(2)理論を考える。モノポー
ル配位の存在の下で、ゲージ群は SU(2)SU(2)からU(1)U(1)へ自発的に破れる。私
達が分析するモノポール配位は次のようなものである：
(Aa)1 = La 
 12 
 12 + 1n 
 a
2

 12 :=
 
L
(n+1)
a
L
(n 1)
a
!

 12 ;
(5.43)
(Ai)2 = Li 
 12 
 12 + 1n 
 12 
 i
2
: (5.44)
ここで、(Aa)1や (Ai)2は 1つ目や 2つ目の球面の共変座標である。テンソル積の 2番目や
3番目の因子は、それぞれ SU(2)SU(2)ゲージ群での各 SU(2)のスピン 1=2表現を意味
する。等号 :=はユニタリー同値であることを意味し、1つ目の空間と 2つ目の空間、すな
わち座標で表した行列空間と最初の SU(2)の空間を 1つの行列表現に結びつける。(Ai)2
も同様に書くことができる。それぞれの配位は各 S2上のトフーフト・ポリヤコフ型モノ
ポールを表し、S2を包んでいる。S2S2上の 2つのスカラー場と解釈されるゲージ場の
垂直成分は、有限な真空期待値を持ち、ゲージ対称性を破る。
より一般的に、つぎのようなタイプの配位を考えることができる：
(Aa)1 =
 
L
(n+m1)
a
L
(n m1)
a
!

 12 : (5.45)
一般化した (Ai)2も同様に書くことができる。そのような配位に関して、関係式 [(Aa)1; (Ai)2] =
0は満たされる。
これらはトポロジカルに非自明な配位の非可換の類似であるが、(5.12)で定義したトポ
ロジカル・チャージはこれらの配位に関して消える。このことは次のように理解できる：
モノポール配位の存在下で、ゲージ群は SU(2)  SU(2)から U(1)  U(1)に自発的に破
れる。各 SU(2)の基本表現でのフェルミオン場は破れずに残った U(1)成分のそれぞれの
反対の電荷1=2を持つ 2つのフェルミオンに分解し、トポロジカル・チャージ、あるい
はディラック演算子のインデックスを相殺する。
したがって、電荷1=2を持つフェルミオンの片方を取り上げるように、インデックス
定理 (5.12)を修正しなければならない。第 3.2.2節で示したように、射影空間で次のよう
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なインデックス定理を証明できる：
index

P
(nm1)
1 P
(nm2)
2 DGW

=
1
2
T r
h
P
(nm1)
1 P
(nm2)
2 (  +  ^)
i
: (5.46)
ここで P (nmX)X は (5.45)の n mX 次元を持つヒルベルト空間上の射影演算子である。
射影演算子は
P
(nmX)
X =
1
2
(1 TX) (5.47)
と書くことができ、そこで TX は
TX =
2
nmX

(AX)
2   n
2 +m2X   1
4

=
 
1n+mX
 1n mX
!
(5.48)
である。ここで余分な 12は省略している。演算子 TX は破れずに残った U(1)ゲージ群の
電荷演算子として解釈される。その可換極限は
TX ! 20X (5.49)
のように規格化されたスカラー場になる。ここで、
P
a(
0a
X)
2 = 1であり、0X = 0aX
a
2 で
ある。一般性を失わないように、今後はmX > 0の次のような射影のみを考える：
P
(n+mX)
X  PX : (5.50)
第 5.2節で (5.28)を導いたのと同じ計算で、(5.46)の右辺の可換極限は次のようになる：
1
2
T r P1P2(  +  ^)
! 4(n+m1)(n+m2)
+2(n+m1)
2
Z
d
2
4
ijknk tr 2(
0
2Fij) + 2(n+m2)
2
Z
d
1
4
abcnc tr 1(
0
1Fab)
+24
Z
d
1
4
d
2
4
abcncijknk tr 1(
0
1Fab)tr 2(
0
2Fij) : (5.51)
ここで、trX は SU(2)X ゲージ群のトレースを意味する。モノポール配位 (5.45)はモノ
ポール数 ( mX)を持ち、(5.55)の下で見たように、各S2上の第 1チャーン指標は ( mX)
になる。その時、(5.51)は次のようになる。
4(n+m1)(n+m2) + 2(n+m1)( m2) + 2(n+m2)( m1) + 2( m1)( m2)
= 4n2 + 2n(m1 +m2) + 2m1m2 : (5.52)
以下では、行列レベル、すなわち可換極限をとる前に (5.46)の両辺を計算し、その結果
が (5.52)と一致することを調べる。そのとき、どのような種類のカイラル・ゼロモードが
(5.51)の各項に寄与するかを調べる。
まず始めに、(5.46)の右辺を計算する。関係式 [(Aa)1; (Ai)2] = 0より、
1
2

T r 1[P1 1]T r 2[P2 2] + T r 1[P1 ^1]T r 2[P2 ^2]

(5.53)
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と表すことができ、各因子は次のように評価できる。
T r X [PX X ] =  2(n+mX) ; T r X [PX  ^X ] = 2n : (5.54)
演算子  X は、演算子 LRi + i=2の n 1次元表現空間で固有値1をとる。PAiが作
用する空間も含め、空間の全次元を数えることにより、最初の結果を得ることができる。
2番目の結果は簡単に得ることができる。そのとき、各 S2上のモノポール・チャージが得
られる。
1
2
T r
h
PX( X +  ^X)
i
=  mX : (5.55)
(5.54)を (5.53)に代入すると、
1
2

( 2(n+m1)) ( 2(n+m2)) + (2n)2

(5.56)
を得る。実際に、可換極限 (5.52)では上記の計算結果と一致する。
次に、モノポール背景場でのGWディラック演算子のカイラル・ゼロモードを数えるこ
とにより、(5.46)の左辺を計算する。[(Aa)1; (Ai)2] = 0により、可換性 [ ^1;  ^2] = 0が有
効である。そのとき、カイラリティ演算子 (5.2)は  ^ =  ^1 ^2になり、射影空間での GW
ディラック演算子は
P1P2DGW = P1P2D1 + P1P2D2 (5.57)
になる。ここで、D1やD2は (5.36)で与えられる。相互作用がない場合で議論したことは現
在の場合にも適用でき、それは各非可換球面S 2F 上の演算子PX( X  ^X)やPX( X+ ^X)
のカイラル・ゼロモードを調べるのに十分である。
そのとき、各非可換球面 S 2F 上の SO(3)ポアンカレ対称性のカシミア演算子により状態
を分類される。SO(3)対称性の生成子は次式により与えられる：
(Mi)X = (PAi   LRi +
i
2
)X : (5.58)
ここで、Aiは一般化したモノポール配位 (5.45)である。(5.42)でのように、カシミア演算
子
P
i(Mi)
2の固有状態を考える。第 3.2.4節で詳細にみたように、(2JX + 1)重縮退に加
えて、状態 jJXiは JX = m+12 ; m+32 ;    ; n + m 32 に関して余分な 2重縮退を持ち、一方
で、JX = m 12 の最低スピン状態と JX = n+
m 1
2 の最高スピン状態はそのような 2重縮
退を持たない。最低スピン状態は演算子 PX(    ^)X のゼロモードのようになり、最高ス
ピン状態は演算子 PX( +  ^)X のゼロモードになる。その他の状態はこれらの演算子の両
方に関してゼロでない値を持つ。 X jJX = m 12 i =  ^X jJX = m 12 i =  jJX = m 12 i や
 X jJX = n + m 12 i =   ^X jJX = n + m 12 i =  jJX = n + m 12 i. を示すこともまたで
きる。
結果として、非可換 2 2次元球面 S 2F S 2F に戻ると、モノポール背景場 (5.45)のディ
ラック演算子 P1P2DGW のカイラル・ゼロモードは、J1 = J2 = m 12 の最低スピン状態
や J1 = J2 = n + m 12 の最高スピン状態により与える。(5.1)や (5.2) の固有値で定義さ
れるカイラリティは、これらすべての状態に関して 1になる。それゆえ、ディラック演算
子 P1P2DGWのインデックスはこれらの状態の縮退度を数えることにより与えられる：
m1m2 + (2n+m1)(2n+m2) : (5.59)
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これは再び、可換極限でのトポロジカル・チャージ (5.52)と一致する。ついでに言うと、
J1 =
m 1
2 や J2 = n+
m 1
2 の状態は演算子 P1P2D2のゼロでない固有値を持つので、ディ
ラック演算子 P1P2DGWのカイラル・ゼロモードを与えない。J1 = n+ m 12 と J2 =
m 1
2
の状態はどちらも、ディラック演算子 P1P2DGWのカイラル・ゼロモードに寄与しない。
最低スピン状態が (5.59)の第 1項に影響することに注目すべきである。これは (5.52)の
右辺の最後の項の半分の値であり、私達が考えているモノポール背景場での第 2チャーン
指標の積分に正確に一致する。最低スピン状態は可換理論ではディラック演算子のカイラ
ル・ゼロモードに対応するので、これは驚くべきことである。その他の (5.59)のゼロモー
ドへのすべての寄与、したがって (5.52) や (5.51)のゼロモードへのすべての寄与は、最高
スピン状態から生じ、可換理論でカイラル・ゼロモードに対応するものを持たない。(5.28)
に戻ると、様々な項の起源を簡単に推測できる。
5.4 非可換 2k次元球面 (S 2F )kへの応用
この章では、第 5章の定式化を非可換 2k次元球面 (S 2F )kに一般化する。非可換 4次元
球面 S 2F  S 2F での定式化のように、まずは 2つのカイラリティ演算子を次のように定義
する：
  =  1    k ; (5.60)
 ^ =
 ^1     ^k +  ^k     ^1q
( ^1     ^k +  ^k     ^1)2
: (5.61)
これは (5.9)を満たす。(5.8)でのように, (5.61)の分母は
( ^1     ^k +  ^k     ^1)2 = 4 + ( ^1     ^k    ^k     ^1)2 (5.62)
と書き下すことができる。(F.8)の下で示したように、[ ^X ;  ^Y ] はO(n 2)のオーダなの
で、第 2項はO(n 4)のオーダである。そのとき、(5.35)でのようにGWディラック演算
子を定義でき、それはGW関係式 (5.11)やインデックス定理 (5.12)を満たす。
(5.13)の類似により、以下の関係式が満たされる：
 1    k    ^1     ^k
=
1
2k 1
X
n1; ;nk=0;1
1
2

1  ( 1)
Pk
X=1 nX
 kY
X=1

 X + ( 1)nX  ^X

: (5.63)
ここで、積は演算子を X = 1 から X = k へ順序づけることに関係する。係数 (1  
( 1)
Pk
X=1 nX )は積で演算子 (     ^)X の数が奇数になることを保証する。 X や  ^X は
可換極限で同じカイラリティ演算子になるので、(5.63)で (     ^)X の数がより少ない項
は可換極限においてより支配的である。
そのとき、(5.14)でのように、GWディラック演算子 (5.35)の可換極限は次のように
なる：
DGW ! D012    k + 1D023    k +   + 1    k 1D0k : (5.64)
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ここで、(5.63)で 1になる nX の 1つを持つ項のみ寄与する。これは可換な (S2)k 上の一
般化されたディラック演算子である。（式 (5.14)の後の議論を参照。）
トポロジカル・チャージの可換極限、(5.12)の右辺は (5.28) や (5.29) の一般化により
与えられる。いま、以下のようにその結果を推測できる。
1
2
T r [  +  ^]! (1 + ( 1)k)2k 1nktr (1) + 2k 1
kX
i=1
nk iCi : (5.65)
第 1項の係数 (1 + ( 1)k)は、kが奇数の場合にこの項が消えることを表す。これは、2つ
のカイラリティ演算子の寄与が奇数 kに関してキャンセルされるからである。第 iチャー
ン指標 Ciの積分は
Ci =
1
(2)ki!
Z
tr
24 X
1X1<<Xik
0@ Y
X=2(X1Xi)
d
X
2
(F i)X1Xi
1A35 (5.66)
のように定義される。
たとえば、(F )X や (F 2)XY は (5.30)や (5.31)で与えられ、(F 3)XY Z は次式のように表
される：
3!
23
6d
Xd
Y d
Z

abcncijknkxyznz
 
FabFijFxy   FaiFbjFxy
+FajFbiFxy   FabFixFjy + FabFiyFjx   FaxFbyFij + FayFbxFij
+FaiFbxFjy   FaiFbyFjx   FajFbxFiy + FajFbyFix
 FaxFbiFjy + FayFbiFjx + FaxFbjFiy   FayFbjFix

XY Z
: (5.67)
ここで、a; b; cは球面X、i; j; kは球面 Y、x; y; zは球面 Zの添字を表す。しかしながら、
場の強さは Fab(
1;    ;
k)のようにすべての座標に依存することに注意しなければなら
ない。(5.65)の最高チャーン指標の項のみ行列サイズ nに独立である。第 5.2節で非可換
2 2次元球面 S 2F  S 2F について行ったように、可換極限をとることによって推測 (5.65)
を正確に示すことが重要である。それには複雑な計算が必要であり、今後の課題として残
しておく。
ここで、非可換球面 (S 2F )k上の (SU(2))kゲージ理論において、トポロジカルに非自明
な配位であるモノポール配位を考えることにより、(5.65)の正当性を議論したい。それは
(5.45)の一般化である。(5.46)でのように、射影空間のインデックス定理を考える：
index (P1   PkDGW) = 1
2
T r
h
P1   Pk(  +  ^)
i
: (5.68)
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推測 (5.65)が有効ならば、(5.51)でのように、(5.68)の右辺の可換極限は
1
2
T r
h
P1   Pk(  +  ^)
i
! (1 + ( 1)k)2k 1
kY
X=1
(n+mX)
+2k 1
kX
i=1
24 X
1X1<<Xik0@ Y
X=2(X1Xi)
(n+mX)
Y
X2(X1Xi)
2
Z
d

4
ijknk tr (
0Fij)

X
1A35 :
(5.69)
となる。各 S2上のモノポールは第 1チャーン指標 ( mX)を与える。(5.52)と同様の計算
により、(5.69)は次式のようになる：
(1 + ( 1)k)2k 1nk + ( 1)k2k 1
kX
i=1
nk i
X
1X1<<Xik
mX1   mXi : (5.70)
以下では、可換極限をとる前の行列レベルで (5.68)の両辺を評価し、可換極限 (5.70)で
の推測したトポロジカル・チャージがその結果と一致することを示す。
(5.53)や (5.56)と同様の計算により、モノポール背景場に関して (5.68)の右辺は次式の
ようになる：
1
2
 
kY
X=1
T r X [PX X ] +
kY
X=1
T r X [PX  ^X ]
!
=
1
2
 
kY
X=1
  2(n+mX)+ (2n)k! :
(5.71)
ここで、実際に (5.70)を与える。
ディラック演算子のカイラル・ゼロモードを数えることにより、(5.68)の左辺を評価す
ることもできる。(5.63)の各項を a = 1;    ; 2k 1のDaで表すと、式 (5.57)の一般化を得
ることができる。S 2F S 2F の場合に与えたのと同じ議論が今の場合でも適用できる：ディ
ラック演算子 P1   PkDGW のカイラル・ゼロモードは a = 1;    ; 2k 1 のすべての演算
子 P1   PkDaの同時ゼロモードとならなければならない。P1   PkDaのゼロモードは、
P1   PkDaを構成する演算子PX( + ^)XやPX(    ^)Xのゼロモードにより与えられる。
JX =
m 1
2 の最低スピン状態は演算子 PX(    ^)X のゼロモードであり、JX = n+ m 12
の最高スピン状態は演算子 PX(  +  ^)X のゼロモードである。結局、ディラック演算子
P1   PkDGW のカイラル・ゼロモードは、偶数個の JX が最高スピン、残った JX が最
低スピンである状態により与えられることがわかった。(5.1)や (5.2)の固有値により定義
されるカイラリティは kが偶数のこれらすべての状態に関して 1であり、kが奇数の場合
は 1である。(5.59)でのようにこれらの状態数を数えることにより、ディラック演算子
P1   PkDGWのインデックスを次のように評価できる：
( 1)k
X
i=0;2;
24 X
1X1<<Xik
0@ Y
X2(X1; ;Xi)
(2n+mX)
Y
X=2(X1; ;Xi)
mX
1A35 : (5.72)
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これは再び (5.70)の結果を再現する。ついでに、私達が JX1 ;    ; JXi と呼んでいる奇数
の iを持つ最高スピンの状態 JX は演算子 P1   PkDa のゼロでない固有値を持ち、それ
はX 2 (X1;    ; Xi)の (    ^)X やX =2 (X1;    ; Xi)の ( +  ^)X を構成する。したがっ
て、これらの状態はディラック演算子 P1   PkDGWのカイラル・ゼロモードに寄与しな
い。最低スピンであるすべての JX を持つ状態は (5.72)で
Qk
X=1( mX)を与える i = 0の
項に関与し、その項は我々が考えている背景のゲージ場の第 kチャーン指標と正確に一致
する。これらの状態は可換理論のカイラル・ゼロモードに対応するので、道理にかなって
いるといえる。
(5.71) や (5.72)と (5.70)の一致は推測 (5.69)、すなわち (5.65)を支えるものである。
5.5 修正した定式化による考察
この節では、第 5.1節とは異なる方法でカイラリティ演算子を構成し、ディラック演算
子やトポロジカル・チャージを評価する。
第 5.1節において、私達はカイラリティ演算子を次のように定義した：
  =  1 2 ; (5.73)
 ^ =
f ^1;  ^2gq
f ^1;  ^2g2
: (5.74)
(5.74)では、各 S 2F 上の規格化されたカイラリティ演算子  ^X を用いて、S 2F S 2F 上の規
格化されたカイラリティ演算子  ^を構成している。つまり、この定式化では 2回の規格化
を行っていることになる。しかし、規格化を 1回にして、S 2F  S 2F 上のカイラリティ演
算子を次のように直接構成することもできる：
 ^0 =
fH1; H2gpfH1; H2g2 : (5.75)
ここで、HX は (5.5)で定義されている演算子である。(5.10)のようにディラック演算子
を定義すると、 ^を  ^0に置き換えることにより、GW関係式 (5.11)やインデックス定理
(5.12)は同様に満たされる。
次に、この修正した定式化 (5.75)において、ディラック演算子とトポロジカル・チャー
ジの可換極限を計算する。(F.2)を (5.75)に代入し、でのゲージ場展開を行うと下式が
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得られる。
 ^0 = 12
+
1
4
f2; 1   111g+ (1$ 2)

+
1
32
 
7f1; 2g   512f1; 2g12 + 3f111; 222g
 

f1; 222g+ 1f1; 2g1   31f1; 222g1
+2122 + 1121 + 121122 + 211221
+121221 + 211212 + 112212 + (1$ 2)

 

f2; 121 + 211 + 111g+ 1121 + 1211 + 1121
+121212 + 212112 + 211212
 3(f2; 11111g+ 111211 + 12112112) + (1$ 2)
!
+O(3) : (5.76)
 の 0次と 1次のオーダである (5.76)の第 1項と第 2項は、もともとの定式化の結果
(5.18)や (5.19)の第 1項と、演算子のレベル、すなわちトレースをとる前の状態で一致し
ている。そのとき、ディラック演算子の可換極限は n 1のオーダまででのみ  ^0に影響す
るので、ディラック演算子 a 1(    ^0)の可換極限はもともとの定式化の結果 (5.14)と
同じ値になる。
次に、トポロジカル・チャージ 12T r ( +  ^0) の可換極限を考える。それは、n 4のオー
ダまででのみ  ^0に影響する。演算子のレベルで、 ^0と  ^はO(2)で異なる一方で、その
差のトレースは次式のようになる。
T r [ ^0    ^] = 1
16
T r
h
[2; 1]12[2; 1]  1[2; 1]12[2; 1]1
i
+O((2)2) +O(12) +O(3) : (5.77)
ただし、ここでは (1)2の項のみ記述している。(5.77)は可換極限で消えるので、トポロ
ジカル・チャージ 12T r (  +  ^0)の可換極限はもともとの定式化 (5.28)と同じになる。
第5.1節の定式化において、(5.19)でのf1; (2)2 gやf2; (2)1 gの可換極限は、第1チャー
ン指標のゲージ場の 2次の項を与える。(5.21)の f(1)1 ; (1)2 gの可換極限は、第 2チャー
ン指標の一部である (5.25)のゲージ場の 2次の項を与える。(5.22)の 12([1; (1)2 ]  
[2; 
(1)
1 ])
2の可換極限は (5.26)のゲージ場の 2次の項を与える。しかしながら、この節で
行った修正した定式化においては、対応する項は (5.76)の第 3項とすべて混ざっており、
もともとの定式化で行ったような同じ計算を実行することは難しい。このように、修正さ
れた定式化は規格化が 1回しか行われていないので定義自体は簡潔であるが、もともとの
定式化に比べて計算が複雑になることがわかる。
以上のことから、ディラック演算子の可換極限とトポロジカル・チャージは、第 5.1節
で行った定式化から求めた (5.14)や (5.28)と正確に同じ結果を与えることが示された。こ
の一致は、トポロジカルな量が理論のわずかな修正に対して変わらないことを意味して
いる。
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第6章 結論と展望
本論文では、格子ゲージ理論で発展した GW関係式のアイデアを応用し、行列模型の
余剰次元空間において非自明なトポロジカル・チャージを構成する枠組みを示した。以下
に、その具体的な内容をまとめる。
ここではまず最初に、IIB行列模型において 4次元以外の余剰次元空間に非可換球面が
埋め込まれた場合を想定し、非可換 2次元球面 S 2F を考えている。この球面上で GW関
係式を満たすGWディラック演算子を構成し、非自明なインデックスを持つTPモノポー
ル配位に関して有限なトポロジカル・チャージが得られることを示した。この定式化にお
いてディラック演算子のスペクトルを求め、カイラル・ゼロモードの数がトポロジカル・
チャージの値と一致することをみることでインデックス定理が成り立っていることも確認
した。その上、ヤン・ミルズ・チャーン・サイモン模型を用いて、ゲージ群の自発的対称
性の破れを通して非自明なインデックスが自発生成される機構を示している。
これらの発展をうけて、第 4章では TPモノポール配位のような特殊な配位に限らず、
運動方程式を満たさないような一般の配位に関しても有効なように定義を拡張した。ここ
で得られたトポロジカル・チャージの可換極限は、トフーフトにより与えられた破れずに
残った U(1)の磁荷と一致することを示している。また、定義を一般の配位に拡張したこ
とにより配位空間全体を見ることができるようになったので、配位空間をトポロジカル・
セクターに分類するにあたって格子ゲージ理論で発展した許容条件を応用し、この定式化
を有効にするための条件を提示した。格子ゲージ理論で知られている通常の許容条件は揺
らぎに対し上限のみを与えるが、ここでの許容条件は上限と下限を与えている。また、ト
ポロジカル・チャージのトポロジカルな特性について調べており、可換理論の場合と同様
に、トポロジカル・チャージが非可換理論におけるスカラー場の巻き付き数により記述で
きることを示した。さらに、トポロジカル・チャージが 1と 1のトポロジカル・セクター
をつなぐような具体的な配位について考察している。
続く第 5章では、非可換 2 2次元球面 S 2F S 2F に第 3章の定式化を応用してGWディ
ラック演算子を構成した。GW関係式によりインデックス定理が満たされるため、トポロ
ジカル・チャージを構成できる。このトポロジカル・チャージの可換極限は直接計算でき、
第 1チャーン指標と第 2チャーン指標の和になることを示した。さらに、k > 2の非可換
球面 (S 2F )k 上のトポロジカル・チャージに関して、その可換極限の取り得る値を推測し
た。その上、自由場の場合とモノポール背景場の場合に関してディラック演算子のカイラ
ル・ゼロモードを計算し、私達の定式化より導かれた値と一致することを確かめた。非可
換球面 (S 2F )k 上のディラック演算子のゼロモードは最高スピン状態と最低スピン状態か
ら成る。この最低スピン状態は、可換理論におけるディラック演算子のゼロモードに対応
する。一方で、最高スピン状態は (  +  ^)X のゼロモードにあたり、可換理論における対
応物は存在しない。実際に、最低スピン状態のみから成るカイラルゼロモードは、正確に
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(S 2F )
k上の第 kチャーン指標を与えることがわかった。
以上の結果をふまえて、以下では今後の展望についていくつか記述する。本論文では
ゲージ群の基本表現を持つフェルミ粒子について議論してきたが、最近では、随伴表現を
持つフェルミ粒子についての非可換球面や非可換トーラス上のGW関係式の定式化に関す
る研究もなされている [43, 44]。また、本論文では理論が整合性を保つような条件として
許容条件を手で課しているが、この条件がダイナミカルに実現されるメカニズムを考える
のは興味深い。許容条件により取り除かれる配位が排除されるようにボゾン作用を修正す
ることもでき、それによりこの定式化のモンテカルロ・シュミレーションも可能になるだ
ろう。さらに、第 4章で具体例として考察した配位は、トポロジカル・チャージが 1と 1
の領域を内挿するような配位であったが、その他のトポロジカル・セクターの配位を考え
るのも面白い問題である。しかしながら、トポロジカル・チャージが 2以上の配位を考え
るためには、空間とゲージ場が別々に記述できるような配位の表式を得る必要があるだろ
う。その上、第 5章では各 S2に巻き付いたモノポール配位を考えたが、より高次元の空
間に巻き付く配位を構成できれば面白いテーマとなるだろう。そのとき、添字が異なる球
面の添字と混ざる場の強さは重要な役割を果たす。また、第 3.2.6章のようなインデック
スの自発生成のメカニズムを、非可換 2次元球面以外のより一般的な非可換多様体に関し
て行うことも興味深い問題である。これらの課題を通して私達の定式化をより確かなもの
にすることにより、当初の目的である IIB行列模型からカイラル・フェルミオンを実現す
る道筋を示すことが出来る。一方、トポロジカル・チャージの定義を与え、非可換多様体
上のゲージ場の配位空間をトポロジカル・セクターに分類することができる私達の定式化
は、弦理論のコンパクト化に対しても有用な手段になると期待できる。エネルギースケー
ルが高すぎて実験では検証し難い弦理論に関して、現実の物理を再現するのは必須の条件
である。こうした様々な課題を通してさらに研究を進めることで、IIB行列模型から私達
の世界を記述する標準模型を導出することができれば、弦理論が統一理論に大きく近づく
ことになるだろう。
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付 録A インデックス定理
この付録では、第 2.2.1節の一般的なカイラリティ演算子やディラック演算子 (2.9)の定
義を用いて、インデックス定理 (2.11)の証明を行う。
(2.9)から、ディラック演算子は次式で定義される：
f(a; )DGW = 1    ^ : (A.1)
この (A.1)のエルミート共役をとると次式を得る。
DyGWf(a; )
y = 1    ^ : (A.2)
一方、ディラック演算子 (A.1)の左から  を作用させたものと, 右から  ^を作用させたも
のを足し合わせると、次のようなGW関係式を得ることができる。
 DGW +DGW ^ = 0 ; (A.3)
DyGW  +  ^D
y
GW = 0 : (A.4)
また、(A.1)の左右から  を作用させると (A.2)になり、(A.2)の左右から  を作用させる
と (A.1)が得られる。
DyGW =  f(a; )DGW f(a; )
y 1 ; (A.5)
DGW = f(a; )
 1 DyGWf(a; )
y  : (A.6)
同様に、(A.1)や (A.2)の左右から  ^を作用させると、
DGW =  ^f(a; )DGW ^f(a; )
y 1 ; (A.7)
DyGW = f(a; )
 1 ^DyGWf(a; )
y ^ (A.8)
となる。
ここで、スピノル行列  のフォック空間Hを導入する。非可換 2次元球面 S 2F の場合、
HはN N のエルミート行列全体の集合となり、上で述べたディラック演算子DGWや
カイラリティ演算子  、 ^はこの空間に作用する。まず、フォック空間HをDGWとDyGW
のゼロ固有モードと非ゼロ固有モードに分解する:
H = H0  H0 (A.9)
= H00  H00 : (A.10)
ここで、H0とH00は
H0 = f 2 H j DGW = 0g ; (A.11)
H00 = f 2 H j DyGW = 0g (A.12)
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であり、 H0と H00はその補空間を表す。
まず最初に、次の関係を示す。
H0 = H00 ; H0 = H00 ;
 2 H0 = H00 )   =  ^ 2 H0 = H00 : (A.13)
もし  2 H0 ならばDGW = 0なので、(A.3)より  ^ 2 H0 となる。また、(A.1)より
  2 H0となる。したがって、(A.5)よりDyGW = 0となるので  2 H00とわかる。この
ことから、H0  H00が示される。同様に、もし  2 H00の場合は (A.4)より   2 H00で
ある。よって、(A.6)よりDGW = 0となるので  2 H0とわかるので、H00  H0が示さ
れる。以上のことから、H0 = H00が証明される。 H0 = H00はその対偶である。
次に、以下の関係を示す。
 2 H0 = H00 )   ;  ^ 2 H0 = H00 : (A.14)
もし   2 H00 ならば DyGW  = 0なので、(A.4)より  ^DyGW = 0となる。この両辺
に左から  ^を作用させると、DyGW = 0となるので、 2 H00 とわかる。同様に、もし
 ^ 2 H0ならばDGW ^ = 0なので、(A.3)より  DGW = 0となる。この両辺に左から
 を作用させると、DGW = 0となるので、 2 H0とわかる。
最後に、次の関係を示す。
 2 H0 = H00 )   : (A.15)
もし   =  ならば、(A.4)より  ^(DyGW ) =  DyGW  = (DyGW ) となる。同様に、
もし  ^ =  ならば、(A.3)より  (DGW ) =  DGW ^ = (DGW ) となる。
したがって、(A.13)、(A.14)、(A.15)より次のようにインデックス定理を示すことがで
きる：
T r(  +  ^) = T rH0(  +  ^) + T r H0(  +  ^)
= T rH0(  +  ^)
= 2(n+   n )
= 2 index(DGW) : (A.16)
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付 録B 1-ループ有効作用
この付録では、背景場の方法により 1-ループ有効作用を求める。次のように、背景場Xi
とそのまわりの揺らぎ ~Aiに分解する：
Ai = Xi + ~Ai : (B.1)
作用 (3.77)にゲージ固定項とゴースト項を加えると、
Sg:f: =   1
g2
tr [Xi; Ai]
2 ; (B.2)
Sghost =   1
g2
tr ([Xi; c][Ai; c]) (B.3)
となる。ここで cはゴースト場、cは反ゴースト場である。
作用 (3.77)をゆらぎの 2次まで展開すると、次式を得る。
Stotal = S[Xi] + S2 ; (B.4)
S2 =
1
2g2
tr

~Ai[Xk; [Xk; ~Ai]]  2
 
[Xi; Xj ]  iijkXk

[ ~Ai; ~Aj ]

+
1
g2
tr

c [Xk; [Xk; c]]

=
1
2g2
tr

~Ai

( ~Xk)
2ij + 2
 
[ ~Xi; ~Xj ]  iijk ~Xk

~Aj

+
1
g2
tr

c ( ~Xk)
2c

: (B.5)
ここで、最後の行では次の随伴演算子を導入している。
~XiM = [Xi;M ]; (B.6) 
[ ~Xi; ~Xj ]  iijk ~Xk

M = [
 
[Xi; Xj ]  iijkXk

;M ]: (B.7)
ただし、 ~Aiの 1次の項は背景場の方法により手でおとしている。
よって、1-ループ有効作用W1は以下のように求められる。
W1 =   log
Z
d ~Adcdc e S2
=
1
2
T r tr 0 log( ~Xk)2ij + 2 [ ~Xi; ~Xj ]  iijk ~Xk  T r log( ~Xk)2 : (B.8)
ここで、T rは行列に作用する演算子のトレースで、tr 0は時空の添字 i; jに対するトレー
スである。
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付 録C 電荷演算子の可換極限
この付録では、(4.3)となること、すなわち電荷演算子 T 0が可換極限で規格化されたス
カラー場 0になることを示す。
いま U(2)ゲージ群を考えているので、ゲージ場は次のように SU(2)部分と U(1)部分
を持つ。
Ai = Li + 

aai
a
2
+ a0i
1
2

; (C.1)
ここで、第 1項LiはO(n)のオーダである。SU(2)部分 aai はO(1)のオーダ、U(1)部分
a0i はO(1=n)のオーダであると仮定する。
そのとき、スカラー場
(Ai)
2   (Li)2 = n

a
a
2
+ 0
1
2

(C.2)
はO(1)の SU(2)部分 aと、O(1=n)の U(1)部分 0を持つ。(C.2)の 2乗は次のよう
になる。
(Ai)
2   (Li)2
2
=
1
4
2n2
h
iabc[
a ; b] c + (a)2 + fa ; 0ga + (0)2
i
: (C.3)
この表式において、第 2項 2(a)2はO(1)のオーダであり、他の項はO(1=n)のオーダで
ある。
それゆえ、可換極限において、電荷演算子 T 0は
T 0 =
(Ai)
2   (Li)2p
[(Ai)2   (Li)2]2
!
2a(x)
a
2p
(a(x))2
= 20a(x)
a
2
= 20(x) (C.4)
となり、(4.3)が示される。
U(1)部分が無視できるほど小さいと課した理由は、0の規格化のためである。この仮定
は、第 4.1.2節で議論した、定式化の有効性を保証する許容条件とは何の関係もない。そ
のとき、配位に何の制限も加えないで正確な可換極限を持つような、より精巧な T 0を定
義することが望ましい。
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付 録D ディラック演算子とトポロジカル・
チャージの可換極限
この付録では、ディラック演算子 (4.8)とトポロジカル・チャージ (4.12)の可換極限を
とる計算を示す。
(T 0)2 = 1や ( ^)2 = 1より、カイラリティ演算子  ^0 の分母は次のように書くことがで
きる。
fT 0 ;  ^g2 = 4 + [T 0 ;  ^]2 : (D.1)
(D.1)の第 2項は 1=n2のオーダである。したがって、次式を得ることができる。
 ^0 =
1
2
fT 0 ;  ^g   1
16
fT 0 ;  ^g[T 0 ;  ^]2 +O

1
n3

: (D.2)
ディラック演算子D0GW の可換極限をとる時、(D.2)の第 1項を考慮をすれば十分であ
り、簡単に次式を示すことができる。
D0GW = a
 1 1
2
fT 0; ( ^   )g+O(1=n) (D.3)
! 1
2
f20 ; D0comg : (D.4)
特に、0a(x) = (0; 0; 1)ゲージにおいて、これは破れずに残った U(1) U(1)ゲージ場に
結合したディラック演算子になる。
しかしながら、トポロジカル・チャージの可換極限をとることに関して、(D.2)の第 2
項も同様に考慮しなければ成らない。ゆえに、
1
4
T r[ 0 +  ^0] = 1
4
T r

T 0(  +  ^)  1
8
T 0 ^[T 0 ;  ^]2 +O

1
n3

(D.5)
となる。第 1項と第 2項は 1=n2のオーダであり、トレースをとると n2が出てくるので、
トレースをとった後には有限な値を与えることに注意すべきである。可換極限の第 1項は、
[14, 15]でのように、次式を与える。
1
4
T r[T 0(  +  ^)] ! 
2
8
Z
S2
d
 ijkni
0aF ajk : (D.6)
Fjk = F
a
jk
a=2 は Fjk = @ja0k   @ka0j   i[a0j ; a0k] で定義された場の強さであり、a0i =
ijkxjak=は球面上のゲージ場の接線成分である。第 2項は次のようになる。
 1
4
T r
"
1
2
T 0 ^

 ^ ;
1
2
T 0
2#
!  1
4
n2
4
Z
S2
d
 tr ;
h
0(n  )

 iaijkinj(Dk0)
2i
:
(D.7)
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ただし、tr ; はスピノル空間とゲージ場の空間のトレースを表し、DjはDj = @j  i[a0j ; ]
として定義された共変微分演算子である。また、ここでは
 ^ ;
1
2
T 0

!  iaijkinj(Dk0) (D.8)
の関係式を使用した。トレース tr ; をとると、(D.7)は次のようになる。
  
2
8
Z
S2
d
 ijkniabc
0a(Dj0)b(Dk0)c : (D.9)
それゆえ、トポロジカル・チャージの可換極限は
1
4
T r[ 0 +  ^0] ! 
2
8
Z
S2
d
 ijkni

0aF ajk   abc0a(Dj0)b(Dk0)c

(D.10)
となり、これはトフーフトによって導入されたトポロジカル・チャージに正確に一致する
[38]。
65
付 録E カイラリティ演算子のゼロモードに
おける分析
この付録では、(4.47) と (4.54)を得るために、カイラリティ演算子  ^と  ^0のゼロモー
ドを調べる。
E.1 基底とユニタリー変換
(4.46)の下で言及したように、j = l領域には 2重縮退が存在する。したがって、j+iや
j iと呼ぶ 2重項を選ぶという曖昧さを持っている。ここで、i = 1; 2; 3の 3種類の基底
jiiを導入する：ji1はスピン演算子 Li + i2 により対角化されており、それぞれスピン
l 12 を持つ。同様に、ji2はスピン l 12 を持つ Li + i2 により対角化され、ji3はスピ
ン 1=2  1=2を持つ i2 + i2 により対角化されている。それゆえ、これらの状態が以下の
演算子についての固有状態である：
L   =
8><>:
l =
n  1
2
j+i1の場合 ;
 (l + 1) =  n+ 1
2
j i1の場合 ;
(E.1)
L   =
8><>:
l =
n  1
2
j+i2の場合 ;
 (l + 1) =  n+ 1
2
j i2の場合 ;
(E.2)
   =
(
1 j+i3の場合 ;
 3 j i3の場合 :
(E.3)
異なるタイプの基底はユニタリー変換
jaii =
X
b=
U
(ij)
ab jbij (E.4)
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により、互いに関係している。ユニタリー行列 U (ij)は以下のように表すことができる：
U (12) =
0BB@
1
2l + 1
 2
p
l(l + 1)
2l + 1
2
p
l(l + 1)
2l + 1
1
2l + 1
1CCA ; (E.5)
U (23) =
0BB@
r
l
2l + 1
 
r
l + 1
2l + 1r
l + 1
2l + 1
r
l
2l + 1
1CCA ; (E.6)
U (13) =
0BB@  
r
l
2l + 1
 
r
l + 1
2l + 1r
l + 1
2l + 1
 
r
l
2l + 1
1CCA : (E.7)
これは、最高ウェイト状態、すなわち各多重項の j = l; jz = lの状態を比較することに
より調べることができる。8>>><>>>:
j+i1 =
s
l
(l + 1)(2l + 1)
jl   1 ""i+
s
1
2(l + 1)(2l + 1)
jl "#i  
s
2l + 1
2(l + 1)
jl #"i ;
j i1 =  
r
1
2l + 1
jl   1 ""i+
r
2l
2l + 1
jl "#i ;8>>><>>>:
j+i2 =  
s
l
(l + 1)(2l + 1)
jl   1 ""i+
s
2l + 1
2(l + 1)
jl "#i  
s
1
2(l + 1)(2l + 1)
jl #"i ;
j i2 =  
r
1
2l + 1
jl   1 ""i+
r
2l
2l + 1
jl #"i ;8>>><>>>:
j+i3 =  
r
1
l + 1
jl   1 ""i+
s
l
2(l + 1)
jl "#i+
s
l
2(l + 1)
jl #"i ;
j i3 =   1p
2
jl "#i+ 1p
2
jl #"i :
E.2  ^のゼロモードに関する計算
ここでは、(4.40)の演算子Hについてゼロモードを考える。ゼロモードの関係式Hj i = 0
は、 
  L+ 1
2

j i =  h1
2
   j i (E.8)
のように書くことができる。j = l+ 1の状態は、(E.8)の両辺の演算子に関する同時固有
状態である。左辺は n2 を与え、一方で右辺は  h2 を与える。それゆえ、j = l + 1の状態
は h =  nでゼロモードになる。同様に、j = l   1の状態は h = nでゼロモードになる。
j = lの状態に関して、線形結合 j i = c+j+i2 + c j i2を考える。ここで、ji2の基
底をとることにする。(E.2)や (E.3)から、(E.8)は次のように書くことができる。"
n
2
 
1 0
0  1
!
+
h
2
(U23)
 
1 0
0  3
!
(U23)T
# 
c+
c 
!
= 0 : (E.9)
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ここで、
U (23) =
 
cos    sin 
sin  cos 
!
; (E.10)
のように U (23)をとることにより、(E.9)は下式のようになる。
1
2
 
n=h+ 1  4 sin2  4 sin  cos 
4 sin  cos   n=h+ 1  4 cos2 
! 
c+
c 
!
= 0 : (E.11)
この表式は n
h
2
+ 4 cos(2)
n
h
+ 3 = 0 (E.12)
が満たされるならば非自明な解を持ち、非自明な解を持つのはその場合に限る。cos2(2) 
3=4ならば、これはある実数値 hによって満たされる。一方で、(E.10)と (E.6)を比較す
ることにより、
cos  =
r
l
2l + 1
; sin  =
r
l + 1
2l + 1
(E.13)
となり、したがって n  2に関して次式を得る。
cos2(2) =
1
(2l + 1)2
=
1
n2
<
3
4
: (E.14)
結果として、n  2の場合、任意の実数 hについて j = lの状態はゼロモードを持たない。
それゆえ、(4.47) を得ることができる。
E.3  ^0のゼロモードに関する計算
次に、 ^0のゼロモードを考える。図 4.1から、( 2n+2)=3 < h < (2n+2)=3に関して、
T 0や  ^(h)は次のように書くことができる：
hj;mjT 0jj;mi = hjhj
0BBB@
12l+3
12l+1
 12l+1
 12l 1
1CCCA ; (E.15)
hj;mj ^(h)jj;mi =
0BBB@
12l+3
U(h)
 
1 0
0  1
!
U y(h)
 12l+1
 12l 1
1CCCA :
(E.16)
ここで基底は ji1をとる。ユニタリー行列U(h)は、正負両方の固有値を持つ (4.40)の演
算子H の固有状態 jiH に ji1を関係づける。
そのとき、(4.5)から、
hj;mj ^0jj;mi = hjhj
0B@ 12l+3 X
12l 1
1CA (E.17)
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を得ることができる。j = l領域のブロックXに関して、(
U(h)
 
1 0
0  1
!
U y(h) ;
 
1 0
0  1
!)
= 2 cos

2(h)

12 (E.18)
で、係数 2 cos

2(h)

の符号を評価しなければならない。ここで、U(h)には次式を用いた。
U(h) =
 
cos
 
(h)
   sin (h)
sin
 
(h)

cos
 
(h)
 ! : (E.19)
h = 0について、演算子H は   L+ 1=2になるので、基底 jiH は ji2となる。その
とき、U(h)は U (12)になり、n  2に関して、
cos

2(h = 0)

=
2
n2
  1 < 0 (E.20)
を得る。同様に、cos

2(h = 1)

=  1 < 0 や cos

2(h =1)

=  1=n < 0 を得ること
をできる。
ここで、( 2n+ 2)=3 < h < (2n+ 2)=3の領域内で cos

2(h)

= 0が起こるかを調べ
る。cos

2(h)

= 0は jiH = (j+i1  j i1)=
p
2を意味する。これは、
H(j+i1  j i1) = e(j+i1  j i1) (E.21)
が hのある値で満たされる場合に対応する。
U (12)
 
l
 (l + 1)
!
U (21) =
1
(2l + 1)2
 
l   4l(l + 1)2 2pl(l + 1)(2l + 1)
2
p
l(l + 1)(2l + 1) (4l2   1)(l + 1)
!
;
(E.22)
U (13)
 
1
 3
!
U (31) =
1
2l + 1
 
 2l   3  4pl(l + 1)
 4pl(l + 1)  2l + 1
!
; (E.23)
を用いて、(E.21)は次式のように表される。"
1
(2l + 1)2
 
l   4l(l + 1)2 2pl(l + 1)(2l + 1)
2
p
l(l + 1)(2l + 1) (4l2   1)(l + 1)
!
+
h
2
1
2l + 1
 
 2l   3  4pl(l + 1)
 4pl(l + 1)  2l + 1
!
+

1
2
  e
 
1
1
!# 
1
1
!
= 0 :
(E.24)
この方程式を解くと、
h =  1
2
(n2   2) ; (E.25)
e = 1
2
1
n
(n2   1) 32 + 1
4n
(n3   3n+ 2) (E.26)
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を得る。n  2に関して、e は正負それぞれの値をとり、それは前節の結果と一致して
いる：任意の hの値に関してゼロモードを持たないので、H は j = l領域で常に正と負
の固有値を持つ。その上さらに、n  2について  (n2   2)=2 < ( 2n + 2)=3なので、
( 2n+ 2)=3 < h < (2n+ 2)=3の領域内で cos

2(h)

= 0となることはない。
演算子Hは hの連続関数なので、それは cos

2(h)

である。したがって、cos

2(h)

は ( 2n+2)=3 < h < (2n+2)=3の領域で常に同じ符号をとる。cos

2(h)

は h = 0; 1で
負の値を持つので、この領域では常に負の値を持つ。それゆえ、(4.54)という結果を得る。
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付 録F ゲージ場による  ^の展開
この付録では、カイラリティ演算子  ^をゲージ場で展開し、(5.17)を証明する。
まず始めに、(3.16)で定義された各 S 2F 上のカイラリティ演算子  ^X を展開する。HX
を、次式のようにゲージ場の 0次と 1次に分解する：
HX = X + X : (F.1)
ここで、
X = a

iLi +
1
2

X
; X = a(iai)X (F.2)
である。a = 2=nやLiはnのオーダなので、演算子Xや XはそれぞれO(n0)やO(n 1)
のオーダである。よって、
 ^X =

+ (1) + (2) + (3) +O(4)

X
(F.3)
を得る。ここで、(i)X は X の、すなわち、ゲージ場 (ai)X の i次のオーダである。それは、

(1)
X =
1
2
(   )X ; (F.4)

(2)
X =

 1
8
(2 +  + 2) +
3
8


X
; (F.5)

(3)
X =

1
16
( 3 +  + 2+ 2+ 2 + 2 + 3)
  5
16


X
(F.6)
のように表される。演算子 X や (i)X のそれ自身は 1=n展開の 0次と i次のオーダである。
しかしながら、行列空間がそのままの座標を持つスピノル空間のトレースをとると、演算
子 tr X (X)と tr X (
(1)
X ) はそれぞれ n 1や n 2のオーダになる。
よって、
f ^1;  ^2g = 212
+f1; (1)2 + (2)2 + (3)2 g+ f2; (1)1 + (2)1 + (3)1 g
+f(1)1 + (2)1 ; (1)2 + (2)2 g
+O(n 5) (F.7)
を得る。演算子 f1; (4)2 gや f2; (4)1 g、f(1)1 ; (3)2 g、f(1)2 ; (3)1 gもまた n 4のオーダ
で現れる一方で、(5.17)の T r [ ^]でこれらの項を考える場合、tr X (X)や tr X ((1)X )の
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ようなトレースをとり、これらの項はO(n 5)のオーダになる。よって、
[ ^1;  ^2] = [1; 
(1)
2 ]  [2; (1)1 ] + [(1)1 ; (1)2 ] +O(n 3) (F.8)
もまた得られる。初項 [1; 2]は消えて、[1; 2]や [2; 1]はO(n 2)のオーダなので、
(F.8)はO(n 2)のオーダであることに注目すべきである。これが、(5.8)の第 2項がO(n 4)
のオーダとなる理由である。
関係式 (5.8)を使うと、カイラリティ演算子 (5.2)は
 ^ =
1
2
f ^1;  ^2g   1
16
f ^1;  ^2g[ ^1;  ^2]2 +    (F.9)
と表される。(F.7)と (F.8)を (F.9)に挿入すると、(5.17)を得ることができる。
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付 録G T r [G5]の可換極限
この付録では、T r [G5]の可換極限をとることにより、(5.26)を示す。
(F.4)を (5.22)に代入すると、
G5 =
5X
i=1
Ki (G.1)
となり、ここで
K1 =   1
32
12 ([1; 2]  [2; 1])2 ; (G.2)
K2 =   1
32
12 (2[1; 2]2   1[2; 1]1)2 ; (G.3)
K3 =
1
32
12 f[1; 2]  [2; 1]; 2[1; 2]2   1[2; 1]1g ; (G.4)
K4 =   1
64
12 ([1; 2]  [2; 1]) [1; 2] +その他の 15 項 ; (G.5)
K5 =   1
128
12[1; 2]
2 +その他の 15 項 (G.6)
である。K1や のK2、K3は の 2次、K4は の 3次、そしてK5は の 4次である。
(G.5)や (G.6)では、典型的な項のみ記述している。残りの 15項は同様に書くことがで
きる。
始めに、T r [K1]の可換極限を計算する。(F.2)を (G.2)に挿入すると、次式を得ること
ができる。
T r [K1] =   1
32
a62 T r
h
(  L)1(  L)2 [(  L)1; (  a)2]2
 (  L)1(  L)2 [(  L)1; (  a)2] [(  L)2; (  a)1]
+(1$ 2)
i
: (G.7)
ここで、1=nの第 2項以降は省略している。スピノル空間のトレースをとると、
tr [ijk] = 2iijk (G.8)
を使うことにより、(G.7)は次のようになる。
1
8
a62 T r 0
h
abcLcijkLk [La; ai] [Lb; aj ]  abcLcijkLk [La; ai] [Lj ; ab]
+(1$ 2)
i
: (G.9)
ただし、T r 0は行列空間とゲージ場空間のトレースである。そのとき、(G.9)の可換極限
は次式で得られる。
 24
Z
d
1
4
d
2
4
tr [abcncijknk(@aai@baj + @iaa@jab) + 2@a(Pa)i@i(Pa)a] : (G.10)
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ここで、(Pa)i = Pijaj であり、Pij = ij   ninj である。(G.10)は
 24
Z
d
1
4
d
2
4
tr

abcncijknk(@aa
0
i   @ia0a)(@ba0j   @ja0b)

(G.11)
のように表され、a0i = ijknjakはゲージ場の接線成分である。
1[1; 2] =  [1; 2]1 ; (G.12)
2[2; 1] =  [2; 1]2 (G.13)
を用いると、(G.3)は
K2 =   1
32
([1; 2]  [2; 1])212 (G.14)
と表され、(G.4)は
K3 =   1
32

2[1; 2]12[1; 2]2 + [1; 2]12[1; 2]
 2[1; 2][2; 1]1   [1; 2]12[2; 1] + (1$ 2)

(G.15)
と表すことができる。T r [K1]と同様の計算を行うことにより、T r [K2]や T r [K3]の可換
極限が (G.11)と同じ結果とその 2倍をそれぞれ与えることを示すことができる。それゆ
え、T r (K1+K2+K3)の可換極限は (G.11)の 4つの項になる。これは、(5.26)でゲージ
場の 2次のオーダの項を与える。
次に、T r [K4]を考える。(F.2)を代入し、スピノル空間のトレースをとると、(G.5)で
現れるK4の第 1項は、
1
16
a63T r 0
h
abcLcijkLk ([La; ai]  [Li; aa]) [ab; aj ]
i
(G.16)
を与える。その可換極限は次式のようになる。
 i4
Z
d
1
4
d
2
4
abcncijknktr
 
(adend@eai   ilmnl@maa)[ab; aj ]

: (G.17)
これは
i4
Z
d
1
4
d
2
4
abcncijknktr
 
(@aa
0
i   @ia0a)[a0b; a0j ]

(G.18)
と書き直すことができる。(G.5)の残っている 15項は、すべて同じ結果を与える。した
がって、T r [K4]の可換極限は (G.18)の 16倍になる。これは (5.26)のゲージ場の 3次の
オーダの項を与える。
最後に T r [K5]を考える。(F.2)を代入し、スピノル空間のトレースをとると、(G.6)で
現れるK5の第 1項は
1
32
a64T r 0
h
abcLcijkLk[aa; ai][ab; aj ]
i
(G.19)
を与える。その可換極限は
1
2
4
Z
d
1
4
d
2
4
abcncijknktr
 
[aa; ai][ab; aj ]

(G.20)
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となり、
1
2
4
Z
d
1
4
d
2
4
abcncijknktr
 
[a0a; a
0
i][a
0
b; a
0
j ]

(G.21)
のように表すことができる。(G.6)の残った 15項はすべて同じ結果を与える。したがっ
て、T r [K5]の可換極限は (G.21)の 16倍になる。これは (5.26)のゲージ場の 4次の項を
与える。
以上のことにより、(5.26)を示すことができる。
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付 録H 相互作用がない場合のディラック演
算子のスペクトル
この付録では、自由場の場合のGWディラック演算子の全スペクトルを計算する。ここ
で、簡単のために、U(1)ゲージ群を考える。自由場の場合、
(    ^)X = a(  ~L+ 1)X ; (H.1)
(  +  ^)X = a(  (L+ LR))X (H.2)
であり、ここで (~Li)X = (Li LRi )Xは随伴演算子である。そのとき、相互作用のないGW
ディラック演算子 (5.35)は
DGW =  a
2
h
(  ~L+ 1)1(  (L+ LR))2 + (  (L+ LR))1(  ~L+ 1)2
i
(H.3)
と書くことができる。
各非可換球面 S 2F 上で調べることから始める。私達の定式化は各球面 S 2F 上で SO(3)ポ
アンカレ対称性を持ち、その生成子 (Mi)X は (5.41)で与えられている。今、その固有状
態を
(Mi)
2
X jJX ;i = JX(JX + 1)jJX ;i (H.4)
と書く。各 jJX ;iは、(M3)X に関係して (2JX + 1)重縮退を持つ。符号 は、この状
態が (~Li)X のスピン lX 状態から JX = lX  12 として得られることを意味する。JX =
1
2 ;
3
2 ;    ; n   32 に関して、jJX ;+iと jJX ; iの両方の状態が存在し、一方で最高スピン
JX = n  12 に関して、jJX ;+iの状態のみが存在する。状態 jJX ;iは演算子 (  ~L+1)X
の固有状態を
(  ~L+ 1)X jJX ;i = 

JX +
1
2

jJX ;i (H.5)
とみなす。関係式
f    ^;   +  ^gX = 0 ; (H.6)
特に自由場の場合には、 
  ~L+ 1;   (L+ LR)	
X
= 0 (H.7)
なので、演算子 (  (L+ LR))X は
(  (L+ LR))X jJX ;i = CJX jJX ;i (H.8)
のようにの符号を反転させる。ここで、
CJX =
r
n2   1
4
  JX(JX + 1) (H.9)
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である。
最高スピン JX = n   12 に関して、状態 jJX ; i は存在せず、したがって (  (L +
LR))X jJX ;+iは消えなければならない。実際に、(H.9)からわかるように、この場合は
CJX = 0である。
ここで、S 2F S 2F に話を戻す。各 S 2F の、スピン J1や J2により特定された状態を考え
る。順番に、以下の 3つのケースを調べる：
(a)
1
2
 J1  n  3
2
;
1
2
 J2  n  3
2
;
(b) J1 = n  1
2
;
1
2
 J2  n  3
2
;
(c) J1 = J2 = n  1
2
:
(H.10)
始めに (a)を考えると、この場合、4つの状態 jJ1;; J2;iが存在する。これらの状態
にGWディラック演算子 (H.3)を作用させると、
DGW

c1jJ1;+;J2;+i+ c2jJ1;+; J2; i+ c3jJ1; ;J2;+i+ c4jJ1; ; J2; i

= (Ac2 +Bc3)jJ1;+;J2;+i+ (Ac1  Bc4)jJ1;+;J2; i
+( Ac4 +Bc1)jJ1; ; J2;+i+ ( Ac3  Bc2)jJ1; ;J2; i (H.11)
を得る。ここで、AやBはA = (J1+ 12)CJ2、B = (J2+
1
2)CJ1である。この領域でDGW
を対角化すると、固有値jABjが得られ、この固有値の 2つのの符号は一致する必
要はない。
特に、J1 = J2、つまりA = Bに関して、2つの種類のゼロモードが存在する。その正
確な表式は次式で与えられる。
j1i = 1
2

jJ1;+; J2;+i+ jJ1;+;J2; i   jJ1; ; J2;+i+ jJ1; ; J2; i

;
(H.12)
j2i = 1
2

jJ1;+; J2;+i   jJ1;+;J2; i+ jJ1; ; J2;+i+ jJ1; ; J2; i

:
(H.13)
いま、これらのカイラリティを考える。カイラリティ演算子 (5.1)は
  =
a2
4
h
(  (L+ LR))1(  (L+ LR))2 + (  ~L+ 1)1(  ~L+ 1)2
 (  (L+ LR))1(  ~L+ 1)2   (  ~L+ 1)1(  (L+ LR))2
i
(H.14)
と書き直すことができる。前述の状態にそれを作用させると、
 j1i = j2i ;  j2i = j1i (H.15)
を得る。ここで、a24
h
(CJ)
2 +
 
J + 12
2i
= 1を用いた。したがって、
 
1p
2
 j1i+ j2i = + 1p
2
 j1i+ j2i ;   1p
2
 j1i   j2i =   1p
2
 j1i   j2i (H.16)
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が得られる。この領域のゼロモードは両方をカイラリティを持ち、インデックスには寄与
しない。
次に (b)の場合を感挙げる。この場合は、2つの状態 jJ1;+;J2;iが存在する。これら
の状態にGWディラック演算子 (H.3)を作用させ、DGWを対角化すると、
DGW
1p
2

jJ1;+; J2;+i  jJ1;+; J2; i

= 

J1 +
1
2

CJ2
1p
2

jJ1;+; J2;+i  jJ1;+; J2; i

(H.17)
のような固有状態を得る。この場合には、ゼロモードは存在しない。
最後に (c)の場合を考えると、この場合には jJ1;+;J2;+iの状態のみが存在する。これ
らの状態にGWディラック演算子 (H.3)やカイラリティ演算子 (H.14)を作用させると、
DGWjJ1;+;J2;+i = 0 ; (H.18)
 jJ1;+;J2;+i = +jJ1;+;J2;+i (H.19)
を得る。これらはカイラル・ゼロモードを与え、インデックスに寄与する。状態 jJX ;+i
が (2JX + 1)重縮退を持つことを思い出すと、カイラル・ゼロモードの縮退度は (2J1 +
1)(2J2 + 1) = 4n
2となる。これは、(5.28)の第 1項と一致する。
いま、ディラック演算子の全スペクトルが得られ、第 5.3.1節で議論したような状態に
よりカイラル・ゼロモードが与えられることを調べたことになる。
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