Abstract-Markov random processes and general random processes are considered. It shown that under a milder condition on the Markov processes and a different condition on the sampling times (e.g., uniform sampling), such processes cannot be recovered with zero average distortion.
I. INTRODUCTION
This paper considers fundamental questions mostly with regard to continuous-time Markov random processes that are either continuous-or discrete-valued, and considers also general continuous-time random processes. The results are concerned with the bandlimitedness, recoverability after quantization or from sets of samples, and information-singularity (or lack thereof for most categories) of such processes.
The first result of this paper, Theorem 1, is that continuoustime, continuous-valued, wide-sense stationary, Markov random processes with absolutely continuous second order distribution are not bandlimited. This result is important as it sheds light on the connection between two seemingly unrelated properties of random processes, Markovity and bandlimitedness, by showing that the former implies the latter.
The second result of this paper, Theorem 2, is motivated by the fact that in real life sample functions of random processes are not known with arbitrary precision. Instead, their values 'This work was supported by the Center for the Mathematics of Information at California Institute of Technology.
2This work was submitted to the IEEE transactions on Information Theory.
are rounded via some kind of quantization that invariably introduces distortion, which in turn might render error-free recovery impossible. Nonetheless, error-free recovery might still be possible even in the presence of quantization. Specifically, when a continuous-time random process is passed through a quantizer, the quantized process can be used to deduce the precise locations of quantization threshold crossings of the original process. Some processes can be recovered without error from their threshold crossings [1] . Slepian [2] showed that such error-free recovery is not possible for an ergodic Gauss-Markov process and a binary quantizer with a threshold at the mean. Indeed, Theorem 2 shows that such error-free recovery is not possible for Markov processes in general.
The results that are concerned with the recoverability of random processes from sets of samples pertain to continuoustime, discrete-valued Markov processes and to other general random processes. Both positive and negative results are provided. Two positive results, Theorems 3 and 5, show that Markov processes that are uniformly bounded and satisfy an additional condition can be recovered with zero average distortion from an appropriate set of samples under a general distortion measure. Theorems 4 and 6 show that for the same conditions on the set of samples as in Theorems 3 and 5, respectively, general continuous-time random processes (i.e., processes that are not necessarily Markov and are either continuous-or discrete-valued) can be recovered with zero average distortion in the special case of rth power distortion measure. The negative result, Theorem 7, shows that under a very mild condition on the Markov process, if there exists a gap between the sampling times that occurs with linear frequency (e.g., uniform sampling), then there exists a positive uniform lower bound to the distortion induced by any reconstruction scheme. Indeed, this is ordinarily the case.
Finally, the notion of information-singularity [3], [4] is extended to continuous-time random processes, and Theorem 9 shows that both continuous-and discrete-time Markov processes that are either continuous-or discrete-valued are not information-singular.
Some proofs are briefly sketched or omitted. The remainder of this paper is organized as follows. Sec-tion II introduces most of the notation and relevant background. Section III considers continuous-valued Markov processes and shows that these are neither bandlimited nor can be recovered after quantization. Section IV considers recoverability and non-recoverability from sets of samples of discretevalued Markov processes and of general random processes. Section V shows that Markov processes are not informationsingular. Lastly, Section VI offers concluding remarks. II. BACKGROUND AND NOTATION We represent a continuous-time random process X as the collection of real valued3 random variables {Xt (w), t C (_00, oo), w C Q} defined on the probability space (Q, F, P).
Let Xt denote the random variable at time t, and let X(w) denote the sample path corresponding to w.
The process X is said to be Markov if for any finite n > 1 and any tn < tn-I < ... < t, < s < t, Xt is conditionally independent of Xt,, X. .. . , Xtn given X8. In other words, the future is independent of the past given the present. This Markov property is sometimes called unilateral or one-sided Markov [5] , [6] . We observe that if a Markov process has an absolutely continuous second order distribution, i.e., a second order probability density function (pdf), then it has an nth order pdf for any finite n > 1.
A bilateral or two-sided Markov process is one where for any finite m, n > 1 and any tn < ...< tl < t < Ti < . We conclude this section with a brief discussion of discretevalued Markov processes, which is relevant for Section IV and can be found in [7, pp. 231-233] .
3Most of the results in this paper extend to more general metric spaces.
Let S = {1,2,...,L}, 1 < L < oc be the state space of a discrete-time, discrete-valued Markov chain Y. Let V = {v,}IL 1 be a set of real numbers such that vi 7y vj if i 7y j. Proof: If a wide-sense stationary random process X has finite second moment and is bandlimited, then the sampling theorem [8] shows that there exists a sampling interval T > 0 such that given samples at times nT, n C Z, the process can be reconstructed in the mean-square sense for any time. Namely, for any time t lim E(Xt -XN,t )2 = 0 N-*~oo where XN,t is an appropriately chosen function of t and the samples of X at times {-NT, .. ., NT}. To show that the given Markov process, denoted by X, is not bandlimited we consider the contrapositive. Namely, we show that for any sampling interval T > 0 and any reconstruction procedure there exists a time s for which mean-square convergence fails. This implies that X is not bandlimited.
Let T > 0 be given. Set XN,t = E[Xt X-NT, XNT] and observe that it is the best mean-square estimate of Xt given the samples {X-NT, .. ., XNT}. SetS = T and obtain 2 where the equality is due to the fact that X is a bilateral Markov process since it has a second order pdf.
Finally, the right-hand side of (1) is positive since Xo, X8, and XT have an absolutely continuous joint distribution, which implies that Pr(X, = E(X IXo,X,)) < 1.
The next theorem shows that when the Markov process above is stationary and continuous almost surely, it cannot be reconstructed without error from its quantized version. We comment that stationary and separable Gauss-Markov processes are an example of processes that are continuous almost surely (in fact they are almost surely sample path continuous) and have absolutely continuous second order distribution.
Theorem 2: Let X be a continuous-time, stationary Markov random process that is continuous almost surely and has absolutely continuous second order distribution. Let Q be an arbitrary quantizer that has a cell that contains an interval and the interval occurs with positive probability. Let XQ denote the quantized version of X, i.e., XQ,t = Q(Xt). There exists E > 0 such any stationary reconstruction of X from XQ incurs distortion (with respect to d(., .)) greater than E. Specifically,
where g is any stationary reconstruction of X from {XQ,t}'t°°_o (i.e., g has as input the whole quantized process) and gt(XQ) is its value at time t.
Proof Sketch: Let W = (a, b) be an interval that occurs with positive probability and is contained by a quantization cell of Q. It can be shown, using the facts that X has an absolutely continuous distribution and is continuous almost surely, that there exist T > 0 and a corresponding set GT C Q such that P(GT) > 0 and Xt(w) C W for all 0 < t < T and all w CG.
Set s = T. Theorem 4: Let X be a continuous-time, wide-sense stationary random process that is uniformly continuous in rth mean and has finite rth moment if 1 < r < o0 and finite mean if 0 < r < 1. If {tk}< 0-is a set of sampling times for which tk+1 > tk, imk,oo tk = 00, limk,-00 tk =-00, and 1imk+oo(tk+1 -tk) = 0, then there exists a reconstruction X of X from the samples at times {tk}/<=_, such that
T--~o2T JT 
where the inequality follows since EIXt -Xtr < E( XtI + IXt I)r and since (a + b)r < 2r (ar + br) for a, b > 0, r > 1, which is obtained using the convexity of xr for r > 1, and from the fact that xr is concave for 0 < r < 1, in which case E(JXtI + IXt )r < (ElXtI + ElXtI)r = 2r(ElXt )r. Since E is arbitrary the result follows.
D
The condition on the sampling times in Theorems 3 and 4 can be relaxed somewhat so as to still attain zero average distortion. Specifically, as the next two theorems show, such is the case when allowing bounded (above and below) gaps between sampling times, whose frequency is sub-linear. Before proceeding to the next theorems we define the lima,@ notation. We conclude this section with a theorem that shows that if the sampling times of a discrete-valued Markov process have a gap d > 0 that occurs with linear frequency (e.g., uniform sampling), then there exists a positive uniform lower bound to the distortion induced by any reconstruction scheme.
Theorem 7: Let X be a continuous-time, discrete-valued, stationary, separable, Markov random process whose underlying Markov chain has a communicating class, which has at least two states and no absorbing or instantaneous states, that occurs with positive probability. Let {tk}l' _-be such that tk+1 > tk, limk-, tk = 00, and limk,-c tk =-00, (fXtk1k0=_00) Next, suppose X is a continuous-time random process. Consider the discrete-time random process Y defined by Yk {Xtk+l . Since X is measurable and has finite second moment, its sample functions are square integrable over any finite interval with probability one. Thus Y is a discrete-time random process over the complete separable metric space L2 of functions over the interval [0, 1] . Since X is Markov, so is Y. Further, since X has finite second moment, Y satisfies the integrability condition of Theorem 8, since E fk (Xt 0)2 dt = EX2 < oc. Therefore, the first part of the theorem implies that Y is not information-singular.
Next, we show by contradiction that X is not informationsingular. Specifically, we assume that X is (block or variablelength) information-singular and show that this implies that Y is information-singular, thus arriving at a contradiction.
Let {em, dm}, m = 2n be a sequence of encoders and decoders that satisfy any rate constraint such that lim Ef n(Xt -Xt)2 dt n-40oo encoders and decoders for the discrete-time process Y be the same as those for the continuous-time process X and denoting Yk = {Xt}k+,1 it follows that E k=_n(Yk Yk)2 E f-n (Xt Xt)2dt 2n+ 1 2n+ 1 -0 as n ) oC.
This implies that Y is information-singular as desired. D
VI. CONCLUSIONS
It was shown that continuous-time, continuous-valued Markov random processes are not bandlimited and that they cannot be recovered without error after quantization. It was shown further that under certain conditions on the sets of sampling times, continuous-time, discrete-valued Markov processes can be recovered with zero average distortion with respect to the general distortion measure d(., .). This was also shown for general continuous-time random processes with rth power distortion measure. Additionally, it was shown that under more ordinary conditions on the set of sampling times (e.g., uniform sampling) continuous-time, discretevalued Markov processes cannot be recovered with zero average distortion. Finally, information-singularity was extended to continuous-time random processes and it was shown that Markov processes are not information-singular.
