ABSTRACT Transfer learning and ensemble learning are the new trends for solving the problem that training data and test data have different distributions. In this paper, we design an ensemble transfer learning framework to improve the classification accuracy when the training data are insufficient. First, a weightedresampling method for transfer learning is proposed, which is named TrResampling. In each iteration, the data with heavy weights in the source domain are resampled, and the TrAdaBoost algorithm is used to adjust the weights of the source data and target data. Second, three classic machine learning algorithms, namely, naive Bayes, decision tree, and SVM, are used as the base learners of TrResampling, where the base learner with the best performance is chosen for transfer learning. To illustrate the performance of TrResampling, the TrAdaBoost and decision tree are used for evaluation and comparison on 15 UCI data sets, TrAdaBoost, ARTL, and SVM are used for evaluation and comparison on five text data sets. According to the experimental results, our proposed TrResampling is superior to the state-of-the-art learning methods on UCI data sets and text data sets. In addition, TrResampling, bagging-based transfer learning algorithm, and MultiBoosting-based transfer learning algorithm (TrMultiBoosting) are assembled in the framework, and we compare the three ensemble transfer learning algorithms with TrAdaBoost to illustrate the framework's effective transfer ability.
I. INTRODUCTION
Transfer learning is a branch of machine learning that transfers useful knowledge from the source domain to the target domain for building a good classification model [1] . In the transfer learning literature, many scholars combine transfer learning with other algorithms to solve many realworld problems. For example, Meng et al. [2] proposed a feature transfer learning method based on VGGNet [3] , which fine tunes the pre-trained model on the ILSVRC dataset for 3-way liver fibrosis classification. Deng et al. [4] proposed three feature transfer learning methods based on denoising autoencoders, shared-hidden-layer autoencoders, and extreme learning machine autoencoders, which transfer the modern emotion recognition models trained on normal phonated speech to reliably handle whispered speech. Long et al. [5] proposed a general framework for adaptation regularization based transfer learning (ARTL), which model the distribution adaption and label propagation in a unified way. ARTL though simultaneously optimizing the structural risk functional, the joint distribution matching between domains, and the manifold consistency underlying marginal distribution obtained better performance than stateof-the-art learning methods on several public text and image data sets. Xiao et al. [6] combined ensemble learning and transfer learning to build a customer credit scoring classifier ensemble model. Acharya et al. [7] proposed an optimization framework for combining ensembles of classifiers and clusterers with applications to nontransductive semisupervised learning and transfer learning. Kandaswamy et al. [8] proposed an ensemble of deep transfer learning methodology for character recognition, biomedical image recognition, and so on. Bhatt et al. [9] combined co-transfer learning and ensemble learning to solve the cross-resolution face matching problem. Mei [10] proposed an SVM-ensemble-based transfer learning model for discriminating membrane proteins. From the previous studies, we can conclude that ensemble learning is useful for transfer learning, can improve the accuracy and stability of transfer learning algorithms, and can solve many real-world problems.
Bagging is the simplest and most straightforward way to process the training set in ensemble learning. Bootstrap and aggregation are the main steps in bagging. Through the bootstrap, many data subsets are obtained by sampling with replacement on the training data set. In each subset, every example will occur with 63.2% probability, which means that 36.8% of the original examples will not be chosen in a subset, and the unchosen examples can be used for estimating the base learner of the subset. During the aggregation, the weak classifiers learned on subsets are aggregated by majority voting. Bagging is very sensitive to the training data, and the more unstable the base learner is, the more effective the bagging is.
Boosting is one of the most widely used ensemble methods, and it can significantly improve the performance of any learning algorithm [11] . The main process of boosting includes two parts: (1) many classifiers are learned on training data by a given weak learner, and (2) the classifiers produced by the weak learner are combined into a single composite classifier. AdaBoost is the most famous boosting algorithm, and it self-adapts to the training data [12] . In AdaBoost, if an example is correctly classified, then its weight will decrease; otherwise, its weight will increase. In other words, the higher the example's weight is, the more difficult the example is to classify. Thus, the learner gives the misclassified examples more attention in the next iteration. By repeatedly learning the same training set and combining an arbitrary number of weak classifiers, it not only does not suffer from overfitting even after a large number of iterations but is also even able to reduce the generalization error when the training error has already reached zero [13] . AdaBoost is simple and robust, and it has been successfully applied in many fields, such as text classification [14] , face recognition [15] , and melanoma diagnosis [16] .
Many studies have applied AdaBoost in transfer learning, such as TrAdaBoost [17] , TransferBoost [18] , and TrBagging [19] . In fact, boosting by resampling is preferred over boosting by reweighting [20] . Boosting by reweighting passes each instance's numerical weight to the base learner, which requires that the base learner can handle the instance's weight information. Boosting by resampling can be applied to any base learner, which creates a new training data set with the same size as the original training data set, and then it selects the instances with higher weights for the data set.
The main purpose of this paper is to design an ensemble transfer learning framework and assemble our proposed three ensemble transfer learning algorithms in the framework. With the help of ensemble learning, the proposed transfer learning algorithms transfer useful examples from the source domain to the target domain to improve the classification accuracy. In more detail, the main contributions of this work are as follows.
• We use the bagging-based transfer learning algorithm (BETL) on UCI data sets [21] . The BETL generates many subsets by bootstrapping samples from the source domain, and it adds the labeled data in the target domain to renew them as the training data to learn many initial classifiers. The bagging classifier often has higher accuracy and is more robust than a single classifier, even with the effects of noisy data and overfitting.
• We combine MultiBoosting and TrAdaBoost to improve the classification accuracy on UCI data sets, and this combination is named TrMultiBoosting [22] . In TrMultiBoosting, many subcommittees are generated by MultiBoosting on the training data, which are combined as source data sets and labeled data in the target data sets, and the weights of the data in each subcommittee are assigned by a continuous Poisson distribution. Then, the TrAdaBoost strategy is used to adjust the weights of the data in the subcommittees.
• We propose a weighted-resampling-based transfer learning algorithm through resampling the weighted source data, in which the higher weight data in the source domain and the labeled data in the target domain are added to the training data set. Then, we discuss different base learners to learn a classification model on the training data set. Moreover, the TrAdaBoost strategy is utilized to adjust the weights of the training data, which decreases the weights of misclassified data in the source domain and increases the misclassified data in the target domain. Finally, a new classification model is learned on the reweighted labeled data. Furthermore, we discuss three classic machine learning algorithms as the base classifiers in transfer learning [23] . First, C4.5 is a decision-tree-based algorithm that is derived from the simple divide-and-conquer algorithm for growing the decision tree, which is flexible, easy to understand, and easy to debug. Naive Bayes probabilistic classifiers are commonly studied in machine learning. Such classifiers are easy to construct, without needing any complicated iterative parameter estimation schemes, and are not sensitive to missing data. Support vector machine (SVM) is an algorithm that uses a nonlinear mapping to transform the original training data into a higher dimension. SVM has the ability to build a model on the complex nonlinear decision boundaries; thus, it is more robust and accurate and less prone to overfitting than other methods.
The remainder of this paper is organized as follows. Section II reviews methods related to our work. Section III describes the details of our proposed algorithm, the baggingbased transfer learning algorithm, and the MultiBoostingbased transfer learning algorithm. Section IV analyzes the experimental results, including the experiments of different base learners in our proposed algorithm, the comparison of our proposed algorithm against the state-of-the-art algorithm, and the comparison of ensemble transfer learning algorithms against TrAdaBoost.
II. RELATED WORKS
Similar to human cognition, transfer learning can recognize new things according to the knowledge that is learned from other things. In recent years, many improved transfer learning methods have been proposed based on the idea that transfer learning can effectively utilize the knowledge of old domains to identify the targets of an unknown domain.
TrAdaBoost [17] is an improved transfer learning algorithm based on AdaBoost that can adaptively change the weights of the source data and target data. In the source data set, if an example is misclassified, in other words, the example's distribution is very different from that of the target data set, then its weight will be reduced. In the target data set, TrAdaBoost uses the standard AdaBoost to increase the weights of misclassified examples. According to experimental results of TrAdaBoost, it is a high-performance and simple transfer learning algorithm. Although TrAdaBoost has strong transfer ability and converges well, several problems exist, and some of these problems are addressed by some researchers.
Eaton and DesJardins [18] reported that TrAdaBoost discards the first half of the ensemble, which will degrade the ensemble's performance in practice. They proposed a novel set-based boosting for instance-based transfer called TransferBoost, assigning higher weights to source tasks that have positive transferability to target tasks and using AdaBoost to adjust the weights of instances in source tasks. When given a mixture of relevant and irrelevant source data, TransferBoost outperforms TrAdaBoost.
La et al. [24] noted that when TrAdaBoost performs distribution similarity evaluation, it only uses the source data set as the distribution test set; thus, it is difficult to say whether the misclassified examples in the source data set were caused by difference or difficulty. They proposed a twostage distribution evaluation strategy (TSDE) to measure the distance between the base source data set and target data set with the same distribution. According to the simulations and experimental results, the method proposed by La et al. is robust, and it has low time consumption and high accuracy.
Kamishima et al. [19] proposed a TrBagging method that is an extension of bagging [25] . In the learning phase, training data sets are bootstrap-sampled from the target and source data, and weak classifiers are learned from these training sets. In the filtering phase, some good weak classifiers are selected based on their accuracy in the target data, while other weak classifiers are abandoned if their accuracy in the target data is low. TrBagging works easily without the need to severely tune the learning parameters. If the amount of source data is significantly larger than that of target data, however, the imbalance adversely influences its performance.
Xu and Sun [26] proposed multi-view transfer learning with AdaBoost. First, they construct a multi-view transfer learning, which combines the source and target tasks to constituent views, and these two tasks can be learned from every view simultaneously. Then, the AdaBoost method is used to update the weights of data according to their contribution model. This algorithm has been proven to be useful and effective on binary classification problems.
Turki et al. [27] employed a synthetic minority oversampling technique (SMOTE) [28] to obtain the representation of the examples selected from an auxiliary data set, and these examples are combined with the most important genes in the target data set as the cell line expression data for learning. Then, a modified AdaBoost algorithm is used to adjust the weights of selected training examples. The proposed transfer learning algorithm effectively improved drug sensitivity prediction in multiple myeloma patients, but the replacement in resampling may incur an overfitting problem.
In the above related works, the examples are boosting by reweighting. However, some learning algorithms require an unweighted set of examples [12] . By comparing the results of 10 boosting algorithms with 4 learners on 15 data sets, Seiffert et al. [20] determined that boosting by resampling is generally preferred over that by reweighting.
III. WEIGHTED-RESAMPLING-BASED TRANSFER LEARNING ALGORITHM
In this paper, we propose a weighted-resampling-based transfer learning algorithm, named TrResampling. In TrResampling, a new training data set is created, and it has the same size as the original training data sets. Then, the data in the original training data sets with higher weights are selected with a higher probability for the new training data. In other words, for the data in the resampled training data set, the more frequently that it appears, the more likely it is to be correctly classified. The details are shown in Algorithm 1.
Algorithm 1 Weighted-Resampling Framework

Input:
D, a sequence of N examples in data set D 1: randomly initialize the weights of data set D 2: create a new data set D with the same size as data set D 3: give each example in data set D a resampling probability 4 The main idea of the TrResampling algorithm is as follows. In each iteration round, a new source training data set is created by weighted-resampling from the original source data sets, and then the labeled data in the target data set are added to the new source training data set as the training data set. Consequently, the data assigned higher weights in the source data set will receive more emphasis. Then, the TrAdaBoost strategy is utilized to adjust the influence of the source data on building the model. Thus, the misclassified data in the source data set will have lower weights in the next round. At the end, the final hypothesis is combined by all models that are built in if ε t > 0.5 or t=T then 8: go to Step 5.
9:
else 10:
end if 12: Update the new weight vector:
According to the definition of transfer learning [1] , data in the source domain D S and data in the target domain D T have the same feature space X but with different distributions. D S = {(x S 1 , y S 1 ), ..., (x S m , y S m )}, where x S i ∈ X S is an instance and y S i ∈ Y S is the corresponding class label. We have test data set D Test , which has the same distribution as the target domain. In our setup, a significant number of labeled instances in the source domain are available, and only a few labeled instances are available in the target domain, 0 < n m.
IV. ENSEMBLE TRANSFER LEARNING
In this paper, we design an ensemble transfer learning framework, which includes the TrResampling algorithm and other two ensemble transfer learning algorithms in our previous researches [21] , [22] . There common point is that, the ensemble strategies are utilized to adjust the source data and target data, so that the useful data in the source domain and target domain are fully used to train a good learner. The two ensemble transfer learning algorithms in our previous researches are described as follow.
A. BAGGING-BASED TRANSFER LEANING ALGORITHM
The bagging-based transfer leaning algorithm (BETL) is inspired by [19] , and we made many improvements to this algorithm [21] . First, we separate the source data into many subsets, and we add the target data into each subset such that the proportion of source data among target data is reasonable. Second, we use the majority vote to label the unlabeled data in the target domain, and after many iterations, many classifiers are learned by the updated data sets in every iteration.
B. MULTIBOOSTING-BASED TRANSFER LEARNING ALGORITHM
The MultiBoosting-based transfer learning algorithm is combined with AdaBoost and wagging [22] . This algorithm retains AdaBoost's bias and variance reduction and further reduces the variance by wagging such that the total number of errors in classification is reduced. In TrMultiBoosting, the weights of the training data are reset randomly by a continuous Poisson distribution. TrMultiBoosting's weight update method resembles TrAdaBoost, which considers target data and source data separately. For target data, it uses the standard AdaBoost to increase the weights of mispredicted target instances by using reweighting factor β t calculated from training errors in each iteration. For source data, TrAdaBoost uses a weighted majority algorithm [29] to adjust weights, repeatedly decreasing the weights of mispredicted source instances by a constant factor β. TrMultiBoosting's final hypothesis includes all classifiers rather than discarding the first half of classifiers as with TrAdaBoost.
V. EXPERIMENTAL EVALUATION
In this section, two important experiments are conducted. The first experiment analyzes the TrResampling's performance, includes discus the base learner in TrResampling and demonstrate the TrResampling's classification ability on UCI data sets and text data sets. The second experiment analyzes the ensemble transfer learning framework's transferability.
A. RESULTS AND ANALYSIS OF TrResampling
To demonstrate the effectiveness of our algorithm, we conducted experiments on 36 representative data sets from the UCI repository. 1 The 36 UCI data sets, which have been well used for algorithm validation [30] - [34] , represent a wide range of domains and data characteristics, but data sets labor (57 instances) and zoo (101 instances) are too small, and audiology is unsuitable for transfer learning. Thus, we used the remaining 33 data sets in the experiments. All data sets were preprocessed using the same approach as in [22] . To use a data set for transfer learning, we create two sets, namely, the source and target domains. One way to create these sets is to select a binary attribute and use its values to split the data set into two sets, each corresponding to one value of the selected attribute. Intuitively, the two resulting data sets will have different distributions. In this paper, we choose the attribute in every data set for splitting both the binary attribute and the multi-values attribute. The detail of the attribute is selected for splitting, and the corresponding data set distributions are given in [22] .
1) BASE LEARNER OF TrResampling
In this paper, decision tree (C4.5), naive Bayes (NB), and SVM are used as the base learners in our proposed TrResampling algorithm. To seek an accurate error estimate, the algorithm with different base learners repeats tenfold cross-validation 10 times, and the results are averaged. Table 1 shows that C4.5 has better performance than naive Bayes and SVM as the base learners of TrResampling. The results demonstrated Kearns and Mansour's argument that C4.5 can be viewed as a type of boosting algorithm [35] . On the 33 data sets, TrResampling with C4.5 surpasses naive Bayes on 23 data sets with improved the accuracy by 4%, and it surpasses SVM on 19 data sets with improved the accuracy by 0.6%. To clearly demonstrate the advantage of C4.5-based TrResampling, we recall the Friedman test [36] on TrRes-C4.5, TrRes-NB, and TrRes-SVM. From the average ranks of the three algorithms, we consider C4.5 as the base learner designed to handle the unweighted training examples to benefit the resampling.
2) EXPERIMENT ON UCI DATA SETS
To demonstrate the effectiveness of our algorithm on transfer learning, we conducted experiments on 15 data sets. C4.5 is the base learner of TrResampling and TrAdaBoost. Our experiments compare TrResampling using two algorithms, i.e., TrAdaBoost and C4.5, and the number of boosting iterations is set to 100, each algorithm runs 10 time, and the results are averaged. We conducted a two-tailed T-test with a 95% confidence level to compare TrAdaBoost and C4.5 with our new algorithm.
In Fig.1 , we focus on the four datasets heart-statlog, segment, vowel, and waveform. The x axis is the percent of the labeled data in the target domain, which are 1%, 3%, 5%, 10%, 30%, 60%, and 90%. The y axis is the accuracy. As shown in Fig.1 , when the ratio of labeled data in the target domain is lower than 10%, TrResampling's transferability is better than that of TrAdaBoost. Compared with C4.5, TrResampling exhibits strong transferability when the ratio of labeled data in the target domain reached 90%; however, the classification accuracies are similar, which means that the less training data that are in the target domain, the more useful transfer learning is. In order to clearly demonstrates our proposed algorithm's transferability when a few labeled data in the target domain, we choose the 3%, 10%, and 30% of labeled data in the target domain. In Table 2 , TrResampling and TrAdaBoost show their transferability on the 15 UCI data sets. As shown in Table 2 , TrResampling and TrAdaBoost are useful on 15 data sets when the ratio of labeled data in the target domain is lower than 30%. But when the ratio of labeled data in the target domain is higher than 30%, TrResampling and TrAdaBoost jeopardize the classification on the ''hepatitis'' and ''vote,'' which means that when the labeled data in the target domain are enough, transfer learning is not necessary.
On the 15 UCI data sets, TrResampling's performances are better than TrAdaBoost when the ratio of labeled data in the target domain is lower than 30%. the classification accuracy of TrResampling is obviously higher than TrAdaBoost on 3% and 10% of labeled data in the target domain, and their divergences are almost 0.8%. When the ratio of labeled data in the target domain is higher than 30%, TrResampling and TrAdaBoost have similar performances, but TrResampling is better than TrAdaBoost to help the base learner learn an accurate classifier.
Furthermore, we use a nonparametric statistical test to clarify the performances of TrResampling, TrAdaBoost, and C4.5. The Friedman test is employed to detect the overall performances of all tested algorithms in terms of accuracy. The Friedman test results are presented in Table 2 , which shows that TrResampling ranks higher than TrAdaBoost and C4.5 regardless of the ratio of labeled data in the target domain. From the p-value of the Friedman test, TrResampling has significant differences compared with TrAdaBoost and C4.5, which implies that TrResampling significantly outperforms TrAdaBoost and C4.5 on the 15 data sets.
3) EXPERIMENT ON TEXT DATA SETS
The 20-newsgroups is a popular data set for experiments in text classification of machine learning methods, which has 20 different newsgroups, and approximately 20,000 documents in these groups. According to the relationship of different topics in the newsgroups, the 20-newsgroups can be divided to four top categories: comp, rec, sci, and talk. In the experiments, five data sets are generated as the binary classification by randomly selecting two top categories. In each data set, one top category as the positive, another category as the negative. The five data sets are comp vs sci, comp vs talk, rec vs sci, rec vs talk, and sci vs talk, which can be derived in Qiang Yang's website. 2 In order to demonstrates our proposed algorithm TrResampling's effectiveness, we compare it with TrAdaBoost and ARTL [5] on the five text data sets. In the three algorithms, SVM as the base classifier, and the number of iterations is set to 10, each algorithm runs 10 time, and the results are averaged. For the ARTL, four important parameters are set same to [5] , such as the shrinkage regularization δ = 0.1, the MMD regularization λ = 10, the mainfold regularization γ = 10, and the nearest neighbors p=10. For each target data set, as the 20-newsgroups have a large number of data, we set the percentage of labeled data are 0.1%, 1%, and 10%. Statistical significance against TrResampling was assessed using a two-tailed T-test with 95% confidence level. To be fair, we set the base learner of TrResampling is SVM, which is same to TrAdaBoost and ARTL. Table 3 is the classification accuracy of TrResampling compared to TrAdaBoost, ARTL, and SVM on five text data sets. In Table 3 , when the ratio of labeled data in the target domain is 0.1%, TrResampling's average accuracy is higher than TrAdaBoost and ARTL, and both the transfer learning algorithms are significantly outperform the base learner SVM. However, when the the ratio of labeled data in the target domain is higher than 0.1%, the training data sets have enough data to train a classifier, SVM is superior to the transfer learning algorithms, but TrResampling is better than TrAdaBoost and ARTL to help the base learner learn an accurate classifier.
B. RESULTS AND ANALYSIS OF ENSEMBLE TRANSFER LEARNING
In this paper, we use different ensemble methods in transfer learning, such as TrResampling, TrMultiBoosting, BETL, and we compare with TrAdaBoost to demonstrate the effectiveness of our algorithms on 15 UCI data sets. The base learner in all transfer learning algorithms is C4.5. The ratio of labeled data in the target data sets is 3%, and the remainder is set as the test data. The main sets of ensemble transfer learning algorithms are shown in Table 4 . To seek an accurate error estimate, the algorithms repeat tenfold cross-validation 10 times, and the results are averaged. As indicated by the average classification accuracies in Table 5 , TrMultiBoosting and TrResampling are better than that of TrAdaBoost, but the accuracy of BETL is worse than that of TrAdaBoost. As shown in Table 5 , the classification accuracies on 15 UCI data sets of TrResampling, TrMultiBoosting, and BETL are higher than TrAdaBoost, which demonstrated that our designed ensemble transfer learning framework has stronger transferability than TrAdaBoost.
VI. CONCLUSION
To demonstrate that ensemble leaning strategies are useful in transfer leaning, we design an ensemble transfer learning framework that combines bagging, MultiBoosting, and weighted resampling with TrAdaBoost. In this paper, a weighted-resampling-based transfer learning algorithm is proposed, which resamples the useful data in the source domain and combines it with the labeled data in the target domain and then ensembles the classifiers learned by the combined data after many iterations. The experimental results show that our algorithm has outstanding performance compared with TrAdaBoost (boosting by reweighting) on the UCI data sets and text data sets, and it clearly improves the classification accuracy based on the base learners. At the same time, we found that C4.5 is more suitable as the base learner of TrResampling than naive Bayes and SVM on UCI data sets. In the framework, the proposed ensemble transfer learning algorithms are better than TrAdaBoost.
In the future, we will work on the following aspects. First, the ensemble transfer learning framework could be extended to different styles to solve many real-world problems. Second, the deep learning methods could collaborate with the ensemble transfer learning framework to reduce the dimension and enhance the classification accuracy. Finally, the data's relationship between the source domain and target domain could be analyzed to solve the negative transfer problem. 
