Design closure becomes hard to achieve at physical layout stage due to the emergence of long global interconnects. Consequently, interconnect planning needs to be integrated in high level synthesis. Delay relaxation that assigns extra clock latencies to functional resources at RTL (Register Transfer Level) can be leveraged. In this paper we propose a general formulation for design closure driven delay relaxation problem. We show that the general formulation can be transformed into a convex cost integer dual network flow problem and solved in polynomial time using the convex cost-scaling algorithm in [1] . Experimental results validate the efficiency of the approach.
Introduction
Design closure is said to occur when constraints from high levels are satisfied at the low level. With the advent of ultra deep sub micron era, achieving design closure is becoming harder and harder. Inaccuracy of system level predictions, unpredictability in circuit behavior, critical design objectives, high degree of sensitivity among various design objectives are among a few factors to name.
Delay relaxation is a technique at RTL (Register Transfer Level) that relaxes the timing constraints of functional resources by assigning extra clock latencies (or clock cycles), called budgets, to them without violating any of the data flow or scheduling constraints. The problem of delay relaxation with maximum sum of budgets is refereed to as maximum budget delay relaxation problem. Polynomial algorithms can be found in [12] . In [4] , a polynomial optimal algorithm was proposed using network flow technique. The same technique was used in [16] for sequential budgeting. It was shown in [15] that an RTL design with maximum budget resulted in fewer design iterations and faster design closure.
However, a design with maximum budget usually has many critical edges (edges with zero latency slack) since the budget of none of the resources can be further increased. These critical edges will have tighter timing constraints in later stages of placement and routing. On the other hand, due to aggressive technology scaling and increasing operating frequencies, the delay of a global interconnect can be longer than one clock period even with buffer insertion, which makes the timing constraints on critical edges even harder to satisfy.
In [17, 3, 13, 9, 10] , wire pipelining was applied while considering placement and availability of pipeline registers. * This work was partially done at Northwestern University and supported by the NSF under CCR-0238484.
In [17, 9, 10] retiming was explored to distribute pipeline registers to fulfill communication buffering requirements on global interconnects. Although retiming helps to relieve the criticality of global interconnects, it cannot change the total number of registers along a topological cycle. Therefore, we need to integrate interconnect planning in high level synthesis to reduce the complexity of physical layout stage and leverage that burden on early stages of design flow.
Recently, researchers in [14] explored delay relaxation for interconnect budgeting at RTL. They proposed to find an RTL design with a maximal budget such that the number of non-critical edges is also maximized. Note that a maximal budgeting only requires that the budget of none of the resources can be further increased. In other words, a maximum budgeting is necessarily a maximal budgeting but the reverse is not true. They formulated the problem as a mixed integer linear programming and proposed a heuristic algorithm to solve it. Compared with an arbitrary maximal budget solution, design closure was achieved 2.8 times faster on average using the solution given by their algorithm. In addition, they found that the trade-off between resource budgeting and interconnect budgeting can be further leveraged to improve circuit performance.
Our contribution in this paper is twofold. Firstly, we propose a general formulation for design closure driven delay relaxation problem. Unlike [14] , our objective is a maximum budgeting, which is desirable in many applications [4] . We also relate the problem to retiming and propose a convex retiming formulation. Secondly, we show that the general formulation can be transformed into a convex cost integer dual network flow problem and solved in polynomial time by the approach in [1] . The transformed formulation is also amicable to incorporating the trade-off between resource budgeting and interconnect budgeting. Experimental results confirm the efficiency of the approach.
Problem formulation
We model a data flow graph (DFG) as a directed acyclic graph (DAG) G = (V, E), where V is the set of inputs and outputs of functional resources and E = E1 ∪E2 is the union of two subsets: input-to-output relations E1 and interconnects E2 among resources. Figure 1 illustrates an example DFG and its corresponding DAG, where dashed edges are in E1 and solid edges are in E2.
For all e ∈ E, we use d(e) ∈ Z + (positive integer set) to denote the original clock latencies (or clock cycles) on that edge. For example, if e ∈ E1, d(e) could be the minimum amount of clock cycles determined by the functionality of that resource. We use b(e) ∈ Z + to denote the budget we assign on edge e ∈ E during delay relaxation. Each resource edge e ∈ E1 is associated with a concave function δe such that δe b(e) ∈ Z + represents the benefit we gain by assigning b(e) budget on edge e. More latencies for a resource means more possible slow-down in its logic components, which can be transformed to improvements in area, power dissipation, or other design quality metrics. Similarly, each interconnect edge e ∈ E2 is associated with a concave function λe such that λe b(e) ∈ Z + represents the budgeting gain on it. More latencies for an interconnect helps to further relieve its criticality. Intuitively, concave functions δe and λe help to distribute budgets evenly over all edges. Without loss of generality, we assume that all concave functions are linear between successive integers. We use T ∈ Z + to denote the given latency upper bound at primary outputs (POs).
We introduce t(v) to represent the arrival time at v ∈ V . More specifically, t(v) is the maximum latency along any path from primary inputs (PIs) to v. The validity of a delay relaxation is defined by the following conditions.
The condition P 0 follows from the requirement that the arrival times at each PO after delay relaxation should be no larger than the given latency constraint T . For the same reason, the condition P 1 assigns a budget between 0 and T −d(e) to each edge e ∈ E. The condition P 2 computes the arrival time at each vertex. Based on these conditions, we can characterize a valid delay relaxation b by P (b), defined as
We use ∆(b) and Λ(b) to denote the total gain on E1 and E2 respectively, i.e.,
The problem we want to solve can be formulated as follows.
This formulation is very general. δe and λe can be chosen independently according to the application's needs. For example, maximum budget delay relaxation is given by choosing δe b(e) = b(e), ∀e ∈ E1. If we set
for all e ∈ E2, we actually maximize the number of noncritical edges. Both δe and λe defined above are concave. Therefore, the problem of finding a maximum budget delay relaxation with minimal number of critical edges is a special case of Problem 1.
Transformation to a convex cost integer dual network flow problem
The formulation of Problem 1 seems to imply a two-step process, i.e., finding the delay relaxations b that maximize ∆(b) and then choosing among them the one that has the maximum Λ(b). Intuitively, if these two objectives can be appropriately combined into one equivalent alternative, then we may be able to solve it efficiently in one step.
First of all, we define λs as follows.
Note that λs is a constant under given d, λ and T . Consider the following problem.
Problem 2
Maximize (λs
It turns out that a solution to the above problem is the solution we want.
Theorem 1 A solution to Problem 2 is also a solution to Problem 1.
Proof:
Let b be a solution to Problem 1 and b * be a solution to Problem 2. We first show that ∆(b 
. Therefore, the theorem is true.
If we denote k = λs + 1, h = 1, and definē
then we can rewrite Problem 2 as
Note thatFe is convex on each e ∈ E. This problem is also known as convex cost integer dual network flow problem [1] . It is worthy to point out that the trade-off between resource budgeting ∆(b) and interconnect budgeting Λ(b) can be handled smoothly by changing ∆ and Λ.
Convex retiming formulation
In this section, we relate Problem 2 to retiming [8] . We propose a convex retiming formulation for Problem 2 and show that it can be solved by relocating the latencies in the graph, which is similar to traditional retiming where registers are relocated for performance/area optimization.
First of all, note that if
. Similar modification applies to λe. By doing so, the modified problem has a solution with all edges being critical, from which a solution to the original problem can be easily generated. We henceforth assume that there exists a solution to Problem 2 with all edges being critical after the budget assignment.
Such a budget assignment b0 can be obtained by the following process. First of all, we compute the arrival time at each vertex with respect to b(e) = 0, ∀e ∈ E, i.e., no budgeting at all. After that, we assign b0(u, v) = T − t(u) for each (u, v) with v being a PO, and assign b0(u, v) = t(v) − t(u) for other edges. We use r : V → Z to represent the number of latencies that are moved from the outgoing edges to the incoming edges of each vertex. Denote
Consider the following problem.
We refer to it as convex retiming formulation. The next theorem shows that a solution to the convex retiming formulation can be used to generate a solution to Problem 2.
Theorem 2 Let r * be a solution to the convex retiming formulation. Then br
Proof: We first show that br * is valid, i.e., P (br * ). Let t * be the arrival times with respect to br * , thus P 2(t * , br * ) is true. With r * (v) = 0, ∀v ∈ {P I, P O}, the number of latencies along any path from PI to PO cannot be changed by retiming, and thus are kept as T . Therefore, P 0(t * ) is true, which, together with P 2(t * , br * ), implies br * (e) ≤ T − d(e), hence P 1(br * ) is also satisfied. What remains is to show that br * minimizes e∈EF e b(u, v) . Suppose otherwise that b is the solution to Problem 2 such that e∈EF e b (e) < e∈EF e br * (e) . Then, we can obtain a valid retiming r from b such that
This is possible by longest path computation on the acyclic graph G as follows. First of all, let r (i) = 0, ∀i ∈ {P I}. Consider any (u, v) ∈ E. Let p1 be the longest path to v, p2 be the longest path to u, and p3 = p2 ∪ {(u, v)}. We use b(p) to denote the latency of path p. Then r (v) = b (p1) − b0(p1) and r (u) = b (p2) − b0(p2). Since b0 has no non-critical edges, any path to v should have the same latency in b0. This is also true for b . Thus, b (p1) − b0(p1) = b (p3) − b0(p3). In other words,
Consider any PO j and the longest path p to it from a PI i, we have r (j) = r (i) + b (p) − b0(p). Since b (p) = b0(p) = T , it follows that r (j) = r (i) = 0. Therefore, r satisfies both constraints of convex retiming. However, 
When both δe and λe are linear, the convex retiming formulation is reduced to minimum area retiming [8] , which can be solved by a minimum cost flow algorithm. For general convex functions, Ahuja et al. [1] showed that Problem 2 can be transformed into a convex primal network flow problem and solved in polynomial time by cost-scaling approach. We review his approach in the following.
5 Transformation to a primal network flow problem
Constraint simplification
First of all,Fe can be modified to eliminate the bounds on b(e) as follows.
Similarly, the bounds on t(v) can also be eliminated by adding into the objective a convex cost function Bv t(v) defined as follows.
Together with the discussion in Section 4 that there exists a solution for which P 2(t, b) is an equality constraint, Problem 2 can be transformed to
To further simplify it, let w(e) = −d(e) − b(e), ∀e ∈ E Define function Fe w(e) such that Fe w(e) = F e b(e) , which is illustrated in Figure 2 . 
Problem transformation by Lagrangian relaxation
In this section we will apply Lagrangian relaxation [11] to transform Problem 2 to a primal network flow problem. Lagrangian relaxation is a general technique for solving constrained optimization problems. In Lagrangian relaxation, "troublesome" constraints are "relaxed" and incorporated into the objective after multiplying them by constants called Lagrangian multipliers, one multiplier for each constraint. For given multipliers, the relaxed problem is called Lagrangian subproblem. Finding the optimal multipliers under which the Lagrangian subproblem attains the best objective value is called Lagrangian multiplier problem.
The Lagrangian subproblem of Problem 2 is as follows.
L(x) = min w,t e∈E
Fe w(e) + v∈V Bv t(v)
where x(u, v) is the Lagrangian multiplier associated with the constraint t(u) − t(v) = w(u, v). Note that
Fe w(e) − x(e)w(e)
To simplify L(x), a vertex 0 is introduced into G as well as edges (v, 0), ∀v ∈ V . Let G 0 = (V 0 , E 0 ) be the resultant DAG. We define
Then the Lagrangian subproblem becomes
Fe w(e) − x(e)w(e) subject to
It is important to notice that, for a given x, each term of e∈E 0 Fe w(e) − x(e)w(e) is a function of w(e). Since w(e) are independent among all edges e ∈ E 0 , the objective is minimized only when each term of it is minimized. In other words, we can minimize each term separately. Define He x(e) = min w Fe w(e) − x(e)w(e) , ∀e ∈ E 0 Then it becomes L(x) = e∈E 0 He x(e) . The Lagrangian multiplier problem of Problem 2 can be formulated as follows.
He x(e) subject to
This is a primal network flow problem. The constraint is also known as flow conservation, i.e., incoming flow equals outgoing flow. x is called a flow on G 0 if it satisfies flow conservation. For example, x(e) = 0 for all e ∈ E 0 is a flow.
He x(e) is the gain function on e ∈ E 0 with respect to the flow x(e). The Lagrangian multiplier problem asks for an optimal flow such that the total gain over G 0 is maximized. The following theorem [2] establishes a connection between Problem 2 and its corresponding Lagrangian multiplier problem.
Theorem 3 Let x
* be a solution to the Lagrangian multiplier problem of Problem 2. Then L(x * ) equals the optimal objective value of Problem 2.
Convex cost-scaling approach
In the following, we will characterize function He and elaborate the algorithm developed in [1] for computing x * . In Section 6.3 we describe how to use x * to construct a solution to Problem 2.
Function He x(e)
Consider the case when x(e) > M for some e ∈ E 0 , where M is the large number we introduced in Section 5.1 to eliminate the bounds on b(e). By the definition of Fe, we have Thus He x(e) = −∞ when x(e) > M . Recall that the Lagrangian multiplier problem asks for an x * that maximizes e∈E 0 He x(e) . It implies that we can assume x * (e) ≤ M . Similarly, it can be shown that He x(e) = −∞ when x(e) < −M , which implies that x * (e) ≥ −M . Therefore we consider −M ≤ x(e) ≤ M , ∀e ∈ E 0 , in the Lagrangian multiplier problem.
Let ⊥(e) = −T and (e) = −d(e) for e ∈ E, and ⊥(e) = 0 and (e) = T for e ∈ E 0 − E. For each e ∈ E0, we define
Then He x(e) for −M ≤ x(e) ≤ M can be analytically expressed by a set of linear segments specified in the next lemma [1] .
Lemma 1 He x(e) for −M ≤ x(e) ≤ M is a piecewise linear concave function of x(e) as follows, where ⊥(e) < i < (e), Figure 3 gives an illustration of He x(e) for Fe w(e) = −1/w(e), ⊥(e) = −5 and (e) = −1.
x(e) 
Algorithm
Define cost function Ce x(e) = −He x(e) . The Lagrangian multiplier problem can be alternatively restated as
subject to
Notice that if Ce is linear, i.e., Ce x(e) = ρx(e) where ρ is a constant, then the above problem is a minimum cost flow problem, which can be solved in polynomial time [2] . For general convex Ce, since it is piecewise linear, a straightforward approach is to represent Ce as a set of segments, each of which is linear within a small range, and solve it using any minimum cost flow algorithm. However, since the number of segments for each e is (e) − ⊥(e) + 1, minimum cost flow algorithms would not in general run in polynomial time. Intuitively, if the minimum cost flow algorithm can be modified to be aware of the change of cost when the flow is changed, then we can apply it directly to Ce, which may help to solve the problem more efficiently.
In [1] , a polynomial time algorithm was developed for general convex functions based on cost-scaling algorithm [6] .
The cost-scaling algorithm defines pseudoflow x such that x satisfies −M ≤ x(e) ≤ M for all e ∈ E but may violate the flow conservation. For any pseudoflow x, the imbalance of vertex v is defined as o(v)
The algorithm proceeds by constructing and manipulating the residual graph G(x) defined as follows with respect to a pseudoflow x. For each (u, v) ∈ E 0 , G(x) may contain two edges: forward edge (u, v) and backward edge (v, u). Forward edge (u, v) has a cost c(u, v) equal to the right slope of C (u,v) x(u, v) at x(u, v), and a capacity of cap(u, v) = M − x(u, v). Backward edge (v, u) has a cost c(v, u) equal to the negative of the left slope of C (u,v) x(u, v) at x(u, v), and a capacity of
The residual graph consists only of edges with positive capacities. The algorithm also maintains a value π(v) for each v ∈ V 0 , which is refereed to as the vertex potential. For a given residual graph G(x) and a set of vertex potentials, it defines the reduced cost of edge (u, v) as c
A flow or pseudoflow x is called -optimal for some ≥ 0 if for some vertex potential π, the following -optimality condition is satisfied: c π (u, v) ≥ − for all (u, v) ∈ G(x). The cost-scaling algorithm treats as a parameter and iteratively obtains -optimal flows for successively smaller values of . Initially, is set to be the maximum edge cost (which is T in our problem), thus any flow is -optimal. The algorithm then performs cost-scaling phases by repeatedly applying an improve-approximation procedure that transforms anoptimal flow into an /2-optimal flow. When < 1/|V 0 |, the algorithm terminates with an optimal flow x * . The pseudocode of the algorithm is presented in Figure 4 .
Algorithm convex cost-scaling Input: A circuit G = (V 0 , E 0 ) and Ce, ∀e ∈ E 0 Output: An optimal flow x * .
π ← 0 and ← max e∈E 0 (e); Let x * be any flow;
Procedure improve-approximation( , x, π) The basic operation in the improve-approximation procedure is to select an excess vertex u with o(u) > 0. When u has no admissible edges, its potential is increased by /2; otherwise, it performs pushes on admissible edges emanating from it. If Ce x(e) is linear, the amount of flow pushed on an admissible edge (u, v) will be the minimum of the excess and the edge capacity, i.e., min o(u), cap(u, v) . However, when Ce x(e) is piecewise linear, the cost (slope) will change with the change of the flow. For this case, [1] showed that the amount of flow should be min o(u), q(u, v) , where q(u, v) is defined as follows. If (u, v) is a forward edge, then
Intuitively, we push the flow along the current linear segment of the piecewise linear function until we hit a joint point where the cost is about to change. The change of flow is followed by an update in edge cost (slope) based on Lemma 1. The procedure terminates when there is no more excess vertex. Note that the replacement of cap(u, v) by q(u, v) and the following cost update is the only difference between a convex cost-scaling algorithm and a linear costscaling algorithm.
The correctness and complexity of the algorithm is given in the next theorem [1] .
Theorem 4
The convex cost-scaling algorithm in Figure 4 solves the Lagrangian multiplier problem of Problem 2 in O(|V ||E| log(|V | 2 /|E|) log(|V |T )) time, where the complexity of the improve-approximation procedure is bounded by O(|V ||E| log(|V | 2 /|E|)) and O(log(|V |T )) bounds the number of iterations.
The practical efficiency of the algorithm is confirmed by our experimental results in Section 7.
Solution transformation
The convex cost-scaling algorithm upon termination gives an optimal flow x * and the corresponding potentials π. Both x * and π may not be integer. However, since each cost function is piecewise linear, it follows that there always exists an integer optimal potential π * . To determine it, we construct the residual graph G(x * ) with respect to x * and solve a shortest path problem to determine the shortest path distance d(v) from vertex 0 to every other vertex v ∈ V in terms of costs. Since all edge costs in G(x * ) are integer, d is also integer. Then π
gives an integer potential for the Lagrangian multiplier problem. The solution (t * , w * , b * ) to Problem 2 is obtained by assigning t
Experimental results
We used the linear cost-scaling algorithm by Goldberg in [5] and adapted it to convex cost case. We set δe and λe as in Section 2 so that we focus on the problem of finding a maximum budget delay relaxation with minimal number of critical edges. We used the test files extracted from MediaBench [7] . In addition, since the test files are relatively small, we included ISCAS-85 benchmark suite. Note, however, that we treated each gate as a resource. This is reflected by adding DF G as a postfix to the test names in Table 1. Without loss of generality, the original clock latency was set to 1 for each resource and 0 for each interconnect. The latency constraint T was set to the maximum number of resources in a PI-to-PO data flow path. All tests were conducted in a PC with a 2.4 GHz Xeon CPU, 512 KB 2nd level cache memory and 1GB RAM. The results are reported in Table 1 , where column "|E * 2 |" lists the number of non-critical interconnects in the obtained optimal budgeting solution, column " b * " lists the sum of budgets, which is the maximum for the test, and column "t(sec)" lists the running time in seconds. It can be seen that the algorithm is very efficient. All MediaBench test can be finished in 0.02 second. The running times appear to scale well with problem size in ISCAS-85.
Once an optimal budgeting solution is found, the corresponding data flow graph can be implemented, for example, using the synthesis flow proposed in [14] , which includes the usage of Synplicity Synplify Pro 7.7.1 followed by Xilinx 6.3 Place And Route tool. They are omitted here to avoid repetition.
Conclusion
A general problem formulation is proposed for design closure driven delay relaxation. We show that it can be transformed to a convex cost integer dual network flow problem. It can also be viewed as a convex retiming problem. When cost functions are linear, it is reduced to minimum area retiming. The proposed formulation is amicable to incorporating the trade-off between resource budgeting and interconnect budgeting. Using Lagrangian relaxation technique, the dual network flow problem is further transformed to a primal network flow problem, which can be solved in polynomial time by the convex cost-scaling algorithm in [1] .
