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Abstract
There has been a current trend in reinforcement
learning for healthcare literature, where in order
to prepare clinical datasets, researchers will carry
forward the last results of the non-administered
test known as the last-observation-carried-forward
(LOCF) value to fill in gaps, assuming that it
is still an accurate indicator of the patient’s cur-
rent state. These values are carried forward with-
out maintaining information about exactly how
these values were imputed, leading to ambiguity.
Our approach models this problem using Ope-
nAI Gym’s Mountain Car and aims to address
when to observe the patient’s physiological state
and partly how to intervene, as we have assumed
we can only act after following an observation.
So far, we have found that for a last-observation-
carried-forward implementation of the state space,
augmenting the state with counters for each state
variable tracking the time since last observation
was made, improves the predictive performance
of an agent, supporting the notion of “informative
missingness”, and using a neural network based
Dynamics Model to predict the most probable
next state value of non-observed state variables in-
stead of carrying forward the last observed value
through LOCF further improves the agent’s perfor-
mance, leading to faster convergence and reduced
variance.
1. Motivation
In the medical setting, a clinician often decides between
administering two costly tests that give some underlying
information about the patient’s condition (Fleming et al.,
2019) (Buck, 1960). If one test is chosen to be administered,
it is currently common practice in hospitals to update the
timestamp of the test’s administration, leaving that of the
other test the same. Because of this practice, however, raw
clinical data is not necessarily in a form that RL agents
can easily learn from. Thus, there has been a current trend
in reinforcement learning for healthcare literature, where
in order to prepare clinical datasets, researchers will carry
forward the last results of the non-administered test known
as the last-observation-carried-forward (LOCF) values to
fill in gaps, assuming that they are still an accurate indicator
of the patient’s current state. These variables are carried
forward without maintaining information about how their
values were imputed, leading to ambiguity. As RL becomes
more ubiquitous, it is the high level goal to create an agent
that can help improve patient outcomes, which implicitly
requires knowing when to observe the patient’s physiologi-
cal state (using any one of a number of available laboratory
tests) as well as when/how to intervene. Our method, de-
tailed further in the following section, aims to address when
to observe the patient’s physiological state and how to act
optimally both in terms of saving the cost of unnecessary
tests and accurately maintaining the patient’s health status.
2. Approach
We are modeling the issue of optimal control with observa-
tion cost using the Open AI Gym Mountain Car simulator.
The simulator gives an agent two pieces of information
about the game state: the car position and velocity. The
game objective is to get the car to the goal position defined
by the y position of the car in as few steps as possible. In
the original setup, the agent only has three actions: to push
the car left, right, or apply no additional force. In order to
model the medical setting, we assume that one can observe
the car’s position or velocity but at a significant negative
cost. In turn, we adjust the state and action space, making
each state a tuple of the car’s current position and velocity,
carrying forward the last observation of the value that was
not observed, henceforth referred to as the “LOCF without
Counters” state space, and expanding the car’s action space
so each action becomes two-fold, both moving the car and
deciding whether to observe one, both, or neither of the
variables. Next, we augment this initial state space repre-
sentation, adding a counter for both position and velocity in
order to track the number of timesteps since their last obser-
vation, henceforth referred to as the “LOCF with Counters”
state space. Finally, we implement a multi-layer perceptron
forward dynamics model, on top of our current DQN imple-
mentation, to predict the most probable next state value of
any non-observed state variables, providing a better approx-
imation of non-observed values than the outdated values
carried over from previous time steps.
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We have successfully been able to implement our aug-
mented action space, reward space, and proposed state
spaces,“LOCF without Counters” and “LOCF with Coun-
ters”, and have been able to solve mountain car with these
state spaces using a DQN variant with a mechanical energy
based reward, as well as implemented our dynamics model
to predict the next position and velocity of the car given
the current state and the agent’s chosen action. As we will
detail in this report, we have discovered that the addition
of counters keeping track of the age of an observation to
the state space led the agent to learn to reach the goal state
more rapidly than without, with significantly low variance.
Furthermore, the addition of a dynamics model was able
to further improve our agent’s performance showing that
through the use of a neural network trained on the rollout
data, we can find a better way to impute the values of the
missing variables than the current practice of LOCF.
3. Related Work
Our work is based heavily on concepts drawn from the pa-
per: “Missingness as Stability: Understanding the Structure
of Missingness in Longitudinal EHR Data and its Impact
on Reinforcement Learning in Healthcare” written by Scott
Fleming. In this paper, Fleming explains the concept of
“informative missingness”, which is the notion that miss-
ingness in data can provide invaluable information about
the patient state since the clinician must have considered a
variety of underlying factors in deciding whether or not to
administer a test. It is important to note that most of these
factors are not necessarily captured in the medical docu-
ments but the existence of such factors may still be inferred
through missingness. (Fleming et al., 2019) (Sharafoddini
et al., 2019) (Che et al., 2018). Specifically, the paper shows
that incorporating missingness into the state representation,
as a binary indicator, improves the prediction of patient state
dynamic (Fleming et al., 2019). In this paper, we are ex-
panding on the ideas in Fleming’s paper and exploring more
complex indicators, in this case keeping track of the age of
a carried forward observation through counters, to see how
they affect our agent’s performance and then building on
top of that using a neural network to estimate the missing
states instead of re-using outdated values.
4. Augmented Environment Details
In addition to the basic setup explained in Approach, our
Mountain Car has the following state space augmentation
to account for the healthcare analogy:
4.1. State Space Augmentation:
We created two main state space representations: “LOCF
without Counters” and “LOCF with Counters”. Both rep-
resentations include the car’s velocity and position. If the
agent chooses to observe one or both of the variables, the
according value of position or velocity will be updated with
current information about the car. If a value is not observed,
the last obserervation of the variable will be carried forward
and assumed to be an accurate representation of the car’s
current state, as is currently the precedent by RL researchers
in preparing clinical datasets. Additionally, “LOCF with
Counters” includes counters for both position and veloc-
ity tracking how many time steps have elapsed since the
last time each of the values were observed, adding informa-
tion to the state space about the age of an observation. We
eventually expand upon our “with Counter” state space by
replacing the LOCF – or the carrying forward of the last
observation of a non-observed state variable – with the most
probable next state value predicted from a neural network
based Dynamics model of the car. We will refer to this
variation of the “with Counter” state space as ”Dynamics
Model with Counters.”
4.2. Action Space Augmentation:
We expanded the action space as follows: [0, ..., 11] where
each of the twelve values corresponds to the two-fold action
of the car moving left, right, or none, and deciding whether
to observe either or both of the position and the velocity.
4.3. Reward Space Augmentation:
In our mountain car environment, -1 is rewarded for each
time step spent until the agent reaches the goal height of
0.5. An additional cost of -8 is incurred for observing either
the position or the velocity. Initially, we added the negative
absolute difference between the car’s current position and
the goal position as an additional reward term to encourage
the agent’s learning. Ultimately, we decided to use the DQN
with mechanical energy based reward, without the negative
absolute distance reward.
5. Algorithms
We implemented the following algorithms and will discuss
the result from each one below:
5.1. SARSA with Function Approximation
The first algorithm we explored to solve the mountain car
problem was SARSA with Function Approximation (Kirk-
iles). We were able to get this algorithm to solve vanilla
mountain car relatively quickly, but once we augmented
the action and state space for “LOCF with Counters” and
“LOCF without Counters” it was no longer able to solve the
problem. We noticed that it would not reach the goal state
with 20,000 steps per episode (while for vanilla it could
reach the goal state in less than 200 steps). We hypothesized
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that this was because of the augmented state and action
space, which significantly increased the complexity of the
task, compared to the vanilla mountain car problem.
5.2. Q learning with Function Approximation
After trying SARSA with Function Approximation, we also
implemented Q-learning with Function Approximation to
try and solve both vanilla mountain car and mountain car
with our “LOCF with Counters” and “LOCF without Coun-
ters” state spaces. Similar to SARSA with function approxi-
mation, Q-learning with function approximation was able
to solve vanilla mountain car relatively quickly. However,
it began to struggle when we introduced the LOCF imple-
mentation of the problem. For both the LOCF state spaces,
Q-learning failed to solve mountain car after training for
hundreds of iterations.
5.3. DQN Variant with Mechanical Energy based
Reward
Because both SARSA and Q-learning failed to learn moun-
tain car with the last-observation-carried-forward (LOCF)
condition both with and without counters, we decided to
adopt a more robust, reward-shaping algorithm. We used a
DQN variant employing a special reward function derived
from the mechanical energy of the car to provide the agent
with incentives based on the car’s dynamics, code written
by Sachin (Sachin, 2019) . The reward is as follows.
100∗((sin(3∗pt+1)∗0.0025+0.5∗vt+1∗vt+1)−(sin(3∗
pt) ∗ 0.0025 + 0.5 ∗ vt ∗ vt))
In the above reward scheme, (pt, vt) is the position and
velocity at time step t and (pt+1, vt+1) is the position and
velocity at the next time step. We also subtracted our obser-
vation cost of -8 from this reward when we took an observa-
tion action1. This approach was able to solve the mountain
car problem for both the vanilla, “LOCF without Counters”,
and “LOCF without Counters” state space representation,
with the “LOCF with Counters” performing significantly
better than the “LOCF without Counters” state space with
low variance improvement, demonstrating that adding the
counters makes the problem more tractable to solve despite
the high cost of observation.
1Note that the observation cost of 8 is determined through some
level of hyper parameter search. We’ve also experimented with
the observation cost of -3 and -2 to reduce the negative incentives
associated with making an observation, but based on the learning
curves concluded that the observation cost of -8 is representative
of any environments with high observation cost.
5.4. Multi Layer Perception For Forward Dynamics
Model
After training the DQN variant with the Mechanical Energy
Based reward, which was able to solve mountain car for both
the “LOCF with Counter” and the “LOCF without Counters”
state space, we decided to train a neural network to estimate
the physics of the mountain car problem – acting as a dynam-
ics model, which we could use to predict the most probable
next state value of a non-observed state variable instead of
carrying forward its last observed value with LOCF. We used
a multi-layer perceptron feed forward neural network as our
model architecture and we trained it offline with data gath-
ered by running our DQN with Mechanical Energy Reward
for the “LOCF with Counters” state space and recording
the state, action, reward, next state, and next action (s,a , r,
s’,a’) tuples. Once the model was trained, we ran it using
the “with counters” state space augmentation replacing the
carrying forward of the last observation of a non-observed
state variable (“LOCF’), with a prediction from our dynam-
ics model of the most probable next state value to be used
as the representation of the current non-observed state value
instead. Specifically, we replaced the carried forward posi-
tion and velocity with forward pass through the model to
get an estimate for the next state, given the current position,
velocity, and action. This change further reduced the diffi-
culty of the problem while also enhancing the stability of
convergence and the performance of our agent, leading it to
arrive at the goal position much more quickly than the one
using last-observation-carried-forward with counters. The
forward dynamics modelling can be applied to any medical
settings where state variables are correlated (e.g. aPTT and
anti-Xa are correlated tests that inform a clinician of an
appropriate anticoagulant dosage for an ICU patient though
in real medical dataset, the correlation may be obscured by
noise) (Fleming et al., 2019).
6. Experiment Details
We trained our DQN variant with Mechanical Energy based
Reward with the different state space augmentations de-
scribed “LOCF without Counters” and “LOCF with Coun-
ters”, as well as extending our “with Counter” state space to
use a dynamics model of the car to predict the most probable
next state values for non-observed state variables instead of
last-observation-carried-forward, referred to as “Dynamics
Model with Counter.” For all our experiments, we trained
our DQN for 1,000 episodes, capping the number of steps
at 20,000. We used a learning rate of 0.001 and an initial
epsilon of 1 which we annealed by a decay of 0.995 every
iteration. We also have a discount factor or “gamma” of
0.95 and the replay buffer of our DQN also uses a batch
size of 64. It took approximately 8 hours to train our DQN
without the use of counters and 5 hours to train our DQN
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with the use of counters in the state space.
7. Experiment Results
The following plots show the learning curves for the differ-
ent state space augmentations paired with our DQN with
Mechanical Energy Based Reward: “LOCF without Coun-
ters”, “LOCF with Counters,” and “Dynamics Model and
Counters.” Looking at the plots, it is easy to see that the
addition of counters as well as the eventual replacement
of the LOCF for missing states with the predictions of the
dynamics model leads to faster convergence and minimized
variance as compared to the “without Counter” state space.
Figure 1. DQN for 1K training eps – “LOCF without Counters”
Figure 2. DQN for 1K training eps – “LOCF with Counters”
8. Qualitative Results
In order to provide more qualitative analysis, we generated
the following action histograms which show the percentage
of observation of position and velocity based on the car’s
x position. We also include plots that give information
about the “Ratio of Position and Velocity Observation” as
well as “No Observations to the Total Actions” for each
episode in the Appendix in order to give information about
Figure 3. DQN for 1K training eps – “Dynamics Model with Coun-
ters”
Figure 4. Comparison of All Three Methods
the car’s observation behavior over time with the different
state spaces. From these plots, we can gain insight into the
behavior of the car and the effect of the different state space
augmentations on the agent.
Figure 5. Percent of Position and Velocity Observation Based on
Car Position Over 1k Episodes: “LOCF without Counters”
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Figure 6. Percent of Position and Velocity Observation Based on
Car Position Over 1k Episodes: “LOCF with Counters”
Figure 7. Percent of Position and Velocity Observation Based on
Car Position Over 1k Episodes: “Dynamics Model with Counters”
9. Analysis and Discussion
Our analysis is two-fold: First, we looked into how the
state augmentation with counter values enhanced the agent’s
performance; next, we observed action distribution across
different positions of the car and the number of training
episodes to analyze what has the agent learned to act opti-
mally – when and how the agent is choosing to observe in
order to minimize the cost while still reaching the goal. In
addition to generating learning curves that show the number
of steps per episode to reach the goal as shown in Figures
(1)-(3), we examined the action histograms, highlighting
the frequency of observing versus non-observing actions,
dependent on the car’s position as shown in Figures (4)-(6)
and on the number of training episodes (review Appendix).
9.1. Experimental Results Analysis
First, we examined the agent’s performance with and with-
out state augmentation to verify the notion of informative
missingness. Based on the experiment results shown in Fig-
ures (1), (2), and (4) for the “LOCF without Counters” and “
LOCF with Counters” state space, we can see that the agent
supported by the augmented state representation clearly out-
performs the agent without the state space augmentation.
When aided by the counters, which provide information
about the age of velocity and position, the agent is able to
reach the goal much more quickly as shown in Figure (2)
and with reduced variance. In contrast, when the agent is
only given the position and velocity observations without
any information about the number of timesteps these vari-
ables have been carried over for, it takes over 200 episodes
for the agent to reach the goal in less than 10,000 steps. Al-
though the agent eventually learns to achieve the goal in less
than 4,000 steps in both the augmented and non-augmented
state spaces, the agent does not experience as steep of a
learning curve as the agent with the counter information.
Our result is consistent with the claim about informative
missingness made in Fleming et al.’s paper – providing the
age of information, and whether or not certain pieces of med-
ical information have been updated, can provide invaluable
insights into the patient’s condition, significantly enhancing
the RL agent’s predictive performance of the patient’s status
(Fleming et al., 2019).
Finally, from Figure (3) we see that the replacement of the
last-observation-carried-forward with the prediction of the
most probable next state value for a non-observed state vari-
able through the use of the neural network Dynamics model
further leads to improved predictive performance and re-
duced variance. This is further backed by Figure (4) which
shows that the use of “Dynamics Model and Counters” per-
forms better than “LOCF without Counters” and “LOCF
with Counters”. This supports our initial hypothesis that
using a neural network to predict the next state value instead
of carrying forward the value of the last observation for a
non-observed state variable could be a viable and powerful
method to improve RL datasets, particularly when com-
bined with counters to keep track of number of timesteps
since the last observation an shows that utilizing such a Dy-
namics model along enhancing a state space with counters
tracking the age of information could be a great method
to combat missingness in RL datasets. Thus through our
experimentation with “LOCF without Counters”, “LOCF
with Counters”, and “Dynamics Model with Counters”, we
have supported the notion of informative missingness and
enhanced the predictive performance of our agent.
9.2. Qualitative Results Analysis
In order to better understand the behavior of our car, we
generated a number of histogram plots which show the
“Percent Observation Based on the Car x Position.” The
histogram plots for the models that we ran illuminate how
the model is learning across iterations, and specifically how
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changing the state space representation influences when
and where the mountain car agent takes observation as it
attempts to scale the cliff to reach the goals state of the
flag. Before we analyze the histograms, it is important to
note that the mountain car position ranges from -1.2 to 0.6
inclusive with 0.5 marking the goal state. We split the range
of positions that the car actually reaches into 5 smaller
brackets of position for ease of analysis which explains
why the position 0.5 is the maximum value of the the 5th
bucket in our histograms, as the car reaches the goal state at
x = 0.5, but doesn’t go past it to 0.6.
Figure (5) shows the “Percent of Position and Velocity Ob-
servation Based on Car Position” for over 1,000 episodes for
the “LOCF without Counters” state space. In Figure (5), we
can see that position and velocity observations are approx-
imately equal, but interestingly, there are no observations
in the range (-1.2, -.81). This may be because the car gets
stuck in a greedy loop trying to go up the hill to gain a small
amount of mechanical energy reward, and reaches very few
if any states on the far left of the slope which consistent with
the “without Counter” model taking a long time to converge,
as it is very infrequently going to the back of the slope, a
necessary requirement for completing mountain car.
Figure (6) which analyzes the car’s observations across X
positions as it attempts to reach the goal state for the “LOCF
with Counters” state space, we can see by looking at the
scale of the y axis that the model chooses to observe far
more than without counters. This is interesting because the
better performance of the model, coupled with the increased
observation rate implies that the model is learning when to
observe, and using the observations to solve mountain car
more quickly. Additionally, the DQN seems to be observing
far less in the later buckets when it is closer to the goal state
- implying that as we get closer to the goal, the car is able
to realize that it is in a favorable position and accelerate
towards the finish without making more costly observations.
Finally, Figure (7) showcases the “Percent of Position and
Velocity Observations” based on Car Position over 1,000
episodes for ”Dynamics Model with Counters.” At first
glance, it appears that this state space representation has
lead to increased velocity observations, however, if we take
a closer look at Figure (9) in the appendix which shows
the “Ratio of Position and Velocity Observations to Total
Actions” for each episode for the “Dynamics Model with
Counters” representation, we can see that almost all of these
observations came in the first few episodes, when we were
almost completely exploring instead of exploiting. There-
fore, if you discount the velocity observations you can see
that the model is actually observing far less than in figure (6)
- which is what you would expect if the agent does not need
to observe any of the variables because the dynamics model
predicts approximately correct position and velocity values
based on the previous position and velocity at a zero cost.
This implies that the DQN is learning that dynamics model
is providing a ”pseudo observation” sufficiently accurate
to base its actions on, thus optimizing to observe far less,
especially because observation comes at such a high cost
and provides little help.
In summary, adding both counters and the dynamics model
improves the performance of our mountain car DQN agent.
Without these two variants, we suspect that LOCF is a hard
problem for the DQN to solve due to the missing variables.
Additionally, if we look at the distribution of the observa-
tions our model makes along the x-axis, we can see that
the agent learns to observe more to complete its goal when
the counters are introduced, and observe less again when
the dynamics model is introduced. This is consistent with
our understanding of informative missingness because the
results indicate that the age of information can signal to an
agent about when to observe. When the forward dynamics
predictor is introduced, the agent no longer needs to rely on
expensive observations since the approximate values can be
obtained at no cost and therefore learns to reach the goal
without making observation. It is also interesting to observe
that in both “LOCF Without Counters” and values imputed
by forward dynamics, the agent avoids making expensive
observations, but in the first case the negative incentive asso-
ciated with observation impedes the agent’s learning while
in the latter case, the observation cost does not affect the
agent’s learning.
9.3. Statistical Analysis
Next, we were interested in statistically examining the cor-
relation between the x position of the car and whether or not
the agent makes observation. Based on the data collected
from experiments with and without counters as well as the
experiment with the forward dynamics predictor, we ran
logistic regression with x position of the car as the indepen-
dent variable and whether or not the agent observed one of
the game variables as the dependent variable, and observed
the p-value of the x coefficient. With ‘LOCF No Counters’
data, x position of the car and whether or not the agent
observed velocity has the p-value of 0.004. Similarly, with
‘Values Imputed by Forward Dynamics’ data, the p-value of
the two variables is 0.003. With ‘LOCF with Counters’, the
p-value is 0.041, which is higher than the first two cases but
still statistically significant. In all three cases, the p-value
is statistically significant to reject the null hypothesis that
the agent’s velocity observation is independent of the car’s
current position along the x-axis of the slope. We were also
interested in observing a similar trend with the agent’s posi-
tion observation, but since the number of position observing
samples is too small, compared to the total number of ac-
tions, in most of our datasets, we ran into perfect or quasi
separation issue when training the logistic classifier. While
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we were unable to successfully reject the null hypothesis for
the agent’s observing position, the p-testing on the agent’s
velocity observation suggests a strong correlation between
the car’s position and whether or not to observe velocity.
10. Conclusion and Next Steps
Through this paper, we hoped to (1) better establish the
notion of informative missingness with our mountain car
state augmentation, (2) explore an alternative to LOCF and
improve the agent’s predictive performance directly through
a forward dynamics model to compensate for the missing
observations, and (3) examine what leads to the agent’s
choosing to observe or not. We’ve successfully answered
the first two questions regarding ways to improve the agent’s
performance in the face of missing data due to costly obser-
vations. We are also interested in different ways to verify
the factors leading to the agent’s decision to observe or not.
Our current hypothesis involves the car’s position along the
x-axis and the number of training episodes, but this hypoth-
esis testing would require more training samples to reduce
variance in our results and be able to identify the correla-
tion between the agent’s actions and different environment
variables.
Our current next steps are: (1) Reduce variance and further
verify reproducibility of the experiments by running the
same experiment with different seeds. (2) Apply to medical
simulators where correlations between state, action, and
next state are less conspicuous from the dataset. Again test
the notion of informative missingness with a simple state
augmentation and train a predictor to identify the correla-
tion, then test the effectiveness of the dynamics predictor.
(3) Further complicate the mountain car example by training
the forward dynamics online. In our current experiment
setup, the dynamics model is trained on the dataset from a
previous rollout. Instead, we propose to train the dynamics
model as the agent is learning to observe or not observe the
game variables. In this setting, the observation has an addi-
tional benefit of providing the dynamics model with reliable
data from which the correlation can be learned. It would be
interesting to observe whether the agent becomes aware of
this additional advantage when choosing to observe. In such
a case, we predict that the agent would observe both the ve-
locity and the position significantly more in earlier training
episodes to help train a more reliable dynamics predictor,
then in later episodes, would optimize towards not making
any more observation and simply obtain estimated values
from the predictor. This last extension would imply that
expensive observations may be more useful in the earlier
stages of learning when the agent is trying to learn the under-
lying correlation of the state and the next state given some
action, and as the dynamics model becomes more reliable,
the agent relies less on making expensive observation.
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(a) Ratio of Position Observations to To-
tal Action
(b) Ratio of Velocity Observations to
Total Action
(c) Ratio of No Observations to Total
Action
Figure 8. Ratio of Observation to Total Action for ”LOCF without Counters”
(a) Ratio of Position Observations to To-
tal Action
(b) Ratio of Velocity Observations to
Total Action
(c) Ratio of No Observations to Total
Action
Figure 9. Ratio of Observation to Total Action for ”LOCF with Counters”
(a) Ratio of Position Observations to To-
tal Action
(b) Ratio of Velocity Observations to
Total Action
(c) Ratio of No Observations to Total
Action
Figure 10. Ratio of Observation to Total Action for ”Model with Counters and Dynamics”
