Emotion Classification (EC) aims at assigning an emotion label to a textual document with two inputs -a set of emotion labels (e.g. anger, joy, sadness) and a document collection. The best performing approaches for EC are dictionary-based and suffer from two main limitations: (i) the out-of-vocabulary (OOV) keywords problem and (ii) they cannot be used across heterogeneous domains. In this work, we propose a way to overcome these limitations with a supervised approach based on TF-IDF indexing and Multinomial Linear Regression with Elastic-Net regularization to extract an emotion lexicon and classify short documents from diversified domains. We compare the proposed approach to state-of-the-art methods for document representation and classification by running an extensive experimental study on two shared and heterogeneous data sets.
entire documents), assign to each document a label e ∈ E. Developing effective techniques to detect emotions in user-generated content can be useful, for instance, to understand the position of a population towards a certain social issue or to assess the success of a marketing campaign [15] . Traditionally, EC has been performed mainly using dictionary-based approaches which employ lists of terms related to specific emotions -e.g. ANEW [3] . Nevertheless, there are two main issues limiting the broad applicability of these approaches: (i) they cannot be employed in domains where a term is used with different emotional connotations than the dictionary denotations; and, (ii) they cannot infer an emotion label for sentences that do not contain any of the known keywords (out-of-vocabulary keyword problem). To overcome these two limitations, we propose a supervised method to extract an emotion lexicon from a given textual corpus to perform EC on other documents from different domains. Our approach exploits the coefficients of a multinomial logistic regression model to extract an emotion lexicon from a collection of short textual documents. First, we extract all unigrams and bigrams in the chosen collection and consider their TF-IDF weights. Second, we train a logistic regressor to perform EC on the documents of the collection. Third, we create the emotion lexicon by considering all the unigrams and bigrams with non-zero coefficients in the logistic regressor model. We also perform an exhaustive evaluation of the proposed approach. We assess the quality of the selected terms in the lexicon as features for EC by comparing the proposed method to a popular feature selection approach: Principal Component Analysis (PCA). We evaluate the quality of the lexicon for the EC task by employing four supervised classifiers (i.e. K-Nearest Neighbors, Gaussian Naive Bayes, Support Vector Machine, Feed-Forward Neural Network) in order to assess the impact of our lexicon on different classification approaches. We evaluate the generalization power of the lexicon extraction method by employing two heterogeneous public collections (tweets and news headlines). Finally, we compare our lexicon-based document representation approach to Word2Vec [18] , a widely-used method to create dense document representations; to FastText [13] , a stateof-the-art method for document classification; to a set of Naive Bayes classifiers (SNBC), each trained to recognize one emotion, as done in [29] ; and to the approach presented in [1] , which employs a generative unigram mixture model (UMM) to model emotionality and neutrality of words from labeled documents. The main contributions of this work are:
• the application of a method based on regularized multinomial logistic regression to build an emotion lexicon; • the feature selection process of the lexicon extraction method which employs: (i) unsupervised methods for document representation (TF-IDF and Word2Vec); and, (ii) supervised and unsupervised methods for dimensionality reduction (logistic regression and PCA); • the evaluation of the discriminative power of the selected features by means of extensive classification experiments with four different classifiers of increasing complexity; • the comparison of our best performing classification pipeline to #Emotional Tweets [19] -i.e., the best-known baseline on the Twitter Emotion Corpus (TEC) data set; • the comparison of our best performing classification pipeline to SNBC [29] and UMM [1] , two other recent approaches for emotion classification; • a "transfer learning" experiment to assess the consistency of the proposed approach across different domains. We extract the lexicon from the TEC data set and we test it on the TEC itself and on the SemEval 2007 Affective Text Corpus [31] (1000 and 250 News Headlines) for the EC task; • a shared public repository containing the open source code and references to the data to reproduce our experiments.
We show that the proposed approach performs better overall than the chosen baselines (i.e., #Emotional Tweets, UMM, SNBC) both on the homogeneous scenario (learn and test on tweets) and on the heterogeneous scenario (learn on tweets and test of news headlines). Moreover, we show that our approach for short documents representation is highly competitive with two cornerstone methods like Word2Vec and FastText. The rest of the paper is organized as follows: in Section 2 we give an overview of the most popular strategies for EC; in Section 3 we present our approach for EC and its main components; in Section 4 we describe the shared collections used in our experiments and our experimental setup; in Section 5, we present the results of different classification systems. Finally, in Section 6 we draw some conclusions and outline future work.
RELATED WORK
In the last years, SA and Opinion Mining research increasingly focused on the classification of user-created contents like tweets [6, 21] , news [14] or customer reviews [25] available on the Web. Despite this, the importance of a more fine-grained emotion classification (EC) on this type of documents has emerged only recently [12] .
There are two main approaches to EC: the categorical one [5] , which consists of assigning a label to each element to be classified; and the dimensional one [27] , which attempts to represent detected emotions in a space, for example of two dimensions, such as valence (i.e. pleasure/displeasure) and arousal (i.e. activation/deactivation). In the literature, EC has been applied to different domains and textual data of different lengths, from posts on social media [35] to fairy tales [10] . Each application domain has its own peculiarities. Specifically, classification for shorter texts is usually more challenging and less effective. In this work, we focus on the analysis of short texts and on the problem of how to extract meaningful features for the classification of emotions.
Some approaches tackle emotion classification as a multi-label classification problem. In [4] for example, the authors assign zero or more emotion labels to each sentence in a movie review and propose a method to learn dependencies between labels and exploit this information during the classification. In this work, we consider the problem as a multi-class classification problem since this is the most widespread formulation, and it allows us to evaluate more easily our method of emotion lexicon extraction. This is a reasonable assumption since in our case we are dealing with short texts which usually express a single emotion.
Different sets of 6, 8 or 20 emotions [7, 11, 23, 24] have been considered in the literature; however, the set of six Ekman emotions [7] (anger, disgust, fear, joy, sadness, and surprise) has become the most popular choice in many studies such as in [32] and in SemEval 2007 "Affective Text" task [31] . For this reason, we employ this set of six emotions to evaluate our approach and compare it to #Emotional Tweets [19] where the author propose another supervised method to extract features for EC in tweets based on Pointwise Mutual Information (PMI). In [19] , the author employs PMI to select word n-grams according to their correlation with emotion labels in a data set, then uses the information on the presence or absence of these features in a document to perform its classification using a Support Vector Machine (SVM) classifier.
The original approach presented in this work for document representation, dimensionality reduction and emotion lexicon extraction is based on a multinomial regression model which is employed to select the most relevant features for the classification task. To the best of our knowledge, we are the first to apply, in the EC domain, a multinomial regression model for lexicon extraction.
A related approach to ours is FastText [13] , a state-of-the-art method for document classification. FastText first learns a word embedding, then averages word representations into a text representation, and finally uses softmax to compute the probability distribution on the predefined classes. This architecture is inspired to the CBOW Word2Vec [18] model. In particular, in FastText the middle word used in CBOW is replaced by a class label. This approach, similarly to what we propose in this work, uses a labeled data set to create document embeddings with discriminant features and has been successfully used for SA before [22] . For this reason, we compare our approach for EC also to FastText.
We also compare our approach to two other recent approaches for emotion classification. SNBC [29] , which employs a set of Naive Bayes classifiers (SNBC) -each trained to recognize one emotion -for emotion classification; and to the approach presented in [1] , which employs a generative unigram mixture model (UMM) to model emotionality and neutrality of words from labeled documents and then classify them.
PROPOSED APPROACH
We propose to use a labeled collection of documents where each item is associated with an emotion label and begin by indexing it with TF-IDF, extracting all the unigrams and bigrams which appear in the collection more than 5 times. 1 Then, we train a multinomial logistic regression model with elastic-net regularization and consider its sparse coefficients matrix β (see Equation 4 ). For each class, we keep the features extracted with TF-IDF, which have non-zero coefficients in the respective column of β. This set of unigrams and bigrams constitutes the emotion lexicon we extract for each emotion.
The components of our lexicon extraction and evaluation pipeline are detailed in the rest of this section.
Emotion Lexicon Extraction
Document Representation. We first perform stopwords removal; 2 secondly, we create document embeddings using TF-IDF indexing [17] . TF-IDF is a well-established technique and at this step in our pipeline we index the documents considering all unigrams and bigrams in the collection.
Lexicon Extraction. The proposed approach for lexicon extraction is based on multinomial logistic regression (MLR) with elastic net regularization [2] . Logistic regression is a non-linear model for classification, also known as logit regression, maximum-entropy (MaxEnt) or log-linear classification. This model estimates the probabilities describing the possible outcomes of the classifier using a logistic function. For binary classification problems, suppose we have a response variable that takes values in G = {0, 1}; we denote with y i = I (д i = 1) the indicator response variable. We model the logistic function as
where β is a p-dimensional array and p is the size of an input sample, β 0 is a scalar and represents the intercept of the model. The objective function for the elastic net penalized logistic regression uses the negative binomial log-likelihood (where α ∈ [0, 1] is the elastic-net regularization coefficient):
For multi-class classification problems with K classes [30] , the logistic function is
where the response variable has K levels G = {1, 2, ..., K }. Let Y be the N × K indicator response matrix, with elements y i ℓ = I (д i = ℓ). Then, the elastic net penalized negative log-likelihood function [33] is 1 The choice of this frequency threshold is based on the results of the experiments on the selected collections. 2 We employ a list of 170 English terms, see nltk v.3.2.5 https://www.nltk.org.
where β is a (p + 1) × K matrix of coefficients, β k refers to the k-th column (for outcome category k) and β j the j-th row (vector of K coefficients for variable j). The last penalty term is ||β || 1 where we employed a lasso penalty on its coefficients in order to induce sparse solution.
To solve this optimization problem we use the partial Newton algorithm by making a partial quadratic approximation of the loglikelihood, allowing only (β 0k , β k ) to vary for a single class at a time. For each value of λ, we first cycle over all classes indexed by k, computing each time a partial quadratic approximation about the parameters of the current class. 3 After obtaining a model, we examine the β-coefficients for each class and keep the nonzero features extracted with TF-IDF. Finally, for EC, we consider the terms associated to non-zero coefficients and we index the documents in the experimental collections considering only these terms with their respective TF-IDF weight.
Emotion Lexicon Evaluation
In order to evaluate the quality of the features selected with our approach for lexicon extraction, we compare it to another method for feature selection and dimensionality reduction: Principal Component Analysis (PCA) [36] . We use PCA to decompose a multivariate data set in a set of successive orthogonal components that explain a maximum amount of the variance. In this case, our goal is to create a new lower-dimensional set of features to represent a textual document in order to later detect the emotions expressed within the document itself. We employed the randomized truncated Singular Value Decomposition (SVD) 4 to create new document embeddings of size 50 (this size leads to the best performances on both the test data sets as we have assessed empirically).
To check if the proposed approach for feature selection leads to a consistent performance improvement because of the discriminant power of the extracted lexicon, we perform EC using different classifiers of increasing complexity.
We classify the documents according to the emotions they express in a multi-class fashion. For data sets which associate more than one label to each document, we train a classifier for each class (i.e. to predict the labels "Joy" and "Not-Joy"), repeat the process for each emotion, and solve the multi-label classification problem as a set of binary classification problems. The classifiers we employ are the following:
• K-Nearest Neighbors (K-NN): a simple widely-known supervised classifier based on the distance between elements in the input space. Different distance metrics can be used, we considered the most widely-used Euclidean distance; • Gaussian Naive Bayes (GNB): a supervised probabilistic classifier based on the Bayesian model [28] , which assumes independence between the input features and does not require any hyper-parameter optimization; • Support Vector Machine (SVM): one of the most popular and effective supervised classifiers [28] . This is also the classifier employed in #Emotional Tweets, the baseline to which we compare the proposed approach. In our experiments, we decided to employ an SVM with a linear kernel in order to keep the model as simple as possible and to speed up the optimization process of its hyper-parameters; • Feed-Forward Neural Network (FFNN): a supervised classifier which can be of arbitrary complexity growing with the number of layers and hidden units of the network. We included this classifier in our pipeline since Neural Network and Deep Learning-based approaches are attracting great interest in the NLP and, more in general, in the Machine Learning community. The hyper-parameters that we considered for the optimization of this classifiers are the number of layers and their size. We considered different combinations of one or two layers of sizes from 5 to 5000.
In order to evaluate the generalization power of the proposed approach for lexicon extraction, we extract an emotion lexicon from the TEC data set and then perform EC on the SemEval 2007 Affective Text Corpus. The results of our evaluation are reported in Section 5.
Finally, we compare the results of different classification pipelines to #Emotional Tweets, SNBC, UMM, Word2Vec and FastText as alternative and effective methods for dense document representation.
EXPERIMENTAL SETUP AND REPRODUCIBILITY
The implementation of the proposed methods and the code for their evaluation is available on our public repository. 5 For the evaluation of our pipelines we employ two publicly available data sets:
• 1000 and 250 Headlines 6 : the SemEval 2007 Affective Text corpus [31] contains 1250 newspaper headlines (1000 for training and 250 for testing) labeled with the six Ekman emotions by six annotators. For each headline-emotion pair, the annotators assigned scores from 0 to 100 indicating how strongly the emotion was expressed in the headline. For our experiments, like in [19] , we considered scores greater or equal to 25 to indicate that the headline expresses the corresponding emotion; • TEC 7 : the Twitter Emotion Corpus (TEC) data set [19] contains a set of 21,051 tweets labeled with the six Ekman emotions downloaded with the Twitter API 8 and labeled according to their hashtags (i.e., #anger, #disgust, #fear, #joy, #sadness, #surprise).
We begin by training a Word2Vec model 9 to obtain vectors with 100 features by employing the skip-gram algorithm with negative sampling (5 negative samples), a window of 5 terms, and we filter out words that appear in the collection less than 10 times. We iterate the training for 5 epochs on each of the evaluation data sets. Document embeddings are obtained by averaging their word embeddings. Then, for our experiments, we first extract (for each data set) the features in an unsupervised way with TF-IDF or Word2Vec (or in a supervised way with FastText 10 ); after this, we reduce the size of the TF-IDF embeddings by training the multinomial logistic regression model on the data set split into a training and a test set of equal size; finally, we apply the classifiers we described in Section 3.2. In order to statistically validate our results, we employ a 5 folds cross-validation procedure for each combination of the our proposed classification pipelines. Since the scores relative to each fold of the baseline method [19] are not available, we are not able to compute any statistical test to check if our results are statistically different from the chosen baseline; nevertheless, we report a comparison of the metrics obtained by summing and then averaging the results from each run.
The hyper-parameters of the considered classifiers have been obtained by optimizing them using the scikit-learn RandomizedSearchCV class. 11 For all our experiments we decided to keep the optimized configuration of the classifiers hyper-parameters associated to the documents embeddings created with TF-IDF on TEC data set. We also evaluated the impact of the optimization of the classifiers on the 1000 Headlines data set and noticed no relevant performance improvement with a different configuration of the hyper-parameters.
The hyper-parameters employed for each document classifier 12 are the following: The emotion lexicon we employ has been extracted from a subset of the TEC data set (70%) randomly sampled without replacement. 13 The performance measures we employed for the evaluation of our approach on the Headlines data set displayed in Table 2 are mean precision, mean recall and mean f1 score calculated as the average of single class precision (recall, f1 score) over all considered classes. We obtained the measures relative to FastText in Table 2 converting the class probabilities returned by the algorithm to binary values according to a threshold value. We decided to evaluate FastText on the best-case scenario, selecting the threshold which led to the best results on the test data set.
EVALUATION 5.1 Features Quality
In Figure 1 and Table 1 , we report the results obtained on TEC data set. In this case, the problem to solve is single label multi-class classification. We evaluated four different classification pipelines and report the F1 score for each pipeline and emotion:
• TF-IDF: we employed TF-IDF indexing to compute the document embeddings and we classified them using four different classifiers; • TF-IDF w/MLR: we employed a Multinomial Logistic Regressor (MLR) to extract an emotion lexicon for each class and then performed document classification using the TF-IDF embeddings relative to that lexicon; • TF-IDF w/PCA: we employed TF-IDF indexing to compute the document embeddings and then reduced their size using PCA. We report the classification performance using four different classifiers; • W2V: we computed document embeddings by averaging the term embeddings of each document and classified them using four different classifiers; • ET: the #Emotional Tweets baseline on the TEC data set performance (obtained with an SVM classifier); • MLR: we employed TF-IDF indexing to compute the document embeddings, then employed a MLR for the classification of the documents, without any feature selection step; • SNBC: we report the results obtained on the TEC dataset by [29] with a set of Naive Bayes classifiers, each trained to predict one emotion, using unigrams and bigrams as lexical features.
Based on the charts in Figure 1 (and in Table 1 for a more accurate analysis), we can make five conclusions. First, dimensionality reduction (either with PCA or with the selected lexicon) leads generally to a performance improvement in the EC task. Second, the proposed approach for feature selection leads to a stable performance increase with almost all of the classifiers (the GNB classifier is the only exception on the TEC dataset). Third, if we compare the proposed approach for document representation to the pipeline using Word2Vec, we notice a better performance of our approach with all of the classifiers except for the GNB. Fourth, we notice that when we combine our method for lexicon extraction with the SVM classifier (or the FFNN), as it is done in #Emotional Tweets, we always obtain a better performance than the current baseline on the TEC data set. Finally, we observe that the F1 scores of the proposed approach for feature selection, when used in the same pipeline of the FFNN or SVM classifiers, are always higher or equal to the cases where only a MLR was employed for the classification, without feature selection.
We compare our approach to FastText -considered here as another state-of-the-art approach for document classification -and our method outperforms it in several cases; FastText performs better than our approach only on precision for anger and disgust and on F1 score for sadness and surprise. It is worth noticing that an advantage of our approach with respect to FastText is the interpretability of predictions. In fact, FastText is based on an artificial neural network and it is difficult to figure out which features play a major role in classification. On the contrary, in our pipeline we have access to the weights relative to each unigram or bigram selected by the MLR model and the SVM classifier. Hence, we can estimate the influence of each feature on the classification of each document. Moreover, our model does not require to learn an embedding for unigrams and bigrams, differently from FastText. Thus, it is more suitable for classification over small collections.
We also compare our approach to SNBC [29] , and we outperform it in most of the cases with just one exception in the classification of tweets expressing anger.
Therefore, the proposed approach for lexicon extraction is a trustworthy and well-performing new method to select terms in a corpus which are discriminative for the classification and it outperforms the current baselines.
Generalization Power and Overall Performance
In Table 2 we compare our approach for emotion lexicon extraction with the method proposed in #Emotional Tweets, a Word2Vec-based document representation, FastText, and the UMM approach presented in [1] . We extract an emotion lexicon (unigrams and bigrams) from TEC data set then, we evaluate the classification accuracy with the lexicon extracted from the training data set on the 250 Headlines collection. 14 We employed this experimental setup to be able to compare our approach to the chosen baseline system [19] under the same conditions. Contrarily to [19] -for the hardware limitations of our setup -we employ only 70% of TEC data set for lexicon extraction instead of the whole collection, then perform the evaluation on the 250 Headlines collection. For the experiments using Word2Vec and FastText, we trained, respectively, the GNB classifier and the FastText model, on the 1000 Headlines collection.
As we can see in Table 2 , our method for the extraction of an emotion lexicon outperforms the other approaches and the baseline in terms of recall and F1 score.
Moreover, we observe that the number of features in the emotion lexicon extracted with our approach is roughly half of those of the baseline; this indicates that we are selecting a more restricted subset of elements, without compromising the overall classification quality.
In the comparison with UMM, we considered its best performing case, where additional information was used and training and testing were performed on data from the same domain. The authors employed the following additional features: Part-Of-Speech (POS) tags and Contextual Features (CF) which include punctuation marks, emoticons, capitalized words, elongated words, negations and sentiment features. 15 Even though in [1] the authors indicate only the average F1 score of their evaluation results, we see that our approach -even in a cross-domain classification scenariooutperforms UMM. 14 We used the 1000 Headlines collection as a training set for the classifier as done in the baseline system. 15 For a complete description of these features, please refer to [1] 
CONCLUSIONS AND FUTURE WORK
In this work, we proposed and evaluated a novel approach for emotion lexicon extraction. The process employs a multinomial logistic regressor to extract an emotion lexicon from a labeled collection of documents.
To evaluate the quality of the extracted lexicon, we performed two different tests: (i) we considered lexicon extraction as a feature selection/dimensionality reduction problem and compared it to PCA; (ii) we compared the classification performance of different classifiers with the proposed lexicon-based document representation in order to assess the discriminant power of the lexicon terms.
The results of the above experiments showed a consistent performance improvement in the EC task when employing the proposed approach. We also compared our approach for document representation to Word2Vec, considered as the most widespread alternative to obtain dense document representations, to FastText, a state-ofthe-art method for document classification, and to SNBC [29] . With respect to Word2Vec and SNBC, we obtained better performances for almost all emotions (with the exception of the emotion anger, where SNBC is the best option), and we are competitive also with FastText, which outperforms our approach only in a handful of cases. Furthermore, the proposed approach for EC has the advantage of being more interpretable than embedding-based ones since the features we used to perform the classification are easily accessible and represented by word unigrams and bigrams. Finally, we evaluated the generalization power of the lexicon extraction process by generating a lexicon from TEC data set, and using that for the classification of the documents in the SemEval 2007 Affective Text corpus. Also in this case, our approach performed better overall than #Emotional Tweets [19] and UMM [1] the baseline systems chosen as reference.
All the information necessary to reproduce our experiments, including the details about the training of the classifiers, is provided. We also make our code publicly available.
We highlight that our approach might be applied to document classification also for other tasks, such as topic labeling or sentiment analysis. Indeed, we are using a general approach adaptable to any task or applicative domain in the document classification field. Another element of investigation will be the analysis of the impact of the pre-processing step for document representation. Finally, we plan to conduct a thorough statistical analysis by means of general linear mixed models in order to determine the contribution of each Table 1 : Classification results on TEC data set (full results in Figure 1 ). We highlight in bold the top performance value of each measure for each emotion. component to the overall pipeline similarly to what has been done for off-the-shelf information retrieval systems in [8, 9] .
