Marketing academics and practitioners recognize the importance of monitoring consumer online conversations about brands. The focus so far has been on user generated content in the form of text. However, images are on their way to surpassing text as the medium of choice for social conversations. In these images, consumers often tag brands. We propose a "visual listening in" approach to measuring how brands are portrayed on social media (Instagram), by mining visual content posted by users. Our approach consists of two stages. We first use two supervised machine learning methods, traditional support vector machine classifiers and deep convolutional neural networks, to measure brand attributes (glamorous, rugged, healthy, fun) from images.
and automatically learns representation of data with multiple levels of abstraction (LeCun et al. (2015) ). We train two deep neural networks. The SVM model achieves an average out-of-sample prediction accuracy of 65.3%. The ConvNet model achieves an average 79.4% accuracy. From the first stage, we have classifiers that are able to determine which perceptual attributes a given image has.
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In the second stage, we apply the models that we trained in the first stage to consumercreated and firm-created brand images shared on Instagram. We collect a set of images hashtagged with brand names for a total of 56 brands in two product categories: apparel and beverage. For each brand, we compute the ratio of brand images classified as positive on each brand attribute. With this measure, we can visualize the competitive landscape of brands through a perceptual map. These perceptual maps give face validity to the method, and also allow brand managers to better understand how their brands are portrayed relative to other brands on social media. We demonstrate external and convergent validity by accessing the consistency between brand metrics derived from consumer-created brand images, firm-created brand images, and a survey-based brand perception measure. The three types of data (consumer images, firm images, and survey) measure different but related constructs. The metric derived from consumer-created photographs measures how consumers portray the brand on social media, which is our focus in this paper. Images firms post on social media are strategically placed there as part of the firm's marketing strategy to create a certain brand image. The survey metric aims to capture the perception of a nationally representative sample of consumers. We demonstrate convergent validity by showing positive correlation between these three metrics, but also identify key differences in how consumers and firms portray a brand, and how the average consumer perceives it.
Our study makes both a methodological and a substantive contribution to the literature.
Methodologically, we propose a unified framework to extract brand metrics from consumercreated brand images, utilizing multiple visual-content data sources. This framework can be adopted for other image-related marketing problems, such as learning consumer preferences through their posted images. We are also among the first to use a deep learning approach in marketing. Deep learning methods have significantly improved performance of many Article submitted to Marketing Science; manuscript no. (Please, provide the manuscript number!) (e.g., Chevalier and Mayzlin (2006) , Liu (2006) , Archak et al. (2007) ). The focus so far has been on text. We contribute to this literature by proposing a method to also leverage the increasing amount of consumer-generated images available online.
Leveraging image content is an important contribution to this literature. By focusing only on text content, a significant portion of online conversations is not being "heard."
First, many consumers, particularly millenials, prefer visual-based online communication, product that does not affect my sense of taste" and "An oral care product that is quiet."
Tirunillai and Tellis (2014) recover attributes such as ease of use, reliability, portability, safety, and comfort. We demonstrate that from visual content we are able to recover different dimensions of brand image, specifically those related to the nonfunctional attributes of the brand. Images non-verbally convey a lot of information about the usage situation, the setting, mood, and feeling associated with the product. For example, although a consumer is unlikely to write that he is feeling rugged today wearing his Levi's jeans, a photograph tagged with Levi's may look rugged.
This work also contributes to the visual marketing literature, which has studied how consumers perceive different visual stimuli. For decades, firms have used visual stimuli to 9 shape consumer brand perceptions through brand logos, advertisements, retail store decoration, and, more recently, social media. For example, Raghubir and Greenleaf (2006) examined how geometry, specifically, the ratio of the sides of a rectangle product or package, affect consumers' purchase intentions and preferences. Zhang et al. (2009) modeled the effects of feature ad design characteristics (e.g., ads' surface size and number of supporting colors) on sales of the feature product, and investigated the mediating role of attention.
Wedel and Pieters (2014) investigated how color schemes affect rapid gist perception of an ad, product category, and brand recognition under brief and blurred exposure conditions.
They found color of the central diagnostic object in the ad plays a key role in protecting gist perception. Xiao and Ding (2014) find faces in print ads affect ad effectiveness. Our analysis contributes to this literature by demonstrating to what extent visuals can convey perceptual attributes. We also demonstrate consistency between user-generated brand images and firm-generated brand images.
Mining visual UGC requires different tools than mining text UGC. We draw on image recognition methods developed in the computer vision literature. Until recently, much of this literature has focused on object identification and recognition and image retrieval.
The field of computer-vision was originally developed for engineering applications, such as automatic product inspection, autonomous vehicle navigation, surveillance, and medical image processing to aid diagnostics. More recently, researchers have worked on such problems as predicting image aesthetics, image style or genre, image interestingness (e.g., Karayev et al. (2013 ), Jiang et al. (2013 ), and visual sentiment analysis (Giannakopoulos et al. (2015) ). These problems are closely related to our study.
We draw on this literature and implement two approaches for detecting perceptual attributes in images: an SVM with pre-defined features, and a ConvNet. We describe them A closely related recent paper by Zhang et al. (2015) utilizes both text and image data to understand market competition, by modeling latent topics that are competitively shared between brands. We adopt a supervised learning approach that allows firms to monitor how their brands are portrayed on particular attributes of interest.
Methodology
We adopt a two-stage approach. In the first stage, we build and examine image classifiers to predict whether a particular brand attribute is expressed in a given image, for example, whether an image looks rugged. This step requires a large set of labeled training data (section 3.1). For classification, we adopt both a traditional machine learning approach, using an SVM with human-defined image features (section 3.2), and a state-of-the-art deep learning approach, learning deep ConvNets for each perceptual brand attribute (section 3.3). The deep learning approach achieves better out-of-sample prediction accuracy, but SVM provides more interpretable insights on the relationships between image features and perceptual attributes. In the second stage, we apply the image classifiers from the first stage to consumer-created images to measure how brands are portrayed in these images (section 3.5).
Data
To train image classifiers of brand attributes, we need to collect an annotated data set, consisting of images labeled with respect to whether or not they express each attribute. To our knowledge, no existing data set is annotated with brand attributes, so we create one. We gather an annotated training set from Flickr, an online photo-sharing website. Users share photos on Flickr, label their uploaded photos with titles and descriptions, and provide free-form tags. Flickr lends itself well to gathering a training set, because, unlike Instagram, it provides a search engine that returns the most relevant photos for a keyword. The search is based on text labels provided by users, image content, and clickstream data. 1 Searching for a perceptual attribute returns photographs users associate with that attribute. Flickr has been used as a data source in previous visual and social network research (e.g., Zhang et al. (2012) , Dhar et al. (2011), McAuley and Leskovec (2012) ).
We explore four brand attributes that are particularly relevant to the brand categories we study in next section: glamorous, rugged, healthy, and fun. For each attribute, we query the attribute word on Flickr's search engine and collect images in the top 200 result pages returned by Flickr, which is about 2,000 photographs. We use these images as our positivelabeled data. We also need negative-labeled data for each attribute, comprising images that do not express the perceptual attribute. We query the antonym of the perceptual 
SVM with Human-Defined Image Features
We first use a more traditional machine learning approach and train SVM classifiers. The input into SVMs is a set of manually-defined image features.
Image Feature Extraction
To analyze and classify image data, we need to represent the images with a set of quantifiable visual features. We extracted 13 types of features from each image, relating to the color, shape, and texture of the image. Many of these features are widely used in the computer vision literature, and are known to work well for object recognition and detection tasks. Color, shape, and texture are also among the fundamental visual design elements in design literature. Table 1 provides a list of all the features we use for classification.
Color is one of the most important features of images. Many theories exist about the meaning and emotional associations of color. For example, red is usually considered to be exciting or energetic, yellow is optimistic and upbeat, green is associated with the refreshing thought of nature, and blue suggests coolness. The lightness and darkness of color also 2 We experimented with different antonyms to collect negative images for the robustness check. We tried both dull and boring for fun, drab and dull for glamorous, and gentle and smooth for rugged. We compute image color histograms in three standard color spaces. In the RGB space,
we compute a 192-dimensional color histogram, 64 bins for each of the red, green, and blue channels. In the HSV space, we compute a 256-dimensional joint histogram, 16, 4, and 4
bins, respectively, in the hue, saturation, and value channels, as in Manjunath et al. (2001) .
In the L*a*b space, we compute a 784-dimensional joint histogram, 4, 14, and 14 bins, respectively, in the L, a, and b channels (L* stands for lightness, and a* and b* represent color), as in Palermo et al. (2012) .
Shape is a critical cue to identify and recognize objects. It also conveys cognitive, symbolic, and perceptual meanings beyond the surface appearance. For example, the direction of lines influences perceptions. Vertical lines suggest power and stability. Horizontal lines suggest calmness.
We extract features relating to lines and corners from images. To compute features related to lines, we transform each image to gray-scale, and then detect edges of the image Article submitted to Marketing Science; manuscript no. (Please, provide the manuscript number!) using Canny detector (Canny (1986) ). Finally, we apply the Hough Line Transform (Duda and Hart (1972) , Galamhos et al. (1999) ) to extract lines based on the edges detected in last step. Each line in the resulting set is denoted by both its orientation and its distance to the top-left corner of the image. Based on the resulting set of lines, we constructed the line features in Table 1 . To compute corner features, we extract corners using the Harris corner detector (Harris and Stephens (1988) ). We compute both the percentage of corners in the entire picture (global) and in each of the 2 × 2 blocks of the image (local). We also compute an edge orientation histogram (64-dimensional feature) from Sobel operators (Sobel (2014)) and histogram of oriented gradients (HOG) (144-dimensional feature) (Dalal and Triggs (2005) ). HOG (Dalal and Triggs (2005) ) describes the shape within an image using the local distributions of intensity gradients and edge direction.
Texture captures the surface quality of an object, which we would sense through touch.
Texture can be portrayed in an image, causing the viewer to imagine the sensation she might have if she felt it. We extracted two features that are used widely as texture descriptors for various applications (e.g., Ahonen et al. (2006) , Guo et al. (2010) , Hamamoto et al. (1998) , Weldon et al. (1996) ): the local binary pattern (LBP)(a 26-dimensional feature) and the Gabor feature (a 32-dimensional feature). The LBP describes local texture patterns by encoding local pixel neighborhoods by comparing the lightness and darkness of a pixel with all its neighboring pixels (Ojala et al. (1996) ). By contrast, the Gabor feature captures textures at a coarser scale (Manjunath and Ma (1996) ). Each image is filtered using different Gabor filter kernels, and we use the mean and variance of the filtered image as features.
3.2.2. SVM training. Once the features are extracted, we train SVM classifiers for image classification. SVM is one of the most widely used classification algorithms, because it offers robust and accurate prediction, has a sound theoretical foundation, and can be trained on very high dimensional data even with relatively small sample sizes (see Wu et al. (2008) ). For each perceptual attribute p ∈ {glamorous, rugged, healthy, f un}, our training set of N p images is of the form {(x i , y i ), i = 1, ..., N p }, where x i ∈ R D represents a D-dimensional visual feature vector for image i, and y i ∈ {−1, +1} are class labels. The SVM finds the optimal hyperplane to separate positive and negative instances while leaving the largest possible margin on both sides of the decision boundary. Specifically, learning the SVM classifier involves solving the following optimization problem:
where w p and b p are model parameters of the maximum-margin hyperplane and ξ i are slack variables that penalize data points that violate the margin requirements. The optimization problem is usually solved in its dual form by introducing Lagrange multipliers. We refer readers to Dzyabura and Yoganarasimhan (2016) for details of SVM theory, estimation, and its application in Marketing.
Deep Learning with Transfer Learning
Second, we adopted a deep learning approach to learn features and classify images into perceptual attributes at the same time.
Deep learning is a type of neural network with many layers. It models complex nonlinear relationships between the data and the label through a series of simple non-linear transformations. Each of these sequential non-linear transformations form a single layer of the neural network. Through each transformation, the algorithm extracts more and more abstract representations of the data. For example, working with image data, lower layers of a deep learning model may extract edges and textures, whereas higher layers detect motifs, Article submitted to Marketing Science; manuscript no. (Please, provide the manuscript number!) object parts, and complete objects (Goodfellow et al. (2016) ). The key difference between deep learning and traditional machine learning methods (such as section 3.2), is that deep learning does not require humans to manually craft features to represent the raw data.
We use a type of neural network called deep convolutional neural networks (ConvNets).
This type of networks are widely used to process image data. ConvNets use convolutional transformations, which we describe below, in at least one of the layers. They are inspired by neuroscience research in how the mammalian visual system works (Hubel and Wiesel (1962) , Van Essen and Gallant (1994) ).
A challenge with using deep learning is that it requires very large sets of training data, as well as high computational power. A typical deep learning model usually takes two to three weeks to train with millions of images. We don't have a data set of sufficient size or the computational resources to design and train a network. A common approach is to "fine-tune" models that have been trained previously on a very large data set in a related domain. This type of approach is an example of transfer learning: using knowledge from one domain to help prediction in another domain. It is similar to using as a prior in Bayesian estimation parameters that are estimated on a different data set, such as market shares.
3.3.1. ConvNets Architecture The specific network architecture we use is shown in Figure 4 . The architecture is the same as in Krizhevsky et al. (2012) defined as f (x) = max(0, x). The output of the first, second, and fifth convolutional layers in this network also pass a max pooling layer, which down-samples the output by pooling the outputs of neighboring groups of neurons. In the fully connected layers, each neuron is fully connected to all neurons in the previous layer, the same as those in regular neural networks. These layers progressively compute features from input images. The output of the last fully connected layer is fed to a two-way softmax (similar to logistic regression) function to produce probability scores for the perceptual attribute and to compute losses.
A detailed model definition with dimension of parameters is in Table 10 in the Appendix.
3.3.2. Fine-tuning ConvNets ConvNets parameters are learned from data using the backpropagation algorithm. Because we don't have a data set large enough to learn all parameters from scratch (with random initialization), we take a fine-tuning approach and use a pre-trained model as initialization. Specifically, we initialize the weights of earlier Article submitted to Marketing Science; manuscript no. (Please, provide the manuscript number!) network layers with those learned from the pre-trained model and fine-tune the weights by continuing back propagation on our data. We initialize the weights of the last layer (classification layer) with random values and train it from scratch on our data set. We use a high learning rate for the last layer so that the parameters in the last layer can change quickly with our data. However, we use a small learning rate for earlier layers where weights are fine-tuned, to preserve the parameters learned from the pre-trained model and to transfer that knowledge to our task.
For each perceptual attribute, we fine-tuned two well-trained ConvNets on our data.
The first is a Caffe reference model similar to the "AlexNet" model (Krizhevsky et al. We call the resulting model ConvNet F lickrStyle . We expect the ConvNet F lickrStyle model will perform better, because the Flickr-style images are more similar to our data. Also, the style recognition task is more similar to classifying perceptual attributes than is object detection.
We use the Caffe deep learning framework (see Jia et al. (2014) ) to fine-tune the ConvNets. Because our data set is relatively small (about 4,000 images for each classification problem), we run each model for 5,000 iterations. It converges quickly. Figure 5 shows the learning curve of the two types of fine-tuned models for each perceptual attribute. We choose the model snapshot when the training loss decrease in the training set between Learning curve of fine tuned ConvNets adjacent 100 iteration windows is smaller than 0.001.
3 It takes about eight hours in a single K80 GPU node in the university's high performance cluster.
Image Classification Performance
We report out-of-sample performance for both the SVM classifier and the two ConvNets.
Recall the SVM uses three types of features: related to color, shape, and texture of images.
To gain insight into what properties of an image are related to a brand attribute, we train the SVM classifier with features of only one type (e.g., only color features), as well as a combination of features of all types. This approach allows us to compare the predictive ability of the SVM trained on each of the feature types with that of the model with the best set of features, selected using out-of-sample performance (exact features included are reported in Table 6 in the Appendix). Table 2 shows the performance of each of the perceptual attribute classifiers. The mean classification accuracy ranges from 55.6% with SVM with just texture features to 79.4% et al. (2013) ). As we expected, the ConvNet fine-tuned from the Flickr-style model performs better than the one fine-tuned from the ImageNet object detection model. This difference is likely because the ImageNet ConvNet was optimized for object detection, whereas the Flickr ConvNet was optimized for image style classification. Our task, classification of brand attributes, is more similar to image style classification than to object detection; therefore, the optimal features for classifying image styles are better for classifying perceptual attributes than are features optimized for object detection.
The SVM classifiers perform less well than both deep learning models for all attributes except healthy, for which the SVM outperforms ConvNet F lickrStyle . The advantage of the SVM method is that it allows us to gain insight into what about the image is predictive of each particular attribute. For example, note that for the attributes glamorous, rugged, and fun, using a combination of different types of features gives significantly higher prediction accuracy than using a single type of feature. For the attribute healthy, however, the SVM trained only on color features gives the best performance, and the texture and shape features do not help.
Image-Based Brand Metric
The ultimate goal of our research is to measure the perceptual attributes in consumercreated brand images in order to understand how their brand is portrayed on social media.
The specific metric we use is the ratio of brand images classified as positive on each attribute.
Recall again the two motivating images in section 1, presented in Figure 2 . The first image is hashtagged with eddiebauer and the second one is hashtagged with prada. The first image is classified as positive by the rugged classifier, and the second image is classified as positive by the glamorous classifier.
We are interested in the degree to which an attribute is expressed in consumer-created brand photographs on average. We therefore compute the proportion of images tagged with a given brand, that are classified as positive on an attribute. The higher this proportion, the more visual content portrays the brand as having the attribute.
Specifically, let
} be the set of images hashtagged with brand j. For each perceptual attribute p, we applied image classifiers trained in the previous section on each image in this set to computeŷ ( i, p) = f p (x i ; w p , b p ) for all i. Based on the classification result of each image, we compute the ratio of brand j images that express the perceptual attribute p:
where N j is the number of photos of brand j, and x i is the visual feature vector extracted from the i th image.
Article submitted to Marketing Science; manuscript no. (Please, provide the manuscript number!) Coming back to our example of Prada versus Eddie Bauer, we can see in Table 3 4 that, 60.0% of Prada images tagged by consumers are glamorous, whereas only 43.1% of Eddie Bauer are glamorous, which is significantly lower (p < 10 −6 ). On the ruggedness attribute, 63.2% of Eddie Bauer images are classified as rugged, which is significantly higher than Prada (p < 10 −6 ). These results match our intuition, because Prada is a glamorous brand and Eddie Bauer is a rugged brand. We evaluate the measure more extensively by demonstrating convergent validity with other brand measures in the next section on a larger set of brands.
Application
We have now trained image classifiers that can predict whether a given image represents the attributes, and defined a brand metric based on the classification results on brand images. In this section, we apply the classifiers to a large set of brand images, generated by both consumers and firms. We compare the resulting brand metrics from these two types of images, as well as with a survey-based metric of brand perception.
Instagram Brand Image Data Set
Instagram is an image-based social media platform that has quickly emerged as a popular communication medium. Since its launch in 2010, users have shared over 300 billions photos, and add an average of 70 millions photos daily (Kane and Pear (2016)). Among these photos, users often hashtag brands, creating a collection of brand related images that may contain valuable insights for the firm.
We collect data for two product categories for which consumers post a lot of photos, apparel and beverages, for a total of 56 large national brands.
4.1.1. Consumer-Created Brand Images We obtain consumer-created photographs by crawling Instagram for posts that are hashtagged with the name of the brand. When crawling, we filtered spam photos, resale photos, and photos that are posted by the official account of the brand. We collected about 2,000 photographs for each brand. The data set contains 114,367 photographs in total. All the data were collected between May and
October 2016.
For each brand and each brand attribute, we applied the image classifiers trained in section 3 to consumer-created brand images, and compute the ratio of the brand's images that express the perceptual attribute defined in equation 2 in section 3.5.
Firm-Created Brand Images
We also obtain firm-created photographs from the brands' official Instagram account pages. There are 72,089 photos in total, and each brand's official account has 1,360 photos on average. Three beverage brands in our consumer data set do not have an official account on Instagram. Similar to consumer-created brand images, for each brand and brand attribute, we compute the image-based brand metric from these official photos. It can be considered a metric of the degree to which the firm portrays itself along the brand attribute.
Consistency between Brand Attribute Metrics
We compare the brand attribute metrics extracted from consumer-created images with those extracted from firm-created images, and brand perception measure from a large national survey.
Brand attribute measures are usually used for brand comparison; for example, "Is my brand more or less healthy than my competitors?" Hence, we compare the three brand metrics by predicting the order of brand pairs: given a pair of brands, which one is more associated with a certain attribute, for example, which of a pair of brands is healthier?
4.2.1. Related Brand Attribute Metrics The large national brand survey we use is Young and Rubicam's Brand Asset Valuator (BAV) (Lovett et al. (2014) ). In this survey, respondents are asked to indicate whether they perceive each brand as representing each attribute. The brand perception score is captured by the percentage of consumers who indicate the brand represents the attribute. Since its launch in 1993, BAV has become the largest database for brand perceptions. We use BAV data that were collected during the first quarter of 2016. The survey metric aims to capture the perception of a nationally representative sample of consumers, which is related to but different from how the brand is portrayed on social media.
Because we also collected images posted by brands' official accounts, we can also compute the image-based brand metric by classifying these official firm images. Marketing and branding theory tells us firms use brand elements, such as advertising, social media, and product packaging, to create a brand image in consumers' minds. However, of course, the images from brands' official accounts capture only part of the firm's positioning efforts.
For example, consider a beverage that, by the nature of the product itself, is perceived as very healthy, such as juice or bottled water. The firm may focus its visual marketing efforts on making the product look fun or even glamorous, rather than healthy. The images capture only the firms' visual marketing efforts, not other parts of the marketing mix, such as the design of the product or the choice of retail outlets, which contribute to how consumers may perceive the brand. By comparing perceptual attributes exhibited in these official images with those from consumer images, we can examine whether the firms' visual marketing efforts on Instagram match consumers' portrayal of the brands.
We expect to observe some convergency between these related metrics. Table 4 reports the percentage of consistent pairs between the brand metric computed from consumer-created brand images, firm-created brand images, and survey metrics, based on the classification results from the three classifiers in previous section. All but one cell are above 50%, which would have been obtained if guessing randomly, and most of them above 60%, indicating the predicability of our image-based brand metric.
Results
The consistency provides convergent validity to the method.
As a robustness check, we also did the same comparison including only the brand pairs that are statistically significantly different. We define a pair of brands as significantly different if the mean scores of their images are significantly different (p < 0.05) according to a t-test. The result is very similar ( Table 9 in the Appendix). We also observe a similar pattern with Pearson correlation in Table 5 .
Discussion
The consistency of the three metrics on each attribute varies by product category. In the apparel category, we see high consistency on the attributes glamorous, rugged, and fun, for all three comparisons. These three attributes are key differentiators for apparel brands; for example, Victoria's Secret and Prada are perceived as much more glamorous than Eddie Bauer and LL Bean. In the beverages category, the perceptual attributes with more consistent brand pairs are rugged, healthy, and fun. Rugged and fun are relevant attributes in both categories: some brands are clearly positioned and perceived as rugged in apparel (e.g., Levi's, Eddie Bauer) and beverages (e.g., Jack Daniels, Gatorade). We explore these relationships in more details in the next section, using perceptual mapping.
Article submitted to Marketing Science; manuscript no. (Please, provide the manuscript number!) The brand metric computed from consumer-created brand images on Instagram allows us to derive perceptual maps of the brands in the apparel and beverage categories via multi-dimensional scaling. Figure 6 presents the perceptual maps of apparel brands based on brand metrics computed from consumer-created brand images, firm-created images, and the BAV survey. Consider now the maps of the beverages category. The maps created from the consumerand firm-created images have healthy, rugged, and glamorous as three important factors, whereas fun is a less important factor. By contrast, the map derived from the BAV survey results has healthy as the most important factor, fun and glamorous as less important, and rugged is not at all important. Therefore, observing the online conversations rather than asking directly about consumers' perceptions uncovers a new relevant attribute. The brands vary on ruggedness in the two image data sets, but not on the survey data set.
Based on the consumer images, a set of brands exist that are rugged and unhealthy, which consists primarily of alcohol (Jack Daniel's, Coors Light, Bud Light, Budweiser, Corona).
Interestingly, Coca Cola and Dr. Pepper are in the same general region as these brands on the images. By contrast, waters, juices, teas, and sports drinks are identified as healthy based on consumer images. This separation provides face validity to our method: it is able to separate the sodas and alcohol from the healthy beverages based on simply the
Instagram images (recall that we use no other information on the brands or products).
On the map created based on BAV metrics, Fanta falls into the same cluster of unhealthy brands ( Figure 7c) ; on the consumer-created images map, however, Fanta falls closer to the juices. One possible reason for this discrepancy may be that consumers know that Fanta is a soda and therefore identify it as unhealthy when asked about it in a survey. However, the consumption experiences of Fanta are more similar to those of juice.
Conclusion
With the rapidly growing amount of visual brand-related content consumers create on social media, these images are a promising tools for marketers and brand managers to track their brands' performance. This paper proposes an approach to leveraging these image data by extracting scores of brand perceptual attributes expressed in the images.
We have demonstrated the resulting metrics are consistent across consumer-and firmgenerated images, as well as large survey-based metrics of consumer perceptions. Although text-mining approaches have gained popularity in leveraging user generated content for brand monitoring, image-mining approaches are still relatively new. This paper bridges the image-processing literature with the branding literature by proposing an approach to online brand monitoring and market intelligence through consumer-generated images. This approach enables managers to monitor how their brands are portrayed on image-based social platforms by mining consumer-created brand images.
The image-mining methods presented in this paper provide a first step in analyzing rich image data generated by consumers and firms. Future research can extend the application to analyzing how images affect consumer search behavior, learning consumer preference of product design, designing Ads targeting strategy based on consumer-posted images on social media, and so on. Given visual content is a ubiquitous part of modern life and affects consumers' decision making in multiple stages, being able to capture and incorporate visual content into marketing models is important. 
