In order to improve classification performance of the hash algorithm for color images, this paper presents an hash algorithm that based on three-dimensional color structure features and luminance gradient feature. Firstly, the algorithm preprocesses the input image to produce a secondary image, and extracts the color opponent component from the secondary image. Secondly, three-dimensional external structural features are constructed by using the peak curve, mean curve, and valley curve of the color opponent component. Thirdly, the overlapping points of the peak points in different visual angles and the valley points in different visual angles are selected as the salient points. The position information of the salient points are used to construct internal features. The gradient feature is constructed by using pixel changes in four directions of Y component of luminance image in YCbCr color space. Finally, the three-dimensional color structure features and luminance gradient feature are combined and disturbed to obtain the final hash sequence. Experiment results show that the proposed scheme has preferable robustness and discrimination. Compared with some existing schemes, the proposed scheme has better classification performance, shorter hash length and less average time of hash generation, and it has good detection performance in image copy detection and image tampered detection.
I. INTRODUCTION
Image hashing refers to using short character sequences to effectively represent an image, it has the advantages of small storage space, and convenience for image detection or content authentication. The current image hash algorithm steps generally include three parts: preprocessing, features extraction, and quantization compression. Among them, preprocessing and quantization compression can be determined according to the way of extracting features. In general, the purpose of preprocessing are to facilitate subsequent features extraction and improve algorithm performance. Features extraction is the core step of the hash algorithm, which largely determines the performance of the proposed algorithm. Quantization and compression are usually used to reduce storage, improve algorithm performance, and shorten the time required for hash generation. A good hashing algorithm should have the The associate editor coordinating the review of this manuscript and approving it for publication was Yizhang Jiang . following excellent properities: robustness and discrimination mean that the hash sequences are identical or not depends on whether the images are visually similar; security means that the hash sequences generated by the algorithm for the same image under different key conditions are almost completely different. And some application fields have higher security requirements. The following part is a brief introduction to the recent hash schemes in terms of feature extraction.
A. BASED ON IMAGE TRANSFORMATION
Existing hash algorithms extract image features by image transformation or combining multiple transformations, such as discrete cosine transform (DCT) [1] - [3] , discrete wavelet transform (DWT) [4] , [5] , discrete Fourier transform (DFT) [6] - [9] , log-polar transform (LT) [10] . Ou et al. [1] performed one-dimensional DCT transformation on the coefficients after the Radon transform, and extracted the statistical characteristics of the low frequency AC coefficient components as the image hash. The algorithm has better VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ anti-rotation attack performance. Qin et al. [2] extracted DCT coefficient features and position information form image subblocks containing more boundary information, and then obtained the final hash sequences through PCA compression.
Tang et al. [3] also proposed the hashing scheme combining LLE with color vector angle and DCT. Vadlamudi et al. [4] proposed a method of combining feature points with DWT transform coefficients to design image hash sequences.
Tang et al. [5] constructed image hash by Gabor filtering and DWT transform of images, which not only has good security performance, but also achieves a good balance between robustness and discrimination. In the existing hash schemes, in order to achieve better algorithm performance, researchers have begun to combine discrete Fourier transform with polar transform, quaternions, or Radon transform.
Ouyang et al. [6] extracted low-frequency quaternion Fourier transform coefficients form the image which obtained by log-polar transform, and constructed robust hash by utilizing the correlation between the coefficient amplitudes. Since the log-polar transform has good rotation invariance, therefore, the algorithm has preferable robustness against rotation attacks. Tang et al. [7] also extracted a rotation-invariant feature matrix by log-polar transform and discrete Fourier transform. Lei et al. [8] constructed hash sequences by Radon transform and discrete Fourier transform of images.
Yan et al. [9] combined quaternion Fourier transform with the color features and structural features of the image to generate hash sequences. The algorithm has good performance in image tampered detection and can detect almost all types of tampering. In addition to the above-mentioned schemes combining polar transform and discrete Fourier transform. li et al. [10] used Gabor transform to generate the structural diagram of the image. Since the polar transform has good rotation invariability to extract image features, the algorithm is not only compact and secure, but also achieves a good balance of robustness and discrimination. In addition to the above schemes, researchers have successively proposed other types of hash algorithms. For instance, based on feature points [16] - [19] and image moments [17] , [20] , [21] , and [22] . Ling et al. [16] [22] combined feature information in four image corners extracted by conformal transformation with Zernike moments to construct robust hash. The algorithm not only achieves a good balance of performance, but also can be applied to image authentication and tampering detection.
D. BASED ON COLOR FEATURE
As an important feature of images, color information has not been fully utilized in many of the above schemes. For example, Tang et al. [23] constructed feature vectors by calculating the statistical values of each ring of the luminance image, the classification performance of the scheme needs to be improved. In order to make full use of the intuitive visual characteristics of images, researchers have proposed many algorithms to construct hash sequences by extracting the color characteristics of images. Because the color vector angle can distinguish the difference between hue and saturation, it has been widely used in feature extraction of color images.
Tang et al. [24] extracted the variance of the color vector angle corresponding to the boundary information. The algorithm is not distinctive enough. Tang et al. [25] constructed hash sequences by extracting histograms from the color vector angles of the largest inscribed circle of normalized images. However, the algorithm ignored the feature information of the four image corners. In order to improve the performance in [25] , Qin et al. [26] generated hashes by extracting the relevant features of the color vector angles of the ring region and the block region. This algorithm has better performance than other hash algorithms based on color vector angles.
Tang et al. [3] combined the color vector angle with LLE dimensionality reduction. In addition to extracting image features by color vector angles, Tang et al. [27] used the color information of the image to construct a hash sequence. Firstly, each color channel in HSI color space and YCbCr color space was divided into non-overlapping blocks. The hash sequence was constructed by extracting statistical values, such as the mean and variance of each block. Shen et al. [28] used the color opponent component as the color features of the image to generate the hash sequence. The algorithm extracted redgreen, blue-yellow color opponent component of the secondary image, and applied the LBP operation to the mean matrix of the subblocks of the opponent component image to construct the color features of the image. The algorithm has excellent performance. There are still some shortcomings in existing image hashing algorithms. For example, the classification performance of many algorithms needs to be improved. Some algorithms have good classification performance, but the efficiency of the algorithm is poor. Therefore, we design a hash algorithm based on three-dimensional color structure features and luminance gradient features. This algorithm has good robustness to commonly-used content preserving manipulations, and has ideal discriminative capability. The main contributions are as follows:
(1) The algorithm in this paper uses the color opponent component as the color feature of the image. Compared with the color vector angle in the above hash schemes [24] - [26] , the color opponent component can describe the color information of the image more effectively, because different color pairs may have the same color vector angle. In addition, the time required to obtain the color opponent component of the image is shorter than the time to calculate the color vector angle.
(2) Compared with scheme [28] , which also uses color opponent component as color feature, our scheme has the advantages of shorter hash length, better classification performance, and shorter average time to generate the hash. The specific comparison with [28] will be explained in the experimental part of Section III-F.
(3) Through experiments we find that the peak curve and valley curve of an image will not change significantly when the image is subjected to content-preserving manipulations. In addition, we use the position information of the peak points and valley points of the image from three-dimensional visual angle in different directions to find the peak overlapping points and valley overlapping points, further deleting the overlapping points without fluctuations. The overlapping points that are not deleted as the salient points of the image color feature, which is good for forming compact and discriminative hash.
We conduct experiments with 499500 different image pairs and 210000 similar image pairs to verify the performance of the algorithm. The results show that our algorithm has good classification performance. Compared with the extant popular algorithms, our algorithm has superior perceptual robustness and discriminative capability, and shorter average time to generate the hash. In addition, our algorithm also has good detection performance in copy detection and tampering detection.
The framework of this article is as follows: the second part is the specific steps of the proposed hash algorithm, the third part is a series of experiments and analysis of experimental results, and the fourth part is a summary of the content of this article and outlook for future work.
II. PROPOSED IMAGE HASHING SCHEME
As shown in Fig.1 , the image hashing algorithm flow is mainly composed of four parts: image pre-processing, color structure feature extraction, luminance change information extraction and hash sequence generation.
A. PREPROCESSING
In order to improve the robustness of the algorithm in scaling and to ensure that images of different sizes with hash VOLUME 8, 2020 sequences of same length, the input image is first resized to N × N by bilinear interpolation. Then Gaussian low-pass filtering is applied to the normalized size image to reduce the influence of noise, compression, and other slight operations on the image [29] . After the above operations, the secondary image can be obtained.
B. FEATURE EXTRACTION 1) COLOR OPPONENT COMPONENT
According to the research, there are red-green and blue-yellow color opponent component pairs in human retina [30] , which can be calculated by (1) and (2) [9] .
where
where f r (x, y), f g (x, y), and f b (x, y) are the red, green and blue channels value of RGB color space respectively.
2) FEATURE EXTRACTION OF 3D COLOR STRUCTURE
After extracting RG image and BY image from the secondary image by color opponent component mechanism, the preprocessed RG image is divided into a series of non-overlapping small blocks with the size of b × b, and the pixel values of each small block are summed to obtain the feature matrix M 1 . As shown in (7) .
where m i,j is the total pixel value of the image sub-block located in the i − th row and the j − th column. Next, the transverse position information of the RG image is taken as the x − axis, the longitudinal position information is taken as the y − axis, and the pixel value of each coordinate (x, y) is taken as the z − axis, thus the three-dimensional view of the RG image can be obtained, as shown in Fig.2 .
When observing Fig.2 , if the viewing angle is different, it will have different visual effects obviously, so we extract the color features of the image from the visual angles V 1 and V 2 . As shown in Fig.3 Through experiments we find that the peak curve and valley curve of an image will not change significantly when the image is subjected to content-preserving manipulations such as image scaling, brightness adjustment, JPEG compression and so on; that is, the peak curve and valley curve between similar image pairs are still keep similar, and the peak curve and valley curve between different images are obviously different. Therefore, the distance between the peak-to-valley curves of the RG image at the same visual angle and the distance between the mean curve at the different visual angles can be used to extract the color characteristics of the RG image. The peak, valley and mean curves of the RG image are shown in Fig.3 . According to (8)- (13) , peak curves, mean curves and valley curves are obtained under V 1 and V 2 visual angle.
where: M 1 p , M 1 m , and M 1 v are peak curve, mean curve and valley curve respectively at the visual angle V 1 ; M 2 p , M 2 m , and M 2 v are the peak curve, mean curve and the valley curve at the visual angle V 2 respectively; max(M 1 , 1), mean(M 1 , 1), and min(M 1 , 1) respectively represent the operations of taking the maximum, average, and the minimum values of the matrix M 1 by rows; max(M 1 , 2), mean(M 1 , 2), and min(M 1 , 2) respectively represent the operations of taking the maximum, average, and the minimum values of the matrix M 1 by columns respectively.
After obtaining the peak, mean, and valley curves at different visual angles, the peak-to-valley curves at the same visual angle and the mean-mean curve at different visual angles are acquired by (14) (17).
After the above processing, the binary sequence H M of size 1 × 3N /b − 1 can be obtained through quantization manipulation by (18) .
where H M (i) is the i − th value of the binary sequence H M , M s (i) is the i − th column of the feature matrix M s . In order to improve the discrimination of the algorithm, the overlapping points of peak points at different visual angles and overlapping points of valley points at different visual angles are regarded as salient points of image color information, and the salient points are further selected to construct internal structural features. The specific steps are as follows: extracting the position information matrix P of all the peak points of the matrix M 1 in the xoy plane at the visual angle V 1 , as shown in (19) .
where p i,j is the i−th row and the j−th column of the matrix P.
The matrix U is the position information of all valley points in the xoy plane at the visual angle V 1 , as shown in (20) .
where u i,j is the i − th row and the j − th column of the matrix U . Similarly, the position information matrix Q of all peak points on the xoy plane and the position information matrix V of all valley points on the xoy plane at the visual angle V 2 can be obtained.
Next, start to find the overlapping points of the position matrix. The specific process is as follows: the position information matrices P and Q, U and V are subjected to intersection processing according to (21) to (22) .
where position matrix A represents the overlapping points of the peak points at the visual angle V 1 and V 2 , and the position matrix B represents the overlapping points of the valley points at the visual angle V 1 and V 2 .
In order to obtain concise and effective color structure features, the matrices A and B are respectively subjected to rows summation and transposition operations to obtain matrix S A and matrix S B , matrix S A and matrix S B are combined to compose the salient point matrix S.
where S i A represents the sum of the i − th row of matrix A, S i B represents the sum of the i − th row of matrix B. Finally, S is further screened and quantized by (26) to obtain a binary sequence H S . The screening process is to delete those salient points that have no fluctuations in the entire row or column.
where H S (i) is the i − th element of the binary sequence H S . The three-dimensional structural feature H RG of RG image can be obtained by combining H M and H S , and the structural feature H BY of BY image is obtained by the same method. The color feature H C is obtained by (27) . 
3) LUMINANCE FEATURE EXTRACTION
After obtaining the secondary image, color space conversion is performed on the secondary image to obtain the luminance image in YCbCr color space. Then the luminance image is divided into a series of non-overlapping small blocks with the size of b × b, and the pixel values of each small block are summed to obtain the characteristic matrix L 1 .
where l i,j is the i − th row and the j − th column of the matrix L 1 .
In order to increase the robustness of the algorithm, we calculate the pixel changes in the diagonal direction, vertical direction, anti-angle direction and horizontal direction of the feature matrix L 1 . The calculation method is as shown in Fig.4 , Matrix A subtracts matrix B to obtain the change matrix. The luminance transformation matrices can be obtained in the four directions: horizontal change matrix L h , vertical change matrix L v , diagonal change matrix L d and anti-angle change matrix L od . In order to obtain a concise luminance change matrix, the matrix L 2 is obtained by (29) .
Next, the matrix L 2 is expanded by rows to get matrix L, and quantized L into a binary sequence H L by (30) .
where H L (i) is the i − th element of the binary sequence H L , L(i) is the i−th column of the feature matrix L, M is the mean value of the matrix L.
C. HASH GENERATION
The color structure features H C is obtained in subsubsection II-B2 and the luminance gradient features H L is obtained in subsubsection II-B3. The intermediate hash sequence H m can be obtained by (31) . The length of the image color feature is 2 × ((N /b) × 5 − 1) bits, and the length of the luminance feature is (N /b − 2) 2 bits, so the H m length is 2 × ((N /b) × 5−1)+(N /b−2) 2 bits. The pseudo-random generator is used to generate 1000 pseudo-random sequences as the key. The final hash sequence H is obtained by rearranging the columns of the intermediate hash sequence through the key, as shown in (32) .
where S[i] represents the i − th number in the pseudo-random number sequence, h(i) is the i − th element of H .
D. HASH SIMILARITY EVALUATION
In order to judge whether the two images are similar or different, this paper chooses normalized Hamming distance D to measure, as shown in (33) . Let H 1 and H 2 be hashes of two images, When the Hamming distance among the two images is less than a given threshold T , the two images are determined to be similar image pairs, otherwise they are different image pairs.
where h 1 (i) and h 2 (i) are the i − th elements of H 1 and H 2 , L is the length of hash. 
III. EXPERIMENTS AND RESULTS ANALYSIS

B. ROBUSTNESS TEST
In order to test the robustness of the algorithm, we randomly select 20 color images as test samples, as shown in Fig.5 . Firstly, 69 visually similar images are generated for each test image by commonly-used content-preserving manipulations. The specific attack types and parameter settings are shown in Table 1 . Then, hash sequences of similar images and test images are extracted by using the algorithm in this paper, and hash distances are calculated according to (33) . Finally, distribution diagrams of hash distances are drawn according to different attack types. Due to the limitation of space, robustness experimental results of only first five images are listed, as shown in Fig.6 . We can see that the 11 attack operations have smaller curve fluctuation range except the rotation operation from the Fig.6 . In particular, the distance of the rotation attack within 1 degree is smaller, but as the angle increases, the distance increases significantly. This is because the algorithm in this paper divides the image into blocks when extracting features, which makes the algorithm sensitive to large angle rotation. Table 2 shows the statistical values of distance of 20 images under different attack types. It can be seen from Table 2 that the minimum hash distance of the attack operations except the rotation operation is almost 0, the maximum value is not more than 0.1, and the mean and standard deviation are both less than 0.1. It shows that the algorithm in this paper has good performance of robustness against various attacks except large-angle rotation attack. 
C. DISCRIMINATION TEST
The discrimination experimental image dataset is composed of 700 images in the Washington University Ground Truth Database [31] and 300 images in the database VOC2007 [32] , some of which are shown in Fig.7 . The hash sequence of 1000 images are extracted by the algorithm in this paper, and the Hamming distances between each two images are calculated, totaling C 2 1000 = 499500 different image pairs. For 1000 different images, similar image pairs are generated according to Table 3 , each image can get 20 similar images. The total number of similar image pairs is C 2 21 × 1000 = 210000. The distance distribution diagram of similar image pairs and different image pairs is shown in Fig.8 , in which the abscissa is the hash distance between image pairs and the ordinate is the frequency of occurrence of the hash distance. According to calculation, it can be found that the minimum distance between different images is 0.1723 and the maximum is 0.7203. And the minimum distance between similar image pairs is 0 and the maximum is 0.2316. Therefore, the distance of similar image pairs and the distance of different image pairs overlap between 0.1723 and 0.2316. In order to choose the optimal threshold to achieve a good trade-off between robustness and discrimination, collision probability P C and error detection probability P E [33] are introduced in this paper, and the calculation formula is shown in (34)- (35) . The calculation results are shown in Table 4 . Through calculation, when the threshold value T is 0.22, the P C is 4.004 × 10 −6 and the P E is 4.762 × 10 −6 . P C and P E are both small enough, 0.22 is selected as the appropriate threshold.
where N C is the number of different images judged as similar images, N D is the total number of different images, N E is the number of similar images judged as different images, N S is the total number of similar images.
D. KEY-DEPENDENT SECURITY
In this paper, the House image in the standard image is selected to test the security of the scheme. Firstly, a key is selected as the correct key to extract the hash sequence of the House image. Then, 1000 wrong keys are selected to obtain the corresponding image hash sequences under the premise of keeping other conditions unchanged. Finally, the hash distance between the image hash sequence obtained by each wrong key and the image hash sequence obtained by the correct key is calculated respectively. Fig. 9 is the calculation result of Hamming distance, where the x −axis is the index of the 1000 error keys and the y − axis is the Hamming distance. From the Fig.9 , it can be seen that the minimum distance between the wrong keys is 0.4181, which is much higher than the set threshold T of 0.22, indicating that the correct hash sequence cannot be obtained without knowing the correct key, so the algorithm can meet the security requirements. Table 5 . Considering the operating efficiency, the storage performance, and the better classification performance of the algorithm, only the ROC curves when b = 16 and b = 32 are plotted. 499500 different image pairs and 210000 similar image pairs from subsection III-C are adopted in this experiment. The experiment results are shown in Fig.10 . In the figure, the abscissa is the FPR (false positive rate) P FPR and the ordinate is the TPR (true positive rate) P TPR . The calculation formulas are shown in (36)-(37).
where N false is the pairs of different images misjudged as similar images, N different is the total number of different image pairs, N true is the number of similar image pairs correctly judged, N same is the total number of similar image pairs. In ROC curves, the closer the ROC curve is to the upper left corner, the better classification performance. As shown in Fig.10 , compared with b = 16 and b = 32, the classification performance is better when the value of b is 16. The reason is as follows, when the b value is small, the hash contains more image color information and luminance information, which is helpful to improve the classification performance of the scheme. However, if the b value is too small, it requires long running time and large storage space, taking into account, b is taken as 16 in this paper. [23] . The experimental parameter setting of the comparison algorithm is consistent with the original paper. In order to ensure the fairness of comparison, each comparison algorithm is simulated on the MATLAB R2014a platform of the same computer, 499500 different image pairs and 210000 similar image pairs adopted in subsection III-C are used to verify their classification performance. [13] , [14] , [28] , and [23] .
Firstly, ROC curve is still used to theoretically analyze experimental results of different algorithms. The experiment results are shown in Fig.11 .
When P FPR is 0, the P TPR of this algorithm is 0.9998, whereas the P TPR of scheme [28] , scheme [13] , scheme [14] , and scheme [23] are 0.998, 0.991, 0.9827 and 0.953 respectively. When P TPR is close to 1, the P FPR of proposed algorithm is 4.13 × 10 −6 , whereas the P FPR of scheme [28] , scheme [13] , scheme [14] , and scheme [23] are 2.22 × 10 −5 , 0.1273, 9.4 × 10 −3 , and 0.4749 respectively. When P FPR is 0, the P TPR of other algorithms are lower than proposed algorithm. At the same time, it can be seen from Fig.11 that the ROC curve of the proposed algorithm is closest to the upper left corner than other algorithms, so the proposed algorithm has better classification performance. This is because the algorithm in this paper makes full use of the color salient points information of the image and combines the multidirection change information of the image luminance to achieve a good balance in robustness and discrimination.
In the following, the performance of proposed algorithm is further shown by the distributions of visually similar images pairs and different images pairs. As shown in Fig.12 , the subgraphs (a)-(e) of Fig.12 correspond the algorithm of this article, and algorithms of scheme [13] , [14] , [23] , [28] . The classification performance of the algorithm is measured by the size of the overlapping area between the distance distribution of similar image pairs and the distance distribution of different image pairs. From the Fig.12 , we can see that the overlapping area between different image pairs and similar image pairs is the least in proposed algorithm, which indicates that proposed algorithm has the best distinguishing performance.
Through MATLAB platform, the total time of extracting hash sequences of 1,000 different images on the same computer is obtained. The results of average time show that the proposed algorithm takes the shortest time, 0.0164s. On the other hand, the hash lengths of the proposed algorithm, scheme [28] , scheme [13] , scheme [14] , and scheme [23] are 354 bits, 452 decimal numbers (the decimal number of [28] . (c) Scheme [13] . (d) Scheme [14] . (e) Scheme [23] .
one bit needs at least 4 binary numbers, so it is at least 1808 bits), 64 decimal numbers, 96 bits, and 440 bits respectively. Although the hash length of the proposed algorithm is not the shortest, it is short enough. In addition, the running time and classification performance are significantly better than other algorithms. Finally, the specific comparison results of the proposed algorithm and other schemes are shown in Table 6 . 
G. APPLICATION OF IMAGE COPY DETECTION
We have downloaded 1000 images from the network as the experimental database, and randomly select 100 images as query images. 26 copy images of each query image can be obtained through MATLAB and Photoshop. Specific processing parameters of robustness attacked are shown in Table 7 . Some of images are shown in Fig.13 . Added the copy images to the experimental database to construct the test image database with 3600 images. In order to intuitively analyze the copy performance of the scheme, recall ratio R and precision ratio P [35] are introduced to reflect the copy detection capability of the algorithm. The formulas are shown in (38) and (39). The recall ratio and precision ratio under different thresholds are shown in Table 8 . When the threshold is 0.20, the precision ratio is 96.52% and the recall ratio is 99.96%. When the threshold is 0.17, the recall rate reaches 100%, and all the copied images can be detected. 13 . Set of images for copy detection. 
where N 1 is the number of the correctly copies that are considered as the copies of the corresponding query images, N 2 is the number of all copies in the image databases, N 3 is the number that are considered as the copies of the corresponding query images.
H. APPLICATION OF IMAGE TAMPERED DETECTION
In order to verify the tampered detection capability of the scheme, 15000 images were obtained from VOC2012 database [36] , and an object with a size of 20% of the original image area was added to each image. The distance distribution of similar image pairs, tampered image pairs, and different image pairs is drawn to show the tamper detection performance. The experimental result is shown in Fig.14. The abscissa T 1 of the intersection point between the similar image pairs curve and the tampered image pairs curve is 0.0728, the abscissa T 2 of the intersection point between the tampered image pairs curve and different image pairs curves is 0.3585, T 1 and T 2 are selected as threshold values, and when the distance between the image to be detected and the original image is less than T 1 , the image to be detected is considered to be similar image; when the distance is between T 1 and T 2 , the image is considered to be tampered image; when the distance is bigger than T 2 , it is considered to be different image. The calculation results show that when the threshold value is T 1 = 0.0728, the algorithm in this paper has the correct recognition rate of 94.26% to recognize similar image pairs. When the threshold value is T 2 , the algorithm has the correct recognition rate of 99.65% to recognize different image pairs. The proposed algorithm has the correct recognition rate of 95.17% for tampered images. We also give 10 examples of tampering detection. Original images as shown in Fig.15 , and tampered images as shown in Fig.16 , of which 1-6 are color tampered and 7-10 are content tampered in the image area. Table 9 lists the original image, the tampered image pair and the distance between them. It can be seen that the distance between the tampered image and the original image is distributed between the threshold values T 1 and T 2 . Therefore, the algorithm in this paper has good detection capability for image tampered.
IV. CONCLUSION
This paper proposes an image hashing scheme using three-dimensional color structure features and gradient feature of luminance. Experimental results show that the algorithm in this paper has the advantages of good collision rate and error detection rate, compact hash sequence and faster operation speed. ROC curve results show that the proposed scheme has better classification performance than some existing algorithms. In the next work, we will focus on extracting deeper three-dimensional features of the image to achieve precise tampered area, and improving the robust performance of the proposed scheme for large-angle rotation manipulation.
