A method of analyzing DNA microarray data based on the physical modeling of hybridization is presented. We demonstrate, in experimental data, a correlation between observed hybridization intensity and calculated free energy of hybridization. Then, combining hybridization rate equations, calculated free energies of hybridization, and microarray data for known target concentrations, we construct an algorithm to compute transcript concentration levels from microarray data. We also develop a method for eliminating outlying data points identified by our algorithm. We test the efficacy of these methods by comparing our results with an existing statistical algorithm, as well as by performing a crossvalidation test on our model.
A method of analyzing DNA microarray data based on the physical modeling of hybridization is presented. We demonstrate, in experimental data, a correlation between observed hybridization intensity and calculated free energy of hybridization. Then, combining hybridization rate equations, calculated free energies of hybridization, and microarray data for known target concentrations, we construct an algorithm to compute transcript concentration levels from microarray data. We also develop a method for eliminating outlying data points identified by our algorithm. We test the efficacy of these methods by comparing our results with an existing statistical algorithm, as well as by performing a crossvalidation test on our model. U se of DNA microarrays, wherein the expression levels of thousands of genes can be monitored simultaneously (1, 2) , has become widespread in biochemical research. Accurate interpretation of microarray data remains a significant challenge, however. The raw data exhibit large fluctuations, the origin of which is unclear, and most algorithms for extracting quantitative expression levels from the data are either empirical or statistical in nature.
The central component of all DNA microarray technologies is an array of different oligonucleotides (between 20 and several hundred bases long) deposited onto a single substrate. When a fluorescently labeled nucleic acid sample is washed over the substrate, it hybridizes to those probes that are complementary to it. Subsequent detection of the fluorescent signal allows one to quantify the presence of various sequences (and thus the expression levels of various genes) within the sample. One class of DNA microarrays is exemplified by Affymetrix (Santa Clara, CA) GeneChips (2, 3) , wherein each transcript is probed by multiple, short oligomers (typically 20-to 25-mers) or probes. Typically, Ϸ20 perfect match (PM) probes and an equal number of mismatch (MM) probes correspond to each transcript. Each PM probe exactly complements a short region of the transcript, referred to as the target. The corresponding MM probe is identical to the PM probe except at its centermost base, which is noncomplementary to the transcript. Typical algorithms that use microarray data to infer quantitative transcript expression levels begin by subtracting the MM intensity from the corresponding PM intensity (with adjustments to the MM value if MM Ͼ PM) (4). The expression level is then taken to be a weighted average of those differences obtained from all the pairs that probe the given transcript. One advantage of these genechips over other technologies, such as arrays spotted with a single, longer probe for each transcript, is that these chips can provide an absolute measure of gene expression (i.e., transcript copies per cell), whereas spotted arrays typically measure up-or down-regulation relative to some control condition (1) .
Although many techniques have been developed to identify trends in the expression levels inferred from DNA microarray data (5), less attention has been devoted to methods of obtaining accurate expression levels from the raw data. One promising method, developed by Li and Wong (6), assumes probedependent target-binding strengths determined through statistical analysis of data. In addition, several studies have been carried out to identify sources of noise present in microarray data (7, 8) . However, to date there has been little attempt (9) to analyze raw microarray data by constructing an algorithm based on the underlying physical principles of the hybridization process.
In this article we present such an analysis. That is, we develop a model based on calculated hybridization free energies and the rate equation for duplex formation and melting. Using publicly available data (see www.affymetrix.com͞analysis͞ downloadcenter2.affx), we demonstrate a clear correlation between calculated hybridization free energies and observed hybridization intensities, and show that the data can be well modeled by using the static equilibrium solution of the rate equation and incorporating the correlation. We further present a method of systematically identifying and removing outlying data points from the analysis, and compare our results both with the known answers for a controlled, publicly available data set and the results of an existing statistical algorithm. Finally, we discuss possible causes for variations observed among data sets from nominally equivalent experiments.
Experiments and Data
All the data shown and analyzed in this article are taken from the publicly available results of experiments carried out at Affymetrix (see www.affymetrix.com͞analysis͞download center2.affx and ref. 10) . In particular, the data are the results of a series of controlled ''spike-in'' experiments, in which a transcript group comprised of known concentrations (each between 0 and 1,024 pM), of 14 human genes is spiked into a background consisting of a labeled mixture of mRNA from a human pancreatic tissue source. (None of the spike-in genes were expressed in the tissue source.) This mixture is then hybridized onto Affymetrix U95A GeneChips. Fourteen different transcript groups, each containing different concentrations, of the various spike-in genes (following an experimental design known as a Latin square), are then each hybridized onto a genechip. The net result is that each of the genes is spiked into one of the transcript groups at each of the following concentrations: 0, 0.25, 0.5, 1, 2, 4, . . . 1,024 pM. That is, data are collected for all 14 genes, each at 14 different concentrations. Sixteen distinct PM-MM probe pairs interrogate each transcript. Finally, each of the measurements for a given gene at a given concentration was replicated between 2 and 12 times. The raw data provided by Affymetrix contain intensities for each PM and MM probe (the intensities provided corresponding to the 75th percentile of the intensity of the scanned pixels associated with the probe site). We performed no normalization of these data before the analysis discussed below. Because two of the genes in the experiment (407at and 36889at) had some defective probes, only 12 of the 14 genes are used in our analysis. Note that throughout this article we use Affymetrix notation to identify genes.
Fluctuations and Hybridization Energies
Because target fragments complementary to each of the 16 PM probes representing any given transcript are present with virtu-ally identical concentration in the sample solution, one might expect that in any experiment the intensities of the 16 spots containing these probes should be close in magnitude. In practice, however, significant variations in intensity are reproducibly observed among probes within the probe set interrogating a given target (3). One possible cause for these variations is the tendency of certain probes to hybridize more strongly with their complementary targets than others. In this article we study and exploit this possibility.
Because the hybridization rate increases as the free-energy differential associated with the reaction becomes more negative, some of the probe-to-probe variations observed in the data might be ascribable to sequence-dependent variations in these free energies. We show below that this indeed is the case and then incorporate these systematic differences in hybridization rates into algorithms designed to infer transcript concentrations from microarray data.
Studying the dependence of measured microarray intensities on target-probe hybridization free energies requires first determining those free energies. In the absence of detailed experimental results on hybridization in the confined geometry of microarrays, we use an existing nearest-neighbor model (11) developed for calculating free energies in solution. Obviously this model represents an approximation for the microarray geometry, where (at least) the entropic contributions to freeenergy changes clearly differ from those in solution. Because the entropies, in microarrays, of both the initial, confined, singlestrand probe and the final, hybridized, probe-target double strand are reduced relative to their values in solution, however, one hopes that the two reductions are close enough to make the approximation reasonable. The fact that such a model provides a reasonable fit to the experimental data provides some a posteriori justification for its use.
In nearest-neighbor models, the hybridization free energy of any base pair depends not only on whether that pair is a C-G or an A-T but also on which base pairs occupy the neighboring positions along the strand. Table 2 of ref. 11 gives the changes in enthalpy and entropy, and hence free energy (at 310 K), associated with each of the 10 independent stackings of two base pairs along an oligonucleotide chain in a 1 M solution. To calculate the hybridization free energy for any sequence, one sums the contributions for each of these stacked pairs along the chain and adds a correction (see table 2 of ref. 11) for the base pairs terminating the sequence at each end.
One now can check whether measured microarray intensities in fact increase monotonically with increasingly negative freeenergy changes. Although such a trend is not obvious in the data obtained in a single measurement of the 16 probes representing any single gene, it becomes apparent once one aggregates the Latin-square data from all the genes at a given concentration. Fig. 1 shows such aggregated data for all the experiments performed on all 12 genes, the different curves corresponding to different sample concentrations. The clear upward trend in the figure demonstrates the expected increase in hybridization intensity with increasingly negative free energy. † Note, however, that none of the curves in Fig. 1 for concentrations Ͻ256 pM are strictly monotonic. It is unclear whether this nonmonotonic behavior is due to statistical fluctuations in the relatively sparse Latin-square data set, the approximations inherent in our calculations of free energies, or other causes.
One can also use the nearest-neighbor hybridization model to compute the melting temperatures of oligonucleotides in solution (11) and then compare the results with experimental observations. Forman et al. (12) measure the degree of hybridization of specific microarray probes as a function of temperature, observing, for example, that a specific 18-mer melts at 338 K (the temperature at which the fraction of hybridized pairs goes to zero, presumably corresponding to the melting of the fulllength 18-mers on the given probe spot). The calculated melting temperature for the same probe is 367 K, suggesting that the application of thermodynamic quantities determined for nucleic acids in solution to confined geometries is reasonable.
Calculating the melting temperatures for each of the PM and MM probes for the 12 genes that we analyzed from the Latinsquare data set (11, 13) , one finds that the variation in melting temperature across the range of free energies represented is Ϸ20 K, whereas that between a PM-MM probe pair is typically Ϸ4 K (see Fig. 11 , which is published as supporting information on the PNAS web site, www.pnas.org). Thus, incorporating the effects of free energy seems at least as significant as incorporating those of single MMs.
Data Analysis
To understand the dependence of measured intensity on transcript concentration, we plot in Fig. 2 the intensities for a single probe site (probe 1 of gene 37777at) as a function of spike-in concentration, c, of gene 37777at. Although the signal increases, as expected, with increasing c, the response between 0.25 and 1,024 pM is decidedly nonlinear. Rather, the signal appears to approach an asymptotic value, presumably as a result of the finite number of probe sites available. [Note that a linear dependence of signal strength on c is implicitly assumed in earlier statistical models (4, 6) .] Assuming that the observed fluorescence intensity scales linearly with the number of hybridized probe-target duplexes, one can model the observed intensity by considering the binding and unbinding reactions single-strand probe
where k f and k b are the respective forward and backward rate constants for the reaction, and the concentrations [single-strand † We have defined ⌬G as the negative of the free energy of hybridization; thus, increasing ⌬G implies a stronger tendency to hybridize. Our ⌬G is equal to Ϫ⌬G 0 in the notation of ref. 11 . probe], [single-strand target], and [target-probe duplex] are given by (n p Ϫ n B )͞V probe , (n 0 Ϫ n B )͞V total , and n B ͞V probe , where n p , n 0 , V probe , and V total are equal to the number of probe molecules at the given probe site, the number of transcript molecules in the target solution, the volume of the probe site, and the volume of the target solution, respectively. The number of bound target-probe pairs, n B , is determined by the rate equation
If one assumes that the system reaches equilibrium (see where we have added a background term bg e to account for the hybridization of probes to nucleic acids other than their intended targets. Here c ϭ (n o ͞V total )͞(N A ͞liter) is in mol͞liter, N A is Avogadro's number, n e ϭ (ñ e ͞V total )͞(N A ͞liter), and the constant n I in Eq. 2 differs from n P by the proportionality factor that relates n B to the corresponding fluorescence intensity. We have written Eq. 2 in terms of the logarithm of I, as opposed to I itself, so as to maintain comparable sensitivity to multiplicative fold changes over the entire concentration range studied (12 powers of 2 in concentration) when computing least-square best fits of the data to this equation. In Fig. 2 , the solid line is a best fit of the data shown to Eq. 2, where n e , n I , and bg e are allowed to vary. Fits for all 16 probes of gene 37777at are shown in Fig. 12 , which is published as supporting information on the PNAS web site. In principle, data from each individual probe should follow Eq. 2, with n I varying little from probe to probe. In practice, however, fitting the data for each probe individually results in n I values of n I that range over an order of magnitude. To reduce the effects of such fluctuations, we fit all the data with a single n I . This is accomplished by binning the data over free energy for each concentration and then fitting all the binned data simultaneously. In Fig. 3 , for example, observed intensity is plotted as a function of spike-in concentration for each of the free-energy bins shown in Fig. 1 , each bin being depicted by a different color.
That is, we have averaged the observed intensities of all probes within a given free-energy bin for a given spike-in concentration and plotted this average as a single point.
We fit each of the curves in Fig. 3 to Eq. 2, the fits being constrained so that n I is held constant for all of the curves, whereas both n e and bg e are allowed to vary from curve to curve. The results of this fitting procedure are shown as the solid lines in Fig. 3 . The best-fit value for n I was found to be 9,494 (in the same units of fluorescence intensity as the data), whereas the best fits for n e and the background bg e are plotted as functions of ⌬G, the negative of the calculated hybridization free energy, in Fig. 4 a and b, respectively .
From equilibrium thermodynamics, one would expect that n e ϭ e Ϫ⌬G/RT . The best-fit straight line through the data in the semilog plot of Fig. 4a is shown as a solid line. However, equating the slope of this line to 1͞2.3RT yields a temperature of 2,130 K, approximately seven times the true temperature. Possible reasons for this discrepancy are addressed in Discussion.
In Fig. 4b , we see that the background bg e depends strongly on ⌬G. One expects the probes that have the most negative hybridization free energies with their complementary targets to hybridize most strongly with background targets that are not quite complementary. Hence, assuming that bg e results from background oligonucleotides in the test solution binding to the probe sites, and further assuming that all different sequences are represented roughly equally within these background oligonucleotides, one can readily understand why those probes with the largest ⌬G values exhibit the strongest background signals. The background intensity is well described by the sum of a constant and a term that scales exponentially with ⌬G. The best fit of this type is shown as a solid line in Fig. 4b . Assuming a nonspecific background of this form, the normalization of the background intensity (of microarray data not taken under the controlled conditions of these Latin-square measurements) could be quantified through the use of probe sites that are known not to bind specifically to any mRNA in the target mixture (14) (15) (16) (17) .
Combining the best-fit value of n I from the fits of Fig. 3 with the expressions for n e and bg e derived from the fits in Fig. 4 , we model the observed intensity as a function of ⌬G and transcript concentration by Eq. 2 with bg e ϭ 127 ϩ 6 ϫ 10 , and n I ϭ 9,494. To determine the concentration, c, of a given transcript from the data obtained from a single genechip, we plot the observed PM-probe intensities for that transcript as a function of calculated probe hybridization free energy. We then perform a least-squares fit of this data to Eq. 2, using the above values of n I , n e , and bg e , with c as the only adjustable parameter and the constraint c Ն 0. In Fig. 5 this procedure is illustrated on a data set for gene 36311at at a spike-in concentration of 256 pM. The observed intensities of the 16 PM probes for this transcript are plotted as a function of the calculated ⌬G values. The black line is a best fit of this data to Eq. 2. The best-fit value of c is 92 pM.
To improve the analysis, it is desirable to identify those data points that have either anomalously low or high intensities. Such points can be identified by their large distance from the best-fit curve of the model just described. In particular, we calculate the mean distance from the 16 data points for a given transcript to the best-fit curve, and the standard deviation of these distances. We next identify all the data points with distances from the best fit that exceed the mean distance by at least 1 standard deviation. We discard these data points and then refit the remaining data. In Fig. 5 , the two points plotted as hollow squares have been identified as outliers based on this criterion. When the data are refit without these points, the best-fit value for c is 151 pM, significantly closer to the known spike-in value of 256 pM. The elimination of outlying data points in this way is the final step of our analysis algorithm.
Analysis of the Accuracy of the Algorithm
Having used the above algorithm to obtain fitted values of the concentration for each of the spike-in transcripts in each of the Latin-square experiments, we can compare these results with both the known spike-in values of the concentrations and the signal values obtained by using Affymetrix software. For each spike-in concentration (i.e., 0.25-1,024 pM), we plot the median value of the calculated concentrations of all transcript measurements taken at that spike-in concentration (Fig. 6) . The red and black squares show the values obtained by using the Affymetrix MICROARRAY SUITE 5 (with default settings for all parameters) and our model, respectively. Because the signal values obtained by using the Affymetrix software provide only relative concentrations rather than absolute ones, we normalized these values as follows before plotting them: First, we divided the median Affymetrix signal value obtained for each spike-in concentration by the known spike-in value itself. (If the analysis were perfect, all these quotients would be equal.) We then calculated the mean of these quotients and rescaled each of the median signal intensities by this mean value. For purposes of comparison, we performed the same normalization procedure on the fits obtained from our model. These normalized median values are shown on log-log plots in Fig. 6 . Also shown are best-fit lines through each data set. Ideally, the calculated concentrations should scale linearly with the spike-in concentrations, making the slopes of these lines unity. The best-fit results for our and Affymetrix's analyses are 1.08 and 0.71, respectively.
Note that for the spike-in concentration 0.25 pM, the median value of the fits with our model was 0 (the lower limit allowed by our fitting procedure); thus, this point could not be included in the log-log plot above. If we also exclude our results for the spike-in value of 0.5 pM, the best-fit slope to our fitted concentrations becomes 1.01. Given the anomalously low values of our results at 0.25 and 0.5 pM, we believe that our predicted concentrations are not valid for spike-in concentrations Ͻ1 pM. (Note that the Affymetrix software predicts that a transcript is present in only 18%, 36%, and 33% of the 0.25-, 0.5-, and 1-pM spike-in experiments, respectively.) These unreliable predictions at low concentration are very likely connected with the fact that the background is comparable with the total signal at the lowest concentrations. The ranges are defined to be multiplicatively symmetric about the spike-in concentration; i.e., a range is defined by the smallest numerical factor by which a spike-in concentration must be multiplied at the high end and divided at the low end so as to include 50% of the fitted concentration values. Fig. 7 does not show results for spike-in concentrations of 0.25 and 0.50 pM, because for these concentrations our algorithm yields lowerrange values near or equal to 0, and thus infinite error bars on a logarithmic scale. It is clear from Fig. 7 that the Affymetrix analysis yields narrower ranges at low concentrations, our algorithm yields narrower ranges at high concentrations, and the two algorithms yield comparable ranges at the middle concentrations. It would be straightforward, of course, to give more weight to the low-concentration data in determining our values of n I , n e , and bg e . This weighting would improve our low-concentration predictions at the expense of those at higher concentrations. Fig. 8 shows histograms of the concentration values predicted by our algorithm (Upper), and the Affymetrix software (Lower) for all the data at spike-in concentrations of 16 and 256 pM. (Histograms of the 1-and 4-pM data are shown in Fig. 13 , which is published as supporting information on the PNAS web site.) At 16 pM, where the distances between the 50% error bars of Fig. 7 are comparable for the two algorithms, the total range of values obtained from the Affymetrix algorithm is narrower than that obtained from ours. Even at 256 pM, where all the concentrations predicted by the Affymetrix algorithm are below the spike-in value, the range of predicted concentrations is signifi- cantly narrower than the range predicted by our procedure. One possible reason that the Affymetrix software yields narrower distributions is that it utilizes the difference PM-MM in predicting concentrations, whereas at present our algorithm uses only the PM-probe intensities.
As a final test of the efficacy of our methods, we performed a cross-validation study on the Latin-square data. The data set first was divided into three nonoverlapping subsets, each comprising the data from all experiments performed on 4 of the 12 genes. One of the three subsets was arbitrarily chosen as the ''test'' subset, and the data from the other two subsets then were used as the ''training'' subset to determine values of n I , bg e , and n e as described above. These values were then used (again, just as described above) to fit the concentrations of the genes of the test subset. This procedure was then repeated twice more, with each of the two remaining subsets used as the test subset. The results for two of three of these tests are combined and displayed in Fig. 9 , which shows error bars computed just as for Fig. 7 . (The third set was discarded, because the test set included data with both higher and lower hybridization free energies than the training set.) The results shown in Fig. 9 are comparable in accuracy with those derived for the complete data set, demonstrating that as long as there is a fully representative collection of data in the training set, our algorithm is able to produce reasonably accurate predictions for the concentration for genes not contained in that set.
Discussion
In this article we have described algorithms, based on simple physical principles of hybridization, for extracting geneexpression levels from microarray data. The results for the controlled Latin-square spike-in data were comparable in accuracy with those obtained from the statistical Affymetrix algorithm. Specifically, for multiple measurements taken at the same spike-in concentration, our algorithm tended to yield a more accurate median prediction, whereas the Affymetrix software tended to yield a narrower distribution of predicted values. At least in part, the accuracy of our model is limited by the quantity and range of control data available as a training set. More control data, including some at higher spike-in concentrations, would presumably reduce the fluctuations in the data (e.g., Fig.  3 ) and hence improve the accuracy of the model.
Although the dependence of hybridization strength on free energy clearly accounts for some of the observed variations in probe intensity, there are substantial systematic variations that, equally clearly, have different origins. This may be seen in Fig.  10 , in which probe intensity is plotted as a function of ⌬G for 11 measurements taken for gene 1091at at a spike-in concentration of 256 pM. Although there is an overall upward trend with increasing ⌬G, the data at 33.17, 34.91, 36.5, and 38.29 kcal͞mol are anomalously low. Possible causes for such anomalies include secondary structure of the targets and͞or probes and sequencedependent steric effects associated with the confined geometry. Cross-hybridization would presumably produce anomalously high intensity values, as are observed for some of the other spike-in genes.
Note from Fig. 10 that there are also variations among the 11 equivalent measurements of the same probe, although these are smaller than the probe-to-probe variations. The order of the intensities resulting from the 11 experiments changes little from probe to probe, suggesting that these variations too are largely systematic.
We noted earlier that, in Fig. 4a , n e shows a much weaker dependence on free energy than is predicted by equilibrium thermodynamics. At least in part, this discrepancy is a consequence of the ''all-or-none'' approximation (18) by which we have modeled the hybridization. This approximation assumes that the probe and target strands are either completely hybridized or completely separate: Partial hybridization is not allowed. The distribution of truncated probe lengths known to be present on lithographically prepared microarrays (12) could also contribute to the observed dependence of n e on free energy, as well as account for the fluctuations observed between replicate measurements. Some of the consequences of the all-or-none model and the distribution of probe lengths are discussed in detail in Supporting Text and Fig. 14 , which are published as supporting information on the PNAS web site.
Note. After submission of this article, we became aware of concurrent research (19) that addresses similar questions to our work, albeit through different methods.
