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Zusammenfassung
Ein entscheidendes Problem des logik{basierten Lernens liegt in der Gr

oe des Hy-
pothesenraumes. M

oglichkeiten der Einschr

ankung sind das heuristische Durchsuchen
eines vollst

andigen Hypothesenraums (z.B. FOIL) oder das vollst

andige Durchsuchen ei-
nes eingeschr

ankten Hypothesenraums (z.B. RDT). W

ahrend die theoretische Analyse die
Lernbarkeit untersucht, wollen wir durch einen experimentellen Vergleich von RDT und
FOIL feststellen, wie sich die unterschiedlichen Einschr

ankungen des Suchraums in der
Praxis auswirken. F

ur unsere Experimente haben wir zum einen den KRK{Sachbereich
und auerdem einen neu modellierten Sachbereich, die Wohnortwahl f

ur Studenten, ver-
wendet.
11 Einleitung
Logik{basiertes Lernen zeichnet sich dadurch aus, da das Lernergebnis in eingeschr

ank-
ter Pr

adikatenlogik vorliegt, von einem System interpretierbar ist und die Verfahren
Hintergrundwissen nutzen k

onnen. Daraus ergibt sich einerseits eine sehr groe Aus-
drucksst

arke der Lernergebnisse, andererseits wird dadurch der Hypothesenraum sehr
gro. M

oglichkeiten der Einschr

ankung sind das heuristische Durchsuchen eines vollst

andi-
gen Hypothesenraums (z.B. FOIL [Quinlan, 1990]) oder das vollst

andige Durchsuchen ei-
nes eingeschr

ankten Hypothesenraums (z.B. RDT [Kietz and Wrobel, 1991]). W

ahrend
die theoretische Analyse die Lernbarkeit untersucht [Haussler, 1990, Kietz, 1992], wol-
len wir durch einen experimentellen Vergleich von RDT und FOIL feststellen, wie sich
die unterschiedlichen Einschr

ankungen des Suchraums in der Praxis auswirken. Zahlrei-
che Ver

oentlichungen dokumentieren experimentelle Untersuchungen einzelner Lernver-
fahren anhand von Anwendungen, darunter z.B. RDT [Morik and Sommer, 1993], FOIL
[Quinlan, 1990] und GOLEM [Dolsak and Muggleton, 1992]. F

ur unsere Experimente ha-
ben wir zum einen den KRK{Sachbereich (siehe Abschnitt 3.1) ausgew

ahlt, der auch schon
von Lavrac und Dzeroski in einem Vergleich zwischen FOIL und LINUS benutzt wurde
[Lavrac and Dzeroski, 1992], und auerdem einen neu modellierten Sachbereich, die Wohn-
ortwahl f

ur Studenten. Bei dem Test{Szenario Wohnortwahl liegt der Schwerpunkt auf
der Anwendbarkeit der Verfahren in einem realistischen Sachbereich, w

ahrend im KRK{
Sachbereich die Variation m

oglicher Einufaktoren auf das Lernergebnis im Vordergrund
stand.
Im n

achsten Abschnitt geben wir einen

Uberblick

uber die m

oglichen Einufaktoren
auf Lernsysteme und f

uhren die von uns aufgestellten Bewertungskriterien f

ur die Lern-
ergebnisse ein. Im dritten Abschnitt beschreiben wir die Experimente im KRK-Szenario
und im vierten Abschnitt die Experimente im Wohnort{Szenario. Im letzten Abschnitt
diskutieren wir die Ergebnisse unserer Testreihen und zeigen m

ogliche Richtungen zur
Verbesserung der betrachteten Verfahren auf.
1
2 Analyse von Lernverfahren
Ziel unserer Analyse ist es, folgende Fragen zu untersuchen:
 Ist die Suche bei einer deklarativen Einschr

ankung des Hypothesenraums weniger
zeitaufwendig, da sie sich jeweils speziell auf eine Anwendung bezieht?
 Wird das korrekte Lernergebnis bei einer heuristischen Einschr

ankung h

auger ver-
fehlt?
 Welches Verfahren kommt mit einer groen Anzahl von Fakten besser zurecht?
 Beeinut die Stelligkeit von Pr

adikaten den Lernerfolg?
 Inwieweit verbessert vorhandenes Hintergrundwissen das Lernergebnis?
 Welche Art der Einschr

ankung bew

ahrt sich besser in einer realen Modellierungssi-
tuation?
1
Eine ausf

uhrlichere Darstellung ndet man in [Projektgruppe-205, 1993].
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Zur Kl

arung dieser Fragen werden die Lernverfahren RDT und FOIL experimentell
anhand von zwei Sachbereichen mit unterschiedlicher Variierung der Einufaktoren, die
in Abschnitt 2.1 beschrieben werden, untersucht. Die Auswertung erfolgt nach den in
Abschnitt 2.2 aufgestellten Kriterien.
2.1 Einufaktoren
Um zwei Lernverfahren vergleichen zu k

onnen, mu man sich zun

achst

uber die Einu-
faktoren auf die Lernergebnisse klar werden. Die f

unf wesentlichen Faktoren, die das
Lernergebnis jedes Lernverfahrens beeinussen, sind
 die Beispielmenge,
 die Repr

asentation des Wissens,
 der Lernalgorithmus selbst,
 das verwendete Hintergrundwissen und
 das angestrebte Lernergebnis.
2.1.1 Beispielmenge
Die f

ur einen Lernlauf gew

ahlte Beispielmenge kann in verschiedenster Weise variiert wer-
den. Zun

achst ist die Frage zu stellen, inwieweit vollst

andige Beispiele f

ur einen Lernlauf
vorliegen, d.h. sind alle Fakten, die zu einem Beispiel geh

oren, vorhanden. Weiterhin ist
die Anzahl der Beispiele wie auch die Verteilung beliebig variierbar. Man kann versuchen,
die Beispiele gem

a ihrer in der Realit

at vorkommenden Verteilung auszuw

ahlen oder mit
abweichenden Verteilungen positiver und negativer Beispiele experimentieren. Neben der
Verteilung positiver und negativer Beispiele interessiert aber auch, ob f

ur einen gesamten
Lernlauf auch wirklich alle in der Realit

at vorkommenden F

alle ber

ucksichtigt worden sind
und wenn, ob deren Verteilung mit der Realit

at

ubereinstimmt.
Die Variierung der Beispielanzahl ist der wohl bedeutenste Einufaktor f

ur Lern-
verfahren. F

ur die Bewertung der Beispielanzahl gibt es ein Ma, die Streuung, die die
Anzahl der zur Verf

ugung stehenden Beispiele f

ur einen Lernlauf ins Verh

altnis setzt zu
der tats

achlichen Extension des zu lernenden Begris.
Streuung := 1 
j input(c) j
j tat ext(c) j
wobei tat ext(c) die Menge aller Beispiele ist, die dem Begri c in der Realit

at angeh

oren
und input(c) die Menge der Trainingsbeispiele, die dem System f

ur den Lernvorgang zur
Verf

ugung stehen.
Viele Anwendungen sind dadurch gekennzeichnet, da nur eine begrenzte Anzahl von
Beispielen vorliegt, aus denen Regeln gelernt werden sollen, die sp

ater auftretende Situa-
tionen korrekt behandeln. In diesem Fall mu ber

ucksichtigt werden, da die vorhandenen
Beispiele sowohl f

ur die Beispielmenge als auch f

ur die Testmenge ausreichen m

ussen. Ein
Verfahren, welches die ben

otigten Beispiele aus den vorhandenen Beispielen zieht, ist die
cross validation [Breiman et al., 1984].
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2.1.2 Repr

asentation des Wissens
Bei einer gew

ahlten Repr

asentation f

ur ein Lernverfahren sind in erster Linie folgende
Fragen zu stellen:
 Welche Klasse von Beispielsprachen ist zur Darstellung der Beispiele verwendet wor-
den?
 Welchen Hypothesenformalismus verwendet das Lernverfahren?
M

ogliche Einschr

ankungen des Repr

asentationsformalismus f

ur Beispiele und/oder Hypo-
thesen sind
 variablenfreie Terme,
 funktionsfreie Terme,
 rekursionsfreie Klauseln,
 generative Klauseln, d.h. jede Variable aus der Konklusion mu auch in der Pr

amisse
vorkommen,
 deterministische Klauseln, d.h. alle Terme der Klausel sind deterministisch verbun-
den,
 ij{deterministische Klauseln, d.h. deterministische Klauseln, deren maximale deter-
ministische Tiefe i und deren maximale Stelligkeit der Pr

adikate j ist,
 Reduzierung auf Aussagenlogik,
 Klauseln, deren Form vom Benutzer gegebenen Schemata entsprechen.
Die Repr

asentationssprache (also die verwendeten Pr

adikate einer Anwendung) kann
f

ur die Qualit

at der Lernergebnisse von Bedeutung sein. Es gibt verschiedene Variati-
onsm

oglichkeiten f

ur die Repr

asentation. Z.B. kann die Stelligkeit der Pr

adikate ver

andert
werden. Einige Lernverfahren kommen besser mit Pr

adikaten geringer Stelligkeit zurecht.
Andere sind in der Lage, auch Pr

adikate mit hoher Stelligkeit zu bearbeiten.
2.1.3 Lernalgorithmus
Ein weiterer Punkt ist die Frage nach der Einum

oglichkeit des Benutzers auf das Akzep-
tanzkriterium einer Hypothese. Verschiedene Lernalgorithmen bieten hier dem Benutzer

uber Parameter die M

oglichkeit der Einunahme auf das Lernergebnis. Eine solche Pa-
rametrisierung des Lernalgorithmus macht ihn nat

urlich nicht leicht handhabbar f

ur den
Benutzer. Allerdings wird so meist eine gr

oere Flexibilit

at in Bezug auf die L

osbarkeit
von verschiedenen Lernaufgaben erreicht.
2.1.4 Hintergrundwissen
Vom Hintergrundwissen ist es abh

angig, wie leicht ein Begri zu lernen ist. Durch zus

atz-
liches Hintergrundwissen kann es zu einer Verk

urzung der Begrisbeschreibung kommen.
Dies f

uhrt dann eventuell dazu, da neue Begrie gelernt werden k

onnen. Wenn keine
Verk

urzung erreicht werden kann, ist das Hintergrundwissen eher hinderlich f

ur den Lern-
vorgang, da zus

atzliche Pr

adikate ber

ucksichtigt werden m

ussen.
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2.1.5 Lernziel
Das Lernziel charakterisiert sich durch die Komplexit

at der Regelmenge, die zur Beschrei-
bung des zu lernenden Begris notwendig ist. Wenn z.B. eine Regel ausreicht, also keine
verschiedenen F

alle zu unterscheiden sind, so ist das Lernziel einfacher zu erreichen, als
wenn eine komplexe Regelmenge zur Beschreibung des Begris notwendig ist.
2.2 Bewertungskriterien f

ur Lernergebnisse
In diesem Abschnitt wollen wir einige Bewertungskriterien aufzeigen, die wir in unseren
Tests verwendet haben. Zuerst sind da die klassischen Kriterien Vollst

andigkeit und Kor-
rektheit des Lernergebnisses zu nennen. Hinzu kommen die Zeit, die der Algorithmus zur
Berechnung ben

otigt, und die Redundanzen in der Regelmenge. Diese Kriterien sind ein-
deutig berechenbar und daher leicht zu bewerten und vergleichen. Anders ist es mit der
Sinnhaftigkeit und der Einfachheit der Regeln. Hier sind die Vorstellungen des Benutzers
von Bedeutung.
 Vollst

andigkeit: Unter Vollst

andigkeit verstehen wir die vollst

andige Ableitung
aller tats

achlichen Extensionen eines Begris aus dem Sachbereich.
j tat ext(c) \ ext(c) j
j tat ext(c) j
wobei ext(c) die Menge aller Beispiele ist, die durch das Lernergebnis als c klassi-
ziert werden.
 Korrektheit: Werden keine Extensionen im Widerspruch zur tats

achlichen Exten-
sion abgeleitet, bezeichnen wir eine Hypothese als korrekt.
1 
j not(tat ext(c)) \ ext(c) j
j ext(c) j
 Lernzeiten: Lernzeiten sind schwer zu bewerten. Hierzu mu man sicherstellen, da
die verschiedenen Lernverfahren in der gleichen Testumgebung angewendet werden.
 Sinnhaftigkeit: Die gelernten Regeln sollen f

ur den Benutzer sinnhaft sein. Dazu
reicht es nicht, da die Beispielmenge vollst

andig und korrekt durch die Regeln be-
schrieben wird. Unserer Meinung nach k

onnen Regeln trotzdem von einem Benutzer
verworfen werden, wenn sie f

ur ihn nicht einsichtig und nachvollziehbar sind.
 Einfachheit: Unter dem Kriterium Einfachheit wollen wir sowohl den Aufbau der
gelernten Regeln als auch den Aufbau der gesamten Regelmenge betrachten. Die
Regeln sollten m

oglichst kurz sein. Die Bewertung des Aufbaus der Regelmenge
ist von der Zielsetzung im Sachbereich abh

angig. Z.B. kann die Zielsetzung darin
bestehen, eine m

oglichst knappe Beschreibung eines Begris zu nden.
 Redundanzen: Eine Redundanz liegt vor, wenn die Extension einer Regel R eine
Teilmenge einer anderen Regel R' ist.
5Zus

atzlich haben wir zwei weitere Mae f

ur Vollst

andigkeit und Korrektheit, die die
Vorhersagekraft (Streuung) einbeziehen. Wenn z.B. die Testumgebung nicht voraussa-
gekr

aftig ist, also

uberhaupt nicht gelernt werden kann, so ist das Lernsystem nicht f

ur
Unvollst

andigkeit und Inkorrektheit verantwortlich zu machen.
 Dichteunabh

angige Korrektheit: Korrektheit * Streuung
 Dichteunabh

angige Vollst

andigkeit: Vollst

andigkeit * Streuung
Um ein Lernergebnis bewerten zu k

onnen, mu man alle Bewertungspunkte zusammen
betrachten, da meist eine Aufwertung eines einzelnen Kriteriums eine Abwertung eines
anderen zufolge hat.
3 Experimente im KRK{Szenario
Der Sachbereich KRK zeichnet sich dadurch aus, da er vollst

andig erfat und einfach
strukturiert, genauer ij{deterministisch, ist. Aus diesem Grund eignet sich dieser Sachbe-
reich besonders, um viele der Fragestellungen aus Abschnitt 2 n

aher zu beleuchten.
3.1 Sachbereich
Das KRK{Schachendspiel wurde als Beispiel f

ur das Maschinelle Lernen zuerst von Quin-
lan beschrieben [Quinlan, 1983]. KRK steht f

ur king{rook versus king, d.h. es spielen der
weie K

onig und der weie Turm gegen den schwarzen K

onig. Das Lernproblem besteht
darin, die illegalen Stellungen der drei Figuren auf dem Schachbrett von den legalen abzu-
grenzen, d.h. der Begri illegal soll gelernt werden. Es existieren insgesamt 64
3
(=262
144) m

ogliche Stellungen, von denen (unter der Annahme, da Wei am Zug ist) ca. 33%
als illegal zu klassizieren sind.
Man kann drei Arten illegaler Stellungen unterscheiden:
1. Ein Feld ist mit mehr als einer Figur belegt.
2. Die beiden K

onige sind unmittelbar benachbart.
3. Der schwarze K

onig steht im Schach, d.h. er steht entweder auf derselben Spalte
oder derselben Zeile wie der weie Turm, wobei der weie K

onig nicht zwischen den
beiden steht.
Der Fall, da der weie K

onig die Schachstellung verhindert, wurde von den Regeln,
die Quinlan mit FOIL lernte, nicht ber

ucksichtigt, woraus sich schlechtere Ergebnisse bzgl.
der Vollst

andigkeit und Korrektheit ergaben [Quinlan, 1990]. In unserem Test{Szenario
konnte mit FOIL auch dieser Spezialfall gelernt werden.
3.2 Repr

asentationen
F

ur die Experimente benutzten wir folgende zwei Repr

asentationen des KRK{Problems:
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1. Attribut{Werte{Repr

asentation
Sie zeichnet sich dadurch aus, da das gesamte Beispiel, d.h. eine komplette KRK{
Stellung, durch ein einziges, siebenstelliges Pr

adikat dargestellt wird. An der ersten
Stelle des Pr

adikates steht eine Beispielnummer, die restlichen sechs Attribute be-
schreiben die Positionen der drei Figuren auf dem Spielbrett.
2. First{Order{Repr

asentation
Hierbei wird ein Beispiel durch drei Pr

adikate f

ur die einzelnen Figuren repr

asentiert.
Durch die Aufspaltung in drei verschiedene Pr

adikate geht die Information verloren,
da diese drei Figuren zu einer Schachstellung geh

oren. Aus diesem Grund wurde
jedem Pr

adikat eine eindeutige Beispielnummer hinzugef

ugt.
white_king(r,s,e)
white_rook(t,u,e)
black_king(v,w,e)
illegal(e)
Um den Einu des Hintergrundwissens in unseren Testreihen zu

uberpr

ufen, erweiterten
wir die Repr

asentationen durch unterschiedliche Mengen von Hintergrundwissen:
1. Kein Hintergrundwissen
2. Wenig Hintergrundwissen, d.h. die Pr

adikate
adjacent/2 :(<pos>,<pos>)
less_than/2 :(<pos>,<pos>)
not_equal/2 :(<pos>,<pos>)
wurden voll instanziiert als Hintergrundwissen zur Verf

ugung gestellt.
3. Viel Hintergrundwissen, d.h. zus

atzlich wurden noch die vollst

andigen Instanziie-
rungen folgender Pr

adikate als Hintergrundwissen hinzugef

ugt:
same_row_white_rook_black_king/4 : (<pos>, <pos>, <pos>, <pos>)
same_row_white_king_white_rook/4 : (<pos>, <pos>, <pos>, <pos>)
same_row_white_king_black_king/4 : (<pos>, <pos>, <pos>, <pos>)
same_column_white_rook_black_king/4: (<pos>, <pos>, <pos>, <pos>)
same_column_white_king_white_rook/4: (<pos>, <pos>, <pos>, <pos>)
same_column_white_king_black_king/4: (<pos>, <pos>, <pos>, <pos>)
white_rook_reaches_black_king/1 : (<st>)
same_field/1 : (<st>)
adjacent_kings/1 : (<st>)
Die f

ur RDT ben

otigte Menge an Regelmodellen wurde f

ur jeden Lernlauf angepat.
Die Gesamtmenge umfat daher 41 Metapr

adikate. Aus diesem Grund geben wir hier nur
exemplarisch zwei Metapr

adikate f

ur die First{Order{Repr

asentation ohne Hintergrund-
wissen f

ur den Begri illegal an:
3.3 Durchgef

uhrte Tests 7
ill1(pos1, pos2, ben, il) : pos1(x1, y1, st) & pos2(x3, y3, st) &
ben(x1, x3) & ben(y1, y3)
--> il(st).
ill2(pos1, pos2, pos3, neq, lth, il): pos1(x, y1, st) & pos2(x, y2, st) &
pos3(x, y3, st) & lth(y2, y1) &
lth(y3, y1) & neq(y3, y2)
--> il(st).
3.3 Durchgef

uhrte Tests
Wie im Abschnitt 2.1 beschrieben, werden die genauen Umst

ande jedes einzelnen Tests
durch Variation der Dimensionen eines
"
Testraums\ bestimmt:
Repr

asentation: Entweder First{Order{Repr

asentation oder Attribut{Werte Repr

asen-
tation.
Zielbegri f

ur den Lernlauf: illegal, schach_sk, wk_verhindert_kein_schach.
Hintergrundwissen: Entweder keins, wenig oder viel.
Anteil positiver Beispiele: 30%, 50% oder 70%.
Gesamtzahl der Beispiele: 10, 100, 500 oder 1000
2
.
Lernsystem: RDT oder FOIL.
Bei einer vollst

andigen Aussch

opfung des Testraums sind 432 Tests durchzuf

uhren. Da f

ur
jeden Test, bestehend aus Beispielgenerierung, Lernlauf und Bewertung der gelernten Re-
geln zwischen 4 Stunden und 2 Tagen anzusetzen sind, war eine vollst

andige Durchf

uhrung
aller Tests f

ur uns nicht m

oglich.
Wir schr

ankten deshalb den Testraum auf folgende Testreihen ein:
1. F

ur die First{Order{Repr

asentation mit viel und wenig Hintergrundwissen werden
alle Kombinationen der Dimensionen Zielbegri f

ur den Lernlauf, Anteil po-
sitiver Beispiele, Gesamtzahl der Beispiele und Lernsystem durchprobiert
(144 Tests).
2. F

ur die Attribut{Werte{Repr

asentation mit viel und wenig Hintergrundwissen und
dem Lernbegri illegal werden alle Kombinationen der Dimensionen Anteil posi-
tiver Beispiele, Gesamtzahl der Beispiele und Lernsystem durchprobiert (48
Tests).
Die sich ergebenden 196 Tests erschienen durchf

uhrbar. Leider konnten einige Tests mit
FOIL gar nicht durchgef

uhrt werden, da das Programm aus Speichermangel abst

urzte,
andere Tests wurden stark durch die extremen Lernzeiten von RDT verz

ogert.
2
Bei einigen L

aufen mute diese Zahl auf 900 gesenkt werden. Auch mit dieser Anzahl muten jedoch
einige Lernl

aufe nach mehr als 12{st

undiger Lernzeit ohne Ergebnis abgebrochen werden.
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3.4 Auszug aus den Testergebnissen
Da wir in diesem Rahmen nicht alle Testergebnisse darstellen k

onnen, haben wir stell-
vertretend die Ergebnisse f

ur die First Order Repr

asentation und das Lernziel illegal
in der Tabelle 1 dargestellt, deren Zeilen die Bewertungskriterien (Vollst

andigkeit=^V;
Korrektheit=^K; Dichteunabh

angige Vollst

andigkeit=^DV; Dichteunabh

angige Korrektheit
=^DK; Lernzeit (Sekunden)=^Z) und deren Spalten die verschiedenen Mengen an Hinter-
grundwissen enthalten. Die Eintr

age sind wieder in einer Tabelle dargestellt, wobei die
Spalten den Beispielanzahlen, die Zeilen dem Anteil positiver Beispiele f

ur den jeweiligen
Begri an der Gesamtbeispielanzahl entsprechen. Deren Eintr

age enthalten die Zahlen-
werte des jeweiligen Testergebnisses f

ur FOIL (F) bzw. RDT (R).
Sind irgendwo keine Zahlen eingetragen, so steht dort:
|
;
Es wurden keine Regeln gelernt.
|
?
Die Regeln wurden nicht bewertet, da die Extension leer war.
|
F
FOIL st

urzte aus Speichermangel ab.
Z.B. bedeutet der gekennzeichnete Tabelleneintrag in Tabelle 1: Das Lernergebnis
von RDT war bei 10 Beispielen und wenig Hintergrundwissen mit einer 50/50 Verteilung
von positiven und negativen Beispielen bereits ziemlich vollst

andig, d.h. ca. 88% der
tats

achlichen positiven Begrie werden von den gelernten Regeln abgedeckt, w

ahrend die
von FOIL gelernten Regeln nur ca. 51% abdecken.
3.5 Diskussion der Testergebnisse
Nachdem nun die Testbedingungen und die Bewertungskriterien beschrieben und die unter
Ber

ucksichtigung dieser Kriterien durchgef

uhrten Tests dargestellt wurden, sollen nun die
Ergebnisse der Experimente anhand der Kriterien bewertet werden.
3.5.1 Repr

asentation
Wie schon in Abschnitt 3.2 angesprochen, sollte durch die Tests mit verschiedenen Repr

asen-
tationen ermittelt werden, welches Lernsystem mit welcher Repr

asentation am besten ar-
beiten kann.
RDT hat mit keiner der Repr

asentationen Probleme, w

ahrend FOIL mit der First{
Order{Repr

asentation deutlich bessere Ergebnisse erzielte als mit der Attribut{Werte{
Repr

asentation.
3.5.2 Hintergrundwissen
Auch dies war ein Punkt, der von uns im Vorfeld kontrovers diskutiert wurde: w

urde
FOIL angebotenes Hintergrundwissen nutzen oder auf die Fakten zur

uckgreifen, die nur
die Stellung beschreiben?
Aus unseren Testreihen ergab sich, da FOIL das Hintergrundwissen mindestens ebenso
eektiv wie RDT nutzt. Auerdem wurde festgestellt, da RDT bei der Attribut{Werte{
Repr

asentation weniger durch zus

atzliches Hintergrundwissen behindert wurde als bei der
First{Order{Repr

asentation. Die Begr

undung liegt in der Art der Hypothesenraumein-
schr

ankung von RDT, bei der die Stelligkeit der Pr

adikate eine wichtige Rolle spielt.
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Tabelle 1: Tests in der First{Order{Repr

asentation

uber das Lernziel illegal
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Interessant ist, da beide Lernsysteme auch g

anzlich ohne Hintergrundwissen noch
eine hohe Vollst

andigkeit bzw. Korrektheit erreichen. Daraus l

at sich ablesen, da die
einfachsten Regeln den gr

oten Teil der tats

achlichen Extension abdecken.
3.5.3 Verteilung der Trainingsbeispiele
Die Verwendung unterschiedlicher Verteilungen hat keine eindeutigen Ergebnisse gebracht.
Man kann lediglich sagen, da beide Lernsysteme ihre Hypothesen in erster Linie aufgrund
der positiven Beispiele bilden und daher bei einer extrem kleinen Trainingsmenge ein hoher
Anteil an positiven Beispielen g

unstig ist.
3.5.4 Lernzeit, Speicherbedarf, Betriebssicherheit
Was diese Aspekte angeht, bietet sich ein zwiesp

altiges Bild. Einerseits liegen die Lern-
zeiten von RDT um einen derartig extremen Faktor

uber denen von FOIL (man beachte:
57000 Sekunden sind knapp 16 Stunden), da man in diesem Bereich von einer deutlichen

Uberlegenheit von FOIL sprechen kann.
Andererseits erwies sich RDT als das deutlich sicherere System. Wenn die Fakten

uberhaupt in die Wissensbasis paten (und das war ja eine Grundvoraussetzung f

ur den
Lernlauf bei unserer Implementierung), dann lernte RDT auch.
FOIL dagegen hatte Probleme mit groen Faktenmengen. Ab ca. 5000 Fakten wurde
soviel Speicher reserviert ( 12 MB), da auf den uns zur Verf

ugung stehenden Maschinen
(ausger

ustet mit 24 MB) ein Absturz erfolgte. Obwohl man bedenken mu, da MOBAL
3
mit der gesamten Wissensbasis im Speicher blieb, da der FOIL{Aufruf ja aus MOBAL
erfolgte, kann dies nicht als Erkl

arung dienen: Eine Beobachtung der Speicherauslastung
ergab, da FOIL immer mehr Speicher reservierte, w

ahrend MOBAL vom System automa-
tisch ausgelagert wurde. Es ergab sich, da der Speicherverbrauch von FOIL exponentiell
(vgl. [Pazzani and Kibler, 1992]), der von RDT aber nur linear mit der Beispielanzahl
gewachsen ist.
3.5.5 Redundanz bzw. Regelaufbau
Auch hier f

allt es schwer, eine eindeutige Aussage zu treen. Einerseits lernte RDT groe
Mengen von Regeln, zum Teil bis zu 40 Regeln f

ur einen Begri, die kaum zu einer
Erh

ohung der Vollst

andigkeit beitrugen, weil sie z.B. in der Pr

amisse immer wieder die
Positionspr

adikate permutierten oder sich in einer Repr

asentation mit viel Hintergrund-
wissen auf die Stellungspr

adikate bezogen (ein Verhalten, das ja gerade von FOIL erwartet
wurde).
Solche redundanten Hypothesen wurden bei FOIL schon wegen der Regelung, da nur
eine bestimmte Maximalzahl an Regeln gelernt werden kann, verhindert. Andererseits
lernte FOIL h

aug Regeln, deren Pr

amissen sich auf mehr als eine Stellung bezogen,
also keine Aussagekraft haben (vgl. Abschnitt 4.4, Sinnhaftigkeit der Regeln f

ur den
Benutzer).
3
RDT ist Bestandteil des Modellierungssystems MOBAL, das eine Entwicklung der GMD ist.
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4 Experimente im Wohnortwahl{Szenario
Wie auch im KRK{Szenario handelt es sich hier um einen strukturierten Sachbereich,
der allerdings nicht vollst

andig erfat ist, aber einen realistischeren Hintergrund hat als
der KRK{Sachbereich. Insbesondere wollen wir mit diesem Sachbereich versuchen, die
Frage nach der Eignung der Verfahren in einer realistischen Modellierungsumgebung zu
beantworten, aber auch andere Fragen aus dem Abschnitt 2 sollen in diesem Test{Szenario
ber

ucksichtigt werden.
4.1 Sachbereich
Der Sachbereich wurde im Rahmen der Projektgruppe 205 an der Universit

at Dortmund
modelliert. Es geht in diesem Sachbereich um die Wohnortwahl der Studierenden an
der Universit

at Dortmund. Durch eine Befragung von 54 Studierenden wurde nach den
Gr

unden gesucht, die einen Studenten dazu bewegt haben, seinen momentanen Wohnort
auszuw

ahlen. Mit Hilfe dieser Datenbasis sollten Regeln gelernt werden, die es erlau-
ben, wohnungssuchenden Studierenden, die Anforderungen an einen zuk

unftigen Wohn-
ort ge

auert haben, Vorschl

age zu unterbreiten, welcher Wohnort diesen Anforderungen
gen

ugt. Die Signikanz von gleichzeitigem Auftreten eines erf

ullten Wunsches und der
Zufriedenheit einer Person soll sich also in den gelernten Regeln zeigen.
Der Sachbereich stellt damit andere Anforderungen an ein Lernverfahren als KRK, da
eine vollst

andige Beschreibung des Problems noch nicht bekannt ist und m

oglicherweise
nicht existiert.
4.2 Repr

asentation
Im folgenden soll nun die Repr

asentation des Wohnortsachbereichs f

ur die Lernverfahren
genauer beschrieben werden.
F

ur jede der 54 Testpersonen wurden Fakten der Form
freizeit(p,o)  Person p schreibt dem Ort o gute Freizeitm

oglichkeiten zu
infrastruktur(p,o)  Person p schreibt dem Ort o eine gute Infrastruktur zu
... ...
oder ggf. deren Negation eingegeben.
Diese Fakten wurden mit MOBAL statistisch ausgewertet, so da einer Stadt eine
gewisse Eigenschaft generell zugeordnet wurde, wenn mehr als die H

alfte aller Befragten
ihr diese zugesprochen haben. Also
hat eigenschaft(freizeit,o)
hat eigenschaft(infrastruktur,o)
...
Das Pr

adikat wunsch soll nun ausdr

ucken, welche Eigenschaften der befragten Person
besonders wichtig waren und welche eher nicht. Die Fakten haben die Form:
wunsch(p,freizeit)
wunsch(p,infrastruktur)
wunsch(p,freunde)
wunsch(p,job)
...
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Da die sozialen Kontakte nicht als eine Eigenschaft des Ortes angesehen werden k

onnen,
m

ussen diese nat

urlich auch beim Lernen anders ber

ucksichtigt werden als die Eigenschaf-
ten der St

adte. Dazu wurden Fakten der Form
hat private eigenschaft(p,o,freunde)
hat private eigenschaft(p,o,job)
...
eingegeben, um auszudr

ucken, an welchem Ort welche sozialen Kontakte einer Person
bestehen.
Das Zielpr

adikat zufrieden gibt den Ort an, an dem eine Person zufrieden ist
zufrieden(p,o).
4.3 Test
Aufgrund der relativ geringen Anzahl der Befragten wurden Test- und Trainigsmengen
durch cross validation gebildet, ohne dabei die Verteilung positiver und negativer Beispiele
zu ber

ucksichtigen. Dabei dienten jeweils 11 bzw. 10 Beispiele als Testmenge, der Rest
(43 bzw. 44) als Trainingsmenge. Die f

unf Testl

aufe wurden dann sowohl mit FOIL als
auch mit RDT durchgef

uhrt.
4.3.1 Testl

aufe mit RDT und FOIL
Um die Grundlagen f

ur RDTs Lernvorgang zu schaen, haben wir drei Metapr

adikate
vorgegeben, die erlauben, jeweils eine bestimmte Anzahl von Wunsch- und Eigenschafts-
kombinationen zu lernen.
Beispiel f

ur ein Metapr

adikat von RDT:
metapraedikat_1(p1,p2,p3,p4,p5,p6,p7,e1,e2,e3,e4,q):
p1(p,e1) & p2(e1,o) & p3(p,e2) & p4(e2,o) & p5(p,e3) & p6(p,o,e3)
--> q(p,o)
Eine Regel sollte akzeptiert weden, wenn mehr als drei Beispiele die Regel best

atigen und
weniger als 4 der Regel widersprechen. Zus

atzlich sollten weniger als 10% der gesamten
Beispiele f

ur die Regel negative Beispiele sein.
Mit diesen Einstellungen von RDT ergaben die Lernl

aufe die in Tabelle 2 dargestellten
Ergebnisse.
Zur Durchf

uhrung der FOIL{Tests wurde die M

oglichkeit genutzt, FOIL von MOBAL
aus zu starten, wobei auf die gleiche Faktenbasis, die auch bei den RDT{Tests benutzt
wurde, zur

uckgegrien werden konnte. Die Ergebnisse der Lernl

aufe sind in Tabelle 2
dargestellt.
4.3.2 Interpretation der Ergebnisse bzgl. der Korrektheit:
Durch die Tatsache, da der Wohnort{Sachbereich kaum negative Beispiele f

ur zufrieden{
Fakten liefert, ist die M

oglichkeit, da ein inkorrektes zufrieden{Fakt abgeleitet wird,
fast nicht vorhanden. Es ist also kaum

uberraschend, da die Tests ein Korrektheitsma
von fast 100% best

atigen. Aus diesem Grund berechneten wir die Korrektheit zus

atzlich
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Vollst. Korrekth. Streu. dichteunabh. dichteunabh. cwa{Korrekth.
Korrekth. Vollst.
Test 1 RDT 0.5 1 0.2 0.2 0.1 0.56
FOIL 0.8 1 0.2 0.2 0.16 0.53
Test 2 RDT 0.56 1 0.2 0.2 0.112 0.71
FOIL 1 0.99 0.2 0.2 0.2 0.15
Test 3 RDT 0.82 1 0.2 0.2 0.164 1
FOIL 0.91 1 0.2 0.2 0.182 0.1
Test 4 RDT 0.73 1 0.2 0.2 0.146 0.62
FOIL 0.82 1 0.2 0.2 0.164 0.5
Test 5 RDT 0.57 1 0.19 0.19 0.1082 0.67
FOIL 0.57 0.98 0.19 0.19 0.1083 0.13
Mittel{ RDT 0.65 1 0.2 0.2 0.13 0.71
werte FOIL 0.82 0.99 0.2 0.2 0.164 0.28
Tabelle 2: Testergebnisse
auch unter der closed{world{assumption (cwa{Korrektheit). Alle nicht von den Testperso-
nen angegebenen Wohnorte wurden f

ur die jeweilige Testperson als not(zufrieden(p,o))
eingetragen. Dadurch verschlechterte sich das Korrektheitsma f

ur FOIL erheblich (siehe
Tabelle 2).
4.4 Diskussion der Testergebnisse
Anhand der in Abschnitt 2.2 aufgestellten Bewertungspunkte werden die Ergebnisse der
Experimente kurz zusammengefat.
Einfachheit der Regelmenge W

ahrend FOIL in drei Tests jeweils eine und in den
anderen beiden Tests zwei Regeln lernte, bestanden die von RDT erzeugten Regelmengen
durchweg aus mehr als 35 Regeln. Die Extensionen der gesamten Regelmengen waren
trotzdem wesentlich kleiner als die Extensionen der FOIL{Regeln, die z.T. aus mehr als
100 Fakten bestanden. RDT leitete nur duchschnittlich 9 Fakten ab.
Redundanz In diesem Test{Szenario wurden von beiden Verfahren keine redundanten
Regeln gelernt.
Lernzeiten Hier kann im Prinzip die gleiche Aussage gemacht werden wie im KRK{
Sachbereich, n

amlich, da die Lernzeiten von RDT wesentlich

uber denen von FOIL liegen.
FOIL brauchte durchschnittlich 94,34 Sekunden f

ur einen Lernlauf, w

ahrend RDT daf

ur
schon durchschnittlich ca. 3700 Sekunden ben

otigte.
Sinnhaftigkeit der Regeln f

ur den Benutzer Die Diskrepanz zwischen Korrektheit
und cwa{Korrektheit bei FOIL legt nahe, da die FOIL{Regeln nicht aussagekr

aftig sind.
Und in der Tat best

atigt sich bei genauerem Hinsehen, da die Regeln, wenn man ihre
intendierte Bedeutung ber

ucksichtigt, f

ur einen Benutzer nicht viel Sinn machen.
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zufrieden(A,B) :- *hat_private_eigenschaft(C,B,D), *wunsch(A,E),
~*hat_private_eigenschaft(C,B,E)
Es ist zu bezweifeln, da eine Person A an einem Ort B zufrieden ist, wenn Person
C an dem Ort B beispielsweise einen Job aber keine Familie hat und sich die Person A
w

unscht, in der N

ahe ihrer Familie zu wohnen.
Erkl

arungsansatz f

ur die unterschiedlichen Ergebnisse bzgl. der Sinnhaftig-
keit der gelernten Regeln Es mu beachtet werden, da der Benutzer von RDT
die M

oglichkeit erh

alt, seine Erkenntnisse

uber die semantischen Strukturen und Zu-
sammenh

ange im Sachbereich schon in deren Modellierung einieen zu lassen, indem
er geeignete Metapr

adikate vorgibt. In unserem Fall ist es oensichtlich, da eine di-
rekte Abh

angigkeit zwischen einem Wunsch nach einer bestimmten Eigenschaft, deren
Auspr

agung an einem Ort und der Zufriedenheit der Person mit dem Wohnort besteht.
Diese Struktur gaben wir in Form von Metapr

adikaten ein, so da sichergestellt war, wenn
RDT eine Regel lernt, entspricht sie der Intention des Benutzers. FOIL dagegen wird in
diesem Sachbereich erst brauchbare Regeln lernen, wenn auf eine Datenbasis zur

uckgegrif-
fen werden kann, aus der die Zusammenh

ange deutlicher bzw. eindeutig hervorgehen, d.h.
wenn die Qualit

at der Beispiele erh

oht wird.
5 Schlufolgerungen
Insgesamt mu man eigentlich sagen, da beide Lernsysteme weit mehr gemeinsam haben,
als bei Betrachtung der Algorithmen zu vermuten w

are. Beide Systeme k

onnen als so
ausgereift betrachtet werden, da die Qualit

at ihres Lernergebnisses im wesentlichen vom
tats

achlichen Informationsgehalt der Beispielmenge abh

angt.
Der gr

ote Unterschied beider Verfahren besteht oensichtlich in den Lernzeiten. Die
Abweichung der Lernzeiten von RDT gegen

uber denen von FOIL k

onnte durch die un-
terschiedlichen Implementierungen (PROLOG { C) begr

undet werden. Diese Erkl

arung
w

are aber nur ausreichend, wenn es sich um einen konstanten Faktor handeln w

urde. Aus
unseren Testreihen ergibt sich aber ein nicht linearer Unterschied der Lernzeiten. Die Iro-
nie des Schicksals liegt hier darin, da RDT als Bestandteil eines Systems, das nach dem
sloppy modeling{Paradigma (siehe [Morik, 1989]) arbeitet, und dank der extrem vielen
M

oglichkeiten, das Lernverhalten durch Parameter und Metapr

adikate zu beeinussen,
sehr oft aufgerufen werden m

ute, um das Lernergebnis zu optimieren, was aber durch
die extremen Lernzeiten kaum realisierbar ist. FOIL dagegen ist in der Lage fast augen-
blicklich ein Lernergebnis zu erzielen. Aber es kann kaum durch Parameter o.

a. beeinut
werden, weshalb eigentlich nur ein einziger Lernlauf sinnvoll ist.
In Bezug auf die Korrektheit und die Verwendung von Hintergrundwissen konnten in
unseren Tests zwischen den verschiedenen Einschr

ankungsarten keine wesentlichen Unter-
schiede gefunden werden. Beide Verfahren zeichneten sich durch eine sehr hohe Korrekt-
heit aus, wobei das angebotene Hintergrundwissen nahezu gleich gut verwendet wurde.
Eine groe Anzahl an Fakten stellt dagegen f

ur beide Verfahren gleichermaen ein
Problem dar. Bei RDT erh

ohen sich durch eine groe Anzahl von Fakten die Lernzeiten
sehr stark, w

ahrend sich bei FOIL Speicherplatzprobleme ergeben (siehe Abschnitt 3.5.4).
15
Zum Punkt der Einsatzm

oglichkeiten der Verfahren in realen Modellierungssituationen
ist zu sagen, da hier der Wissensingenieur zus

atzliches Wissen

uber den Sachbereich und
die zu erwartenden Regeln besitzt. Bei RDT besteht die M

oglichkeit, dieses Wissen in
Form von Metapr

adikaten f

ur das Lernverfahren nutzbar zu machen. Die Vorteile dieser
M

oglichkeit werden durch die Erfahrungen mit dem Wohnort{Sachbereich best

atigt.
Abschlieend ist anzumerken, da der RDT{Algorithmus automatisch die Bildung be-
stimmter Sorten von Hypothesen verhindert, die mit Sicherheit keinen Informationsge-
winn versprechen, z.B. weil es sich um Spezialisierungen bereits akzeptierter Hypothesen
handelt. Weiterhin werden nur solche Hypothesen zugelassen, die zu den vom Benutzer
eingegebenen Metapr

adikaten passen. Alle verbleibenden Hypothesen werden aber einzeln
durchprobiert und entweder akzeptiert oder verworfen.
FOIL dagegen verhindert auch die Bildung von Hypothesen, die wahrscheinlich keinen
Informationsgewinn bringen, weil sie nicht zu einer bestimmten, festgelegten Heuristik
passen.
In den Diskussionen, die zur Festlegung der Testreihen f

uhrten, gab es nun die Vorstel-
lung, die in FOIL festgelegte Heuristik sei speziell auf die von Quinlan in seinen Artikeln
genannten Beispiele zugeschnitten und werde m

oglicherweise schon bei leichten

Anderun-
gen des Szenarios versagen. Diese Ansicht hat sich nicht best

atigt. Wie an den geringen
Lernzeiten zu erkennen ist, hat die Heuristik tats

achlich den Hypothesenraum erheblich
eingeschr

ankt, die Bewertungskriterien und eine Betrachtung der gelernten Regeln zeigen,
da bei der heuristischen Beurteilung kaum Fehler aufgetreten sind.
Die Metapr

adikate, die RDT verwendet, haben den Sinn, es dem Wissensingenieur
zu erm

oglichen, sein Expertenwissen in die Hypothesenbildung einzubringen. Im KRK{
Sachbereich ergab sich, da die Hypothesenbildung per Heuristik durchaus ausreichte,
w

ahrend die per Metapr

adikat gebildeten Hypothesen noch viel zu viele Redundanzen
enthielten. Im Wohnort{Sachbereich reichte die Heuristik allein dagegen nicht aus, um
f

ur den Benutzer sinnvolle Regeln zu lernen, da die Anzahl der Beispiele wahrscheinlich f

ur
FOIL zu gering war, um eine Beziehung zwischen einem Wunsch und der entsprechenden
Eigenschaft zu erkennen. Insgesamt kann man sagen, da die heuristische Hypothesenbil-
dung durchaus wertvoll f

ur ein Lernverfahren sein kann, und man k

onnte dar

uber nach-
denken, es RDT zu erlauben, bei der Bildung bzw. bei der Eliminierung von Hypothesen
mittels (f

ur den Benutzer sichtbaren) Heuristiken vorzugehen.
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