Abstract. We present a novel method for tracking multiple objects in video captured by a non-stationary camera. For low quality video, ransac estimation fails when the number of good matches shrinks below the minimum required to estimate the motion model. This paper extends ransac in the following ways: (a) Allowing multiple models of different complexity to be chosen at random; (b) Introducing a conditional probability to measure the suitability of each transformation candidate, given the object locations in previous frames; (c) Determining the best suitable transformation by the number of consensus points, the probability and the model complexity. Our experimental results have shown that the proposed estimation method better handles video of low quality and that it is able to track deformable objects with pose changes, occlusions, motion blur and overlap. We also show that using multiple models of increasing complexity is more effective than just using ransac with the complex model only.
Introduction
Multiple object tracking in video has been intensively studied in recent years, largely driven by an increasing number of applications ranging from video surveillance, security and traffic control, behavioral studies, to database movie retrievals and many more. Despite the enormous research efforts, many challenges and open issues still remain, especially for multiple non-rigid moving objects in complex and dynamic backgrounds with non-stationary cameras. Despite that human eyes may easily track objects with changing poses, shape, appearances, illuminations and occlusions, robust machine tracking remains a challenging issue.
Blob-tracking is one of the most commonly used approaches, where a bounding box is used for a target object region of interest [6] . Another family of approaches is through exploiting local point features of objects and finding correspondences between points in different image frames. Scale-Invariant Feature Transform (sift) [7] is a common local feature extraction and matching method that can be used for tracking. Speeded-Up Robust Features (surf) [1] , has been proposed for speeding up the sift through the use of integral images. Both methods provide high-dimensional (e.g. 128) feature descriptors that are invariant to object rotation and scaling, and affine changes in image intensities.
Typically, not all correspondences are correct. Often, a number of erroneous matches far away from the correct position are returned. To alleviate this problem, ransac [3] is used to estimate the inter-frame transformations [2, 4, 5, 8, 10, 11] . It estimates a transformation by choosing a random sample of point correspondences, fitting a motion model and counting the number of agreeing points. The transformation candidate with the highest number of agreeing points is chosen (consensus). However, the number of good matches obtained by sift or surf may often momentarily be very low. This is caused by motion blur and compression artifacts for video of low quality, or by object deformations, pose changes or occlusion. If the number of good matches shrinks below the minimum required number needed to estimate the prior transformation model, ransac will fail. A key observation is that it is difficult to predict whether a sufficient number of good matches is available for transformation estimation, since the ratio of good matches to the number of outliers is unknown.
There are other methods for removing outliers from a set of matches. [12] recently proposed a method with no prior motion model. However, just like ransac the methods assumes that several correct matches are available, which is not always the case for the fast-moving video sequences considered in this work.
Motivated by the above, we propose a robust estimation method by allowing multiple models of different complexity to be considered when estimating the inter-frame transformation. The idea is that when many good matches are available, a complex model should be employed. Conversely, when few good matches are available, a simple model should be used. To determine which model to choose, a probabilistic method is introduced that evaluates each transformation candidate using a prior from previous frames.
Tracking System Description
To give a big picture, Fig. 1 shows a block diagram of the proposed method. For a given image I t (n, m) at the current frame t, a set of candidate feature points F c t are extracted from the entire image area (block 1). These features are then matched against the feature set of the tracked object F obj t−1 , resulting in a matched feature subset F t ⊂ F c t (block 2). The best transformation is estimated by evaluating different candidates with respect to the number of consensus points and an estimated probability (block 3). The feature subset F t is then updated by allowing adding new features within the new object location (block 4). Within object intersections or overlaps updating is not performed. This yields the final feature set for the tracked object F obj t in the current frame t. Block 3 and 4 are described in section 3 and 4, respectively.
Random Model and Sample Consensus
To make the motion estimation method robust when the number of good matches becomes very low, our proposed method, ramosac, chooses both the model used for estimation and the sample of point correspondences randomly. The main novelties are: (a) Using four types of transformations (see section 3.1), we allow the model itself to be chosen at random from a set of models of different complexity. (b) A probability is defined to measure the suitability of each transformation candidate, given the object locations in previous frames. (c) The best suitable transformation is determined by the maximum score, defined as the combination of the number of consensus points, the probability of the given candidate transformation, and the complexity of the model. It is worth mentioning that while ransac uses only the number of consensus points as the measure of a model, our method differs by using a combination of the number of consensus points and a conditional probability to choose a suitable transformation. Briefly, the proposed ramosac operates in an iterative fashion similar to ransac in the following manner:
1. Choose a model at random; 2. Choose a random subset of feature points; 3. Estimate the model using this subset; 4. Evaluate the resulting transformation based on number of agreeing points and the probability given the previous movement. 5. Repeat 1-4 several times and choose the candidate T with the highest score. Alternatively, each of the possible motion models could be evaluated a fixed number of times. However, because the algorithm is typically iterated until the next frame arrives, the total number of iterations is not known. Choosing a model at random every iteration ensures that no motion model is unduly favored over another. Detailed description of ramosac will be given in the remaining of this section.
Multiple Transformation Models
Several transformations are included in the object motion model set. The basic idea behind is to use a range of models with an increasing complexity, depending on the (unknown) number of correct matches available. A set of transformation The minimum required number of correspondence points for estimating the parameters for the models M t , M s , M a and M p are n min =1, 2, 3 and 4, respectively. If the number of correspondence points available is larger than the minimum required number, least-squares (LS) estimation should be used to solve the over-determined set of equations.
One can see that a range of complexity is involved in these four types of transformations: The simplest motion model is translation, which can be described by a single point correspondence, or by the mean displacement if more points are available. If more matched correspondence points are available, a more detailed motion model can be considered: with a minimum of 2 matched correspondences, the motion can be descried in terms of scaling, rotation and translation by M s . With 3 matched correspondences, affine motion can be described by adding more parameters such as skew and separate scales in two directions using M a . With 4 matched correspondences, projective motion can be described by the transformation M p , which completely describes the image transformation of a surface moving freely in 3 dimensions.
Probability for Choosing a Transformation
To assess whether a candidate transformation T estimated from a model M ∈ {M t , M s , M a , M p } is suitable for describing the motion of the tracked object, a distance measure and a conditional probability are defined by using the position of the object from the previous frame t − 1. We assume that the object movement follows the same distribution in two consecutive image frames. Let the normalized boundary of the tracked object be γ : [0, 1] → R 2 , and the normalized boundary of the tracked object under a candidate transformation be T (γ). A distance measure is defined as the movement of the boundary under the transformation T :
When the boundary can be described by a polygon
, only the distances moved by the points are considered:
A distribution that have been empirically proven to approximate the inter-frame movement is the exponential distribution (density function λe λx ). The parameter λ is estimated from the movements measured in previous frames. The probability of a candidate transformation T is the probability of a movement with greater or equal magnitude. Given the previous object boundary and the decay rate λ this probability is:
This way, transformations resulting in big movements are penalized, while transformations resulting in small movements are favored. In addition to the number of consensus points, this is the criterion used to select the correct transformation.
Criterion for Selecting a Transformation Model
A score is defined for choosing the best transformation and is computed for every transformation candidate T , which are estimated using a random model and a random choice of point correspondences:
score(T ) = #(C) + log 10 P(T |λ,
where #(C) is the number of consensus points, and n min is the minimum number of points needed to estimate the model correctly. The last term εn min is introduced to slightly favor a more complicated model. Otherwise, if the movement is small, both a simple and a complex model might have the same number of consensus points and approximately the same probability, resulting in the selection of a simple model. This would ignore the increased accuracy of the advanced model, and could lead to unnecessary error accumulation over time. Adding the last term hence enable, if all other terms are equal, the choice of a more advanced model. ε = 0.1 was used in our experiments. The score is computed for every candidate transformation. The transformation T having the highest score is then chosen as the correct transformation model for the current video frame, after LS re-estimation over the consensus set. It is worth noting that the score in the ransac is score(T ) = #(C) with only one model. Table 1 summarizes the proposed algorithm.
Updating Point Feature Set
It is essential that a good feature set of the tracked object F obj t is maintained and updated. A simple method is proposed here for updating the feature set of the tracked object, through dynamically adding and pruning feature points. To achieve this, a score S t is assigned to each object feature point. All feature points are then sorted according to their score values. Only the top M feature points are used for matching the object. The score for each feature point is then updated based on the matching result and motion estimation: 
Randomly pick M from M1 . . . Mm nmin ← number of points to estimate M Randomly choose a subset of nmin index points Using M, estimate T from this subset
Initially, the score of a feature point is set to be the median of the feature points currently used for matching. In that way, all new feature points will be tested in the next frame without interfering with the important feature points that have the highest scores. For low-quality video with significant motion blur, this simple method was proven successful. It allows the inclusion of new features while maintaining stable feature points.
Pruning of feature points:
In practice, only a small portion of the candidate points with high score are kept in the memory. The remaining feature points are pruned for maintaining a manageable size of feature list. Since these pruned feature points have low scores, they are unlikely to be used as the key feature points for tracking the target objects. Figure 2 shows the final score distribution of the 3568 features collected throughout the test video "Picasso", with M = 100.
Updating of feature points when two objects intersect or overlap: When multiple objects intersect or overlap, feature points located in the intersection need special care in order to be assigned to the correct object. This is solved by examining the matches within the intersection. The object having consensus points within the intersection area is considered the foreground object and any new features within that area are assigned to it. No other special treatment is required for tracking multiple objects. Figure 5 shows an example of tracking results with two moving objects (walking persons) using the proposed method. Fig. 2 . Final score distribution for the "Picasso" video. The M = 100 highest scoring features were used for matching. Fig. 3 . ransac (red) compared to proposed method ramosac (green) for frames #68-#70, #75-#77 of the "'Car" sequence. See also Fig. 6 for comparison. For some frames in this sequence, there is a single correct match with several outliers, making ransac estimation impossible.
Fig. 4.
Tracking results from the proposed method ramosac for the video "David" [9] , showing matched points (green), outliers (red) and newly added points (yellow) 
Experiments and Results
The proposed method ramosac have been tested for a range of scenarios, including tracking rigid objects, deformable objects, objects with pose changes and multiple overlapping objects. The video used for our tests were recorded by using a cell phone camera with a resolution of 320 × 200 pixels. Three examples are included: In Fig. 3 we show an example of tracking a rigid license plate in video with a very high amount of motion blur, resulting in a low number of good matches. Results from the proposed method and from ransac are included for comparison. In the 2nd example, shown in the first row of Fig. 4 , a face (with pose changes) was captured with a non-stationary camera. The 3rd example, shown in the 2nd row of Fig. 5 , simultaneously tracks two walking persons (containing overlap). By observing the results from these videos in our tests, and from the results shown in these figures, one can see that the proposed method is robust for tracking moving objects with a range of complex scenarios.
The algorithm (implemented in matlab) runs in real-time on a modern desktop computer for 320 × 200 video if the faster surf features are used. It should be noted that over 90% of the processing time is nevertheless spent calculating features. Therefore, any additional processing required by our algorithm is not an issue. Also, both the extraction of features and the estimation of the transformation is amenable to parallelization over multiple CPU cores.
All video files used in this paper are available for download at http://www. maths.lth.se/matematiklth/personal/petter/video.php
Performance Evaluation
To evaluate the performance, and compare the proposed ramosac estimation with ransac estimation, the "ground truth" rectangle for each frame of the "Car" sequence (see Fig. 3 ) was manually marked. The Euclidean distance between the four corners of the tracked object (i.e. car license plate) and the ground truth was then calculated over all frames. Figure 6 shows the distance as a function of image frame for the "Car" sequence. In this comparison, ransac always used an affine transformation, whereas ramosac chose from translation, similarity and an affine transformation. The increased robustness obtained from allowing models of lower complexity during difficult passages is clearly seen in Fig. 6 .
Conclusion
Motion estimation based on ransac and (e.g.) an affine motion model requires that at least three correct point correspondences are available. This is not always the case. If less than the minimum number of correct correspondences are available, the resulting motion estimation will always be erroneous.
The proposed method, based on using multiple motion transformation models and finding the maximum number of consensus feature points, as well as a dynamic updating procedure for maintaining feature sets of tracked objects, has been tested for tracking moving objects in videos. Experiments have been conducted on tracking moving objects over a range of video scenarios, including rigid or deformable objects with pose changes, occlusions and two objects with intersect and overlap. Results have shown that the proposed method is capable of, and relatively robust in handling such scenarios.
The method has shown especially effective for tracking in low quality videos (e.g. captured by mobile phone, or videos with large motion blur) where motion estimation using ransac runs into some problems. We have shown that using multiple models of increasing complexity is more effective than ransac with the complex model only. 
