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Analog neural networks of limited precision are essentially k-ary neural networks. That is, 
their processors classify the input space into k regions using k -1  parallel hyperplanes by 
computing k-ary weighted multilinear threshold functions. The ability of k-ary neural 
networks to learn k-ary weighted multilinear threshold functions is examined. The well-known 
perceptron learning algorithm is generalized to a k-ary perceptron algorithm with guaranteed 
convergence property. Littlestone's winnow algorithm is superior to the perceptron learning 
algorithm when the ratio of the sum of the weight o the threshold value of the function being 
learned is small. A k-ary winnow algorithm with a mistake bound which depends on this value 
and the ratio between the largest and smallest hresholds is presented. © 1994 Academic 
Press, Inc. 
1. INTRODUCTION 
In Obradovi6 and Parberry [-8] it was shown that analog neural networks of 
limited precision are essentially k-ary neural networks (that is, their processors 
classify R n into k regions using k -1  parallel hyperplanes) and their computing 
power was examined. Here, we investigate their learning power. One of the results 
from that reference was that there is no canonical set of threshold values for a k-ary 
perceptron when k > 3, although they exist for binary and ternary neural networks. 
This indicates that learning algorithms for k-ary networks which modify only the 
weights are not necessary convergent. Here we show that matters can be improved 
by learning both the thresholds and the weights. A preliminary version of the 
results from this paper appear in Obradovi6 and Parberry [9]. 
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The main body of this paper is divided into three sections. The first section 
sketches definitions of the k-ary neural network model and learning in that model. 
The second section contains a k-ary perceptron learning algorithm (derived from 
the binary perceptron learning algorithm) and its convergence proof. The third 
section contains a k-ary winnow algorithm (derived from Littleston's winnow 
algorithm 2, [-3]) and its mistake bound proof. 
2. A GENERAL FRAMEWORK FOR LEARNING 
Let k ~ N, and Z k = {0 ..... k -  1 }. A k-ary neural architecture is a k-ary neural 
network with the weights, thresholds, and initial activation levels left unspecified. 
That is, it is a 4-tuple A = (k, V,/, O), where 
k ~ N is the number of logic levels, 
V is a finite set of processors, or gates, 
I _  V is a set of input processors, 
O _ V is a set of output processors. 
A(a, w, h) denotes the k-ary neural network (k, V, I, O, a, w, h), where 
a : V -  I ~ Z~ is a set of initial activation levels, 
w: Vx V~R is a weight assignment, 
h : V--* R k-  1 is a threshold assignment. 
The processors of k-ary neural network are relatively limited in computing 
power. Processor v ~ V has k -  1 thresholds hi(v) .... , hk_l(V), and if its weighted 
input sum is between hi(v) and hi+ l(v), it has i for output. 
More formally, a k-aryfunction is a function f :  Z~ ~ Z k. Let F~ denote the set of 
all n-input k-ary functions. Define O~ : R "+k-a  ~ F~ by O'~(w 1, ..., wn, hi ..... hk-1) : 
R~ ~ Zk, where 
O~(Wl,...,w,,hl,...,hk 1)(Xl,...,xn)=i iff hi<~ ~ wixi<hi+l. 
i= l  
Here and throughout this paper, we will assume that hi ~< hz ~< .-- 4 hk_ 1, and for 
convenience we define ho = -~ and hk = ~.  The set of k-ary weighted multilinear 
threshold functions is the union, over all n ~ N, of the range of O~. Each processor 
of a k-ary neural network can compute a k-ary weighted multilinear threshold func- 
tion of its inputs. 
Let A=(A1,A2, ...) and f=( f l , f2  .... ), where An=(k, Vn, In, On) is a neural 
architecture with IIIll =n,  and fn :Rn~ Zk. A learning algorithm for f on A is 
a relativized algorithm L with an oracle for f which on input n outputs a series 
of distinct initial activation, weight, and threshold assignments (a o, wo, ho), 
(a l ,  wl, h i ) ,  ..., (at, wt, ht) such that the neural network Mn=An(at, wt, ht) 
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computes fn. We will consider learning algorithms for k-ary weighted multilinear 
threshold functions on neural circuits (that is, layered neural networks without 
feedback). 
Recources of interest include those of Mn and those of L. The former include the 
size (number of processors), depth (number of layers), and weight (sum of all the 
weights) of the circuit. The latter include the latency and the mistake bound, 
defined as follows. The latency of learning algorithm is the worst case running time 
between the output of one set of assignments and the next. We will measure unit- 
cost latency; that is, we will assume that L is implemented on a digital computer 
with word-size large enough that each elementary arithmetic and logic operation 
can be implemented in constant ime. The mistake bound is the worst case total 
number of distinct assignments output. 
If f is a k-ary weighted multilinear threshold function, we say that (wa, ..., wn, 
tl, ..., rk_ 1) ~ Rn + k- 1 is a representation of f  i f f f=  O~(Wl, ..., wn, tl ..... tk_ 1 )" Note 
that each k-ary weighted multilinear threshold function has many representations. 
We will consider the problem of learning k-ary weighted multilinear threshold 
functions, and for the most part we will be concerned with learning them on the 
minimal architecture consisting of a single k-ary processor. That is, we will be 
learning a representation for a k-ary weighted multilinear threshold function f
given only an oracle fo r f  All of our learning algorithms will be expressed in a high- 
level pseudocode. Initial activation levels will always be zero. 
We will consider two new resources, called the height and width of a representa- 
tion, which give some indication of the relationships between the weights and the 
thresholds, and between the thresholds themselves (respectively), to be defined later. 
3. A k-ARY PERCEPTRON LEARNING RULE 
The perceptron learning problem is the problem of learning binary weighted linear 
threshold functions on a binary neural network consisting of a single processor 
procedure perceptron(n) 
fo r i := l  tondowi :=0;  
repeat 
for eachx=(xa, . . . ,xn)  EZ~do p:=@~(wl,...,wn,0)(x); 
if f(x) # p then perceptron_update(x, p); 
Output (w~,..., wn) 
until f(x) = ®~(wa,...,w., 0)(x) for all x E Z~. 
procedure perceptron_update(x, p) 
if f(x) > p then sign := 1 
else sign := -1; 
fo r i := l  tondowi :=wi+s ign ,x i ;  
FIG. 1. The perceptron learning algorithm 
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(called a perceptron for historical reasons). There is a well-known algorithm for the 
perceptron learning problem which uses the so-called perceptron learning rule to 
derive successive weights. The algorithm is described in Fig. 1. 
THEOREM 3.1 (The perceptron convergence theorem). The perceptron learning 
algorithm for learning n-input binary weighted linear threshold functions on a single 
n-input perceptron described in Fig. 1 terminates. 
Proof. See, for example, Duda and Hart [ 1 ], Minsky and Papert [4], Nilsson 
[6], or Novikoff [7]. | 
The initial weights can be set to any value in the for-loop on line 1 in Fig. 1. The 
members of Z~ can be used in any order in the for-loop on line 3, provided every 
member is used an infinite number of times in the algorithm. Also, the value added 
to wi in the for-loop of perceptron_update procedure can be multipied by some 
constant cj ~ R + at the j th  call of that procedure provided that 
and 
.2 
lira )_~ e i = oo  
m~o~ i~ l  
Z" le~ -0  lim ; = 
m~ (2,%1 c~) 2 
Furthermore, the algorithm will learn any weighted linear threshold function whose 
domain is some finite subset of R n. We will make use of this fact later. The latency 
of the algorithm is clearly linear in n. The worst case mistake bound appears no 
better than exponential in n. 
The k-ary perceptron learning problem is the problem of learning k-ary weighted 
multilinear threshold functions. The minimal architecture for learning n-input k-ary 
weighted multilinear threshold functions is a single k-ary weighted multilinear 
threshold gate with n inputs, which we will call a k-ary perceptron. A k-ary percep- 
tron which computes n-input k-ary weighted multilinear threshold function 
O~(wl, ..., wn, tl ..... tk_l) will be depicted as in Fig. 2. It was shown in Obradovi6 
and Parberry [8] that there is no canonical set of threshold values for a k-ary per- 
ceptron when k > 3. This suggests that the thresholds tl ..... tk_ 1 must be learned in 
addition to the weights wl, ..., wn. 
Even if the threshold values are known in advance, many obvious extensions to 
the perceptron learning rule for the k-ary perceptron learning problem (such as that 
shown in Fig. 3) which modify only the weights do not necessary terminate for all 
choices of ordering of sample inputs in line 4. For example, suppose k = 3 and n = 2 
(similar examples can be found for arbitrary n and k using the same principles). 
Consider f=  022(4, 3, 7, 8). Suppose we use the algorithm described in Fig. 3 on a 
2-input 3-ary perceptron with thresholds tl = 7 and t2 = 8 to find weights wl, w2 
such that O~(w 1, w2, 7, 8)=f.  After considering points (2, 0) and (2, 2), we have 
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FIG. 2. An arbitrary n-input k-ary perceptron. 
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procedure  thresholdperceptron(n, k, t l , . . . ,  tk-a) 
for i := l to n do wi := O; 
repeat  
for each x C Z~ do p := O~(wl, . . .  ,w , , t l , . . .  ,tk-1)(x) 
i f  f(x) ~ p then  thresholdperceptron_update(x,p); 
Output (w l , . . . ,  wi,) 
unt i l  f(x) = O~(Wl,... ,Wn, t l , . . .  ,tk-1)(X) for all x e Z~,. 
p rocedure  thresholdperceptron_update(x, p) 
if  f(x) > p then  sign := 1 
else sign := -1 ;  
for i := 1 to n do wi := wl + sign* xl; 
FIG. 3. A trial k-ary perceptron learning algorithm for known thresholds. 
p rocedure  multiperceptron(n, k) 
for i := 1 to n do wi := O; 
fo r i := l  tok -1  dot i :=O;  
repeat  
for eachx=(x l , . . . , xn)  EZ~ do p :=O~(wl , . . . ,wn ,  t l , . . . , t~_ l ) (x) ;  
i f  f(x) ¢ p then  multiperceptron_update(x,p); 
Output (wl , . . .  ,wn, t l , . . . , tk -1)  
unt i l  f(x) = Or , (wl , . . . ,wn, ta , . . . , tk_ l ) (x)  for all x C Z~,. 
p rocedure  multiperceptron_update(x, p) 
i f  f(x) > p 
then  tp+l := tp+l - 1; sign := 1 
else tp := tp ~- 1; sign := --1; 
fo r i :=  l tondowi :=wi+s ign*x l ;  
FIG. 4. The k-ary perceptron learning algorithm. 
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weights (wl, w2) = (4, 2). All points are correctly classified using these weights 
except for the point (1, 1). Thus there is no change to the weights until point (1, 1) 
is considered, at which time the new weights become (5, 3). Once again, all points 
are correctly classified using these weights except for the point (1, 1). Thus there is 
no change to the weights until point (1, 1) is reconsidered, at which time the new 
weight are again (4, 2). Thus the weights cycle between (4, 2) and (5, 3) without 
ever reaching an acceptable solution. Matters are not improved by making obvious 
changes to the algorithm described in Fig. 3; for example, instead of adding a multi- 
ple of xi, in the for loop of thresholdpereeptron_update procedure, substituting one 
if xi > 0 and zero otherwise. 
However, matters can be improved by learning both the thresholds and the 
weights. It can be shown from first principles that the k-ary perceptron learning 
algorithm for learning n-input k-ary weighted multilinear threshold functions on a 
single n-input k-ary perceptron described in Fig. 4 terminates. Termination can 
more easily be proved as a corollary of the perceptron convergence theorem as 
follows. 
DEFINITION. I f f  is an n-input k-ary weighted multilinear threshold function, the 
orthogonal slice function for f is a binary weighted linear threshold function g such 
that for all x e Z~ and all i e Zk, 
f (x )  >~ i~g(x ,y( i ) )  -= 1, 
where y: {1,..., k -  1} ~ {0, 1} k-t is defined by 
Y( i)=(Yl , . . . ,Yk_I)  with y j=f i f f j= i .  
n ..., i f f  O n+k-  lgW LEMMA 3.2. f=Ok(w 1 ..... w, , t l ,  tk-1) ~jj 2 t 1,'",wn,--tl ..... --tk- l ,0) 
is the orthogonal slice function for f 
Proof Follows immediately from the definition of the orthogonal slice 
function. | 
THEOREM 3.3 (The k-ary perceptron convergence theorem). The k-ary percep- 
tron learning algorithm for learning n-input k-ary multilinear threshold functions on 
a single n-input k-ary perceptron described in Fig. 4 terminates. 
Proof (Sketch). The learning algorithm, instead of learning f, learns the 
orthogonal slice function for f using the binary perceptron learning algorithm 
shown in Fig. 1. The orthogonal slice function for f is guaranteed to exist by (the 
"only-if" part of) Lemma 3.2. Once the orthogonal slice function has been learned, 
f can be reconstructed using (the "if" part of) Lemma 3.2. The algorithm is 
guaranteed to terminate by the perceptron convergence theorem. It is clear that the 
algorithm realizes Fig. 4. | 
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The latency of the k-ary perceptron learning algorithm is O(n), and the mistake 
bound is no worse than for the binary perceptron learning algorithm on n + k 
inputs. 
A second candidate architecture for learning k-ary weighted multilinear threshold 
functions consists of f log k-] binary perceptrons, the ith of which learns the ith bit 
of the output value, together with a single k-ary weighted multilinear threshold gate 
with exponentially increasing weights which converts the binary output of these 
gates into the corresponding member of Z k. Unfortunately this cannot work 
because the last binary perceptron is expected to learn the least significant bit of the 
k-ary output, which is not necessarily a binary weighted threshold function. 
A third candidate architecture for learning k-ary weighted multilinear threshold 
functions consists of a depth-2 circuit of size k. The first layer consists of k -  1 
binary perceptrons, each connected to all of the inputs. The second layer consists 
of a single k-ary perceptron connected to all of the gates in the first layer. The 
thresholds of the first layer perceptrons are all zero. The thresholds of the k-ary per- 
ceptron are 1, 2 .... , k -  1. The weights of the connections from the first layer to the 
second are all one. The weights of the connections from the inputs to the first layer 
will be learned. 
Let w;j denote weight from the j th  input to the ith gate on the first layer, where 
1 ~< i~< k -1  and 1 ~<j~< n. Suppose we are to learn a k-ary weighted multilinear 
threshold function f The first level essentially computes the orthogonal slice func- 
tion for f, and the second level converts this to a value from Z k. More precisely, 
the ith gate on the first level, 1 ~< i<~k- I ,  will output one on input x ifff(x)~> i.
This implies that exactlyf(x) of the gates in the first layer will be active. The output 
gate sums the number of active gates in the first layer. 
It is clear that by performing the binary perceptron learning rule in parallel for 
all k -1  gates in the first layer, the network will learn arbitrary k-ary weighted 
procedure netperceptron(n, k) 
for i := l tok - ldo  
for j := 1 to n do wi,j := O; 
repeat 
for each x = (xl, . . . ,  xn) E Z~, do 
for each i E Zk do neuron_update(x,i) 
Output {W1,1,... , Wk_l,n) 
until (f(x) _> i) ¢* (O~(wi,1 .... , wl,n, O)(x) = 1) 
fora l lxEZ~ and l< i<k-1 .  
procedure neuron_update(x, i) 
p := (~(Wi,1,. . .  , Wi,n, 0)(X); 
if (f(x) > i) and (p = 0) then sign := 1 
else if (f(x) < i) and (p = 1) then sign := -1 
else sign := 0; 
for j := 1 to n do wl,j := wid + sign * xi; 
FIG. 5. The k-ary perceptron learning algorithm for a depth-2 circuit. 
571/49/2-i7 
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multilinear threshold functions. The learning algorithm is described in Fig. 5. It has 
a latency of O(nk). Its mistake bound may be better than that of Fig. 4 in practice 
since it learns arbitrary separating hyperplanes rather than parallel ones. However, 
the worst case mistake bound remains apparently exponential. 
4. A k-ARY WINNOW ALGORITHM 
A representation (w1 ..... wn, t 1, ..., tk- 1 ) ~ R" + k- 1 of a k-ary weighted multilinear 
threshold function is positive iff w; /> 0 for all 1 ~< i ~ n. A k-ary weighted multilinear 
threshold function is positive iff it has a positive representation. 
A positive representation (Wl, ..., w,, t I , ..., tk_ 1) has separation 2~ R +, 0 < 2 ~< 1, 
if for all x= (xl, ..., x , )~Z~ and all i eZ  k, i<k -  1, 
f(x)<~i iff ~ wjxj<~(1-2)t~+l. 
j= l  
The width of a representation (wl, ..., w,, tl .... , tk_l) is the ratio tk_l / t  1. Note 
that all representations of a binary weighted linear threshold function have width 
one. A k-ary weighted multilinear threshold function has width (at most) d iff it has 
a representation f width d. 
The height of a representation (Wl ..... wn, tl .... , tk_l) of width d is the ratio 
•Lwil + 1 1 
i=l tk--1 --~1" 
A k-ary weighted multilinear threshold function has height (at most) h iff it has 
a representation of height h. A k-ary weighted multilinear threshold function is 
(2, h, d)-separable if it has a positive representation f separation 2> 0, height h, 
and width d. Since all binary weighted linear threshold functions have width 1, we 
will write (2, h)-separable when k = 2. 
When learning weighted linear threshold functions, we can without loss of 
generality restrict ourselves to learning positive ones. If we need to learn a weighted 
linear threshold function with negative weights, we can substitute a positive func- 
tion of the same height and perform a minimal amount of pre-processing of the 
inputs: 
LEMMA 4.1. For each representation (Vl ..... v,, t) of height h there exists a 
positive representation (wl, ..., w,, r) of height h and a function g : Z~ --* Z~ of the 
form g(xl, ..., x , )= (Yl ..... y,), where for 1 <~ i<~n, either y i=x i  or Yi=Xi, such that 
for all x ~ Z~, 
f (x )= O'S(w1 .... , w,, r)(g(x) ). 
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Proof We make use of an elementary technique due to Muroga [5] (see also 
Theorem 4.5.2 of Parberry [10]). Suppose f (x )  = O~(vl ..... v,, t). Then 
and 
wi = lvil for l<~i<~n, 
r=t+ ~ (]vi l -vi)/2, 
i= l  
yi=05 + (x~- 05) vi/Ivel 
The new representation has height at most h since its denominator is larger than 
that of the original representation, whilst its numerator is the same. | 
The threshold value in a positive representation is not important. 
LEMMA 4.2. For each positive representation (vl ..... v n, t) of height h and separa- 
tion 2 with t > O, and all r ~ R +, there is a positive representation (wl .... , wn, r) of 
height h and separation 2 such that 
O~(V 1 ..... Vn, t )=  O~(WI,  ... , Wn, r). 
Proof Set w i=v i r / t fo r  l~<i~<n. | 
Littlestone [2, 3] proposed a learning algorithm, called the winnow algorithm 
(see Fig. 6) for learning n-input binary, positive, (2, h)-separable functions on a 
single n-input perceptron. The algorithm takes as parameter a constant c~ and learns 
a positive representation with threshold value n (such a representation exists, by 
Lemma 4.2), The latency of the binary winnow algorithm is clearly linear in n. The 
mistake bound is given by the following theorem. 
procedure winnow(n, a) 
fo r i :=  l to n do wi := l; 
repeat 
for eachx=(x l  . . . .  ,xn) EZ~ do p:=O~(wl,. . . ,w,,n)(x); 
if f(x) ~ p then winnow_upda~e(x,p, a);
Output (wl,...,wn, n) 
until f(x) = O~(wa,...,wn, t)(x) for all x e Z~. 
procedure winnow_update(x, p, a) 
if f(x) > p then 6 := 
else 6 := 1/a; 
for i := 1 to n do wi := wl 6xi; 
FIG. 6. The winnow learning algorithm. 
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THEOREM 4.3. I f  e = 0.52 + 1, then the number of mistakes made by the winnow 
algorithm in Fig. 6 learning an n-input, positive, (2, h)-separable weighted linear 
threshold function on a single n-input is at most 
h+ V 
Proof See Littlestone [2]. | 
Later we will use the fact (Littlestone [3]) that the winnow algorithm will learn 
any n-input, positive, (2, h)-separable weighted linear threshold function whose 
domain is some finite subset of {{0} w [6, 1]} n. In that case, the mistake bound 
from Theorem 4.1 depends on log(n/6) instead of log n. 
The mistake bound is a significant improvement over the binary perceptron 
learning algorithm for weighted linear threshold functions with large separation and 
small height. In contrast, the best known mistake upper bound for the perceptron 
learning algorithm (see, for example, Duda and Hart [1]) is polynomial in the 
weight of the best representation (if it is sufficiently large). It is known (see, for 
example, Muroga [5]; Parberry [10]) that there are weighted linear threshold 
functions for which the weight of the best representation is at least exponential in
n, and it can be deduced that there are functions with exponential weight, polyno- 
mial height, and inverse-polynomial separation. Whilst the perceptron learning 
algorithm appears to make exponentially many mistakes for these functions, the 
winnow learning algorithm makes only polynomially many mistakes. If 2 and h are 
constant, only O(log n) mistakes are made. 
In the light of Lemma 4.1, the definition of (2, h)-separability can be extended 
to nonpositive weighted linear threshold functions as follows. A representation 
(wl, ..., wn, t) has separation 2 ~ R +, 0 ~< 2 ~< 1, if for all x = (xl ..... xn) e Z~, 
f(x)<~O iff ~, Iwjlxj<<.(1-2) Qt+ ~ (,wjl-wj)/2). 
j= l  j~ l  
Hence we have: 
COROLLARY 4.4. Any n-input (2, h)-separable weighted linear threshold function 
can be learned on a neural circuit of depth 2 and size at most n with latency O(n) and 
mistake bound 
(141ogn 5) h+~7 
The result is an immediate consequence of Lemma 4.1 and Theorem Proof 
4.3. | 
We extended the winnow algorithm to k-ary weighted multilinear threshold func- 
tions. The k-ary winnow algorithm for learning n input, k-ary, positive, (2, h, d) 
separable function on a single k-ary perceptron with n inputs is described in Fig. 7. 
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procedure  multiwinnowAearning(n, k, a)  
fo r i := l  ton+k-2dowi := l ;  
tk-1 = (k - 1)(n + k -  2); 
for i := k -  2 downto  1 do tl = ti+l - 1; 
repeat  
for each x ---- (x , , . . .  ,xn) e Z~ do p := O~(Wl,. . .  ,Wn, t l , t2 , . . . ,  tk-1)(X); 
i f  f(x) 5~ p then  multiwinnow_update(x, p, al/(k-l)); 
Output (w l , . . . ,  wm tl, t2 , . . . ,  tk-1). 
n t n unt i l  f(x) Ok(Wa,... ,w~, ~,. . .  ,tk_a)(x) for all x E Z k 
procedure  multiwinnow_update(x, p, a)  
for i := 1 to  n do zi := x~; 
for i := 1 to k -  2 do Zn+i := 0; 
i f  f(x) > p then  5 := a; ind := p + 1 
else 5 := l /a ;  ind := p; 
for i := ind to  k -  2 do zn+i := 1; 
for i := 1 to n + k -  2 do wl := wiSZl; 
for  i := k - 2 downto  1 do ti = ti+l -- Wn+i; 
FIG. 7. The k-dry winnow learning algorithm. 
The latency of the a lgor i thm is O(n + k). To prove  the mis take  bound we will use 
a new slice funct ion which preserves posit iveness.  
DEFINITION If f is an n- input  k -dry  weighted mul t i l inear  thresho ld  funct ion,  the 
unary slice function for f is a b inary  weighted l inear  thresho ld  funct ion g such that  
for al l  x s Z~ and all i e Zk,  
f (x)  >i i~* g(x, y( i) ) = 1, 
where y :  {1 ..... k -  1} ~ {0, 1} k -a  is def ined by 
y(i) = (y,, ..., Yk -2 )  with y j= 1 iff j~> i. 
LEMMA 4.5. I f  (vl,...,V n, tl .... ,4 -1 )  is a positive representation of height h, 
width d, and separtion 2 of a k-dry weighted multilinear threshold function f then 
(wl ..... Wn, t2 -  t~, t3 -  t2, ..., 4 - -~-  4--2, tk--2) is a positive representation of height 
h and separation 2/d of the unary slice function for f 
Proof Fo l lows  immediate ly  f rom the def in i t ion of the unary  slice funct ion. | 
THEOREM 4.6. I f  a = 1 + 2/(2d) ,  then the number of mistakes made by the k-dry 
winnow algorithm in Fig. 7 learning an n-input, positive, (2, h, d)-separable k-dry 
weighted multilinear threshold function on a single n-input k-dry perceptron is 
bounded above by 
(14d21og((k -1) (n+k-2) )  5if) 8d 2 
• 22 4- (k -1 )h+ 2---5-. 
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Proof  (Sketch). By Lemma 4.5 the learning algorithm, instead of learning a 
positive representation (wl ..... wn, t~, t2 ..... tk-1) of height h and separation )~ for a 
k-ary weighted multilinear threshold function f, can learn a positive representation 
(Wl, ..., Wn, t 2 - - t l ,  t3 -  t2 .... , tk - -1 -  tlc-z, tk-1) of height h and separation 2*= )o/d 
of the unary slice function for f Since inputs (x~ .... , x,) for function f are from Z]~, 
we cannot apply the binary winnow learning algorithm directly to learn the unary 
slice function for f on inputs (x, y(i)) = (x 1 ..... x , ,  Yl ..... Yk-1). But, we can use the 
binary winnow learning algorithm with learning parameter e and threshold 
t=n+k-2  to learn a modified unary slice function (wl, ..., Wn, tz - - t l ,  
t3 -- t2, ..., tk-1 -- tk-2, tk-1/(k- -  1)) on compressed inputs (x l / (k -  1) ..... x , / (k -  1), 
ya/ (k -  1) .... , yk_S(k -  1)) from { {0} w [1 / (k -  1), 1] }". Finally, observe that 




xi Yi < (n+k-2)  
w~-~--~ + ~ w,+ i k---~_ 1 
i=1 i=1 
k r2  
w,x,+ E 
i=1 i=1 
So, for learning we can actually use the binary winnow algorithm with learning 
parameter el/(k-l~ and threshold t=(k -1 ) (n+k-2)  on the original inputs 
(xl ..... xn, y~ ..... Yk-1). It is easy to see that this algorithm realizes Fig. 7. Sub- 
stituting ~ = 1 + 2*/2, t = n + k - 2, and 6 = 1/(k - 1 ) in Theorem 4.3 we obtain the 
mistake bound from the claim of this theorem. | 
The mistake bound of the k-ary winnow algorithm is a significant improvement 
over the k-ary perceptron learning algorithm for (2, h, d)-separable functions when 
2 is large and h and d are small. 
A slightly better mistake bound can be obtained if the input x ~ Z~ is encoded in 
binary as x*~ Z~ 1°~* and the k-ary winnow algorithm is used on a k-ary percep- 
tron with n log k binary inputs instead of n k-ary inputs. Instead of learning k-ary 
weighted multilinear threshold functions, we can substitute binary-to-k-ary weighted 
multilinear threshold functions, which are k-ary weighted multilinear threshold 
functions whose domain is restricted to Z~, and perform a small amount of pre- 
processing of the inputs. Without loss of generality, we will henceforth assume 
that k is a power of two. Define function Encode : Z~Z~ l°gk, which encodes a 
k-ary input in binary, by Encode(x) = (yl .... , Yn log k), where x = (x 1 ..... xn) ~ Z~ and 
log k- 
Xi~ 2 2J-lYJ+(i-1)logk ' 
j= l  
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LEMMA 4.7. For every n-input, positive, k-ary weighted multilinear threshold func- 
tion f of height h and depth d there exists an (n log k)-input binary-to-k-ary weighted 
multilinear threshold function g of height (k -1 )h  and width d such that for all 
x ~ Z" k, f (x)  = g(Encode(x)). 
Proof If f=  O~(w 1, ..., w n, tl .... , tk_l), then g is the function 0~(w1,1, ..., W,.logk, 
..., Z ~°gk where w o. = 2 j -  lw i for 1 ~< i ~< n, tl, tk-~) with domain restricted to 2 , 
i~j<~logk. | 
LEMMA 4.8. I f  (W x,..., W,+ k--2, t) is the representation of the unary slice function 
of a binary-to-k-ary weighted multilinear threshold function f, then (w 1, ..., w,, 
tl ..... tk-1) is a representation off, where 
n+k- -2  
t i :  t-- E Wj. 
j=n+i  
Proof Follows immediately from the definition of the unary slice functions. | 
THEOREM 4.9. Any n-input, positive, (2, h, d)-separable binary-to-k-ary weigted 
multilinear threshold function can be learned on a k-ary perceptron with latency 
O(n + k) and mistake bound 
(.14d21og(n+k-2) 5.5.5_ff) 8d 2 
22 ~- h+ 2--2-. 
Proof (Sketch). The domain of binary-to-k-ary weighted multilinear threshold 
function is restricted to Z~. So, the learning algorithm, instead of learning f, can 
learn the unary slice function for f using the binary winnow learning algorithm. 
The threshold is chosen equal to n + k -  2 by Lemma 4.2. The unary slice function 
for f is guaranteed to exist by Lemma 4.5. Once the unary slice function has been 
learned, f can be reconstructed using Lemma 4.8. The mistake bound is given by 
Theorem 4.3. | 
THEOREM 4.10. Any n-input, positive, (2, h d)-separable k-ary weighted multi- 
linear threshold function can be learned on a k-ary neural circuit of depth 4 and size 
O(nk) with latency O(n log k + k) and mistake bound 
(14d21og(nlogk+k-2)  ~ 8d 2 
" /~2 "-}- (k -  l)h + 22. 
Proof (Sketch). For k-ary input (x l , . . . , x j  function Encode(x l , . . . , x j=  
(Yl, ...,Y,~ogk) can be computed using the subcircuit of depth 3 and size O(nk). 
Then the k-ary winnow algorithm from Theorem 4.9 can be used to learn (n log k)- 
input binary-to-k-ary weighted multilinear threshold function on a single (n log k)- 
input k-ary perceptron. See Fig. 8 for detailed construction of the circuit. The ith 
block (1 ~ i~< n) in layers 1-2 of the circuit determines whether the ith digit x i of 
the input is equal to 0, 1 ..... or k -  1. The test whether the digit x; is equal to j 
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Xl X n 
I, 
. . . . . . . . .  
Y 1 ~ Ylog k ~Y l+(n_ l ) log  k- - t 
Wl +(n- 1)log k Wn 
. . . .  I 
- - I  
I 
I 
) ,  i 
I 
i 
Yn log k 
k,... t 1,t2 ,...,t u-)~J 
FIG. 8. A depth 4, size O(nk) k-ary neural circuit from Theorem 4.10. 
(1 ~ j  ~ n) is easy to realise using three gates in two layers because (x i =j)  iff (xi >~j 
and -x i  ~> - j ) .  The weights of the connections from the second to the third layer 
are all equal to one. A circle with symbol " v "inside the third layer denotes an OR 
gate (which is an n-input threshold gate with weights 1, first threshold equal to 1, 
and all other thresholds equal to n+ 1). The ith block of log k OR gates in the 
third layer (1 ~< i ~< n) outputs the binary encoding y i + (i-- 1) log k, "" ,  Y~ log k of the 
digit x~. The weights w 1 .... , Wnlogk of the connections from the third layer to the 
k-ary gate in the fourth layer, and the thresholds t,, ..., t~_, of the output gate in 
the fourth layer can be learned using Theorem 4.9. Since the output k-ary gate has 
n log k inputs, latency is O(n log k + k). The mistake bound easily follows from 
Lemma 4.7 and Theorem 4.9. | 
The definition of (2, h, d)-separability can be extended to non-positive weighted 
multilinear threshold functions as follows. A k-ary weighted multilinear threshold 
function f :  Z~ ~ Z k is (3~, h, d)-separable iff its binary encoded equivalent 
f*  : Z~ l°gk --* Z k is (,~, (k - 1)h, d)-separable, where separation is 2 s R ÷, 0 < ,~ <~ 1, 
if for all xsZ~ l°gk and all ieZ~, i<k-1 ,  
nlogk ( nlogk ) 
f*(x)<~i iff Z [wJl xj~<(1--)~) ti+a+ Z (Iwt]-w~)/2) . 
j= l  j= l  
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Then we have the extension of the result to the non-positive case: 
COROLLARY 4.11. Any n-input (2, h,d)-separable k-ary weighted multilinear 
threshold function can be learned on a k-ary neural circuit of depth 4 and size O(nk) 
with latency O(n log k + k) and mistake bound 
(!4d21og(n log k + k 5d) 8d 2 
22 - -2)+ (k -  1)h4 22.  
Proof (Sketch). Suppose that f is a (2, h, d)-separable k-ary weighted multi- 
linear threshold function. Then it has an (n log k)-input (2, (k -1 )h ,  d)-separable 
binary-to-k-ary weighted multilinear threshold function f l  by Lemma 4.7. By 
Lemma 4.5, f l  has an (n log k + k - 2)-input (2/d, (k -  1)h)-separable unary slice 
function f2, which can be replaced by an (nlogk+k-2)-input positive 
(2/d, (k-1)h)-separable unary slice function f3 by Lemma 4.1. A depth 3, size 
O(nk) k-ary threshold circuit can compute function Encode as in Theorem 4.10. 
The winnow algorithm is used to learn a representation for f3. By Theorem 4.3, the 
latency is O(n log k + k) and the mistake bound is 
(14d21og(nlogk +k-  2) 5d) 8d 2 
22 + (k -1 )h+ 22 . 
A careful analysis gives the required mistake bound. | 
The k-ary winnow algorithm can also be used to learn k-ary weighted multilinear 
threshold functions on a network of size k and depth 2 by using essentially the same 
techniques as we were used for the perceptron learning algorithm in Section 3. The 
details are left for the interested reader. 
5. CONCLUSION 
The study of k-ary neural networks was justified by the observation that they are 
closely related to analog neural networks of bounded precision. We have seen two 
learning results for k-ary neural networks. First, we have demonstrated a k-ary per- 
ceptron learning rule with guaranteed convergence. Second, Littlestone's winnow 
algorithm, which learns binary weighted linear threshold functions with a mistake 
bound dependent on their height has been extended to a k-ary winnow algorithm 
whose mistake bound depends on the height and width of the k-ary weighted multi- 
linear threshold function being learned. 
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