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Re´sume´ – Dans cet article, on conside`re le proble`me de reconstruction en tomographie 3D a` rayons X en utilisant une approche baye´sienne
avec un mode`le a priori hie´rarchique (HHBM: Haar based Hierarchical Bayesian Method). La loi de Student ge´ne´ralise´e est utilise´e pour imposer
la structure parcimonieuse des coefficients de la transformation multi-niveaux de Haar sur le volume. Des comparaisons avec l’e´tat de l’art sont
pre´sente´es, montrant que la me´thode propose´e donne des re´sultats de reconstruction plus pre´cis et une convergence plus rapide. Des re´sultats de
simulation sont e´galement fournis pour montrer l’efficacite´ du mode`le propose´ pour une reconstruction avec un nombre limite´ de projections.
Abstract – In this paper, we consider the 3D X-ray CT reconstruction problem by using the bayesian approach with a hierarchical prior model
(HHBM: Haar based Hierarchical Bayesian Method). A generalized Student’s-t distributed prior model is used to enforce the sparse structure
of the multilevel Haar Transformation of the image. Comparisons with some state of the art methods are presented, showing that the proposed
method gives more accurate reconstruction results and a faster convergence. Simulation results are also provided to show the effectiveness of the
proposed hierarchical model for a reconstruction with a limited number of projections.
1 Introduction
La Transforme´e de Radon (RT), pre´sente´e en de´tail dans [1],
est l’une des mode´lisations les plus utilise´es en reconstruction
en tomographie a` rayon X :
g(r, φ) = Rf(x, y) =
∫
Lr,φ
f(x, y) dl, (1)
ou` f(x, y) repre´sente le coefficient d’atte´nuation, r est la lon-
gueur perpendiculaire a` partir du point central de la coordonne´e
et φ est l’angle du rayon X conside´re´. Lr,φ est la longueur du
rayon (r, φ) qui passe a` travers l’objet.
Il existe diffe´rentes me´thodes analytiques pour la recons-
truction, par exemple la re´tro-projection filtre´e (FBP : Filte-
red Back-Projection) [2]. Les me´thodes statistiques donnent
des re´sultats plus robustes et plus pre´cis par rapport a` FBP, en
particulier dans les situations de faible dose ou temps limite´
d’acquisition, conduisant a` des donne´es incomple`tes.
Dans de nombreuses me´thodes alge´briques et statistiques, on
conside`re le mode`le discret suivant :
g =Hf + , (2)
ou` g ∈ RM×1 repre´sente les donne´es de projection, f ∈ RN×1
est l’objet,  ∈ RM×1 est le bruit additif qui correspond aux
incertitudes et a` l’erreur de mesure, la matrice H ∈ RM×N
est le syste`me de projection line´aire. Dans les me´thodes de
re´gularisation, le re´sultat de la reconstruction est obtenu en op-
timisant un crite`re qui combine un terme d’attache aux donne´es
et un terme de re´gularisation : J(f) = ‖g −Hf‖2 + λR(f),
ou` R(f) est le terme de re´gularisation et λ est appele´ le pa-
rame`tre de re´gularisation. La me´thode des Moindres Carre´s
(MC) est avec R(f) = 0 et n’est pas stable. La re´gularisation
quadratique (QR) est lorsque R(f) = ‖Df‖2. La me´thode
variation totale (TV) [3] est lorsque R(f) = ‖Df‖TV ou
R(f) =
∑
r ‖Drf‖1 sous forme anisotrope ou` r est l’in-
dice de la coordonne´es du fantoˆme. L’apparition du terme non
diffe´renciable L1 conduit a` des difficulte´s pour le calcul du gra-
dient de contraintes. De nombreuses me´thodes ont e´te´ e´tudie´es
pour ce proble`me d’optimisation, par exemple la me´thode de
Split Bregman [3].
Notons que dans toutes les me´thodes de re´gularisation sus-
mentionne´es, il existe un parame`tre λ a` fixer. Il existe diffe´rentes
me´thodes pour choisir une valeur approprie´e pour λ, par exemple
les me´thodes de validation croise´e (CV) et de L-curve, avec les
de´tails pre´sente´s dans [4]. Cependant, le calcul pour le choix
de ce parame`tre doit eˆtre fait pour chaque simulation et chaque
donne´e diffe´rente, ce qui n’est pas pratique.
Les me´thodes baye´siennes sont alors souvent utilise´es pour
estimer les parame`tres et les variables simultane´ment graˆce a`
un choix approprie´ de mode`le a priori. En utilisant la formule
de Bayes, la solution comple`te du proble`me inverse est fournie
par la distribution a posteriori :
p(f ,θ|g) = p(g|f ,θ)p(f |θ)p(θ)/p(g), (3)
ou` θ repre´sente les parame`tres inconnus. Elle est ensuite uti-
lise´e pour de´duire a` la fois f et θ.
2 Me´thode propose´e (HHBM)
La me´thode HHBM pre´sente´e dans cet article est une exten-
sion des travaux pre´sente´s dans [5]. Au lieu d’estimer seule-
ment la variable cache´e et obtenir le fantoˆme reconstruit avec
une transformation inverse, ici un mode`le plus ge´ne´ral est pro-
pose´. Les simulations sont applique´es au cas 3D.
Typiquement, la parcimonie des coefficients de la transfor-
mation Haar multi-niveaux est impose´e en utilisant trois types
de lois a priori : les distributions Gaussiennes Ge´ne´ralise´es, les
me´langes Gaussiens et les distributions a` queue lourde.
La distribution standard de Student a une queue lourde, mais
a` partir de la de´finition de variance, on peut facilement com-
prendre qu’il existe une limite infe´rieure de variance :Var(f) =
ν
ν−2 > 1, (ν > 2). Cette limite implique que cette distribution
ne peut pas avoir une variance tre`s petite, donc la parcimonie
ne peut pas eˆtre entie`rement impose´e. Dans cet article on utilise
une ge´ne´ralisation de la loi de Student (Stg) :
Stg(f |α, β) =
∫
N (f |0, v)IG(v|α, β) dv. (4)
Cette ge´ne´ralisation ajoute un parame`tre supple´mentaire qui
permet de mieux controˆler le niveau de parcimonie de la distri-
bution.
2.1 Mode`le baye´sien hie´rarchique de HHBM
Le bruit additif est mode´lise´ par la loi Gaussienne avec une
moyenne e´gale a` ze´ro et une variance inconnue v : p(|v) =
N (|0,V ), ou` V  = diag [v] est une matrice diagonale.
D’apre`s le mode`le line´aire direct pre´sente´ dans l’e´quation (2),
on obtient une expression de vraisemblance : p(g|f ,v) =
N (g|Hf ,V ).
Dans les applications conside´re´es, ge´ne´ralement l’objet a` re-
construire est homoge`ne par morceaux, e´tant donne´ qu’il est
constitue´ de plusieurs mate´riaux diffe´rents. Avec cette proprie´te´,
une information qui peut eˆtre conside´re´e comme une connais-
sance a priori est la parcimonie des hautes fre´quences spec-
trales.
La repre´sentation parcimonieuse d’une image continue par
morceaux utilise´e ici est la transformation de Haar multi-niveaux.
Le vecteur z repre´sente les coefficients de transformation de ni-
veau I : f = Dz + ξ ou` D repre´sente l’ope´rateur inverse de
transformation de Haar multi-niveaux, ξ l’erreur de mode´lisation
de´finie par une loi Gaussienne i.i.d.. La loi a priori de f sachant
z est alors : p(f |z,vξ) = N (f |Dz,V ξ) ou` V ξ = diag [vξ]
et vξ = [vξ1 , · · · , vξ1 ] est la variance de ξ.
Le vecteur z = [z1, z2, · · · , zN ] est parcimonieux. Comme
mentionne´ ci-dessus, la loi Student ge´ne´ralise´e est utilise´e pour
caracte´riser cette parcimonie. En utilisant la proprie´te´ de mar-
ginalisation de Inverse Gamma-Normal, Eq.(4), la loi a priori
pour z est :{
p(z|vz) = N (z|0,V z), V z = diag [vz]
p(vz|αz0 , βz0) =
∏N
j=1 IG(vzj |αz0 , βz0)
(5)
ou` les e´le´ments du vecteur vz sont i.i.d.
D’autre part, pour les variances des deux bruits : v et vξ,
en sachant qu’ils sont positifs, et que la majorite´ des valeurs
sont petites, on choisit la distribution Inverse-Gamma pour la
mode´lisation : p(v|α0 , β0) =
∏M
i=1 IG(vi |α0 , β0) et-
p(vξ|αξ0 , βξ0) =
∏N
j=1 IG(vξj |αξ0 , βξ0).
Avec toutes les distributions a priori propose´es, le mode`le
contenant toutes les variables inconnues est :
p(g|f ,v) ∝ |V |−
1
2 exp
[
− 12 (g −Hf)T V −1 (g −Hf)
]
,
p(f |z,vξ) ∝ |V ξ|−
1
2 exp
[
− 12 (f −Dz)T V −1ξ (f −Dz)
]
,
p(z|vz) ∝ |V z|−
1
2 exp
[− 12zTV −1z z] ,
p(vz|αz0 , βz0) ∝
∏N
j=1 v
−(αz0+1)
zj exp
[
−βz0v−1zj
]
,
p(v|α0 , β0) ∝
∏M
i=1 v
−(α0+1)
i exp
[−β0v−1i ] ,
p(vξ|αξ0 , βξ0) ∝
∏N
j=1 v
−(αξ0+1)
ξj
exp
[
−βξ0v−1ξj
]
.
(6)
Le graphique acyclique dirige´ (DAG) correspondant au mode`le
propose´ est repre´sente´ dans la figure 1.
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FIGURE 1 – DAG du mode`le propose´ illustrant toutes les va-
riables inconnues (cercle), les hyper parame`tres (rectangle) et
les donne´es (double cercle).
2.2 Infe´rence baye´sienne
Par l’infe´rence baye´sienne, la loi a posteriori est obtenue a`
partir de la vraisemblance et des lois a priori en utilisant (3) :
p(f , z,v,vξ,vz|g) ∝ p(g|f ,v)p(f |z,vξ)p(z|vz)
· p(v)p(vξ)p(vz)
(7)
A partir de la distribution a posteriori obtenue, diffe´rentes
me´thodes d’estimation peuvent eˆtre utilise´es. Il existe princi-
palement deux options : la moyenne a posteriori (PM) et la
maximisation a posteriori conjointe (JMAP) [6]. La PM peut
eˆtre calcule´e soit par des me´thodes MCMC, soit d’Approche
Baye´sienne Variationnelle (VBA) [7]. Cependant, le couˆt de
calcul de ces me´thodes reste encore trop e´leve´ pour les applica-
tions 3D. C’est la raison pour laquelle nous utilisons la me´thode
JMAP dans cet article pour estimer ite´rativement toutes les va-
riables.
2.3 Estimation
Le calcul du JMAP vise a` estimer ite´rativement et alternati-
vement les variables et les parame`tres en maximisant la loi a
posteriori :(
f̂ , ẑ, v̂, v̂ξ, v̂z
)
= argmax
f ,z,v,vξ,vz
{p(f , z,v,vξ,vz|g)} .
(8)
A` cause de la taille e´norme des donne´es, l’algorithme de des-
cente de gradient est utilise´ car le calcul de la solution exacte
ne´cessite d’inversion une matrice de tre`s grand taille, ce qui est
couˆteux. La re`gle de mise a` jour ite´rative est :
iter : f̂
(k+1)
= f̂
(k) − γ̂(k)f ∇J (f̂
(k)
);
iter : ẑ(k+1) = ẑ(k) − γ̂(k)z ∇J (ẑ(k));
v̂zj =
(
βz0 +
1
2
ẑ2j
)
/ (αz0 + 3/2) , ∀j ∈ [1, N ];
v̂i =
(
β0 +
1
2
(
gi −
[
Hf̂
]
i
)2)
/ (α0 + 3/2) , ∀i ∈ [1,M ];
v̂ξj =
(
βξ0 +
1
2
(
f̂j − [Dẑ]j
)2)
/ (αξ0 + 3/2) , ∀j ∈ [1, N ],
(9)
ou`
J (f) = 1
2
∥∥∥∥V − 12 (g −Hf)∥∥∥∥2 + 12
∥∥∥∥V − 12ξ (f −Dz)∥∥∥∥2 ;
J (z) = 1
2
∥∥∥∥V − 12ξ (f −Dz)∥∥∥∥2 + 12
∥∥∥∥V − 12z z∥∥∥∥2 ;
γ̂
(k)
f =
(∥∥∥∇J (f̂(k))∥∥∥2) /(∥∥∥Ŷ H∇J (f̂(k))∥∥∥2 + ∥∥∥Ŷ ξ∇J (f̂(k))∥∥∥2) ;
γ̂
(k)
z =
(∥∥∥∇J (ẑ(k))∥∥∥2) /(∥∥∥Ŷ ξD∇J (ẑ(k))∥∥∥2 + ∥∥∥Ŷ z∇J (ẑ(k))∥∥∥2) ,
(10)
Ou` Y  = V
− 12
 , Y ξ = V
− 12
ξ et Y z = V
− 12
z . ∇J(·) est le
de´rive´ de J(·). γ̂f et γ̂z sont obtenus en utilisant la strate´gie
de longueur de pas optimise´e [8]. Les initialisations des hyper-
parame`tres α et β sont : αz0 = α0 = αξ0 = 2 + ε1, βz0 =
β0 = βξ0 = ε2 ou` ε1 et ε2 sont de petites valeurs proches de
zero.
3 Simulations
Dans les simulations, le fantoˆme de Shepp Logan de taille
643 est utilise´ comme objet de test. Il se compose de plusieurs
zones homoge`nes, chacune correspondant a` un mate´riau diffe´rent.
Les projections sont applique´es pour des angles uniforme´ment
distribue´s de 0◦ a` 180◦. La performance de la reconstruction
est mesure´e en fonction de l’erreur quadratique moyenne nor-
malise´e (NMSE) ou de l’erreur relative δf , de´finie par δf =
NMSE =
∥∥∥f̂ − f∥∥∥2 / ‖f‖2, ou` f̂ est le fantoˆme reconstruit.
Nous comparent notre me´thode a` QR et TV. Les simula-
tion de TV sont re´alise´ en utilisant l’algorithme de Split Breg-
man [3]. L’algorithme d’optimisation de descente de gradient
est utilise´ dans la me´thode HHBM comme mentionne´ dans
l’e´quation (9).
Afin de traiter les donne´es 3D, compte tenu de la taille im-
portante des donne´es, nous utilisent des GPU. Plusieurs boıˆtes
a` outils sont accessibles pour l’utilisation des GPU par MAT-
LAB. Nous avons utilise´ ASTRA [9].
Figure 2 montre une zone de la tranche centrale des recons-
tructions effectue´es.
FIGURE 2 – Zones des tranches au milieu du fantoˆme recons-
truit en utilisant diffe´rentes me´thodes avec 1/4 de projections
avec SNR =40dB. Gauche : QR, milieu : TV, droite : HHBM.
Nous calculons le NMSE pour les diffe´rente me´thodes com-
pare´es. La figure 3 montre le NMSE du fantoˆme de Shepp Lo-
gan reconstruit de taille 643 en utilisant 64 projections, lorsque
SNR = 40dB et 20dB. Lorsque le bruit est a` un niveau bas,
la me´thode HHBM converge beaucoup plus vite et donne un
re´sultat plus pre´cis ; quand il y a un bruit plus important, la
me´thode TV reste robuste, mais la me´thode HHBM converge
encore plus vite que les autres. La figure 4 compare le NMSE
du fantoˆme reconstruit de taille 643 avec 32 projections. Lorsque
les donne´es de projection sont insuffisantes, la me´thode HHBM
reste robuste et la convergence est efficace. Cette proprie´te´ de
la me´thode HHBM est importante dans les applications ou` le
couˆt de calcul est important et les re´sultats doivent eˆtre obtenus
en quelques ite´rations.
Plus de re´sultats sont donne´s dans Tab.1, ou` errf et errg
sont respectivement le NMSE des fantoˆmes reconstruits et des
projections estime´es apre`s 30 ite´rations. La valeur Tc indique
le temps de calcul pour chaque ite´ration. A partir de la table et
des figures, on peut voir que, meˆme si le temps de calcul pour
une ite´ration de HHBM est plus long que la me´thode TV (en-
viron 2 fois), le nombre d’ite´rations ne´cessaires pour atteindre
la convergence en utilisant HHBM est moindre que la me´thode
TV.
4 Conclusion
Nous avons propose´ d’imposer la parcimonie du coefficient
de la transformation Haar multi-niveaux des images continues
par morceaux en utilisant une loi de Student ge´ne´ralise´e, et
d’utiliser l’approche baye´sienne pour estimer l’image et les co-
efficients de transformation simultane´ment. Nous avons com-
pare´ la me´thode HHBM propose´e avec une me´thode de re´gula-
risation quadratique et la me´thode TV. A` partir des re´sultats des
TABLE 1 – Comparaison des NMSE des reconstructions avec 30 ite´rations globales, chacune ayant 20 ite´rations de descente de
gradient pour l’estimation de volume, et temps de calcul de chaque ite´ration globale pour les diffe´rente me´thodes compare´es.
30iter
phantom size : 64*64*64
64 projections 32 projections
40dB 20dB 40dB 20dB
QR TV HHBM QR TV HHBM QR TV HHBM QR TV HHBM
errf 0.1138 0.0598 0.0228 0.1354 0.0636 0.0739 0.1537 0.1296 0.0696 0.1799 0.1333 0.1080
errg 0.0020 0.0013 0.0005 0.0046 0.0060 0.0105 0.0015 0.0030 0.0019 0.0030 0.0077 0.0102
Tc 0.2561 0.7681 1.8336 0.2346 0.7880 2.1800 0.2287 0.7526 1.6044 0.2121 0.7185 1.5533
0 5 10 15 20 25 30 35
iteration
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
δ f
QR
TV
HHBM
(a)
0 5 10 15 20 25 30 35
iteration
0.06
0.07
0.08
0.09
0.1
0.11
0.12
0.13
0.14
0.15
0.16
δ f
QR
TV
HHBM
(b)
FIGURE 3 – Comparaison du NMSE du fantoˆme de Shepp Lo-
gan reconstruit de taille 643 en utilisant diffe´rentes me´thodes
avec 64 projections et SNR (a) 40dB et (b) 20dB.
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FIGURE 4 – Comparaison du NMSE du fantoˆme de Shepp Lo-
gan reconstruit de taille 643 en utilisant diffe´rentes me´thodes
avec 32 projections et SNR (a) 40dB et (b) 20dB.
simulations, nous avons vu que la me´thode HHBM est plus ro-
buste pour les cas avec peu de projections. La vitesse de conver-
gence est plus rapide que les deux autres techniques. Dans des
travaux futurs, diffe´rentes bases de repre´sentation parcimonieu-
ses seront compare´es et l’estimateur de la moyenne poste´rieure
(PM) par VBA (Approximation Baye´sienne Variationnelle) sera
utilise´.
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