Summary. Fuzzy techniques have been originally invented as a methodology that transforms the knowledge of experts formulated in terms of natural language into a precise computer-implementable form. There are many successful applications of this methodology to situations in which expert knowledge exist, the most well known is an application to fuzzy control.
Introduction
Fuzzy techniques: a brief reminder. Fuzzy techniques have been originally invented as a methodology that transforms the knowledge of experts formulated in terms of natural language into a precise computer-implementable form. There are many successful applications of this methodology to situations in which expert knowledge exist, the most well known is an application to fuzzy control; see, e.g., [6, 8, 18] .
Universal approximation results.
A guarantee of success comes from the fact that fuzzy systems are universal approximators in the sense that for every continuous function f (x 1 , . . . , x n ) and for every ε > 0, there exists a set of rules for which the corresponding input-output function is ε-close to f ; see, e.g., [1, 8, 9, 11, 12, 16, 18, 19, 22, 23, 25] and references therein.
Fuzzy methodology is sometimes successful without any fuzzy expert knowledge.
In some cases, fuzzy methodology is applied even when no expert knowledge exists: instead of trying to approximate the unknown control function by splines, polynomials, or by any other traditional approximation technique, researchers try to approximate it by guessing and tuning the expert rules. Surprisingly, this approximation often works fine.
Similarly, fuzzy-type aggregation functions like OWA or Choquet integrals often work better than quadratic functions in multi-criteria decision making.
What we plan to do. In this paper, we give a mathematical explanation for these phenomena, and we show that approximation by using fuzzy methodology is indeed (in some reasonable sense) the best.
Comment. In this paper, we build upon our preliminary results published in [13, 15, 17] .
Use of Fuzzy Techniques in Non-Fuzzy Control: A Justification
In many practical applications, data processing speed is important. We have mentioned that one of the main applications of fuzzy methodology is to intelligent control.
In applications to automatic control, the computer must constantly compute the current values of control. The value of the control depends on the state of the controlled object (called plant in control theory). So, to get a high quality control, we must measure as many characteristics x 1 , . . . , x n of the current state as we can. The more characteristics we measure, the more numbers we have to process, so, the more computation steps we must perform. The results of these computations must be ready in no time, before we start the next round of measurements. So, automatic control, especially highquality automatic control, is a real-time computation problem with a serious time pressure.
Parallel computing is an answer.
A natural way to increase the speed of the computations is to perform computations in parallel on several processors. To make the computations really fast, we must divide the algorithm into parallelizable steps, each of which requires a small amount of time.
What are these steps?
The fewer variables, the faster. As we have already mentioned, the main reason why control algorithms are computationally complicated is that we must process many inputs. For example, controlling a car is easier than controlling a plane, because the plane (as a 3-D object) has more characteristics to take care of, more characteristics to measure and hence, more characteristics to process. Controlling a space shuttle, especially during the lift-off and landing, is even a more complicated task, usually performed by several groups of people who control the trajectory, temperature, rotation, etc. In short, the more numbers we need to process, the more complicated the algorithm. Therefore, if we want to decompose our algorithm into fastest possible modules, we must make each module to process as few numbers as possible.
Functions of one variable are not sufficient. Ideally, we should only use the modules that compute functions of one variable. However, if we only have functions of one variables (i.e., procedures with one input and one output), then, no matter how we combine them, we will always end up with functions of one variable. Since our ultimate goal is to compute the control function u = f (x 1 , . . . , x n ) that depends on many variables x 1 , . . . , x n , we must therefore enable our processors to compute at least one function of two or more variables.
What functions of two variables should we choose?
Choosing functions of two or more variables. Inside the computer, each function is represented as a sequence of hardware implemented operations. The fastest functions are those that are computed by a single hardware operation.
The basic hardware supported operations are: arithmetic operations a + b, a − b, a · b, a/b, and min(a, b) and max(a, b). The time required for each operation, crudely speaking, corresponds to the number of bits operations that have to be performed:
• Division is done by successive multiplication, comparison and subtraction (basically, in the same way as we do it manually), so, it is a much slower operation than −.
• Multiplication is implemented as a sequence of additions (again, basically in the same manner as we do it manually), so it is much slower than +.
• − and + are usually implemented in the same way. To add two n-bit binary numbers, we need n bit additions, and also potentially, n bit additions for carries. Totally, we need about 2n bit operations.
• min of two n-bit binary numbers can be done in n binary operations: we compare the bits from the highest to the lowest, and as soon as they differ, the number that has 0 as opposed to 1 is the desired minimum: e.g., the minimum of 0.10101 and 0.10011 is 0.10011, because in the third bit, this number has 0 as opposed to 1.
• Similarly, max is an n-bit operation.
So, the fastest possible functions of two variables are min and max. Similarly fast is computing the minimum and maximum of several (more than two) real numbers. Therefore, we will choose these functions for our control-oriented computer.
Summarizing the above-given analysis, we can conclude that our computer will contain modules of two type:
• modules that compute functions of one variable;
• modules that compute min and max of two or several numbers.
How to combine these modules? We want to combine these modules in such a way that the resulting computations are as fast as possible. The time that is required for an algorithm is crudely proportional to the number of sequential steps that it takes. We can describe this number of steps in clear geometric terms:
• at the beginning, the input numbers are processed by some processors; these processors form the first layer of computations; • the results of this processing may then go into different processors, that form the second layer; • the results of the second layer of processing go into the third layer, • etc.
In these terms, the fewer layers the computer has, the faster it is.
So, we would like to combine the processors into the smallest possible number of layers. Now, we are ready for the formal definitions.
Definition and the main result. Let us first give an inductive definition of what it means for a function to be computable by a k-layer computer.
Definition 1.
• We say that a function f (x 1 , . . . , x n ) is computable by a 1-layer computer if either n = 1, or the function f coincides with min or with max.
• Let k ≥ 1 be an integer. We say that a function f (x 1 , . . . , x n ) is computable by a (k +1)-layer computer if one of the following three statements is true: Comment. A computer is a finite-precision machine, so, the results of the computations are never absolutely precise. Also, a computer is limited in the size of its numbers. So, we can only compute a function approximately, and only on a limited range. Therefore, when we say that we can compute an arbitrary function, we simply mean that for an arbitrary range T , for an arbitrary continuous function f : [−T, T ] n → R, and for an arbitrary accuracy ε > 0, we can compute a function that is ε-close to f on the given range. In this sense, we will show that not every function can be computed on a 2-layer computer, but that 3 layers are already sufficient.
Proposition 1. There exist real numbers T and ε > 0, and a continuous function
Comment. To make the text more readable, we present both proofs in the last section. However, we will make one comment here. The function that will be proved to be not computable on a 2-layer computer is not exotic at all: it is f (x 1 , x 2 ) = x 1 
These functions correspond the so-called fuzzy control [6, 8, 18] : Indeed, let us define
Let us now assume that the rules base that describes the expert recommendations for control consists of exactly two rules:
• "if one of the conditions C j is true, then u = U ";
where each condition C j means that the following n conditions are satisfied:
• x 1 satisfies the property C j1 (described by a membership function µ j1 (x 1 )); • x 2 satisfies the property C j2 (described by a membership function µ j2 (x 2 ));
• . . .
• x n satisfies the property C jn (described by a membership function µ jn (x n )).
In logical terms, the condition C for u = U has the form
If we use min for &, and max for ∨ (these are the simplest choices in fuzzy control methodology), then the degree µ C with which we believe in a condition C = C 1 ∨ . . . ∨ C k can be expressed as:
Correspondingly, the degree of belief in a condition for u = −U is 1 − µ C . According to fuzzy control methodology, we must use a defuzzification to determine the actual control, which in this case leads to the choice of
Because of our choice of µ ji , one can easily see that this expression coincides exactly with the function max(A 1 , . . . , A m ), where
So, we get exactly the expressions that stem from the fuzzy control methodology.
Conclusion. Since our 3-layer expression describes the fastest possible computation tool, we can conclude that for control problems, the fastest possible universal computation scheme corresponds to using fuzzy methodology. This result explains why fuzzy methodology is sometimes used (and used successfully) without any expert knowledge being present, as an extrapolation tool for the (unknown) function.
Comment.
We have considered digital parallel computers. If we use analog processors instead, then min and max stop being the simplest functions. Instead, the sum is the simplest: if we just join the two wires together, then the resulting current is equal to the sum of the two input currents. In this case, if we use a sum (and more general, linear combination) instead of min and max, 3-layer computers are also universal approximators; the corresponding computers correspond to neural networks [10] .
Proof of Proposition 1.
0
• . Let us proof (by reduction to a contradiction) that if a function f (
2 , then f cannot be computed on a 2-layer computer. Indeed, suppose that it is. Then, according to the Definition, the function f (x 1 , x 2 ) is of one of the following three forms:
• g(h(x 1 , x 2 )), where h is computable on a 1-layer computer;
, where all the functions g i are computable on a 1-layer computer;
, where all the functions g i are computable on a 1-layer computer.
Let us show case-by-case that all these three cases are impossible.
, where h is computable on a 1-layer computer. Be definition, this means that h is either a function of one variable, or min, or max. Let us consider all these three sub-cases.
But since f is ε-close to f (x 1 + x 2 ) = x 1 + x 2 , we get
, which contradicts to (1) . So, this sub-case is impossible. Similarly, it is impossible to have h depending only on x 2 .
1.2
• . Let us consider the sub-case when f (x 1 , x 2 ) = g(min(x 1 , x 2 )). In this sub-case,
But
so, the equality (2) is also impossible.
1.3
• . Let us now consider the sub-case f (
so, the equality (3) is also impossible.
, where all the functions g i are computable on a 1-layer computer. For this case, the impossibility follows from the following sequence of steps:
• . If one of the functions g i is of the type min(x 1 , x 2 ), then we can rewrite
i , g
where
is a function that is clearly computable on a 1-layer computer. After we make such transformations, we get an expression for f that only contains max and functions of one variable.
2.2
• . Let us show that this expression cannot contain max. Indeed, if it does, then
In particular, f (1, 1) ≤ max(1, 1) = 1. But we must have
The contradiction shows that max cannot be one of the functions g i .
2.3
• . So, each function g i depends only on one variable. If all of them depend on one and the same variable, say, x 1 , then the entire function f depends only on one variable, and we have already proved (in the proof of the first case) that it is impossible. So, some functions g i depend on x 1 , and some of the functions g i depend on x 2 . Let us denote by h 1 (x 1 ) the minimum of all functions g i that depend on x 1 , and by h 2 (x 2 ), the minimum of all the functions g i that depend on x 2 . Then, we can represent f as f (
2.4
• . To get a contradiction, let us first take x 1 = 1 and x 2 = 1. Then,
Since the minimum of the two numbers is ≥ 1.6, we can conclude that each of them is ≥ 1.6, i.e., that h 1 (1) ≥ 1.6 and h 2 (1) ≥ 1.6. For x 1 = 1 and
we can now conclude that h 2 (−1) ≥ −0.4. Similarly, one can prove that
a contradiction with (4). The contradiction shows that the second case is also impossible.
, where all the functions g i are computable on a 1-layer computer. For this case, the impossibility (similarly to the second case) follows from the following sequence of steps:
• . If one of the functions g i is of the type max(x 1 , x 2 ), then we can rewrite
i , g (2) i , g i+1 , . . . , g m ), where g (i) (x 1 , x 2 ) = x i is a function that is clearly computable on a 1-layer computer. After we make such transformations, we get an expression for f that only contains min and functions of one variable.
3.2
• . Let us show that this expression cannot contain min. Indeed, if it does, then
In particular,
But we must have
The contradiction shows that min cannot be one of the functions g i .
3.3
• . So, each function g i depends only on one variable. If all of them depend on one and the same variable, say, x 1 , then the entire function f depends only on one variable, and we have already proved (in the proof of the first case) that it is impossible. So, some functions g i depend on x 1 , and some of the functions g i depend on x 2 . Let us denote by h 1 (x 1 ) the maximum of all functions g i that depend on x 1 , and by h 2 (x 2 ), the maximum of all the functions g i that depend on x 2 . Then, we can represent f as
3.4
• . To get a contradiction, let us first take x 1 = −1 and
Since the maximum of the two numbers is ≤ −1.6, we can conclude that each of them is ≤ −1.6, i.e., that h 1 (−1) ≤ −1.6 and h 2 (−1) ≤ −1.6. For x 1 = 1 and
we can now conclude that
which contradicts to (5). The contradiction shows that the third case is also impossible.
4
• . In all there cases, we have shown that the assumption that f can be computed on a 2-layer computer leads to a contradiction. So, f cannot be thus computed. Q.E.D.
Proof of Theorem 1. Since the function f is continuous, there exists a δ > 0 such that
Let us mark the grid points on the grid of size δ, i.e., all the points for which each coordinate x 1 , . . . , x n has the form q i · δ for integer q i (i.e., we mark the points with coordinates 0, ±δ, ±2δ, . . . , ±T ).
On each coordinate, we thus mark ≈ 2T /δ points. So, totally, we mark ≈ (2T /δ) n grid points. Let us denote the total number of grid points by k, and the points themselves by
By m f , let us denote the minimum of f :
For each grid point P j , we will form piece-wise linear functions f ji (x i ) as follows:
Let us show that for these functions f ji , the function
To prove that, we will prove the following two inequalities:
Let us first prove the first inequality. Assume that we have a point (x 1 , . . . , x n ). For every i = 1, . . . , n, by q i , we will denote the integer that is the closest to x i /δ. Then,
These values q i determine a grid point P j = (x j1 , . . . , x jn ) with coordinates x ji = q i · δ. For this j, and for every i,
Let us now prove the second inequality. According to our definition of f ji , the value of f ji (x i ) is always in between m f and P j , and this value is different from m f only for the grid points P j for which |x ji − x i | ≤ 0.7 · δ. The value
Since this is true for all i, we have
For all other grid points P j , we have
Since m f has been defined as the minimum of f , we have
So, for all grid points, we have
and therefore,
The second inequality is also proven. So, both inequalities are true, and hence, f is ε-close to f . The theorem is proven. One of the main purposes of Artificial Intelligence in general is to incorporate a large part of human intelligent reasoning and decision-making into a computer-based systems, so that the resulting intelligent computer-based systems help users in making rational decisions. In particular, to help a user make a decision among a large number of alternatives, an intelligent decision-making systems should select a small number of these alternatives -alternatives which are of the most potential interest to the user.
For example, with so many possible houses on the market, it is not realistically possible to have a potential buyer inspect all the house sold in a given city. Instead, a good realtor tries to find out the buyer's preferences and only show him or her houses that more or less fit these preferences. It would be great to have an automated system for making similar pre-selections.
To be able to make this selection, we must elicit the information about the user preferences.
In principle, we can get a full picture of the user preferences by asking the user to compare and/or rank all possible alternatives. Such a complete description of user preferences may be sometimes useful, but in decision making applications, such an extensive question-asking defeats the whole purpose of intelligent decision-making systems -to avoid requiring that the the user make a large number of comparisons.
The existing approach to this problem is called multi-criteria decision making (MCDM). The main idea behind this approach is that each alternative is characterized by the values of different parameters. For example, the buyer's selection of a house depends on the house's size, on its age, on its geographical location, on the number of bedrooms and bathrooms, etc. The idea is to elicit preferences corresponding to each of these parameters, and then to combine these single-parameter preferences into a reasonable model for describing the user's choice.
In the standard decision making theory, preferences are characterized by assigning, to each alternative, a numerical value called its utility. In these terms, the multi-criteria decision making approach means that we try to combine single-variable utility values u 1 (x 1 ), . . . , u n (x n ) characterizing the user's preferences over individual parameters x 1 , . . . , x n into a utility value u(x 1 , . . . , x n ) that characterizes the utility of an alternative described by the values (x 1 , . . . , x n ) .
In the first approximation, it makes sense simply to add the individual utility values with appropriate weights, i.e., to consider linear aggregation
In many practical situations, linear aggregation works well, but in some cases, it leads to counterintuitive conclusions. For example, when selecting a house, a user can assign certain weights to all the parameters characterizing different houses, but the user may also has absolute limitations: e.g., a user with kids may want a house with at least two bedrooms, and no advantages in location and price would entice her to buy a one-bedroom house. To describe such reasonable preferences, we must therefore go beyond linear aggregation functions.
From the purely mathematical viewpoint, the inadequacy of a linear model is a particular example of a very typical situation. Often, when we describe the actual dependence between the quantities in physics, chemistry, engineering, etc., a linear expressions y = c 0 + c 1 · x 1 + . . . + c n · x n is a very good first approximation (at least locally), but to get a more accurate approximations, we must take non-linearity into account. In mathematical applications to physics, engineering, etc., there is a standard way to take non-linearity into account: if a linear approximation is not accurate enough, a natural idea is to use a
c ij ·x i ·x j ; if the quadratic approximation is not sufficient accurate, we can use a cubic approximation, etc.; see, e.g., [4] .
At first glance, it seems reasonable to apply a similar idea to multi-criteria decision making and consider quadratic aggregation functions
Surprisingly, in contrast to physics and engineering applications, quadratic approximation do not work as well as approximations based on the use of piece-wise linear functions, such as the OWA operation u = w 1 · u (1) + . . . + w n ·u (n) , where u (1) = max(u 1 (x 1 ), . . . , u n (x n )) is the largest of n utility values u i (x i ), u (2) is the second largest, . . . , and u (n) = min(u 1 (x 1 ), . . . , u n (x n )) is the smallest of n utility values; see, e.g., [24] .
In our own research, we have applied OWA and we have also applied similar piece-wise linear operations (based on the so-called Choquet integral [5] ), and we also got good results -better than quadratic approximations; see, e.g., [2] and references therein. Similar results have been obtained by others. For quite some time, why piece-wise approximations are better than quadratic ones remains a mystery to us -and to many other researchers whom we asked this question. Now, we finally have an answer to this question -and this answer is presented in the current paper.
Thus, the paper provides a new justification of the use of piece-wise aggregation operations in multi-criteria decision making -a justification that explains why these aggregation operations are better than the (seemingly more natural) quadratic ones.
Standard Decision Making Theory: A Brief Reminder
To explain our answer to the long-standing puzzle, we need to recall the properties of the utility functions. The needed properties of utility functions are described in this section. Readers who are already well familiar with the standard decision making theory (and with the corresponding properties of utility functions) can skip this section and proceed directly to the next one.
To be able to describe decisions, we must have a numerical scale for describing preferences. The traditional decision making theory (see, e.g., [7, 14, 20] ) starts with an observation that such a scale can be naturally obtained by using probabilities. Specifically, to design this scale, we select two alternatives:
• a very negative alternative A 0 ; e.g., an alternative in which the decision maker loses all his money (and/or loses his health as well), and • a very positive alternative A 1 ; e.g., an alternative in which the decision maker wins several million dollars.
Based on these two alternatives, we can, for every value p ∈ [0, 1], consider a randomized alternative L(p) in which we get A 1 with probability p and A 0 with probability 1 − p.
(It should be mentioned that in the standard decision making theory, randomized alternatives like L(p) are also (somewhat misleadingly) called lotteries. This name comes from the fact that a lottery is one of the few real-life examples of randomized outcomes with known probabilities.)
In the two extreme cases p = 0 and p = 1, the randomized alternative L(p) turns into one of the original alternatives: when p = 1, we get the favorable alternative A 1 (with probability 1), and when p = 0, we get the unfavorable alternative A 0 . In general, the larger the probability p of the favorable alternative A 1 , the more preferable is the corresponding randomized alternative L(p). Thus, the corresponding randomized alternatives ("lotteries") L(p) form a continuous 1-D scale ranging from the very negative alternative A 0 to the very positive alternative A 1 . So, it is reasonable to gauge the preference of an arbitrary alternative A by comparing it to different alternatives L(p) from this scale until we find A's place on this scale, i.e., the value p ∈ [0, 1] for which, to this decision maker, the alternative A is equivalent to L(p): L(p) ∼ A. This value is called the utility u(A) of the alternative A in the standard decision making theory.
In our definition, the numerical value of the utility depends on the selection of the alternatives A 0 and A 1 : e.g., A 0 is the alternative whose utility is 0 and A 1 is the alternative whose utility is 1. What if we use a different set of alternatives, e.g., A 0 < A 0 and A 1 > A 1 ?
Let A be an arbitrary alternative between A 0 and A 1 , and let u(A) be its utility with respect to A 0 and A 1 . In other words, we assume that A is equivalent to the randomized alternative in which:
• we have A 1 with probability u(A), and • we have A 0 with probability 1 − p.
In the scale defined by the new alternatives A 0 and A 1 , let u (A 0 ), u (A 1 ), and u (A) denote the utilities of A 0 , A 1 , and A. This means, in particular:
• that A 0 is equivalent to the randomized alternative in which we get A 1 with probability u (A 0 ) and A 0 with probability 1 − u (A 0 ); and • that A 1 is equivalent to the randomized alternative in which we get A 1 with probability u (A 1 ) and A 0 with probability 1 − u (A 1 ).
Thus, the alternative A is equivalent to the compound randomized alternative, in which
• first, we select A 1 or A 0 with probabilities u(A) and 1 − u(A), and then • depending on the first selection, we select A 1 with probability u (A 1 ) or u (A 0 ) -and A 0 with the remaining probability.
As the result of this two-stage process, we get either A 0 or A 1 . The probability p of getting A 1 in this two-stage process can be computed by using the formula of full probability
So, the alternative A is equivalent to a randomized alternative in which we get A 1 with probability p and A 0 with the remaining probability 1 − p. By definition of utility, this means that the utility u (A) of the alternative A in the scale defined by A 0 and A 1 is equal to this value p:
So, changing the scale means a linear re-scaling of the utility values:
Vice versa, for every λ > 0 and b, one can find appropriate events A 0 and A 1 for which the re-scaling has exactly these values λ and b. In other words, utility is defined modulo an arbitrary (increasing) linear transformation.
The last important aspect of the standard decision making theory is its description of the results of different actions. Suppose that an action leads  to alternatives a 1 , . . . , a m with probabilities p 1 , . . . , p m . We can assume that we have already determined the utility u i = u(a i ) of each of the alternatives a 1 , . . . , a m . By definition of the utility, this means that for each i, the alternative a i is equivalent to the randomized alternative L(u i ) in which we get A 1 with probability u i and A 0 with probability 1 − u i . Thus, the results of the action are equivalent to the two-stage process in which, with the probability p i , we select a randomized alternative L(u i ). In this two-stage process, the results are either A 1 or A 0 . The probability p of getting A 1 in this two-stage process can be computed by using the formula for full probability:
Thus, the action is equivalent to a randomized alternative in which we get A 1 with probability p and A 0 with the remaining probability 1 − p. By definition of utility, this means that the utility u of the action in question is equal to
In statistics, the right-hand of this formula is known as the expected value. Thus, we can conclude that the utility of each action with different possible alternatives is equal to the expected value of the utility.
Why Quadratic Aggregation Operations are Less Adequate than OWA and Choquet Operations: An Explanation
To adequately describe the decision maker's preferences, we must be able, given an alternative characterized by n parameters x 1 , . . . , x n , to describe the utility u(x 1 , . . . , x n ) of this alternative. To get a perfect description of the user's preference, we must elicit such a utility value for all possible combinations of parameters. As we have mentioned in the Introduction, for practical values n, it is not realistic to elicit that many utility values from a user. So, instead, we elicit the user's preference over each of the parameters x i , and then aggregate the resulting utility values u i (x i ) into an approximation for
We have also mentioned that in the first approximation, linear aggregation
w i ·u i work well, but to get a more adequate representation of the user's preferences, we must go beyond linear functions. From the purely mathematical viewpoint, it may seem that quadratic functions f (u 1 , . . . , u n ) should provide a reasonable next approximation, but in practice, piece-wise linear aggregation operations such as OWA (or Choquet integral) provide a much more adequate description of expert preferences.
For example, for two parameters, the general OWA combination of two utility values has the form
Similarly, the general OWA combination of three utility values has the form
Let us show that this seemingly mysterious advantage of non-quadratic aggregation operations can be explained based on the main properties of the utility functions.
Indeed, as we have mentioned in Section 2, the utility is defined modulo two types of transformations: changing a starting point u → u+b and changing a scale u → λ · u for some λ > 0. It is therefore reasonable to require that the aggregation operation should not depend on which "unit" (i.e., which extreme event A 1 ) we use to describe utility. Let us describe this requirement in precise terms.
In the original scale,
• we start with utility values u 1 , . . . , u n ;
• to these values, we apply the aggregation operation f (u 1 , . . . , u n ) and get the resulting overall utility u = f (u 1 , . . . , u n ).
On the other hand,
• we can express the same utility values in a new scale, as u 1 = λ · u 1 , . . . , u n = λ · u n ; • then, we use the same aggregation function to combine the new utility values; as a result, we get the resulting overall utility u = f (u 1 , . . . , u n ).
Substituting the expressions u i = λ · u i into this formula, we conclude that u = f (λ · u 1 , . . . , λ · u n ). We require that the utility
reflect the same degree of preference as the utility
It is worth mentioning that in mathematics, such functions are called homogeneous (of first degree). So, we arrive at the conclusion that an adequate aggregation operation should be homogeneous.
This conclusion about the above mysterious fact. On the other hand, one can show that linear aggregation operations and piece-wise linear aggregation operations like OWA are scale-invariant.
Let us start with a linear aggregation operation
For this operation, we get
Let us now consider the OWA aggregation operation
where u (1) is the largest of n values u 1 , . . . , u n , u (2) is the second largest, etc. If we multiply all the utility values u i by the same constant λ > 0, their order does not change. In particular, this means that the same value u (1) which was the largest in the original scale is the largest in the new scale as well. Thus, its numerical value u (1) can be obtained by re-scaling u (1) : u (1) = λ · u (1) . Similarly, the same value u (2) which was the second largest in the original scale is the second largest in the new scale as well. Thus, its numerical value u (2) can be obtained by re-scaling u (2) : u (2) = λ·u (2) , etc. So, we have u (i) = λ·u (i) for all i. Thus, for the OWA aggregation operation, we have
On the other hand, a generic quadratic operation is not homogeneous. Indeed, a general quadratic operation has the form
Here,
The linear terms in the expressions f (λu 1 , . . . , λu n ) and λ · f (u 1 , . . . , u n ) coincide, but the quadratic terms differ: the quadratic term in f (λu 1 , . . . , λu n ) differs from the quadratic term in λ · f (u 1 , . . . , u n ) by a factor of λ. Thus, the only possibility to satisfy the scale-invariance (homogeneity) requirement for all λ is to have these differing quadratic terms equal to 0, i.e., to have w ij = 0 -but in this case the aggregation operation is linear. So, quadratic operations are indeed not homogeneous -which explains whey they are less adequate in describing user's preferences than homogeneous operations like OWA or Choquet integral.
6 OWA and Choquet Operations Are, in Some Reasonable Sense, the Most General Ones: A New Result
In the previous section, we explained the empirical fact that in multi-criteria decision making, OWA and Choquet operations lead to more adequate results than seemingly natural quadratic aggregation operations. The explanation is that, due to the known properties of the utility, it is reasonable to require that aggregation operation be scale-invariant (homogeneous); OWA and Choquet operations are scale-invariant but quadratic operations are not. However, in principle, OWA and Choquet operations are just a few examples of scale-invariant operations, so by itself, the above result does not explain why OWA and Choquet operations are so successful and not any other scale-invariant operation. In this section, we give such an explanation.
This explanation is based on the fact that OWA and Choquet operations are compositions of linear functions, min, and max. In this section, we prove that, crudely speaking, every scale-invariant operation can be composed of linear functions and min and max operations. 
Definition 3. By a basic function, we mean one of the following functions:
We also say that basic functions are 1-level compositions of basic functions. We say that a function
, where g is a basic function, and the functions h 1 (x 1 , . . . , x n 
By induction over k, one can easily prove that all compositions of basic functions are homogeneous. For example:
• a linear combination is a basic function;
• an OWA combination of two values is a 2-level composition of basic functions; • a general OWA operation is a 3-level composition of basic functions.
It turns out that an arbitrary homogeneous function can be approximated by appropriate 3-level compositions. 
Theorem 2. 3-level compositions have a universal approximation property for homogeneous functions.
A natural question is: do we need that many levels of composition? What is we only use 1-or 2-level compositions? It turns out that in this case, we will not get the universal approximation property -and thus, the 3 levels of OWA operations is the smallest possible number. Comment. A natural question is: why should we select linear functions, min, and max as basic functions? One possible answer is that these operations are the fastest to compute, i.e., they require the smallest possible number of computational steps. Indeed, the fastest computer operations are the ones which are hardware supported, i.e., the ones for which the hardware has been optimized. In modern computers, the hardware supported operations with numbers include elementary arithmetic operations (+, −, ·, /, etc.), and operations min and max.
In the standard (digital) computer (see, e.g., [3] ):
• addition of two n-bit numbers requires, in the worst case, 2n bit operations: n to add corresponding digits, and n to add carries; • multiplication, in the worst case, means n additions -by each bit of the second factor; so, we need O(n 2 ) bit operations;
• division is usually performed by trying several multiplications, so it takes even longer than multiplication; • finally, min and max can be performed bit-wise and thus, require only n bit operations.
Thus, the fastest elementary operations are indeed addition (or, more generally, linear combination), min, and max.
Proof of Theorems 2 and 3. 
4
• . Basic functions are linear in each zone; thus, their limits are also linear in each zone. Since some homogeneous functions are non-linear, we can thus conclude that basic functions do not have a universal approximation property for homogeneous functions.
5
• . Let us now consider 2-level compositions of basic functions, i.e., functions of the type f (x 1 , . . . , x n ) = g(h 1 (x 1 , . . . , x n ) , . . . , h m (x 1 , . . . , x n )), where g and h i are basic functions.
Since there are three types of basic functions, we have three options:
• it is possible that g(x 1 , . . . , x m ) is a linear function;
• it is possible that g(x 1 , . . . , x m ) is a minimizing function; and • it is possible that g(x 1 , . . . , x m ) is a maximizing function.
Let us consider these three options one by one.
5.1
• . Let us start with the first option, when g(x 1 , . . . , x m ) is a linear function. Since on each zone, each basic function h i is also linear, the composition f (x 1 , . . . , x n ) is linear on each zone.
5.2
• . If g(x 1 , . . . , x m ) is a minimizing function, then on each zone, each h i is linear and thus, the composition f (x 1 , . . . , x n ) is a minimum of linear functions. It is known that minima of linear functions are concave; see, e.g., [21] . So, within this option, the function f (x 1 , . . . , x n ) is concave.
5.3
• . If g(x 1 , . . . , x m ) is a maximizing function, then on each zone, each h i is linear and thus, the composition f (x 1 , . . . , x n ) is a maximum of linear functions. It is known that maxima of linear functions are convex; see, e.g., [21] . So, within this option, the function f (x 1 , . . . , x n ) is convex.
6
• . In each zone, 2-level compositions of basic functions are linear, concave, or convex. The class of all functions approximable by such 2-level compositions is the class of limits (closure) of the union of the corresponding three classes: of linear, concave, and convex sets. It is known that the closure of the finite union is the union of the corresponding closures. A limit of linear functions is always linear, a limit of concave functions is concave, and a limit of convex functions is convex. Thus, by using 2-level compositions, we can only approximate linear, concave, or convex functions. Since there exist homogeneous functions which are neither linear nor concave or convex, we can thus conclude that 2-level compositions are not universal approximators for homogeneous functions.
7
• . To complete the proof, we must show that 3-level compositions are universal approximators for homogeneous functions. There are two ways to prove it.
7.1
• . First, we can use the known facts about concave and convex functions [21] :
• that every continuous function on a bounded area can be represented as as a difference between two convex functions, and • that every convex function can be represented as a maximum of linear functions -namely, all the linear functions which are smaller than this function.
These facts are true for general (not necessarily homogeneous) functions. For homogeneous functions f (x 1 , . . . , x n ), one can easily modify the existing proofs and show:
• that every homogeneous continuous function on a bounded area can be represented as as a difference between two convex homogeneous functions, and • that every homogeneous convex function can be represented as a maximum of homogeneous linear functions -namely, all the homogeneous linear functions which are smaller than this function.
Thus, we can represent the desired function f (x 1 , . . . , x n ) as the difference between two convex homogeneous functions f (x 1 , . . . , x n ) = f 1 (x 1 , . . . , x n ) − f 2 (x 1 , . . . , x n ). Each of these convex functions can be approximated by maxima of linear functions and thus, by 2-level compositions. Substraction f 1 − f 2 adds the third level, so f (x 1 , . . . , x n ) can indeed be approximated by 3-level compositions.
To prove that a function f (x 1 , . . . , x n ) can be represented as a different between two convex functions, we can, e.g., first approximate it by a homogeneous function which is smooth on a unit sphere is also convex -since its second derivatives matrix is dominated by positive definite terms coming from f 1 . Thus, the difference f 1 − f 2 = f is indeed the desired difference.
7.2
• . Another, more constructive proof, is, for some δ > 0, to select a finite δ -dense set of points e = (e 1 , . . . , e n ) on a unit square. For each such point, we build a 2-level composition which coincides with f on the corresponding ray {λ · (e 1 , . . . , e n ) : λ > 0}. This function can be obtained, e.g., as a minimum of several linear functions which have the right value on this ray but change drastically immediately outside this ray.
For example, let f 0 (x) be an arbitrary homogeneous linear function which coincides with f (x) at the point e -and thus, on the whole ray. To construct the corresponding linear functions, we can expand the vector e to an orthonormal basis e, e , e , etc., and take linear functions f 0 (x)+k ·(e ·x) and f 0 (x) − k · (e · x) for all such e (and for a large k > 0). Then, the minimum of all these functions is very small outside the ray.
We then take the maximum of all these minima -a 3-level composition. The function f (x 1 , . . . , x n ) is continuous on a unit sphere and thus, uniformly continuous on it, i.e., for every ε > 0, there is a δ such that δ-close value on the unit sphere lead to ε-close values of f . By selecting appropriate δ and k (depending on δ), we can show that the resulting maximum is indeed ε-close to f .
The theorem is proven.
Conclusions
Fuzzy techniques have been originally invented as a methodology that transforms the knowledge of experts (formulated in terms of natural language) into a precise computer-implementable form. There are many successful applications of this methodology to situations in which expert knowledge exist; the most well known (and most successful) are applications to fuzzy control.
In some cases, fuzzy methodology is applied even when no expert knowledge exists. In such cases, instead of trying to approximate the unknown control function by splines, polynomials, or by any other traditional approximation technique, researchers try to approximate it by guessing and tuning the expert rules. Surprisingly, this approximation often works fine.
Similarly, in multi-criteria decision making, it is necessary to aggregate (combine) utility values corresponding to several criteria (parameters). The simplest way to combine these values is to use linear aggregation. In many practical situations, however, linear aggregation does not fully adequately describe the actual decision making process, so non-linear aggregation is needed. From the purely mathematical viewpoint, the next natural step after linear functions is the use of quadratic functions. However, in decision making, a different type of non-linearities are usually more adequate than quadratic ones: fuzzy-type non-linearities like OWA or Choquet integral that use min and max in addition to linear combinations.
In this paper, we give a mathematical explanation for this empirical phenomenon. Specifically, we show that approximation by using fuzzy methodology is indeed the best (in some reasonable sense).
