Abstract. The Lanczos method is often used to solve a large and sparse symmetric matrix eigenvalue problem. There is a well-established convergence theory that produces bounds to predict the rates of convergence good for a few extreme eigenpairs. These bounds suggest at least linear convergence in terms of the number of Lanczos steps, assuming there are gaps between individual eigenvalues. In practice, often superlinear convergence is observed. The question is "do the existing bounds tell the correct convergence rate in general? ". An affirmative answer is given here for the two extreme eigenvalues by examples whose Lanczos approximations have errors comparable to the error bounds for all Lanczos steps.
Introduction
The Lanczos method is widely used for finding a small number of eigenvalues and their associated eigenvectors of a large symmetric matrix because it requires only matrix-vector products to extract enough information to compute desired solutions. There is a well-established convergence theory to go with the method in terms of error bounds indicating how fast the computed approximations converge to a few extreme eigenpairs. These bounds usually underestimate the rate of convergence, however. In practice, often the observed convergence is (much) faster than these error bounds suggest [7, 24, 27] . This paper investigates the attainability of these bounds in general.
However, in finite precision without full orthogonalization, the Lanczos method can behave very differently from what it is supposed to be in theory [4, 6] . Nonetheless the existing theoretic bounds which assume exact arithmetic are still very suggestive as to what we may expect numerically. In this paper we assume exact arithmetic.
By default, all vectors are column vectors. Given an N × N Hermitian matrix A and a vector b of dimension N , the Lanczos process [20] may be compactly described as follows: Then Q's jth column Q (:,j) is the eigenvector of A associated with the eigenvalue λ j . For the sake of presentation, assume
Naturally, we ask how well does an eigenvalue of H k approximate A's eigenvalue, and how far is Q (:,j) from K k (A, b). A well-developed theory for this is due to Kaniel [10] and Saad [21] , and if more detailed information on A's eigenvalue distribution is available, better bounds can be derived, too [20] . 
which is the ratio of a bound due to Kaniel [10] and Saad [21] for this case (see Remark 3.2) over the actual sine of the angle ∠(e N , K k ), where
and T N −1 is the (N − 1)st Chebyshev polynomial of the first kind. This figure indicates that the bound of Kaniel and Saad can dramatically overestimate the actual sine of the angle as k varies.
To the best of my knowledge, there is no study in the past regarding the sharpness of the existing error bounds for the symmetric Lanczos method. Perhaps this is due in part to the fact that these bounds were established with a technique basically the same as the one for obtaining the error bounds for the conjugate gradient method (CG) [3, 5, 22, 24, 26] . The latter were argued to be (locally) sharp [1, 5] and more recently (globally) sharp 1 [16, 18] . Consequently the existing error bounds for the Lanczos method could also be sharp at least for the first Ritz value, thanks to Sleijpen and van der Sluis [24, Theorems 6.1 and 6.2].
The main contribution of this paper is to show that the existing error bounds for the Lanczos method are indeed sharp in general, despite Figure 1.1. The same conclusion was also reached in the unpublished technical report [16] , where examples were constructed with the Chebyshev zero nodes. Here with the help of the Chebyshev extreme nodes, we are able to devise examples for which the existing error bounds are much closer to the actual sines.
This paper strives to produce difficult problems for the Lanczos method, but it does so from a different perspective from Scott [23] , where efforts were made to select a perverse starting vector b to delay the convergence until the last step. Since the theory of Kaniel and Saad guarantees fast and noticeable convergence provided the starting vector has a nontrivial component in the direction of the eigenvectors associated with the extreme eigenvalues which also have nontrivial gaps from the rest of the eigenvalues, any perverse starting vector of Scott's choice must have a negligible component in the direction of the desired eigenvectors. On the contrary, this paper and [16] assume the nontrivial components in all eigenvector directions and seek certain eigenvalue distributions so as to almost achieve the existing error bounds.
It is worth mentioning that in the potential-theoretic approach, Kuijlaars [12, 13] The rest of this paper is organized as follows. Section 2 presents some preliminary material that will be used frequently later. Section 3 investigates the sharpness of the existing error bounds for eigenvectors associated with the two extreme eigenvalues, while Section 4 is concerned with eigenvalues. Finally, concluding remarks are given in Section 5.
Notation. Throughout this paper, C
n×m is the set of all n × m complex matrices, C n = C n×1 , and C = C 1 . Similarly define R n×m , R n , and R except replacing the word complex by real. I n (or simply I if its dimension is clear from the context) is the n × n identity matrix, and e j is the jth column of an identity matrix with a compatible dimension in the context. The superscript * denotes conjugate transpose while T denotes transpose only. We shall also adopt a MATLAB-like convention to access the entries of vectors and matrices. i : j is the set of integers from i to j inclusive and i : i = {i}. For a vector u and a matrix X, u (j) is u's jth entry, :) , and X (:,i:j) consist of intersections of row k to row and column i to column j, row k to row , and column i to column j, respectively. The generic norm · 2 is the usual 2 norm of a vector or the spectral norm of a matrix.
Preliminaries
The mth Chebyshev polynomial of the 1st kind is
It frequently shows up in numerical analysis and computations because of its numerous nice properties; for example, |T m (t)| ≤ 1 for |t| ≤ 1 and |T m (t)| grows extremely fast 2 for |t| > 1. We will also need [18] (2.3)
T m (t) has m + 1 extreme points in [−1, 1], the so-called mth Chebyshev extreme nodes:
Throughout the rest of this paper, ω and τ are always defined this way when the interval [α, β] is specified; otherwise they can be any two numbers. The linear transformation 
It can be verified that τ 0m = β and τ mm = α.
Eigenvector convergence
Let us look at how close
Given any number ν, this can be turned into the following minimization problem:
where φ k−1 and ψ k−1 denote polynomials of degree at most k − 1, u ∈ C k+1 with its first entry u (1) forced to be 1 always,
does not necessarily imply that there is a Ritz vector that approximates Q (:,j) well. For that the reader is referred to [9] , where it is proved that, under suitable separation conditions, if
and the latter case implies
So it suffices to restrict 1 ≤ k ≤ N − 1 from now on. Equation (3.2) points to a new direction to analyze the convergence behavior of the Lanczos algorithm, i.e., by studying the minimization problem on its righthand side. This will be the approach we will take from now on. Inequality (3.5) in the next theorem turns out to be equivalent to an existing bound but expressed differently, as explained in Remark 3.2. We present it here for completeness. The sharpness of the inequality will be investigated afterwards (only for the case of j = N ). 
Proof. It suffices to bound the right-hand side of (3.2) with ν = 0. For ω and τ in (2.6) with
and ξ ∈ C is to be determined such that ξ g
Now it is clear that |ξ| should be chosen to minimize the last quantity above, which gives
and thus |ζ| = ς j |T k−1−(N −j) (δ j )|, and we have (3.5).
Remark 3.1. It is known that the eigenvalues at both ends are often the first few to emerge from an application of the Lanczos method. But this is not reflected by Theorem 3.1 because for small j and huge N , γ j and ς j not only complicates the bound by (3.5) but also may significantly offset the effectiveness of
A remedy for generating better bounds for small j is by applying the theorem to
. Thus any conclusion on approximating the largest eigenvalues by the Lanczos algorithm has a counterpart for the smallest eigenvalues. Owing to this property, we in this paper will focus only on approximating the largest eigenvalues and their associated eigenvectors. In the rest of this section, we will investigate the attainability of the bound by (3.5) for j = N only. Before we present our main result, Theorem 3.2, for the section, we shall introduce some notation and establish two lemmas. Throughout the rest of this paper, we set (3.7) n = N − 1, and define
where i means the first term is halved, while for i both the first and last terms are halved. In its present general form, the next lemma was proved in [16, 18] . It was also implied by the proof of [8, Theorem 2.1]. See also [19] . (1) For
13) min
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where κ = α/β > 1, and (3.14)
, since α N = 0. It can be seen that Z has full column rank if
Then by Lemma 3.1, we need to compute e
We have 
which, together with (3.15), leads to (3.11). For g as in (3.12), e
which, together with (3.15), leads to (3.13). 
Apply the Lanczos algorithm with A on b as in (1.1). We have (3.18)
, where δ N is as in Theorem 3.1,
where ζ = 0≤i≤n−1 2/|τ
Proof. In (3.2), take ν = λ N , and V k,N with nodes
Note that
are the same as the ones in Lemma 3.2 and
where (3.21) { i } i =1 n as translated Chebyshev extreme nodes, n < N |g (N) |/||g (1:n) || 2 =0.0020833
=1/sqrt(2)
=0.1 Theorem 3.2 leads to two examples that can demonstrate that the existing bound
by Theorem 3.1 for j = N is rather sharp in general.
Example 3.1. Let A be as described in Theorem 3.2 such that c 1 = c 2 ; namely, g takes the form of (3.10). Then (3.18) becomes an equality
To compare the right-hand side of (3.23) and that of (3.24), we notice that
and at the same time if |g (N ) | > 0 and κ N > 1, RHS of (3.23) RHS of (3.24)
Here and in what follows, the notation (3.25) and writing ∆ for ∆ κ N for short,
and for k = n,
RHS of (3.23) RHS of (3.24)
The left plot in Figure 3 .1 is for the leftmost ratio for κ N = 10 and 10 2 and N = 50. Our asymptotical analysis in (3.26) shows up in the plot:
The right plot in Figure 3 .1 is for a random unit vector g. It, too, indicates that the existing bound by (3.5) for j = N is fairly tight.
Example 3.2. Let A be as described in Theorem 3.2 such that c 3 = c 4 ; namely, g takes the form of (3.12). Then (3.19) becomes an equality
It can be seen that 
Eigenvalue convergence
A is Hermitian; so is We need the following lemma before presenting our main theorem in the section that shows the bound by (4.4) is very sharp. , where ρ k−1 is defined as in (3.14) with κ = α/β > 1.
