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SUMMARY
Modern robots are almost helpless in the real world despite their unprecedented per-
ception. They struggle to react appropriately to random events. They require human super-
visors to detect and react to situations for which they are not explicitly prepared. To sur-
vive in the real world without human supervision, robots must autonomously distinguish
normal and abnormal situations. The abstract nature of this task has no simple qualita-
tive solution, which prohibits an algorithmic solution and mandates human intervention.
This thesis presents a method for robots to autonomously identify abnormal motions. The
method requires a human operator to guide a robot through the motions it is expected to
perform during normal operation, which allows the robot to group recurring motions with a
clustering algorithm. The resulting clusters form a quantitative model of “normal motion”.
This model allows the robot to calculate the probability that an observed motion is a nor-
mal motion. Results demonstrated that abnormal motions such as being lifted, pushed or
stepped on, were correctly indicated with low probabilities, and that motions experienced
during normal operation were classified as highly probable. This thesis also describes an
independent system for robot motion observation. This independent system allows rapid




It is extremely difficult for modern robots to retain control of themselves in situations for
which they are not explicitly prepared. New approaches to robot control that incorporate
machine learning algorithms retain control by adapting to uncertainties that would typically
cause instabilities [1, 2, 3]. However, these controllers have solved only motion control
problems such as achieving sequences of vehicle position and velocity goals. They do not
solve the more complex problem of deciding whether those position and velocity goals
should be achieved. Robots must be able to use what they perceive to decide whether a
command should be executed without human assistance. This sentiment is echoed in a
recent paper on the necessity and implementation of such abilities in robots [4].
Current methods for abstract decision-making in mobile robots rely on extensive prepa-
ration and training of the robots by experts. Even with expert training, robots still fail to
operate safely even in slightly unusual situations [5]. Examples of highly advanced but
dramatically inept robots abound [5, 6]. In most of these examples, the robots became
hazardous because they lost control. One could argue that these robots not have become
Figure 1.1: Robot defeated by a slight abnormality (wet tiles)
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hazardous if they had more stable controllers.
The idea that improved controllers will make robots more safe can be dismissed with
the case of the 300-pound “public safety robot” that struck and ran over a toddler in a mall
(who survived with minor bruising), despite the attempts of his parents to interfere [7].
Here is an example of a robot with controllers that met their position and velocity goals
and maintained stability despite the disturbances introduced by a struggling toddler and
two adults. It is an excellent model of a robot that was dangerous not due to instability,
but because it failed to perceive that something was wrong with its actions. By achieving
its position and velocity goals, the robot was also unhelpful in achieving its primary goal
of improving public safety. Examples abound of robots becoming dangerous as a result of
their attempts to maintain control [8, 9, 10, 11].
All of the robot failures referenced so far have featured robots with carefully designed
and tested collision-avoidance systems. Despite the effort devoted to perfect these systems,
they failed embarrassingly. Robust systems for detecting and preventing hazardous oper-
ation of motor vehicles do exist. 1) the Antilock Braking System (ABS) in most modern
vehicles; and 2) the stall warning system which are required by federal law on all mod-
ern commercial aircraft (CFR § 23.207) [12, 13]. Although these systems are robust and
demonstrably nearly infallible, their excellence is the product of many decades of research,
development and testing. However, these systems only solve very specific problems. Both
systems also rely on humans to perceive and react to abnormalities. ABS requires humans
to apply brakes. Stall warning systems require pilots to intervene to prevent stalling. And
even with decades of safety system development, the most advanced warning and safety
systems in airplanes are still not trusted over pilots. In a video taken during the Airbus
A380 flight test program, pilots are shown growing uncomfortable with an unannunciated
abnormality (aeroelastic fluttering), and avoid catastrophic loss of the airplane by landing
promptly [14].
It is essential that robot control systems include robust safety systems because robots
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are invading human environments earlier and in greater quantities than cars and airplanes
did in their early stages of development. Mass-production techniques were originally de-
veloped to accelerate the production of automobiles [15] and airplanes. Now that mass
manufacturing technologies are mature, other machines, such as robots, can be rapidly
mass-produced and introduced into daily human life before their safety can be guaranteed.
There are already examples of fatal incidents involving unproven collision-avoidance tech-
nologies [9]. Currently, there is no substitute for the human ability to detect anomalies,
so modern robot safety systems rely on human supervisors. Even in California, where the
requirement for a driver to be in an autonomous vehicle was recently removed, (§ 227.02
(b) of the California Code of Regulations Title 13, Division 1, Chapter 1, Article 3.7 - Test-
ing of Autonomous Vehicles), still “requires a human test driver or a remote operator to
continuously supervise the vehicles performance of the dynamic driving task” [16].
This research investigated a way to automatically detect motion abnormalities that
would typically require a human supervisor: instead of training a robot to detect specific
problems, allow it to build a model of “normal behavior” that can be used to calculate the
probability that an observed motion is “normal”. This probability can be used indepen-
dently or combined with other probabilistic systems in the vehicle to justify initiation of a
safety maneuver.
Specifically, the goal of this research is to develop a framework for automatically detect-
ing abnormal motions on mobile robots. Ideally, the abnormal motion detection framework
can be installed on any robot with satisfactory hardware. To calculate the probability that
an observed motion is normal, the robot must generate a model that will allow quantitative
comparison of motion measurements. This thesis assumes that robot construction and con-
trol generate repeatable patterns of motion, termed “symptomatic motions” and explained
in section 2.4, that can be used to generate a model of normal operation. Given a model
of normal motion, an abnormal motion detection algorithm should be able to distinguish
between normal and abnormal motions without human supervision.
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Two systems were developed to achieve the research goal. The first system automated
observation of mobile robot motion. The benefits of an independent robot observation
platform over interfacing with existing robot sensors are explained in section 2.5. The robot
observation platform was used to quickly generate datasets and enabled cross-platform
algorithm development and data analysis. The second system implemented an algorithm
for automatic abnormal motion detection. This system uses datasets generated by the robot
observation system to guide algorithm development, and to generate models of normal
motion.
The algorithm was tested with motion datasets generated by an iRobot Roomba 690
robotic vacuum cleaner and a Turtlebot3 Burger mobile robot development platform. Datasets
varied between entirely normal operation, in which the robot performed a repetitive job in
a controlled environment without disruption, and abnormal operation, in which the robot
was intentionally disrupted during its job.
The data collected by the robot motion observation system shows that patterns in ac-
celerations can be autonomously recognized and used to build an expectation of “normal
motion”. The abnormal motion detection algorithm used a clustering algorithm to identify
and model these patterns, and to perform comparisons between known acceleration pat-
terns and observed accelerations. When tested with previously unseen data, the algorithm
correctly indicated instances of (abnormal) motion introduced by the researcher by mark-
ing them as improbable, and did not mistakenly classify periods of normal operation as





Autonomous vehicles are rapidly invading human environments despite their poor ability
to detect and react appropriately to abnormal situations. Hobbyist drone user registrations
with the FAA have grown quickly, and currently exceed 800,000 [17]. Drone incidents
have increased in turn: The FAA reported a 46% increase in the number of drone incidents
at airports between 2015 and 2016 [18]. The Google Autonomous Car Project, now op-
erating as Waymo, plans to add 20,000 autonomous vehicles to their fleet of test vehicles
[19]. In compliance with California State Law, Waymo reported every instance of human
disengagement of vehicle autopilot during 2017: 63% of these disengagements were due to
an unwanted behavior, perception discrepancy, or incorrect prediction of extravehicular be-
havior rather than software or hardware failures [20]. Figures reported by Cruise, another
autonomous vehicle company, also show that a significant number of disengagements were
not due to equipment failure, but rather to issues with vehicle planning or perception [21].
Currently, humans are required by law to detect and respond to anomalies in these robots
[16]. A system that could automatically detect abnormal motions in robots could wean
robots from human supervision.
2.1 Modeling with Machine Learning Algorithms
Machine learning algorithms allow automatic generation of classification and regression
algorithms by generalizing rules inferred from exemplar data [22]. Models built with ma-
chine learning algorithms allow robots to learn to recognize previously-demonstrated mo-
tions, and then to use those to characterize new motions [23, 24]. Researchers have demon-
strated a helicopter that learned its own complicated dynamics and successfully executed
complex aggressive maneuvers [1, 2]. Both papers note that the difficulty in controlling a
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helicopter resides in the presence of unobserved state variables. The machine learning al-
gorithms used in both papers achieve impressive performance by inferring the unobserved
variables. To obtain the models needed to perform advanced maneuvers, the researchers
first had to execute and record these maneuvers.
Instead of executing and recording motions, it is possible to obtain vehicle dynamical
models by simulation, also known as System Identification. However, simulations suffer
from being fundamentally disconnected from reality. They can allow actions that are im-
possible in the real world such as instantaneous change in continuous values, or produce
believable results for the wrong reasons. The formal name for the discrepancy between
simulation and reality is known as the Reality Gap [25]. A recent publication from Georgia
Tech introduces a machine-learning assisted solution to the reality gap: a two-component
algorithm called UP-OSI [26]. The researchers describe a Universal Policy (UP) controller
that is generic enough to control a given set of dynamic models. These dynamic models
are supplied by an Online System Identification (OSI) algorithm that predicts the dynamic
model parameters with recent motion measurements. The UP-OSI algorithm was able to es-
timate the time-varying dynamic models of the systems it controlled without prior training
by simulating its motion under different conditions and pre-computing optimal control poli-
cies for each condition. However, the researchers note that it is limited to low-dimensional
systems (R4), and many real world dynamical systems require high-dimensional represen-
tations to be controlled effectively.
Models capable of abstract decision-making can be built and autonomously improved
with machine learning. For example, researchers demonstrated the ability of a robot hand
to incrementally learn and differentiate between grasped objects [27]. This task is abstract
because it requires a distinction to be drawn between objects without easily quantifiable
differences: what is the difference between grabbing an empty can and a half-full bottle of
lotion? The answer cannot be effectively captured with a single number. The researchers
used a sparse online infinite echo-state Gaussian process [28] to incrementally and automat-
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ically build an abstract, multivariate, time-varying model of its tactile sensations for each
object. This allowed the objects to be differentiated quantitatively. Here, the dynamic mod-
els being inferred were the tactile properties of objects being grasped, which had relatively
high-dimensional features (R25).
Machine learning algorithms show a strong ability to generate models for system and
object identification. Robots might rely less on human supervision in uncertain circum-
stances with a system that can model “normal” behavior and use that model to identify
“abnormal” behaviors. Machine learning algorithms may be able to generate abstract mod-
els that could be used to distinguish between normal and abnormal motions.
2.2 Action Recognition with Machine Learning
The idea of recognizing separate “actions” or “motions” has been very popular, but only if
the actions being recognized are human. Of all the references cited in a “Review on action
recognition and mapping”, published in a leading robotics journal, none of them referred
to recognizing the actions of a robot [29]. As an informal survey, even the Wikipedia
page on Machine Learning Datasets lacks a set of robot actions - only datasets with human
actions are available [30]. One could argue that robots already observe their actions because
they command them, and this is indeed the basis for many anomaly detection methods
[31, 32]. Ideally, an anomaly detection system would not need to depend on information
internal to a robot controller in order to detect anomalies. For example, a variety of papers
have demonstrated the ability to differentiate between human motions and gestures with
accelerometers [33, 34, 35, 36]. None of these systems relied on human neural signals (the
human equivalent of motion commands) or models of human motion. Each of these papers
present “offline” methods that require repeated prior demonstration of an action in order to
classify it properly.
Avigilon, a security system company, demonstrated an “abnormal motion detection”
system that detects abnormal human behavior in video [37]. It does not require users to
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provide motion models or internal information from the subject it analyzes for abnormal
motion. Similarly, a research group demonstrated a system for real-time detection of abnor-
mal motion in video. The system developed a model of “normal” by training an algorithm
with video of normal pedestrian traffic and then tested performance with videos of abnor-
mal events, such as cars driving on the sidewalk or people running quickly [38]. Another
popular and successful technique for recognizing actions with machine learning is motion
segmentation, the process of identifying when actions begin and end. Motion segmentation
has been used to segregate motions performed by physical therapy patients for inter-patient
comparison [39]. Motion segmentation has also been used to help robots learn to perform
tasks [40]. Robots would benefit from a similar ability to segment their own motions and
compare them to “exemplar” motions.
2.3 Anomaly Detection
Anomaly detection is the process of identifying unusual trends in data and is used in many
different fields to great benefit [41, 42]. (V. Chandola et al. 2009) provides an excellent
survey of anomaly detection techniques and their applications [43]. In industrial control
applications, abnormal motion detection is known as “condition monitoring”. Specifically,
condition monitoring is the process of monitoring a parameter such as vibration to detect
the onset of a potential mechanical issue in a machine [44]. Fluke, a major test equip-
ment manufacturer, sells a system for instrumenting factory machinery and monitoring for
developing faults [45]. Another major manufacturing company, Valmet, sells condition-
monitoring sensors and software [46]. Many papers have been published demonstrating
the utility of vibration measurements in predicting mechanical faults [47, 48, 49, 50]. A
report from Honeywell describes the need for anomaly detection in its opening paragraph:
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Abnormal Situations comprise a range of process disruptions in which petro-
chemical plant personnel must intervene to correct problems with which the
control systems can not cope. Preventable losses from abnormal situations
cost the U.S. economy at least $20B annually. [51]
The report describes a process implemented with teams of people to monitor condi-
tions and report anomalies. Condition monitoring and anomaly detection should be an
autonomous function of an industrial process to reduce the burden on human operators.
Simply applying condition monitoring sensors to robots would allow detection of anoma-
lies, albeit very specific ones. Ideally, the machine learning techniques used in robotics
could be used to generalize condition monitoring techniques. Progress towards this goal is
discussed in the following section.
2.3.1 Anomaly Detection in Robots
Recent robotics research has addressed abnormal motion detection in robots. Sometimes
this is referred to as “execution monitoring”, which implies knowledge of the motion being
executed. (Pettersson 2005) provides a thorough although dated survey of execution mon-
itoring in robotics that also illustrates its rarity in robotics research relative to other fields
[52]. Most methods for anomaly detection in robots assume that the robot maintains an
awareness of the action it executes, and an expectation of what it should experience while
performing that action.
A recent paper proposing an algorithm for anomaly detection in underwater vehicles
leverages machine learning algorithms to model robot motion in uncertain circumstances,
and this is used to generate an expectation of “normal” motion [31]. This method relies on
expert-provided maximum and minimum velocity thresholds, a motion model of the vehi-
cle and of the forces applied to the vehicle by fluid flow, and only examines measured and
estimated velocity to provide anomaly detection. Ideally, an anomaly detection algorithm
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would learn a model of “normal motion” with minimal human guidance. Additionally, a
vehicle with many sensors should not risk ignoring other sensors in favor of one measure-
ment. As an alternative to using a single measurement as an indicator of normality, [32]
demonstrates the advantages of using multi-modal (haptic, auditory, visual and kinematic)
sensor signals for execution monitoring.
A similar paper suggests a way to reduce dependence on robot-specific parameters
(robot motion models which require access to robot-internal control data, motion mod-
els which require estimation of the effects of external forces on the vehicle) by presenting
object-centric probabilistic models of applied forces [53]. The independence from robot-
specific information presented by the method in [53] allowed different robots and even
humans to help build models useful for anomaly detection in robots. Furthermore, the
probabilistic output of the anomaly detection framework in [53] allows easy integration
with other probabilistic anomaly detection algorithms: computing simple joint or condi-
tional probabilities would be simple, and rigorous mathematical frameworks for combining
many probabilistic signals are well-studied and available.
An ideal system for abnormal motion detection in robots would allow multi-modal sen-
sor inputs while maintaining a self-contained (platform-independent) implementation, the
advantages of which are demonstrated in [32] and [53]. Additionally, the anomaly detector
would be able to autonomously discover patterns in the data. This can be accomplished
with clustering, and a recent clustering algorithm has succeeded where others have not
by being able to hierarchically cluster data [54]. The ideal system would also feature a
probabilistic output to facilitate combination with other anomaly detection systems.
2.4 Symptomatic Motions
Automatic abnormal motion detection relies on a key assumption: Robots that perform
repetitive jobs in a controlled environment will experience a finite set of motions that are
symptoms of how they are built and how they perform their job. These symptomatic mo-
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tions can be measured with enough fidelity to generate probabilistic models which can be
used to calculate the probability that an observed motion is “normal” or not.
2.4.1 Abnormal Motion Detection by Clustering Symptomatic Motions
A robot that repeats a clearly defined job, such as cleaning a room, has a set of fundamental
motions it repeats to complete its job. Every time the robot repeats these motions, it un-
dergoes the same forces in the same sequences, with some finite variance. For example, to
move through a room, a cleaning robot must frequently drive forward and turn. To do this,
the robot generates a sequence of target velocities to follow and then changes between them
with a linear change in velocity. That linear change in velocity is consistent and produces
one example of a symptomatic motion: a constant acceleration, generated every time the
robot changes its velocity. Even if the change in velocity is noisy or exponential, the robot
will still experience a relatively constant or linear acceleration.
Other examples of symptomatic motions of robots with repetitive jobs include se-
quences of accelerations, spectral density of motion frequency components, and constrained
magnitudes or directions of measured forces. Each of these symptomatic motions are pro-
duced by robot- or job-specific behaviors and should be consistent enough between jobs to
use as a measure of the state of the robot or job. The set of accelerations experienced while
vacuuming a room, while somewhat random, but within bounds, is obviously different from
the set of accelerations experienced while being thrown across the room.
Clustering is the process of grouping similar data points. “Similarity” in data is typi-
cally easy for humans to see, but difficult to describe mathematically. Because clustering
algorithms are supposed to detect structure in data for humans, they are typically consid-
ered a form of unsupervised learning. There are “supervised” clustering algorithms, such
as k-means, which require the specification of the number of clusters to be generated.
Ideally, a clustering algorithm would autonomously separate data into useful clusters.
Many clustering algorithms perform a variation of the following process: group data points
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by calculating sample density with respect to area, choosing centroids of points in the
dataset and considering them “centers” of clusters, and then labeling all data within a cer-
tain radius of the center of a cluster as being part of that cluster. For example, meanshift
clustering “shifts” data points towards each other based on density gradients in order to
form separate centroids. All points that get “shifted” into a particular centroid are labeled
as being a part of that centroid’s cluster. However, density-based methods do not allow for
the separation of complex structures such as concentric or overlapping clusters.
A recent paper proposes a solution to the shortcomings of density-based clustering by
allowing a representation of cluster hierarchy [54]. Density-based clustering works well,
but sometimes merges clusters that should be separate. If these clusters can be labeled as
“similar but different” at some point before they are merged during the algorithm execution,
the hierarchy of clusters can be extracted, allowing separation of complex cluster structures.
HDBSCAN implements hierarchical density-based clustering.
Consider how modeling these symptomatic motions could simplify the detection of
complex issues. It might be difficult for a robot to detect being lifted up and moved without
data from a demonstration, but the robot should have never experienced anything like that
on its own. It is difficult to detect wheels slipping. Special algorithms must be used to detect
and compensate for slipping. The forces experienced during a wheel slip should clearly be
unusual when compared to a comprehensive model of “normal” forces experienced by
wheels. This is how Automatic Abnormal Motion Detection can detect abnormal motions
without prior demonstration: by building a model of normal motions in such a way that it
can compare observed motions against its model and generate a quantitative comparison.
2.5 Robot Motion Observation
Robots would benefit from a self-contained platform that allowed repeatable and compa-
rable motion measurements. Ideally, the system would be unobtrusive and easy to install
on any robot. Such a system would allow quick implementation of multi-modal motion-
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analysis algorithms with outputs that could be compared across robots, such as the ones
mentioned in [53, 32]. Early forms of such a system already exist in the form of kits that
allow the formation of arbitrary sensor networks [55, 56]. Both of these kits are hardware
platforms, and although they provide software interfaces, they do not provide a software
platform for performing motion analysis given sensor data.
(a) PhidgetTM sensor network
(b) Seeed Studio GroveTM sensor network kit
Figure 2.1: Commercial off-the-shelf kits for independent arbitrary sensor networks.
Similar self-contained motion-data aggregation systems are mandatory on airplanes and
helicopters in the form of FDRs (Flight Data Recorders) and HUMS (Health and Usage
Monitoring System) [57, 58]. Major aerospace companies have improved airplane perfor-
13
mance and reliability over many decades by performing a slow, manual implementation of
abnormal motion detection when they review the data from an aircraft incident and decide
how to react to it.
An independent platform for motion observation would also facilitate experimentation
with sensors that are not commonly used in robotics, but that have shown promise in other
areas. There are many “unusual” sensors a researcher may wish to investigate for their po-
tential in future robotic systems. Two examples include an optical sensor for flight control
based on an organ present in house flies [59], and a system of optical sensors for navigation
inspired by organs found in cockroaches [60]. Biologically inspired sensors may provide
many conspicuous advantages over conventional sensors [61], although it is currently dif-
ficult to justify their incorporation in current designs.
There is clear merit in using machine learning algorithms to model robot motion: these
models allow more robust control of vehicles, and recent work has shown that these mod-
els can also be used to detect anomalies. Autonomously detecting motion anomalies will
help vehicles become independent of human supervision, but not if they require copious
human expertise to implement. Ideally, an anomaly detection system on a robot would
allow autonomous probabilistic modeling of “normal motion” as perceived by multimodal
sensors that could be combined with models generated by other robots. This work explores
the application of a relatively new hierarchical clustering algorithm, HDBSCAN, to proba-





Two systems were developed to implement automatic abnormal motion detection. The
first system independently observes robot motion. The novel aspects of this system are
its affordances for scaling, rapid deployment, and integration of multimodal sensors. The
system also differs from many others by having no integration requirements: it is self-
contained and only needs to be mechanically adhered to a robot under observation. This
accelerates data collection by minimizing setup time and cost. This motion observation
system was used to rapidly collect and analyze motion data with minimal overhead.
The second system implements automatic abnormal motion detection in mobile robots.
It was developed with the robot motion observation system. The datasets from the motion
observer were used to evaluate the performance of the algorithm.
Both the observation system and the abnormal motion detection algorithm use com-
monly found and “research friendly” (open-source, well-documented and cheap or free)
hardware and software such as Ubuntu Linux, the Robot Operating System (ROS), and
Raspberry Pi embedded computers. No proprietary software was used to implement or
evaluate the algorithm.
3.1 Independent System for Robot Motion Observation
The purpose of the independent system for robot observation was to accelerate collection
of robot data by minimizing delays caused by setting up and integrating the observation
systems into an existing robotic platform. This was accomplished by aggregating common
and reliable off-the-shelf (non-custom) tools with thorough documentation and large com-
munities of helpful users. The diagrams in figures 3.4 and 3.7 illustrate the components of
the observation system.
15
Many robotics projects are hindered by problems unrelated to the research objective,
such as software or hardware integration issues. This observation system eliminates inte-
gration issues by requiring only slight mechanical modification of the robot under observa-
tion. One could glue the motion observer to a robot and be done with platform integration.
Since most robotic platforms have been designed to allow easy mounting of extra hard-
ware, the mechanical installation requirement of the observation system is not a significant
problem for most robots.
In addition to mitigating setup and integration issues, the robot observation system
allows detailed data to be easily collected, saved, distributed and replayed for algorithm
evaluation. Data collection and distribution is handled by free and open-source software
such as ROS, sshfs, the pandas library for Python, and a script for converting rosbag
log files to .csv files [62].
3.1.1 Design Constraint
This project was subjected to an unusual constraint that significantly influenced the design
of the prototyping system: The author had to design and build a robotic submarine and then
deploy it in Antarctica as part of NASA PSTAR grant NNX16AL07G, PI B.E. Schmidt [63,
64]. The author’s work on the NASA PSTAR project was completely independent of the
work reported in this thesis and vice versa.
Aside from being an activity that consumed the author’s time, working in Antarctica
motivated a design for a motion observation system that did not rely on Internet access.
Internet in Antarctica is intermittent, slow, and only accessible on specially screened com-
puters. Robots were forbidden from connecting to the McMurdo Station network. The
Antarctica constraint also required the system to be portable enough to be brought through
and potentially operated within airports, hotels and other foreign environments without has-
sle. Extreme portability and independence from Internet access allowed smooth operation
and collection of data in exotic locations: in hotels, airports, in a variety of buildings in
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Antarctica, and on a military C-130 transport aircraft as shown in figure 3.1.
Figure 3.1: Author with robot
3.2 Robot Motion Observer Components
3.2.1 Platform Under Observation
Two robotic platforms were chosen to be experimental platforms with separate motivations.
A Turtlebot 3 was chosen for its portability and the fact that it can be completely controlled.
A Roomba 690 was chosen because it has push-button-ready autonomy. Both were chosen
for ease of modification.
ROBOTIS Turtlebot 3
The Turtlebot 3, a significantly more compact and open-source version of its predecessor,
the Turtlebot 2 or Kobuki Turtlebot, is similar in size to a 2-liter bottle of soda. Figure 3.2
shows the Turtlebot 3 relative to bricks and a can of soda for a sense of scale. Because of its
small size, it is easily portable. The author was able to easily fit this robot in a 25-liter back-
pack (REI Co-op Trail 25 Pack) used as an airplane carry-on, along with a 15” aspect ratio
laptop, a large DSLR camera and three days worth of clothing and toiletries. This allowed
the author to set up and conduct motion-observation experiments in under 30 minutes in
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arbitrary locations such as airports, hotel rooms, laboratories and even on a military C-130
transport aircraft flying to New Zealand from Antarctica. As a result, the author has a set of
data representing similar robot operation in wildly varying environments. The platform is
easily duplicated, facilitating simultaneous data collection in many different environments
or on many different robots. The Turtlebot 3 was also chosen as a research platform be-
cause every piece of it can be easily controlled and modified at its most fundamental level.
This eased troubleshooting and the addition of new components such as an IMU, remote
controller receiver, and functions such as the ability to serve as a wireless access point and
file transfer server.
Figure 3.2: Turtlebot 3 with scale reference
iRobot Roomba 690
After experimenting with the Turtlebot 3, the author decided to purchase an iRobot Roomba
690. The instrumented Roomba is shown in Figure 3.3. There were three major motivating
factors for this decision. First, the Roomba is a tested and reliable autonomous robot, and
the user needs only push a button to start its traverse through a room. The Turtlebot 3 lacks
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collison sensors, and requires extra effort to provide robust autonomy. And although it does
not take significant effort to make a Turtlebot 3 autonomously traverse a room, a Roomba
requires trivial effort to set up and cleans the room as it traverses, whereas the Turtlebot 3
does not.
Second, having a conspicuously clean apartment as a result of data collection appealed
to the author.
Lastly, iRobot provides an “Open Interface Specification” that allows users to monitor
and modify robot behavior through a serial port on the top of the robot [65]. Although
it does not allow the same granularity of control as the Turtlebot, the ability to manually
control the robot if needed was still considered a useful feature. Furthermore, the robot
motivated the design of the independent motion observation system to sidestep the need to
interface with the robot, and to produce measurements comparable with the Turtlebot. A
brief overview of the ease of implementing the motion observation platform is provided in
Section 3.2.4, in the subsection titled “Notes on scalability”.




A system for observing robot motion must have provisions for taking robust and detailed
measurements of robot motion. The observation system must allow easy addition and in-
tegration of many different sensors. Common ways to sense motions on robots include
accelerometers, which measure linear acceleration, and gyroscopes, which measure angu-
lar acceleration. Both measurements are derived from the displacement of micro-electro-
mechanical (MEMS) proof masses and are, therefore, direct measurements of the forces
applied to them. Figure 3.4 shows that a number of motion sensors can be added to the
platform: this is a feature of a Phidgets modular hardware system. An example of a multi-
node Phidget sensor network is shown in Figure 3.7(a).
The motion sensor used in this research was a PhidgetSpatial Precision 3/3/3 High
Resolution IMU [66]. It was chosen because it has a high resolution (73.6 µg), bandwidth
(497 Hz), and sample rate (up to 250 Hz), and because its manufacturer provides a well-
documented ROS package and API. The reliability and availability of this IMU facilitates
duplication of the prototyping system, which the researcher accomplished in a less than a
day, mentioned in Section 3.2.1.
Power Supply
To be independent of the robotic platform under observation, the motion observer must
include its own power system. Providing this power is simple since the Raspberry Pi draws
from a USB-micro port at wattages supported by many off-the-shelf cell phone chargers and
portable batteries. A short power cable was used to reduce the voltage drop between the
power supply and the battery. A 10,000 mAh portable charging battery (Anker PowerCore
10000) was used to power the Raspberry Pi mounted on the iRobot Roomba used in this
research. Measurements of battery percentage with respect to time indicate that it can
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Figure 3.4: Robot-motion-observation platform-component stack
support at least 10 hours of continuous operation given the setup described in this thesis.
Auxiliary Input
The design of the motion observer allows a multitude of hardware peripherals to be con-
nected. The author used a Microsoft Xbox 360 Wireless Receiver to connect to a wireless
Xbox 360 controller. The controller inputs were used to generate time-stamped labels in-
dicating when abnormal motion was about to be introduced.
3.2.3 Embedded System
Embedded Computer
The purpose of the embedded computer in Figure 3.4 is to run the Robot Operating System
(ROS), interface with sensors, and provide interfaces for data transfer to and control input
from an external computer. A Raspberry Pi 3 Model B was chosen to satisfy this purpose.
The Raspberry Pi is a low-cost embedded computing platform that has a large community
of users, and is compatible with many capable sensors and services. It is also the main
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embedded computer in many low-cost or hobbyist robotics platforms, such as the Turtlebot
3, so it is already compatible with many robotics platforms. The Raspberry Pi 3 can also
act as a wireless access point, which removes the need to connect it to a local network to
connect to it wirelessly. Networking with the Raspberry Pi 3 is briefly discussed in the
Embedded Software Peripherals section.
Linux Operating System
Linux Ubuntu MATE 15.10 was chosen as the operating system to run on the Raspberry Pi
3 due to its wide userbase and its compatibility with the Robot Operating System (ROS).
Ubuntu MATE is also compatible with many software tools that the motion observer relied
on, which are discussed in Section 3.2.3.
Embedded Software Peripherals
hostapd, a user space daemon, was used to implement a wireless access point with the
Raspberry Pi 3 B. dnsmasq and dhcpcdwere used to configure the wireless interface and
implement and manage DHCP services. This allowed the control computer, discussed in
Section 3.3, to connect to the Raspberry Pi and transfer files without an Internet connection.
File transfer was managed with sshfs, which allows drives on a network to be mounted
to a system over a normal ssh connection.
3.2.4 Automation and Data Acquisition
Robot Operating System (ROS)
The Robot Operating System, developed by Willow Garage and supported by the Open
Source Robotics Foundation, is an open-source software package that emulates the utilities
provided by an operating system, but with special provisions for robots [67, 68]. It is not
an actual operating system. Software packages for ROS typically implement programs
that can publish or subscribe to data at fixed rates and with standardized message formats.
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These programs are called nodes. ROS was chosen for use in the observer because it has
many automation tools since it was designed to support the development of autonomous
systems. For example, the rosbag tool creates time-stamped, replayable recordings of
specific streams of data called bagfiles, and it can be used to replay those recordings on
almost any other system that runs ROS. The roslaunch tool can be used to automatically
launch ROS nodes, configure them, and start recording their outputs.
ROS Packages and Nodes
The ROS nodes used on the motion observer were phidgets-imu and turtlebot3
teleop key. Occasionally, a joy node node from the joy joystick parsing package
was used in lieu of the turtlebot3 teleop key node to sense user input. User in-
put was used to label instances of abnormal motions for reference during analysis. The
phidgets-imu node was configured to publish linear acceleration and angular velocity
data at 125 Hz. A roslaunch script was used to automatically launch and configure
both nodes and a rosbag subscriber. The rosbag subscriber recorded the /cmd vel
and /imu/data raw topics to a file known as a bagfile. A graphical representation of
the ROS nodes running on a Turtlebot 3 and publishing data to separate topics is shown in
Figure 3.5. The abnormal motion detection algorithm was implemented as a node in a ROS
package called aamd.
Note on scalability
The robot motion observer described in this thesis can be rapidly duplicated and easily
expanded. To illustrate, the author configured the platform on the Roomba and began
collecting data with it the day it was received. A program called Etcher by resin.io was
used to generate an image of the Raspberry Pi on the Turtlebot 3 and copy it onto another
Raspberry Pi, essentially creating a complete clone of the Turtlebot 3 device. Next, a
single git clone command was used to load the software necessary for data collection
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Figure 3.5: phidgets-imu and joy node nodes running on a Turtlebot 3
and abnormal motion detection. Securely adhering the Raspberry Pi, external battery, and
Phidgets IMU to the Roomba was the most time consuming part of platform setup.
This motion observer allows rapid scaling of the experimental platform. The complete
motion observer and robotic platform in action can be seen in Figure 3.6. All of the physical
components needed for an implementation can be grouped into one or two online orders
available for two-day standard shipping for less than $200, the majority of the cost being
the overly-precise IMU, which cost $140 at the time of writing. Furthermore, once one
platform is built, its software can be immediately and automatically loaded onto many
other Internet-connected motion observers. This is possible with a service like the one
provided by Resin.io [69], which allows maintenance, version control and deployment of
Linux containers across many Internet-connected computers.
Figure 3.6: Collecting normal-motion data with a Roomba.
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3.3 Robot Motion Data Analysis
A dedicated computer, the author’s laptop, was used to analyze the data collected by the
robot motion observer. The author designed a contained environment for data process-
ing that allowed the entire algorithm analysis and development process to be carried out
on any computer that could meet a relatively simple dependency requirement: the ability
to run ROS natively or in a virtual machine. The effort to develop a contained environ-
ment was motivated by the author’s uncertainty in the computing power required to process
many hours worth of dense motion data in a reasonable amount of time. Thus, the system
was designed to allow deployment to a cloud-based computing platform where arbitrary
computing power and memory can simply be rented. This design also facilitates scaling
and automation of the overall algorithm development system by allowing parallelization of
algorithm-evaluation platforms.
The software written to implement the automatic abnormal motion detection algorithm,
to evaluate its performance, and to collect motion data from the robot observer was written
entirely in Python. The abnormal motion detection code is stored in a private Git repos-
itory as a ROS package, and the analysis and data collection code is stored in a separate
Git repository. Each dataset is stored in a directory specific to the robot platform it was
collected on. Figure 3.10 shows the structure of the dataset directories.
The motion data analysis environment can be broken into two main components: the
development environment and the simulation environment. A flowchart showing the pro-
cess for conducting an experiment in robot motion analysis is shown in Figure 3.9.
3.3.1 Development Environment
The important aspects of the development environment are the software tools used to per-
form the software development and algorithm analysis. Any computer or operating system
that can satisfy the dependencies of the software tools shown in the Development Environ-
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Figure 3.7: Motion-observation-algorithm evaluation stack
ment section of Figure 3.7 will suffice as a development environment. Each software tool
is recommended, but any tool that can perform an equivalent or superior function can be
used. The tools and their functions are:
• Jupyter: Text editor for interactively writing and running Python code.
• sshfs: File transfer over a normal ssh connection.
• etcher: Duplication of operating system images stored on SD cards.
• python-depends: Python dependencies of HDBSCAN, Jupyter, pandas and
any other software tools.
• angryip: Scan IP addresses in local networks. Used to find Raspberry Pis.
• pandas: Python Data Analysis Library [70, 71]
• bagfile-csv-parse: A script for automatically reformatting and organizing
.csv files generated from bagfiles.
3.3.2 Simulation Environment
The author used Parallels Desktop (Parallels, Inc.) to run a Ubuntu 16.04 virtual machine
on Apple Macbook Pro running native OSX. This virtual machine allowed the motions
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Figure 3.8: Evaluating algorithm performance with rosbag playback
Figure 3.9: Robot motion-analysis experiment process
recorded by the robot observer to be replayed with the rosbag utility of ROS, recreating
the exact signals that a motion observation algorithm would see on an independent obser-
vation system. A graph showing rosbag playback can be seen in Figure 3.8. This allowed
iterations of the algorithm under development to be evaluated without operating the robot,
and it allowed experiments to be automated and run as a background task on the author’s
laptop.
3.3.3 Robot Observation Process
The tools and systems described in sections 3.3.1 and 3.3.2 supported the experimentation
process shown in Figure 3.9.
27
3.3.4 Experiment Setup
To collect data from a robot, the robot observer is first powered on, and then a connec-
tion is established by ssh-ing into the embedded computer. The latest version of the
motion-analysis algorithm is loaded onto the embedded computer by pulling code from the
aamd repo, or, in the absence of an Internet connection, from a local repository. Next, a
roslaunch script is run to initialize ROS and all the nodes necessary for the particular
experiment. The script creates a new directory and begins to record data in that directory.
Finally, the vehicle motion experiment is started. In the case of the Roomba, the au-
thor sealed it in various rooms in his apartment and initiated jobs with the iRobot HOME
app. A normal-motion training dataset was collected simply by letting the robot do its
job, taking care to remove anything that could significantly interfere with its performance,
such as loose cords. In the case of the Turtlebot 3, the author drove the vehicle in repet-
itive motions: forward, backward, left, right, and slow clockwise and counter-clockwise
circles. Abnormal-motion datasets were simply normal-motion datasets in which the au-
thor intentionally interfered with the robot and annotated the time of interference for future
reference.
3.3.5 Retrieval of Experimental Data
After a motion experiment concludes, all ROS processes are terminated, and the new direc-
tory containing the most recent bagfile is copied into a directory of datasets on the computer
with an implementation of the simulation and development environments shown in Figure
3.7. Figure 3.10 shows the structure of the dataset directories.
Each directory of datasets features a subdirectory of “cleaned” datasets which is auto-
matically generated and populated with a Python script. The script reads every rosbag
file in a directory, detects if it has already been processed, and if not, it transcribes the bag-
file into a .csv file with a consistent, pandas-friendly format. Each transcribed .csv file
is written to the subdirectory titled “pd cleaned csvs (epoch timestamp)”, where the epoch
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Figure 3.10: Structure of motion dataset directories
timestamp marks the date and time that the directory was created. The rosbag transcrip-
tion script also creates a .csv file named “csv fileinfo.csv” in the directory that provides
convenient information summarizing the processed bagfiles.
3.3.6 Analysis of Results
Once the experimental data is transcribed into a convenient format, the performance of
the algorithm can be evaluated interactively with a Jupyter notebook. Typical experimen-
tal data consists of time-stamped acceleration, anomaly-indication, and motion-probability
signals. A typical analysis will seek to test a hypothesis regarding the design of the abnor-
mal motion detection algorithm. For example, one hypothesis that was tested during one
analysis was “Applying a low-pass filter to the acceleration data will reduce the variance
in the motion-probability output given its current implementation”. This hypothesis was
tested, confirmed, and low-pass filtering was incorporated into the algorithm.
Finally, once the analysis of the experimental data is concluded, the discoveries made
during the analysis are used to guide modifications to the abnormal motion detection al-
gorithm. The updated algorithm is then loaded onto the motion-observer, and the process
repeats.
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3.4 Automatic Abnormal Motion Detection
The goal of automatic abnormal motion detection is to differentiate between “normal” and
“abnormal” behavior without expert guidance on a mobile robot. The rapid prototyping
system for robot observation described in Section 3.1 was used to collect the data required
to develop this algorithm.
To detect abnormal motions, a model representing normal motions must first be built.
An algorithm was written to generate these models. It is explained in Section 3.4.1, and a
flowchart illustrating the algorithm is shown in Figure 3.11. The abnormal motion detection
algorithm uses these models to generate a probabilistic prediction of whether an observed
motion is normal or not. This algorithm is described in Section 3.4.2, and a flowchart
illustrating how it works is shown in Figure 3.13.
3.4.1 AAMD Model Generation
The abnormal motion detection algorithm developed in this research relies on HDBSCAN,
a hierarchical density-based clustering algorithm written in Python [54]. HDBSCAN can
correctly separate clusters of data that would be difficult for other algorithms to separate
such as concentric, overlapping, or U-shaped clusters. HDBSCAN also generates a repre-
sentation of the discovered clusters in the form of a condensed tree, which allows compari-
son of the similarity between separate clusters. HDBSCAN only has two hyperparameters
that must be tuned: min cluster size and min sample size. The effects of tuning
these parameters was not examined in this thesis. The algorithm’s ability to robustly de-
tect hierarchies of clusters in noisy data motivated its inclusion in the abnormal detection
algorithm. Its ability to generate a probabilistic prediction of whether a new data point
will fit into any of the existing clusters was the other motivating factor in the selection
of HDBSCAN. The abnormal motion detection algorithm relies on this function, named
approximate predict(), to calculate the probability that an observed motion (a new
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data point) fits into expectations of normal symptomatic motions (existing clusters).
A clustering object serves as the model of normal motion, and the output of approximate
predict() is the raw output of the abnormal motion detection algorithm. To be useful,
the model must be trained with a dataset of normal motion. Figure 3.11 shows the dataset-
generation process. This process had many options to facilitate experimentation with the
effects of the training dataset on algorithm performance.
The work presented in this thesis is preliminary, and used the simplest options in every
instance to generate a simple proof-of-concept implementation. The goal was to verify that
abnormal motion detection could be performed with the independent observation system
described in Section 3.1, and that even a minimalist use of HDBSCAN (no features, thresh-
olding or other encoded expert information) could be used to quickly detect at least some
abnormal motions.
First, a training dataset is assembled by either importing a single recording of “normal”
motion data, or by merging many recordings of motion data together. In this research,
x and y-axis acceleration data from a single recording was used as the source data. The
dimensionality of the input data was 2x287,564. Next, the data was filtered to remove
noise. A fourth-order 3 Hz low-pass Butterworth filter was used to attenuate high-frequency
noise. This was important due to the presence of the vacuum and brush motors on the
Roomba, which generated a broad spectrum of vibrations. The filter was implemented with
scipy.signal.lfilter, which caused a negligible phase shift in the signal being
processed.
After filtering, the input data can be partitioned to match a partitioning scheme used by
the abnormal motion detection algorithm on the robot motion observer. Data may be parti-
tioned by time-windowing, for the purpose of examining features within a fixed amount of
time, such as the mean and variance of x-acceleration experienced every second. Similarly,
data can be partitioned by number of samples if the sensor is asynchronous and does not
publish data at a consistent rate. No partitioning was chosen for the model used in this im-
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Figure 3.11: Offline training of the abnormal motion detector
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Figure 3.12: Interactive generation of a HDBSCAN cluster model
plementation: the entirety of the x and y acceleration experienced during a single normal
job was clustered.
The next major step in the algorithm allows a feature-extraction algorithm to be added.
An entire other thesis could be written on the design of a feature extraction algorithm to im-
prove clustering results in this application. Since this algorithm is meant as a rudimentary
proof of concept, no special features were generated.
Finally, a cluster object is generated with HDBSCAN’s fit() method. The 2 hyper-
parameters for HDBSCAN, min cluster size and min samples, were set to 500 and 350,
respectively. These values were chosen by iteratively setting the parameters, plotting clus-
ter groupings of the input data, and adjusting one parameter or the other based on the
resulting clusters and the advice of the HDBSCAN documentation. Once the cluster object
is generated, it is saved for use on the robot with the Python pickle library. The saved
cluster object is given a filename indicative of the parameters used to train it.
A Jupyter notebook was used to implement this model-generation algorithm. This
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allowed the author to use simple text commands to specify the parameters for a clustering
object to be generated. A screenshot of the rudimentary interactive process of generat-
ing a model is shown in Figure 3.12. The execution time of a single complete run of this
cluster-model-generation algorithm on a single 20 MB 2x287,564 dataset was measured
with Jupyter’s %%time feature and can be seen at the bottom of Figure 3.12 (55 sec-
onds).
3.4.2 AAMD Algorithm Implementation
Figure 3.13 shows a diagram of the abnormal motion detection algorithm. This algorithm
is implemented as a ROS node, “amda hdbscan clustpredict” which can be seen
in Figure 3.8. It publishes a vector of motion probabilities.
Some of the components shown in the diagram were not implemented in this research,
but they would be required for a truly complete abnormal motion detection algorithm. This
research focused on a new clustering algorithm, HDBSCAN, for abnormal motion detec-
tion.
The first few steps of the abnormal motion detection algorithm can be thought of as
an incremental version of the motion model generation process. First, data is acquired
by the sensor and then partitioned, if the features to be extracted call for specific sample
window times or numbers of samples. This research implemented no partitioning function,
although the structure of the buffer (seen after Motion Sensor 1 in Figure 3.13) allows either
continuous streaming of sensor values or for partitioning into windows. This feature was
implemented with Python deque data structures.
The same filter used to train the motion model (3 Hz, 4th order Butterworth) was im-
plemented in the abnormal motion detection algorithm. No features were extracted. The
filtered data was partitioned into groups of 100 samples.
After the filtering step is the core of the abnormal motion detection algortihm: the
prediction step. When the “amda hdbscan clustpredict” node is started, a Python-
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pickled HDBSCAN cluster object is loaded, and its approximate predict() method
is called to calculate the probability that the recent motions were “normal motions”. This
is the extent to which abnormal motion was implemented in this research.
The rest of the process flow - the “Window-probability comparator” and “Anomaly
annunciator” - are functional elements that were performed by the author manually. The
job of the window-probability comparator is to provide an estimate of how likely the cur-
rent observations are given previous observations. In other words, it conditions the current
HDBSCAN-generated probability on prior HDBSCAN probabilities and/or other probabil-
ities indicative of abnormal motion. The anomaly annunciation function could be imple-
mented with a simple thresholding function to generate a boolean output, but this would
only serve to help quickly evaluate performance. Specifically, one could use it to compare
the timestamps of indicated anomalies with known anomalies. This was done manually.
Figure 3.8 also shows how the model-generation process of Section 3.4.1 fits into the
abnormal motion detection algorithm. An idea for how the algorithm could be made online
is also shown.
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4.1 Symptomatic Motions in Robotic Platforms
IMU data collected from the Roomba test platform is shown in Figure 4.1. All figures
show high concentrations of several combinations of accelerations. This suggests the pres-
ence of symptomatic motions. These symptomatic motions were correctly clustered by the
implementation of HDBSCAN described in Section 3.4.1.
Figure 4.2a shows color-coded clustered points from the first of the four datasets over-
laid in Figure 4.1. Figure 4.2a is also a birds-eye-view of Figure 4.3a. There are three
clusters identified in Figure 4.2a, represented by red, green and blue points. Grey points
are classified as outliers. Note that the symptomatic motions have been correctly identi-
fied as separate clusters despite being buried in noisy acceleration data. They can be seen
emerging in Figure 4.2b, and more clearly in 4.2c. The fact that there are two distinct
clusters of accelerations suggests that they cannot both be due to the robot reading the
same acceleration offset while sitting still. Further evidence to support the idea that these
clusters reflect symptomatic motions is the fact that the green cluster is significantly more
elongated than the blue cluster, showing a greater variance in acceleration in the x-direction
for a given value of acceleration in the y-direction.
4.2 Detecting Abnormal Motions with Data Visualization
Figures 4.2 - 4.4 show histograms of the x and y accelerations during a testing run. Figures
4.3a - 4.3c show motion during normal operation. Note the similar shape. Also note the
consistent asymmetry in the distributions. Careful examination will reveal a few points
floating above the majority of the distribution, suggesting particular combinations of ac-
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(a) Overlaid X-Y acceleration histogram from 3 normal runs and 1 abnormal
run
(b) Closeup of (a) revealing symptomatic motions
Figure 4.1: Histograms showing symptomatic motions
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(a) Top-down view of Figure 4.3a (b) Cropped to show internal clusters
(c) Symptomatic motions clustered (d) Close-up of clustered accelerations
Figure 4.2: HDBSCAN revealing symptomatic motions
celerations that are experienced an order of magnitude more frequently than their nearest
neighbors. Figure 4.4 shows a run in which the robot was lifted up and moved. The ab-
normal motions in 4.4 are clearly visible. They can also be seen relative to the combined
accelerations of every other run in Figure 4.1a.
4.3 AAMD Algorithm Output Given Uneventful Datasets
The AAMD algorithm correctly indicated no abnormalities when tasked with analyzing
previously-unseen datasets without abnormalities. This can be seen in Figure 4.5. The
blue “plus” symbols indicate an HDBSCAN-computed probability. Note that most of the
motions are considered “probable” by HDBSCAN. Compare this figure with figures 4.7
and 4.6. Also note that the momentary spike about 1,500 data points into the dataset is
not classified as an abnormality despite being unlike anything else in the dataset. This is
correct: spikes like these happen rarely, but they are normal motions. They typically occur
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(a) Semilog acceleration histogram - first run, normal operation
(b) Semilog acceleration histogram - second run, normal operation
(c) Semilog acceleration histogram - third run, normal operation
Figure 4.3: 3D semilog acceleration histograms showing normal motions. Note similarity.
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Figure 4.4: 3D semilog acceleration histogram - fourth run, human interference
when the Roomba gains momentum and collides with a rigid an object without glancing
off it obliquely.
4.4 AAMD Algorithm Output Given Datasets With Abnormalities
The AAMD correctly identified abnormalities in previously-unseen runs. Figure 4.6 is
a contrast to Figure 4.5: both plots show acceleration (top) and probability (bottom) with
respect to time. Figure 4.6 shows the output of the algorithm given a dataset with anomalies,
and Figure 4.5 shows the output of the algorithm given a dataset without anomalies. Four
clear dips in motion-probability are seen in the lower plot of Figure 4.6, corresponding to
the times of the four disturbances in this dataset.
A close-up of an anomaly detected in a separate run is shown in Figure 4.7. The red
“plus” symbols represent probability, and the blue line represents the acceleration expe-
rienced. Note how most of the probability estimates drop to zero when the acceleration
signal suggests a significant deviation from “normal” operation. In this instance, the robot
was lifted briefly, set down, and then restarted.
Note that in the period before the robot was restarted, in which the acceleration signal
is nearly zero, the HDBSCAN probability follows seemingly discrete curves. This is likely
due to the highly similar but not completely identical forces experienced by the robot while
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Figure 4.5: No anomalies detected in unseen dataset of normal motion
it is at rest on two separate occasions. The robot was trained to recognize a model of
“stationary” on one dataset, and it is ranking the stationary period as consistently similar to
something it has experienced before.
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Figure 4.6: Anomalies detected in previously-unseen dataset with abnormal motion




This thesis presents preliminary results from a novel system for automatically detecting
abnormal motion in mobile robots. It demonstrated that a model of normal motion can
be built and then used as a basis for identifying motions that a human observer would
consider abnormal. The benefits of the hierarchical density-based clustering algorithm
HDBSCAN were shown to be its ability to correctly separate overlapping clusters of data
and its ability to quickly calculate a probability of a motion being “normal” given a trained
cluster model of normal motion. This functionality may help reduce robot reliance on
humans for anomaly detection.
However, this work is preliminary. The intent of this research was to conduct a proof-
of-concept study to determine the feasibility and challenges of implementing abnormal
motion detection. This work presents shows that a bare-minimum implementation, which
lacked features, thresholding functions or any other form of data pre-processing: the al-
gorithm operated on nearly raw acceleration data. Results are not presented qualitatively,
and the findings are not thoroughly compared to prior work. The promising results of this
rudimentary implementation justifies further study into feature engineering, the impact of
different sensors, the “resolution” of abnormal motion detection as well as how to define
it, examining instances of false positives/negatives, methods for qualitatively evaluating
effectiveness, and more. The success of the independent motion observation platform in
allowing rapid collection of useful data also merits further study into how it can be made
into a standardized tool for other researchers.
It is important to note the limitations of the results reported in this research. Although
symptomatic motions can be used to characterize robot behavior, they rely on the obser-
vation system’s perception of robot motion. Care must be taken to select sensors that will
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have the resolution and dynamic range to represent motions accurately enough for them to
be separated by the clustering algorithm. Furthermore, generating features that are inde-
pendent of each other, that correlate strongly with motion, and are sparse enough to ward
off the curse of dimensionality is an act of high wizardry. Feature engineering is a field of
study all of its own. Nevertheless, feature engineering is a problem that should be vigor-
ously attacked because it is the key to getting machine learning algorithms to work well.
Another serious limit to functionality in the current implementation is due to the nature
of the probabilistic outputs of HDBSCAN. Figure 4.7 illustrates a mysterious behavior:
HDBSCAN never outputs a probability between 0 and .2. This is not a truly probabilistic
output. Furthermore, a probabilistic output that includes 0 or 1 in its output distorts or
destroys probabilistic distributions that it is used to condition: computing a joint probability
between a prior probability and a probability of 0 returns a probability of 0, which is not
helpful. Further work will be required to examine the implementation of the probabilistic
prediction function of HDBSCAN and make it amenable to contemporary probabilistic
methods for robotics.
Ideally, the algorithm presented could be evaluated quantitatively and automatically.
Figure 5.1 presents a possible implementation. There are many more complicated prob-
lems that must be overcome to implement a truly online, self-evaluating abnormal motion
detector, but it seems feasible provided a herculean effort.
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A novel method for automatically detecting abnormal motions was implemented and its
performance was examined. The preliminary results show that hierarchical density-based
clustering has a promising ability to extract complicated structures from motion data. These
structures form a model of “normal motion” that can be used to determine whether an
observed motion is normal or not. A convenient name was termed for these structures:
“symptomatic motions”. The term stems from the fact that robot construction and control
biases robot motion, and a robot that repeats a task frequently will experience symptoms
of these motion biases. Symptomatic motions were clearly identified visually and by the
HDBSCAN hierarchical density-based clustering algorithm.
This research also presented an independent system for robot motion observation. The
self-contained nature of the observation system allows rapid collection of experimental data
by minimizing integration effort and by providing many tools for automating experiments
and data collection. This system was used to collect all of the data used in this research.
Future work aims to solidify the work presented in this thesis as a set of open source
tools for researchers interested in detecting abnormal motions in robots. The abnormal
motion detection algorithm described in this thesis is currently implemented as a ROS
package, which is a software package that many roboticists can easily incorporate in their
existing systems. The software in the package will be refactored to conform to the ROS
package and code style guides. Once this is done, the package will be released as open-
source software.
Ultimately, the author hopes to examine the incorporation of many more types of mo-
tion sensor to refine the ability of the abnormal motion detector. Automated and paral-
lelized testing is another envisioned feature to expand upon in future work.
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As robots continue to invade daily life, it is more important for them to be able to be-
have themselves without requiring human supervision. Current methods for detecting and
reacting to abnormal conditions - even some of the most robust and widely-relied-upon -
still rely on humans to identify abnormalities and initiate action. Enabling robots to gener-
ate their own distinction between “normal” and “abnormal” given a series of observations
will help them become more independent of human operators. Robots made more useful
and reliable by enabling them to detect abnormal motions could fulfill roles we wish they
could today. If given a sensation of discomfort - a sense that something is abnormal, not as
it should be - we may be able to trust unsupervised robots.
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