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Summary
A content delivery network (CDN) typically consists of geographically-distributed data
centers (DCs), which are deployed within proximity to end-users who request Internet
content. Content copies are stored at the DCs and are delivered to end-users in a
localized manner to improve service availability and end-to-end latency. On one hand,
CDNs have improved Quality of Service (QoS) experienced by end-users. On the other
hand, the rapid increase in Internet trac volume has caused the global DC industry's
energy usage to skyrocket. Therefore, our focus in this thesis is to realize energy
awareness in CDN management while assuring end-to-end QoS.
First, we surveyed the literature on energy-aware DC and CDN management schemes.
We highlighted the signicance of dynamically provisioning server and network re-
sources in DCs in order to reduce DC energy usage. We also recognized that in order
to achieve optimal CDN energy saving, energy optimization should be performed both
within each DC and among multiple DCs in a CDN.
Second, we proposed a theoretical framework that minimizes server power consump-
tion in cross-domain CDNs. The term \server" refers to any co-locating entity that can
handle user requests, e.g., server clusters or DCs. Our strategy was to put a subset of
servers to sleep mode during o-peak hours to save energy. In order to avoid deterio-
rated QoS caused by less live server resources, we enforced constraints on utilization of
servers and network links respectively to avoid them from being overloaded.
Third, we designed an energy-aware CDN management system. The strategy was not
only to put a subset of servers within each DC to sleep, but also to put entire DCs to
sleep during o-peak hours through load unbalancing among DCs. We showed how the
proposed system can be integrated within a typical modern CDN architecture. We also
developed a heuristic algorithm that allows CDN operators to quickly make decisions
on server and DC sleeping, as well as energy-aware request resolution. QoS was assured
through constraints on server response time and end-to-end delay.
Fourth, we built an optimization model that minimizes the overall energy consumption
of CDN DCs, including their servers and cooling systems. We derived a lower bound
to its optimal objective. Through comparing with the lower bound, we showed that
our earlier developed heuristic algorithm's energy-saving gain was guaranteed to be
near-optimal. We also quantitatively studied the trade-o between CDN energy saving
and QoS performance in terms of end-to-end delay and server response time.
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Chapter 1
Introduction
In this chapter, we briey introduce the background knowledge on Content Delivery
Network (CDN), including its architecture and working principles. We also cover the
concept of Data Center (DC), which is a main component of CDNs. We then highlight
the importance of enabling energy awareness in CDN management, which motivated
our research work. Our contributions towards energy-aware CDN management are then
identied.
1.1 Background on Conventional QoS-Oriented CDN and
DC Management
Traditionally, before the concept of CDN was introduced in early 21st-century, Inter-
net users had been requesting and fetching web content (e.g., webpages, images, videos
etc.) directly from content providers in a centralized manner. However, as the number
of Internet users increased rapidly since the last century, it is no longer desired to serve
all users from a single source of content, which causes scalability and reliability issues
[1]. Hence, CDNs were developed a decade ago to improve content delivery capacity,
scalability and performance in a distributed fashion. Generally, a CDN operator strate-
gically establishes a number of DCs that contain clusters of content servers, which are
deployed at multiple geographically-distributed sites towards the edge of the Internet.
1
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In practice, these sites are often within proximity to Internet Service Provider (ISP)
Point-of-Presence (PoP) nodes, where end-users' requests from a geographical area are
aggregated. Web content is replicated at these DCs, so that end-users can experience
reduced end-to-end delay and enhanced service availability when requesting content [1].
In practice, there are two main types of DC deployment scenarios in a CDN [1].
 Big-DC - the CDN operator deploys dozens of DCs that are relatively large
in size (each containing thousands of servers). These DCs are deployed within
proximity to the largest PoPs in ISP domains, and it is likely that each of them
serves a large geographical area. This scenario is adopted by e.g., Limelight [2].
 Highly-distributed - the CDN operator deploys hundreds to thousands of DCs
that are smaller in size (each containing hundreds of servers). These DCs are
widely distributed towards PoPs of all sizes, and each DC covers a relatively
small area. This scenario is adopted by Akamai [3].
A CDN architecture that adopts the big-DC deployment strategy is illustrated in Figure
1.1, where it is shown that a CDN is a virtual overlay platform on top of one or more ISP
networks, which contains multiple distributed DCs containing server clusters. There are
two types of DCs in a CDN, i.e., back-end and surrogate DCs. Normally, a CDN has a
few back-end DCs with a large number of servers, and they store original copies of the
entire content catalog in the CDN. Surrogate DCs are widely deployed in a distributed
fashion, which are responsible for resolving user requests in a localized manner.
When a content request enters the CDN, it is resolved by the CDN overlay to one
of the surrogate DCs. Such request resolution is performed in a centralized manner,
and the selection of the DC normally ensures that the request is resolved in an QoS-
friendly manner, which takes into account factors such as server utilization in the DC
and distance between DC and end-user. Conventionally, content requests are resolved
to DCs in a localized manner (i.e., to the nearest DC that is available, as illustrated in
Figure 1.1) to reduce end-to-end delay [4].
When a content request is resolved to a DC through the CDN overlay, the actual
data transmission between them takes place at the underlying ISP networks. The
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CDN Overlay
ISP Network
PoP node
End user
Surrogate DC
Back-end DC
Physical content 
delivery path
Content delivery 
session
Figure 1.1: Illustration of CDN architecture, request resolution and content delivery
sessions, where the overlay and the ISP network have the same topology.
physical content delivery paths are determined by the ISP's intra-domain and inter-
domain routing congurations. In order to support end-to-end QoS assurance during
this process, the CDN operator may \rent" bandwidth resources along the virtual links
in the CDN overlay. Such bandwidth rental is performed through establishing Service
Level Agreement (SLA) between CDN operators and ISPs, which ensures that a certain
proportion of bandwidth resources in the ISP network is reserved for dedicated use by
the CDN [5].
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After a request reaches its designated DC, it is delegated internally to a server, where
the request is processed and the content is sent to the user. Such internal request
delegation is normally performed with respect to some load balancing rules, e.g., round
robin etc. At this point, one of two things will happen:
 If the requested content is already replicated at the DC, the server directly delivers
the content to the end-user.
 If the requested content is not available at the DC, the server fetches the content
from one of the back-end DCs via the CDN overlay and delivers it to the end-user.
Note that this is normally faster than downloading the content directly from the
content provider through the Internet, because the CDN overlay has reserved
bandwidth resource in the underlying ISP networks.
Because a server's response time is an increasing function of its utilization, in order to
avoid poor response time caused by overloaded servers, a DC's incoming requests are
allocated to its servers with respect to specic policies. These policies aim to make all
servers have either similar utilization [6, 7], or similar average delay [8, 9]. In either
way, each DC's response time performance in terms of resolving content requests is
eectively assured [10].
1.2 Motivation on CDN Energy Awareness
1.2.1 Energy Eciency of Modern DCs and Servers
Since 2002 when CDN was rst introduced [11], on one hand, it has been playing a
signicant role in improving scalability and end-to-end QoS performance of the Inter-
net. On the other hand, the rapid development of the Information and Communication
Technology (ICT) industry in recent years has caused its energy consumption to sky-
rocket.
Currently, there are hundreds of CDN operators in the world. The largest one among
them (Akamai Technologies) has globally deployed over 40,000 servers by 2006 [3], and
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such a gure increased to 61,000 in 2010 and 150,000 in 2014 [12]. These servers are
established in the form of clusters, which are co-located at thousands of geographically
distributed DCs around the world. The contribution of DCs worldwide to the global
energy consumption has increased from 1% in 2005 to 1.5% in 2010, which was around
198.8 billion kWh [13]. In US alone, the energy consumed by DCs in 2013 reached
about 91 billion kWh, which is projected to reach 140 billion kWh by 2020 [14].
A DC contains not only server clusters, but also site infrastructures including cooling
systems, networking elements (e.g., switches), power delivery systems and redundant
systems. While ensuring a safe working environment for servers, these systems con-
tribute a signicant proportion to a DC's overall energy consumption as well. In order
to evaluate a DC's energy eciency, a standard metric used by the DC industry is
Power Usage Eectiveness (PUE), which is dened by [15]:
PUE =
Overall DC energy consumption
Server energy consumption
(1.1)
It can be inferred that a higher PUE implies poorer DC energy eciency. There are
two organizations that perform annual surveys on energy eciency of the global DC
industry, which are Uptime Institute and Digital Realty [16][17]. The industry average
PUE was reported to be 1.8 (2012) and 1.67 (2013) [16], and 2.8 (2012) and 2.9 (2013)
[17]. These survey results imply that on average, 44% to 65% of the overall DC energy
is consumed by non-computing DC components. These gures show that modern DCs'
energy eciency is still far from the ideal PUE of 1.0.
In a DC, the servers also suer from poor energy eciency. Modern servers are equipped
with power-saving technologies like Dynamic Voltage Scaling (DVS), Dynamic Fre-
quency Scaling (DFS) or Dynamic Voltage-and-Frequency Scaling (DVFS) on hard-
ware, e.g., central processing unit (CPU) [18]. The main purpose of these technologies
are to adapt hardware power consumption with respect to its utilization. However, as
shown in Figure 1.2, modern servers still consume a signicant amount of power when
they are active and idle, which is far from the ideal scenario where a server's power
consumption is proportional to its utilization [19].
Considering the rapid growth of CDN industry, and that a CDN comprises dozens to
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Figure 1.2: Relationship between server power consumption and CPU frequency: state-
of-the-art and ideal scenarios [19, 20, 21].
thousands of distributed DCs that contain hundreds of thousands of servers altogether,
it is important to realize energy awareness in the currently-QoS-oriented CDN manage-
ment. Specically, it is shown that most DC servers are utilized by 10% to 50% [19],
which means that in a CDN, a subset of servers or even DCs that are underutilized
may be put to sleep to save energy.
1.2.2 Diurnal Pattern in CDN User Activity
Under conventional QoS-oriented CDN management strategy, it is common practice for
CDN operators to keep all servers and DCs actively running, so that users can always
experience desired QoS. During peak hours, this is necessary as high incoming request
volume requires more live server resources. However, it is observed in [22, 23, 24] that
major commercial CDN operators typically experience regular pattern in user activity.
Specically, two patterns at dierent timescales are observed. First, within each 24-
hour period, user activity follows a regular diurnal pattern. Second, within each week,
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user activity is higher during weekdays and is lower during weekend. Hence, it is
inferred that during o-peak hours, it is neither necessary nor energy-ecient to keep
all servers running, because a subset of all content servers is sucient to resolve the
lower request volume.
Given the regular user activity pattern and the energy eciency issues of servers and
DCs that are discussed above, we are motivated with the idea of dynamically provi-
sioning only the servers and/or DCs that are needed to handle the present requests.
Meanwhile, the unused servers or DCs can be put to sleep to save CDN energy. The
implications of such an idea are twofold. First, each DC can dynamically provision its
servers with respect to its current load. Second, the CDN operator can strategically
concentrate its active servers to fewer DC sites through the CDN overlay, so that some
DCs can be entirely put to sleep to further reduce the energy consumption of their site
infrastructures such as cooling system.
1.3 Research Challenges in CDN Energy Saving
Although the idea of dynamically provisioning servers and DCs during o-peak hours
seems promising, it is not a trivial task. The main challenges are described below.
First, within an individual DC, putting some servers to sleep implies that the DC's
requests are handled by fewer active servers, whose utilization are expected to increase.
Since a server's response time is an increasing function of its utilization, it must be
ensured that the active servers are not overloaded to cause deteriorated response time.
Also, frequently turning a server on or o is not desired because of its potential wear-
and-tear eect on server hardware, which negatively aects a DC's operating cost in
the long run.
Second, when a DC's incoming request volume increases (e.g., during the period from
o-peak to peak hours), decisions need to be made beforehand to turn on the sleeping
servers. Such decision making needs to carefully orchestrated and timed. If servers are
turned on too early, although better assurance of response time can be achieved, less
energy will be saved; and vice versa. Another question is how many servers need to be
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powered on with respect to increasing request volume, which also has implications on
the trade-o between DC performance and energy saving.
Third, among multiple DCs in a CDN, putting a DC entirely to sleep means the requests
that were originally designated to it need to be resolved to a dierent site that might be
further away. Specically, in a cross-domain CDN that covers multiple ISP domains,
this might lead to inter-domain request resolution which would cause poorer service
availability and end-to-end delay. Therefore, the decisions on which DCs go to sleep
and their timings need to be carefully planned to avoid deteriorated QoS performance.
From an operational perspective, the DC sleeping decisions need to be propagated
to other CDN management system components through the CDN overlay, so that no
request is resolved to a sleeping DC and that service availability can be assured.
Furthermore, it typically takes around 30 minutes to fully turn a DC on or o (de-
pending on the DC's layout) [25]. Therefore, it is crucial to plan ahead a DC's sleeping
schedule and corresponding request resolution strategy in a CDN. Otherwise, if a DC
is still being powered on and is not yet available to resolve content requests when it is
needed, it will cause deteriorated QoS performance and service availability.
Overall, the main research challenges lie in the trade-o between energy saving and
CDN QoS performance, which include server response time, end-to-end delay, service
availability and hardware wear-and-tear.
1.4 Contributions
In order to tackle the challenges discussed above, we have made the following contri-
butions in the context of realizing energy awareness in CDN management.
First, we systematically survey the literature on energy-aware DCs and CDNs man-
agement schemes [20]. We present a novel taxonomy of research works in both areas
while recognizing their commonalities, which was the rst in the literature to recognize
that some common energy-saving techniques can be applied on both DCs and CDNs.
Furthermore, we identify that there are two main research directions on CDN energy
saving. First, each DC needs to optimize its own infrastructure's energy eciency
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through dynamic server provisioning. Second, the CDN operator needs to coordinate
request resolution among multiple DCs in an energy aware manner, so that dynamic
provisioning is performed at inter-DC level to reduce energy usage of DC site infras-
tructures. We discuss that it is necessary to perform dynamic provisioning at both
intra-DC and inter-DC levels to achieve optimal CDN energy saving.
Second, we propose an optimization framework that minimizes server energy consump-
tion in cross-domain CDNs [26]. In this work, we consider a CDN that comprises a
number of \servers" that can refer to any request-resolving entity (server cluster, DC,
etc) that co-locates at a number of distributed sites. Our strategy is to dynamically
provision a subset of active servers with respect to the present request volume, and to
put the unused servers to sleep. In order to assure QoS performance in terms of server
response time and network end-to-end delay, constraints on utilization of active servers
and network links were enforced. Our work was the rst to propose an energy-saving
scheme in cross-domain CDNs while subjecting to QoS constraints, and it not only
show the eectiveness of dynamic server provisioning in CDN energy saving, but also
inspire our further researches in this context. Note that in this thesis, we consider small
objects such as web pages and pictures only, and do not consider larger objects such
as audio and video. This allows us to use the QoS metrics of end-to-end delay only,
without the need of considering other metrics such as video encoding/decoding or jitter
etc.
Third, we propose and design an energy-aware CDN management system [27]. The
strategy is to perform dynamic provisioning at both intra-DC and inter-DC levels,
while enforcing constraints on server response time and end-to-end delay. From a
practical perspective, we describe in details how our proposed system could be realized
and integrated into a typical modern CDN architecture. Furthermore, we develop a
heuristic algorithm that can help CDN operator to quickly make decisions on each
server's and DCs' on/o status and energy-aware request resolution. Our work was the
rst to propose the strategy of performing dynamic server provisioning at both intra-
DC and inter-DC levels to save energy in CDNs. Also, it was the rst to describe how
energy-aware algorithms can be integrated with existing CDN architecture. Through
comparison with state-of-the-art CDN energy-saving schemes, our scheme show an
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energy-saving gain of up to 52.7% with respect to a state-of-the-art reference scheme
where dynamic provisioning is performed at intra-DC level only [24].
Fourth, we establish an optimization model that minimizes DCs' overall energy con-
sumption in cross-domain CDNs [28]. Specically, we optimize the aggregated energy
consumption of servers and cooling systems in DCs, which are the two dominating
factors in a CDN's energy usage. After showing the model's NP-hardness, we derive
a lower bound to the model's optimal objective. We then compare the lower bound's
energy-saving performance with the algorithm that we developed earlier, and show
that their gap are small (up to 14.8%, with median up to 6.7%). These results indicate
that a) our developed heuristic algorithm's energy-saving performance is near-optimal;
and b) the lower bound is close-to-optimal and can be used to benchmark other CDN
energy-saving algorithms. Furthermore, we quantitatively study the trade-o between
a CDN's energy consumption and its QoS in terms of server response time and end-to-
end delay, which provides practical guidelines for energy-aware CDN management. Our
work was the rst to formulate CDN energy optimization problem while considering
the energy usage of both servers and cooling systems in DCs, as well as to theoretically
derive a near-optimal lower bound to the problem's optimal objective.
1.5 Thesis Structure
The remainder of the thesis is organized as follows.
In Chapter 2, we perform a detailed survey on existing energy-saving schemes of DCs
and CDNs respectively. We rst survey the literature on saving energy within individual
DCs, whose main strategy is dynamic provisioning on servers or networking elements.
Next, we review the research works on CDN energy saving, which involve dynamic
provisioning and request resolution management among distributed DCs.
In Chapter 3, we develop an optimization framework that minimizes server energy con-
sumption in cross-domain CDNs. Its energy-saving and QoS performance is evaluated
against conventional CDN management scheme without energy awareness [29].
In Chapter 4, we design an energy-aware CDN management system. Its architecture,
1.6. Publications 11
system components and working principles are discussed. We also develop a heuristic
algorithm that can be used by the CDN operator to quickly make decisions on re-
quest resolution and server&DC sleeping, and the algorithm's performance is evaluated
against a state-of-the-art CDN energy-saving scheme [24].
In Chapter 5, we establish an optimization formulation of minimizing a CDN's overall
DC energy consumption, which includes servers and cooling systems in DCs. A lower
bound to its optimal objective is derived, which is used to assess the optimality of the
our proposed heuristic's energy-saving performance. The trade-o between a CDN's
energy consumption and QoS in server response time and end-to-end delay is also
studied.
In Chapter 6, we summarize the thesis' content and identify a number of future research
directions.
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Chapter 2
State-of-the-Art on
Energy-Aware DC and CDN
Management
The ICT industry has been growing rapidly in recent years. It has been penetrating
into people's daily lives, especially in terms of the Internet. Accompanying its growth,
the energy consumption of ICT has increased signicantly in recent years as well. As by
2013, ICT consumes about 10% of the worldwide electricity costs [30]. Since traditional
energy sources like hydrocarbon energy is not renewable and are to be depleted in the
foreseeable future, and the signicant amount of Green House Gases (GHG) being
produced by consumption of hydrocarbon materials have been causing global warming,
it is important to pursue eective approaches of conserving energy consumed by ICT.
Such an objective is often referred to as green networking.
Specically, within the scope of xed networking, green networking has attracted major
research eorts since the last decade, which has led to signicant advancements in
energy conserving technologies. On one hand, there are researche works that focused
on reducing power consumption of networking elements in the Internet, e.g., routers,
network links and interfaces, which have been extensively surveyed in [31, 32, 33]. On
the other hand, the energy-saving techniques on individual DCs have been well studied
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in the last few years [34, 35, 36]. Furthermore, how to reduce energy consumption in
CDNs have also been gaining research interests in recent years. Since the signicance of
saving energy in DCs and CDNs have been recognized increasingly over time, and also
because of the multiple commonalities that exist between them, we conduct a survey
on their energy-saving techniques in this chapter.
First, DCs and CDNs are both designed to distribute web content eciently. Tradition-
ally, DCs have been housing server clusters to distribute web content in a centralized
manner, where end-users fetch web objects directly from their origin DCs. Since the
last decade, as the Internet trac volume grows rapidly, it has been recognized that
content needs to be hosted in a distributed fashion instead of centralized [37]. This is
because content delivery eciency will improve signicantly if content is stored closer to
end-users. Therefore, CDN was introduced through deploying tens of thousands of DCs
(containing content server clusters) towards global end-users at the edge of the Internet
[11]. Meanwhile, web content is replicated and cached at the distributed DCs. Hence,
the functionalities of DCs and CDNs are to deliver web content to global end-users
eciently, which are performed in a centralized and distributed manner respectively.
Second, in the literature, the most eective energy-saving strategy so far in DCs is
to consolidate workloads to fewer servers and networking elements while putting the
unused idle ones to sleep. Since a CDN comprises multiple DCs, the strategies to reduce
a CDN's energy consumption are twofold, which are at intra-DC and inter-DC levels.
First, energy saving within each individual DC would directly leads to a greener CDN
due to less aggregated DC energy consumption. Second, from a CDN's perspective, it
can be viewed as a large-scale network of interconnected servers if we abstract each DC
(server cluster) as a single \server" entity. Therefore, the strategy of load unbalancing
and putting idle elements to sleep can be applied both within individual DCs and
among multiple DCs in a CDN.
Based on the commonalities above between performing energy saving in DCs and CDNs,
our literature survey in this chapter is organized as follows. First, we develop a novel
taxonomy of the research works on energy-aware DC management schemes, which in-
clude servers and networking elements within individual DCs respectively. We also
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summarize a number of general energy management strategies that have been com-
monly adopted in the literature. Second, we survey the literature on CDN energy-
saving schemes, which are based on modern and next-generation CDN architectures
respectively.
2.1 Energy-Aware DC Management
2.1.1 General Energy Management Strategies
The main technical challenge faced by DC energy-saving schemes is the trade-o be-
tween energy saving and the performance of servers and network elements in DCs.
Specically, in order to save energy, the DC operator would provision less active servers
or network resources, which would compromise live DC service capability. With respect
to such a trade-o, we have identied four key strategies that are employed in the lit-
erature to reduce energy consumption while maintaining desired DC performance.
2.1.1.1 Energy Proportional Computing
The term energy proportional computing (EPC) was rst proposed in [19], as Barroso
et al. claimed that due to traditional performance-driven design, the CPU utilization of
modern servers are within the range of 10% to 50% most of the time. Also, an idle server
often consumes about 50% or more of its peak power. Ideally, the power consumption
of an energy-ecient server should be proportional to its workload. In other words,
no power should be consumed by an idle server. Although such an objective is still
theoretical, it has motivated major research eorts on power awareness of servers and
their components.
Among these research works, an important achievement is the development of dynamic
voltage scaling (DVS) and dynamic voltage and frequency scaling (DVFS) technologies
[18]. These technologies are capable of dynamically adjusting the operating voltage
and/or frequency of a CPU according to its load with respect to a number of discrete
operating points. Henceforth, the power consumption of a CPU would change accord-
ing to its load. However, as the idle power consumption is still present, only partial
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energy proportionality is delivered. Similarly, Adaptive Link Rate (ALR) technique is
developed to deliver energy proportionality to networking elements such as routers and
switches in DCs [38, 33].
Despite the signicant benet that EPC implies to DC industry, implementing energy
proportionality requires substantial redesign of modern hardware architectures. Since
it is against the current trend of performance-driven hardware design [39], there are
foreseeable diculties in convincing hardware vendors to turn to energy-driven design
instead. Currently, the most practical approach in delivering (partial) energy propor-
tionality to server hardware components is performing DVS or DVFS on CPUs. In
practice, they are often used in conjunction with other strategies below to save server
power consumptions.
2.1.1.2 Dynamic Provisioning and Request Management
The eectiveness of DVS and DVFS in modern DCs' energy management is limited
for the following reasons. First, they are designed to be at component level, e.g.,
individual CPU or cooling fan [18]. However, CPUs no longer dominate server power
consumption as they used to [19]. Second, although they introduce partial energy
proportionality to servers, the idle power consumption of a DVFS-enabled server is still
considerably higher than the gure when it is in sleep mode [40]. Furthermore, DC
operators typically over-provision servers in order to provide redundancy and better
QoS assurance [33]. Therefore, in a high-level power management scheme, the most
eective power-saving strategy would be to provision only the servers or networking
elements that are needed to maintain desired QoS, while putting the remaining ones to
sleep mode.
Dynamic provisioning (DP) refers to the strategy that actively or passively adapts
the provisioning of servers or networking elements with respect to the current or pre-
dicted future network load. Correspondingly, Request Management (RM) refers to the
strategy that manages the allocation of user request loads among servers and network-
ing elements in a DC with respect to their on/o status that are determined by DP.
Specically, during o-peak hours, the loads can be consolidated to fewer servers or
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Figure 2.1: DC management in a three-tier DC: conventional performance-driven vs.
aggressive DP strategies.
network paths subject to their capacities through RM, so that the unused ones can be
temporarily disabled by entering sleep mode.
In Figure 2.1, assuming that each server has the capability of processing 60 requests-per-
second (req/s) simultaneously and homogeneous requests, we illustrate the DP strategy
in a hypothetical three-tier DC containing 6 servers. Figure 2.1(a) illustrates conven-
tional DC management policy without energy awareness, which provides optimized
performance and redundancy. In contrast, Figure 2.1(b) shows that when an aggres-
sive DP strategy is enforced, DC load is concentrated to fewer networking elements and
servers, while the remaining ones are put to sleep.
Figure 2.1 indicates several challenges faced by the DP strategy. First, DP implies
higher utilization on the remaining active servers and networking elements, which may
cause performance issues if their loads are too high. Second, aggressive DP leads to less
redundancy in a DC and makes it more prone to server or network failures. Therefore,
in practice, it is more desirable to apply a DP strategy between the illustrated two
schemes, which would balance the power-performance trade-o better.
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2.1.1.3 Virtualization
Virtualization refers to the technology of establishing multiple virtual hardware in-
stances or virtual machines (VMs) within one piece of physical hardware (e.g., a server),
where each VM counts as one isolated computational unit. In modern DCs, DC op-
erators often deploy multiple VMs within one physical server to reduce operational
cost. It is likely that a virtualized DC would reduce the overall power consumption of
its servers and cooling systems, since less physical servers are needed and less heat is
produced.
There are two characteristics of the virtualization technology that make it specically
suitable for being employed in DC power-saving schemes. First, the workloads on
multiple VMs within one physical node can be consolidated onto one VM (subject
to its load capacity) without incurring extra network trac. Second, VMs can be
moved between physical machines via live migration [41]. These two characteristics
oer exibility in server provisioning that physical servers do not have, which make
virtualization a useful complement to DP-based server management schemes in DCs
[42][43].
2.1.1.4 Power Capping and Shifting
Power capping and shifting (PCS) is a technique that is typically employed in DCs
that are under power budget constraints. It is established that the CPU performance
of a server is strongly correlated to the amount of power allocated to it [21]. Therefore,
for DCs under power budget, it is challenging to achieve optimal server performance
with limited amount of allocated power. PCS is proposed to achieve such a goal, and it
contains a two-level control mechanism. First, power capping sets an upper bound on
the amount of power that is allocated to each server cluster in a DC, which ensures that
server clusters do not violate the power budget constraint of the DC. Second, power
shifting dynamically adjusts the amount of power that is allocated to each individual
server within a cluster. Hence, the overall server performance can be optimized given a
certain amount of allocated power, which makes PCS a suitable complementary power-
saving technique in DCs under power budget constraint [44, 45].
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2.1.2 Taxonomy of Energy-Aware DC Management Schemes
Most of the research works on energy-aware DC management focus on two distinct
areas, which manage the power consumption and performance of servers or networking
elements respectively. We develop a taxonomy of the related works on these two areas,
which is presented in Table 2.1 at Page 44.
Regarding the research on energy-aware DC server management, we categorize them
with respect to the following directions.
 Modern servers (not energy proportional)
- Single-objective: power-oriented schemes refer to power-saving techniques
that set the minimization of server power consumption as the only optimization
objective. System performance is typically positioned as a constraint with respect
to a number of metrics, such as server utilization level or CPU operating frequency
and voltage.
- Single-objective: performance-oriented schemes aim to optimize only server
performance in terms of response time or utilization level. Power consumption
of the DCs are reduced by best eorts, only if there is such an opportunity.
Meanwhile, an upper limit is imposed on the amount of power that is allocated
to the DC, which often subjects to a power budget.
- Joint power-performance optimization schemes aim to minimize power con-
sumption and maximize server performance simultaneously. Such schemes typ-
ically maximize a weighted sum of server performance metric(s) and reduction
in power consumption, which aim to achieve better power-performance trade-o
than the two types of single-objective schemes above.
 Next-generation EPC servers
- There are also research works that propose power-saving schemes in order
to realize EPC on modern or next-generation servers, as well as novel design of
DC architectures that are based on EPC.
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Regarding the research on energy-aware management of DC networking element (such
as switches and links), rst note that there are generic power-saving techniques of the
Internet that can be readily applied, such as ALR. These schemes have been extensively
surveyed in [31, 32, 33], and we do not cover them in this thesis. Instead, we focus on
the schemes that are proposed specically for DC networking elements.
Among the proposed techniques, the most popular strategy is to dynamically provision
networking elements with respect to the network load. Such a strategy typically involves
dynamically consolidating network trac to fewer network paths while temporarily
activating/deactivating networking elements. For example, ports of switches can be
dynamically turned on or o. In order to guarantee performance in terms of e.g.,
network throughput, relevant constraints need to be met by the proposed schemes.
2.1.3 Energy-Saving Schemes of DC Servers
2.1.3.1 Single-Objective: Power-Oriented Schemes
Among the schemes in this category, the simplest ones include [42], [43] and [46] that
employ a single strategy to reduce power consumption. In [43], Beloglazov et al. pro-
posed a set of heuristics which aim to conserve power by dynamically reallocating VMs
and switching o idle ones. The decisions were made according to a set of xed thresh-
olds indicating VM utilization. Authors exploited request admission control and bounds
on CPU load to prevent SLA from being violated. Later in [42], a more advanced dy-
namic threshold-based scheme was proposed. However, no eective scheme that man-
ages the loads among the VMs was proposed. In [46], Sharma et al. implemented a
power management solution in a Linux kernel. It minimizes server power consumption
while relying on DVS and admission control to meet response time constraint. How-
ever, despite claiming up to 54% of power saving, no overhead was considered while
turning o unused servers, hence making such a power-saving eect impractical to be
applied in DC operations.
More advanced schemes that employ two or more strategies simultaneously to achieve
the goal of saving power of DC servers have been proposed as well. Elnozahy et al.
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Figure 2.2: Server DP framework with PCS and feedback control loop, appeared in
[47, 48].
[49] proposed a set of power management policies, which employ either or both of two
strategies, i.e., DVS and request batching. DVS conserves more power while server has
higher incoming request volume. Request batching consolidates requests during o-
peak hours so that they are processed in batches, hence enabling server to be turned
o between batches. Such policies are based on a feedback control framework to meet
percentile-level response time constraint. However, the policies are oine which are
incapable of processing continuous requests. Also, not exploiting dynamical server
provisioning would signicantly degrade the power-saving eect, as we will show later.
Both DP and DFS strategies were employed in [50] and [51] to save power. In [51],
Elnozahy et al. aimed to reduce power consumption by nding an optimal frequency
operating point for each server under given load. Up to 70% of power costs was claimed
to be saved. However, SLA was not considered, and consequently the servers will not
be able to meet SLA at all under the power-saving scheme. Later, Chen et al. [50]
proposed a scheme that minimizes overall operational costs of a server cluster, which
includes power consumption and long-term hardware reliability costs due to server
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start-stop cycles. Three approaches were employed to achieve power saving, including
queuing theory, feedback control theory, and a hybrid strategy combining both. The
queuing theory approach is suitable for load prediction at longer term, while feedback
control approach is more accurate at shorter timescale. Hence, the hybrid strategy is
the most eective one by combining advantages of both. However, such a strategy does
not provide an eective request management scheme. As we will show later, employing
RM will further improve their power-saving gain.
The strategies of DP and RM were exploited in [52] and [53]. In [52], Yang et al. rstly
found the optimal operating point of each server within power-performance trade-o
with a series of mathematical operations. Afterwards, requests are mapped to the
servers so that the load on each server does not exceed its optimal point, while unused
servers are put to sleep mode. However, such a scheme has not considered the transition
costs between the active/sleep states of the servers. Furthermore, the process of nding
the optimal operating point of each server was time consuming, especially for hetero-
geneous server clusters. Such drawbacks have been partially overcome in [53], where
Heath et al. [53] relaxed the constraint of homogeneous servers by explicitly consider-
ing dierent types of hardware power characteristics. Throughput of the server cluster
was taken as the performance metric, which involves the throughput cost incurred by
request consolidation among multiple servers. However, the response time penalty due
to server active/sleep mode transitions was not taken into account from the scheme.
According to [54], DVS contributes signicant power saving on server cluster regardless
of whether it has employed server DP strategy or not. In [55], [47], [56], [57], [54],
[58] and [59], the strategies of DP, RM and DVS/DVFS were jointly employed. These
schemes follow similar power-saving strategies. First, future DC load is estimated.
Then, servers are dynamically provisioned so that a minimal yet sucient set of servers
are active to process the requests that are present, while the remaining ones are either
turned o or put to sleep mode. Meanwhile, requests are consolidated and mapped to
the active servers which have DVS/DVFS enabled.
The workow above can be further extended into a feedback control loop to improve
the accuracy of load prediction, which is illustrated in Figure 2.2. In the illustrated
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mechanism, estimated load and actual load measured from servers are jointly inputted
to the power controller via the feedback loop. The power controller acts as the decision-
maker in the dynamic provisioning framework involving servers and request consolida-
tions. Afterwards, the decisions are sent to the data center network fabric where a load
manager performs load balancing and consolidation operations, and eventually are sent
to the server clusters where a server provisioning manager in each cluster turns servers
on or o as decided. Such a mechanism are employed in [48] and [47].
We specically review the dierent load prediction techniques that are employed in
the above schemes. In [47, 56, 59], queuing models were employed for load prediction.
[47] also employed the feedback control mechanism in Figure 2.2 to enhance prediction
accuracy. Guenter et al. [55] used linear regression analysis to predict load only in
the near future. In [57], Chen et al. employed two strategies for load estimation, i.e.,
hysteresis-based and forecast-based. Rusu et al. [54] estimated future load based on
the empirical historical data without the use of an analytic model, and requests were
assumed to arrive periodically. Among these strategies, queuing-theory-based model-
ing with feedback control was found to be more eective in terms of load prediction
accuracy.
Accurate load prediction is crucial in DC power-saving schemes, because if the ac-
tive/sleep state transition time duration of a server exceeds the response time con-
straint, the constraint will always be violated [56]. Two approaches are eective in
eliminating such a possibility: to wake up the server several minutes before load in-
creases as in [56], or to suspend the server to stand-by state instead of turning it o to
allow quick wake-up as in [58]. Both approaches require accurate load prediction.
Raghavendra et al. [48] proposed a multi-level management scheme which coordinates
multiple power controllers in a DC. It was noted that the traditional power controllers
of dierent aspects are distributed in a DC and do not cooperate with each other,
and that when they operate together, conicts among them may lead to performance
degradation. Motivated by this, the proposed scheme employed a nested feedback
control framework to coordinate multiple controllers to save power. Three controllers
were employed, which manage CPU resource provisioning, local and cluster-level power
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Figure 2.3: A cluster-level power controller employing power capping and shifting with
feedback loop, proposed in [44].
capping, and VM resource and provisioning respectively. Each controller has a sensor
that monitors the current value of its metrics, which is entered into the feedback control
framework and helps determine whether and how adjustments are to be made.
2.1.3.2 Single-Objective: Performance-Oriented Schemes
Power budget is an important factor in guaranteeing the safety and reliability of a DC,
and how to maximize DC performance under a power budget constraint has been well
discussed in recent years. We observed that PCS has been extensively exploited to
address this problem.
Gandhi et al. [21] investigated the relationship between the power allocated to a server
and its CPU operating frequency that indicates its performance. The experiments were
based on three scenarios, in which the CPU has DFS, DVFS or both enabled. It was
found that a linear relationship holds between a server's CPU operating frequency and
its allocated power under either DFS or DVFS, and an approximately cubic relation-
ship holds under DVS+DVFS. Based on such power-to-frequency relationships, authors
investigated the problem of allocating power to individual servers with power capping
in a server farm under given power budget with the goal of optimal performance. The
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server farm was modeled with a queuing model to reect its power budget, number
of servers, and request arrival rate. Three dierent power allocation schemes were
proposed. Experiments have shown that under dierent enabling technologies (DFS,
DVFS or both) and request incoming patterns (Poisson arrival or constant arrival), each
proposed power allocation schemes t dierent scenarios, and there is no best-for-all
scheme.
Lefurgy et al. [60] and Choi et al. [61] have achieved accurate prediction of the power
consumption of a server cluster from dierent approaches. Such predictions were made
under multiple load scenarios and dierent timescales, and the results can be used in
power capping. Meanwhile, Wang et al. [44] have proposed a power-saving scheme
based on a model predictive control (MPC) cluster-level power controller. It has been
modeled as a multi-input-multi-output (MIMO) control problem, and the MPC-based
power controller has the PCS functionalities. Figure 2.3 illustrates the proposed scheme.
First, on top of the cluster, a power monitor tracks power consumed by the servers and
inputs feedback to the power controller for power capping purpose. Second, within the
cluster, each server has a utilization monitor which records its CPU utilization level
and reports it to the power controller via the feedback loop as well, and decisions are
made on shifting power among the servers and adjusting the CPU frequency of each
server based on its current utilization level.
The schemes in [60] and [61] employed an integrated power controller design at cluster
level. While performing power shifting on individual servers within the cluster, their
proposed schemes relied on the DFS/DVFS features of the servers and considered their
performance to be functions of their allocated power. Although this is valid based on
results in [21], such an approach has a limitation as it is dicult to obtain knowledge
on the performance needs of individual applications at the cluster level [45].
Therefore, Wang et al. [45] proposed a more sophisticated scheme which involved two
independent power and performance controllers. First, a power controller operates at
cluster level to perform dynamic cluster-level power capping and server-level power
shifting. Its decisions are purely based on power budget without the knowledge of
server performance. Second, a performance controller operates at individual virtual-
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ized server-level to optimize performance in terms of response time based on the power
allocated to each server by adjusting its CPU frequency. Both controllers were based
on control theory to guarantee stability and control accuracy. It was proven that even
when an unexpected event (such as cooling system failure) occurs, which causes uc-
tuation in power budget, the proposed scheme is still eective in optimizing system
performance. However, the performance controller tunes server performance with only
CPU utilization, and it has become debatable that performance of modern servers are
dominated by CPU frequency. This is because other components such as memory and
I/O peripherals have been contributing an increasing fraction to server performance.
Hence, a more sophisticated performance controller may be necessary under heteroge-
neous user demands.
Besides PCS, other strategies have been employed as well in performance-oriented
power-saving schemes. For example, in [62], instead of tuning server performance by
power shifting, Etinski et al. focused on strategically scheduling incoming requests
to the servers to optimize overall performance. It was shown that by predicting the
waiting time of a request and server runtime and carefully consolidating requests onto
a minimum number of servers, the DVFS-enabled CPUs of the servers will consume
less power while guaranteeing performance. However, the power-saving gain through
only DVFS is limited when compared with other schemes employing more strategies,
especially DP.
2.1.3.3 Joint Power-Performance Optimization Schemes
Regarding individual servers, Kamitsos et al. [63] investigated how often a server
should be put to sleep so that both its power consumption and the incurred performance
overheads are optimized. The servers have two states, i.e., on or o, and such a problem
was formulated as a Markov decision process problem. The objective was to minimize
a weighted sum of server power consumption and the costs incurred by on/o state
transitions. These costs include the response time penalty during congestion while no
server is immediately available, and the power consumption spike during the on/o
cycles of servers. It was shown that optimally, the server can stay o until the request
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queue has built up to a certain point. Moreover, the server can be turned o again
after it has nished processing all requests.
Besides [63], most related schemes are at server cluster-level. We identied that most
schemes set the objective to minimize the (weighted) sum of server power consumption
and performance metrics. The specic types of metrics that were used are dierent
in each work and depend on the specic strategy that was employed. For example,
Goiri et al. [64] focused on optimizing VM scheduling and VM mapping onto physical
server nodes. They took into account the response time penalty incurred by creation
and migration of VMs and penalty of SLA violation, and each individual VM was
benchmarked based on such a criteria. VM scheduling decisions were then made based
on their scores. In [65], Steinder et al. exploited optimal placement of applications
running in a DC to achieve the same goal. Decisions on deploying each application to
which server(s) were dynamically made, together with the amount of CPU and memory
resources that should be allocated to each application.
It is worth noting that in both schemes, DC operator can adjust the power-performance
trade-o to determine which one is more biased. Both [64] and [65] have been eective
in jointly optimizing server power and performance. However, they did not involve
load prediction and assumed incoming requests to follow a certain pattern, which will
increase the risk of SLA violation based on our analysis in section 2.1.3.2.
Since VMs and physical servers require several minutes to be fully powered on, such
waiting time would incur response time penalty. However, it can be compensated
by predicting load and turning servers on/o beforehand. Kusic et al. [66] and Mi
et al. [67] considered the joint optimization including load prediction. In [66], the
optimization model aimed to minimize the sum of power consumption and server on/o
state transition cost. Kalman lter was employed to predict the number of arriving
requests, and limited lookahead control (LLC) was employed to solve the formulated
problem of optimal server provisioning. However, the model has exponential worst-
case complexity and it would be time-consuming to solve it under complex network
scenarios, e.g., large number of servers.
Mi et al. [67] overcame the above scalability issue by modeling the system with genetic
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algorithm (GA). The tness function was dened as power consumption to be mini-
mized, and performance guarantee was implemented by a penalty function. Brown's
quadratic exponential smoothing method was employed for load prediction. Although
the proposed GA-based scheme showed promising performance, it was based on the as-
sumption that applications deployed on VMs are independent from each other, which is
not valid under some scenarios [68]. Furthermore, relaxing such an assumption would
signicantly increase the size of GA searching space which would lead to longer con-
vergence time and poorer performance.
The schemes above are all based on a simplied DC architecture where each web ap-
plication is mapped to a single server. However, in modern DCs, an application often
requires more than one server at multiple tiers to coordinate, which include web servers,
application servers and database servers [69]. Wang et al. [70] proposed a scheme that
optimizes multi-tier application performance and server power consumption. First,
each application is allocated a performance controller which tunes its response time
requirement via adjusting the CPU resource allocated to it. This is important as it is
typically dicult to have the knowledge of the hardware resource requirement of each
application at cluster level. Such a controller was designed with MPC theory. Sec-
ondly, a VM manager operates at cluster-level to dynamically provision the resources
allocated to the VMs based on the requirement of each application and make decisions
on VM migration or putting server to sleep. Hence, the two controllers coordinate and
optimize performance and power respectively. However, although specically optimized
for multi-tier applications, the scheme did not consider load prediction and the over-
head incurred by VM migration and servers on/o cycles, which may lead to potential
SLA violations.
2.1.3.4 Next-Generation EPC Schemes
The idea of EPC was rstly proposed by Barroso et al. [19]. It was pointed out
that servers suer from poor energy eciency under low utilization, and an idle server
consumes more than 50% of its peak power. Also, empirical results showed that CPUs
in most of the servers operate under utilization of 10% - 50% for most of the time.
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Hence, the motivation was to reduce server power consumption under low utilization.
Ideally, a server should consume no power under zero utilization, leading to constant
energy eciency under dierent loads. Motivated by this, DVFS was implemented to
adjust CPUs to low-power states under low loads to save power. However, CPU no
longer dominates power consumption of modern servers, which means its contribution
to energy proportionality will continue to shrink. Meanwhile, other components in
modern servers e.g., hard drives, DRAM and networking interfaces have shown poor
energy eciency with respect to their loads as well.
Therefore, Barroso et al. [19] proposed that in order to achieve maximum energy e-
ciency, server hardware components, such as hard drive and RAM, need to be redesigned
for better dynamic power range. Also, benchmarks that evaluate server energy pro-
portionality should be developed. The importance of developing energy proportional
server hardware components was emphasized in [71] as well. However, as discussed in
[39], this would be dicult as modern hardware still has an increasing need for perfor-
mance. Cameron et al. [39] pointed out that the energy proportional design must nd
its way within the current performance-driven hardware market. It is also important to
make the industries and hardware vendors recognize the benets of energy proportional
computing in the future.
Toward the goal of EPC, Brown et al. [72] plotted a high-level overview on how future
DCs should be redesigned to be more energy ecient. The key idea is to make the
system \consume the minimum amount of energy required to perform any task [72]".
It was stated that while saving power, it is equally important that the system is capable
of maintaining required performance level. Hence, a next-generation DC should have
three key features: 1) having knowledge of how and where power is being consumed,
2) being capable of determining the performance requirement of each workload and
3) dynamically optimizing the power allocated to each hardware component. The
importance of energy-aware next-generation operating systems was also highlighted.
Varsamopoulos et al. [73] proposed two metrics that can be used to evaluate server
energy proportionality. They also performed simulations on a homogeneous server
cluster to show that even when servers are energy proportional, a limited amount of
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power can still be saved by the conventional server DP and RM strategies. In [74],
Tolia et al. showed that in a modern DCs with homogeneous non-energy proportional
servers, performing DP and DVFS on servers would lead to almost energy-proportional
power behaviors, and cooling devices would show similar behavior when applied with
predictive fan controller. However, neither server performance nor DP overhead was
considered in the tests.
Meisner et al. [75] proposed a novel scheme, i.e., PowerNap to realize EPC in non-
energy-proportional DCs. Specically, in a DC, PowerNap transits entire server clusters
rapidly between sleeping and active states. Such a strategy is based on the authors'
empirical results showing that enterprise servers exhibit \frequent but brief" bursts of
activities, and spend very short time (at millisecond level) at each idle interval. Hence,
conventional DP strategy may not t such a scenario as turning servers on/o normally
takes several minutes. In simulated tests where the server cluster was modeled as an
M/G/1 queue, PowerNap outperformed DVFS in power-saving performance. However,
as a hypothetical scheme, PowerNap has its limitations - its state transition time must
be less than 10% of the average busy period duration of servers (typically less than
10 ms) to avoid response time penalty, which is impractical for modern I/O devices.
Therefore, memory components need to be active during sleeping states in PowerNap
due to the I/O bottleneck of hard drives, which would limit its power-saving gain.
2.1.4 Energy-Saving Schemes of DC Networking Elements
Mahadevan et al. [38] benchmarked the power consumption of multiple network switches
and routers against dierent network trac scenarios. They obtained the conclusions
that their power consumption are mainly determined by two factors: 1) the number of
active ports and 2) the bandwidth capacity congured for each port. Their conclusions
also included that the actual trac loads at the network interfaces do not have signif-
icant eect on power consumption. These conclusions are important as they became
foundations for further study on the power-saving schemes of DC networking elements.
In [76], Mahadevan et al. conducted a measurement-based study in an operational
DC with 90 live switches. The conguration and trac information of each switch
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was gathered from its SNMP MIB, and its power consumption was estimated with the
model from [38]. Based on the empirical results, it was suggested that several simple
operations could be performed to save power consumption of the switches by up to 36%.
These operations include turning unused ports o, adapting congured maximum speed
of the ports, and consolidating active ports to fewer switches. However, the study did
not consider performance constraints, e.g., link capacity while introducing the power-
saving operations.
In [77], Mahadevan et al. proposed three power-saving schemes: 1) link state adap-
tation (LSA), which adapts the maximum operating speed of each link according to
its actual load; 2) network trac consolidation (NTC), which is a trac engineering
approach that merges all trac to fewer links and switches while the unused ones can
be deactivated; and 3) server load consolidation (SLC), which consolidates loads onto
smaller amount of servers to make less links and switches used. Performance con-
straints were also applied to each scheme to establish another three service level-aware
(SL-aware) schemes. The objectives of these six schemes were to use the least number
of switches and links to route the trac. It was observed that SLC achieved the highest
power saving by 75%, which was higher than the three SL-aware schemes. However,
the latter three achieved much higher network availability than their counterparts.
Shang et al. [78] proposed a model aiming to minimize the number of switches in a DC
under a given trac matrix (TM) and performance constraints on network throughput.
In the model, trac ows were set to be indivisible to avoid packet disorder. The model
was proven to be NP-hard, and a heuristic algorithm was proposed. The power-saving
eect was promising. However, as an oine scheme with an NP-hard model, poor
scalability and high complexity have limited its feasibility in large-scale DCs networks
with hundreds to thousands of switches.
In [79], Heller et al. proposed an online power-saving scheme (ElasticTree) which
dynamically calculates optimal trac ow and congures a subset of active router
and switch components corresponding to the ow assignment. Such a problem was
formulated as an optimization model with the objective of minimizing network power
consumption, which subjects to link capacity constraint. Trac ows were set to be
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indivisible as in [78], which made the problem NP-complete. Three approaches were
proposed to solve the problem. The rst approach was to directly solve the problem to
produce an upper-bound on power-saving performance. Such an approach only scales
up to networks with less than 1000 nodes. The second approach was a greedy bin-
packing algorithm, which assigns a trac ow to a best-t path. However, it does not
always guarantee a feasible solution. The third approach, a topology-aware heuristic
algorithm, was specically designed for fat-tree topologies while removing the constraint
of indivisible ows. The three approaches were tested in a DC with regular fat-tree
topology, and ElasticTree was able to reduce network power consumption by up to 60%.
The main limitation of [77] and [79] is assuming that network trac in DCs follow a
relatively regular pattern, and that a simple auto-regression AR(1) model was employed
to predict trac. Such an assumption's validity is arguable as user request volume often
varies rapidly in a DC [75]. Also, Heller et al. [79] pointed out that due to the start-up
delay of switches, ElasticTree has a lack of capability in provisioning more switches
under suddenly-increased trac. Therefore, a more eective load prediction scheme is
needed to achieve better power-performance trade-o.
2.2 Energy-Aware CDN Management
2.2.1 Taxonomy of Energy-Aware CDN Management Schemes
The research works on saving power in CDNs are categorized with respect to a number
of criteria, which are presented in Table 2.2 at Page 45.
First, regarding the schemes that save energy in modern CDN architecture, they are
categorized according to the type of energy cost that they optimize, i.e., in Dollars or in
kWh. The schemes that reduce energy cost in Dollars normally exploit the dierence
among electricity prices in dierent areas, and make decisions on request resolution
from PoP nodes to DCs accordingly. This type of schemes do not involve server or
DC sleeping. The other type of schemes reduce energy consumption (in kWh) through
dynamically putting a subset of servers or DCs to sleep, and strategically manage
request resolution from PoP nodes to DCs. Note that these strategies match the DP
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and RM strategies employed in individual DC energy-saving schemes, but are performed
at a larger scale.
Second, with respect to next-generation CDN, novel content delivery infrastructures
such as Nano Data Center (NaDa) [80] and Content Centric Networking (CCN) [81, 82]
are proposed. Comparative studies are conducted to evaluate these infrastructures'
energy eciency through comparing them with modern CDN architecture.
2.2.2 Energy-Saving Schemes in Modern CDN Architecture
2.2.2.1 Saving Electricity Cost in Dollars
Qureshi et al. [83] proposed a scheme which minimizes the content provider's electricity
bills in dollars instead of energy usage in kWh. By exploiting uctuations in electricity
market, the proposed scheme resolves content requests to servers so that the lowest
electricity bill is generated. This scheme subjected to bandwidth and performance
constraints. Contents were assumed to be fully replicated on each server. A simulation-
based experiment was performed with real workload trace collected from Akamai, and
power consumption of server clusters were estimated with the results from [84]. Results
showed that electricity bill can be saved by at least 2% under an Akamai-like server
distribution with Google-like server energy proportionality and 95-percentile bandwidth
constraint. Such a scheme can be easily adapted to be employed in conjunction with
other power-saving schemes to achieve better performance.
Rao et al. [85] developed an optimization model that minimizes the overall electricity
cost among multiple distributed DCs in a CDN. Such an objective was achieved through
resolving requests to DCs so that the overall incurred server energy cost (in Dollars) are
minimized. The MIP model took into account QoS constraints in terms of server request
handling capability and request's waiting time at DCs (where each DC is modeled as
an M=M=n queue with n servers). Each server's power consumption was estimated
with respect to its CPU frequency and utilization. The proposed scheme's performance
was evaluated through real electricity price data and Google DC locations, and an
hourly electricity cost reduction of up to 30.15% was achieved. However, the scheme
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did not consider network end-to-end delay (especially propagation delay), which is an
important QoS factor in CDNs where DCs are geographically distributed.
Liu et al. [86] established an optimization model that jointly minimizes DC energy cost
and QoS in terms of network propagation delay and server queuing delay. The model
did not assume any specic model for server power consumption and queuing delay,
and can be applied to DCs with a wide variety of power characteristics. Note that this
model considers putting idle servers to sleep in each DC to save energy consumption
in kWh as well as electricity cost in Dollar. The authors proved the model's optimality
from a theoretical perspective, and numerical results were signicantly-better (up to
40%) in terms of both energy cost and QoS than other schemes including [85]. Authors
also highlighted the importance of dynamic pricing of DC energy usage, i.e., DC oper-
ators are charged with respect to their demand instead of being charged a xed price.
According to the results, DCs that are charged dynamically would get more energy
saving from the model.
Gao et al. [15] optimized the three-way trade-o among electricity cost, access latency
and carbon footprint. Such an objective was achieved through performing request
resolution and content replica placement on DCs, which were optimized through the
algorithm (FORTE) developed by authors. It was highlighted that optimizing electric-
ity cost may not be enough to make a CDN \greener", since lower electricity cost does
not necessarily imply lower carbon emission. Through experiments under real workload
trace from Akamai and carbon emission footprint data in US, FORTE showed signif-
icant carbon emission reduction (up to 38%) on DCs with dierent energy eciency.
However, in this work, DCs were assumed to be fully power proportional with a PUE
of 1.2, while the industry average PUE gure is around 2.0 [16]. This means around
half of the energy that is consumed by typical modern DCs were not taken into account
in this work. However, despite this limitation, it is still one of the rst research works
that optimizes carbon emission footprint in CDNs rather than minimizing electricity
cost only.
Xu et al. [87] formulated the problem of maximizing the total utility of serving content
requests, where electricity and bandwidth costs are modeled as penalties in the utility
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function. The model exploits the location diversity in not only electricity prices, but
also bandwidth price that is charged by ISPs with respect to trac volume. The
optimal objective to the problem was solved through decomposition and alternating
direction method of multipliers (ADMM). Through real workload trace fromWikipedia,
real electricity price data and real latency information collected from PlanetLab, it
was shown that the model is able to quickly converge to near-optimal performance.
However, authors did not compare the scheme's performance with other related work
in the literature. Furthermore, server queuing delay, which is a common QoS metric,
was not evaluated in this work.
2.2.2.2 Saving Energy Consumption in kWh
In [88], Xu et al. considered the problem of saving energy in video CDNs specically.
A video CDN deploys multiple server clusters towards end-users for ecient streaming
video delivery. Two power-saving strategies were proposed from a theoretical perspec-
tive. The rst strategy aimed to improve the local hit ratios of servers. The term \local
hit ratio" refers to the ratio of availability of a requested content object, and a hit ratio
of 1 indicates that any request can be served locally without the need to fetch content
from other servers. It was proposed to improve local hit ratio by pooling and sharing
content caches among servers within a cluster. The second strategy is to concentrate
requests to less servers and putting the unused servers to sleep, which is commonly seen
in power-saving schemes of DCs. However, the research was purely theoretic without
any experimental result.
In [89], Chiaraviglio et al. proposed a scheme (GreenCoop) to jointly minimize CDN
operator's and ISP's energy consumption through performing DP on both servers in
CDN and networking elements in underlying ISP networks. Performance constraints
in terms of server and link capacities and end-to-end delay were taken into account.
In simulation-based experiments, the proposed scheme was evaluated under four real-
world ISP tier-1 topologies. Content requests were modeled with Pareto distribution,
and content servers were deployed to the cities with the highest connection degrees.
Up to 71% of power saving was observed compared to a non-energy aware scheme
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with the objective of minimal delay. However, GreenCoop simplied each DC (or
server cluster) in CDN as a single server, which limited its practicality in real CDN
scenarios. Furthermore, it required full information sharing between CDN operator
and ISP, which is unlikely in practice because of business issues. Later, Chiaraviglio et
al. proposed another scheme in [90] which relaxed the requirement of full information
sharing. However, it suered from high computational complexity.
We illustrate the working principle of GreenCoop in Fig. 2.4, where an ISP network
with four PoP nodes and a CDN with two deployed servers are presented. We indicate
dierent request volume at each PoP node by putting dierent number of persons by
it. First, at peak hours, Fig. 2.4(a) shows that both servers are provisioned to resolve
requests from both local and remote PoP nodes. After request resolution and content
delivery routing are determined, unused routers and network links are temporarily
deactivated to save power. Second, at o-peak hours, Fig. 2.4(b) shows that one
server is put to sleep while requests are consolidated to the remaining active server.
Meanwhile, networking elements are provisioned with respect to their loads as well.
Islam et al. [91] developed a model that captures the energy consumption of servers
in a CDN with respect to each server's utilization. Similar to [89] and [90], DCs were
simplied as single servers in this work. Authors performed request resolution under
two dierent strategies (random and Zipf-based server selection), and evaluated the
impact of server sleeping on QoS performance in terms of mean response time, byte
hit ratio and service availability. However, no optimization model was built, and the
performance results were not compared with any existing scheme. Hence, we were
unable to assess the results' optimality.
Mathew et al. [24] proposed a scheme with the objective of optimizing power con-
sumption, server availability and server on/o state transitions simultaneously. Due
to the power-performance trade-o, authors aimed to nd the optimal point where
power-saving eect and server availability are balanced. Meanwhile, on/o state tran-
sitions of servers were minimized to avoid impact on hardware lifetime and reliability
during dynamic provisioning. Both oine and online algorithms were developed for
the optimization problem. In the oine version, dynamic programming was employed
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Figure 2.4: A joint CDN-ISP power optimization framework via dynamically provision-
ing server and networking elements, proposed in [89].
to calculate optimal server provisioning in polynomial time. In the online version, au-
thors employed a pool of active-and-idle servers to absorb increased request volume.
Simulation-based experiments under real CDN workload trace showed the promising
energy-saving gain of the scheme and its capability of handling trac spike without
compromising server availability.
Ge et al. [26] proposed a scheme to minimize power consumption of the content servers
in a CDN. Such an objective was achieved through performing server DP and RM
among servers, which subjected to QoS constraints on load capabilities of both servers
and network links. Note that in this work, each DC was simplied as an individual
server. Such a problem was formulated as a nonlinear programming model, and the op-
timal solution can be solved in an oine manner using the branch-and-bound method.
Simulation-based study has shown that up to 62.2% of overall power consumption can
be reduced when compared to an existing CDN management scheme without energy
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awareness [29]. This work provided a baseline energy-saving performance for CDN
energy saving through server DP.
Mathew et al. [92] developed an optimization scheme that minimizes CDN energy
consumption through concentrating request resolution to fewer server clusters, and
putting entire server clusters to sleep to reduce energy usage of not only servers, but
also cooling systems in the clusters. Authors evaluated the scheme's performance under
real Akamai CDN workload trace. Without enforcing any constraint on QoS assurance,
the proposed scheme achieved an energy-saving gain of 37% to 84% when compared
with schemes without energy awareness. However, this work did not consider energy
saving within individual DCs, and all servers were kept active in the clusters that did
not go to sleep.
Ge et al. [27] designed an energy-aware CDN management system from a practical
perspective. Based on a typical architecture of modern CDNs, authors presented a
system-level framework that realizes energy awareness in CDNs. Specically, this work
was the rst in the literature to perform DP and RM at both intra-DC and inter-DC
levels. It not only concentrated requests to fewer servers and put the idle servers to sleep
within each DC, but also resolve requests to fewer DCs so that some idle DCs can be
entirely put to sleep. Through such a strategy, energy consumption of both servers and
DC cooling systems were optimized. Simulation-based studies were conducted under
the interconnected GEANT-Internet2 topology [93, 94], and results showed that DP
at both intra-DC and inter-DC levels can achieve signicant energy-saving gain over
existing schemes that perform DPs at intra-DC level only [24].
Ge et al. [28] developed an optimization model that minimizes overall DC energy
consumption in a CDN, which involves optimizing energy usage of both servers and
cooling systems. This work complemented authors' earlier work [27] from a theoretical
perspective. The problem was formulated into a quadratic mixed integer programming
model to capture the power characteristics of servers and cooling systems in DCs, and
constraints on service availability and DC request-handling capability were enforced. A
lower bound (LB) to the problem's optimal objective was derived through Lagrangian
relaxation. Furthermore, a heuristic algorithm (Min-DC-LD) was developed to allow
2.2. Energy-Aware CDN Management 39
CDN operators to quickly make energy-aware decisions on resolving incoming requests
to DCs. Both LB and Min-DC-LD were evaluated under real topologies and workload
trace from ClarkNet [22]. It was shown that Min-DC-LD was able to achieve an energy-
saving of up to 62.1% over an existing scheme that saves energy through server DP only
[24], and such performance was guaranteed to be near-optimal by LB. Furthermore,
Min-DC-LD achieved desired QoS performance in terms of server response time and
end-to-end delay with respect to [24].
2.2.3 Energy-Saving Schemes in Next-Generation CDN Architecture
In [80], Valancius et al. proposed a novel architecture named NaDa. It was proposed
to overcome the disadvantages of traditional centralized content delivery in terms of
high DC cooling costs, device over-provisioning and increased distance from end-users.
The key idea of NaDa was to store content caches and enable services on end-users'
home gateways that are owned by ISP, hence establishing a distributed network of
mini-DCs. The home gateways are managed by the ISP in a distributed manner, and
content requests are processed by them whenever possible. Such an approach would
signicantly reduce the content trac volume that traverses the Internet, so that ISP
networking elements can consume less power due to reduced trac demand. Also, the
need for traditional content servers will reduce signicantly, which reduces data center
and server management and maintenance costs. 20% - 30% of power was shown to be
saved in a simulation-based experiment compared to legacy data center-based CDN.
However, the limitation of NaDa also lies in its idea of pushing services and content
towards end-users' devices. It was shown in [95] that networking elements' energy
eciency drops rapidly from core network towards end-users; hence, the home gateways
suer from poor energy eciency. Therefore, the energy reduction that NaDa achieved
at the ISP side may be overcome by home gateways' increased energy consumption.
In [81], Lee et al. proposed the idea of employing CCN architecture to save network
energy. Such an idea was motivated by their study on energy eciency of networking
devices at dierent levels in the Internet [95]. The energy eciency was in Watts/Gbps,
i.e., power consumed to transfer 1 Gigabits per second, and the power consumption was
40 Chapter 2. State-of-the-Art on Energy-Aware DC and CDN Management
based on the devices' rated peak power consumption and rated maximum forwarding
rate. The results showed that edge routers consume more power than core routers, and
home gateways in NaDa and PC servers consume 100 and 1000 times more power than
core routers respectively under the same trac volume. These results motivated the
idea of pushing the function of traditional content servers into core and edge routers.
In other words, CCN proposed the idea of content routers which are capable of both
storing and forwarding content caches. The forwarding mechanism was based on name-
based routing as proposed by Jacobson et al. [96]. The caching functionality at routers
can be achieved through equipping routers with DRAMs and hard drives.
Lee et al. performed trace-based simulations to compare the energy-saving eects of
CCN, NaDa and traditional CDN architectures in [95], and results showed that CCN
has the best energy-saving performance. Another similar study was performed in [82],
which compared the energy eciency between CCN and CDN that is equipped with
dynamic optical bypass technology. Dynamic optical bypass is a physical layer strategy
which can save power during network transportation [97], and it has the best energy
eciency among modern networking elements according to [95] and [81]. This study
specically examined how heterogeneous content popularity would aect power-saving
performance. Results showed that CCNs are more energy ecient in delivering popular
content, while CDNs with optical bypass perform better in delivering less popular
ones. Lee et al. proposed that the cooperation among these strategies should be
further examined to achieve higher energy eciency for content catalogs with dierent
popularity.
Choi et al. [98] studied the eects of dierent cache locations and cache capacities
at content routers on CCN energy eciency. Specically, authors established two op-
timization models with the common objective of minimizing aggregated caching and
transport energy consumption. The rst model minimizes energy through optimizing
cache placement at content routers, and the second model minimizes energy through
optimizing each content router's cache capacity. Both models were solved through ge-
netic algorithm (GA). Numerical results showed that given sucient caching capacity
and energy-proportional content routers, the placement of caches need to be carefully
optimized. Otherwise, CCN's benet of reduced caching energy could be easily can-
2.3. Summary 41
celed out by the increase in transport energy due to more hop distance that requests
travel.
Similar to [98], Llorca et al. [99] also developed an optimization model to minimize
overall caching and transport energy consumption in networks that support multicast
transport and in-network caching. First, an oine solution that provides optimal net-
work energy eciency was presented, which required full knowledge on user requests
and network elements. Second, a distributed online algorithm was developed for con-
tent routers to make decisions on caching with respect to local information. Simulation
results showed that when compared with the traditional cache replacement strategies
of least recently used (LRU) and lease frequently used (LFU), the oine and online
solutions were able to reduce energy consumption by approximately 75% and 67% re-
spectively. Fang et al. [100] also formulated the same optimization problem as [98]
and [99], and they proposed a distributed algorithm that is based on game theory. An
energy saving of around 20% to 40% was achieved by the proposed algorithm.
2.3 Summary
In this chapter, we have performed a systematic survey on the literature of energy-
aware management schemes of DCs and CDNs respectively. First, we developed a
novel taxonomy of energy-saving schemes of individual DCs, which involves energy and
performance management of servers and networking elements. A number of techniques
that are commonly employed in the literature were also identied. Second, we surveyed
the energy management schemes of modern and next-generation CDNs respectively.
The energy management schemes of individual DCs can be categorized with respect
to their optimization objective, which includes power optimization, performance opti-
mization or both. In most of the existing schemes, the performance metrics of response
time and server utilization are guaranteed either as objectives or as constraints. Also,
regardless of the objective type, it is identied that the following techniques are required
to reduce DC energy consumption eectively:
 DP on servers and/or networking elements - since servers and networking elements
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are not energy proportional, it is important to provision server and network re-
sources that match the present user demand, especially during o-peak hours.
 RM among servers - DC loads need to be concentrated to fewer servers and
network paths, so that DP can be performed on the servers and network devices
that become idle.
 Load prediction - in order for DC operators to make timely decisions on DP and
RM, it is crucial to have the input of accurately predicted DC load. A com-
mon approach is to use queuing model to approximate incoming request volume.
Furthermore, employing feedback control system also improves load prediction
accuracy.
Regarding the energy management schemes of modern CDNs, most of the existing ones
optimize energy consumption in kWh, while some other schemes optimize electricity
cost in Dollars. In order to reduce electricity cost, the common strategy is to perform
RM among DCs so that requests are resolved to the DCs where electricity prices are
cheaper. QoS performance in terms of server response time and end-to-end latency are
typically assured through constraints. In order to optimize energy consumption, it is
common to perform RM and DP on servers, DCs or both. It was shown by our work
[27, 28] that in order to achieve optimal energy saving, DP needs to be performed at
both intra-DC and inter-DC levels.
Energy-saving schemes have also been proposed for next-generation CDNs, which ex-
ploit the functionality of in-network caching. The common strategy is to jointly mini-
mize caching and transport energy consumption, which is achieved through optimizing
cache locations and/or router caching capacity. Empirical studies have also been car-
ried out to compare the energy eciency of CDN over next-generation infrastructures
like CCN and NaDa. However, the research on next-generation CDN's energy eciency
are still in their early stages from both theoretical and practical perspectives.
As mentioned earlier in this chapter, our work falls into the category of energy manage-
ment schemes of modern CDNs. Specically, as most other works model CDN energy
usage as the energy consumed by servers, we were the rst to establish a CDN energy
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consumption model that covers both servers and DCs including cooling systems, which
contribute a signicant proportion to the overall energy usage. Furthermore, as other
works save CDN energy by putting servers to sleep during o-peak hours, we were the
rst to propose the strategy of putting both servers and DCs to sleep to saving cool-
ing system's energy usage as well. We were also the rst to discuss the realization of
energy-aware CDN management system in a practical perspective, which was missing
in the literature.
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Table 2.1: Taxonomy of Energy-Aware DC Management Schemes
Scope Category
Refer-
ence
Strategy
Online /
Oine
Performance Metrics
Servers
Single-
objective:
power-
oriented
[42, 43] DP Online CPU Utilization
[46] DVS Online Response time
[49] RM & DVS Oine Response time
[50, 51] DFS & DP
[50]: Online
[51]: Oine
[50]: Response time &
server load & server
reliability
[51]: None
[52, 53] DP & RM
[52]: Oine
[53]: Online
[52]: Response time &
server load
[53]: Network
throughput
[55, 47,
56, 57,
54, 58,
59]
DVS/DVFS &
DP & RM
Online
[55]: Response time &
server reliability
[47, 57]: Server load
[56, 54, 58, 59]:
Response time
[48]
Multi-Controller
Coordination
Online
Server load & power
budget violation
Single-
objective:
performance-
oriented
[60, 61] PCS
[60]: Online
[61]: Oine
[60]: Server load
[61]: None
[44][45] PCS & DFS Online Server CPU load
[62] DVFS & RM Online
Server load & response
time
[21]
DVS/DVFS &
DP
Online Response time
Joint
power-
performance
optimization
[63][67] DP Online
[63]: Response time
[67]: Server load
[66][70]
DP &
DVS/DVFS
Online
[66]: Response time &
server load & server
reliability
[70]: Response time
[64] DP & RM Online
Server load & response
time
[65] DP & RM & DFS Online Server load
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. . . continued
Scope Category
Refer-
ence
Strategy
Online /
Oine
Performance Metrics
Servers
Energy
Proportional
Computing
[19][39]
[74][73]
[71][72]
[75]
[19][39][73][71]
[72]: Theoretical
study
[74][75]: Based on
modern DCN
architecture
N/A N/A
Networking Elements
[101] DP N/A N/A
[77]
Network Trac
Consolidation
(NTC) & DP
Online Response time
[78] DP Oine Network throughput
[79] DP Online Link load capacity
[76] Empirical study Online None
Table 2.2: Taxonomy of Energy-Aware CDN Management Schemes
Scope Reference Strategy
Online /
Oine
Energy Unit
Modern CDN
[83, 85] RM Online Dollar
[87] RM Oine Dollar
[86] DP (server) & RM Oine Dollar & kWh
[15] DP (server) & RM Both
Dollar & carbon
footprint
[88]
Cache sharing
& DP (server) & RM
Oine kWh
[89, 90] DP (server & ISP) & RM Oine kWh
[91] RM Oine kWh
[24] DP (server) & RM Both kWh
[92] DP (cluster) & RM Oine kWh
[26] DP (server) & RM Oine kWh
[27] DP (server & DC) & RM N/A kWh
[28] DP (server & DC) & RM Oine kWh
Next
Generation
CDN
[81] CCN
N/A
kWh
[80] NaDa
[95] Compare CCN and NaDa kWh
[82]
Compare CCN and CDN
with optical bypass
kWh
[98, 99, 100]
CCN (Minimize caching
and transport energy)
Oine &
Online
kWh
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Chapter 3
An Optimization Framework of
CDN Server Energy
Consumption
In this chapter, we develop an optimization framework that minimizes server energy
consumption in cross-domain CDNs that cover multiple ISP domains, which was the
rst in the literature at the time of our work. We begin by providing an overview on our
energy-saving scheme and its strategy. Next, we present the problem formulation and
describe how it is reformulated to be easily solved. We then evaluate its energy-saving
and QoS performance under realistic setup.
In a CDN that covers multiple ISP domains, the CDN operator establishes a number
of servers at sites within proximity of ISP PoP nodes. We use the term \server" here
as an abstraction term, which can refer to any entity that co-locates at a site and can
resolve content requests, such as server clusters or DCs. Hence, we do not discuss
technical details on realizing our proposed scheme at any specic hardware platform.
Instead, we develop a theoretical framework that stands as a generic methodology for
CDN energy saving.
Conventionally, in order to achieve optimal QoS performance in terms of end-to-end
delay and server response time, the CDN operator keeps all servers active regardless of
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user activity level. Hence, when an end-user generates a content request, it can always
be resolved to the nearest server available and experience desired QoS.
However, it is discussed in Chapter 1 that it is not necessary to keep all servers running
in a CDN when user activity is low. The reasons are that modern servers are not
energy proportional, and they consume signicant power when they are active and
idle [19, 21]. Moreover, regular diurnal user activity is observed in multiple content
distribution platforms [22, 23, 24]. Therefore, it is inferred that in order to achieve
desired energy saving in a CDN, it is insucient to rely on existing energy-saving
hardware technologies such as DVS and DVFS. The key lies in dynamic provisioning
of servers with respect to the uctuating request volume.
Despite the promising potential in CDN energy saving, putting servers to sleep modes
in a CDN has implications on multiple challenges.
First, requests are originally resolved to servers in a localized manner when all servers
are active. If a nearby server becomes unavailable due to sleeping, the request will
be resolved to a server that is further away. Under such a circumstance, increased
network distance implies higher end-to-end delay and higher bandwidth consumption
in the ISP network. Moreover, if a specic link's bandwidth consumption becomes too
high, it might become congested and causes the delay to be even higher. Therefore, the
trade-o between network delay and energy saving need to be maintained at a desired
level.
Second, given the same request volume in a CDN, the active servers' utilization will
increase after some servers are put to sleep. Since a server's response time is an in-
creasing function of its utilization, on one hand, if too many servers are put to sleep,
the remaining active servers will be overutilized and their response time will become
unacceptable for ecient content delivery. On the other hand, if too few servers are
put to sleep, the active servers will be underutilized, and the energy-saving gain will be
sub-optimal. Therefore, the number of sleeping servers needs to be carefully planned
to balance such trade-o.
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Figure 3.1: Working principle of proposed energy optimization scheme.
3.1 Energy Optimization Scheme Overview
We develop an optimization scheme that aims to minimize server energy consumption in
a cross-domain CDN. Specically, our scheme tries to put as many servers as possible to
sleep while subjecting to the following QoS constraints. First, it ensures that the active
servers' loads do not exceed their capabilities of resolving requests. Second, it guar-
antees that the network links are not congested by the extra bandwidth consumption
incurred by request redirection. Third, inter-domain request redirection is restricted.
Through these constraints, baseline assurances are provided for QoS performance in
terms of server response time and end-to-end delay.
Our proposed scheme's working principle is illustrated in Figure 3.1. The CDN in the
gure covers two ISP domains and have ve servers deployed at sites within proximity
to ve of the nine PoP nodes. During peak hours (Figure 3.1(a)), all servers are required
to resolve the high request volume. As a result, non of them can be put to sleep without
deteriorating QoS performance. In contrast, during o-peak hours (Figure 3.1(b)), two
out of the ve servers already have sucient service capability to handle the lower
request volume. Hence, it is illustrated in the gure that while three servers are put
to sleep, extra content trac is incurred in the underlying ISP networks due to server
sleeping.
50 Chapter 3. An Optimization Framework of CDN Server Energy Consumption
3.2 Problem Formulation
We model a set of servers S in the CDN. Each server i (i = 1; : : : ; jSj) has the capability
of resolving Ci requests per second. Next, we model the underlying ISP networks as
a uni-directional graph G = (V;E), where each vertex j (j = 1; : : : ; jV j) represents a
PoP node and each edge k (k = 1; : : : ; jEj) refers to a link between two PoP nodes.
Each PoP node j has incoming request volume of rj , which is averaged per second.
Note that set E contains both intra-domain and inter-domain links. Each link k is
assigned with a specic Internal Gateway Protocol (IGP) link weight, which is used by
ISP to determine intra-domain shortest paths between PoP nodes. The cost of a path
between any 2 nodes is the sum of the weight of all links along the path. Such path
computation subsequently determines physical routing of content trac mapped from
the CDN overlay.
For each link that is mapped to the CDN overlay, a proportion of the link bandwidth
capacity is leased by the ISP to the CDN overlay. Such virtual bandwidth capacity,
which is denoted as Bk for each link k, is used to support end-to-end content delivery.
The request volume that is resolved from each PoP j to each server i is denoted as xij ,
which is averaged per second. Hence, each server i's utilization ui is dened as:
ui ,
XjV j
j=1
xij
Ci
(i = 1 : : : jSj) (3.1)
Each server i's on/o status is represented by a binary variable i. Hence, the following
relationship between each server's utilization ui and its status i exists:
8>>><>>>:
0  ui  1; if i = 1
ui = 0; if i = 0
(i = 1; : : : ; jSj) (3.2)
Furthermore, each server i's power consumption Pi is dened as:
3.2. Problem Formulation 51
Pi ,
8>>><>>>:
Pidle +A  ui; if i = 1
Psleep; if i = 0
(i = 1; : : : ; jSj) (3.3)
where Pidle and Psleep refer to a server's power consumption when it is active-and-
idle and sleeping respectively, and A is a constant coecient. Note that we do not
explicitly model a server's power consumption when it is in transition between on/o
states, because for modern servers, once it is ready to be turned on or o, it can be
done within a few seconds [24]. Such time duration is negligible during daily CDN
operations.
Let ijk be a binary that denotes whether link k belongs to the path between server i
and PoP j. We dene each link k's utilization k as:
k ,
XjSj
i=1
XjV j
j=1
ijk xij
Bk
(k = 1 : : : jEj) (3.4)
We now formally specify the formulation of the server energy minimization problem
that we proposed. The notations used in the model are summarized in Table 3.1.
Problem (SVR-OPT): Given G = (V;E), r = (rj) 2 Z+, C = (Ci) 2 Z+, B = (Bj) 2
Z+ and  = (ijk ) 2 f0; 1g, nd x = (xij) 2 Z and  = (i) 2 f0; 1g such that1
min
xij ;i
jSjX
i=1
Pi (3.5)
subject to:
jSjX
i=1
xij = rj (j = 1; : : : ; jV j) (3.6)
0  ui  i (i = 1; : : : ; jSj) (3.7)
k 2 [0; 1] (k = 1; : : : ; jEj) (3.8)
xij(dij  D)  0 (i = 1; : : : ; jSj; j = 1; : : : ; jV j) (3.9)
1Z+ and Z represent the sets of positive and non-negative integers respectively.
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Table 3.1: List of Notations
Input
S Set of content servers
V Set of PoP nodes
E Set of network links
Ci Server i's capability of resolving requests (averaged per second)
Bk Link k's bandwidth capability
rj Incoming request volume at PoP node j (averaged per second)
ijk
Binary parameter, indicates whether link k is on the path
between server i and PoP node j
dij Distance between server i and PoP node j
D
Maximum allowed distance between any request's source PoP
and its designated server
Pidle Server power consumption when it is active-and-idle
Psleep Server power consumption when it is in sleep mode
A Constant parameter in server power consumption model
Output
i On/o status of server i
xij Request volume that is resolved from PoP j to server i
ui Utilization of server i
Pi Power consumption of server i
k Utilization of link k
Equation (3.5) is the objective function, which minimizes the aggregated server energy
consumption. Constraint (3.6) species that all incoming requests at all PoP nodes
must be fully resolved by one or more servers. Constraint (3.7) reects the relationship
between each server's on/o status and utilization in Equation (3.2). When a server
is o (sleeping), its utilization must be zero since it cannot resolve any request. When
a server is on, its utilization is restricted from exceeding 1.0 to avoid it from being
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overloaded. Constraint (3.8) limits each link from exceeding its bandwidth capabil-
ity. Constraint (3.9) sets the maximum distance that any request is allowed to travel
between its source PoP and its designated server.
Among the output variables, i indicates the on/o status of each server, and xij
determines the request volume that is resolved from each PoP to each server, which
reects the CDN operator's decision on request resolution with energy awareness. The
other three sets of variables (ui, Pi and k), which are calculated via them, imply the
model's energy-saving and QoS performance.
Note that our proposed model provides assurance on QoS performance in two aspects.
 Server response time: assured through Constraint (3.7), which prevents each
server from being overloaded.
 End-to-end delay: assured through Constraints (3.8) and (3.9). The former avoids
link congestion amid extra bandwidth consumption due to server sleeping, and
the latter restricts inter-domain content resolution and is able to enforce specic
end-to-end delay requirements.
3.3 Solving the Problem: a Special Ordered Set (SOS)
Approach
The denition of Pi in Equation (3.3), which is a linear discontinuous piecewise function
of ui and is non-convex, makes the problem (SVR-OPT) NP-hard. In order to solve its
optimal objective, we introduce a set of additional Special Ordered Set of type 1 (SOS1)
binary variables to the model, which is a common technique in reducing computational
complexity of optimization models containing linear piecewise constraints. We begin
by reviewing the denition of the SOS1 condition [102].
Denition 3.1 An ordered set of variables satises SOS1 if at most one of them can
take a strictly positive value, while all others being at 0.
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We now revisit the denition of Pi in Equation (3.3). Considering the relationship
between ui and i in Equation (3.2), its denition becomes:
Pi = f(ui) =
8<: Pidle +A  ui; if 0 < ui  1Psleep; if ui = 0 (i = 1; : : : ; jSj) (3.10)
Since there are two segments in f(ui), we introduce a set of 2 SOS1 (integer) variables
y1 and y2, each corresponding to a segment. We now transform Equation (3.10) into
the Mixed Integer Programming (MIP) below:
Pi = f(ui) =
2X
n=1
[n(cnan 1 + fn) + n(cnan + fn)] (3.11)
where
ui =
2X
n=1
(nan 1 + nan) (3.12)
2X
n=1
yn = 1 (3.13)
yn = n + n n 2 f1; 2g (3.14)
n  0; n  0 n 2 f1; 2g (3.15)
yn 2 f0; 1g n 2 f1; 2g (3.16)
First, we dene each SOS1 variable yn as the sum of two non-negative variables n
and n, which are not restricted to be integers. In Equation (3.11), each n refers to a
segment in Pi function. For each segment, we denote cn as its slope, an 1 and an as
its two end-points on x-axis (which is ui in this case), and fn as the value of f(ui) at
its left end-point. Specically, their values are as follows:
 Segment 1 (n = 1, ui = 0): a0 = 0, a1 = 0:001, f1 = Psleep, c1 = 0.
 Segment 2 (n = 2, ui 2 (0; 1]): a1 = 0:001, a2 = 1:0, f2 = Pidle, c2 = A.
where a1 represents the lowest utilization of an active server that is not idle, and we
consider 0.1% to be a reasonable value.
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Note that Equation (3.12) is not in conict with the denition of ui in Equation (3.1). In
contrast, it allows the optimal value of Pi to be found much quicker than in (SVR-OPT).
The reason is that given a set of (xij) in the search space, ui is rst calculated through
its denition in Equation (3.1). Afterwards, the values of n and n (n 2 f1; 2g) can
be directly calculated through Equation (3.12). Henceforth, Pi can be calculated by
substituting the calculated n and n into Equation (3.11).
Through the steps above, we have transformed (SVR-OPT) from a non-convex model
into a convex MIP model. According to [103], (SVR-OPT) and the reformulated
MIP model have the same optimal objective because Equation (3.10) is lower semi-
continuous. There are many software packages available (e.g., MATLAB, GAMS, IBM
CPLEX etc.) that can be used to solve convex MIP models, and in this case, we used
the IBM CPLEX software to solve our model [104].
3.4 Performance Evaluation
In this section, we evaluate the proposed energy optimization scheme's energy saving
and QoS performance. The key aspect that we are evaluating in this section is how
much energy usage can be saved by performing dynamic server provisioning in a CDN,
as well as the trade-o in QoS performance caused by server sleeping. Therefore, we
implemented an application-level CDN simulator in Java that is capable of modeling
CDN servers' energy usage and request resolution from PoP nodes to servers, which is
without the need and overhead of simulating packet-level network events. Specically,
we implemented two request resolution schemes - our proposed scheme SVR-OPT that
is realized with IBM CPLEX software's Java API, as well as the reference scheme that
is further described in Section 3.4.2.
3.4.1 Simulation Setup
3.4.1.1 Network Topology
We consider two interconnected network topologies, which are GEANT [93] (in Europe)
and Internet2 [94] (in US). There are 25 and 9 geographically distributed PoP nodes
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in these two networks respectively. Altogether, there are 55 network links with various
bandwidth capabilities, which include 50 intra-domain and 5 inter-domain links. Note
that we take each PoP's time zone into account, where Europe covers the time zones of
UTC to UTC+2, and US covers UTC-8 to UTC-5. Because of the diurnal user activity
at each PoP node, the dierence in PoP nodes' time zones need to be considered when
modeling request volumes.
3.4.1.2 Server Deployment Scenario
Based on our discussions in Section 1.1 at Page 1, we consider the following two server
deployment scenarios:
 Big-cluster - 9 servers are deployed in the CDN, among which 5 are in GEANT
and 4 are in Internet2. This scenario is adopted by CDN operators such as
LimeLight [1]. The specic number of servers is determined by factors including
overall number of PoPs and total population in each domain, which aect overall
peak-hour request volume, server capability and hence number of servers needed
[105, 29]. According to typical server deployment strategy in CDNs, these servers
are attached to the 9 PoPs that have the highest population in the two domains
[4].
 Highly-distributed - 34 servers are deployed in the CDN, and each of them
is attached to one of the PoP nodes. Such a scenario matches the deployment
strategy of Akamai (the largest global CDN operator) [37]. Under this scenario,
all end-users can experience localized content request resolution if energy saving is
not taken into account. Hence, we expect to gain more insights on the additional
network overhead incurred by server sleeping through this scenario.
3.4.1.3 Workload Information
We use the web trac trace from ClarkNet2 (an ISP covering Washington DC metro
area), which is very similar to other traces that appeared in recent publications [24,
2This trace is publicly available at the Internet Trac Archive [22].
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15, 92]. The trace covers 7 consecutive days and contains all content requests that
originated from Washington DC metro area during the period. The web content that
are requested in the ClarkNet trace are mostly small objects such as web pages with
sizes of around 1KB to 1MB. Note that in the ClarkNet trace, 49.7% of the content
objects are requested by more than once and are considered to be popular by us,
and they contribute to 99.1% of the total request volume. Due to such a heavy tail in
content popularity, we only consider the requests that are made for the popular content.
Request volumes are averaged over disjoint 1-hour periods.
The ClarkNet trace covers the Washington DC metro area only. In order to realistically
estimate the number of content requests across the 34 PoP nodes in Europe and US, we
adopt the following scaling-based approach. First, we assume that end-users at each
PoP node generate content requests in the same diurnal pattern as in the ClarkNet
trace. Such an assumption is based on observations on CDN user activities in the
literature, which shows that CDN users generate content requests in a similar fashion
[23, 24, 106]. Afterwards, we assign a scaling factor to each PoP node that is propor-
tional to its local population. Each PoP node's scaling factor is then applied to the
ClarkNet trace's hourly request volume, and the scaled trace is then used as the PoP
node's content request volume. Since a PoP node's population aects its user activity
[105], and population varies substantially among dierent PoP nodes, our approach will
ensure that the number of requests at each PoP is realistically estimated.
The resulted content request trace is shown in Figure 3.2. Note that we approximate
content request volume in Europe and US separately because of the 5-to-10-hour time
zone dierence between them. As a result, their peak and o-peak hours are experienced
at dierent time everyday, which needs to be taken into account when optimizing server
energy consumption at the two domains simultaneously.
3.4.1.4 Model Parameters
With respect to Table 3.1, the model's input parameters are specied as follows.
Each server i's request resolution capability is determined as below. Overall, we assume
an over-provisioning ratio of 1:1 in the CDN. Over-provisioning ratio refers to the ratio
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Figure 3.2: 7-day content request trace, derived from ClarkNet WWW server trace
[22].
of total provisioned server capacity over the required capacity to handle user requests
at peak hours. A ratio of 1:1 means that servers in each domain have the service
capabilities that exactly match peak user demand in that domain.
Based on the 1:1 over-provisioning setup, rst, after calculating each PoP's request
volume rj in Section 3.4.1.3, we calculate each domain's peak aggregated request vol-
ume. Next, we calculate the total provisioned server capability in each domain, which is
then evenly distributed among its servers. Under big-cluster deployment scenario, each
server in Europe and US has the capability of resolving 25939 and 32727 requests per
hour respectively. Under \highly-distributed" scenario, each server in Europe and US
has the request resolving capabilities of 5188 and 14546 requests per hour respectively.
Each link k's bandwidth capability is specied the same as its real capability in GEANT
and Internet2 networks' setup. When calculating bandwidth consumption incurred by
delivering requested content, we use the data of requested content objects' size as they
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appear in the ClarkNet trace.
When calculating ijk , i.e., whether link k belongs to the path between server i and PoP
j, we use Dijkstra's algorithm to calculate the shortest path between each server-PoP
pair. In the setup of GEANT and Internet2 networks, each link's IGP link weight is
proportional to its actual end-to-end delay [93, 94]. Hence, using Dijkstra's algorithm
enables us to calculate paths with the shortest latency, which is a key QoS metric of
CDN. The calculated shortest path between server i and PoP j is also used to calculate
dij through aggregating the link weights along the path.
The parameter D species the maximum network distance (in IGP link weight) that
any request is allowed to travel between its source PoP and its designated server. In
this study, it is set to 5000 to restrict inter-domain request resolution, because 5000
is the maximum network distance that is allowed in intra-domain request resolution
(according to the setup of GEANT and Internet2 networks).
In the server power consumption model (3.10), Pidle, Psleep and A are set to be 200
Watts, 5 Watts and 100 respectively according to [40, 89]. However, it is important to
note that by the term \server", we are referring to an abstraction of co-located server
clusters. Therefore, the three values here are only for the purpose of comparing our
scheme's energy consumption with the reference scheme (described below), and they
are not for accurately calculating each individual physical server's energy usage. Hence,
the energy consumption gures are normalized during performance evaluation.
3.4.2 Reference Scheme
The reference scheme we use is called Min-BW (short for \minimal bandwidth"),
which is based on [29], and it is used to evaluate our proposed scheme SVR-OPT's
(short for server optimization) energy-saving and QoS performance. Specically, Min-
BW is an optimization scheme with the objective of minimizing bandwidth consumption
in a CDN, but it does not take into account energy awareness. The reason we choose
Min-BW as our reference scheme is that at the time of our work, there was no other
similar CDN energy saving scheme that we can compare our work with. Therefore,
by comparing with Min-BW, we are able to show the potential energy saving that can
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be achieved by dynamically provisioning servers in CDNs as compared to conventional
QoS-oriented CDN management schemes.
We make a few modications to the original model in [29] to match our simulation
setup. First, we allow content requests from a PoP node to be resolved by multiple
servers, which is restricted in [29]. Second, we take two server deployment scenarios as
inputs, instead of performing simulations under various server numbers and placement
strategies.
3.4.3 Performance Metrics
We evaluate the following performance metrics:
1) Energy-saving performance
 Server energy consumption (in kWh).
 Number of servers that are put to sleep
2) QoS performance
 Link utilization (in %)
 End-to-end delay (in ms).
3.4.4 Simulation Results
3.4.4.1 Energy-Saving Performance Results
In Figures 3.3 and 3.4, we show the overall server energy consumption per hour under
big-cluster and highly-distributed scenarios respectively. It is directly observed that
SVR-OPT was able to achieve signicant energy-saving gain over Min-BW, whose 99.7-
percentile results were analyzed in Figure 3.5. Specically, under big-cluster scenario,
SVR-OPT's energy-saving gain over Min-BW had a median of 34.9% and was up to
47%. Under highly-distributed scenario, SVR-OPT's gain had a median of 39.2% and
was up to 61.2%. There are two key observations regarding the energy saving results.
3.4. Performance Evaluation 61
24 48 72 96 120 144 168
0.5
1
1.5
2
2.5
3
Hour
E
n
e
rg
y
 c
o
n
s
u
m
p
ti
o
n
 (
k
W
h
)
SVR−OPT Min−BW
Figure 3.3: Server energy consumption per hour: big-cluster scenario.
First, SVR-OPT's energy-saving gain was limited (7.3% at its lowest under both sce-
narios) during peak hours every day. The reason is that due to the 1:1 over-provisioning
setup, all servers were required to be active and resolving content requests. As a result,
there was limited margin for server sleeping, which aected SVR-OPT's energy-saving
performance. In contrast, more energy was saved during o-peak hours.
Second, SVR-OPT was able to save more energy under highly-distributed scenario
than under big-cluster scenario. This was mainly caused by the gap between a server's
active-and-idle and sleeping power consumption. Under highly-distributed scenario,
there were more servers deployed than under big-cluster scenario. Hence, given the
same request volume, highly-distributed scenario saw more servers becoming idle and
going to sleep during o-peak hours, and more energy was saved as a result.
Besides energy saving, we also examined that under the uctuating request volume
during the trace, how many servers were put to sleep by SVR-OPT. The results under
big-cluster and highly-distributed scenarios are shown in Tables 3.2 and 3.3 respectively.
Under big-cluster scenario, for 50% of the time during the 7-day trace, SVR-OPT was
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Figure 3.5: SVR-OPT's energy-saving gain over Min-BW (99.7-percentile) under big-
cluster and highly-distributed scenarios.
3.4. Performance Evaluation 63
Table 3.2: Number of Servers that SVR-OPT Puts to Sleep: Big-Cluster Scenario
Number of Servers in
Sleep Mode (9 in total)
% of Time during
the 7-Day Trace
7 - 9 0%
6 3.3%
5 13.8%
4 32.9%
3 17.1%
2 22.4%
0 - 1 10.5%
Table 3.3: Number of Servers that SVR-OPT Puts to Sleep: Highly-Distributed Sce-
nario
Number of Servers in
Sleep Mode (34 in total)
% of Time during
the 7-Day Trace
25 - 34 0%
21 - 24 16.2%
17 - 20 29.9%
13 - 16 18.1%
9 - 12 19.6%
4 - 8 16.2%
0 - 3 0%
able to put at least 4 out of the 9 servers to sleep. Furthermore, for 89.5% of the
time, at least 2 servers were put to sleep. Under highly-distributed scenario, SVR-
OPT was able to put at least half of the 34 servers to sleep during 46.1% of the time.
Moreover, throughout the entire 7-day period, at least 4 servers were put to sleep by
SVR-OPT. These results complemented the earlier observations that SVR-OPT was
able to dynamically provision servers in a CDN and achieve signicant energy saving.
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3.4.4.2 QoS Performance Results
We now compare the QoS performance of SVR-OPT and Min-BW. As described in
Section 3.4.3, we use the metrics of link utilization and end-to-end delay that is experi-
enced by content requests. During the 7-day trace (Figure 3.2), we chose four snapshot
scenarios that are representative in terms of request volume uctuation among the two
domains, and they are listed in Table 3.4. With respect to these four scenarios, the
results on link utilization and end-to-end delay are plotted as follows.
First, we plot the link utilization results under big-cluster and highly-distributed sce-
narios in Figures 3.6 and 3.7 respectively. Note that in order to provide side-by-side
comparison on SVR-OPT and Min-BW, the link utilization results were sorted in as-
cending order before they were plotted. It is directly observed that although SVR-OPT
saw higher link utilization than Min-BW due to the extra content trac that is incurred
by server sleeping, it did not violate any link's bandwidth capability. Since we enforced
the constraint on link bandwidth capability in Equation (3.8), link congestion was ef-
fectively avoided despite the extra content trac. This provided baseline assurance on
QoS performance in terms of end-to-end delay.
Next, we plot the 99.7-percentile end-to-end delay results under big-cluster and highly-
distributed scenarios in Figures 3.8 and 3.9 respectively.
It is observed that the median of Min-BW's results were close to 0 ms under all scenar-
ios, which was due to localized request resolution. The median of SVR-OPT's results
were in the range of 20 to 35 ms and was suitable for most delay-sensitive web applica-
Table 3.4: Representative Snapshot Scenarios
Scenario
Hour within
the Trace
User Activity Level (% of Peak)
Europe US
#1 41 O-Peak (38.5%) Peak (75.8%)
#2 52 Peak (92%) O-Peak (33.2%)
#3 70 O-Peak (33.5%) O-Peak (46.6%)
#4 105 Peak (79.2%) Peak (84%)
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Figure 3.6: Link utilization (sorted): big-cluster scenario. (a) Snapshot #1. (b) Snap-
shot #2. (c) Snapshot #3. (d) Snapshot #4.
tions [28, 92]. Regarding the worst-case results, Min-BW's results were around 60 ms
and SVR-OPT's were around 120 to 140 ms. Although SVR-OPT saw higher worst-
case results, they were still acceptable for typical real-time web applications [107, 108].
SVR-OPT's desired end-to-end delay results above were due to its restriction on inter-
domain request resolution amid server sleeping, which avoided inter-domain links that
have longer latency.
Overall, SVR-OPT's QoS performance was assured in two aspects. First, through lim-
iting each network link's utilization with respect to its bandwidth capability, SVR-OPT
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Figure 3.7: Link utilization (sorted): highly-distributed scenario. (a) Snapshot #1. (b)
Snapshot #2. (c) Snapshot #3. (d) Snapshot #4.
avoided network congestion and provided baseline assurance on its QoS performance
(Figures 3.6 and 3.7). Second, through restricting inter-domain request resolution and
limiting the maximum network distance that are traveled by requests, a further assur-
ance on end-to-end delay was enforced (Figures 3.8 and 3.9). Henceforth, SVR-OPT's
energy-QoS trade-o was well balanced.
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Figure 3.8: End-to-end delay experienced by content requests (99.7-percentile): big-
cluster scenario. (a) Snapshot #1. (b) Snapshot #2. (c) Snapshot #3. (d) Snapshot
#4.
3.5 Summary
In this chapter, we have developed an optimization framework that aims to minimize
server energy consumption in CDNs that cover multiple ISP domains. Instead of as-
suming any specic server hardware type, we used the term \server" as an abstraction
of any entity that is able to resolve content requests and co-locates at common sites.
Henceforth, we developed a theoretical framework of dynamic server provisioning that
can be used as a generic methodology for CDN energy saving.
We began by discussing the background on conventional QoS-oriented CDN request
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Figure 3.9: End-to-end delay experienced by content requests (99.7-percentile): highly-
distributed scenario. (a) Snapshot #1. (b) Snapshot #2. (c) Snapshot #3. (d)
Snapshot #4.
resolution strategy, as well as why such a strategy would consume energy unnecessarily.
After showing that dynamic server provisioning is a promising approach, we described
the technical challenges on putting servers to sleep in a CDN. Specically, the challenges
lie in the trade-o between energy saving and QoS performance in terms of server
response time and network end-to-end delay.
We then described the working principles of our optimization scheme with the illustra-
tion of Figure 3.1. Specically, we showed that after the CDN operator puts a subset
of servers to sleep, how the request resolution strategy will change in the CDN overlay
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and how the content trac will change in the underlying ISP networks.
Next, we presented the formulation of our energy optimization model (SVR-OPT). Each
server's power consumption was modeled as a discontinuous linear piecewise function
since modern servers are not power proportional, which rendered the model nonlinear.
The model subjected to the constraints of servers' and links' load capabilities, as well
as restriction on inter-domain content request resolution. In order to solve the problem
eciently, we introduced a set of SOS1 variables to re-formulate the model into a convex
MIP. We used the IBM ILOG CPLEX software to solve the model's optimal objective.
We then evaluated SVR-OPT's energy-saving and QoS performance with respect to
a reference scheme, Min-BW, which aims to optimize CDN bandwidth consumption
without energy awareness. The two schemes were compared under real network topol-
ogy (GEANT and Internet2) and realistic workload trace. We considered two dierent
server deployment scenarios, i.e., big-cluster and highly-distributed scenarios. SVR-
OPT showed an energy saving of up to 47% and 61.2% with medians of 34.9% and
39.2% under big-cluster and highly-distributed scenarios respectively. Furthermore,
SVR-OPT displayed well-balanced trade-o in its QoS performance, where its end-to-
end delay results met the requirements of typical real-time web applications.
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Chapter 4
A Novel Energy-Aware CDN
Management System
In this chapter, we propose the design of an energy-aware CDN management system
from a practical perspective, which was the rst in literature at the time of our work. We
begin by describing the management strategy and working principles of our proposed
system. We then present the design of our energy-aware management system in the
context of a typical CDN architecture. Next, we develop a heuristic algorithm that can
be used by CDN operators to quickly make decisions on energy-aware request resolution
and on/o status of servers and DCs. After discussing their practicality considerations,
their energy-saving and QoS performance is evaluated.
In a CDN that covers multiple ISP domains, the CDN operator deploys multiple server
clusters that co-locate at geographically-distributed DC sites, which are located within
proximity to some PoP nodes. Web content is replicated at these DCs, so that web
content can be delivered to end-users in a localized manner with reduced end-to-end
delay and improved service availability. In order to meet end-users' QoS requirements
through delivering requested content objects, CDN operators typically keep all DCs
and their servers up and running, even during o-peak hours when user activity is
lower.
In Chapter 3, we have developed an optimization framework that saves CDN energy
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usage through dynamic server provisioning. Although the results were promising, when
modeling energy consumption and on/o status reconguration of servers, our frame-
work abstracted each DC (containing one or more server clusters) as a single \server"
entity. In this chapter, we model CDN energy consumption in a more realistic manner.
Specically, we model and manage energy consumption of DCs in a CDN. Currently,
there are two major research directions in the literature of DC energy saving:
 Server energy management: there are many works that perform dynamic pro-
visioning on servers within individual DCs, which have been surveyed in Chapter
2. Currently, the strategy of dynamic server provisioning is commonly applied in
CDN energy saving schemes.
 Cooling system energy management: schemes that manage energy consump-
tion of cooling systems within individual DCs are proposed [109, 110, 35, 34],
which aim to dynamically adjust cooling system's energy consumption with re-
spect to the DC's utilization.
However, most existing schemes that manage DC energy consumption focused on man-
aging servers or cooling systems separately. Since servers and cooling system each con-
tribute approximately half to a DC's overall energy consumption [111, 13, 16, 17], in
order to holistically maximize CDN energy saving, we propose an energy management
system that reduces energy consumption of servers and cooling systems simultaneously
among DCs in a CDN.
In order to jointly reduce server and cooling energy consumption among DCs in a CDN,
we perform dynamic provisioning at both intra-DC and inter-DC levels as follows.
First, within each individual DC, we concentrate its load to fewer servers, so that the
remaining idle servers can be put to sleep. Second, among multiple DCs, the CDN
operator resolves requests to fewer DCs in a concentrated fashion, so that some DCs do
not have any request mapped to them and can be entirely put to sleep. Such a strategy
is based on the fact that in an active DC, a cooling system consumes around 40% of
its peak power consumption when it is idle [112]. In contrast, if a DC is entirely put to
sleep, its cooling system's power consumption will become zero [92]. Therefore, during
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o-peak hours, it is likely that carefully-planned DC sleeping can produce substantial
energy-saving gain over existing schemes that perform dynamic provisioning on servers
only.
Despite the promising potential, there are distinct challenges associated with the energy-
saving strategy above. Specically, when performing server and DC sleeping in a CDN,
the trade-o between end-to-end QoS performance and energy-saving gain must be well
balanced in the following four aspects.
First, within an individual DC, after its load is concentrated to fewer servers and the
idle servers are put to sleep, the remaining active servers' utilization will increase. In
Chapter 3, we have set constraint on each server's utilization to avoid it from being
overloaded, and this provided baseline assurance that server response time will not
deteriorate. However, stronger guarantee may be required by some web services that
are more performance demanding.
Second, after a DC is entirely put to sleep1, the requests that were originally being
resolved to it need to be handled by an alternative DC, which is probably at a further
remote site. Specically, in a cross-domain CDN, this might lead to inter-domain
request redirection which would cause poorer service availability and end-to-end delay.
In Chapter 3, we have restricted inter-domain request resolution to provide a baseline
assurance on end-to-end delay. However, some delay-sensitive web services may require
stronger guarantee in end-to-end delay.
Third, when putting servers and DCs to sleep in a CDN, it is crucial that ongoing con-
tent delivery sessions are not disrupted. The implications of this are threefold. When
some servers within a DC are put to sleep, their ongoing sessions must be seamlessly
transferred to other active servers in the same DC. Also, before a DC entirely goes
to sleep, its ongoing content delivery sessions should be either nished or seamlessly
handed over to another DC without being interrupted. Furthermore, after a DC goes
to sleep, no new requests should be resolved to it until it becomes active again. Strate-
gic planning on request resolution, as well as collaborations among components in the
1In the remainder of this chapter, when we write \a DC is entirely put to sleep", we imply that all
components in the DC are put to sleep.
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CDN management system, are required to ensure uninterrupted content delivery and
handover at both intra-DC and inter-DC levels.
Fourth, although it is a common practice to perform dynamic server provisioning to
save energy, too frequent on/o state transitions can cause excessive wear-and-tear on
server hardware and aect their lifetime. Moreover, although putting DCs to sleep is not
uncommon for e.g., maintenance, it is a novel technique to be applied for energy saving
purpose. In practice, putting a DC to sleep is a complicated procedure and requires a
comprehensive checklist to be followed, which takes approximately 30 minutes or less
depending on the DC's architecture [25]. Therefore, it is unlikely that a DC can be
put to sleep or waken up frequently. Decisions on whether and when to put any DC
to sleep need to be made beforehand, so that other CDN system components can be
notied and make decisions on request resolution accordingly.
4.1 Proposed Energy-Aware CDN Management System
4.1.1 Working Principles
We consider large-scale CDN infrastructures that cover multiple autonomous ISP do-
mains. Each domain contains a set of PoP nodes where local end-users initiate requests
for web content objects. Each content request is resolved by the CDN overlay to a des-
ignated DC with respect to specic policies. Conventionally, without energy awareness,
each request is resolved to a local or nearby DC for improved QoS in terms of delay and
service availability [4]. When the request arrives at its designated DC, it is normally
delegated to a content server in the DC with respect to load balancing policies such as
round-robin to prevent servers from being overloaded [24]. These practices are typically
enforced via an overlay control plane in a centralized manner by the CDN operator [37].
In order to optimize service availability and user-experienced latency, CDN operators
normally keep all DCs and servers up and running [26]. Such a practice may lead to
signicant waste in energy during o-peak hours. The reasons are the following:
 From each PoP node's perspective, its local end-users' request volume generally
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follows a diurnal pattern every day, which is usually very low during the period
between midnight and early morning [22, 23, 24]. Therefore, for each DC that
covers nearby PoP nodes, a subset of its servers is already sucient to serve all
content requests during o-peak hours.
 From a CDN's perspective, the ISP domains that are covered are geographically
distributed in multiple time zones. Considering the daily uctuation in each
PoP's user activity, it is unlikely that all PoPs in a CDN experience peak request
volume simultaneously. Henceforth, it is inferred that in a cross-domain CDN, it
is likely that o-peak user activity is present at one or more of all ISP domains.
At those domains, a subset of all DCs will be sucient to resolve all requests.
Based on the two reasons above, our proposed system performs dynamic provisioning
at both intra-DC and inter-DC levels to realize energy awareness. Furthermore, the
decisions on server and DC sleeping need to be coordinated with CDN operator's request
resolution policy, so that any incoming request is not resolved to a sleeping DC or
server. Request resolution in a CDN takes place at two levels, i.e., from its source
PoP to its designated DC (PoP-to-DC), and delegation to a suitable server within its
designated DC (DC-to-server). In our proposed CDN management system, we realize
energy awareness through both levels of dynamic provisioning and both stages of request
resolution.
First, at inter-DC level, dynamic DC provisioning and energy-aware PoP-to-DC request
resolution have been illustrated in Figure 3.1. The strategy is that when user demand is
low during o-peak hours, a subset of DCs already have sucient capability to handle
all requests in their own respective domains. Under this circumstance, some DCs can
be entirely put to sleep without aecting service availability. Meanwhile, the incoming
content requests are resolved to the subset of DCs that are active.
Second, at intra-DC level, dynamic server provisioning and energy-aware DC-to-server
request resolution have been illustrated in Figure 2.1. The strategy is to concentrate
DC loads to as few servers as possible while subjecting to their utilization limits, and
to put the idle servers to sleep.
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In order to assure QoS performance while performing the two-level dynamic provision-
ing operations, a number of approaches are employed and are described in the following
subsection.
4.1.2 Assurance on QoS Performance
We adopt the following approaches to tackle the trade-o between energy-saving gain
and QoS performance in terms of server response time and end-to-end delay.
Server response time is assured through the following approaches. First, baseline
assurance is provided by preventing each server and each DC from overloading, i.e.,
exceeding its requesting handling capability. Furthermore, in order to accommodate
stricter response time requirements of delay-sensitive applications, our system enables
the CDN operator to set a maximum-allowed server utilization threshold for each DC.
For example, we consider a typical server that handles 10 requests per second [113].
Assuming the arrivals of content requests are Poisson, according to Little's Law, the
server response time can be calculated by 1=(1   ) where  and  are the server's
request handling capability and utilization respectively. Hence, a server whose utiliza-
tion is 50% or 90% has a respone time of 0.5 or 1 second respectively. In our proposed
system, the CDN operator is able to set dierent limits on server utilization to meet
dierent applications' response time requirements.
End-to-end delay is assured by the strategies below. First, baseline assurance is
provided by preventing each network link from exceeding its bandwidth capability, so
that link congestion is avoided. Second, in order to avoid deteriorated end-to-end delay
caused by inter-domain request resolution, each content request must be resolved to a
DC in the same domain as its source PoP node. This implies that at least one DC needs
to be active in each domain. Third, since a request's end-to-end delay is approximately
linearly proportional to the network distance that it travels [83], our system allows CDN
operator to specify a maximum-allowed distance between a request's source PoP node
and its designated DC. For example, a network distance of 300 or 500 km indicates a
latency of 10-15 ms or 20 ms respectively [92]. Typical real-time web applications (e.g.,
video conferencing) require an end-to-end delay of up to 150 ms, which corresponds
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to a network distance of up to approximately 3750 km [107, 108, 28]. Henceforth, our
proposed system is able to specify a variety of network distance limits with respect to
dierent web application's requirements.
Furthermore, in order to avoid excessive wear-and-tear on server hardware and impact
on server and DC lifetime that are caused by on/o state transitions, we adopt the
following strategies. First, regarding each server within any DC, we limit the frequency
of its on/o state transition to maximum once per day. Second, regarding each DC,
the frequency that it is put to sleep is also limited to up to once every 24-hour period.
Note that these constraints are based on regular pattern in diurnal user activity every
day. Should request volume increase unexpectedly, some sleeping servers or DCs will
still be turned on when necessary to accommodate the increased number of content
requests.
4.1.3 System Components
In this subsection, we present the system-level design of our proposed energy-aware
CDN management system in the context of a typical CDN architecture, including each
functional block's responsibilities and how they work as a whole system. Our discussions
are based on the architecture of Akamai networks, which is currently the largest CDN in
the world [37]. However, our system design does not rely on any specic functionality in
Akamai network, and can be applied to any modern CDN infrastructure that performs
management in a centralized manner.
Data Collection and Analysis (DCA) system is responsible for continuous moni-
toring of DC and server status, as well as collection of real-time data indicating health
status (e.g., on/o status and utilization level) of servers, DCs and overlay network
links [114]. These information are fed by distributed systems of Monitoring Agents
(MAs), which perform pings, traceroutes etc. to monitor real-time CDN system com-
ponents' availability and health status, as well as network latency and loss rates. DCA
system's responsibilities also include collecting logs for e.g., historical reporting and
billing purposes, as well as analyzing and reporting the logs to CDN operators.
Mapping and Scoring (MS) system is the \information collection" part of a CDN's
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Figure 4.1: System-level design of proposed energy-aware CDN management system.
request mapping system. Its responsibilities involve creating an up-to-date Internet
topology map including network connectivity, latency and loss information, as well as
health status of CDN system components such as DCs and servers. This is done through
collecting both historic and real-time information from DCA system. MS system up-
dates such a map on a regular basis, so that any change in Internet topology, per-
formance or server/DC health status are reported immediately to the decision-making
parts of the CDN's request mapping system (described below).
Energy-Aware Analysis (EAA) and Real-Time Mapping (RTM) systems are
the key components in realizing energy awareness in our proposed system. Specically,
EAA system takes as input the following real-time information from MS system:
 Internet topology and connectivity
 Health status (on/o status and utilization level) of DCs and servers
 Incoming request volume from each PoP node
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 CDN operator's settings on QoS requirements, such as maximum-allowed end-to-
end delay and server response time
Taking these information into account, EAA system uses its energy-aware algorithm
(which is described in Section 4.2) to make decisions on the following aspects:
 On/o status of each DC and server
 Request resolution of content requests (i.e., designated DC of each incoming
request)
RTM system is responsible for request resolution at both PoP-to-DC and DC-to-server
levels. First, at PoP-to-DC level, RTM system takes the decisions from EAA system
as input to determine which DCs that content requests should be resolved to2. It then
issues request resolution instructions to geographically distributed Domain Name
System (DNS) servers, which directs end-users' requests to their designated DCs.
Second, at DC-to-server level, a RTM subsystem is distributed at each DC. It delegates
each content request to a suitable active server subject to CDN operator's setting on
maximum-allowed server utilization, so that no server is overloaded. Note that each
DC's RTM subsystem is aware of EAA system's decision on each server's on/o status,
so it will not delegate any request to a server that is or will be sleeping.
Energy-Aware Server Controller (EASC) system controls the on/o state recon-
guration of servers and DCs, whose decisions are inputted from RTM system. EASC
system's operations are twofold. First, regarding DC sleeping/awakening, it directly
sends corresponding instructions to each DC in a centralized manner. Second, regarding
on/o reconguration of servers within each DC, an EASC subsystem is distributed in
each DC. Each EASC subsystem takes as input decisions on server sleeping/awakening
from the DC's RTM subsystem, and performs wake-up or put-to-sleep operations ac-
cordingly.
It is worth noting that if a DC is instructed by EASC system to go to sleep, it does
not go to sleep immediately. Instead, it must become idle before it is actually turned
2In a conventional CDN without energy awareness (without EAA system), RTM system typically
resolves each request to its nearest available DC.
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o, which is realized in the following aspects. First, as described in Section 4.1.4, the
DCs' going-to-sleep status is forwarded by EAA system to RTM system, where it is
then disseminated to DNS servers that are distributed throughout the CDN. Hence,
the DNS servers with updated information ensures that new incoming requests will not
be resolved to this DC.
Second, regarding the DC's ongoing content delivery sessions, there are two options. It
can either wait for them to nish, or redirect them to alternative DCs while subjecting
to specic principles, e.g., redirecting to the next-closest available DC. The former
option is suitable for short-term content delivery such as webpages, images etc, and
the latter option is better when a larger content (e.g., video) is being delivered to an
end-user. Specically, in order to transfer an ongoing content delivery session to a
dierent DC on-the-y, the sleeping DC can send an instruction via the CDN overlay
to the alternative DC, which tells it to continue sending the content on the sleeping
DC's behalf. The sleeping DC will only disconnect the ongoing session after a new
session has been established between end-user and the alternative DC. Hence, no service
disruption will be experienced by end-user since the new DC has already taken over
when the previous session is disconnected.
In the proposed system, most information and messages that system components (in-
cluding MA, DCA, MS, EAA, RTM, DNS and EASC systems) send to each other are
disseminated throughCommunications and Control System (CCS). For example,
it is responsible of disseminating real-time monitoring updates of Internet connectivity
and DC/server health status from distributed MA systems to DCA system for archiving
and analysis. Another example is it forwarding EAA system's decisions on energy-aware
request resolution and DCs' and servers' on/o state reconguration to RTM system,
which is then forwarded to DNS and EASC systems.
So far, we have described the functionalities of all key components of our proposed
energy-aware CDN management system. We have also illustrated how the two systems
that we proposed, i.e., EAA and EASC systems, can be seamlessly integrated into a
modern CDN infrastructure. In the next subsection, we discuss in details how these
components interact with each other in an operational CDN environment.
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4.1.4 Working as a Whole System
Recall that MS system updates its knowledge on Internet connectivity, latency, as well
as servers' and DCs' health status on a regular basis. Every time such an update takes
place, a sequence of events takes place as follows, which are illustrated in Figure 4.2.
1. MA systems that are distributed in the CDN report real-time monitoring infor-
mation to DCA system, which covers Internet latency and loss rates, as well as
CDN system components' availability and health status.
2. DCA system collects and summarizes the monitoring data reported from all MA
systems. Then, it forwards the compiled information to MS system, where a map
containing up-to-date information on Internet topology and CDN components
(servers, DCs etc.) is created.
3. MS system disseminates the updated information to EAA system, where they
are taken as input to an algorithm to make energy-aware decisions on request
resolution and on/o status of each DC and server.
4. EAA system forwards its decisions above to RTM system and each DC's RTM sub-
system. RTM system issues instructions to distributed DNS servers, so that they
can direct incoming content requests to their updated designated DCs. Mean-
while, at each DC, its RTM subsystem delegates the DC's incoming requests to
one of the active servers. Such delegation subjects to CDN operator's setting on
maximum server utilization, so that response time requirements are met.
5. EAA system forwards the decisions on each DC's and servers' on/o status to
EASC system, where they are forwarded to each DC's EASC subsystem.
6. If any DC needs to be put to sleep or waken up, EASC system sends a correspond-
ing instruction to that DC directly. Meanwhile, at each DC, its EASC subsystem
recongure its servers' on/o status with respect to its received instructions.
7. At this point, updated request resolution scheme and on/o status of DCs and
servers have been propagated to related CDN system components.
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Figure 4.2: Message sequence diagram of the periodic update process
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4.2 Energy-Aware Request Resolution Algorithm
In this section, we develop a heuristic algorithm that can be used by EAA system to
make energy-aware decisions on request resolution and each DC's on/o status. The
algorithm is named Min-DC-LD (where LD stands for local domain).
As its name suggests, Min-DC-LD not only aims to minimize the number of active DCs
in a CDN, but also resolves requests within their local domain only. Such strategies
are realized through performing dynamic provisioning at intra-DC and inter-DC levels
within each ISP domain, which subject to constraints on server utilization and network
distance for QoS assurance.
Min-DC-LD has two stages. In the rst stage, content requests are resolved to their
nearest available DCs in a localized manner, where a DC is considered available if it
has sucient request handling capability. Meanwhile, within each DC, idle servers are
put to sleep while subjecting to the constraint on maximum server utilization. In the
second stage, it utilizes the rst stage's output to perform load unbalancing among DCs
in each domain through redirecting the initially mapped requests to alternative local-
domain DCs. Hence, some DCs would become idle and have the opportunity to be put
to sleep. Such load unbalancing operations are performed with respect to constraints
on server utilization and distance traveled by requests, so that QoS requirements in
end-to-end delay and server response time are met.
Before presenting Min-DC-LD, we rst introduce procedure Map-to-Best-DC, which is
called by both stages of Min-DC-LD. Basically, it is a greedy heuristic algorithm that
resolves rj incoming requests at a given PoP j to DCs while subjecting to the following
constraints. First, each request's designated DC must be within the same ISP domain
as its source PoP j, and their distance must be smaller than max dist. Second, each
DC's utilization must be lower than max util. As discussed earlier in this chapter,
these two constraints eectively assure QoS performance in terms of server response
time and end-to-end delay. The procedure terminates when all given rj requests are
resolved by one or more DCs, which ensures 100% service availability. It runs in O(m)
time complexity where m is the total number of DCs.
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Procedure Map-to-Best-DC(j, rj , max dist, max util)
Input: j: PoP node
rj : incoming request volume at j
max dist: maximum-allowed distance between a request's source PoP
and its designated DC
max util: maximum-allowed server utilization
Output: (xij) 2 Z: request volume mapped from PoP j to each DC i
1: begin
2: repeat through each DC i in PoP j's local domain
3: identify DC i that is unvisited and closest to j
4: if DC i is available and the distance between DC i and PoP j < max dist then
5: subject to map DC i's capacity and max util:
6: resolve rj to i and denote mapped request volume as xij
7: rj  rj   xij
8: end if
9: mark DC i as visited
10: until rj == 0
11: end
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Algorithm 4-1 Min-DC-LD
Input: set of PoP nodes j, j = 1; : : : ; n
r = (rj) 2 R+: set of request volume at PoP j
Output: X = (xij) 2 Z: request volume mapped from each PoP j to each DC i
1: begin
// Stage 1
2: repeat through each PoP node j (j = 1; : : : ; n)
3: call Map-to-Best-DC(j, rj , max dist, max util)
4: until all PoP nodes have been visited
// Stage 2
5: repeat through each DC i (i = 1; : : : ;m)
6: identify DC i that is active, lowest-utilized and unvisited
// Lines 7-16: try to redirect DC i's current load to alternative DCs
7: for all PoP node j that currently has xij requests mapped to DC i do
8: repeat through each DC i0 (except i)
9: identify DC i0 that is closest to PoP j, and meetsmax dist andmax util
10: try to redirect as many requests as possible to DC i0
(subject to its max dist and max util)
11: if successful then
12: redirect x0ij requests (x
0
ij  xij) to DC i0
13: xij  xij   x0ij
14: end if
15: until all DCs have been iterated
16: end for
17: if xij == 0 for all PoP j that had requests mapped to DC i then
18: mark DC i to be eligible for sleeping
19: else keep DC i active
20: end if
21: mark DC i as visited
22: until all DCs have been visited
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In the rst stage, Min-DC-LD iterates through each PoP node j, and resolves its
incoming request volume rj to its nearest available DCs by calling procedure Map-
to-Best-DC. During this stage, the constraints of max dist and max util are enforced
for QoS assurance on end-to-end delay and server response time. This stage produces
localized request resolution from each PoP to each DC, which are used as inputs to the
second stage. Its time complexity is O(mn) where m and n are the total number of
DCs and PoP nodes respectively, because Map-to-Best-DC procedure (which is O(m))
is called for up to n times.
In the second stage, Min-DC-LD iterates through each DC i to perform the following
check. For any PoP node that has its requests resolved to DC i in stage 1, stage 2 tries
to redirect these requests to alternative DCs while subjecting to their max dist and
max util constraints (lines 7 to 16 in Algorithm 4-1). Such an action is performed to
unbalance loads among DCs, so that opportunities for putting entire DCs to sleep can
be created. If all of DC i's original load can be ooaded to other DCs, it is marked to
be eligible to go to sleep. Otherwise, it must remain active. Regarding this stage's time
complexity, within each of m iterations in line 5: line 6 takes O(m) time for sorting
operation; line 7-16 takes O(mn) time as each of n iterations takes O(m) time due to
line 8 and 9's sorting operations; lines 11, 12, 13, 17 and 18 all runs in O(1) time.
Hence, this stage runs in O(m2n) time complexity. Note that after a DC is marked
as eligible for sleeping by this stage, it does not go to sleep immediately. Instead, it
becomes idle through either waiting for existing sessions to nish or handing them over
to other DCs through the strategies described earlier in Section 4.1.3.
It is worth noting that Min-DC-LD requires as input the incoming request volume at
each PoP node, which needs to be accurately predicted based on historical monitoring
results (produced by DCA system) in a CDN. In practice, user activity in a CDN
follows a regular diurnal pattern for most of the time [115, 23, 24, 22]. Hence, in the
literature of CDN management, incoming request volume is commonly modeled with
queuing theory [10, 113]. More simplied modeling approaches like moving average
algorithm have also been employed in the literature [24]. Therefore, in this chapter, we
do not assume any specic load prediction technique, and assume that request volume
is already predicted and provided as input.
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It is worth emphasizing that as Min-DC-LD performs load unbalancing among DCs,
dynamic server provisioning is also performed within each DC. Under this circumstance,
some ongoing content delivery sessions may be redirected on-the-y to a dierent server
within the same DC. Such redirection operations can be performed seamlessly by DCs'
internal load balancing mechanism, which instructs an active server to handle content
requests on behalf of the server that is going to sleep. Such a technique is readily
available and is widely adopted in modern DCs [37].
4.3 Practicality Considerations on Dynamic Server and
DC Provisioning
In this section, we discuss some key practicality issues of realizing dynamic provisioning
on servers and DCs in modern CDN infrastructures. When performing these energy-
saving operations, CDN operators often have the concerns of whether provisioning
fewer active servers and DCs will deteriorate CDN performance, which is crucial in
the CDN industry. Specically, the concerns involve the overhead and complexity of
powering on/o servers and DCs in terms of operational costs and the trade-o in
user-experienced QoS.
First, dynamic server provisioning has already become a common practice in energy
ecient DCs. Modern servers with industry-standard energy eciency can be turned
on/o within a few minutes [24]. However, there are a number of issues that need
attention. Firstly, in order to cope with unexpected increase in user demand, it is
common for DC operators to keep a small pool of idle servers active in the DC. Another
option is capping each server's utilization, so that when user demand suddenly increases,
the servers can temporarily absorb the spike in demand when more servers are being
powered up. Furthermore, frequently turning on/o a server should be avoided since it
can cause wear-and-tear eect on its hardware, which negatively aects its reliability.
Since CDN workload normally follows a regular pattern, it is relatively easy to predict
future user demand and plan the provisioning of active servers accordingly.
Second, although dynamic DC provisioning is relatively new in CDN energy-saving
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schemes, such a technique itself is not uncommon in the DC industry. For example,
a DC operator can temporarily shut down a DC for maintenance purpose or during
power outage3. In practice, there is a checklist that needs to be carefully followed when
starting up or shutting down a DC to avoid any service outage. Such a checklist is com-
plicated and specic to dierent DC layout, hardware type, server virtualization level
and dependencies among hosted applications. However, from a high-level perspective,
the following shutdown procedure is typically followed [25]:
1. Application-level preparation - ensuring that all services are currently idle and
have no upcoming load, logging the shutdown event, etc.
2. Shut down virtual machines (if applicable)
3. Shut down physical servers
4. Shut down networking devices - switches, routers etc.
5. Shut down cooling system
6. Shut down power delivery system
Reversing the steps above leads to the procedure for DC start-up. Typically, it takes
around 30 minutes or less (depending on DC layout) to fully shut down or start up
a DC [25]. Therefore, it is feasible to put DCs to sleep in practice to save energy.
However, frequent DC shutdown operations are not feasible in practice due to their
time duration. Furthermore, too-often shutdown and start-up operations will cause
wear-and-tear on servers and other hardware components in the DC. Therefore, it is
desired to limit the number of DC shutdown operations to e.g., maximum once per day.
Note that our proposed algorithm can perform dynamic DC provisioning at dierent
time scales, such as every day, every weekend or on a weekly basis.
Overall, performing dynamic provisioning on both servers and DCs are practical energy-
saving techniques in modern CDNs. Since user activity in CDNs normally follow a
regular diurnal pattern every day, as long as the frequency and duration of the sleeping
3We use the terms \shut down a DC" and "put a DC to sleep" interchangeably.
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events are carefully orchestrated, and that future user request volume are accurately
predicted, the overhead of server and DC sleeping operations can be limited to a low
level.
4.4 Performance Evaluation
In this section, we evaluate the proposed energy-aware CDN management algorithm
Min-DC-LD's energy saving and QoS performance. Since none of the existing CDN
simulators has the capability of modeling individual DCs' energy consumption while
considering their servers and cooling systems, we developed a standalone CDN simu-
lator in Java and implemented Min-DC-LD as well as the reference scheme we use in
this chapter. The reference scheme is further described in Section 4.4.2.
4.4.1 Simulation Setup
4.4.1.1 Network Topology and Workload Information
Similar to Chapter 3, we use the interconnected network topologies of GEANT (in
Europe) and Internet2 (in US) (Section 3.4.1.1). We also use the web trac trace from
ClarkNet [22], and each PoP node's incoming request volume is approximated in the
same way as in Section 3.4.1.3 (with respect to each PoP's local population).
4.4.1.2 Over-Provisioning Ratio
In this chapter, we consider the following two over-provisioning ratios:
 1:1 over-provisioning indicates that DCs in each domain have the request
handling capabilities that exactly match the peak request volume in that domain.
This setup was used in Chapter 3 as well.
 2:1 over-provisioning means that in each domain, half of the server resources
are sucient to resolve its peak request volume. Meanwhile, the other half of the
servers are provisioned for the purpose of extra assurance on QoS performance in
case of e.g., a spike in user demand.
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Table 4.1: Simulation setup: number of servers in each DC
Over-
Provisioning
Ratio
DC
Deployment
Scenario
Each DC's
Service
Capability (req/s)
No. of Servers
in each DC
1:1
Big-DC
25939 (Europe)
32727 (US)
2162 (Europe)
2728 (US)
Highly-
Distributed
5188 (Europe)
14546 (US)
433 (Europe)
1213 (US)
2:1
Big-DC
51878 (Europe)
65454 (US)
4324 (Europe)
5456 (US)
Highly-
Distributed
10376 (Europe)
29092 (US)
866 (Europe)
2426 (US)
4.4.1.3 DC Deployment Scenario
Similar to Chapter 3, we consider the following two DC deployment scenarios:
 Big-DC - 9 DCs are deployed in the CDN, among which 5 are in GEANT and
4 are in Internet2. These DCs are attached to the 9 PoPs that have the highest
local population in the two domains.
 Highly-distributed - 34 DCs are deployed towards the 34 PoP nodes in the two
networks.
In order to approximate the number of servers in each DC, we assume that each server
has a request handling capability of 12 requests-per-second [10, 113]. Hence, under
each over-provisioning setting, we are able to calculate the total provisioned server
capability in each domain, which is evenly distributed among the DCs in that domain.
The results are shown in Table 4.1, and they match typical CDN server deployment
scenario nowadays [24].
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4.4.1.4 DC Power Consumption Model
In this study, we model each DC's power consumption by taking into account its servers
and cooling system, which are the two dominating factors that contribute to a DC's
overall power consumption [13, 16, 17]. Specically, given a DC i's on/o status as i
(0-o, 1-on), its utilization as ui and its number of servers as N , the power consumption
of its servers and cooling system are calculated respectively as:
P svri = N  ui  P activesvr +N  (1  ui)  P sleepsvr (4.1)
and
P cooli = P
peak
i;cool(A  i +B  ui + C  u2i ) + P slpi;cool(1  i) (4.2)
In Equation (4.1), P activesvr and P
sleep
svr refer to the power consumption of an active and
sleeping server respectively. We set P activesvr and P
sleep
svr to be 92 Watts and 5 Watts
respectively [24]. Note that in each DC, N  ui refers to the number of active servers in
it. Also, we set the power consumption of active servers to be a xed amount. These
are because that based on Min-DC-LD's strategy, the active servers in each DC are
utilized to the maximum extent that is allowed by max util due to load unbalancing.
In other words, all active servers have the same utilization of max util. Since a server's
power consumption is a linear function of its utilization, this causes all active servers
to have the same power consumption.
In Equation (4.2), P peaki;cool and P
slp
i;cool refer to the power consumption of DC i's cooling
system when it is fully loaded or sleeping respectively. Furthermore, A, B and C are
coecients that are calculated by regression equations in [112] based on DC i's indoor
and outdoor dry bulb temperature. We set P peaki;cool to be equal to the aggregated power
consumption of DC i's servers when they are fully utilized, which gives the PUE of
2 (discussed in Section 1.2) that matches industry average gure. P slpi;cool is set to be
zero, since a sleeping cooling system does not consume power [92]. For A, B and C,
assuming typical outside air temperature of 30C and indoor air temperature of 23C
[116], their values are calculated to be 0.4, 0.012 and 0.003 respectively. Note that
based on the equations in [112], an outside air temperature between 10C to 35C only
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slightly changes the three coecients above, and its eect on the power consumption
model is negligible.
4.4.2 Reference Scheme
In order to evaluate the energy-saving and QoS performance of our proposed algorithm
Min-DC-LD, we used a reference scheme named Min-Dist, which was the state-of-
the-art CDN energy-saving scheme at the time of our work [24]. Specically, Min-
Dist is a greedy heuristic algorithm that aims to save energy through dynamic server
provisioning within individual DCs, but it does not perform dynamic DC provisioning.
As inputs to both Min-DC-LD and Min-Dist algorithms, we set max dist to be 3750
km, which implies an end-to-end delay of about 150 ms that matches the requirements
of typical real-time web applications [108, 107]. Furthermore, we set max util to be
90% on each server, which leads to server response time of up to 833 ms (calculated
through Little's Law while assuming Poisson arrival of requests [10, 113, 117, 28]).
4.4.3 Performance Metrics
The following performance metrics were evaluated:
1) Energy-saving performance
 DC energy consumption: the CDN's overall DC energy consumption (in kWh)
was calculated over each disjoint 1-hour period in the trace
 Min-DC-LD's energy-saving gain over Min-Dist (in %)
 Number of DCs that were put to sleep
2) QoS performance
 End-to-end delay (in ms).
Note that unlike in Chapter 3, we did not evaluate link utilization. The reason is that
back in Figures 3.6 and 3.7 of Chapter 3, we showed that the worst-case link utilization
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was always less than 40% under all simulation scenarios. Furthermore, CDN operators
are able to rent bandwidth resources from underlying ISP network operators when
needed. Therefore, link congestion is unlikely to happen under such circumstances,
which makes it unnecessary to evaluate link utilization.
4.4.4 Simulation Results
4.4.4.1 Energy-Saving Performance Results
The DC energy consumption results under big-DC and highly-distributed scenarios are
plotted in Figures 4.3 and 4.4 respectively. Each gure contains separate results under
1:1 and 2:1 over-provisioning settings. The key observations are the following.
Under big-DC scenario, Min-DC-LD was able to achieve signicant energy saving dur-
ing only o-peak hours every day under 1:1 over-provisioning. In contrast, under 2:1
over-provisioning, signicant energy saving was achieved by Min-DC-LD throughout
the 7-day period. The reason is that during peak hours, it is likely that servers in all
DCs were required to be actively handling content requests under 1:1 over-provisioning
setting, which meant little opportunity to put any DC to sleep. Since Min-DC-LD's
energy-saving gain over Min-Dist is achieved through eliminating cooling system's en-
ergy consumption in sleeping DCs, the former's gain was limited during peak hours.
In contrast, under 2:1 over-provisioning setup, there were spare servers available even
during peak hours, which created opportunities for load unbalancing and hence DC
sleeping.
Under highly-distributed scenario, similar trends in results were observed, and the
energy-saving gain under 2:1 over-provisioning was higher than 1:1 over-provisioning.
Specically, the statistical results of Min-DC-LD's energy-saving gain are summarized
in Figure 4.5 and Table 4.2. Under 1:1 over-provisioning, the maximum energy savings
were 35% and 38.7% under big-DC and highly-distributed scenarios respectively. Under
2:1 over-provisioning, the maximum savings were 43.3% and 52.7%. It is shown that in
a CDN with higher over-provisioning setup, performing dynamic provisioning at inter-
DC level can achieve signicant energy-saving gain over the strategy of dynamic server
provisioning within DCs.
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Figure 4.3: Overall DC energy consumption per hour: big-DC scenario. (a) 1:1 over-
provisioning. (b) 2:1 over-provisioning.
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Figure 4.4: Overall DC energy consumption per hour: highly-distributed scenario. (a)
1:1 over-provisioning. (b) 2:1 over-provisioning.
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Figure 4.5: Min-DC-LD's energy-saving gain over Min-Dist (99.7-percentile) under
big-DC and highly-distributed scenarios. (a) 1:1 over-provisioning. (b) 2:1 over-
provisioning.
Table 4.2: Min-DC-LD's Energy-Saving Gain over Min-Dist: Statistical Results
Over-
Provisioning
Ratio
DC
Deployment
Scenario
Lower
Quartile
Median
Upper
Quartile
Max
1:1
Big-DC 9.5% 19.3% 21.7% 35%
Highly-
Distributed
12.7% 21.9% 27% 38.7%
2:1
Big-DC 26.8% 32.1% 38.9% 43.3%
Highly-
Distributed
31.8% 40% 45.1% 52.7%
It is also observed that the energy-saving gain under highly-distributed scenario was
higher than under big-DC scenario. The reason is that in the former case, Min-DC-LD
was able to put more DCs to sleep than in the latter case due to the larger number
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Table 4.3: Number of DCs that Min-DC-LD Puts to Sleep: Big-DC Scenario
Number of DCs in
Sleep Mode
(9 in total)
% of time during the 7-Day Trace
1:1
Over-Provisioning
2:1
Over-Provisioning
7 - 9 0% 0%
6 1.9% 29.5%
5 12.9% 48.6%
4 33.8% 21.9%
3 17.2% 0%
2 22.9% 0%
0 - 1 11.3% 0%
Table 4.4: Number of DCs that Min-DC-LD Puts to Sleep: Highly-Distributed Scenario
Number of DCs in
Sleep Mode
(34 in total)
% of time during the 7-Day Trace
1:1
Over-Provisioning
2:1
Over-Provisioning
29 - 34 0% 0%
25 - 28 0% 34.8%
21 - 24 15.7% 41%
17 - 20 30.4% 24.2%
13 - 16 18.1% 0%
9 - 12 19.6% 0%
4 - 8 16.2% 0%
0 - 3 0% 0%
of deployed DCs. As a result, a larger amount of cooling energy consumption was
eliminated under highly-distributed scenario. Specically, according to Table 4.2, the
additional energy-saving gain under highly-distributed scenario was 2.6% to 5.3% under
1:1 over-provisioning, and 5% to 9.4% under 2:1 over-provisioning.
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We also examined the number of DCs that were put to sleep by Min-DC-LD, whose
results are listed in Tables 4.3 and 4.4. Recall that Min-Dist does not consider putting
DCs entirely to sleep. Under 1:1 over-provisioning setup, Min-DC-LD was able to put
at least half of the DCs to sleep during 48.6% and 46.1% of the time under big-DC and
highly-distributed scenarios respectively. Under 2:1 over-provisioning setup, through-
out the 7-day trace, Min-DC-LD was able to put 4-6 DCs and 17-28 DCs to sleep under
big-DC and highly-distributed scenarios respectively. These results complemented our
earlier observation that Min-DC-LD was able to achieve signicant energy saving, es-
pecially in CDNs with higher over-provisioning setup.
4.4.4.2 QoS Performance Results
We now evaluate the QoS performance of Min-DC-LD with respect to Min-Dist, where
the metric of end-to-end delay is used. Under both Min-DC-LD and Min-Dist, requests
are resolved within the local domain as their source PoP nodes. Recall that Min-Dist
resolves all content requests in a localized manner, and does not perform load unbal-
ancing among DCs. On the other hand, Min-DC-LD's strategy of load unbalancing and
dynamic DC provisioning incur extra distance traveled by requests, and hence longer
end-to-end delay.
Same as in Chapter 3, we picked four representative snapshots in the trace that ap-
peared in Table 3.4 at Page 64. Under each snapshot, the end-to-end delay results were
statistically analyzed, and the 99.7-percentile results are plotted in Figures 4.6 to 4.9.
Note that we ignore the outliers in the gures, because they represent less than 0.01%
of each snapshot scenario's sample space that contains approximately 90,000 to 200,000
requests.
The results under big-DC scenario are plotted in Figures 4.6 and 4.7, which correspond
to 1:1 and 2:1 over-provisioning settings respectively. Under the two settings, Min-
DC-LD's worst-case end-to-end delay is up to 2.6 times (1:1 over-provisioning) and 5
times (2:1 over-provisioning) higher than Min-Dist's worst-case results. Furthermore,
despite our limit ofmax dist is set at 3750 km (Section 4.4.2), almost all of the requests
(except the outliers) were resolved within an approximate distance of up to 1300 km
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Figure 4.6: End-to-end delay experienced by content requests (99.7-percentile): big-DC
scenario, 1:1 over-provisioning. (a) Snapshot #1. (b) Snapshot #2. (c) Snapshot #3.
(d) Snapshot #4.
under both over-provisioning settings, which led to the end-to-end delay of up to about
50 ms.
The results under highly-distributed scenario are plotted in Figures 4.8 and 4.9, which
correspond to 1:1 and 2:1 over-provisioning settings respectively. Due to the highly
distributed DC deployment strategy, Min-Dist's end-to-end delay results were much
lower than its under big-DC scenario. In Figure 4.9, it is observed that Min-Dist was
able to resolve all requests at their local DC without incurring any network trac
between PoPs. Meanwhile, Min-DC-LD's end-to-end results were also lower than its
under big-DC scenario, whose worst-case results were around 15 ms and 30 ms under
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Figure 4.7: End-to-end delay experienced by content requests (99.7-percentile): big-DC
scenario, 2:1 over-provisioning. (a) Snapshot #1. (b) Snapshot #2. (c) Snapshot #3.
(d) Snapshot #4.
1:1 and 2:1 over-provisioning settings respectively.
The results above have important implications on Min-DC-LD's trade-o between
energy-saving and end-to-end delay performance. Specically, the results met the delay
requirement of typical real-time web services [108, 107] and even some delay-sensitive
applications under higher over-provisioning setup [92]. Hence, these results mean that
when performing dynamic DC provisioning through load unbalancing among DCs, the
extra overhead that is incurred on requests' end-to-end delay is within an acceptable
range. To this end, we have eectively shown that Min-DC-LD's energy-saving strategy
of dynamic server and DC provisioning is capable of achieving signicant energy saving
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Figure 4.8: End-to-end delay experienced by content requests (99.7-percentile): highly-
distributed scenario, 1:1 over-provisioning. (a) Snapshot #1. (b) Snapshot #2. (c)
Snapshot #3. (d) Snapshot #4.
while assuring QoS performance at a desired level.
4.5 Summary
In this chapter, we have designed an energy-aware CDN management system. We began
by describing our proposed system's energy-saving strategy, which performs dynamic
provisioning at both intra-DC and inter-DC levels. Specically, putting DCs to sleep
can eliminate the energy consumption of cooling systems in DCs, which contribute
almost half to the overall DC energy consumption. We also discussed the technical
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Figure 4.9: End-to-end delay experienced by content requests (99.7-percentile): highly-
distributed scenario, 2:1 over-provisioning. (a) Snapshot #1. (b) Snapshot #2. (c)
Snapshot #3. (d) Snapshot #4.
challenges in terms of the trade-o between energy saving and QoS in end-to-end delay,
server response time and hardware wear-and-tear.
After illustrating our energy-saving strategy, we explained how QoS performance in
terms of server response time and end-to-end delay are assured by our system. After-
wards, we presented the system-level design of our proposed system in the context of a
typical CDN architecture. We described details of each system components' function-
ality, as well as the interactions among them when they work as a whole system.
We then presented our developed algorithm, Min-DC-LD, which can be used by our
proposed system to make energy-aware decisions on request resolution and dynamic
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server and DC provisioning. Afterwards, some practicality issues on realizing server
and DC sleeping in CDNs were discussed. We discussed that although dynamic DC
provisioning is a relatively new technique in CDN energy-saving schemes, as long as the
frequency and duration of DC sleeping events are carefully coordinated, its operational
overhead can be limited to a low level.
Next, we evaluated Min-DC-LD's energy-saving and QoS performance with respect to
a reference scheme, Min-Dist, which saves energy through performing dynamic pro-
visioning only on servers, but not on entire DCs. While most simulation setup was
similar to Chapter 3, in this chapter, we modeled each DC in a realistic manner which
includes calculation of power consumption of servers and cooling systems. Further-
more, two over-provisioning settings (1:1 and 2:1) were considered. Min-DC-LD was
able to achieve signicant energy saving of up to 52.7% over Min-Dist, especially during
o-peak hours and under higher over-provisioning setup. Furthermore, its end-to-end
delay performance was shown to be desired, which met the delay requirements of typical
real-time web applications.
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Chapter 5
Lower Bound Analysis on
Optimization of CDN Energy
Saving
In this chapter, we develop a formulation of the energy optimization problem in cross-
domain CDNs, which takes into account dynamic provisioning on both servers and
DCs as we did in Chapter 4. Next, we analytically derive a lower bound (LB) to the
problem's optimal objective through Lagrangian relaxation. The LB is then used to
evaluate the optimality of the heuristic algorithm (Min-DC-LD) that we developed in
Chapter 4. We then further examine the trade-o between Min-DC-LD's energy-saving
and QoS performance in a quantitative fashion.
Generally, a CDN operator strategically establishes a number of DCs at distributed
sites within proximity to PoP nodes, where each DC contains clusters of content servers
that process end-users' requests for web content. Depending on the CDN operator's
deployment strategy, a typical CDN infrastructure can have dozens to thousands of
deployed DCs. Contents are replicated at these DCs, so that end-users can benet from
localized request resolution and hence lower end-to-end delay and improved service
availability. In order to achieve optimal QoS performance, it is common for CDN
operators to keep all DCs and servers running.
105
106 Chapter 5. Lower Bound Analysis on Optimization of CDN Energy Saving
In order to reduce CDN energy consumption, the common practice in the literature is
to perform dynamic provisioning on servers within individual DCs [57, 24, 15]. How-
ever, through extensive simulation-based study in Chapter 4, we have eectively shown
that dynamic server provisioning alone is sub-optimal in terms of energy-saving gain.
Specically, in Chapter 4, our developed heuristic algorithm (Min-DC-LD) performs
dynamic provisioning at both intra-DC and inter-DC levels simultaneously in a CDN,
and it was shown to excel existing CDN energy-saving schemes signicantly. However,
since Min-DC-LD is a greedy heuristic-based algorithm, we still have the question on
its optimality, i.e., how close its energy-saving gain is to the optimal energy saving in
a CDN.
In this chapter, we address this question through the following approach. First, we
formulate the problem of minimizing CDN energy consumption into a mixed integer
programming (MIP) model. Specically, our problem formulation optimizes the aggre-
gated energy consumption of all DCs in a CDN, which takes into account the energy
consumption of each DC's servers and cooling system. Such an objective is achieved
through dynamic server and DC provisioning via load unbalancing while subjecting to
QoS constraints. Next, after showing the problem is NP hard, we analytically develop
a LB to the MIP model's optimal energy-saving gain through Lagrangian relaxation.
Afterwards, through simulations under realistic setup, we evaluate the LB's energy-
saving performance and compare it with Min-DC-LD's. Through showing that the gap
between their performance is small, we establish the conclusions that 1) the energy-
saving performance of Min-DC-LD is guaranteed to be near-optimal; and 2) the LB
can serve as a benchmark to evaluate other CDN energy-saving schemes' performance.
Furthermore, we investigate the trade-o between Min-DC-LD's energy-saving gain and
its QoS performance in terms of end-to-end delay and server response time. Speci-
cally, we set dierent constraints on a) maximum-allowed network distance traveled
by requests and b) maximum-allowed server utilization, and evaluate their eects on
Min-DC-LD's energy-saving gain quantitatively.
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5.1 Problem Formulation
We consider a CDN infrastructure that covers multiple ISP autonomous domains with
n PoP nodes in total. PoP nodes are where end-users' requests are aggregated in
ISP backbone networks. A set of DCs are deployed at locations close to a subset of
PoP nodes, and each DC contains one or more server clusters to resolve user requests.
The incoming request volume (averaged per second) at each PoP node j (j = 1 : : : n)
is denoted by rj in request/s. Each request from PoP j is resolved to some DC i
(i = 1 : : :m) designated by the CDN's request mapping system, and the overall request
volume resolved from any PoP j to any DC i is represented by xij (in request/s). For
each DC i, its service capability is denoted by Ci, which refers to the maximum number
of requests it can handle concurrently when all of its servers are active. Furthermore,
its utilization, ui, is dened as
ui ,
Xn
j=1
xij
Ci
(i = 1; : : : ;m) (5.1)
Since we consider the option of shutting down entire DCs, a binary variable i is
introduced to indicate the on/o status of each DC i. DC i has zero utilization if
it is put to sleep (i.e., i = 0). If DC i is active (i.e., i = 1), ui's value must be
between 0 and 1 to avoid overloading DC i. i and ui's relationship is summarized as8>>><>>>:
0  ui  1; if i = 1
ui = 0; if i = 0
(i = 1; : : : ;m) (5.2)
We view each DC i as a set of servers when considering its request resolution and
power consumption. First, our formulation makes decisions on request resolution at
PoP-to-DC level only, and we assume that requests resolved to a DC are automatically
assigned internally to a suitable server through existing DC load balancing mechanism
[37]. Furthermore, similar to algorithm Min-DC-LD in Chapter 4, we assume that each
DC concentrates its load to as few servers as possible while subjecting to the CDN
operator's setting on maximum server utilization. Hence, each DC i's ui indicates the
proportion of servers that are active in DC i.
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In practice, a modern CDN infrastructure contains two main types of DCs, i.e., back-
end and surrogate DCs. There are typically a few back-end DCs and many geographi-
cally distributed surrogate DCs. The main reason for such setup is that content pop-
ularity generally follow Zipf distribution with a long Pareto tail [10]. Typically, more
than half of content objects are requested by users infrequently, while a small subset of
them are frequently requested [118]. Therefore, in practice, only the popular content is
cached at distributed surrogate DCs for reduced latency [4]. In contrast, the unpopular
ones are stored at back-end DCs for infrequent access [113].
In this chapter, we assume that each surrogate DC stores a full copy of all popular
content objects [119], and all unpopular content objects are stored at only back-end
DCs [113]. It can be inferred that back-end DCs can never be put to sleep under this
circumstance, since they are the only available DCs to resolve requests for unpopular
content. Therefore, from the perspective of energy saving, we do not include back-end
DCs in our optimization problem. For the rest of this chapter, we use the term \DC"
to refer to surrogate DCs only.
Based on the assumptions above, we calculate power consumption of servers and cooling
systems of each DC i (denoted by P svri and P
cool
i respectively) as follows.
First, P svri is dened by
P svri , P
peak
i;svr ui + P
slp
i;svr(1  ui) (5.3)
where P slpi;svr and P
peak
i;svr refer to aggregated power consumption of servers in DC i when
all of them are sleeping or fully-loaded respectively.
Note that unlike other related work in the literature [24, 92], we do not explicitly model
power consumption of individual servers in each DC. Instead, we model the entire DC's
power consumption as a whole. This is due to the following reasons. Firstly, content
servers in CDN DCs are typically homogeneous with identical capacities and power
characteristics [92]. Secondly, based on our energy-saving strategy, the active servers in
each DC are utilized to the maximum extent that is allowed by CDN operator1, because
1There is typically a limit on maximum-allowed server utilization for the purpose of guaranteeing
server response time.
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the sleeping servers' loads have been migrated to them. Hence, they are expected
to consume near-peak power consumption. Due to the two reasons above, P peaki;svr ui
and P slpi;svr(1   ui) can represent the power consumption of active and sleeping servers
respectively at DC i with utilization ui.
Second, P cooli is dened by
P cooli , P
peak
i;cool(A  i +B  ui + C  u2i ) + P slpi;cool(1  i) (5.4)
where P peaki;cool and P
slp
i;cool refer to the power consumption of cooling system in DC i when
it is fully loaded or put to sleep respectively, and coecients A;B and C are regression
parameters calculated through the functions in [112] given the DC outdoor and indoor
dry bulb temperature. For example, assuming typical outside air temperature of 30C
and indoor air temperature of 23C [116], their values are calculated to be 0.4, 0.012 and
0.003 respectively. Note that based on the equations in [112], an outside air temperature
between 10C to 35C only slightly changes the three coecients above, and its eect
on the power consumption model is negligible.
In a typical modern DC, its cooling power consumption is dominated by its chiller
plant's compressor [120], whose power consumption is a quadratic function of its uti-
lization [112]. We estimate a DC's chiller utilization as follows. Firstly, the amount of
heat that is removed by the cooling system roughly equals the amount of heat dissi-
pated by servers in a DC (for simplicity, we do not consider the heat exchange caused
by dierent DC layout). Secondly, although most DC operators tend to over-provision
cooling system's capacity, we conservatively assume that a cooling system's maximum
heat removal capability matches the maximum overall heat dissipation of all servers in
that DC. Therefore, since a DC's chiller utilization is calculated by Q=Qpeak, where Q
is the amount of heat removed by the chiller, and Qpeak is the maximum heat removal
capability the the chiller is rated, a DC's chiller utilization can be estimated to equal
its server utilization ui [92].
In each DC i, the following relationship between P peaki;cool and P
peak
i;svr holds:
PUE =
P peaki;svr + P
peak
i;cool
P peaki;svr
(5.5)
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where PUE (Power Usage Eectiveness) is an industry standard metric that indicates a
DC's energy eciency. A DC industry survey has reported average values of 1.8 (2012)
and 1.67 (2013) [16], while another industrial source reported the gures of 2.8 (2012)
and 2.9 (2013) in North America [17]. Note that since servers and cooling systems
dominate a DC's power consumption, we do not consider other DC components in this
chapter [121].
We now present the formulation of the energy optimization problem below.
Problem (P): Given r = (rj) 2 Z+ and C = (Ci) 2 R+, nd x = (xij) 2 Z and
 = (i) such that
1
min
xij ;i
mX
i=1
(P svri + P
cool
i ) (5.6)
subject to:
mX
i=1
xij = rj (j = 1; : : : ; n) (5.7)
ui  i (i = 1; : : : ;m) (5.8)
i 2 f0; 1g (i = 1; : : : ;m) (5.9)
Equation (5.6) is the objective of minimizing overall server and cooling power consump-
tion among all DCs. Constraint (5.7) guarantees 100% service availability through re-
solving all requests from each PoP node to one or more DCs. Constraints (5.8) and
(5.9) enforce the relationship between i and ui as in (5.2).
Substituting (5.1), (5.3) and (5.4) into (5.6), the original objective function (5.6) is
expressed as:
min
xij ;i
mX
i=1
[ai  i + bi 
nX
j=1
xij + ci  (
nX
j=1
xij)
2] (5.10)
where
ai = P
peak
i;cool A  P slpi;cool
bi =
1
Ci
(P peaki;svr   P slpi;svr + P peaki;cool B)
ci =
1
C2i
 P peaki;cool  C
1R+ represents the set of positive real numbers.
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Similarly, we substitute (5.1) into constraint (5.8) to get:
1
Ci
nX
j=1
xij  i (i = 1; : : : ;m) (5.11)
which replaces constraint (5.8) in the original formulation.
Since problem (P) can be reduced from a smooth non-convex nonlinear programming
problem [122], it is an NP-hard problem which is infeasible to be solved within poly-
nomial time. Therefore, we derive a lower bound to the problem's optimal objective.
5.2 Lower Bound Analysis
In this section, we employ Lagrangian relaxation to derive a lower bound to (P). Among
the constraints in (P), we choose to apply Lagrangian relaxation on constraint (5.11).
The resulting problem after relaxation is:
Problem (LP): Given r = (rj) 2 Z+ and C = (Ci) 2 R+, nd x = (xij) 2 Z,  = (i)
and  = (i) 2 R+ such that
min
xij ;i;i
mX
i=1
[ai  i + bi 
nX
j=1
xij + ci  (
nX
j=1
xij)
2]
+
mX
i=1
i(
1
Ci
nX
j=1
xij   i) (5.12)
subject to:
mX
i=1
xij = rj (j = 1; : : : ; n) (5.13)
i 2 f0; 1g (i = 1; : : : ;m) (5.14)
where  is a set of m Lagrangian multipliers.
For notational convenience, we dene  as below:
Denition 5.1 Given any optimization problem (OP), the value of its optimal objec-
tive is dened as (OP).
112 Chapter 5. Lower Bound Analysis on Optimization of CDN Energy Saving
It can be inferred from constraint (5.11) that since (i) 2 R+, (LP) is lower bound to
(P).
Following the relaxation, it is further observed that (LP) is the sum of the following
two sub-problems:
Problem (LP1):
min
i;i
mX
i=1
(ai   i)i (5.15)
subject to:
i 2 f0; 1g (i = 1; : : : ;m) (5.16)
Problem (LP2):
min
xij ;i
mX
i=1
nX
j=1
(bi +
i
Ci
)xij +
mX
i=1
ci(
nX
j=1
xij)
2 (5.17)
subject to:
mX
i=1
xij = rj (j = 1; : : : ; n) (5.18)
Firstly, (LP1) is a simple unconstrained 0-1 optimization problem that can be solved
through
i =
8>>><>>>:
1 if ai < i
0 otherwise
(i = 1; : : : ;m) (5.19)
Secondly, (LP2) is a quadratic knapsack problem which is NP-hard as it can reduced
from the clique problem [123]. Hence, instead of solving (LP2) directly, we try to
nd a lower bound to (LP2) (denoted by LB(LP2)), since (LP1)+LB(LP2) is also a
lower bound to (P). In order to nd LB(LP2), consider the problem with the objective
below:
Problem (LB-LP2):
min
xij ;i
mX
i=1
nX
j=1
(bi +
i
Ci
)xij +
mX
i=1
nX
j=1
cix
2
ij (5.20)
subject to (5.18).
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We claim that (LB-LP2) is a valid lower bound to (LP2). Note the dierence be-
tween (5.20) and (5.17), which equals
Pm
i=1
Pn
j=1 cix
2
ij  
Pm
i=1 ci(
Pn
j=1 xij)
2, is always
negative since (xij) 2 Z. Hence, (LB-LP2) < (LP2) holds.
Problem (LB-LP2) is in the form of a special \separable" quadratic convex problem
with a xed number of linear constraints, whose optimal objective can be found in
polynomial time [124]. The process of solving (LB-LP2) is as follows.
Firstly, (LB-LP2) can be decomposed into the sum of n optimization problems, and
each sub-problem has its objective as the nth part of the decomposed (5.21). Each
sub-problem, which is denoted by (LB-LP2j) (j = 1; : : : ; n), is described as below:
Problem (LB-LP2j):
min
xij ;i
mX
i=1
(bi +
i
Ci
)xij +
mX
i=1
cix
2
ij (5.21)
subject to:
mX
i=1
xij = rj (5.22)
For each (LB-LP2j) and any xed , vector xj = (xij) 2 Z that satises (5.22) is an
optimal solution to (LB-LP2j) if and only if 9j 2 R such that [124]
xij =
8>>>>>><>>>>>>:
j   (bi + i
Ci
)
ci
if bi +
i
Ci
< j
0 if bi +
i
Ci
 j
(i = 1; : : : ;m) (5.23)
It takes O(m) time to search through the set of (bi+i=Ciji = 1; : : : ;m) to identify the
indices of i such that bi + i=Ci < j . Denoting such set of i as I, we get from (5.21)
and (5.22) that
X
i2I
j   (bi + i
Ci
)
ci
= rj (5.24)
Denote the optimal solution to (LB-LP2j) as x

j = (x

ij). Substituting (5.24) into
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(5.23), we get that for each (LB-LP2j):
xij =
rj +
X
i2I
bi +
i
Ci
ciX
i2I
1
Ci
  (bi + i
Ci
)
ci
(5.25)
Note that (xij) can be represented as a function of solely . Therefore, if we can identify
the set  that produces (xij), then this set, denoted by 
, produces (LB-LP2) as well
through (5.25). It is known that () is concave, and maximizing () is equivalent
to solving (LB-LP2) [125].
Recall that () =
Pn
j=1 j(
) where j() (j in short) is the optimal objective
value of (LB-LP2j). Hence, the next step is to identify the set 
 that leads to each
j function. Consider each j to have pj hyperplane equations. For each j , we
compute its pj functions and all the respective cells through computing intersections
of components of j . Altogether, we have at most
Pn
j=1 pj = O(n) equations andPn
j=1O(p
m
j ) = O(n) quadratic cells of all j functions.
We rstly introduce procedure Multi-Dim-Search, which is used in identifying the cell
containing  in each j via multidimensional search [126]. We assume there exists an
oracle which takes as input any hyperplane equation in Rm, and outputs the position
of  with respect to this equation2:
Procedure Multi-Dim-Search(k; )
Input: k hyperplane equations in Rm
constant  (0 <  < 1)
Output: position of  with respect to at least k out of the given k equations
1: begin
2: repeat
3: after calling the oracle once:
2The \oracle" here is a term dened in [126] with the above functionalities. Given a linear program-
ming problem, it has been proven in [126] that it is no more than a recursive application of the original
problem in a lower dimensional space.
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position of  with respect to at least half of the
hyperplanes in K can be identied
4: remove the hyperplanes whose position to  have been identied
5: until position of  with respect to at least k out of given k hyperplanes have
been identied
6: end
The main idea of Multi-Dim-Search is to repeatedly identify the location of  with
respect to a certain proportion of the given k hyperplanes that have not been visited
in previous iterations. Within each iteration, the oracle is called once, and the position
of  with respect to at least half of the hyperplanes unvisited in previous iterations
can be identied. The procedure terminates when a given threshold proportion () of
k hyperplanes' locations to  has been identied.
Through Multi-Dim-Search, we develop a multi-stage algorithm to identify the cells
containing  within all j 's.
Algorithm 1 Identifying cells containing  in all j 's
Input:  = (j): set of j functions (j = 1; : : : ; rs)
each j function has pj hyperplane equations
Output: cells in each j that contain 

1: begin
2: rs  n // Initialization: all j 's are put in 
3: repeat
4: begin: stage s
5: for all j 2  do
6: j  1  1=(2pj)
7: apply Multi-Dim-Search(pj , j) to j
8: end for
9: // for at least half of j's in , their cells containing 
 are now identied.
10: remove from : the j 's whose cells containing 
 have been identied
11: rs  jj
12: s s+ 1
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13: until the cells containing  are identied in all j 's
14: end
The key idea of the algorithm is to identify in each iteration the cells containing  in
at least half of the candidate j 's through intelligent setting of j (step 6) for each j .
Since the total number of pj functions at stage 1 is O(n), O(logn) stages are needed.
Therefore, the algorithm can be nished in polynomial time due to Multi-Dim-Search's
polynomial complexity.
After identifying the optimal  for each problem (LB-LP2j), its value can be substi-
tuted into (5.25) to calculate the optimal values of xj = (x

ij). Correspondingly, the
set of (xij) can be used in (5.20) to calculate the optimal objective value of (LB-LP2).
Now we have a valid lower bound, (LP1) + (LB-LP2), to the original problem (P).
5.3 Performance Evaluation
In this section, we compare LB's energy-saving performance with Min-DC-LD's.
Their energy-saving gains are evaluated with respect to Min-Dist, which is the same
reference scheme that we used in Chapter 4. After showing that Min-DC-LD can
achieve near-optimal energy saving, we develop more insights into the trade-o be-
tween its energy-saving and QoS performance in terms of end-to-end delay and server
response time.
Since none of the existing CDN simulators has the ability of modeling individual DCs
while taking into account their servers' and cooling system's power consumption, we
developed a standalone CDN simulator in Java3 and implemented the two schemes (LB
and Min-DC-LD).
5.3.1 Simulation Setup
The following simulation setups are the same as what we used in Chapter 4:
3This simulator is an extended version of the one we used in Chapter 4, which is described in Section
4.4.2.
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 Network topology: the interconnected GEANT-Internet2 topology.
 Workload trace: ClarkNet trace, approximated to each PoP node with respect
to its local population.
 Over-provisioning ratio: 1:1 and 2:1.
 DC service capability: 12 requests-per-second-per-server.
Note that in this chapter, we only consider the big-DC deployment scenario that con-
tains 9 DCs. This is because we have already shown Min-DC-LD's capability to achieve
signicant energy-saving gain under both big-DC and highly-distributed scenarios in
Chapter 4. Since our focus in this chapter is to show that Min-DC-LD's energy saving
is near-optimal, we believe that considering the big-DC scenario would suce for such
a purpose.
The simulation setups that are dierent from previous chapters are listed below.
5.3.1.1 Power Usage Eectiveness (PUE)
In Chapter 4, we assumed that each DC's PUE was 2. According to recent surveys in
the global DC industry, average PUE is reported to be 1.8 to 1.67 [16], and 2.8 to 2.9
[17]. Considering the variation in the industry average gure, we consider the PUEs
of 1.5, 2 and 3 in this study. The scenario with PUE of 1.5 represents exceptionally
energy ecient DCs, and the scenarios with PUEs of 2 or 3 are able to reect CDNs
whose DCs have average energy eciency.
5.3.1.2 Maximum allowed network distance and server utilization
In Chapter 4, we limited each server's utilization to 90%. In this chapter, we consider
the thresholds between 50% to 95%, and evaluate the trade-o between Min-DC-LD's
energy-saving gain and server response time performance under these thresholds.
Similarly, instead of limiting each request's traveled network distance to 3750 as in
Chapter 4, we consider a range of maximum allowed network distances from 800 to
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3750, which are interpreted to an end-to-end delay of approximately 30 to 150 ms. The
corresponding trade-o in Min-DC-LD's energy-saving gain is evaluated .
5.3.2 Performance Metrics
The following performance metrics are evaluated:
 DC energy consumption: the CDN's overall DC energy consumption (in kWh) is
calculated over each disjoint 1-hour period in the trace
 The gap between Min-DC-LD's and LB's energy-saving gain
- Overall DC energy consumption in kWh
- Dierence between Min-DC-LD's and LB's energy-saving gain over Min-Dist
- Number of DCs that are put to sleep
 Energy-QoS trade-o: Min-DC-LD's energy saving with respect to:
- Dierent maximum-allowed network distance
- Dierent maximum-allowed server utilization
5.3.3 Results and Discussion
5.3.3.1 Energy-Saving Performance Gap between Min-DC-LD and LB
The overall DC consumption results under Min-DC-LD and LB are plotted in Figures
5.1 and 5.2 under 1:1 and 2:1 over-provisioning settings respectively. Within each gure,
the results under the PUE values of 1.5, 2 and 3 are plotted. Furthermore, with respect
to Min-Dist as a reference scheme, we statistically analyze the dierence between Min-
DC-LD's and LB's energy-saving gain over Min-Dist. The 99.7-percentile results are
presented in Figure 5.3 and are summarized in Table 5.1.
It is observed that the performance gap between Min-DC-LD and LB was small un-
der all 6 scenarios that we considered. Specically, the gaps were always less than
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Figure 5.1: Overall DC energy consumption per hour: 1:1 over-provisioning. (a) PUE
= 1.5. (b) PUE = 2. (c) PUE = 3.
11.9% and 14.8% under 1:1 and 2:1 over-provisioning settings respectively, and the 75-
percentile results were always less than 10%. Since the optimal energy saving of our
optimization model is bound to be between LB's and Min-DC-LD's results, the im-
plications of the observations above are twofold. First, Min-DC-LD's energy saving is
guaranteed to be near-optimal. Second, LB's energy saving is close to the optimal CDN
energy consumption, which makes it a suitable benchmark for other CDN energy-saving
algorithms.
Another key observation is that the performance gap between Min-DC-LD and LB
was larger under 2:1 than under 1:1 over-provisioning. Recall that in our CDN en-
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Figure 5.2: Overall DC energy consumption per hour: 2:1 over-provisioning. (a) PUE
= 1.5. (b) PUE = 2. (c) PUE = 3.
ergy optimization model, there is no constraint on the distance between each request's
source PoP and its designated DC. This is because link congestion is unlikely in CDN
(discussed in Section 4.4.3), and in order to achieve optimal energy saving, we do not
restrict inter-domain request resolution in our optimization model. Moreover, Min-DC-
LD's constraint on maximum-allowed network distance of 3750 is relaxed in our model
as well. Hence, considering the spare server resources under 2:1 over-provisioning, LB
was able to concentrate request resolution to even fewer DCs than Min-DC-LD was,
which led to the bigger performance gap.
We further evaluate Min-DC-LD's and LB's energy-saving capabilities through examin-
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Figure 5.3: Gap between Min-DC-LD's and LB's energy-saving performance (99.7-
percentile). (a) 1:1 over-provisioning. (b) 2:1 over-provisioning.
Table 5.1: Gap between Min-DC-LD's and LB's Energy-Saving Performance: Statisti-
cal Results
Over-
Provisioning
Ratio
PUE
Lower
Quartile
Median
Upper
Quartile
Max
1:1
1.5 5.2% 6% 6.7% 8.2%
2 4.2% 5.7% 6.9% 9.5%
3 4.3% 6.7% 8.4% 11.9%
2:1
1.5 4.6% 5.6% 6.5% 9.2%
2 3.7% 5.3% 7.9% 12%
3 3.8% 5.8% 9.5% 14.8%
ing the number of DCs that they were able to put to sleep. The results are summarized
in Tables 5.2 and 5.3 under 1:1 and 2:1 over-provisioning respectively.
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Table 5.2: Number of DCs that Min-DC-LD and LB Put to Sleep: 1:1 Over-
Provisioning
Number of DCs in
Sleep Mode
% of time during the 7-Day Trace
Min-DC-LD LB
7 - 9 0% 0%
6 1.9% 15.7%
5 12.9% 34.8%
4 33.8% 21.4%
3 17.2% 17.1%
2 22.9% 11%
0 - 1 11.3% 0%
Table 5.3: Number of DCs that Min-DC-LD and LB Put to Sleep: 2:1 Over-
Provisioning
Number of DCs in
Sleep Mode
% of time during the 7-Day Trace
Min-DC-LD LB
8 - 9 0% 0%
7 0% 44.3%
6 29.5% 40.5%
5 48.6% 15.2%
4 21.9% 0%
0 - 3 0% 0%
It is observed in both tables that for most of the time, LB was able to put one more DC
to sleep than Min-DC-LD could. Specically, under 1:1 over-provisioning, Min-DC-LD
was able to put at least 4 out of the 9 DCs to sleep during 48.6% of the time, which was
achieved by LB during 71.9% of the time. Under 2:1 over-provisioning, throughout the
7-day trace period, Min-DC-LD was able to put 4 to 6 DCs to sleep while LB put 5 to
7 DCs to sleep. These results complement our earlier discussion that LB is able to save
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Table 5.4: Comparison of Request Resolution Distribution among DCs: 2:1 Over-
Provisioning
Snapshot
Scenario
Scheme
Number of Active DCs
Total
Europe
(with 5 DCs)
US
(with 4 DCs)
#1
LB 3 3 0
Min-DC-LD 3 1 2
#2
LB 3 2 1
Min-DC-LD 4 3 1
#3
LB 2 2 0
Min-DC-LD 2 1 1
#4
LB 4 4 0
Min-DC-LD 4 2 2
more energy through relaxing QoS constraints on end-to-end delay and inter-domain
request resolution.
We also evaluate the eect of LB's relaxation of QoS constraints on its request resolution
and dynamic provisioning strategies. For this purpose, we use the same four snapshots
that were used in Chapters 3 and 4, where we compare the number of DCs that were
kept active by LB and Min-DC-LD in each domain. The results are presented in Table
5.4. It is observed that among the 4 snapshot scenarios, although the two schemes put
a similar number of DCs to sleep, Min-DC-LD always kept at least 1 DC active in each
domain due to its local-domain-only restriction. In contrast, LB tried to concentrate
request resolution to as few DCs as possible without taking their locations into account.
For example, at snapshot #3 where both domains were in o-peak hours, LB managed
to concentrate all requests to 2 DCs in Europe. In contrast, Min-DC-LD kept 1 DC
active at each domain.
Although Min-DC-LD saves less energy than LB does, its additional QoS constraints
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have important implications on its practicality. First, as we showed in Chapter 4,
Min-DC-LD's QoS constraints and its restriction on inter-domain request resolution
have contributed to its desired QoS performance. Second, as Min-DC-LD always keeps
at least one DC active in each domain, in case user demand in a domain increases
unexpectedly, it is useful for that domain to have an active DC to absorb the load
surge while more DCs are being powered up.
5.3.3.2 Energy-QoS Trade-o of Min-DC-LD
After showing that Min-DC-LD's energy-saving gain is guaranteed to be near-optimal,
we evaluate the eect of stricter QoS constraints on its energy-saving performance.
a) End-to-End Delay
As discussed earlier, although Min-DC-LD can achieve near-optimal energy saving, its
end-to-end delay performance may not meet the requirements of some delay-sensitive
applications. Under this circumstance, it will need to compromise its energy saving to
meet the QoS requirements. In order to quantify such trade-o, we specify a range of
values on the maximum-allowed network distance (max dist) and assess the respective
trade-o in its energy-saving gain. The results are shown in Figure 5.4. Note that we
only consider the scenario where PUE is 2, since dierent PUE values only aect DCs'
energy eciency and does not aect decisions on request resolution or dynamic DC
provisioning. Hence, the result patterns will be the same under dierent PUE settings.
Figure 5.4(a) shows that under 1:1 over-provisioning, limiting max dist to 2000 (equiv-
alent to delay of about 80 ms) has limited eect on Min-DC-LD's energy-saving gain,
where the maximum gain was reduced to 28.6% from the original gain of 33%. Mean-
while, the median gain remained at a similar level. When max dist was limited to 1500
(equivalent to 60 ms delay), the maximum gain was reduced to 21.5%. Furthermore,
even when max dist was limited to 800 (equivalent to 30 ms delay), Min-DC-LD still
managed to achieve an energy-saving gain of up to 14.3%.
Figure 5.4(b) shows that under 2:1 over-provisioning, limiting max dist to 2000 caused
the maximum energy-saving gain to fall from 49.6% to 42%, where the median gain
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Figure 5.4: Trade-o between Min-DC-LD's energy-saving and end-to-end delay perfor-
mance (99.7-percentile): PUE = 2. (a) 1:1 over-provisioning. (b) 2:1 over-provisioning.
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Figure 5.5: Trade-o between Min-DC-LD's energy-saving and server response time
performance (99.7-percentile): 2:1 over-provisioning, PUE = 2.
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Figure 5.6: Relationship between server utilization and response time (normalized).
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remained almost the same. Furthermore, limiting max dist to 1500, 1000 and 800 led
to energy savings of up to 33.1%, 24.2% and 17.3% respectively. These results above
provide practical guidelines to CDN operators on balancing energy-delay trade-o with
respect to dierent web applications' delay requirements.
b) Server Response Time
Typically, the server behavior in a DC can be modeled by an M/M/1 queue where
request arrival follows Poisson distribution [10, 113, 117, 28]. Hence, the average server
response time can be calculated by Little's Law of 1=(1   ), where  and  are the
server's service rate and utilization respectively. Recall from our simulation setup that
each server has a service rate of 12 requests-per-second.
Under both Min-DC-LD and Min-Dist, in order to maximize server energy saving, each
DC concentrates its load to the fewest active servers and puts the remaining ones to
sleep. Therefore, all servers are utilized to the maximum extent that is allowed by the
DC operator. On one hand, a server's response time increases with its utilization. On
the other hand, higher server utilization implies more energy saving gain, since DC
loads can be concentrated to fewer servers. Hence, we investigate the trade-o between
maximum-allowed server utilization (max util) and energy-saving gain in this part.
The results are shown in Figure 5.5.
Note that we only consider the scenario of 2:1 over-provisioning and PUE = 2. The
reason that we do not consider 1:1 over-provisioning is that under such a setup, server
resources are provisioned to match the peak user request volume in a CDN. Therefore,
during peak hours, it is impossible to limit servers' maximum utilization without af-
fecting service availability for end-users. The reason we only consider the PUE of 2 is
the same as in Section 5.3.3.2(a), i.e., dierent PUE values do not aect result pattern.
Furthermore, based on Little's Law, we calculate server response time with respect to a
range of server utilization values between 50% and 95%. Recall that the average server
response time is calculated by 1=(1   ), where  = 12 request/s and  is between
0.5 and 0.95. The results are plotted in Figure 5.6. Note that we normalize the results
with respect to the response time given by 85% server utilization. The reason is that
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we observed during the study that under 2:1 over-provisioning setup, the highest DC
utilization that Min-Dist experienced was 85%. Hence, a server utilization of 85%
implies the worst-case (i.e., upper bound) on response time without DC sleeping.
It is observed from Figures 5.5 that under 95% max util, the energy-saving gain was
the highest (up to 51.1%). Under 85% max util, the maximum energy-saving gain was
reduced from 51.1% to 42%. Meanwhile, the 75-percentile result remained almost the
same. However, according to Figure 5.6, the server response time under 95% max util
was 3 times higher than under 85% max util. These results indicate that during 75%
of the trace, Min-DC-LD was able to save the same amount of energy while having
server response time that is three times lower (under 85% max util) than under 95%
max util.
Another observation is that when max util was further tightened from 85% to 70%,
the 75-percentile energy-saving results dropped by approximately 5%. On the other
hand, the server response time under 70% max util was reduced by half compared
with under 85% max util. Furthermore, any max util setting below 70% caused the
energy-saving gain to become signicantly lower, while little benet was introduced to
the response time performance. These results provide practical insights into how CDN
operators should manage server utilization while saving energy and meeting response
time requirements simultaneously.
5.4 Summary
In this chapter, in order to evaluate the optimality of the algorithm that we developed
in Chapter 4, we have established a formulation of the energy optimization problem in
a CDN. Our problem formulation aims to minimize aggregated DC energy consumption
in a CDN including both servers and cooling systems in DCs, which is achieved through
performing dynamic provisioning on both servers and DCs.
After showing the problem is NP-hard, we derived a lower bound (LB) to the problem's
optimal objective through Lagrangian relaxation. Under realistic simulation setup, we
showed that Min-DC-LD's energy-saving performance is close to LB's results. Since
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the LB is bound to be between the optimal energy saving and Min-DC-LD's results,
the implications are twofold. First, Min-DC-LD's energy-saving gain is guaranteed
to be near-optimal. Second, LB can be used as a benchmark to assess other CDN
energy-saving algorithms' performance.
Furthermore, we quantitatively studied the trade-o between Min-DC-LD's energy-
saving and QoS performance in terms of end-to-end delay and server response time.
Through setting dierent constraints on maximum-allowed a) network distance traveled
by content requests and b) server utilization, we evaluated the compromise in Min-DC-
LD's energy saving to accommodate the stricter QoS requirements. We showed that
tightening network distance constraint from 3750 to 2000 had insignicant impact on
median and 75-percentile energy-saving results. Furthermore, we showed that while
limiting maximum server utilization from 95% to 70% reduced server response time by
6 times, it had little impact on 75-percentile energy-saving performance. These results
provide practical guidelines to CDN operators on managing energy saving with respect
to dierent QoS requirements.
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Chapter 6
Conclusion and Future Work
6.1 Conclusion
In this thesis, we have presented four contributions that we have made to the literature
on energy-aware DC and CDN management, which are summarized below.
First, we have developed a novel taxonomy on the existing energy-aware DC and CDN
management schemes. We categorized DC energy management schemes with respect
to the type of their objectives, which includes optimization on power consumption, per-
formance or both. We showed that in order to deliver eective energy usage reduction,
the following techniques are required:
 Dynamic provisioning on servers and/or networking elements
 Request resolution management among servers and networking elements
 Accurate load prediction with queuing model and feedback control system
Regarding CDN energy management schemes, we showed that dynamic provisioning on
servers and/or DCs, as well as managing request resolution accordingly are important in
reducing CDN energy consumption. Furthermore, next-generation CDN infrastructures
with in-network caching capability showed signicant potential in improving energy
eciency over conventional CDNs.
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Second, we developed an optimization framework (SVR-OPT) that reduces server en-
ergy consumption in CDNs covering multiple ISP domains. In this work, we used the
abstract term \server" to refer to any entity that co-locates at a site and is capable
of resolving content requests. Hence, our work stands as a generic methodology and
provides strategic guidelines for CDN energy saving. Our strategy was to concentrate
request resolution to fewer server sites, so that some servers become idle and are put to
sleep. Meanwhile, constraints on server and link capabilities were enforced to provide
baseline assurances on QoS performance. Through performance evaluation under real-
istic setup, SVR-OPT was able to reduce server energy consumption by up to 61.2%
when compared with an existing CDN management scheme that is not energy aware.
Furthermore, SVR-OPT's end-to-end delay results met the requirements of typical real-
time web applications, which showed its well-balanced trade-o between energy-saving
and QoS performance.
Third, we designed an energy-aware CDN management system that integrates with
modern CDN infrastructures. Our proposed system performs load unbalancing and
dynamic provisioning at intra-DC and inter-DC levels simultaneously, which was the
rst in the literature. Such strategies not only reduces energy consumed by servers in
a CDN, they are also able to eliminate the cooling systems' energy usage in the DCs
that are entirely put to sleep. We realized the above strategies through introducing
Energy-Aware Analysis (EAA) and Energy-Aware Server Controller (EASC) systems
to modern CDN architecture, whose system-level design was presented. We also devel-
oped a heuristic algorithm (Min-DC-LD) to help EAA system making quick decisions
on energy-aware request resolution and each server's and DC's on/o status. Min-
DC-LD enforces the constraints on server utilization and network distance that each
request travels, which assure QoS performance of server response time and end-to-end
delay respectively. When compared with an existing scheme that performs dynamic
provisioning on servers only, Min-DC-LD was able to achieve an energy-saving gain of
up to 52.7%. Meanwhile, it produced desired end-to-end delay performance.
Fourth, we developed an optimization model that minimizes DC energy consumption
in a cross-domain CDN, which includes both servers' and cooling systems' energy con-
sumption in DCs. Our purposes were not only to evaluate the optimality of the algo-
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rithm we proposed earlier (Min-DC-LD), but also to provide a benchmark for other
CDN energy-saving schemes. After showing the model's NP-hardness, we derived
a lower bound (LB) to the model's optimal solution through Lagrangian relaxation.
Through simulations under realistic setup, the energy-saving performance gap between
LB and Min-DC-LD was showed to be up to 14.8% with a median of up to 6.7%. Hence,
we showed that a) Min-DC-LD's energy-saving performance is guaranteed to be near-
optimal; and b) LB can be used as a benchmark to evaluate other CDN energy-saving
schemes. We also evaluated Min-DC-LD's trade-o in energy saving under stricter
constraints on server response time and end-to-end delay. Specically, we showed that
Min-DC-LD's 75-percentile energy-saving gain remained almost the same when a) end-
to-end delay requirement was tightened by half; or b) server response time requirement
was tightened by six times. These results provide practical guidelines to CDN operators
on saving energy with respect to dierent web applications' QoS requirements.
In conclusion, from both theoretical and practical perspectives, we have eectively
addressed the problem of optimizing energy consumption in large-scale CDNs that cover
multiple ISP domains. Our strategy of simultaneously performing load unbalancing
and dynamic provisioning on both servers and DCs was the rst in the literature,
and demonstrated signicant improvement in energy saving over existing CDN energy-
saving schemes. Furthermore, our proposed schemes produced desired QoS performance
under simulations with realistic setups, which indicated a well-balanced energy-QoS
trade-o that is crucial in the CDN industry.
6.2 Future Work
Regarding the proposed energy-aware CDN management scheme, we plan to further
improve it in the following two aspects.
First, while the proposed optimization model and algorithm are able to achieve near-
optimal energy saving in an oine manner, we plan to extend our scheme for online
use. First, an eective load prediction system needs to be developed to forecast in-
coming content request volume at geographically-distributed PoP nodes. Second, since
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frequently turning a server or DC on/o would aect its hardware lifetime, it is im-
portant to consider the continuity on each server or DC's on/o status in an online
fashion. Third, it is worth investigating how to assure QoS performance when an un-
expected increase in request volume takes place, for example during a special event.
Fourth, although the time complexity of our proposed energy-aware CDN management
algorithm is already polynomial, whether it can be further reduced is worth looking
into.
Second, we plan to implement the energy-aware CDN management system that we
designed in Chapter 4 on a testbed. A good candidate is PlanetLab, which is a globally
distributed overlay network that contains thousands of nodes across continents, and it
suits the need of modeling and simulating geographically-distributed PoP nodes and
DCs that are contained in a CDN. Through implementing our system in PlanetLab, we
will be able to a) demonstrate its working principles and energy-saving performance;
and b) validate its QoS performance through real measurement results.
Besides energy-aware CDN management, we are also interested in investigating the
performance and energy eciency of content delivery over next-generation wireless
networks, especially in the networks that have in-network caching enabled (i.e., content
is cached at base stations, or BSs). Specically, there are many technical challenges that
exist in wireless networks, but are not present in wired content delivery infrastructures
(CDN, CCN etc). For example, while BSs can be put to sleep during o-peak hours,
the network operator also needs to guarantee coverage for its users. Furthermore,
mobile users connect to dierent BSs when they move, which means it is likely that a
content delivery session will be handled by multiple base stations. Therefore, how to
guarantee user coverage and how to maintain desired QoS while performing handover
between BSs without disrupting ongoing content delivery sessions make saving energy
in next-generation wireless networks a non-trivial task.
Bibliography
[1] H. Yin, X. Liu, G. Min, and C. Lin, \Content delivery networks: a bridge between
emerging applications and future IP networks," IEEE Network, vol. 24, no. 4, pp.
52{56, 2010.
[2] The #1 CDN, Web Acceleration, OVP & Cloud Storage Solution | Limelight
Networks. [Online]. Available: http://www.limelight.com/
[3] Akamai Technologies. (2011) Akamai edge platform: Application accelera-
tion that delivers content and applications quickly, reliably, and securely.
http://www.akamai.com/html/technology/edgeplatform.html.
[4] R. Krishnan, H. V. Madhyastha, S. Srinivasan, S. Jain, A. Krishnamurthy, T. An-
derson, and J. Gao, \Moving beyond end-to-end path information to optimize
CDN performance," in Proc. IMC'09. New York, NY, USA: ACM, 2009, pp.
190{201.
[5] N. Feamster, L. Gao, and J. Rexford, \How to lease the Internet in your spare
time," SIGCOMM Computer Communications Review, vol. 37, pp. 61{64, Jan-
uary 2007.
[6] V. Cardellini, E. Casalicchio, M. Colajanni, and P. S. Yu, \The state of the art in
locally distributed web-server systems," ACM Computing Surveys, vol. 34, no. 2,
pp. 263{311, June 2002.
[7] Y. Korilis, A. Lazar, and A. Orda, \Architecting noncooperative networks," IEEE
Journal on Selected Areas in Communications, vol. 13, no. 7, pp. 1241{1251,
September 1995.
135
136 Bibliography
[8] E. Zegura, M. Ammar, Z. Fei, and S. Bhattacharjee, \Application-layer any-
casting: a server selection architecture and use in a replicated web service,"
IEEE/ACM Transactions on Networking, vol. 8, no. 4, pp. 455{466, August 2000.
[9] M. Stemm, R. Katz, and S. Seshan, \A network measurement architecture for
adaptive applications," in Proc. INFOCOM 2000. IEEE, 2000, pp. 285{294.
[10] T. Wu and D. Starobinski, \A comparative analysis of server selection in content
replication networks," IEEE/ACM Transactions on Networking, vol. 16, no. 6,
pp. 1461{1474, 2008.
[11] J. Dilley, B. Maggs, J. Parikh, H. Prokop, R. Sitaraman, and B. Weihl, \Globally
distributed content delivery," IEEE Internet Computing, vol. 6, no. 5, pp. 50{58,
2002.
[12] Facts & gures (Akamai). [Online]. Available: http://uk.akamai.com/html/
about/facts gures.html
[13] J. Koomey. (2011) Growth in data center electricity use 2005 to 2010. [Online].
Available: http://www.analyticspress.com/datacenters.html
[14] Natural Resources Defense Council. (2014, August) Data center e-
ciency assessment. [Online]. Available: https://www.nrdc.org/energy/les/
data-center-eciency-assessment-IP.pdf
[15] P. X. Gao, A. R. Curtis, B. Wong, and S. Keshav, \It's not easy being green," in
Proc. SIGCOMM. New York: ACM, 2012, pp. 211{222.
[16] M. Stansberry and J. Kudritzki. (2012) Uptime institute 2012 data center
industry survey. [Online]. Available: http://www.uptimeinstitute.com/images/
stories/Uptime Institute 2012 Data Industry Survey.pdf
[17] Digital Realty Trust Inc. (2013, January). [Online]. Available: http:
//www.digitalrealty.com/us/knowledge-center-us/?cat=Research
[18] Q. Wu, P. Juang, M. Martonosi, L.-S. Peh, and D. W. Clark, \Formal control
techniques for power-performance management," IEEE Micro, vol. 25, no. 5, pp.
52{62, 2005.
Bibliography 137
[19] L. A. Barroso and U. Holzle, \The case for energy-proportional computing,"
Computer, vol. 40, no. 12, pp. 33{37, 2007.
[20] C. Ge, Z. Sun, and N. Wang, \A survey of power-saving techniques on data cen-
ters and content delivery networks," IEEE Communications Surveys & Tutorials,
vol. 15, no. 3, pp. 1334{1354, 2013.
[21] A. Gandhi, M. Harchol-Balter, R. Das, and C. Lefurgy, \Optimal power allocation
in server farms," in Proc. SIGMETRICS'09. New York, NY, USA: ACM, 2009,
pp. 157{168.
[22] Traces in the internet trac archive. [Online]. Available: http://ita.ee.lbl.gov/
html/traces.html
[23] P. Gill, M. Arlitt, Z. Li, and A. Mahanti, \Youtube trac characterization: a
view from the edge," in Proc. IMC'07. New York, NY, USA: ACM, 2007, pp.
15{28.
[24] V. Mathew, R. K. Sitaraman, and P. Shenoy, \Energy-aware load balancing in
content delivery networks," in Proc. INFOCOM'12. Florida, OL: IEEE, March
2012, pp. 954{962.
[25] Infosys. (2009) A successful data center migration. [Online].
Available: http://www.infosys.com/consulting/information-management/
white-papers/Documents/data-center-migration.pdf
[26] C. Ge, N. Wang, and Z. Sun, \Optimizing server power consumption in cross-
domain content distribution infrastructures," in Proc. ICC'12. IEEE, June 2012,
pp. 2628{2633.
[27] ||, \Energy-aware data center management in cross-domain content delivery
networks," in Online Conference on Green Communications (GreenCom). IEEE,
October 2013, pp. 88{95.
[28] C. Ge, Z. Sun, N. Wang, K. Xu, and J. Wu, \Energy management in cross-domain
content delivery networks: A theoretical perspective," IEEE Transactions on
Network and Service Management, vol. 11, no. 3, pp. 264{277, September 2014.
138 Bibliography
[29] J. M. Almeida, D. L. Eager, M. K. Vernon, and S. J. Wright, \Minimizing delivery
cost in scalable streaming content distribution systems," IEEE Transactions on
Multimedia, vol. 6, no. 2, pp. 356{365, 2004.
[30] M. P. Willis, Digital Power Group. (2013, August) The cloud begins with
coal: an overview of the electricity used by the global digital ecosystem.
[Online]. Available: http://www.tech-pundit.com/wp-content/uploads/2013/
07/Cloud Begins With Coal.pdf?c761ac&c761ac
[31] R. Bolla, R. Bruschi, F. Davoli, and F. Cucchietti, \Energy eciency in the
future internet: A survey of existing approaches and trends in energy-aware xed
network infrastructures," IEEE Communications Surveys & Tutorials, vol. 13,
no. 2, pp. 223{244, 2011.
[32] Y. Zhang, P. Chowdhury, M. Tornatore, and B. Mukherjee, \Energy eciency in
telecom optical networks," IEEE Communications Surveys & Tutorials, vol. 12,
no. 4, pp. 441{458, 2010.
[33] A. P. Bianzino, C. Chaudet, D. Rossi, and J.-L. Rougier, \A survey of green
networking research," IEEE Communications Surveys & Tutorials, vol. 14, no. 1,
pp. 3{20, 2012.
[34] H. Yuan, C.-C. J. Kuo, and I. Ahmad, \Energy eciency in data centers and
cloud-based multimedia services: an overview and future directions," in Proc.
International Green Computing Conference. IEEE, 2010, pp. 375{382.
[35] Y. Zhang and N. Ansari, \On architecture design, congestion notication, TCP
incast and power consumption in data centers," IEEE Communications Surveys
&Tutorials, vol. 15, no. 1, pp. 39{64, January 2013.
[36] A. Beloglazov, R. Buyya, Y. C. Lee, and A. Y. Zomaya, \A taxonomy and sur-
vey of energy-ecient data centers and cloud computing systems," Advances in
Computers, vol. 82, pp. 47{111, 2011.
[37] E. Nygren, R. K. Sitaraman, and J. Sun, \The Akamai network: a platform
Bibliography 139
for high-performance internet applications," SIGOPS Operating Systems Review,
vol. 44, pp. 2{19, August 2010.
[38] P. Mahadevan, P. Sharma, S. Banerjee, and P. Ranganathan, \A power bench-
marking framework for network devices," in Proc. NETWORKING'09. Berlin,
Heidelberg: Springer-Verlag, 2009, pp. 795{808.
[39] K. W. Cameron, \The challenges of energy-proportional computing," IEEE Com-
puter, vol. 43, no. 5, pp. 82 {83, May 2010.
[40] B. Nordman and K. Christensen, \Greener PCs for the enterprise," IT Profes-
sional, vol. 11, no. 4, pp. 28{37, July - August 2009.
[41] C. Clark, K. Fraser, S. Hand, J. G. Hansen, E. Jul, C. Limpach, I. Pratt, and
A. Wareld, \Live migration of virtual machines," in Proc. Symposium on Net-
worked Systems Design & Implementation (NSDI'05). Berkeley, CA, USA:
USENIX Association, 2005, pp. 273{286.
[42] A. Beloglazov and R. Buyya, \Adaptive threshold-based approach for energy-
ecient consolidation of virtual machines in cloud data centers," in Proc. the
8th International Workshop on Middleware for Grids, Clouds and e-Science
(MGC'10). New York, NY, USA: ACM, 2010, pp. 4:1{4:6.
[43] ||, \Energy ecient allocation of virtual machines in cloud data centers," in
International Conference on Cluster, Cloud and Grid Computing (CCGrid'10).
IEEE/ACM, May 2010, pp. 577{578.
[44] X. Wang and M. Chen, \Cluster-level feedback power control for performance
optimization," in Proc. International Symposium on High Performance Computer
Architecture (HPCA'08). IEEE, 2008, pp. 101{110.
[45] X. Wang and Y. Wang, \Coordinating power control and performance manage-
ment for virtualized server clusters," IEEE Transactions on Parallel and Dis-
tributed Systems, vol. 22, no. 2, pp. 245{259, 2011.
[46] V. Sharma, A. Thomas, T. Abdelzaher, K. Skadron, and Z. Lu, \Power-aware QoS
140 Bibliography
management in web servers," in Proc. Real-Time Systems Symposium (RTSS'03).
IEEE, 2003, pp. 63{72.
[47] L. Wang and Y. Lu, \Ecient power management of heterogeneous soft real-time
clusters," in Proc. Real-Time Systems Symposium (RTSS'08). Barcelona, Spain:
IEEE, 2008, pp. 323{332.
[48] R. Raghavendra, P. Ranganathan, V. Talwar, Z. Wang, and X. Zhu, \No `power'
struggles: coordinated multi-level power management for the data center," ACM
SIGOPS Operating Systems Review, vol. 42, no. 2, pp. 48{59, March 2008.
[49] M. Elnozahy, M. Kistler, and R. Rajamony, \Energy conservation policies for web
servers," in Proc. of the 4th conference on USENIX Symposium on Internet Tech-
nologies and Systems (USITS'03). Berkeley, CA, USA: USENIX Association,
2003, pp. 8{8.
[50] Y. Chen, A. Das, W. Qin, A. Sivasubramaniam, Q. Wang, and N. Gautam,
\Managing server energy and operational costs in hosting centers," in Proc. SIG-
METRICS'05. New York, NY, USA: ACM, 2005, pp. 303{314.
[51] E. N. Elnozahy, M. Kistler, and R. Rajamony, \Energy-ecient server clusters,"
in Proc. of the 2nd International Conference on Power-Aware Computer Systems
(PACS'03). Berlin, Heidelberg: Springer-Verlag, 2003, pp. 179{197.
[52] Y. Yang, N. Xiong, A. Aikebaier, T. Enokido, and M. Takizawa, \Minimizing
power consumption with performance eciency constraint in web server clus-
ters," in Proc. International Conference on Network-Based Information Systems
(NBIS'09), 2009, pp. 45{51.
[53] T. Heath, B. Diniz, E. V. Carrera, W. Meira, Jr., and R. Bianchini, \Energy
conservation in heterogeneous server clusters," in Proc. SIGPLAN Symposium
on Principles and Practice of Parallel Programming (PPoPP'05). New York,
NY, USA: ACM, 2005, pp. 186{195.
[54] C. Rusu, A. Ferreira, C. Scordino, and A. Watson, \Energy-ecient real-time
Bibliography 141
heterogeneous server clusters," in Proc. Real-Time and Embedded Technology and
Applications Symposium. IEEE, 2006, pp. 418{428.
[55] B. Guenter, N. Jain, and C. Williams, \Managing cost, performance, and reli-
ability tradeos for energy-aware server provisioning," in Proc. INFOCOM'11.
IEEE, 2011, pp. 1332{1340.
[56] S. Wang, J.-J. Chen, J. Liu, and X. Liu, \Power saving design for servers under
response time constraint," in Proc. 22nd Euromicro Conference on Real-Time
Systems (ECRTS'10), Brussels, Belgium, 2010, pp. 123{132.
[57] G. Chen, W. He, J. Liu, S. Nath, L. Rigas, L. Xiao, and F. Zhao, \Energy-
aware server provisioning and load dispatching for connection-intensive internet
services," in Proc. Symposium on Networked Systems Design & Implementation
(NSDI'05). Berkeley, CA, USA: USENIX Association, 2008, pp. 337{350.
[58] T. Imada, M. Sato, Y. Hotta, and H. Kimura, \Power management of dis-
tributed web savers by controlling server power state and trac prediction for
QoS," in Proc. International Symposium on Parallel and Distributed Processing
(IPDPS'08). IEEE, 2008, pp. 1{8.
[59] D. Kliazovich, P. Bouvry, and S. U. Khan, \DENS: Data center energy-ecient
network-aware scheduling," in Proc. CPSCom & GreenCom. Hangzhou, China:
IEEE/ACM, 2010, pp. 69{75.
[60] C. Lefurgy, X. Wang, and M. Ware, \Power capping: a prelude to power shifting,"
Cluster Computing, vol. 11, pp. 183{195, June 2008.
[61] J. Choi, S. Govindan, B. Urgaonkar, and A. Sivasubramaniam, \Proling, predic-
tion, and capping of power consumption in consolidated environments," in Proc.
International Symposium on Modeling, Analysis and Simulation of Computers
and Telecommunication Systems (MASCOTS'08). IEEE, 2008, pp. 1{10.
[62] M. Etinski, J. Corbalan, J. Labarta, and M. Valero, \Optimizing job performance
under a given power constraint in HPC centers," in Proc. International Green
Computing Conference. Chicago, IL: IEEE, 2010, pp. 257{267.
142 Bibliography
[63] I. Kamitsos, L. Andrew, H. Kim, and M. Chiang, \Optimal sleep patterns for serv-
ing delay-tolerant jobs," in Proc. International Conference on Energy-Ecient
Computing and Networking (e-Energy'10). New York, NY, USA: ACM, 2010,
pp. 31{40.
[64] I. Goiri, F. Julia, R. Nou, J. L. Berral, J. Guitart, and J. Torres, \Energy-
aware scheduling in virtualized data centers," in Proc. International Conference
on Cluster Computing (CLUSTER'10). Crete, Greece: IEEE, 2010, pp. 58{67.
[65] M. Steinder, I. Whalley, J. E. Hanson, and J. O. Kephart, \Coordinated manage-
ment of power usage and runtime performance," in Proc. Network Operations &
Management Symposium (NOMS'08). Salvador, Brazil: IEEE/IFIP, 2008, pp.
387{394.
[66] D. Kusic, J. O. Kephart, J. E. Hanson, N. Kandasamy, and G. Jiang, \Power and
performance management of virtualized computing environments via lookahead
control," Cluster Computing, vol. 12, pp. 1{15, March 2009.
[67] H. Mi, H. Wang, G. Yin, Y. Zhou, D. Shi, and L. Yuan, \Online self-
reconguration with performance guarantee for energy-ecient large-scale cloud
computing data centers," in Proc. International Services Computing Conference
(SCC'10). Miami, FL: IEEE, 2010, pp. 514{521.
[68] Y. Koh, R. Knauerhase, P. Brett, M. Bowman, Z. Wen, and C. Pu, \An analysis of
performance interference eects in virtual environments," in Proc. International
Symposium on Performance Analysis of Systems Software (ISPASS'07). San
Jose, CA: IEEE, April 2007, pp. 200{209.
[69] Cisco Systems inc. (2007, December) Cisco data center infrastructure 2.5
design guide. Cisco Inc. [Online]. Available: http://www.cisco.com/en/US/
docs/solutions/Enterprise/Data Center/DC Infra2 5/DCInfra 1.html
[70] Y. Wang and X. Wang, \Power optimization with performance assurance for
multi-tier applications in virtualized data centers," in Proc. International Con-
ference on Parallel Processing Workshops (ICPPW'10). San Diego, CA: IEEE,
2010, pp. 512{519.
Bibliography 143
[71] J. Carter and K. Rajamani, \Designing energy-ecient servers and data centers,"
IEEE Computer, vol. 43, no. 7, pp. 76{78, 2010.
[72] D. J. Brown and C. Reams, \Toward energy-ecient computing," Communica-
tions of the ACM, vol. 53, no. 3, pp. 50{58, March 2010.
[73] G. Varsamopoulos, Z. Abbasi, and S. K. S. Gupta, \Trends and eects of energy
proportionality on server provisioning in data centers," in Proc. International
Conference on High Performance Computing (HiPC'10). Goa, India: IEEE,
2010, pp. 1{11.
[74] N. Tolia, Z. Wang, M. Marwah, C. Bash, P. Ranganathan, and X. Zhu, \Deliver-
ing energy proportionality with non energy-proportional systems: optimizing the
ensemble," in Proc. International Conference on Power-Aware Computing and
Systems (HotPower'08). Berkeley, CA, USA: USENIX Association, 2008, pp.
1{5.
[75] D. Meisner, B. T. Gold, and T. F. Wenisch, \PowerNap: eliminating server idle
power," in Proc. International Conference on Architectural Support for Program-
ming Languages and Operating Systems (ASPLOS'09). New York, NY, USA:
ACM, 2009, pp. 205{216.
[76] P. Mahadevan, S. Banerjee, and P. Sharma, \Energy proportionality of an en-
terprise network," in Proc. SIGCOMM Workshop on Green Networking. New
York, NY, USA: ACM, 2010, pp. 53{60.
[77] P. Mahadevan, P. Sharma, S. Banerjee, and P. Ranganathan, \Energy aware
network operations," in Proc. International Conference on Computer Commu-
nications (INFOCOM'09) Workshops. Piscataway, NJ, USA: IEEE, 2009, pp.
25{30.
[78] Y. Shang, D. Li, and M. Xu, \Energy-aware routing in data center network," in
Proc. ACM SIGCOMM Workshop on Green Networking. New York, NY, USA:
ACM, 2010, pp. 1{8.
144 Bibliography
[79] B. Heller, S. Seetharaman, P. Mahadevan, Y. Yiakoumis, P. Sharma, S. Baner-
jee, and N. McKeown, \ElasticTree: saving energy in data center networks," in
Proc. Symposium on Networked Systems Design & Implementation (NSDI'10).
Berkeley, CA, USA: USENIX Association, 2010, pp. 17{17.
[80] V. Valancius, N. Laoutaris, L. Massoulie, C. Diot, and P. Rodriguez, \Greening
the internet with nano data centers," in Proc. CoNEXT'09. New York, NY,
USA: ACM, 2009, pp. 37{48.
[81] U. Lee, I. Rimac, and V. Hilt, \Greening the Internet with content-centric net-
working," in Proc. International Conference on Energy-Ecient Computing and
Networking (e-Energy'10). New York, NY, USA: ACM, 2010, pp. 179{182.
[82] K. Guan, G. Atkinson, D. C. Kilper, and E. Gulsen, \On the energy eciency of
content delivery architectures," in Proc. International Conference on Communi-
cations (ICC'11) Workshops. Kyoto, Japan: IEEE, 2011, pp. 1{6.
[83] A. Qureshi, R. Weber, H. Balakrishnan, J. Guttag, and B. Maggs, \Cutting the
electric bill for Internet-scale systems," SIGCOMM Computer Communications
Review, vol. 39, pp. 123{134, August 2009.
[84] X. Fan, W.-D. Weber, and L. A. Barroso, \Power provisioning for a warehouse-
sized computer," in Proc. International Symposium on Computer Architecture
(ISCA'07). New York, NY, USA: ACM, 2007, pp. 13{23.
[85] L. Rao, X. Liu, L. Xie, and W. Liu, \Minimizing electricity cost: Optimization
of distributed internet data centers in a multi-electricity-market environment,"
in Proc. INFOCOM'10. San Diego, CA: IEEE, 2010, pp. 1{9.
[86] Z. Liu, M. Lin, A. Wierman, S. H. Low, and L. L. Andrew, \Greening geographical
load balancing," in Proc. SIGMETRICS '11. New York, NY, USA: ACM, 2011,
pp. 233{244.
[87] H. Xu and B. Li, \Joint request mapping and response routing for geo-distributed
cloud services," in Proc. INFOCOM'13. Turin, Italy: IEEE, April 2013, pp. 854{
862.
Bibliography 145
[88] N. Xu, J. Yang, M. Needham, D. Boscovic, and F. Vakil, \Toward the green video
CDN," in Proc. CPSCom & GreenCom. Hangzhou, China: IEEE/ACM, 2010,
pp. 430{435.
[89] L. Chiaraviglio and I. Matta, \GreenCoop: cooperative green routing with
energy-ecient servers," in Proc. e-Energy'10. New York, NY: ACM, 2010,
pp. 191{194.
[90] ||, \An energy-aware distributed approach for content and network manage-
ment," in Proc. INFOCOM Workshop on Green Communications and Network-
ing. Shanghai, China: IEEE, April 2011, pp. 337{342.
[91] S. ul Islam and J.-M. Pierson, \Evaluating energy consumption in CDN servers,"
in ICT as Key Technology against Global Warming. Springer, 2012, pp. 64{78.
[92] V. Mathew, R. Sitaraman, and P. Shenoy, \Energy-ecient content delivery net-
works using cluster shutdown," in Proc. International Green Computing Confer-
ence (IGCC'13). Arlington, VA: IEEE, June 2013, pp. 1{10.
[93] GEANT Project Home. [Online]. Available: www.geant.net
[94] The Internet2 Network. [Online]. Available: www.internet2.edu/network/
[95] U. Lee, I. Rimac, D. Kilper, and V. Hilt, \Toward energy-ecient content dis-
semination," IEEE Network, vol. 25, no. 2, pp. 14{19, 2011.
[96] V. Jacobson, D. K. Smetters, J. D. Thornton, M. F. Plass, N. H. Briggs, and R. L.
Braynard, \Networking named content," in Proc. CoNEXT'09. New York, NY,
USA: ACM, 2009, pp. 1{12.
[97] R. S. Tucker, \Optical packet-switched WDM networks: a cost and energy per-
spective," in Proc. OFC/NFOEC'08. San Diego, CA: IEEE, 2008, pp. 1{25.
[98] N. Choi, K. Guan, D. Kilper, and G. Atkinson, \In-network caching eect on op-
timal energy consumption in content-centric networking," in Proc. International
Conference on Communications (ICC'12). Ottawa, Canada: IEEE, June 2012,
pp. 2889{2894.
146 Bibliography
[99] J. Llorca, A. Tulino, K. Guan, J. Esteban, M. Varvello, N. Choi, and D. Kilper,
\Dynamic in-network caching for energy ecient content delivery," in Proc. IN-
FOCOM'13. Turin, Italy: IEEE, April 2013, pp. 245{249.
[100] C. Fang, F. Yu, T. Huang, J. Liu, and Y. Liu, \Energy-ecient distributed
in-network caching for content-centric networks," in Proc. INFOCOM'14 Work-
shops. Toronto, Canada: IEEE, April 2014, pp. 91{96.
[101] M. Gupta and S. Singh, \Greening of the Internet," in Proc. Conference on
Applications, Technologies, Architectures, and Protocols for Computer Commu-
nications (SIGCOMM'03). New York, NY, USA: ACM, 2003, pp. 19{26.
[102] E. Beale and J. Forrest, \Global optimization using special ordered sets," Math-
ematical Programming, vol. 10, no. 1, pp. 52{69, 1976.
[103] K. L. Croxton, B. Gendron, and T. L. Magnanti, \A comparison of mixed-integer
programming models for nonconvex piecewise linear cost minimization problems,"
Management Science, vol. 49, no. 9, pp. 1268{1273, 2003.
[104] IBM developerWorks. (2014) IBM ILOG CPLEX Optimization Studio.
IBM. [Online]. Available: http://www.ibm.com/developerworks/downloads/ws/
ilogcplex/
[105] N. Kamiyama, T. Mori, R. Kawahara, S. Harada, and H. Hasegawa, \ISP-
operated CDN," in Proc. INFOCOM'09 Workshops. Rio de Janeiro, Brazil:
IEEE, 2009, pp. 49{54.
[106] L. Cherkasova and M. Gupta, \Analysis of enterprise media server workloads:
access patterns, locality, content evolution, and rates of change," IEEE/ACM
Transactions on Networking, vol. 12, no. 5, pp. 781{794, 2004.
[107] D. Lorenz, A. Orda, D. Raz, and Y. Shavitt, \Ecient QoS partition and routing
of unicast and multicast," IEEE/ACM Transactions on Networking, vol. 14, no. 6,
pp. 1336{1347, 2006.
[108] M. Chen, M. Ponec, S. Sengupta, J. Li, and P. A. Chou, \Utility maximization
Bibliography 147
in peer-to-peer systems with applications to video conferencing," IEEE/ACM
Transactions on Networking, vol. 20, no. 6, pp. 1681{1694, 2012.
[109] Y. Chen, D. Gmach, C. Hyser, Z. Wang, C. Bash, C. Hoover, and S. Singhal,
\Integrated management of application performance, power and cooling in data
centers," in Proc. Network Operations and Management Symposium (NOMS'10).
Osaka, Japan: IEEE/IFIP, April 2010, pp. 615{622.
[110] R. Das, S. Yarlanki, H. Hamann, J. Kephart, and V. Lopez, \A unied ap-
proach to coordinated energy-management in data centers," in Proc. Interna-
tional Conference on Network and Service Management (CNSM'11). Paris,
France: IEEE/IFIP, October 2011, pp. 1 {5.
[111] U.S. Environmental Protection Agency. (2007) Report to congress on server
and data center energy eciency public law 109-431. [Online]. Avail-
able: http://www.energystar.gov/ia/partners/prod development/downloads/
EPA Datacenter Report Congress Final1.pdf
[112] California Energy Commission. (2008, December) Nonresidential alternative
calculation method approval manual for the 2008 building energy eciency
standards. [Online]. Available: http://www.energy.ca.gov/2008publications/
CEC-400-2008-003/CEC-400-2008-003-CMF.PDF
[113] S. Manfredi, F. Oliviero, and S. Romano, \A distributed control law for load bal-
ancing in content delivery networks," IEEE/ACM Transactions on Networking,
vol. 21, no. 1, pp. 55{68, 2013.
[114] T. Repantis, J. Cohen, S. Smith, and J. Wein, \Scaling a monitoring infrastruc-
ture for the Akamai network," SIGOPS Operating Systems Review, vol. 44, no. 3,
pp. 20{26, August 2010.
[115] L. Qiu, V. Padmanabhan, and G. Voelker, \On the placement of web server
replicas," in Proc. INFOCOM'01. Anchorage, Alaska, USA: IEEE, April 2001,
pp. 1587{1596.
148 Bibliography
[116] American Society of Heating, Refrigerating and Air-Conditioning En-
gineers. (2011) 2011 thermal guidelines for data processing envi-
ronments. [Online]. Available: http://ecoinfo.cnrs.fr/IMG/pdf/ashrae 2011
thermal guidelines data center.pdf
[117] M. Lin, A. Wierman, L. Andrew, and E. Thereska, \Dynamic right-sizing
for power-proportional data centers," IEEE/ACM Transactions on Networking,
vol. 21, no. 5, pp. 1378{1391, 2013.
[118] M. Busari and C. Williamson, \ProWGen: A synthetic workload generation tool
for simulation evaluation of web proxy caches," Computer Networks, vol. 38, no. 6,
pp. 779{794, April 2002.
[119] G. Rodolakis, S. Siachalou, and L. Georgiadis, \Replicated server placement
with QoS constraints," IEEE Transactions on Parallel and Distributed Systems,
vol. 17, no. 10, pp. 1151{1162, 2006.
[120] S. Pelley, D. Meisner, T. F. Wenisch, and J. W. VanGlider, \Understanding and
abstracting total data center power," in Proc. International Workshop on Energy
Ecient Design (WEED'09). Austin, TX: IEEE/ACM, June 2009.
[121] Z. Abbasi, G. Varsamopoulos, and S. K. S. Gupta, \TACOMA: Server and work-
load management in internet data centers considering cooling-computing power
trade-o and energy proportionality," ACM Transactions on Architecture and
Code Optimization, vol. 9, no. 2, pp. 11:1{11:37, June 2012.
[122] K. G. Murty and S. N. Kabadi, \Some NP-complete problems in quadratic and
nonlinear programming," Mathematical Programming, vol. 39, no. 2, pp. 117{129,
Nov. 1987.
[123] H. Kellerer, U. Pferschy, and D. Pisinger, Knapsack problems. Springer, 2004.
[124] N. Megiddo and A. Tamir, \Linear time algorithms for some separable quadratic
programming problems," Operations Research Letters, vol. 13, no. 4, pp. 203{211,
May 1993.
Bibliography 149
[125] Z.-Q. Luo and W. Yu, \An introduction to convex optimization for communica-
tions and signal processing," IEEE Journal on Selected Areas in Communications,
vol. 24, no. 8, pp. 1426{1438, 2006.
[126] N. Megiddo, \Linear programming in linear time when the dimension is xed,"
Journal of the ACM, vol. 31, no. 1, pp. 114{127, Jan. 1984.
