This paper proposes a new test for covariance matrices structure based on the correction to Rao's score test in large dimensional framework. By generalizing the CLT for the linear spectral statistics of large dimensional sample covariance matrices, the test can be applicable for large dimensional non-Gaussian variables in a wider range without the restriction of the 4th moment. Moreover, the amending Rao's score test is also powerful even for the ultra high dimensionality as p n, which breaks the inherent idea that the corrected tests by RMT can be only used when p < n. Finally, we compare the proposed test with other high dimensional covariance structure tests to evaluate their performances through the simulation study.
Introduction
Recent advances in data acquisition techniques and the ease of access to high computation power have fueled increased interest in analyzing the data with moderate even large dimensional variables in most sciences, such as microarray gene expressions in biology, where the number of feature variables p greatly exceeds the sample size n. However, the traditional statistical methods encounter failure due to the increase in dimensionality, because they are established on the basis of fixed dimension p as the sample size n tends to infinity. So many efforts have been made to improve the power of the classical statistical methods and to propose new procedures designed for the large dimensional data. A particular attention has been paid to the covariance matrices structure test, which is of fundamental statistical interest and widely used in the biology, finance and etc.
Let χ = (x 1 , · · · , x n ) is an independent and identically distributed sample from a p dimensional random vector X with mean µ and covariance matrix Σ. To test on the structure of covariance matrices, we consider the hypothesis
which covers the identity hypothesis test H 0 : Σ = I p and the sphericity hypothesis test H 0 : Σ = γI p as the special cases. Within this context, it has been well studied under the normal distribution assumption with the classical setting of fixed p, such as [1] , [10] and [13] . Also, the Rao's score test was given in 5 [14] . But they all lost their effectiveness as p is a moderate or ultra high dimension, even worse for the non-Gaussian variables. Therefore, many statisticians have investigated this problem and provided the various solutions for the large dimensional data setting. The earlier works include [11] , [12] and [15] , which involved some well-chosen distance function relied on the first and second spectral 10 moments as dimension p and sample size n go to infinity together, whereas they were invalid for either the ultra high dimensionality or non-Gaussian variables.
Then Bai et al. [2] focused on deriving the limiting behavior of the corrected LRT under the large dimensional limiting scheme p/n → c ∈ [0, 1), and Jiang et al. [9] extended it to a wider spread with c ∈ [0, 1] and p < n. Their methods 15 expanded the application range without distribution assumption, but still not applicable for the case of p > n where the likelihood ratio cannot be well defined.
Recently, Chen et al. [7] proposed a nonparametric test with the constrains of uniformly bounded 8th moment and derived its asymptotic distribution under the null hypothesis regardless of the limiting behavior of p/n. Motivated by 20 this, Cai and Ma [6] investigated the high dimensional covariance testing problem from a minimax point of view under the normal assumption. It showed that its power uniformly dominated that of the corrected LRTs over the entire asymptotic regime in which the corrected LRTs were defined. Though it had the optimal power, as seen from our simulation, It failed in empirical sizes when 25 the dimension p was much higher than the sample size n, especially the case of "large p small n".
In this paper, we proposed a new test for the hypothesis (1) by RMT (random matrix theory) based on the aforementioned Rao's score test. The main contributions of this work displayed in several aspects. First, we generalized the
30
CLT(central limit theorem) for the LSS (linear spectral statistic) of large dimensional sample covariance matrices in [4] . By removing the restriction that the 4th moment of the variable is 3 + δ, where δ is a positive constant tending to 0, we provided an enhanced version of the theorem, which made the test proposed in this work suitable for non-Gaussian variables in a wider range. Moreover, our 35 correction based on Rao's score test can be applied to the ultra high dimensionality in despite of the functional relationship between p and n. Although it was derived under the limiting scheme p/(n − 1) → q ∈ [0, +∞) with unknown mean parameter µ, exactly what we need was just the ratio of p over n in practical problems, which is always easily acquired under any functional expression of p 40 and n. It can be sustained by the simulation when (p, n) = (40, 19) or (320, 79) and etc., which are close to the pair numbers adopted in [7] by the function p = exp(n 0.4 ) + 10. It also revealed that whether the corrections by RMT can be used in the case of p > n depends on the corrected statistics we chose rather than the tools we used in RMT. Finally, the restricted condition is relaxed to 45 the finite 4th moment compared with [7] , and our correction to Rao's score test has the more accurate sizes and better powers as shown in the simulation study. CLT for LSS of large dimensional sample covariance matrices is also presented, which makes it possible that the modifications of the score tests have a wider use with the 4th moment requirement excluded.
Rao's Score Test
Let X be a random variable with population distribution F X (x, θ) and density function f X (x, θ), where θ is an unknown parameter. The score vector of
It is well known that the information matrix can be also calculated by Hessian matrix H(X, θ) as below:
Let χ = (x 1 , · · · , x n ) denote a sample from the population distribution 65 F X (x, θ). Then the log-likelihood, the score function and the information matrix of the sample are given by l(χ,
and I(χ, θ) = nI(x 1 , θ), respectively. 
where θ 0 = (θ 01 , · · · , θ 0p ) is a known vector and RST(χ, θ 0 ) tends to a χ 2 p 70 limiting distribution as n → ∞ under H 0 . (Rao,1948) .
To specify the Rao's score test statistic for hypothesis test (1), we suppose the sample χ = (x 1 , · · · , x n ) follows a normal distribution with mean parameter µ and covariance matrix Σ. Denote θ = (µ , vec(Σ) ) , where vec(·) is the vectorization operator. First, the logarithm of the density of the sample χ is written as
By the definition
 is a p(p + 1) × 1 vector, then the score vector for the sample is
Derivations of (2) is specified in the Appendix Appendix A.1.
where the part of the parameter Σ is
Details of derivations for (4) can be found in the Appendix Appendix A.1.
A is defined in (3), then the information matrix I(χ, θ) =:
where the part for Σ is
If there are no restrictions on µ, the parameter µ in the score vector is replaced by its maximum likelihood estimatorμ. Then the part of the score vector corresponding to µ turns to 0, and only the second part of the score 
respectively. Also Σ 0 is instead of Σ under the null hypothesis. Thus, we have 75 Proposition 2.1. Rao's score test statistic for testing H 0 : Σ = Σ 0 with no constrains on µ has the following form
where χ = (x 1 , · · · , x n ) is a sample from N p (µ, Σ), and the test statistic RST(χ, Σ 0 ) tends to a χ 2 distribution with freedom degree
Proof.
For some special cases are listed in the corollaries as following.
Corollary 2.1. Rao's score test statistic for testing H 0 : Σ = I p with no constrains on µ has the following form
where χ = ( 
where χ = (x 1 , · · · , x n ) is a sample from N p (µ, Σ), and the test statistic RST(χ, γI p ) tends to a χ 2 distribution with freedom degree
Proof. Replace the Σ 0 byγI p according to (6) , whereγ = tr( Σ) p is the maxi-85 mum likelihood estimator of γ.
CLT for LSS of a large dimensional sample covariance matrix
As seen above, the statistics of Rao's score test for the hypothesis (1) where
. So the sample covariance matrix is
where we use conjugate transpose for the complex variables instead. For simplicity we use F q , F qn to denote the Marčenko-Pastur law of index q and q n respectively, where
Sn n marks the empirical spectral distribution(ESD) of the matrix S n , which is defined as
where λ
are the real eigenvalues of the p × p square matrix S n . Define
which is a so-called linear spectral statistic (LSS) of the random matrix S n .
Based on this, we consider the empirical process
where U is an open set of the complex plane including [a(q), b(q)], where a(q) =
, and A be the set of analytic functions f : U → C.
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Actually, the contours in U should contain the whole supporting set of the LSD
should enclose the whole support {0}∪[a(q), b(q)], because the F q has a positive mass at the origin at this time. However, due to the exact separation theorem in [3] , for large enough p and n, the discrete mass at the origin will coincide Then an enhanced version of Theorem 1.1 in [4] is provided, which will play a fundamental role in next derivations.
Lemma 2.1. Assume:
Then the random vector (
) forms a tight sequence by the index n, and it weakly converges to a k-dimensional Gaussian vector with mean
and covariance function
where j, ∈ {1, · · · , k}, and m(z) ≡ m F q (z) is the Stieltjes Transform of
The contours all contain the support of F q and non overlapping in both (11) and (12) .
The proof of the Lemma 2.1 is detailed in Appendix Appendix A.2.
The Proposed Testing Statistics
In this part, χ = (x 1 , · · · , x n ) remains to be an independent and identically distributed sample from a p dimensional random vector X with mean µ and covariance matrix Σ. For testing the hypothesis H 0 : Σ = Σ 0 , set
If the mean parameter µ is known, the Lemma 2.1 can be cited in a direct way because its sample covariance matrix is identical with S n in (7). However, it shows a slightly difference with unknown µ.
By [17] , it is reasonable to use n − 1 instead of n, if applying the CLT in the Lemma 2.1 to correct the score test in large dimensional data with the unknown mean parameter. Also, the estimator of covariance matrix in the the corrected statistics should be changed into the unbiased one. Therefore, we define the un-
0 , and denote
Because Σ has the same LSD with S n−1 defined in (7) with n substituted by n − 1 , so that the matrix S has the same LSD as S n−1 due to the positive definiteness of Σ 0 . Therefore, it is natural to use n − 1 instead of n by [17] when the Lemma 2.1 is applied to amending the score test concerned the eigenvalues of S. Let
then the correction to Rao's score test is hold in the following theorem:
Theorem 3.1. Suppose that the conditions of Lemma 2.1 hold, for hypothesis
Then, under H 0 and when n → ∞, the correction to Rao's score test statistics is
where F qn is the Marčenko-Pastur law of index q n , and F qn (g), µ(g) and υ(g) are calculated in (15) , (17) and (18), respectively.
Proof. By the derivation (13), we have
where (λ S i ), i = 1, · · · , p and F S n are the eigenvalues and the ESD of the matrix S, respectively. F qn (g) denotes the integral of the function g(x) by the density corresponding to the Marčenko-Pastur law of index q n , that is
which is calculated in the Appendix Appendix A.3. As the definition in (8),
we have
. (16) By Lemma 2.1, G n (g) weakly converges to a Gaussian vector with the mean
and variance
which are calculated in the Appendix Appendix A.3. Then, by (16) we arrive
Finally,
Corollary 3.1. For testing H 0 : Σ = I p with no constrains on µ, the conclusion of Theorem 3.1 still holds, only with the test statistic RST(χ, I p ) in (14) is revised by
Corollary 3.2. For testing H 0 : Σ = γI p with no constrains on µ, the conclusion of Theorem 3.1 still holds, only with the test statistic RST(χ, I p ) in (14) is revised by
is the maximum likelihood estimator of γ.
Simulation Study
Simulations are conducted in this section to evaluate the correction to Rao's score test (CRST) that we proposed. To compare the performance, we also present the corresponding simulation results of the test in [7] (SCT), the test • Gamma Assumption: random vector X = (X 1 , · · · , X p ) and the components are independent and identically distributed as Gamma (4,0.5), so that each of the random variables X i also has mean 2 and variance 1.
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For each set of the scenarios, we report both empirical Type I errors and powers with 10,000 replications at α = 0.05 significance level. Different pair values of p, n are selected at a wide rage regardless of the functional expression or limiting behavior between them. The mean parameter is supposed to be unknown and substituted by the sample mean during the calculations.
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To calculate the empirical powers of the tests, two alternatives are designed in the simulations. In the first alternative, two different sample sets are provided for the corresponding scenarios. For Gaussian assumption, the samples are independently generated from the random vector X following the normal distribution with mean vector µ 0 1 p and covariance matrix Table 1 , and the empirical powers for the second alternative is represented in Table 2 .
As seen from the Table 1 , the empirical Type I errors of our proposed test CRST for both scenarios are almost around the nominal size 5%, and it converges to the nominal level rapidly as the dimension p approaches infinity, even 180 for small n. Although, the empirical sizes of the proposed CRST is slightly higher for the case of p = 17 or 20 under the Gamma assumption, it can be accepted with comparison to the other tests and be understood due to both asymptotic and nonparametric. resilient power for the normal cases when p is much higher than n, for example (p = 160, n = 19).
Second, for small and moderate dimensions like p = 20 or 40 with higher sample size n = 79 or 159, the empirical Type I errors of the TCT in [6] behave well. However, the TCT leads to a dramatically high empirical size as the 195 dimension p increases much higher, especially for "large p , small n" such as (p=160,n=19), though it has the optimal powers. Meanwhile, the proposed CRST remains accurate.
Last, compared to the SCT in [7] , our proposed CRST have more closer empirical sizes to 5% with growing dimension p, especially for the small sample Finally, It must be pointed out that the proposed CRST cannot be use for the case q n = 1, but it remains in force even if q = 1, which means the q n could be very close to 1 by two sides. So we choose a different p for each n, which makes q n → 1 − , for example (p=17,n=19) or (p=77,n=79). Also, the cases as (p=20,n=19) or (p=80,n=79) are chosen for q n → 1 + . As seen from the results,
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the proposed CRST performs well even if q n → 1. Table 2 shows a more apparent comparison advantage under the second alternative. The higher empirical powers of RST and SCT don't make sense because their empirical sizes are much higher. Moreover, the powers of the TCT decline sharply, even near to 0.1, when the dimension p rises up. Whereas, the proposed CRST gives the powers around 0.9 at the eligible empirical sizes.
For a more intuitive understanding, take the cases (n=39,p=80) and (n=39,p=320)
as an example, Figure 1 
Conclusion
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In this paper, we propose a new testing statistic for the large dimensional covariance structure test based on amending Rao's score tests by RMT. Through generalizing the CLT for LSS of a large dimensional sample covariance matrix in [4] , we guarantee the test proposed is feasible for the non-Gaussian variables in a wider range. Furthermore, the correction to Rao's score test can be also used between p and n. It breaks the inherent thinking that the corrections by RMT are usually practicable when p < n, and shows that it is the corrected statistics we chose to decide whether the corrections by RMT can be used in the case of p > n rather than the tools we used in RMT. So we believe that large 235 dimensional spectral analysis in RMT will have more application fields in light of different situations.
Appendix A. Derivations and Proofs.
Appendix A.1. Proofs of the derivation in (2) and (4) The logarithm of the density of the sample χ is written as
and θ is denoted as (µ , vec(Σ) ) .
For the first part of (2), by the formula dX BX dX = (B + B )X, where the X is a vector and B is a matrix dependent on X, we have
For the second part of (2), by the following formulas
where X, B, C, D are all matrices. Then we have
Therefore, the score vector for the sample is
Next consider the derivation of (4). By the definitions of the Hessian matrix and score vector, we have
and First, the result of (9) and (11) is corresponding to the ones in [4] with the 4th moment equal to 3. Obviously, the mean in (9) is formed under the condition that the matrix T in [4] is identity, and its LSD is H(t) = I [1,∞) (t)
according to the assumptions in Lemma 2.1. Next, If we drop the condition on the 4th moment, it will be found that each of the (4.10) and (2.7) in [4] should be plused an additional item by their (1.15)
respectively, where
and E j is the conditional expectation given r 1 , · · · , r j for j = 1, · · · , n.
According to the Lemma 6.2 in [16] , if the 4th moment is arbitrary finite number, the mean function of M (z) in Lemma 1.1 in [4] should be added
which is the limit of
ever dropped in (4.10) and (4.12) of [4] . Similarly, the covariance function of M (z) should include the additional item
ever dropped in (2.7) of [4] . Then by their (1.14), the added mean function of
and the covariance function of G n (f j ) should plus
Put the condition H(t) = I [1,∞) (t) assuming in Lemma 2.1 into the equation (A.1) and (A.2), then we have the additional mean function
and the added covariance function
where j, ∈ {1, · · · , k}.
Appendix A.3. Proofs of limiting schemes for the correction to Rao's score test
, where F qn (x) is the Marčenko-Pastur law of the matrix S with index q n , the density is
and has a point mass 1 − 1 q n at the origin if q n > 1, where a n = (1 − √ q n ) 2 and b n = (1 + √ q n ) 2 . (See in [5] ). According the the definition, the supporting set of MP-law is x ∈ [0, 4] if q n = 1. But it is unreasonable that x lies on the denominator if x = 0 by the expression of the density.
So we exclude the case of q n = 1 and consider the following integral first,
a constant. Thus, the above integral F qn (g) is obtained by the partition into three parts as below :
where the third part is calculated by the following integral, which is also used in other calculations.
and the third part of the limiting integral
Because the density corresponding to F qn (x) has a point mass 1− 1 q n at the origin if q n > 1, then the F qn (g) should be added the term (1−0)
Then we arrive at
• Calculation of µ(g) in (17) .
By (9.12.13) in Bai and Silverstein [5] , with H(t) = I [1,∞ (t), the first part of the limiting mean µ(g) in (9) can also be expressed as The second part of the limiting mean µ(g) is obtained by (10)
For z ∈ C + , recall the equation (9.12.12) given in [4] 
.
Denote m(z) as m for simplicity, it is easily obtained that Therefore, -1 is the residue if q ≤ 1 and 0 is the residue if q > 1. and the integral is calculated as
which is the same result for both the cases of q ≤ 1 and q > 1.
Finally, we obtained µ(g) = (κ − 1)q + βq.
• Calculation of υ(g) in (18).
By Lemma 2.1, the first part of limiting variance υ(g) in (11) Finally, we obtained υ(g) = 2κq 2 (1 + 2q) + 4βq 3 .
