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Abstract
Clustering, like covariate selection for classification, is an important
step to understand and interpret the data. However, clustering of covari-
ates is often performed independently of the classification step, which can
lead to undesirable clustering results. Therefore, we propose a method
that can cluster covariates while taking into account class label infor-
mation of samples. We formulate the problem as a convex optimization
problem which uses both, a-priori similarity information between covari-
ates, and information from class-labeled samples. Like convex clustering
[6], the proposed method offers a unique global minima making it insen-
sitive to initialization. In order to solve the convex problem, we propose
a specialized alternating direction method of multipliers (ADMM), which
scales up to several thousands of variables. Furthermore, in order to cir-
cumvent computationally expensive cross-validation, we propose a model
selection criterion based on approximate marginal likelihood estimation.
Experiments on synthetic and real data confirm the usefulness of the pro-
posed clustering method and the selection criterion.
1 Introduction
Interpretability is paramount to communicate classification and regression re-
sults to the domain expert. Especially in high-dimensional problems, sparsity
of the solution is often assumed to increase interpretability. As a consequence,
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various previous work in statistics focuses on covariate selection, with the `1-
penalty being a particular popular choice [11].
However, even after successful covariate selection, the remaining solution
might still contain several hundreds or thousands of covariates. We therefore
suggest to further cluster the covariates. In particular, we propose a cluster-
ing method that uses a-priori similarity information between covariates while
respecting the response variable of the classification problem. The resulting
covariate clusters can help to identify meaningful groups of covariates and this
way, arguably increases the interpretability of the solution.
As a simple motivating example, consider the situation of document classifi-
cation, where the covariates are words in a document. Without further context,
we might want to cluster the words “apple” and “cherry” together. This cluster
might be appropriate for classifying a document into either category “cooking”
or category “sports’.’ However, this cluster might be inappropriate for classi-
fying a document as either “sports” or “computer”, due to the ambiguity of
“apple” meaning also “Macinctosh”.
This demonstrates that a simple two step approach, first step: covariate
clustering; second step: classification, might lead to clusters that are difficult
to interpret.1 Therefore, we propose to formulate the clustering problem as
a joint sample classification and covariate clustering problem. In particular,
we use a logistic regression loss with a pair-wise group lasso penalty for each
pair of covariate weight vector. Our formulation leads to a convex optimization
problem, like convex clustering [6, 12]. As a consequence, we have the desirable
properties of a unique global minima, and the ease to plot a clustering hierarchy,
instead of just a single clustering.
Our proposed method is conceptually related to joint convex covariate clus-
tering and linear regression as proposed in [19]. However, the change from linear
regression to logistic regression is computationally challenging. The main reason
is that the objective function is not decomposable for each covariate anymore.
Furthermore, the logistic regression loss is convex, but not, in general, strictly
convex, and therefore prohibits the application of the alternating minimization
algorithm (AMA) as in [6].
Therefore, we propose a specialized alternating direction method of multipli-
ers (ADMM) with an efficient gradient descent step for the non-decomposable
primal update. Our solution allows us to scale the covariate clustering to prob-
lems with several 1000 covariates.
Since we often want to decide on one clustering result, we also propose a
model selection criterion using an approximated marginal likelihood criterion.
The motivation for this criterion is similar to the Bayesian Information Criterion
(BIC) [18], but prevents the issue of a singular likelihood function. The pro-
posed criterion circumvents the need for hyper-parameter selection with cross-
validation which is computationally infeasible here.
1On the other hand, first classification and then covariate clustering requires an additional
heuristic to determine which covariate is associated to which class. The final clustering result
is then highly dependent on this fixed choice.
The outline of this article is as follows. In the next section, we introduce
our proposed objective function, and describe an efficient ADMM algorithm for
solving the convex optimization problem. In Section 3, we describe our model
selection criterion for selecting a plausible clustering result out of all clustering
results that were found with the proposed method. Next, in our experiments,
Sections 4 and 5, we compare the proposed method to k-means clustering and
convex clustering [6]. In particular, in Section 4, we evaluate the proposed
method and the model selection criterion on several synthetic data sets. In
Section 4.2, we evaluate the computational runtime of the proposed ADMM
algorithm and compare to standard convex optimization solvers. In Section
5, we evaluate the quality of the clustering result on two real text data sets.
Finally, in Section 6, we summarize our conclusions.
A note on our notation: we denote a matrix by capital letter, e.g. B ∈ Rc×d,
and a column vector by bold font e.g. x ∈ Rd. Furthermore, the i-th row of B
is denoted by Bi,· and is a row vector. The j-th column of B is denoted by B·,j
or simply bj , and is a column vector.
2 Proposed Method
Let B ∈ Rc×d, where c is the number of classes, and d is the number of covariates.
Bl,· is the weight vector for class l. Furthermore, β0 ∈ Rc contains the intercepts.
We now assume the multi-class logistic regression classifier defined by
f(y|x, B,β0) =
exp(By,·x+ β0(y))∑
y′ exp(By′,·x+ β0(y′))
.
We propose the following formulation for jointly classifying samples xs and
clustering the covariates:
minimize
B,β0
−
n∑
s=1
log f(ys|xs, B,β0) + ν
∑
i1<i2
Si1,i2 ||B·,i1 −B·,i2 ||2 , (1)
where Si1,i2 ≥ 0 defines a similarity measure between covariate i1 and i2 and
is assumed to be given a-priori. The last term is a group lasso penalty on the
class weights for any pair of two covariates i1 and i2. The penalty is large for
similar covariates, and therefore encourages that B·,i1 − B·,i2 is 0, that means
that B·,i1 and B·,i2 are equal. The clustering of the covariates can be found by
grouping two covariates i1 and i2 together if B·,i1 and B·,i2 are equal.
The advantage of this formulation is that the problem is convex, and we are
therefore guaranteed to find a global minima.
Note that this penalty shares some similarity to convex clustering as in
[6, 12]. However, one major difference is that we do not introduce latent vectors
for each data point, and our method can jointly learn the classifier and the
clustering.
We remark that it is straight forward to additionally add a sparsity penalty
on the columns of B to jointly select and cluster all covariates. We omit in the
following such extensions and focus on the computationally difficult part, the
clustering. Our implementation2 allows to perform joint or sequential covariate
selection and clustering.
Finally, we remark that the similarity matrix can be represented as an undi-
rected weighted graph with an edge between covariates i1 and i2 iff Si1,i2 > 0.
In practice, S might be manually crafted from a domain expert (e.g. given by
some ontology), or learned from a different data set (as we do in Section 5).
2.1 Optimization using ADMM
Here, we focus on the optimization problem from Equation (1), which we can
rewrite as
minimize
B,β0
−
n∑
s=1
log f(ys|xs, B,β0) + ν
1
2
d∑
i=1
di∑
j=1
Si,ei(j)||B·,i −B·,ei(j)||2 ,
where di denotes the number of adjacent covariates of i. Assuming that the
adjacent covariates of i are ordered from 1 to di, the function ei(j) returns the
global covariate id of the j-th adjacent covariate of i. We can then formulate
the problem as
minimize
B,Z,β0
−
n∑
s=1
log f(ys|xs, B,β0) + ν
1
2
d∑
i=1
di∑
j=1
Si,ei(j)||zi→ei(j) − zei(j)→i||2
subject to
∀i ∈ {1, . . . d}, j ∈ {1, . . . , di} : zi→ei(j) − bi = 0 ,
where we denote bj := B·,j ∈ Rc. Therefore, zi→a can be read as ”a copy of bi
for the comparison with ba”, where a is an adjacent node of i.
Using ADMM this can be optimized with the following sequence:
Bk+1 := arg min
B,β0
−
n∑
s=1
log f(ys|xs, B,β0) +
ρ
2
d∑
i=1
di∑
j=1
||zki→ei(j) − bi + uki→ei(j)||22
Zk+1·→· := arg min
Z·→·
ν
1
2
d∑
i=1
di∑
j=1
Si,ei(j)||zi→ei(j) − zei(j)→i||2 +
ρ
2
d∑
i=1
di∑
j=1
||zi→ei(j) − bk+1i + uki→ei(j)||22
∀{i, j} : i ∈ {1, . . . d}, j ∈ {1, . . . , di} :
uk+1i→j := u
k
i→j + z
k+1
i→j − bk+1i ,
where k denotes the current iteration; ui→j denotes the scaled dual variables
for zi→j ; Zk+1·→· denotes the set of variables {zi→j | i ∈ {1, . . . d}, j ∈ {1, . . . , di}}.
2Released here https://github.com/andrade-stats/convexCovariateClusteringClassification.
Update of primal variables The update of B can be solved with an ap-
proximate gradient Newton method [5], where fast calculation of the gradient
and function evaluation is key to an efficient implementation. Let us define
g(B) := −
n∑
s=1
log f(ys|xs, B,β0) +
ρ
2
d∑
i=1
di∑
j=1
||zki→ei(j) − bi + uki→ei(j)||22 .
Due to the second term, the calculation of g(B) is in O(d·maxi di), and therefore,
O(d2) for dense graphs. However, the double sum in the second term can be
expressed as follows:
d∑
i=1
di∑
j=1
||zki→ei(j) − bi + uki→ei(j)||22
=
d∑
i=1
di∑
j=1
||qij − bi||22
=
d∑
i=1
di∑
j=1
(
qTijqij − 2 · bTi qij + bTi bi
)
=
d∑
i=1
di∑
j=1
(
qTijqij
)
− 2
d∑
i=1
bTi
( di∑
j=1
qij
)
+
d∑
i=1
di∑
j=1
(
bTi bi
)
= qall − 2
d∑
i=1
bTi q ↑i +
d∑
i=1
di
(
bTi bi
)
,
where we defined qij := z
k
i→ei(j) + u
k
i→ei(j), and qall :=
∑d
i=1
∑di
j=1 q
T
ijqij ,
and q ↑i:=
∑di
j=1 qij . Since qall and q ↑i can be precalculated, each repeated
calculation of g(B) is in O(d).
Furthermore, we note that
∇big(B) = −
n∑
s=1
∇bi log f(ys|xs, B,β0) + ρ
di∑
j=1
(
− zki→ei(j) + bi − uki→ei(j)
)
= −
n∑
s=1
∇bi log f(ys|xs, B,β0)− ρ
di∑
j=1
qij + ρ
di∑
j=1
bi
= −
n∑
s=1
∇bi log f(ys|xs, B,β0)− ρ
(
q ↑i −dibi
)
.
Update of auxiliary variables The update of zi→j and zj→i, for each un-
ordered pair {i, j} can be performed independently, i.e.:
∀{i, j} : i ∈ {1, . . . d}, j ∈ {1, . . . , di} :
zk+1i→j , z
k+1
j→i := arg min
zi→j ,zj→i
ν
1
2
(Si,j ||zi→j − zj→i||2 + Sj,i||zj→i − zi→j ||2) + ρ
2
||zi→j − bk+1i + uki→j ||22
+
ρ
2
||zj→i − bk+1j + ukj→i||22
= arg min
zi→j ,zj→i
νSi,j ||zi→j − zj→i||2 + ρ
2
||zi→j − bk+1i + uki→j ||22 +
ρ
2
||zj→i − bk+1j + ukj→i||22 .
This optimization problem has a closed form solution, which was proven in
a different context in [10], with
zk+1i→j := θ(b
k+1
i − uki→j) + (1− θ)(bk+1j − ukj→i) ,
zk+1j→i := (1− θ)(bk+1i − uki→j) + θ(bk+1j − ukj→i) ,
where
θ :=
{
0.5 if m = 0,
max
(
1− νSi,jρh , 0.5
)
otherwise.
(2)
with h := ||bk+1i − uki→j − bk+1j + ukj→i||2.
2.2 Stopping criteria
As stopping criteria, we use, as suggested in [4], the `2 norm of the primal r
k
and dual residual sk at iteration k, defined here as
||rk||22 :=
d∑
i=1
di∑
j=1
||zki→ei(j) − bki ||22 ,
||sk||22 := ρ
d∑
i=1
di∑
j=1
||zki→ei(j) − zk−1i→ei(j)||22 .
We stop after iteration k, if
||rk||2 <
√
c(d+ 2l)  , and ||sk||2 <
√
c(d+ 2l)  ,
where l is the total number of edges in our graph, and  is set to 0.00001. We
also stop, in the cases where k ≥ 10000.
2.3 Identifying the covariate clusters
Although in theory the optimization problem ensures that certain columns of
B are exactly 0, due to the use of ADMM this is not true in practice. We
therefore follow the strategy proposed in [6]: after convergence of the ADMM,
we investigate Z, and place an edge between node i and j iff
zi→j = zj→i . (3)
The equality (3) can be check exactly (without numerical difficulties) due to the
thresholding of θ to 0.5 in Equation (2).
In the resulting graph, there are two possible ways to identify clusters:
• identify the connected components as clusters.3
• consider only fully connected components as clusters.
Of course, in theory, since the optimization problem is convex, after complete
convergence, we must have that the two ways result into the same clustering.
However, in practice, we find that the latter leads to too many covariates not
being clustered (i.e. each covariate is in a single cluster). The latter is also com-
putationally difficult, since identifying the largest fully connected component is
NP-hard. Therefore, we proceed here with the former strategy.
We denote the identified clusters as C1, . . . , Cm, where m is the number of
clusters and C := {C1, . . . , Cm} is a partition of the set of covariates.
3 Approximate Bayesian Model Selection
Note that different hyper-parameter settings for ν will result in different clus-
terings. For our experiments, we consider ν ∈ {n · 2−0.1a | a ∈ 0, 1, 2, . . . , 299}.
This way, we get a range of clusterings. Like convex clustering, this allows us
to plot a clustering hierarchy. However, in most situations, we are interested
in finding the most plausible clustering, or ranking the clusterings according to
some criterion.
One obvious way is to use cross-validation on the training data to estimate
held-out classification accuracy for each setting of ν. However, the computa-
tional costs are enormous. Another, more subtle issue is that the group lasso
terms in Equation (1) jointly perform clustering and shrinkage, but controlled
by only one parameter ν. However, the optimal clustering and the optimal
shrinkage might not be achieved by the same value of ν, an issue well known
for the lasso penalty [14]. Therefore, we consider here a different model selec-
tion strategy: an approximate Bayesian model selection with low computational
costs.
After we have found a clustering, we train a new logistic regression classi-
fier with the parameter space for B limited to the clustering. Assuming some
prior over B, the marginal likelihood p(y) provides a trade-off between model
fit and number of parameters (= number of clusters). A popular choice is
the Bayesian information criterion (BIC) [18], which assumes that the prior
can be asymptotically ignored4. However, BIC requires that the unpenalized
3A component is in general not fully connected.
4That is the prior log p(B) does not increase with n.
maximum-likelihood estimate is defined. Unfortunately, this is not the case for
logistic regression where linearly separable data will lead to infinite weights. For
this reason, we suggest here to use a Gaussian prior on B and then estimate the
marginal likelihood with a Laplace approximation.
In detail, in order to evaluate the quality of a clustering, we suggest to use
the marginal likelihood p(y|X,C ,β0), where we treat the intercept vector β0
as hyper-parameter. X ∈ Rn×d denotes the design matrix, and y ∈ {1, . . . , c}n
the responses.
We define the following Bayesian model
p(y, B|X,C ,β0) = pi(B)
∏
s
f(ys|xCs , B,β0) (4)
where pi denotes our prior on B, and xC denotes the projection of covariates x
on the clustering defined by C . This means
xC = TCx ,
where we define the matrix TC ∈ Rm×d as follows
TCij =
{
1 if j ∈ Ci ,
0 else .
Assuming a Gaussian prior N(0, σ2) on each entry of B ∈ Rm×m, the log
joint distribution for one data point (y,x) is given by
log f(y|x, B,β0) +
1
n
log pi(B) = By,·x+ β0(y)− log
(∑
y′
exp(By′,·x+ β0(y
′))
)
− 1
n
(
1
2σ2
||B||2F +
cm
2
log(2piσ2)) .
For simplicity, let us denote ri := (Bi,·)T . Note that ri ∈ Rm. Then the
gradient with respect to ri is
∇bi{log f(y|x, B,β0) +
1
n
log pi(B)} =
{ −pi · x− 1σ2nri if i 6= y ,
(1− pi) · x− 1σ2nri if i = y ,
with pi :=
exp(rTi x+βi)∑
y′ exp(r
T
y′x+βy′ )
.
The Hessian with respect to ri, rj is
∇2ri,rj{log f(y|x, B,β0) +
1
n
log pi(B)} =
{
pipj · xxT if i 6= j ,
(pi − 1)pi · xxT − 1σ2nId if i = j .
Let us denote by S(B) the Hessian of the log joint probability of the observed
data X = {x1, . . . ,xn} and prior B, i.e.
S(B)ij :=
n∑
s=1
∇2ri,rj{log f(ys|xs, B,β0) +
1
n
log pi(B)} ,
where S(B)ij ∈ Rm×m denotes the i, j-th block of S(B) ∈ Rcm×cm. By the
Bayesian central limit theorem, we then have that the posterior is approxi-
mately normal with covariance matrix −S(Bˆ)−1. Then applying the Laplace
approximation (see e.g. [2]), we get the following approximation for the marginal
likelihood p(X|β0):
p(X|β0) = |2pi(−S(Bˆ)−1)|
1
2pi(Bˆ)
n∏
s=1
f(ys|xs, Bˆ, βˆ0)
= (2pi)
cm
2 | − S(Bˆ)|− 12pi(Bˆ)
n∏
s=1
f(ys|xs, Bˆ, βˆ0) ,
where Bˆ and βˆ0 are the maximum a-posteriori (MAP) estimates from model (4).
For large number of clusters m the calculation of |−S(Bˆ)−1| is computationally
expensive. Instead, we suggest to use only the diagonal of the Hessian, which
can be calculated for one sample (y,x) as follows
Diag(∇2ri,rj{log f(y|x, B,β0) +
1
n
log pi(B)})u = (pi − 1)pi · x2z −
1
σ2n
,
with i := d ume, and z := u− (i− 1)m.
We consider the intercept terms β0 as hyper-parameters and use empirical
Bayes to estimate them, i.e. we set them to βˆ0. The hyper-parameter σ cannot
be estimated with empirical Bayes, since the unpenalized maximum-likelihood
might not be defined, and this would lead to σ → ∞. Therefore, we estimate
σ using cross-validation on the full model, i.e. no clustering. This is computa-
tionally feasible since the MAP is an ordinary logistic regression with `2 penalty
and cross-validation needs to be done only once and not for every clustering.
4 Synthetic Data Experiments
Here, in this section, we investigate the performance of our proposed method for
covariate clustering, as well as the performance of our proposed model selection
criterion on synthetic data.
For all synthetic datasets, we set the number of classes c to 4. The inter-
cept vector β0 is set to the zero vector. We group the covariates evenly into 10
clusters. The weight vector bi for covariate i is set to the all zero vector except
one position which is set to 5.0. That means each covariate is associated with
exactly one class. If two covariates i and j belong to the same cluster, then bi
and bj are set to be equal. Finally, we generate samples from a multivariate
normal distribution as follows: given a positive definite covariate similarity ma-
trix S, we generate a sample x from class y by x ∼ N(By,·, S). For each class
we generate the same number of samples.
For S we consider two scenarios:
S agrees with class label information If covariates i and j are in different
clusters, then Sij = 0, otherwise Sij = 0.9. Sii is set to 1.0. An example, where
each cluster has four covariates is show in Figure 1.
associated to
class 1
associated to
class 2
ground truth
cluster labels
1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 5 5 5 5
associated to
class 3
associated to
class 4
associated to
class 1
similarities in S
associated classes
….
Figure 1: Shows the first 20 covariates with its associated cluster labels (ground
truth), associated classes, and similarities between the covariates. Grey bar at
the same hight means that the covariates are similar to each other, i.e. Sij = 0.9.
Here, similarity S agrees with class information.
S partly disagrees with class label information This setting considers
the case when the prior information from S partly disagrees with the class
label information. For that purpose, we modify the clustering from before. In
particular, a new cluster C′ is introduced that covers evenly covariates from two
different clusters that are associated with different class labels. This is repeated
once more for two different clusters. This way we get two new clusters, which
we denote C′1 and C′2. S is defined as follows. If covariates i and j belong to the
same new cluster, then Sij = 0.9. If covariates i and j belong to the same old
cluster, and neither belongs to a new cluster, then Sij = 0.9. In all other cases
Sij is set to 0, and Sii = 1.0. An example is show in Figure 2.
associated to
class 1
associated to
class 2
1 1 2 2 3 3 4 4 5 5 6 6 7 7 7 7 8 8 8 8
associated to
class 3
associated to
class 4
associated to
class 1
similarities in S
associated classes
….ground truth
cluster labels
Figure 2: Shows the first 20 covariates with its associated cluster labels (ground
truth), associated classes, and similarities between the covariates. Grey bar at
the same hight means that the covariates are similar to each other, i.e. Sij = 0.9.
Here, similarity S disagrees with class information.
4.1 Clustering Evaluation
We consider d ∈ {40, 200} and n ∈ {40, 400, 4000}. We compare the proposed
method to k-means with the initialization proposed in [3] and convex clustering
[6]. For k-means, we consider k ∈ {1, 2, . . . , d}. For convex clustering the hyper-
parameter γ is tested in the range 0 to 5 evenly spaced with step size 1/300,
and weights wij are set to the exponential kernel with φ = 0.5.
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We repeat each experiment 10 times and report average and standard devia-
tion of the adjusted normalized mutual information (ANMI) [21] when compared
to the true clustering. The ANMI score ranges from 0.0 (agreement with true
clustering at pure chance level) to 1.0 (complete agreement with true cluster-
ing). All results are summarized in Table 1. For selecting a clustering we use
the approximate marginal likelihood selection criterion described in Section 3.
If the correct clustering was not found with the marginal likelihood model se-
lection criterion, we also show the oracle model selection performance, i.e. the
highest ANMI score among all the clusterings found (small font in Table 1).
This allows us to distinguish the failure of creating the correct clustering from
the failure of selecting the correct clustering.
Agreement and disagreement of similarity measure with class-label
information As expected, for the agreeing case, both k-means and convex
clustering can find the correct clustering. At least, for k-means, this is true when
focusing on the oracle model selection performance. However, when the a-priori
similarity measure disagrees with the class-label information (disagreeing case),
then k-means and convex clustering fail to create the correct clustering. The
proposed method finds in all cases the correct clustering.
Quality of marginal likelihood model selection criterion For the dis-
agreeing case, we see a discrepancy between the selected clustering and the best
clustering, when clustering with k-means. However, in all other cases, we find
that the marginal likelihood model selection criterion proposed in Section 3 al-
ways selects the best clustering. In particular, for the proposed method, we see
that the correct clustering is always selected.
4.2 Runtime Experiments
In order to check the efficiency of our proposed ADMM solution, we compare it
to two standard solvers for convex optimization, namely ECOS [9] and SCS [16]
using the CVXPY interface [8, 1]. Note that SCS uses a generic ADMM method
for which we use the same stopping criteria described in Section 2.2. We run
all experiments on a cluster with 32 Intel(R) Xeon(R) CPUs with 3.20GHz.
The results for the synthetic data set (disagreement of similarity measure
with class-label information) with d ∈ {40, 200, 1000} and n ∈ {40, 400, 4000}
are listed in Table 2. We repeat each experiment 10 times and report the average
5For d > 1000 the convex clustering method led to memory overflow. Therefore, we needed
to limit the weights to 5-nearest neighbors.
Table 1: Shows the ANMI score of the proposed method, convex clustering,
and k-means clustering on synthetic data: prior covariate similarity and class
information is agreeing (top) and disagreeing (bottom). Standard deviation in
brackets. Small number shows the highest ANMI score among all clusterings
found (oracle model selection performance).
proposed method
agreeing
n
40 400 4000
d
40 1.0 (0.0) 1.0 (0.0) 1.0 (0.0)
200 1.0 (0.0) 1.0 (0.0) 1.0 (0.0)
disagreeing
n
40 400 4000
d
40 1.0 (0.0) 1.0 (0.0) 1.0 (0.0)
200 1.0 (0.0) 1.0 (0.0) 1.0 (0.0)
convex clustering
agreeing
n
40 400 4000
d
40 1.0 (0.0) 1.0 (0.0) 1.0 (0.0)
200 1.0 (0.0) 1.0 (0.0) 1.0 (0.0)
disagreeing
n
40 400 4000
d
40 0.88 (0.0) 0.88 (0.0) 0.88 (0.0) 0.88 (0.0) 0.88 (0.0) 0.88 (0.0)
200 0.94 (0.0) 0.94 (0.0) 0.94 (0.0) 0.94 (0.0) 0.94 (0.0) 0.94 (0.0)
k-means clustering
agreeing
n
40 400 4000
d
40 0.67 (0.16) 1.0 (0.0) 0.57 (0.14) 1.0 (0.0) 0.77 (0.0) 1.0 (0.0)
200 0.87 (0.17) 1.0 (0.0) 1.0 (0.0) 1.0 (0.0)
disagreeing
n
40 400 4000
d
40 0.86 (0.07) 0.88 (0.0) 0.88 (0.0) 0.88 (0.0) 0.88 (0.0) 0.88 (0.0)
200 0.94 (0.0) 0.94 (0.0) 0.94 (0.0) 0.94 (0.0) 0.94 (0.0) 0.94 (0.0)
Table 2: Average runtime (in minutes with standard deviation in brackets) of
the proposed ADMM solution, and two standard solvers ECOS [9] and SCS
[16] NA (not available) marks experiments where one run did not stop after 12
hours.
Proposed method with proposed ADMM
n
40 400 4000
d
40 2.224 (0.127) 2.515 (0.118) 4.654 (0.141)
200 5.012 (0.162) 5.148 (0.29) 7.2 (0.217)
1000 37.968 (1.073) 35.886 (1.581) 42.118 (2.898)
Proposed method with ECOS
n
40 400 4000
d
40 3.86 (0.032) 25.439 (0.397) 625.116 (10.744)
200 40.164 (0.217) 284.789 (2.175) NA
1000 NA NA NA
Proposed method with SCS
n
40 400 4000
d
40 59.844 (5.671) 249.591 (7.799) NA
200 147.38 (4.952) NA NA
1000 NA NA NA
runtime (wall-clock time) in minutes. In cases where one experiment did not
finish after 12 hours we stopped the evaluation.
Our evaluation shows that the proposed method scales well with the number
of samples n, but less well with the number of variables d. One reason is that the
number of auxiliary variables grows quadratically with the number of variables
d, and therefore increases the cost per iteration by Ω(d2).6 Nevertheless, our
proposed method is considerably faster than standard solvers. Importantly, our
method scales to several 1000 variables which can be crucial when applying to
real data.
5 Experiments on Real Data
For our experiments on real data, we used the movie review corpus IMDB [13],
which consists of in total 100k (labeled and unlabeled) documents. IMDB is a
6For sparse graphs the number of auxiliary variables grows only in O(d), and therefore, we
can expect further speed-ups.
balanced corpus with 50% of the movies being reviewed as “good movie”, and
the remaining as “bad movie”. As the second dataset, we used the 20 News-
groups corpus (Newsgroup20)7 with around 19k documents categorized into 20
classes (topics like “hockey”, “computer”,...) In order to check whether our
model selection criterion correlates well with accuracy on held-out data, we use
10000 documents for training and clustering selection, and the remaining docu-
ments as held-out data.8 We removed all duplicate documents, and performed
tokenization and stemming with Senna [7].
5.1 Covariate Selection
First, for each dataset we extract the 10000 most frequent words as covariates,
and represent each document s by a vector xs where each dimension contains the
tf-idf score of each word in the document.9 Finally, we normalize the covariates
to have mean 0 and variance 1.
For such high dimensional problems, many covariates are only negligibly
relevant. Therefore, in order to further reduce the dimension, we apply a group
lasso penalty on the columns of B like in [20]10 and select the model with the
highest approximate marginal likelihood. This leaves us with 2604 and 1538
covariates for IMDB and Newsgroup20, respectively.
5.2 Covariate Similarity Measure
From additional unlabeled documents, we determine the similarity between two
covariates i and j as follows.
First, using the unlabeled datasets, we create for each covariate i a word
embedding wi. For IMDB, we create 50-dimensional word embeddings with
word2vec [15] using 75k documents from the IMDB corpus.11 For Newsgroup20,
since, the number of samples is rather small, we use the 300 dimensional word
embeddings from GloVe [17] that were trained on Wikipedia + Gigaword 5.
Finally, the similarity between covariate i and j is calculated using
Sij = e
− 12 ||wi−wj ||22 .
5.3 Quantitative Results
As a quantitative measure of interpretability, we suggest to use the number
of effective parameters, which is just the number of clusters here. The ideal
covariate clustering should lead to similar, or even better accuracy on held-out
7http://people.csail.mit.edu/jrennie/20newsgroups/
839k and 9k held-out documents for IMDB and Newsgroup20, respectively.
9We also perform `2 scaling of each xs which is known to improve classification perfor-
mance. This is performed before the normalization of the covariates.
10We use also an ADMM algorithm to perform this optimization. We omit the details since
the optimization function is the same as in Definition 1 in [20] with α = 1 and γ ∈ {2−a | a ∈
0, 1, 2, . . . , 29}.
11https://code.google.com/p/word2vec/ word2vec was used with the default settings.
Table 3: Results for IMDB dataset. Shows the top 5 clustering results measured
by the marginal likelihood, the number of effective parameters and the accuracy
on hold-out data. Sorted according to marginal likelihood.
Method Marginal Likelihood Effective Parameters Hold-out Acc
No Clustering -3637.6 2604 0.85
Proposed
Clustering
-578.4 140 0.85
-582.5 142 0.85
-593.7 132 0.85
-594.0 93 0.85
-601.6 99 0.85
Convex
Clustering
-3637.6 2604 0.85
-3653.7 2602 0.85
-3678.6 2588 0.85
-3684.2 2568 0.85
-3695.4 2535 0.85
k-means
Clustering
-3589.7 2528 0.85
-3589.8 2534 0.85
-3590.0 2532 0.85
-3590.3 2529 0.85
-3590.3 2527 0.85
data than the full model (no clustering), while being considerably more compact
(few number of effective parameters).
For selecting a clustering we use the proposed marginal likelihood criterion
(Section 3), and the held-out data is only used for final evaluation. The results
for IMDB and Newsgroup20 are shown in Table 3 and 5, respectively. We find
that the marginal likelihood criterion tends to select models which accuracy on
held-out data is similar to the full model, but with fewer number of effective
parameters. Furthermore, for IMDB, we find that the proposed method leads to
considerably more compact models than convex clustering and k-means, while
having similar held-out accuracy. On the other hand, for Newsgroup20, the ac-
curacy of the proposed method and k-means clustering is similar, indicating that
there is good agreement between the similarity measure S and the classification
task.
In order to confirm that these conclusions are true, independent of the model
selection criterion, we also show the held-out accuracy of clusterings with num-
ber of effective parameters being around 100, 500 and 1000. Note that, in con-
trast to k-means, the proposed method and convex clustering can only control
the number of clusters indirectly through their regularization hyper-parameter.
The results for IMDB and Newsgroup20, shown in 4 and 6, confirm that the pro-
posed method can lead to better covariate clusterings than k-means and convex
clustering.
Table 4: Results for IMDB dataset. Comparison of held-out accuracy of the
proposed method, convex clustering and k-means for around the same number
of effective parameters: 99, 491, and 1010 (for convex clustering: 85, 509, and
1008).
Effective Parameters Proposed Convex Clustering k-means Clustering
99 0.85 0.59 0.80
491 0.84 0.76 0.82
1010 0.84 0.80 0.83
Table 5: Results for Newsgroup20 dataset. Shows the top 5 clustering results
measured by the marginal likelihood, the number of effective parameters and
the accuracy on hold-out data. Sorted according to marginal likelihood.
Method Marginal Likelihood Effective Parameters Hold-out Acc
No Clustering -10695.8 1538 0.88
Proposed
Clustering
-9491.1 1174 0.86
-9712.1 880 0.84
-10064.8 1354 0.87
-10316.2 1432 0.87
-10422.5 1463 0.88
Convex
Clustering
-10695.8 1538 0.88
-10700.0 1534 0.88
-10706.7 1532 0.88
-10707.1 1531 0.88
-10729.8 1528 0.87
k-means
Clustering
-10152.4 1036 0.85
-10153.3 1037 0.85
-10155.2 1035 0.85
-10157.3 1029 0.85
-10157.3 1034 0.85
Table 6: Results for Newsgroup20 dataset. Comparison of held-out accuracy
of the proposed method, convex clustering and k-means for around the same
number of effective parameters: 99, 457, 880 (for convex clustering: 189, 552,
1000).
Effective Parameters Proposed Convex Clustering k-means Clustering
99 0.65 0.44 0.64
457 0.8 0.7 0.79
880 0.84 0.82 0.83
5.4 Qualitative Results
Like convex clustering, our proposed method can be used to create a hierarchical
clustering structure by varying the hyper-parameter ν. In particular, for large
enough ν, all covariates collapse to one cluster. On the other side, for ν = 0, each
covariate is assigned to a separate cluster. In order to ease interpretability, we
limit the visualization of the hierarchical clustering structure to all clusterings
with ν ≤ ν0, where ν0 corresponds to the clustering that was selected with the
marginal likelihood criterion. Furthermore, for the visualization of IMDB, we
only show the covariates with odds ratios larger than 1.1. Part of the clustering
results of the proposed method, convex clustering and k-means are shown in
Figures 5, 6, 7, 8, and Figures 9, 10, for IMDB and Newsgroup20, respectively.12
In the supplement material, we give the clustering results of all methods for all
classes.13
Each node represents one cluster. If the cluster is a leaf node, we show
the covariate, otherwise we show the size of the cluster (in the following called
cluster description). From the logistic regression model of each clustering, we
associate each cluster to the class with highest entry in weight matrix B, and
then calculate the odds ratio to the second largest weight. The color of a node
represents its associated class. All classes with coloring are explained in Figure
3 and 4 for IMDB and Newsgroup20, respectively. The odds ratio of each cluster
is shown below the cluster description. Further details of the creation of the
hierarchical structure and visualization are given in the supplement material.14
For IMDB, the qualitative differences between the proposed method and
k-means are quite obvious. K-means clustering tends to produce clusters that
include covariates that are associated to different classes. An example is shown
in Figure 5, where all number ratings are clustered together. However, these
have very different meaning, since for example 7/10, 8/10, 9/10, 10/10 rate good
movies and 0, 1/10, *1/, 2/10,... rate bad movies. We observe a similar result
for convex clustering as shown in Figure 6. In contrast, our proposed method
distinguishes them correctly by assigning them to different clusters associated
with different classes (see Figure 7 and 8).
For Newsgroup20, the qualitative differences of the proposed method with
k-means are more subtle, but still we can identify some interesting differences.
For example, k-means assigns “apple” and “cherry” to the same cluster which
is associated with the class “Macintosh” (comp sys mac hardware) (see Figure
9). In contrast, our proposed method correctly distinguishes these two concepts
in the context of “Macintosh” (see Figure 10).
12For comparison, for k-means and convex clustering we choose (around) the same number
of clusters as the proposed method.
13The clustering result for method m of dataset d corresponding to class c is shown in file
“d m c.pdf” in the supplement material.
14See file “joint covariate clustering and classification visualization.pdf” in the supplement
material.
bad movie
good movie
Figure 3: Coloring of each class in IMDB.
6 Conclusions
We presented a new method for covariate clustering that uses an a-priori sim-
ilarity measure between two covariates, and additionally, samples with class
label information. In contrast to k-means and convex clustering, the proposed
method creates clusters that are a-posteriori plausible in the sense that they
help to explain the observed data (samples with class label information). Like
convex clustering [6], the proposed objective function is convex, and therefore
insensitive to heuristics for initializations (as needed by k-means clustering).
Solving the convex objective function is computationally challenging. There-
fore, we proposed an efficient ADMM algorithm which allows us to scale to sev-
eral 1000 variables. Furthermore, in order to prevent computationally expensive
cross-validation, we proposed a marginal likelihood criterion similar to BIC. For
synthetic and real data, we confirmed the usefulness of our proposed clustering
method and the marginal likelihood criterion.
Supplement Material
Our implementation of the proposed ADMM algorithm and the marginal like-
lihood criterion is available here
https://github.com/andrade-stats/convexCovariateClusteringClassification.
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Figure 4: Coloring of each class in Newsgroup20.
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Figure 5: Shows part of the clust ri g result of k-means clustering on IMDB for
the class bad movie.
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Figure 6: Shows part of the clustering result of convex clustering on IMDB for
the class bad movie.
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Figure 7: Shows part of the clustering result of the proposed method on IMDB
for the class bad movie.
(size 3)
1.07
(size 2)
1.13
mind
1.12
talbot
1.1
trivia
1.07
kurosawa
1.09
instill
1.12
own
1.12
(size 6)
1.13
incredible
1.12
(size 2)
1.12
(size 2)
1.12
appropriate
1.12
oscar
1.12
spectacular
1.12
world
1.12
bind
1.11
complaint
1.14
see
1.14
powerful
1.15
(size 5)
1.16
(size 4)
1.16
judith
1.14
(size 2)
1.15
(size 2)
1.12
relish
1.17
believable
1.08
course
1.12
especially
1.1
(size 2)
1.16
note
1.18
interweave
1.12
(size 26)
1.16
(size 19)
1.16
(size 2)
1.15
(size 2)
1.15
dimension
1.12
enthralling
1.12
lot
1.12
(size 12)
1.16
splash
1.14
(size 2)
1.14
satisfy
1.14
parallel
1.13
ira
1.13
unfamiliar
1.1
(size 10)
1.15
faint
1.15
notice
1.1
(size 3)
1.17
(size 3)
1.16
suspend
1.13
(size 2)
1.12
friend
1.09
(size 2)
1.14
corey
1.14
massey
1.13
official
1.13
well-
1.15
mesmerize
1.14
preparation
1.12
fatale
1.15
season
1.12
london
1.14
shine
1.11
unique
1.16
slice
1.12
grayson
1.15
daft
1.14
(size 6)
1.17
(size 2)
1.17
(size 2)
1.17
role
1.16
able
1.09
who
1.12
bit
1.12
mood
1.17
hooked
1.12
episode
1.18
(size 2)
1.18
genius
1.18
outstanding
1.13
(size 2)
1.18
certainly
1.15
touching
1.15
time
1.19
jackie
1.19
unusual
1.19
(size 5)
1.19
(size 2)
1.18
greene
1.18
turtle
1.17
touches
1.16
true
1.16
it
1.1
pleasant
1.19
7
1.19
(size 2)
1.19
apocalyptic
1.19
parodies
1.16
8/10
1.2
(size 14)
1.2
(size 12)
1.2
conform
1.14
performance
1.13
(size 2)
1.15
(size 2)
1.15
fit
1.15
surprise
1.14
(size 2)
1.13
(size 2)
1.13
(size 2)
1.12
patient
1.17
colonel
1.13
nice
1.17
night
1.11
chilling
1.13
mini
1.1
deliver
1.14
pleasantly
1.13
craft
1.13
will
1.11
(size 2)
1.2
best
1.2
very
1.17
(size 2)
1.2
9/10
1.21
atmosphere
1.17
(size 2)
1.2
most
1.18
enjoyable
1.16
(size 2)
1.2
job
1.2
10/10
1.15
(size 5)
1.21
(size 2)
1.21
(size 3)
1.18
refresh
1.17
wider
1.17
(size 2)
1.18
watson
1.16
series
1.15
tale
1.14
refreshing
1.21
(size 2)
1.22
criticize
1.21
catch
1.15
you
1.22
strong
1.22
brilliantly
1.22
(size 2)
1.23
freedom
1.19
know
1.19
surprisingly
1.23
(size 3)
1.23
(size 2)
1.23
sometimes
1.18
notch
1.21
humor
1.18
entertaining
1.26
(size 3)
1.26
(size 2)
1.29
highly
1.16
solid
1.26
underrated
1.21
enjoy
1.27
hilarious
1.28
(size 4)
1.29
(size 3)
1.28
still
1.21
lange
1.24
worth
1.22
recommend
1.21
perfect
1.29
amazing
1.3
favorite
1.3
(size 2)
1.31
brilliant
1.28
wonderfully
1.23
fun
1.32
(size 2)
1.32
and
1.27
superb
1.27
fantastic
1.33
(size 3)
1.34
different
1.35
(size 2)
1.29
today
1.24
gem
1.22
wonderful
1.37
good
1.4
love
1.44
7/10
1.55
excellent
1.62
great
1.77
Figure 8: Shows part of the clustering result of the proposed method on IMDB
for the class good movie.
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Figure 9: Shows part of the clustering result of the k-means clustering on News-
group20 for the class Macintosh (hardware).
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Figure 10: Shows part of the clustering result of the proposed method on News-
group20 for the class Macintosh (hardware).
