Abstract. Stationary sets are sets of points in R n where the solution to the wave equation (with zero initial position) is zero for all time. Stationary sets, S[f ], depend on the initial velocity, f (x). We also consider sets of points,
Introduction
Let us consider the following initial value problem for the wave equation in R n :
(1.1) ∆u = u tt u = u(x, t), x ∈ R n , t > 0, u(x, 0) = 0, x ∈ R n , u t (x, 0) = f (x), x ∈ R n , where f is in the space of continuous functions of compact support, f ∈ C c (R n ). Let T : R n → [0, ∞), and define the T −stationary set S T [f ] as (1.2) S T [f ] = {x ∈ R n : u(x, t) = 0, ∀ t > T (x)} .
is the set of all points in x ∈ R n where the solution u(x, t) to (1.1) vanishes for all time t > T (x) assuming u is identically zero at t = 0 but with initial velocity given by f (x).
This problem has a rich history, in part due to its relation to nodal sets for eigenfunctions for the Laplacian [8, 9, 11, 12] . One can show S[f ] is the intersection of nodal sets, (e.g., [5] ). Lin and Pinkus originally considered this problem in relation to approximation theory [16] , and there are many results on the structure of S[f ]. If f does not grow too large at infinity, Agranovsky, Berenstein, and Kuchment [2] showed that S[f ] contains no closed bounded surface provided f decays at infinity sufficiently rapidly, and they found the critical rate of decay. If f has compact support in R 2 , then Agranovsky and Quinto [3, 4] completely characterized the structure of S[f ]. This work uses heavily the structure of zero sets of harmonic polynomials and microlocally analysis. Using this as a base, the authors conjectured the structure of S[f ] in higher dimensions and f of compact support (Conjecture 2.1). Recently, Finch, Patch, and Rakesh, discovered an elegant inversion formula for the spherical transform. Ambartsoumian and Kuchment [1] and Boman (unpublished) have used these ideas and PDE methods to begin to prove this conjecture in higher dimensions in an elegant way. Now introduce the spherical transform where S(x, r) = {y ∈ R n |y − x| = r} and dA(y) is the normalized area measure on the sphere S(x, r). Let T : R n → [0, ∞), then we define
, but the relationship between these sets is stronger. In [3] we proved
This theorem reflects the fact that Huygens' Principle is strict in odd dimensions but not in even dimensions. That is, in odd dimensions, the value of the solution u(x 0 , t 0 ) depends on the initial data only on the sphere centered at x 0 of radius t 0 (see (4.5) ). This suggests why S T [f ] = N T [f ] in odd dimensions; both sets depend only on the integrals of f on individual spheres. In even dimensions, u(x 0 , t 0 ) depends on the initial data on the entire disk centered at x 0 of radius t 0 (see (4.2) which cannot be reduced to an integral over S(x 0 , t 0 ) because of the fractional power (n − 3)/2 when n is even). So, in even dimensions, S T [f ] does not have to be equal to N T [f ], and this can be shown by simple examples. This also suggests why S T [f ] = N [f ] for n even: points in both sets are determined by zero integrals over all concentric spheres.
In [3, 4] , we characterized sets S[f ] for f ∈ C c (R 2 ) in terms of Coxeter systems of lines. A Coxeter system of lines is a rigid motion of the set of lines through N th roots of unity for some N ∈ N. Our characterization and Theorem 1.1 lead to the following corollary.
is either empty, a finite set, or the union of a finite set and a Coxeter system of lines.
In odd dimensions, S T [f ] can be larger than S[f ] but there can still be support restrictions on f . Here is one such restriction when T = T 0 is a constant. Theorem 1.3. Let n be odd, let T 0 > 0 be constant, and let f ∈ C c (R n ).
contains an open set U . Then supp f is contained inside each sphere S(x, T 0 ) for each x ∈ U .
A more precise support restriction will be given in Section 4 along with the proofs of Theorems 1.1 and 1.3.
S[f ]
when the outer boundary of supp f is convex
is still open. In [3] we formulated the following.
is not identically zero. Then the stationary set S[f ] has the form V ∪ (a + h −1 (0)), where V is an algebraic variety of codimension greater than 1, a ∈ R n and h is a nonzero homogeneous polynomial. Moreover, h divides a nonzero homogeneous harmonic polynomial (spherical harmonic).
The difficult part in proving the conjecture is to check that the (n − 1)−dimensional part of S[f ] is a cone with respect to some vertex a. It is not even clear how to distinguish a potential vertex. It is known that for compactly supported f the set S[f ] is algebraic (see [16, 3] ) and once one knows that the hypersurface part of S[f ] is a cone, then it is automatically defined by zeros of a divisor of a nonzero homogeneous harmonic polynomial [3, 7] .
We now consider a particular case of the problem when the support of f is bounded by a convex closed surface. Definition 2.2. We say a point a in a hypersurface S ⊂ R n is regular if and only if there is a C 2 hypersurface A such that a ∈ A and A ⊂ S. The outer boundary of B is the part of bd B that meets the unbounded component of R n \ B. The compact set B is bounded by E if and only if E is the outer boundary of B.
Let E be a convex set and let be a line. We say is orthogonal to E at a ∈ E iff E is to one side of the hyperplane through a and perpendicular to .
For example, the point (0, 0) is a regular point of the curve xy = 0. Note that multiple lines can be orthogonal to the set E at points at which E is not regular. Theorem 2.3. Assume f ∈ C c (R n ) and supp f is bounded by the convex surface E. Then S[f ] is a ruled surface at every point of S[f ] outside E. Each ruling line is entirely contained in S[f ] and meets the surface E orthogonally at its two points of intersection.
This result was obtained by the authors several years ago but was never published, Recently, Ambartsoumian and Kuchment [1] obtained the same result if the outer boundary of supp f is convex or if it is C 2 , using a technique different from that we used. Their proof is purely within PDE methods and is motivated by the elegant inversion formula and ideas in [13] . It is felt that their approach, [1] , may lead to even stronger results. Independently, Jan Boman discovered the same underlying principle.
Because the basic support theorem we use generalizes to manifolds [17] , this theorem should also generalize, and we are working on this. The limitation is that the manifold must satisfy some sort of Poisson-Kirchhoff formula (which is true in some manifolds including hyperbolic spaces). Probably a theorem like Theorem 1.1 would hold when Huygens' Principle holds on the manifold, but this is future work.
Our method is based on analysis of analytic wavefront sets. The idea behind it is the following. The symmetry principle for the wave equation says that if a solution u(x, t) vanishes on a hyperplane S for all t > 0, then u(x, t) and, in particular, the initial data f (x) = u t (x, 0) are odd with respect to the reflection through S. If the zero hypersurface S is not a hyperplane, this strong symmetry principle does not hold. Nevertheless, we will show that a weaker symmetry principle holds in the nonlinear case as well. This fact will be a key to the proof that stationary surfaces are ruled if the support of f is convex.
Definition 2.4. Let Π be a hyperplane in R n and let x and y be points in R n , then x and y are Π−mirror if and only if they are mirror images with respect to Π.
If A is a hypersurface in R n and a ∈ A then T a (A) will denote the hyperplane tangent to A at a.
The following theorem is the key microlocal result.
Theorem 2.5 (Theorem 3.2 [5] , Microlocal Symmetry Theorem). Let A be a real-analytic hypersurface in R n , and let f ∈ D (R n ) be a distribution in R n . Let a 0 ∈ A\supp f , and let r 0 > 0 be chosen so S(a 0 , r 0 ) is the smallest sphere centered at a 0 touching supp f . Assume Rf (a, r) = 0 for all a ∈ A and all r in an open neighborhood of r 0 . If x ∈ supp f ∩ S(a 0 , r 0 ), then its T a0 (A)−mirror point is also in supp f . Therefore, if S(a 0 , r 0 ) meets supp f at only one point, this point must be on T a0 (A).
This theorem is a generalization of a theorem of Courant and Hilbert ( [10] , p. 699 ff.) which is equivalent to the reflection principle for the wave equation and states that if A = Π is a hyperplane and Rf (a, r) = 0 for all a ∈ Π and r > 0, then f is odd about Π and so supp f is globally symmetric about Π. For Theorem 2.5, A can be curved, and in this case, at least some points in supp f are reflections about tangent planes to A.
Proof of Theorem 2.3. Let a 0 be a regular point of S[f ] outside E. Since S[f ] is the intersection of zero sets of polynomials, (e.g., [3] ), and a 0 is a regular point, there is a real-analytic surface A ⊂ S[f ] such that a 0 ∈ A. Since a 0 is outside E, the sphere S(a 0 , r 0 ) of smallest radius centered at a 0 that meets supp f has positive radius. Since E is convex, this sphere meets E at only one point, x 0 . By Microlocal Symmetry Theorem 2.5, x 0 ∈ T a0 (A). Since this is true for every point on A near a 0 , the segment from a 0 to x 0 must be in S[f ]. Since S[f ] is an algebraic surface, the entire line, 0 from a 0 to x 0 is in S[f ].
The line 0 is orthogonal to E in the sense of Definition 2.2 since E is convex and the sphere S(a 0 , r 0 ) meets E only at the one point x 0 and x 0 ∈ 0 . Now let a 0 be a singular point of S that is outside E. Because S is algebraic, there exists a sequence of regular points in S {a j } that converges to a 0 .
Since a j is a regular point, we now know there is a line j in S through a j and orthogonal to E. Let x j be the point of intersection in j ∩ E that is closer to a j . Since E is compact, there exists a subsequence x j k → x 0 for some x 0 ∈ E. Let 0 be the line through a 0 and x 0 . Because S is closed, a j k → a 0 , and x j k → x 0 , 0 must be in S. Since the j are all orthogonal to E, 0 must be orthogonal to E in the sense of Definition 2.2. This proves the theorem when a 0 is singular.
3. Some observations supporting Conjecture 2.1.
The following support theorem was proved in [3] for the circle transform, and the proof is valid in R n since the microlocal analysis is the same and the analogous geometric arguments are valid.
We call two points u and v in a smooth hypersurface S ⊂ R n opposite if the segment [u, v] is perpendicular to the both tangent planes T u (S) and T v (S).
Theorem 3.1 (Support Theorem 4.1 [3] ). If f ∈ C c (R n ) and the stationary set S[f ] contains at least two (regular) opposite points then f = 0.
The proof follows by applying Microlocal Symmetry Theorem 2.5 to the tangent planes T a (S) and T b (S) to erase the support of f . Now assume that supp f is bounded by a smooth closed convex surface E. The stationary surface can be represented as S[f ] = V ∪ S, where V is an algebraic variety of codimension greater than 1 and S is an algebraic hypersurface [3] . Theorem 2.3 says that in our case S is ruled, that is S is a union of straight lines, orthogonal to the surface E at both intersection points. To verify Conjecture 2.1 we would need to prove that S is a cone, that is to prove that all ruling lines intersect at one point, and we are not able to do this at the moment.
Nevertheless, the above theorem about opposite points allow us to prove some observations that support the conjecture. We consider a smooth line bundle π : X → B. By a smooth line bundle we understand the triple (X, B, π) where X and B are smooth manifolds in R n (X is the space of the bundle and B is its base), π is a smooth map, and the preimages π
is a local parametrization for the base B and λ is the natural parameter on the line π −1 (b(t)), then (t, λ) are local coordinates on the manifold X. We further assume this imbedding is globally regular, so (t, λ) give coordinates on X for λ ∈ R.
Theorem 3.2. Let n > 2 and let X be a smooth hypersurface which is the space of a line bundle (X, B, π) in R n with the base B a smooth closed compact manifold. Assume that any two lines in X that are maximally far apart are not parallel. Then X is contained in no stationary set S[f ] for the wave equation with nonzero compactly supported initial data f .
We exclude n = 2 in the statement of the theorem since, in this case, B is a discrete collection of points.
Proof. Since B is compact and the line fibration of X is continuous, there are two lines Moreover, since the distance dist(L, M ) between any two line fibers attains its maximum at L = L 0 , M = L 1 and the fibration is smooth, we will prove that the segment [u 0 , u 1 ] is orthogonal to the tangent planes T u0 (X) and T u1 (X). To prove this, we now specify coordinates on B and X near b 0 and b 1 .
The dimension of the base B equals n − 2 as dim X = n − 1 and the fibers are one-dimensional. We can find disjoint open sets in R n−2 , U 0 and U 1 and a map b : U 0 ∪ U 1 → B that give coordinates for B near b 0 and b 1 so that if s ∈ U 0 , then b(s) gives coordinates near b 0 and for t ∈ U 1 , then b(t) gives coordinates for B near b 1 We let b(s 0 ) = b 0 and b(t 0 ) = b 1 .
This gives coordinates on the set of lines in X near L 0 and near L 1 :
We define ν : U 0 ∪ U 1 → S n−1 to be a unit direction vector for the line L(s) for s ∈ U 0 and a unit direction vector for L(t) for t ∈ U 1 . If the coordinate patches on B are sufficiently small, ν can be assumed to be well defined and smooth. Perhaps by shrinking U 1 and U 2 further, we can assume that no lines L(s) and L(t) for s ∈ U 1 and t ∈ U 2 are parallel (since L 1 and L 2 aren't parallel by assumption).
Since the lines L(s) and L(t) are not parallel, for (s, t) ∈ U 0 × U 1 , there are uniquely determined points u 0 (s, t) ∈ L(s) and u 1 (s, t) ∈ L(t) such that dist(u 0 (s, t), u 1 (s, t)) = dist(L(s), L(t)), and the dependence on (s, t) is smooth. Note that u 0 (s 0 , t 0 ) = u 0 , u 1 (s 0 , t 0 ) = u 1 . There are smooth functions λ 0 and λ 1 on U 0 × U 1 such that
The function
attains its maximum at (s 0 , t 0 ), so ∂ s k ρ(s 0 , t 0 ) = 0, where ∂ s k is the partial differentiation in the k th coordinate of s, k ∈ {1, . . . , n − 2}. If we take this partial derivative at (s, t) and use (3.1), we get
If we evaluate (3.2) at (s 0 , t 0 ) and use the fact that ν(s 0 ) and ν(t 0 ) are both orthogonal to the segment [u 0 (s 0 , t 0 ), u 1 (s 0 , t 0 )], we get
Note that the map U 0 ×R (s, λ) → b(s)+(λ+λ 0 (s 0 , t 0 ))ν(s) gives local coordinates on X near u 0 . (Here we use the assumption that the fibration is globally regular.) This implies
Therefore, we obtain that the segment [u 0 , u 1 ] is perpendicular to T u0 X. Orthogonality to the second tangent plane T u1 is obtained by differentiation in the parameter t. This shows that u 1 and u 2 are opposite points, and we can use the support Theorem 3.1 to conclude X can not be the stationary set of any nonzero f ∈ C c (R n ).
We believe that the requirement that X contains no parallel lines is technical. If the lines of maximal distance are parallel, then we need to know that there are smooth maps u 0 (s, t) and u 1 (s, t) near (s 0 , t 0 ).
As was stated in Theorem 2.3, when the outer boundary of supp f is convex, the stationary set contains a surface built up of lines. The set of these lines is compact because all of them meet the outer boundary E of the support. Theorem 3.2 says that the union of the lines cannot constitute a smooth fibration. So, the fibration must have singular points, as is true for cones. Therefore, this assertion is in the direction of the expected fact that S[f ] is a cone but, of course, is pretty far from this conclusion. Let us investigate the case of convex support in more detail. Proof. Let L ∈ S and let x ∈ L be a regular point. Because S[f ] is regular near x, there is a C 2 hypersurface A ⊂ S[f ] with x ∈ A. Since E is C 2 and A and E intersect at right angles, the n − 2 surface F = E ∩ A is regular. Let a < 0 < b and let γ : (a, b) → F be a differentiable curve through x = γ(0) and for t ∈ (a, b) let ν(t) be the outer unit normal to E at γ(t). Then,
For t ∈ (a, b) let (t) be the line through γ(t) and parallel to ν(t). Then, by Theorem 2.3, (t) ⊂ S[f ]. Let r(t) be the length of the segment of (t) inside E. Then, the points of intersection of (t) with E are γ(t) and
We show this distance r(t) is constant near t = 0, and that will prove the theorem.
Since γ(t) parameterizes a curve on the other side of E and the line (t) is perpendicular to E at both points of intersection, γ(t) and γ(t), ν(t) is perpendicular to both curves γ and γ at t. Therefore,
and using (3.3), we get −r (t) = 0 . This shows the length, r(t), of the segment of (t) inside E is constant.
If there is another point on L that is on another regular surface A in S[f ], then the same proof shows that lines in S near L and defined by this surface also meet E in segments of the same length, the length of the segment of L inside E. So, all lines in S sufficiently near L have this property. Therefore, all lines in the same component of S containing L have this property. Conjecture 2.1 is easy to check for some particular cases when the outer boundary of supp f , E, is quadratic, that is E is an ellipsoid. Theorem 3.4. Let E be the ellipsoid in R n :
Let k be the number of equal coefficients α j . Then the hypersurface part S ⊂ S[f ] is empty if k ≤ n − 2, and is a cone if k = n − 1 or k = n, and moreover S is a coordinate hyperplane when k = n − 1.
Proof. We know that S is a ruled surface built from lines intersecting E orthogonally at both intersection points in S ∩ E. Take a ruling line L in S, L = {x = u + λν λ ∈ R}, where u ∈ E ∩ S. Let v = u + λ 0 ν be the second intersection point of L with the ellipsoid E. We know that L is orthogonal to E at both points u and v, hence ν is proportional to the normal vectors
to the ellipsoid E at the points u and v respectively. Then the difference of the normal vectors is parallel to ν as well, and
with some nonzero constant c. Therefore ν j = 0 unless α j = 1/c. Thus, if all α j are different then S consists of a single line which is impossible as S is (n − 1)−dimensional. If k coefficients α j coincide then at most k certain coordinates of the vector ν are nonzero and therefore all lines constituting S belong to a (n − k)−dimensional coordinate plane. When k = n − 1 we have that S is a coordinate hyperplane. Finally, k = n means that E is a sphere and since all ruling lines are orthogonal to E we conclude that S is a cone centered at the origin.
Proofs of Theorems about S T [f ]
Proof of Theorem 1.1. The key to the proof is the Poisson-Kirchhoff formula (see e.g., [14, p. 130, (i) ], [10, p. 682] ) for the solution u(x, t) of the Cauchy problem (1.1):
where
First we consider the case when n is even. The basic idea of the proof is to use the Poisson-Kirchhoff formula and the compact support of f to show that if x ∈ S T [f ], Rf (x, r) = 0 for all r > 0. We show Rf (x, ·) is zero by showing most moments in r of Rf (x, r) are zero.
Let x ∈ S T [f ] so u(x, t) = 0 for t > T = T (x), where u is the solution to (1.1) for f . Then for t > T (x), F (x, t) in (4.2) is a polynomial of degree at most n − 3. We divide the expression for F (x, t) by t n−3 and we get that
For some T ≥ T (x) we know that supp f lies inside the ball centered at x of radius T . Using this information, we take t > T and expand (1 − (r/t)
2 )
in powers of (r/t) 2 and equate to the finite sum on the right of (4.3), (4.4)
where the d j are all nonzero by the Binomial Theorem since (n − 3)/2 / ∈ N. This shows that all even moments of rRf (x, r) of order greater than n − 3 are zero and this shows Rf (x, r) = 0 for all r > 0. So,
by just plugging Rf (x, r) = 0 into the Poisson Kirchhoff Formula (4.1). This shows
To see u(x, t) =
(n−3)/2 t n−2 Rf (x, t) = 0 for t > T (x). It is a straightforward exercise to show this implies Rf (x, t) is a polynomial in t 2 of degree less than (n − 3)/2 for t > T (x). However, since f has compact support, Rf (x, t) = 0 for large t therefore this polynomial is zero for t > T (x) and S T [f ] ⊂ N T [f ]. The reverse containment is proven by plugging Rf (x, t) = 0 into (4.5). Let S be a smooth hypersurface (not necessarily connected) in R n . Recall that two distinct points a, b ∈ S opposite if the segment [a, b] is orthogonal to both affine tangent planes T a (S) and T b (S) to S at the points a and b respectively. Proof. We prove this by contradiction. Assume supp f is not zero outside both spheres S(a, T 0 ) and S(b, T 0 ) and let r a ≥ T 0 and r b ≥ T 0 such that the sphere S(a, r a ) is the smallest sphere centered at a enclosing supp f and S(b, r b ) is the smallest sphere centered at b enclosing supp f . We can assume r a ≥ r b , and by assumption, r a > T 0 . Let A be a real-analytic hypersurface in S[f ] (not necessarily connected) containing a and b. By Theorem 1.1, we have that Rf (x, r) is zero for r > T 0 and x ∈ S T0 [f ], and we know that a and b are opposite points.
By the Microlocal Symmetry Theorem 2.5 all points on S(b, r b ) ∩ supp f are T b (A) symmetric (unless r b = T 0 ), and all points on S(a, r a ) ∩ supp f are T a (A) symmetric. Because a and b are opposite and r a ≥ r b , some of these points on S(a, r a ) must be outside S(b, r b ) and therefore not in supp f . This contradiction proves the theorem.
It should be pointed out that this argument is analogous to the one that we used to prove the support theorem, Theorem 4.1 in [3] .
