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Abstract
A computation model involving the computation of the limits of theory sequences is formally
de&ned. It is called procedure scheme. It provides an approach to build a new theory by the
limit of some sequence of formal theories and also has potential applications to scienti&c and
engineering problems. A syntactic transformation system is described, which can transform any
algebraically closed &eld (ALC) theory into a system of polynomial equations syntactically. The
system provides a bridge to use the symbolic, algebraic computation techniques for studying
the computational properties of procedure schemes. Some convergent procedure schemes are
de&ned and investigated in the ALC. As applications of the framework, some procedure schemes
in automated reasoning are designed, and a process of solving the center-focus problem for
di0erential dynamical systems is described in such a way.
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1. Introduction
1.1. Background and motivation
Sequences of formal theories play an important role in both mathematical logic and
computer science, and have been studied and used implicitly by researchers, e.g., the
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proof of Lindenbaum’s theorem [9] employed the sequence of extensions of formal
theories. The examples of the sequences of formal theories used in computer science
and arti&cial intelligence are the sequences of extensions in the default logic [26]
and the (&nite) sequences of clauses of a conjunctive normal form in resolution, for
instance, Bachmair and Ganzinger represented theorem proving derivations using &nite
or countably in&nite sequences of formal theories [2].
Formally introducing limits of sequences of formal systems into logic and com-
puter science, and using theory versions as approximations to approach complete for-
mal systems in some convergent in&nite computations are independent contributions
by Li [15]. The study of limits of sequences of formal systems has much theoretical
interests, e.g., we may de&ne a new theory by the limit of some sequence of axiom-
atizable theories, just like the cases of de&ning real numbers e and  by limits of
rational number sequences and de&ning real functions by limits of rational function
sequences.
1.2. An exemplary problem: syntactical analysis of data
More importantly, this study has not only theoretical interests but also potential
applications. Here, we give an example to demonstrate the di0erence between classical
computations and the computations described in Section 1.1.
Given a data set, which can be expressed as a language E= {w1; w2; : : :}, and given
its non-terminals V (in fact, this restriction can be removed) and terminals T , the
question is: How to construct a grammar G = (V; T; P; S) such that E = L(G)?
The problem may be solved in an evolutionary way as follows:
1. At the beginning, We choose an initial grammar G0 = (V; T; P0; S) where P0 is a set
of production rules and can be viewed as our &rst guess of the rules.
2. We then check if w1 ∈L(G0), if yes then check if w2 ∈L(G0); : : :, otherwise we have
w1 ∈ L(G0). Let  be the sentential form obtained by (partial) bottom-up parsing
analysis of w1 in G0, then there are two possibilities:
(a) If (V; T; P0 ∪ {S → }; S) is simpli&ed, then let P1 = P0 ∪ {S → }. Thus, we
get a new grammar G1 = (V; T; P1; S) by adding new productions.
(b) If (V; T; P0∪{S → }; S) is not simpli&ed, then we have to simplify P0∪{S →
} and get P1, thus, getting a new grammar G1 = (V; T; P1; S).
3. Generally, for Gk−1, we check if wk ∈L(Gk−1), if yes then check if wk+1 ∈
L(Gk−1); : : :, otherwise either add new productions, i.e., Pk := Pk−1 ∪ {S → ; S →
wk} to get a new grammar Gk , or simplify it as in the sub-case 2(b). Here  is the
sentential form obtained by (partial) bottom-up parsing analysis of wk in Gk−1.
The above process can be easily described by a “procedure” which we call Analysis
(G0; E). Let Ek = {w1; : : : ; wk}. It will generate a sequence of grammars: G0; G1 =
Analysis (G0; E1); : : : ; Gk = Analysis(Gk−1; Ek); : : :, where ∪∞i=1 Ei = E. If E is &nite,
then Analysis will stop in &nite steps. If E is in&nite, then the Analysis may exe-
cute forever, but in many cases, the sequence {Gn} will have a “limit” G. In this
paper, we will investigate the computational properties of the latter, which are listed as
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follows informally:
1. There is a procedure (which can be expressed by a Turing machine). It takes the
current grammar Gk and some parts of the data Ek+1 to be analyzed as its inputs,
and outputs a new grammar Gk+1.
2. In general the input E to Analysis is in&nite.
3. At the beginning, a grammar G0 can be taken as an initial grammar to feed Analysis.
4. In each computational round, Analysis takes the current grammar Gk−1 and external
data Ek as its inputs, and generates a new grammar Gk .
5. The outputs of every round of Analysis form a sequence {Gk}.
6. The computational process is rational if the grammar sequence {Gk} is convergent
to some limit G and L(G) = E.
From now on we call this kind of computation a procedure scheme in order to
emphasize the di0erence from the classical computation and will give a formal de&ni-
tion in Section 2. This example demonstrates the generality of a class of computations
which needs constantly to access some countable in&nite sets of external data or huge
data bases which can be approximately treated as an in&nite set of data. To classify
such computational families is the authors’ main purpose. In this paper, a framework
for this issue will be built based on the study of formal theory sequences and their
limits given in [15].
1.3. Why to study limits of theory sequences over algebraically closed 4elds
As we have seen, during its execution, Analysis has to determine for a given wi
whether wi ∈L(Gi−1) or wi ∈ L(Gi−1). For the general case, they are not decidable.
Generally speaking, the problem is as follows. Given the current theory  and a state-
ment A, how to determine (1)   @A or (2)   A or (3)  0 A and  0 @A, in
which (1) is similar to the belief revision [1]. For the &rst-order predicate logic, there
is no decision algorithm for solving this problem. In order to avoid this situation, in
this paper we will concern with the above computational model in algebraically closed
&elds (ALC). In ALC there can be a decision algorithm to solve this problem [28].
ALC has the following advantages:
1. It has strong expressive powers in the sense that many scienti&c problems can
be speci&ed in its scope. For example, some mathematical problems of dynamical
system research [21–23] and many processing problems of constraint query over the
constraint database [3–5] can be expressed and solved in ALC.
2. Since ALC is categorical, i.e., all of its models are isomorphic, we can choose a
speci&c model, e.g., the complex number &eld, when involving semantic approaches,
that is, there is no need of the uni&cation.
3. ALC is a typically complete and decidable theory, and so we expect to obtain
eNcient computational power for the framework.
4. In ALC, the theories can be represented &nitely, and can be syntactically trans-
formed into the systems of polynomial equations. Therefore, some symbolic and
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algebraic computation techniques and numeric computation techniques developed
by Wu [31,32] Buchberger [8] and Cucker and Smale [12] can be used to compute
the limits of theory sequences symbolically and numerically.
1.4. Organization of the paper
This paper is organized as follows: In Section 2, a computation model involving the
computation of the limits of theory sequences is formally de&ned. It is called procedure
scheme. In Section 3, a syntactic transformation system is described. The system can
transform any ALC theory into a system of polynomial equations syntactically. The
system provides a bridge to use the symbolic, algebraic computation techniques and
numeric computation techniques for studying the computational properties of procedure
schemes. In Section 4 , a convergent procedure scheme is de&ned and investigated in
ALC. Finally, in the last part of Sections 4 and 5, as applications of the framework, a
procedure scheme called DISCOVER in automated reasoning is designed, and a process
of solving the center-focus problem for di0erential dynamical systems is described in
an evolutionary way using DISCOVER.
2. Procedure schemes for theory sequences
From the example in Section 1.2, we have seen the characters of a procedure scheme.
It allows in&nite inputs and generates some in&nite sequences of theories, each of which
is the result of a computation round of the procedure scheme, and the sequence may
be convergent to a certain limit. In this section, we will de&ne such a computation
model based on the classical computation model–Turing machine and the notion of the
limit given in [15].
In the rest of the paper, we use the following standard notations: L is a &rst-order
language,  is a &nite theory,  = {A1; : : : ; Am}, where Ai’s are sentences of L, and
Th() = {A |  A} is the theory closure of . For given two theories 1 and 2,
we de&ne 1 ≡ 2 i0 Th(1) = Th(2). A sequence of formal theories is denoted by
0; 1; : : : ; k ; : : : or by {k}.
Denition 2.1 (Li [15]). Let 0; 1; : : : ; k ; : : : be a sequence of formal theories.
∗ ≡
∞⋂
n=1
∞⋃
m=n
m; ∗ ≡
∞⋃
n=1
∞⋂
m=n
m
are called the upper and lower limit of the above sequence, respectively. 0; 1; : : : ;
k ; : : : is convergent i0 ∗ ≡ ∗. The limit of a convergent sequence is denoted by
limk→∞ k .
Now, we are ready to give the following de&nition of a computation model for
computing the limit of theory sequences in the &rst-order languages.
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Denition 2.2 (Procedure scheme). Let  and Sk be &nite sets of sentences in &rst-order
languages, and
0 = ; k = ’(k−1; Sk) for k¿ 1;
where ’ is a procedure (which can be expressed by a Turing machine).
Let S = ∪∞k=1 Sk , and de&ne
’(; S) =
{
limk→∞ k; if limk→∞ k exists;
undefined; otherwise
Then, ’(; S) is called a procedure scheme,  is called an initial theory.
Remark 2.1.
1. Note that in general, ’(; S) is not a result produced by the procedure ’ because
S is in&nite and cannot be an input of a Turing machine. In fact, in each round
of computation of ’, the output of ’ is some k which is an approximation of
’(; S) and may not equal to ’(; S). The limit can be viewed as a result of
a generalized Turing machine which allows in&nite inputs and produces in&nite
convergent sequence.
2. Sk is a formal description of the principle of observability of the world, which says
that data of a scienti&c problem can be got whenever necessary. In practice, Sk can
be example sets (training sets) from huge databases on computer networks.
3. If for some k; ’(k; Sk+1) does not halt, then k+1= ⊥, where ⊥ denotes unde4ned
computation. Thus, for this case, limk→∞ k does not exist.
Note that if S is &nite, then the procedure scheme de&nes the classical computation
by a Turing machine. In other words, it de&nes computations in closed world. The
various resolution procedures are the typical examples for this case [27], and they
are used as a framework for theorem proving. If S is not &nite, then the procedure
scheme de&nes a class of computations, or say, it de&nes computations in open world.
The proofs of Lingenbuam’s theorem, the extentions used in default logic, and the
problems of knowledge base maintenance, speci&cation capturing, the rationality of
inductive reasoning, and a class of agents used in the Internet can be de&ned by the
procedure schemes [16–20].
Remark 2.2. The idea behind De&nition 2.2 is how to allow in&nite inputs and do
in&nite convergent computations. First, let us consider
’(0; S1) = 1;
’(0; S1 ∪ S2) =df ’(’(0; S1); S2) = ’(1; S2) = 2;
...
’
(
0;
k⋃
i=1
Si
)
=df ’
(
’
(
0;
k−1⋃
i=1
Si
)
; Sk
)
= ’(k−1; Sk) = k;
...
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Thus, the de&nition of procedure scheme ’(0; S) can be explained as follows:
’(0; S) = ’
(
0;
∞⋃
i=1
Si
)
=df lim
k→∞
’
(
0;
k⋃
i=1
Si
)
= lim
k→∞
k:
The above remark suggests us to associate procedure schemes with continuous func-
tions. Let Vk = ∪ki=1 Si and ’0 (Vk) = ’(0; Vk). If Vk is monotonicaly increasing,
and suppose ’0 is also monotonic, so limk→∞ Vk exists and limk→∞ Vk = ∪∞k=1 Vk =
∪∞i=1 Si = S. Since ’0 (Vk) = ’(0; Vk) = k , therefore, we have that
’0 (S) = ’0 ( limk→∞
Vk) = lim
k→∞
’0 (Vk) = limk→∞
k:
Thus, we have ’0 (lim V ) = lim’0 (V ). This means that ’0 (V ) is a continuous
function in Scott’s sense. We should notice that ’0 may not be a monotonic function
when contractions happen during the execution of ’ (for instance, in case 2 (b) of the
example in Section 1.2). The interesting aspects of continuity on procedure schemes
will be described and discussed in details in the forthcoming papers.
3. Formal theories over ALC and polynomial equation systems
We are going to have procedure schemes settled in ALC to do convergent in&nite
computations in Section 4. To do so, we &rst discuss the relations between formal
theories over ALC and systems of polynomial equations.
3.1. Preliminaries on algebraically closed 4elds
Let ALC be the class of algebraically closed &elds, Th(ALC) be the &rst-order theory
of ALC. Th(ALC) can be axiomatized in a language L having symbols 0; 1;+; ·, by
writing the usual &eld axioms and adding a sequence of axioms An, n= 1; 2; : : :,
An = ∀a0 · · · ∀an−1∃x(a0 + a1x + · · ·+ an−1xn−1 + xn = 0):
The complex number &eld is a model of ALC.
In ALC, the following properties hold (see [25]).
Theorem 3.1 (Tarski [28]). For ALC with characteristic zero (i.e., containing the
rational 4eld), Th(ALC) is categoric, complete and decidable.
The above properties are very important in developing a computational analytic the-
ory for procedure schemes over ALC. Here, we are only interested in ALC with
characteristic zero for reasons in computational problems.
3.2. First-order logical formulae of equality type in ALC
A &rst-order logical formula of equality type (briePy, formula) is de&ned as follows.
1. A polynomial equation or a polynomial inequality is a formula.
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2. A rational equation or a rational inequality is a formula.
3. If P and Q are formulas, so are @P; P → Q; P ∨ Q; P ∧ Q; (∃x)P and (∀x)P.
A formal theory  = {A1; : : : ; Al} consisting of formulas de&ned above is in fact a
sub-theory of Th(ALC), where  = {A1; : : : ; Al} is identi&ed as  ≡ A1 ∧ · · · ∧ Al.
In what follows, we will show a fact that a formal theory  consisting of formulas
de&ned above can be written as
(Q1x1) · · · (Qnxn)(f1(x1; : : : ; xn) = 0 ∧ · · · ∧ fm(x1; : : : ; xn) = 0);
where each Qi is either ∀ or ∃, and each fi(x1; : : : ; xn) = 0 is a polynomial equation
with free variables among variables x1; : : : ; xn. Note that in algebraic terminology free
variables are called parameters or independent variables. This transformation can be
done by the following way.
(1) Normal forms of atomic formulas:
1. Polynomial equations and inequalities can be written such that their right-hand
sides are 0, i.e., f = 0 and f = 0, where f is a polynomial.
2. A rational equation f=g = 0 can be reduced to f = 0 ∧ g = 0; a rational
inequality f=g = 0 can be reduced to f = 0 ∧ g = 0, where f and g are
polynomials.
Therefore, we can only consider polynomial equations and inequalities. Noting that
the satis&ability of f = 0 is equivalent to the satis&ability of fz−1=0 by introducing
a new variable z, we can have the following transformations.
(2) Transformations of inequalities and disjunction of equations:
1. f = 0↔ (∃z)(fz − 1 = 0).
2. f = 0 ∨ g= 0↔ fg= 0.
3. @(f = 0)↔ (∃z)(fz − 1 = 0).
Thus, the above theory  can be written as {f1 = 0; : : : ; fm = 0}, which is called
the system of polynomial equations induced by . We still use  to denote this poly-
nomial equation system, i.e., = {f1 = 0; : : : ; fm = 0}. Considering the complexity of
computations due to transformation of inequalities into equations (there is a need of
adding new variables), in practical computations we also use systems of polynomial
equations and inequalities in form of  = {f1 = 0; : : : ; fk = 0, g1 = 0; : : : ; gl = 0},
with identifying  ≡ f1 = 0 ∧ · · · ∧ fk = 0 ∧@(g1 = 0) ∧ · · · ∧@(gl = 0). Such a
system is called the system of polynomial equations and inequalities induced by . In
the following formal discussions, we only use systems of polynomial equations for the
simpli&cation of theoretical development.
3.3. Formal theories and systems of polynomial equations
In the following, we denote by Wu’s notation Zero({f1; : : : ; fm}) in [32] the set
of all common zeros of f1; : : : ; fm, for m¿ 1, i.e., the set of all solutions of the
polynomial equation system {f1 = 0; : : : ; fm = 0}. For convenience of discussions
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later, we also write Zero({f1 = 0; : : : ; fm = 0}) for Zero({f1; : : : ; fm}). We denote by
Ideal(f1; : : : ; fm) the algebraic (radical) ideal generated by f1; : : : ; fm, i.e.,
Ideal(f1; : : : ; fm) = {f |fk = g1f1 + · · ·+ gmfm for some natural k; where g1; : : : ; gm
are polynomials}. From the discussions in Section 3.2, we have already obtained the
following facts.
Theorem 3.3.1. Every 4nite theory  over ALC can be transformed syntactically into
a system of polynomial equations {f1 = 0; : : : ; fm =0}, which is called the system of
polynomial equations induced by .
Lemma 3.3.2. Let ={f1=0; : : : ; fm=0}, and let VZero()={f |Zero(f) ⊇ Zero()}.
Then, we have Th() = {f = 0 |f∈VZero()}.
Theorem 3.3.3. (1) VZero() = Ideal(f1; : : : ; fm), and (2)   f = 0 if and only if
f∈ Ideal(f1; : : : ; fm).
Remark 3.1. A similar result as Theorem 3.3.3 has been known in computer algebra
and symbolic computation study [10].
The above conclusions mean that, for any formula f = 0,   f = 0 is reduced to
the membership decision problem of polynomial ideals.
This problem has been solved by Ritt–Wu’s method [31,32] and GrRobner base
method [8], and also has been solved analytically by real computations [6,7,12]. There-
fore, theory reconstructions discussed in Section 4.3 can be reduced to computing zero
decompositions using Wu’s method, or to GrRobner basis computation using Buch-
berger’s method, or to solving semi-algebraic systems using the method proposed by
Cucker and Smale.
4. A procedure scheme over ALC
4.1. Polynomial ideal membership decision problem based on Gr;obner basis
computations
We will de&ne a procedure scheme, called theory reconstruction process, over ALC.
To do so, we need &rst to solve an important problem in the study of limits of theory
sequences. This problem is, given the current theory  and a statement h= 0, how to
determine (1)  @(h= 0) and getting all the maximal consistent subsets of  with
h = 0, or (2)   h = 0 or (3)  0 h = 0 and  0 @(h = 0). We are now giving a
decision method to solve this problem in ALC based on GrRobner basis method [8].
Let = {f1 =0; : : : ; fm=0} and PS={f1; : : : ; fm}. Call PS the polynomial system
corresponding to . Denote by Var() the variables x1; : : : ; xn appearing in , and
let GB(PS) denote the GrRobner basis of PS, which was introduced by Buchberger,
for deciding the polynomial ideal membership problem, and can be computed by an
algorithm. A GrRobner basis of an polynomial ideal is de&ned as a basis such that every
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polynomial in the ideal is reduced to 0. By the knowledge of algebras [29], if  has no
solutions over complex number &eld, i.e., PS has no common zeros, then 1 is included
in the Ideal(PS), and such an ideal is called a unit ideal. In fact, a GrRobner basis of
unit ideal must include 1 [8].
Fact (Buchberger [8]). Zero(PS)=∅ over complex number 4eld if and only if 1∈GB(PS).
Corollary.   h=0 i< h∈ Ideal(PS), h∈ Ideal(PS) i< 1∈GB(PS ∪{hz−1}), where
z is di<erent from x1; : : : ; xn.
Thus, the polynomial ideal membership problem can be decided by the GrRobner
basis computation. For  = {f1 = 0; : : : ; fm = 0}, PS = {f1; : : : ; fm}, and h = 0, we
have the following facts:
1.   h= 0, if 1∈GB(PS ∪ {hz − 1}), where z is di0erent from x1; : : : ; xn,
2.  @(h= 0), if 1∈GB(PS ∪ {h}),
3.  0 h= 0 and  0@(h= 0), otherwise.
Note that, in what follows we often write GB() instead of GB(PS), when no confu-
sions occur.
Remark 4.1. We also give a decision method to this problem in ALC based on poly-
nomial pseudo-remainder computation [31], and that work is described elsewhere. Ac-
cording to the computing experience of the authors and others, e.g., [11,14], the method
based on pseudo-remainder computation takes less time than the method based on
S-polynomial computation in GrRobner base. As an inference rule, the pseudo-remainder
computation is a much bigger step than the S-polynomial computation. But, the
description of the method based on pseudo-remainder computation is more complex
than that of the method based on GrRobner basis method. For a clear presentation of
the procedure scheme over ALC, we just give the latter method above.
4.2. Con4guration transformation for deciding the relation between the current
theory and a statement
In this part, we solve the problem of deciding the relation between the current theory
 and a statement h=0 and getting the set of all maximal consistent subsets of  with
h=0 using the GrRobner basis computations. Let ℵ(; h=0) be the set of all maximal
consistent subsets of  with h = 0. If 1 is a maximal consistent subset of , then
2 =  − 1 is called a minimal subset of  causing inconsistence with h= 0.
We denote a con&guration C by 〈h = 0 |; (〉, which means that either h = 0 is
consistent with  or   @(h = 0), and if ( is not empty then h = 0 is inconsistent
with  ∪ (.
In fact, we are going to use transformations of con&gurations C1; C2; : : : for deciding
(1)   @(h = 0) and getting ℵ(; h = 0), or (2)   h = 0 or (3)  0 h = 0 and
 0@(h= 0).
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Conguration transformation rule 1 (CTR 1):
〈h= 0 | ∪ {f = 0}; (〉
〈h= 0 |; {f = 0} ∪ (〉
if 1∈GB( ∪ {f; h}).
Conguration transformation rule 2 (CTR 2):
〈h= 0 |; ( ∪ {f = 0}〉
〈h= 0 | ∪ {f = 0}; (〉
if 1 ∈ GB( ∪ {f; h}).
Note that in the above rule GB( ∪ {f; h}) should be GB(PS ∪ {f; h}), where PS
is the polynomial system corresponding to . For convenience, from now on, we do
not distinguish  from PS and write GB(PS) as GB(). The rule says that, if the
statement h=0 is not consistent with the current theory, i.e., there is at least an f=0
in the current theory which is inconsistent with h = 0, then, remove f = 0 from the
current theory and add it to (.
Denition 4.2.1. By C ⇒ C′ we denote a con&guration transformation by applying
the transformation rule 1 (CTR 1) or the transformation rule 2 (CTR 2) to C once,
and as usual ⇒∗ and ⇒+ denote transitive-rePexive and transitive closures of the
relation ⇒. A con&guration 〈h=0 |; (〉 is called irreducible if both the con&guration
transformation rule 1 (CTR 1) and the con&guration transformation rule 2 (CTR 2)
cannot be applied to it, particularly, 〈h= 0 | ∅; (〉 is irreducible.
Lemma 4.2.1. For any , we have 〈h= 0 |; ∅〉 ⇒∗ 〈h= 0 |′; (〉, and 〈h= 0 |′; (〉
is irreducible with respect to ⇒. That is: there is no in4nite con4guration transfor-
mations, C1 ⇒ C2 ⇒ · · ·.
Proof. By a &nite number (at most, 2 times the number of elements in ) of appli-
cations of the rules, we have 〈h = 0 |; ∅〉 ⇒∗ 〈h = 0 |′; (〉, and the right-hand side
is irreducible with respect to ⇒.
To prove the theorems in this section, recall the following de&nitions. For a theory
 and a statement h= 0, if 1 is the minimal subset of  causing inconsistence with
h=0, then −1 is the maximal consistent subset of  with h=0. Here, the minimality
of 1 means that 1 ⊆ ,  − 1 0@(h= 0) and  − 1 ∪ {f = 0} @(h= 0) for
any f = 0∈1.
The following theorem describes how to decide (1)   @(h = 0) and getting
ℵ(; h= 0), or (2)   h= 0 or (3)  0 h= 0 and  0@(h= 0).
Theorem 4.2.2. If 〈h = 0 |; ∅〉 ⇒∗ 〈h = 0 |′; (′〉 and 〈h = 0 |′; (′〉 is irreducible,
then
(1) if (′ is not empty, then  @(h= 0), moreover, ′ ∈ℵ(; h= 0), which is the
set of all maximal consistent subsets of  with h = 0; (symmetrically, (′ is a
minimal subset of  causing inconsistence with h= 0.)
(2) if (′ is empty, then  is consistent with h= 0;
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Proof. From Lemma 4.2.1, by a &nite number (at most, 2 times the number of elements
in ) of applications of the rule 1 (CTR 1) and rule 2 (CTR 2), we have 〈h =
0 |; ∅〉 ⇒∗ 〈h= 0 |′; (〉, and the right-hand side is irreducible with respect to ⇒.
We are now going to prove, by induction on the number || of the equations of ,
that (1) if ( is not empty then ′ is a maximal consistent subset of  with h=0, and
(2) if ( is empty then  is consistent with h= 0.
(a) For ||=1, i.e., ={f=0}. If ( is not empty, by the rule 1 (CTR 1), we must
have 1∈GB(∪{h}) and (={f=0}=, obviously ′ is a maximal consistent
subset of  with h = 0. If ( is empty, then the condition of application of the
rule 1 (CTR 1) does not apply to  = {f = 0}. So,  is consistent with h= 0.
(b) For ||¿ 1, i.e., = S ∪ {f = 0} and | S|¿ 1. By the induction hypothesis, the
conclusion holds for S, that is, 〈h=0 | S; ∅〉 ⇒∗ 〈h=0 |1; (1〉, the right-hand side
is irreducible with respect to ⇒, and if (1 is not empty then 1 is a maximal
consistent subset of S with h = 0, i.e., (1 is a minimal subset of S causing
inconsistence with h= 0; if (1 is empty then S is consistent with h= 0.
Note that 〈h = 0 |; ∅〉 = 〈h = 0 | S ∪ {f = 0}; ∅〉 ⇒∗ 〈h = 0 |1 ∪ {f = 0}; (1〉 ⇒
〈h= 0 |′; (〉, there are two cases:
(i) 1∈GB(1∪{f; h}), then the rule 1 (CTR 1) is applied, we have (=(1∪{f=0}.
If (1 is not empty, then it is a minimal subset of S causing in-consistence with
h = 0. So, ( = (1 ∪ {f = 0} is a minimal subset of  = S ∪ {f = 0} causing
in-consistence with h = 0, where the minimum of ( is because that for any
g= 0∈(1 ∪ {f = 0} we have 1∈GB(′ ∪ {h}) = GB(1 ∪ {g} ∪ {h}). If (1 is
empty, ( = {f = 0} is obviously a minimal subset of  causing in-consistence
with h= 0.
(ii) Otherwise, 1∪{f=0; h=0} is consistent, and the rule 1 (CTR 1) cannot
be used. We have ( = (1. If (1 is not empty, then it is a minimal subset of
S causing in-consistence with h = 0. So, ( = (1 is also a minimal subset of
 = S ∪ {f = 0} causing inconsistence with h = 0. If (1 is empty, then S is
consistent with h= 0, and so  = S ∪ {f = 0} is consistent with h= 0.
The following theorem shows the completeness of the con&guration transformation
system, that is, any maximal consistent subset of  can be obtained by con&guration
transformations.
Theorem 4.2.3. For any *∈ℵ(; h = 0), we can have con4guration transformations
〈h=0 |; ∅〉 ⇒∗ 〈h=0 | S; S(〉, where 〈h=0 | S; S(〉 is irreducible, and S( is not empty,
such that *= S.
Proof. Let 1 = −*= {fi1 = 0; : : : ; fik = 0} where {fi1 = 0; : : : ; fik = 0} ⊆ , then
1 is a minimal subset of  causing in-consistence with h= 0.
Since fi1 = 0∈1, so there is an ordering such that 〈h = 0 |; ∅〉 ⇒∗ 〈h = 0 |
′ ∪
{fi1 =0}; (
′〉 ⇒ 〈h=0 |′ ; {fi1 =0}∪(
′〉, and repeatedly, we have 〈h=0 |′ ; {fi1 =
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0} ∪ (′〉 ⇒∗ 〈h = 0 |′′ ; {fi2 = 0} ∪ (
′′〉 ⇒∗ 〈h = 0 | ˜; {fi1 = 0; : : : ; fik = 0} ∪ (˜〉.
Because, for the given *, (˜ does not contain any one in the minimal subset of 
causing in-consistence with h=0, so we have 〈h=0 | ˜; {fi1 = 0; : : : ; fik =0}∪ (˜〉 ⇒∗
〈h=0 | S; {fi1 =0; : : : ; fik =0}〉, the right-hand side of which is irreducible with respect
to ⇒. Therefore, *= S.
4.3. Theory reconstruction process over ALC
In what follows, we give a calculus of theory reconstruction process over ALC using
the GrRobner basis computations and con&guration transformation system. The objects
of this calculus are pairs (; S) to distinguish the current theory  and the example
set S. This calculus consists of the following rules.
First, we need some de&nitions from Li’s work [19], which is modi&ed slightly for
our treatment here. A reconstruction of the current theory  according to a statement
h = 0 is (1) a maximal consistent subset of  with h = 0, called R-reconstruction, if
 @(h=0), or (2) itself, called E-reconstruction, if   h=0, or (3) ∪{h=0; g=0},
if  0 h = 0 and  0 @(h = 0), where g = 0 is an equation of which h = 0 is an
instance, i.e., h= g(a1; : : : ; ak ; xi1 ; : : : ; xil), here, k + l= n and free variables xj1 ; : : : ; xjk
take the values a1; : : : ; ak , respectively, and g(x1; : : : ; xn) = 0 is consistent with .
To express the following rules, we often write the set S as {h=0}∪S ′ to denote that
we are now considering the element h= 0 of the set S and the rest of S by removing
h= 0 is S ′.
Theory reconstruction process calculus:
(; {h= 0} ∪ S)
(′; {h= 0} ∪ S) (1)
if 〈h= 0 |; ∅〉 ⇒∗ 〈h= 0 |′; (′〉; 〈h= 0 |′; (′〉 is irreducible, and (′ is not empty.
Remark 4.2. In this case, h=0 is not consistent with , but we have to accept h=0.
So, we should get an R-reconstruction of  according to h= 0.
(; {h= 0} ∪ S)
(; S)
(2)
if 〈h=0 |; ∅〉 ⇒∗ 〈h=0 |′; (′〉, {〈h=0 |′; (′〉 is irreducible, and (′ is empty, and
1∈GB( ∪ {hz − 1}).
Remark 4.3. In this case,   h=0. We can skip h=0 and consider the next statement
in S, i.e., we have an E-reconstruction of .
(; {h= 0} ∪ S)
( ∪ {h= 0; g= 0}; S) (3)
if 〈h = 0 |; ∅〉 ⇒∗ 〈h = 0 |′; (′〉, {〈h = 0 |′; (′〉} is irreducible, and (′ is empty,
and 1 ∈ GB( ∪ {h}) and 1 ∈ GB( ∪ {hz − 1}). g= 0 is an equation of which h= 0
is an instance, where 1 ∈ GB( ∪ {g}):
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Remark 4.4. In this case, h= 0 is independent from , so we add it and its general-
ization to , i.e., we have an N-reconstruction of . Note that h= 0 is an instance of
some equation g=0, i.e., h=g(a1; : : : ; ak ; xi1 ; : : : ; xil), where k+ l=n and free variables
xj1 ; : : : ; xjk take the values a1; : : : ; ak , respectively, and g(x1; : : : ; xn) = 0 is consistent
with .
Denition 4.3.1. By (; S)→ (′; S ′) we denote a theory reconstruction by applying a
theory reconstruction rule to (; S), and as usual →∗ and →+ denote transitive-rePexive
and transitive closures of the relation →. A sequence (0; U0); (1; U1); : : : ; (k; Uk); : : :
is called a theory reconstruction process, if (k−1; Uk−1)→ (k; Uk) for all k¿ 0.
By a theory reconstruction process, we get a theory sequence 0; 1; : : : ; k ; : : :, and
k is obtained from k−1 and Uk−1 by the calculi of the con&guration transformation
and the GrRobner basis computation which are all procedures, so the theory reconstruc-
tion process calculus is a procedure scheme de&ned in De&nition 2.2. (Note that we
can let S1=U0−U1; S2=U1−U2; : : : ; Sk=Uk−1−Uk; : : :, thus we have S=∪∞k=1 Sk=U0.)
Lemma 4.3.1. Theory reconstruction preserves consistency, that is, if (; S)→ (′; S ′),
then ′ is consistent if  is consistent.
Proof. Straightforward from the de&nitions of the theory reconstruction rules (1), (2)
and (3).
The following theorem discusses the properties of convergent theory sequences over
ALC.
Theorem 4.3.2. Let  be an initial consistent theory, 0= and (0; U0); (1; U1); : : : ;
(k; Uk); : : : be a theory reconstruction process over ALC. If the sequence 0; 1; : : : ;
k ; : : : is convergent, then, the limit theory limk→∞ Th(k) is consistent.
Proof. Note that 0 is consistent. From Lemma 4.3.1, k is consistent for k¿ 1. If
limk→∞ Th(k) is not consistent, then there are A and @A in limk→∞ Th(k). Thus,
there is an N , such that A and @A are in k for k¿N , contradicting that k is
consistent.
In fact, we can prove that, under some conditions, the procedure scheme, theory
reconstruction process, produces convergent theory sequences. To do so, we &rst need
the following de&nitions.
Denition 4.3.2. Let MP be a given model of a problem P expressed in the &rst-order
language of ALC. Let TMP = Th(MP) = {A |MP |= A}, i.e., TMP is the set of all true
sentences in MP . Let EMP = {A |MP |= A; A is variable-free}, which is called the
complete instance sequence.
Note that TMP is complete and EMP ⊂ TMP . By the principle of observability of the
world, we assume that we can get facts exactly, i.e., we can get EMP for the problem P.
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For example, for the exemplary problem in Section 1.2, we assume that all sentences
of the language E can be got.
Theorem 4.3.3. Let  be an initial consistent theory, 0= and (0; U0); (1; U1); : : : ;
(k; Uk); : : : be a theory reconstruction process. Then, if U0 is the complete instance
sequence EMP of a given model MP for a problem P expressed in the 4rst-order
language of ALC, then the sequence 0; 1; : : : ; k ; : : : is convergent, and
lim
k→∞
Th(k) = TMP
where TMP is the set of all true sentences in MP .
Proof. The proof consists of the following two parts. Note that U0 ⊂ TMP according
to the de&nitions.
(1) We &rst prove TMP ⊆ Th(k)∗. Consider any g= 0∈TMP .
(1.1) If g= 0 does not contain free variables, then g= 0∈U0. Thus, there is some
K such that g=0∈UK . If K+1 is obtained by applying theory reconstruction
rules (1) or (2) or (3), then g = 0∈Th(K+2) or g = 0∈Th(K) or g =
0∈Th(K+1). For every k¿K + 2, we have g= 0∈Th(k) as g= 0 cannot
be rejected in the theory reconstruction process. This is g= 0∈Th(k)∗.
(1.2) If g=0 contains free variables, then all of its instances h=0∈U0, i.e., h=0
does not contain free variables. From (1.1) we have h = 0∈Th(k)∗ and
from the theory reconstruction rule (3), we also have g= 0∈Th(k)∗. Thus,
TMP ⊆ Th(k)∗ is proved.
(2) We then prove Th(k)∗ ⊆ TMP . If Th(k)∗ * TMP , then there is g= 0∈Th(k)∗
and g= 0 ∈ TMP . Since TMP is complete, @(g= 0)∈TMP . But, from (1), TMP ⊆
Th(k)∗ , so there is some N such that @(g=0)∈Th(k) for k ¿N . On the other
hand, since g = 0∈Th(k)∗, there are n1; n2; : : : ; ni; : : :, such that g = 0∈Th(nj)
for j = 1; 2; : : : ; i; : : :. When ni ¿N , both g = 0 and @(g = 0) are in Th(ni),
contradicting that ni is consistent. Thus, for any g = 0∈Th(k)∗ we have g =
0∈TMP .
Therefore, we have Th(k)∗ ⊆ TMP ⊆ Th(k)∗, but Th(k)∗ ⊆ Th(k)∗, so,
Th(k)∗ = Th(k)∗ = TMP , i.e., limk→∞ Th(k) = TMP .
Remark 4.5. We can allow non-determinacy in the theory reconstruction process to
make the description of the details of processes conceptually clear. For example, by
factoring h= 0, the following rule can be de&ned:
(; {h1h2 = 0} ∪ S)
(; {h1 = 0} ∪ S) ;
(; {h1h2 = 0} ∪ S)
(; {h2 = 0} ∪ S) : (4)
In this case, h1h2 = 0 if h1 = 0 or h2 = 0, so, h1 = 0 or h2 = 0 can be chosen
non-deterministically.
We can include the above rule (4) into the theory reconstruction process calcu-
lus, and still can prove, without technical diNculty, Lemma 4.3.1, Theorem 4.3.2 and
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Theorem 4.3.3. The di0erence is that there may be several theory sequences generated
by the calculus and there is at least one theory sequence convergent to the limit, that
is, the non-determinacy is introduced. Computationally, as in the approach to Turing
machines, such computations can be simulated by using working stacks. In fact, in the
example described in Section 5, the rule (4) is used.
In this paper, for the simplicity of presentation of theory reconstruction process, we
only consider the calculus consisting of rules (1)–(3).
4.4. The procedure scheme DISCOVER based on theory reconstruction process
In this section, we will give a procedure scheme based on the theory reconstruction
process described in Section 4.3. Note that the algorithms given here are only for
clear descriptions of the method, not for eNcient implementations of them. In fact,
we can have more eNcient algorithms, based on Ritt–Wu’s method or based on real
computations [12], for these problems.
Using the GrRobner basis computation, we can de&ne a procedure Cons(; h=0) that
accepts as inputs a theory (i.e., a system of equations)  and an equation h= 0, and
produces the deciding results: (1)   h= 0, or (2)  0 h= 0, and  0@(h= 0), or
(3)  @(h= 0).
In what follows,  = {f1 = 0; : : : ; fm = 0} and e is an equation of form f = 0.
Procedure cons(; e):
begin
if 1∈GB({f1; : : : ; fm; hz − 1}) then return “  e”;
=∗ z is di0erent from x1; : : : ; xn∗=
if 1∈GB({f1; : : : ; fm; h}) then return “ @e”;
return “ 0 e and  0@e”
end.
Based on the con&guration transformation system, we can have a procedure
Recons(; h= 0) that produces a maximal consistent subset of  with h= 0.
Procedure Recons(; h= 0):
( := ∅;
while 1∈GB( ∪ {h}) do
begin
 := tail();
( := ( ∪ {head()}
end;
while ( = ∅ and 1 ∈ GB(( ∪ {h}) do
begin
( := tail(();
 :=  ∪ {head(()}
end;
return .
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Where, head() denotes the &rst element of , and tail() denotes the rest of  after
removing head().
The following algorithm is based on the theory reconstruction process, it accepts
as inputs an initial theory E0, a set of variable-free sentences U0 and a goal P to be
proved or disproved.
Main Algorithm:
Input P; =∗ P is a goal to be discovered, e.g., a conjecture ∗=
E0 := {}; U0 := {h1 = 0; h2 = 0; : : :};
E∞ := DISCOVER(E0; U0; P);
Where, the procedure scheme DISCOVER is de&ned as follows:
procedure DISCOVER(E;U; P):
e := head(U ); =∗ e is an equation of form h= 0∗=
if E  P or E @P then return E and P (or @P) else
begin
Cons(E; e);
if E  e then begin E := E; U := tail(U ) end;
if E 0 e and E 0@e then
begin E := E ∪ {e; f};U := tail(U ) end;
=∗ f is an equation of which e is an instance ∗=
if E @e then begin
E := Recons(E; e);U := U end;
U := U ∪ findnew(E);
DISCOVER(E;U; P)
end.
Where, findnew(E) is a procedure for getting new facts with respect to E; head(U )
denotes the &rst element of U , and tail(U ) denotes the rest of U after removing
head(U ), i.e., U = head(U ) ∪ tail(U ).
Remark 4.6. To make the above procedure scheme easy to understand, some redundant
statements E := E and U := U are included.
5. An example of deriving conditions for the origin to be a ne focus of order 8 for a
di1erential system
5.1. A reasoning schema and the center-focus problem
A reasoning schema: Given a family of parameterized objects, for example, x˙ =
f(x; u) where x=(x1; : : : ; xn) and parameters u=(u1; : : : ; ul), and a &rst-order property
P(u1; : : : ; ul) which may be a conjecture, how to automatically derive the conditions
on the parameters u1; : : : ; ul that characterize the objects having (or not having) the
property P in the family? That is, how to &nd a theory  such that   P or  
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@P? Let us see the following center-focus problem, which is the key to the second
part of Hilbert’s 16 problem.
Center-focus problem: Consider di0erential systems of center-focus type
x˙ = 3x + y + P(x; y); y˙ =−x + 3y + Q(x; y);
where P(x; y) and Q(x; y) are homogeneous polynomials of degree k¿ 2 and with
indeterminate coeNcients u = (u1; : : : ; ul). As explained in [30,21], one can compute
the Liapunov function F(x; y) and polynomials 52; 54; : : : ; 52i+2; : : : in u1; : : : ; ul such
that
dF(x; y)
dt
= 52(x2 + y2) + 54(x2 + y2)2 + · · ·+ 52i+2(x2 + y2)2i + · · · ;
where 52i+2 are called focal values.
The origin (0, 0) is a 4ne focus of order k if
52i = 0 for 16 i6 k; but 52k+2 = 0:
A &ne focus of in&nite order is called a center. Deciding the origin to be a center
or a &ne focus of &nite order is the key to construct the limit cycles for the above
di0erential systems.
Remark 5.1. One may think that this problem can be solved by computing focal values
and deciding if there is a solution to the above constraints. But, the involved symbolic
computations of the focal values 52i+2 are very complex, usually one can only compute
the &rst few focal values for very small integers i by the computing experience of the
authors and others. In fact, any straightforward method by directly computing focal
values from the di0erential system is naive.
5.2. A strategy for solving the center-focus problem
A successful strategy is to compute &rst few focal values 52; : : : ; 52i for i¡ j¡k,
and guess some simple conditions on the parameters u1; : : : ; ul, ={f1=0; : : : ; fm=0},
to make these focal values be zero, (i.e., 52 = 0; : : : ; 52i =0∈Th()) and then simplify
the di0erential system using these conditions. Then, compute 52i+2; : : : ; 52j from the
simpli&ed di0erential system, and determine that
1. if 52i+2 = 0∈Th(f1 = 0; : : : ; fm = 0), then check 52i+4 = 0; : : :;
2. if 52i+2 = 0 ∈ Th(f1 = 0; : : : ; fm = 0) and 52i+2 = 0 ∈ Th(f1 = 0; : : : ; fm = 0) then
make a guess h = 0, consistent with {f1 = 0; : : : ; fm = 0}, such that 52i+2 = 0 and
add h= 0 into {f1 = 0; : : : ; fm = 0};
Remark 5.2. Here, a guess h = 0 can be got from a factor hj of 52i+2 = h1 · · · hk , as
52i+2=0 i0 h1 =0 or · · · or hk=0. In fact, we use the rule (4) de&ned in Section 4.3.
3. if 52i+2 = 0∈Th(f1 = 0; : : : ; fm = 0), then we have to revise our guess  to have
a new guess ′ and simplify the di0erential system again.
Keep going on, until that the goal is proved or disproved.
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In fact, we can formalize this strategy using the procedure scheme DISCOVER
described in Section 4.4.
5.3. An example
Here, as an example, we take a cubic di0erential system considered in [13,22,24].
x˙ = 3x + y + a1x2 − 2b1xy + (a3 − a1)y2 + a5x2y + a7y3;
y˙ =−x + 3y + b1x2 + 2a1xy − b1y2 + b4x3 + b5x2y + (b6 − a5)xy2: (1)
To simplify the problem, new coeNcients a8; b8 and a9 are introduced in computations
by using the relations that a5 = 12 (b6 +2a7− 2a9), b21 = 12 (a8 + b8) and a21 = 12 (b8− a8).
Now, we are going to show how to use the procedure scheme DISCOVER to &nd
some conditions  that ensure the origin to be a &ne focus of order 8, i.e.,
52i = 0 for 16 i6 8 but 518 = 0:
This is the goal to be discovered, denoted P. We can have a procedure findnew(D)
for computing focal values 5’s from the di0erential system D.
1. First, let 0 = { } and compute 52 = 3 using findnew(D1), where D1 denotes the
cubic system (1) above. We let 3 = 0, and put it into the current theory, i.e.,
1 = {3= 0}, now we have 52 = 0. Substituting 3= 0 into the system (1), we get
system D2 simpler than the system (1) with 3 eliminated.
2. Computing 54 = b5 + 4a3b1 using findnew(D2), for 54 to be 0 we let b5 = 4a3b1
which is logically independent from 1, so we put it into the current theory to
obtain 2 = {3= 0; b5 = 4a3b1}. Now we have 52 = 0; 54 = 0∈Th(2). Substituting
b5 = 4a3b1 into the system D2, we get system D3 simpler than the system D2 with
b5 eliminated.
3. Computing 56 = a3b1(2a9 − 3b6 − 6b4 + 10a23 − 4a1a3 − 18a7) using the procedure
findnew(D3), for 56 to be 0 we let a3 = 0 which is logically independent from 2,
so we put it into the current theory to obtain 3 = {3=0; b5 = 4a3b1; a3 = 0}. Now
52=0, 54=0; 56=0∈Th(3). Substituting a3=0 into the system D3, we get system
D4 simpler than the system D3 with a3 eliminated.
Remark 5.3. The choice of b1 = 0 will be rejected in the process, while the choice of
2a9 − 3b6 − 6b4 + 10a23 − 4a1a3 − 18a7 = 0 will lead to very complex computations.
Therefore we choose a3 = 0.
4. Computing 58 =−a1b1(a7 +b4)(2a9 +7b4−9a7) using the procedure findnew(D4),
for 58 to be 0 we let b4 =−a7 which is logically independent from 3, so we put
it into the current theory to obtain 4 = {3= 0; b5 = 4a3b1; a3 = 0; b4 =−a7}. Now
52 = 0, 54 = 0; 56 = 0; 58 = 0∈Th(4). Substituting b4 =−a7 into the system D4, we
get system D5 simpler than the system D4 with b4 eliminated.
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Remark 5.4. The choice of a1 = 0 will be rejected in the process, and the choice of
2a9−3b6−6b4+10a23−4a1a3−18a7=0 is right, but will lead to complex computations.
The second author did the computation with this choice, see [22]. Here, to make the
example easy to be followed by readers, we choose a7 + b4 = 0.
5. Computing 510 =−a1b1a9(20(3b6 − 4a8)a7 − (13b6 − 20a8)a9) using the procedure
findnew(D5), for 510 to be 0 we let a7 = a9(13b6 − 20a8)=20(3b6 − 4a8) which
is logically independent from 4, so we put it into the current theory to obtain
5={3=0; b5=4a3b1; a3=0; b4=−a7; a7=a9(13b6−20a8)=20(3b6−4a8)}. Now 52=0,
54=0; 56=0, 58=0, 510=0∈Th(5). Substituting a7=a9(13b6−20a8)=20(3b6−4a8)
into the system D5, we get system D6 simpler than the system D5 with a7 eliminated.
Remark 5.5. The choice of a9 = 0 will be rejected in the process.
6. Using the procedure findnew(D6), we compute
512 = a1b1a29((3123b
3
6 − 6270a38 − 12156b26a8)a9
−24b6b8(3b6 − 4a8)(15b6 − 28a8))(3b6 − 4a8)−2;
514 =−a1b1b46b28G5G27G9G−48 ; where G7 = 15b6 − 28a8; G8 = 3213b36
−6720a38 − 12156b26a8 + 15920b6a28; G9 = 5G28G10 − 64b28G11;
G10 = 115b26 − 120b6a8 − 144a28; G11 = 195796845b66
−1539283680b56a8 + 5123792400a28b46 − 9370286592a38b36
+10052919040a48b
2
6 − 6038323200a58b6 + 1580544000a68;
516 =−a1b1b56b8G5G27G10G12G−18 G−211 ; where G12 =
10∑
k=0
kbk6a
10−k
8 ;
k are large integers;
518 = a1b1b56a
6
8G5G
2
7G10G13G
−3
11 ;where G13 =
9∑
k=0
9kbk6a
9−k
8 ;
9k are large integers:
In the above, for integers k and 9k , see [24].
7. For 512 to be 0, we let a9 = 24b6b8(3b6 − 4a8)(15b6 − 28a8)=3123b36 − 6270a38 −
12156b26a8 which is logically independent from 5, so we put it into the current
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theory to obtain 6={3=0; b5=4a3b1; a3=0; b4=−a7; a7=a9(13b6−20a8)=20(3b6−
4a8); a9 = 24b6b8(3b6 − 4a8)(15b6 − 28a8)=3123b36 − 6270a38 − 12156b26a8}. Now
52 = 0; 54 = 0; 56 = 0; 58 = 0; 510 = 0; 512 = 0∈Th(6).
The following computations are too tedious to be described in detail here, so we
just give a very brief description of the computations.
8. For 514 to be 0, we let b28 = 5G
2
8G10=64G11 which is logically independent from 6,
so we put it into the current theory to obtain 7 =6 ∪{b28 = 5G28G10=64G11}. Now
52 = 0, 54 = 0; 56 = 0, 58 = 0; 510 = 0; 512 = 0; 514 = 0∈Th(7).
9. For 516 to be 0, we let G12 = 0 which is logically independent from 7, so we put
it into the current theory to obtain 8 = 7 ∪ {G12 = 0}. Now 52 = 0, 54 = 0; 56 =
0; 58 = 0; 510 = 0, 512 = 0, 514 = 0 ,516 = 0∈Th(8).
Remark 5.6. For 512 = 0, 514 = 0 and 516 = 0, we can have many choices to make
guesses, but they will be rejected in the process. We omit their descriptions here.
10. Finally, we can check 518 = 0∈Th(8), thus the goal P is proved.
6. Discussions
On the de&nition of the limit of a theory sequence, maybe the requirement that the
upper and lower limits be equal is somewhat too stronger. We may allow some partial
limits just as in the real analysis to study the behaviors of procedure schemes.
By the principle of observability of the world, we assume that we can get facts
exactly. Maybe this requirement is also too rigorous. We may allow facts observed with
errors or approximations. It will give rise to the stability problems of computations of
theory sequence limits.
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