The main objective to solve an emission constrained economic dispatch (ECED) problem is to simultaneously minimize the total cost of generation and the total emission level; whereby the latter is equated in terms of as emission cost. The conventional method (CM) by using the Lagrange Multiplier has some limitations such as lack of flexibility and accuracy due to the need of simplification of the problem before solving it and the solution generated may not be the best since it may be limited to local minima instead of global minima. The paper presents the solutions for ECED problem by using two stochastic optimisers; the Genetic Algorithm (GA) and Particle Swarm Optimizer (PSO). The results demonstrate the efficiency and effectiveness of using GA and PSO to solve the ECED problem compared to CM.
Introduction
In the past few decades, there are growing concerns that the fossil-fuel-based thermal power plants may have been one of the causes of worrying phenomena such as climate change, global warming, greenhouse effect, acid rain. This is due to the large amount of greenhouse gases (GHGs) such as Carbon Dioxide (CO 2 ), Carbon Monoxide (CO), Nitrogen Oxide (NO x ), Sulfur Oxide (SO x ) emitted into the atmosphere every year during the process of electricity generation in order to fulfil the load demand of the customers. These phenomena may cause not only irreversible damage to the natural environment, but may also affect human safety and health.
Arising public attention results in some countries setting up guidelines, rules and regulations to encounter the problem. For example, in the United States, the US Clean Air Act Amendments of 1990 was established to mandate the electric utility industry to reduce their GHGs emission [1] . The Kyoto Protocol, which is an international treaty established by the United Nation Framework Convention on Climate Change (UNFCC) in 1992 aimed to achieve stabilization of GHGs concentrations in the atmosphere at a level that would prevent dangerous anthropogenic interference with the climate system [2] . Based on the Kyoto Protocol, "Annex I" or industrialized countries should reduce the GHGs emissions by 5.2% compared to the level of 1990 in the commitment period from 2008 to 2012 while the European Union (EU) has launched the emission trading scheme to meet with the target of 8% GHGs emissions reduction in 2005.
In order to reduce the emission of GHGs, Ramanathan [3] suggested a full range of options available to control emissions which are emission constrained in system operation, fuel switching, switching to lower sulfur coal, energy conservation that lowers SO2 and NOx emission, purchase or sale of emission allowance, and installing power plant emission control technologies such as cleaning equipments [3] . Those options that require installation of new equipment or modification of the existing systems may involve considerable capital outlay and, hence, they are considered as long-term options. Among all those methods, emission constrained economic dispatch (ECED) is one of the most attractive and effective shortterm options due to it not only control GHGs emission but also help in minimizing fuel cost [4] at the same times.
Conventionally, the economic dispatch (ED) problem is solved by using Lagrange-iteration method with Lagrange multiplier. However, Fahmideh-Vojdani and Faliana [5] showed that this technique may not yield an optimal solution and a practical algorithm had been proposed that will decide which generation level to be fixed during iterations. Besides, the linearization, assumptions and approximations that are used to limit the complexity of the economic dispatch problems causes the solution to be inaccurate [6] and the loss of accuracy by these approximations is not desired. In reality, unit incremental heat rate curves do not exhibit the monotonically increasing shape required by the classical method [7] . The application of intelligent optimizers as well as evolutionary computational techniques is suggested to be used to solve the problems.
Different algorithms have been tested and developed to increase the accuracy and efficiency to solve the power dispatch problems. Salem [8] proposed the used of Dynamic Programming to solve hydrothermal coordination problem. Cheng et. al [2] proposed the Bee Algorithm to solve emission and security constrained economic dispatch problems. Gupta and Ray [9] This paper demonstrated the use of Genetic Algorithm and Particle Swarm Optimization to solve the emission constrained economic dispatch (ECED) as compared the solutions of Conventional Method (CM). Therefore, the method presented in this paper is an extension to the basic economic dispatch problem tackled previously by these algorithms.
Formulation of the Objective Function and Constraints
A. Objective Function Emission constrained economic dispatch (ECED) problem involves the simultaneous optimization of fuel cost and emission objectives which are conflicting with each other. Since the decrement in fuel cost causes an increment in emission cost and vice versa, the two separate objective functions are combined into a single-objective function to be solved simultaneously by introducing a penalty factor to obtain the solution that gives the minimum total cost. 
Stochastic Optimisers

A. Genetic Algorithm
Genetic Algorithm is a stochastic search technique originally developed by Holland (1975) which consists of optimization procedures based on principles of natural genetic evolution [14] . Since GA is a widely implemented optimization technique, this paper reviews only the basic GA components. Figure 1 presents the general form of GA.
At first, an initial population of possible solutions or individuals is randomly generated. The characteristic of each individual is the genes or chromosomes represented in the equivalent binary bit-string form or direct vector form which will be later used to recombine with genes from other individuals [15] . Each solution as well as individual in the population is inserted into the objective function to be evaluated and classified in relation with its closeness to the best solution to the problem based on the requirement of the objective function. In this selection process, the fittest members of the initial population are selected as parents and given better chances of reproducing and transmitting part of their genetic heritage to the next generation [14] .
Figure 1. General form of Genetic Algorithm
In order to introduce new individuals in the new population to replace the existing population, crossover and mutation process is implemented. Crossover is a process that created a new population or second generation by recombination of parental genes from the individuals that were selected from previous population. This process expects some members of this new population will have acquired the best characteristics of both parents and, being better adapted to the environmental conditions, will provide an improved solution to the problem [19] . The mutation genetic operator is used to generate new individuals randomly as "new-blood" to be inserted into the new population. This is due to the process of selection and crossover operators do not create any new genetic material in the population [16] . This could be done by randomly changing the bits of their chromosomes of a small proportion of individuals.
After it has replaced the original population, the individuals of the new population are subjected to the same evaluation procedure, and later generate their own offspring. The process is repeated in a different generation until the stopping criteria are met. When the stopping criteria are met, all individuals of a given generation should have converged to share the same genetic heritage and there are virtually no differences between individuals [14] . Population size specifies how many individuals there are in each generation. With a large population size, the genetic algorithm searches the solution space more thoroughly, thereby reducing the chance that the algorithm will return a local minimum that is not a global minimum. However, a large population size also causes the algorithm to run more slowly.
B. Particle Swarm Optimisation
Particle Swarm Optimization (PSO) is inspired from the simulation of the behavior of organisms such as bird flocking and fish schooling and it utilizes a population search based procedure. Instead of using genetic operators, the solution is represented by individual particles which is conceptualized as moving points in multi-dimensional space according to their own moving experience and its companions flying experience [17] . Since PSO is widely applied too, only the basic PSO components are explained here. At the initial stage, a group of particles is generated randomly in a multi-dimensional space to represent solutions for an objective function. Besides, the velocity of each of the particles is generated randomly as well [18] . Since each of the particles has their own specific location and velocity at that specific time, all of the particles are able to be evaluated by inserting them into No Yes the objective functions formulated in the problem. The best particle is the one which has reached to a value that are nearest to the required fitness by the question. The position that is associated with the best fitness encountered so far by each particle is updated as the individual best position while the best position has the best fitness compare to all particles in the space so far is updated as global best position [18] .
The new position and the new velocity of the particles are updated by using the formula below [17] : (6) (7) where, = new velocity of particle = old velocity of particle , = learning factor , = random number between 0 to 1 = individual best position of particle = global best position of particle = current position of particle = new position of particle The steps are repeated and these will lead the particles as well as the solutions to the value with the best fitness in the space. The steps will be repeated until the stopping criteria are met. The stopping criteria are normally set as the maximum number of generations or the optimum value of parameter [18] .
Simulation Results
In order to determine and compare the effectiveness and accuracy between the solutions of Conventional Method (CM), Genetic Algorithm (GA) and Particle Swarm Optimization (PSO), a test system with a six generator units [20] is selected to be solved. The fuel cost coefficients ( ), the emission coefficient ( ), as well as the generator minimum and maximum capacity limit ( and ) are given in Appendix.
A. Solutions by using Genetic Algorithm (GA) Figure 3 shows the power generated by each of the generator for different power demand. The emission level of the economic dispatch with and without considering emission constraint is generated by GA and their results is compared as shown in Figure 4 and 5. It is shown that the total emission level as well as the total generation cost of the solution with emission constraint is lower than the solution without emission constraint. Besides, the difference of total emission level and total generation cost between the two solutions is getting larger as the load demand increases. This had proven the effectiveness of reducing both total emission level and total generation cost and achieve the objective successfully by using emission constraint economic dispatch with GA. A similar procedure is repeated by using PSO and the results are as shown in Figure 6 , 7 and 8. Figure 6 shows the power generation by each generator unit for various load demand. Figure 6 . Power generation by using PSO Similar to GA, the emission level of the economic dispatch with and without considering emission constraint is generated by PSO and their results are compared as shown in Figure 7 and 8. In this case, we can see that the total emission level and total generation cost of the solution with emission constraint is also lower than the solution without emission constraint. At the same time, we found out that the difference of total emission level and the total generation cost between the two solutions is getting larger as the load demand increases. These show the effectiveness in reducing total emission level and total generation cost and successfully achieve the main objectives by using emission constrained economic dispatch with PSO. The total fuel cost and total emission level generated by Conventional Method (CM), Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) are as shown in Table  1 and Table 2 .
After comparing the values between all three methods for total generation cost and total emission level for all load demand, it is observed that the solution generated by GA and PSO always give a lower value compared to the CM. Hence, it is proven that the PSO and GA are more accurate and effective in solving emission constraint economic dispatch problems compared to CM. .
Conclusion
Emission constrained economic dispatch is an effective way to not only minimized generation cost, but also to reduce emission levels of greenhouse gases (GHGs) in order to help reduce the pollution to our environment. Further improvement can be done by specifying the types of GHGs when solving the problems so that the emission of certain type of GHGs which is considered to be more harmful may be specifically decreased to reduce the damage to our environment. Besides, GA and PSO are proven to give better solutions to solve economic dispatch problems with and without emission constraint compared to the conventional Lagrange Multiplier method. However, there might be other that may produce more efficient solutions such as the Improved Tabu Search [20] . On the other hand, consideration of extra constraints such as transmission losses, power flow and valve-point loading effect could also be another method of improvement by making the simulated problems and results to be as close as possible to real cases and situations. By taking into account more factors that can cause the increase of generation cost, the more accurate solutions which provide system operator optimal decision making may be achieved .
