Abstract-In this paper, the edge caching problem in fog radio access networks (F-RAN) is investigated. By maximizing the cache hit rate, we formulate the edge caching optimization problem to find the optimal edge caching policy. Considering that users prefer to request the contents they are interested in, we propose to implement online content popularity prediction by leveraging the content features and user preferences, and offline user preference learning by using the "Follow The (Proximally) Regularized Leader" (FTRL-Proximal) algorithm and the "Online Gradient Descent" (OGD) method. Our proposed edge caching policy not only can promptly predict the future content popularity in an online fashion with low computational complexity, but also can track the popularity changes in time without delay. Simulation results show that the cache hit rate of our proposed policy approaches the optimal performance and is superior to those of the traditional policies.
I. INTRODUCTION
With the continuous and rapid proliferation of various intelligent devices and advanced mobile application services, wireless networks have been suffering an unprecedented data traffic pressure in recent years. Ever-increasing mobile data traffic brings tremendous pressure on capacity-limited backhaul links, especially at peak traffic moments. Fog radio access networks (F-RAN) can effectively reduce the backhaul load by placing popular contents as close as possible to the requesting users, and have now attracted more and more attention from researchers and engineers [1] - [3] . In F-RAN, fog access points (F-APs) are equipped with limited caching and computing resources. Due to storage constraints and fluctuant spatiotemporal traffic demands, however, F-APs face a myriad of challenges. For example, how, what and when to strategically store contents in their local caches in order to achieve a higher cache hit rate.
Traditional caching policies such as first in first out (FIFO) [4] , least recently used (LRU) [5] , least frequently used (LFU) [6] and their variants [7] have been widely applied in wired networks, where there are abundant caching and computing resources and the served area is usually very large. However, traditional caching policies are no longer applicable in F-RAN due to the characteristics of F-APs such as smaller coverage areas and limited caching resources, and they may also suffer major performance degradation since they tend not to predict future content popularity. As a result, recent works have turned to exploring sophisticated edge caching policies by learning future content popularity. In [8] , the content popularity matrix was estimated through transfer learning by leveraging user-content correlation and information transfer between time slots. Nevertheless, the content popularity matrix remains typically to be large, which needs a large amount of calculation in the estimation. Meanwhile, the transfer learning approach has a poor performance for the case of low information correspondence ratio. In [9] , the cache content placement problem was modeled as a contextual multi-arm bandit problem and an online policy was presented to learn the content popularity. This policy learns the content popularity independently across contents whereas ignores the content similarity and impact of user preference on content popularity, thereby resulting in high training complexity and slow learning speed. A low complexity online policy was proposed in [10] , where content popularity was learned based on the assumption that the expected popularity of similar contents are similar. It performs well for video caching but may be ineffective for other types of content caching.
Motivated by the aforementioned discussions, we propose a novel edge caching policy by learning user preference. Our proposed policy can predict the future content popularity in an online fashion and track the popularity change based on the current user preference model and the features of the requested content. It does not need the knowledge of the distribution of content popularity in advance, and does not need continuous offline training, either. On the contrary, it can predict the content popularity directly when the request arrives, and simultaneously offers a higher prediction precision and a lower computational complexity by monitoring the average logistic loss in real time and learning user preference with self-starting in an offline fashion. Specifically, our proposed policy is effective in various content caching scenarios.
The rest of this paper is organized as follows. In section II, the system model and the cache optimization problem are presented. the proposed edge caching policy is described in Section III. Simulation results are shown in Section IV. Final conclusions are drawn in Section V.
II. SYSTEM MODEL
We consider the edge caching problem in a specific region served by F-APs, which constitute an F-AP set ℳ = {1, 2, ⋅ ⋅ ⋅ , , ⋅ ⋅ ⋅ , }. It is assumed that the users in the specific region can by served by the F-APs to fetch the contents of interest from their local caches. Without loss of generality, we assume that all the contents have the same size and each F-AP has the same storage space and can store up to contents from the content library ℱ = {1, 2, ⋅ ⋅ ⋅ , , ⋅ ⋅ ⋅ , } located in the cloud content center. By considering the user mobility, the F-APs set the corresponding monitoring cycle according to the characteristics of the specific region that they serve in, and monitor the users in the specific region during discrete time periods = 1, 2, ⋅ ⋅ ⋅ , , where is set to be a finite time horizon. Correspondingly, caching decisions can be made during each time period. Let denote the number of the users served by the F-APs during the period , and = {1, 2, ⋅ ⋅ ⋅ , } the user set monitored by the F-APs. It is assumed that the users in the region remain unchanged during the considered time period. In the way of cache content placement, for description convenience, we adopt a simple partition-based caching method [11] , where each content is separated into equal-sized partitions, and the F-APs store its different partitions. We remark here that more sophisticated content placement methods can be adopted.
Let denote the number of the requests during the period , = ∑
=1
the total number of requests in the finite time horizon , and
, } the requests which come in sequence during the period . The request , can be further expressed as:
( ) ∈ ℱ denotes the requested content, ( ) the requesting time, ( ) ∈ ℝ the feature vector of the requested content. ( ) describes the features of the requested content. Take the movie as an example: it may include features like the movie rating, the movie type, the keyword frequency of movie critics, etc. Without loss of generality, we normalize the various dimensions of ( ) and set ( ) ∈ [0, 1] .
During the period , for each arriving request , , the F-APs first check whether ( ) has been stored locally. Let , ( ( )) ∈ {0, 1} denote the cache status of ( ) for the th request during the period , where , ( ( )) = 1 if ( ) is stored locally, and , ( ( )) = 0 otherwise. If ( ) has been stored in the local caches, a cache hit happens and the requesting user can then be served locally. Otherwise, ( ) is fetched from the cloud content center, and a caching decision is made to detemine whether to store ( ) in the local caches. If the F-APs decide to store ( ) and replace one of the existing contents in the local caches, denoted by old ∈ { | , ( ) = 1, ∀ ∈ ℱ}, a cache update happens. Then, the cache status can be updated according to the following rule,
In addition, a caching decision may be made which determines not to store ( ), and the cache status remains unchanged, i.e.,
to indicate the cache status of all the contents for the th request during the period . Generally, an edge caching policy can be represented by a function Φ :
, which maps the current cache status vector, the current feature vector, and the current user set to the next cache status vector. After a request , is served, the cache status vector should be updated according to Φ as:
. We use cache hit rate to evaluate the caching performance, which is defined as the number of cache hits over the overall requests during the finite time horizon as follows,
Then, the corresponding edge caching optimization problem can be expressed as follows,
The objective of this paper is to find the optimal edge caching policy by maximizing the cache hit rate over the finite time horizon with limited total cache size .
III. THE PROPOSED EDGE CACHING POLICY
In order to maximize the cache hit rate, we propose a novel edge caching policy which includes online content popularity prediction and offline user preference learning. The proposed policy can continuously cache popular contents based on the content features and user preferences.
A. Policy Description
The detailed edge caching policy is shown in Algorithm 1. The considered F-APs serving in the region set a fixed monitoring period and periodically monitor the current user set in the region. During the period , the F-APs first obtain the current user set . For each arriving request , from the user ∈ , the access information of the requested user will then be recorded. Meanwhile, the features of ( ) are extracted and recorded. The recorded data will be used to train or update the user preference model in order to improve the prediction precision of the content popularity. Let , = { | , ( ) = 1, ∀ ∈ ℱ} denote the content set of the current local caches. It will be explored to see whether ( ) has already been stored locally. Just as stated in Section II, the corresponding caching decision will be made to determine whether ( ) should be cached and which stored content 
The considered F-APs monitor ;
4:
Record the access information of , ;
6:
Read the current caching content set , ; 7: if ( ) has been stored locally, then 8: The users are served locally; Remove the top element from , ;
18:
Replace least by ( ). end for 25: end procedure should be removed from the storage space of the F-APs when ( ) needs to be cached.
In order to make optimal caching decision, the feature vector ( ) and the well-trained user preference model parameters of all the users { |∀ ∈ } are extracted to predict the popularity , of ( ). In addition, considering that the content popularity will change over time, in order to track popularity changes, we let cur , denote the current popularity of the caching content ∈ , after the content is requested (also called the residual request rate). We know that users may have a certain access delay on the same content. In order to ensure timely and reasonable cache updating, we propose to select the content with the characteristics of the least content popularity least and relatively earlier initial cache time least , denoted by least , as the content to be removed from the local caches. In order to locate least quickly, we propose to reserve a priority queue , that stores the caching contents along with their current content popularity cur , and their initial caching time for ∈ , . The elements of , are sorted in sequence when the request , arrives, whose top element is composed of least , least and least . A caching decision is made by comparing the predictive popularityˆ, and least . Ifˆ, is larger than least , the existing content least will be replaced by ( ), the initial caching time of ( ) will be recorded, and the current popularity of ( ) and , will be updated accordingly. After that, a cache update process is completed. Otherwise, nothing will be done to the local caches. The key here, obviously, is to obtainˆ, , which is described in the next subsection.
B. Online Content Popularity Prediction
In this subsection, we will propose an online content popularity prediction based on the content features and user preferences. During the period , for each requesting user, the requested content can be classified into a favorite category and unfavorite category for this user based on its user preference. Generally, a user prefers to request contents of its favorite category. The problem of whether a user will request a certain content can be converted into a simple two-category one. We use the sigmoid function to approximate the correspondence between the feature vector and the category label of the requested content [12] , and construct a logical regression model to approximate the user preference model. For the arriving request , , it is characterized by the feature vector ( ). Let ( ) denote the corresponding category label with ( ) = 1 if the requested content is the favorite category of the user and ( ) = 0 otherwise. Let , , denote the possibility that the user ∈ requests the content ( ) at the requesting time ( ) during the period . Specifically, we assume that a user will not have a second request to the same content. If the user has already requested ( ) previously, thenˆ, , = 0. Otherwise, , , can be predicted based on the following user preference model,
Furthermore, the content popularity , for the considered region can be predicted by using the average requested possibility of the users in this region to ( ) as follows,
To measure the prediction performance, we introduce the logistic loss ℓ ( , ( ), ( )) for the user , which is defined as the negative log-likelihood of ( ) given ( ( )| ( )) and can be expressed as follows,
Since user preference may change over time, we need to capture the moment when the user preference changes and timely update the user preference model. For this purpose, we collect the samples {(
=1
and monitor the prediction performance in real time, where ( ) and ( ) denote the feature vector and category label of the th sample, respectively, and , , the cumulative number of samples for user from the last model update to the time when the request , arrives during time period . Then, the average logistic loss for user can be expressed as follows,
.
Let denote a predefined threshold with 0 ≤ ≤ 1. When , , exceeds , the user preference model update will be
Algorithm 2 Online Content Popularity Prediction 1: procedure PREDICT( ( ), { |∀ ∈ })
2:
for ∈ , do 3: if User has requested the content before, then 4:ˆ, , = 0; 5:
Obtain the well-trained from the F-APs; 7:ˆ, , = 1/(1 + −( * ( )) ); 8: Observe the category label ( ) of ( ). 
14:
end if 15: end for 16 :
The detailed description of our proposed online content popularity prediction approach is shown in Algorithm 2. We remark here that our proposed approach not only can predict content popularity in an online fashion, but also can determine when to update the user preference model proactively. We also remark that the computational complexity of our proposed approach is very low.
C. Offline User Preference Learning
When the user preference model update is initiated, we assume that there are samples, denoted by
, collected for the considered user, which are extracted from the recorded data. Based on the collected samples, we propose to learn the user preference model parameter by minimizing the logistic loss of each sample.
Due to the sparse and unbalanced data and high-dimensional feature vector, there may exist over-fitting and high computational complexity problems [13] . In order to avoid the above mentioned potential problems whereas obtain the optimal model parameter, we propose to introduce the 1-and 2-regularization terms simultaneously in the optimization problem that minimizes the logistic loss. The introduction of 1-regularization term is beneficial for realizing feature selection and producing sparse model, while the introduction of 2-regularization term is conductive to the smooth solution of the corresponding optimization problem. Let ( ) denote the user preference model parameter for the th iteration. Then, it can be updated according to the previous sample by solving the following optimization problem, and ∥ ⋅ ∥ 2 2 the 1-norm and 2-norm, respectively. By using the "Follow The (Proximally) Regularized Leader" (FTRL-Proximal) algorithm [14] , which is an online optimization algorithm, combined with the "Online Gradient Descent" (OGD) method [15] , the above optimization problem can be transformed into the following equivalent form,
where
( ) denotes the sum of the gradient vector of the logistic loss of the previous samples,
notes the gradient vector of the logistic loss of the th sample with respect to , and
( ) denotes a non-increasing learning-rate schedule. It can be readily seen from (9) 
2 is irrespective with . Let
Then, an iterative relationship between ( ) and ( −1) can be established as follows,
which implies that we only need to store ( −1) after using the last sample for training. Correspondingly, the optimization problem in (9) can be further expressed as follows,
We know that there exists difference for the change rate of the weight of each feature dimension for the requested content, and that the gradient value with respect to each feature dimension can reflect this change rate. Therefore, different learning rates are preferred for different feature dimensions. Define
] denotes the learningrate schedule of the th feature dimension with and being the adjusting parameters which are chosen to yield good learning performance. Then, the optimization problem in (12) can be decoupled into the following independent scalar Algorithm 3 Offline User Preference Learning
for = 1, 2, 3, ⋅ ⋅ ⋅ , , do 6:
7:
8: 13: end procedure minimization problems,
It can be easily verified that the optimization problem in (13) is an unconstrained non-smooth one, where the second
. Then, we have
From (13), the optimal solution
should satisfy the following relationship,
We have known previously that 1 > 0. Correspondingly, by classifying ( ) into three cases, i.e.,
and ( ) < − 1 , the closed-form solution of the optimization problem in (13) can be obtained from (15) as follows,
The entire user preference learning approach with the nice property of self-starting is described in Algorithm 3. Note that our proposed approach only needs to store the last ( ) after performing a user preference updating process, and the previously recorded data can be cleared which is helpful to save storage space. Furthermore, the computational complexity of our proposed approach is not an issue due to its offline property.
IV. SIMULATION RESULTS
To evaluate the performance of the proposed edge caching policy, we take movie content as an example and our main datasets are extracted from the MovieLens 200M Dataset [16] , [17] . From the MovieLens, we select the accessing dataset of the chosen 30 users requested from January 01, 2010 to October 17, 2016, where the first part of the accessing dateset, whose requesting date is from January 01, 2010 to December 31, 2015, is used for initializing the user preference, while the second part of the accessing dateset, whose requesting date is from January 01, 2016 to October 17, 2016, is used for the performance evaluation. Considering that users will generally comment on the movie after they have watched it, we take the movie rating from a user as the request for this movie [9] , [10] . In our simulations, we set the number of the considered F-APs to 3, the finite time horizon to 6984 hours, the monitoring cycle to 1 hour, and the predefined threshold to 0.2, respectively. We choose the FIFO [4] , LRU [5] , LFU [6] policies, and the optimal policy with ideal content popularity as the benchmark edge caching policies.
In Fig. 1 , we show the cache hit rates of our proposed policy and the four benchmark policies with different cache sizes during the finite time horizon . The total cache size increases from 1.5 = 60 to 11.97% = 4800 contents with = 40110. It can be observed that the cache hit rates of all the considered policies are gradually increased with the total cache size. It can also be observed that the cache hit rate of our proposed policy gradually approaches the optimal performance and is apparently superior to those of the other three benchmark policies for all the considered cache sizes. The reason is that the latter can not predict future content popularity. Instead, our proposed policy not only can predict the content popularity online, but also can track its changes in real time. Specifically, it can be observed that our proposed policy only needs a cache size of 2400 contents to achieve the cache hit rate of 0.6 whereas the other three benchmark policies need a cache size of about 4200 contents.
In Fig. 2 , we show the cache hit rates of our proposed policy and the four benchmark policies till the current time period with the total cache size of 1800 contents. It can be observed that the cache hit rate of our proposed policy follows consistently along with that of the optimal policy. The reasons are that both of them are based on content popularity when making caching decisions, and that the distributions of the predicted popularity and real one are consistent during every time period. It can also be observed that the changes of the cache hit rates of all the policies are different. The FIFO, LRU and LFU policies have low cache hit rates during the initial time periods due to the inevitable cold-start problem, whereas our proposed policy can achieve a higher cache hit rate and cache the predicted popular contents based on the initial user preference during the initial time periods. After that, the cache hit rates of all the policies gradually increase with the time period. The reason is that caching decisions can be made more accurate with the increase of user requests.
V. CONCLUSIONS
In this paper, we have proposed a novel edge caching policy by learning user preference. Our proposed policy can promptly detect the regional popular content through online content popularity prediction, and timely store it to the local caches. Specially, we have proposed a self-starting offline user preference model updating mechanism by monitoring the average logistic loss in real time, which avoids frequent and blind training. Simulation results have shown that our proposed policy achieves a better caching performance compared to the traditional policies.
