With the tremendous success of deep learning in visual tasks, the representations extracted from intermediate layers of learned models, that is, deep features, attract much attention of researchers. The previous analysis shows that those features include appropriate semantic information. By training the deep models on a large-scale benchmark data set (e.g., ImageNet), the features can work well on other tasks. In this work, we investigate this phenomenon and demonstrate that deep features can fail due to the fact that they are learned by minimizing empirical risk. When the distribution of data is different from that of the benchmark data set, the performance of deep features can degrade. Hence, we propose a hierarchically robust optimization to learn more generic features. Considering the example-level and concept-level robustness simultaneously, we formulate the problem as a distributionally robust optimization problem with Wasserstein ambiguity set constraints. An efficient algorithm with the conventional training pipeline is proposed. Experiments on benchmark data sets confirm our claim and demonstrate the effectiveness of the robust deep representations.
Introduction
Extracting representations is essential for visual recognition. In the past decades, various hand-crafted features have been developed to capture semantics of images, e.g., SIFT (Lowe 2004) , HOG (Dalal and Triggs 2005) , etc. The conventional pipeline works in two phases. In the first phase, representations are extracted from each image with a given schema. After that, a specific model (e.g., SVM (Cortes and Vapnik 1995) ) is learned with these features for target tasks. Since the hand-crafted features are task independent, the performance of this pipeline can be suboptimal.
Deep learning proposes to incorporate these phases by training the end-to-end convolutional neural networks (Le-Cun et al. 1989) . Without the explicit feature design, a task dependent representation will be learned through multiple layers and a fully connected layer is attached at the end as a linear classifier for recognition. Benefited from this coherent structure, deep learning promotes the performance on visual tasks dramatically, e.g., categorization (Krizhevsky, Sutskever, and Hinton 2012), detection (Ren et al. 2017) , etc. Despite the success of deep learning on large-scale data sets, deep neural networks (DNNs) are easy to overfit the small data set due to the large number of parameters. Besides, DNN requires GPU for efficient training where the cost is expensive.
Researchers attempt to leverage DNNs to improve the feature design mechanism. Surprisingly, it observes that the features extracted from last few layers perform well on the generic tasks when the model is pre-trained on a largescale benchmark data set, e.g., ImageNet (Russakovsky et al. 2015) . Deep features, which are outputs from intermediate layers of a deep model, become popular as the substitute of training deep models for light computation. Systematic comparison shows that these deep features outperform the existing hand-crafted features with a large margin (Donahue et al. 2014; Mormont, Geurts, and Marée 2018; Qian et al. 2015) .
The objective of learning deep models and deep features can be different, but little efforts are devoted to further investigating deep features. When learning deep models, it focuses on optimizing the performance on the current training data set. In contrast, deep features are learned for generic tasks rather than a single data set. In the applications of deep features, it also notices that the deep features can fail when the distribution of data is different from the benchmark Ima-geNet data set (Zhou et al. 2014) . By studying the objective of learning models, we find that it optimizes the uniform distribution over examples and is a standard empirical risk minimization (ERM) problem. It is well known that the models obtained by ERM can generalize well on the data from the same distribution as training (Bousquet and Elisseeff 2002) . Since a large-scale data set covers data from a wide range of classes, it explains the good generalization performance of deep features.
However, the distribution of data from real applications can be significantly different from the benchmark data set, which can result in the performance degradation when adopting the representations learned from ERM. The differences can come from at least two aspects. First, the distribution of examples in each class can be different. This problem attracts much attention recently and approaches to optimize the worst-case performance are developed to han-dle the issue (Chen et al. 2017; Namkoong and Duchi 2016; Sinha, Namkoong, and Duchi 2018) . Second, the distribution of concepts is also different from that in the benchmark data set. In this scenario, each concept can contain multiple classes. This difference has been less investigated but more crucial for deploying deep features due to the fact that the concepts in real applications may be only a subset of or partially overlapped by those in the benchmark data set.
In this work, we propose to consider the drifting in examples and concepts simultaneously and learn the hierarchically robust representations from deep neural networks. Compared with ERM, it is more consistent with the objective of learning deep features. For the example-level robustness, we adopt Wasserstein ambiguity set to encode the uncertainty from examples for the efficient optimization. Our theoretical analysis also illustrates that an appropriate augmentation can be better than the regularization in training DNNs, since the former one provides a tighter approximation for the optimization problem. For the concept-level robustness, we formulate it as a game between the deep model and the distribution over different concepts to optimize the worst-case performance over concepts. By learning deep features with the adversarial distribution, the worst-case performance over concepts can be improved. Finally, to keep the simplicity of the training pipeline, we develop an algorithm that leverages the standard random sampling strategy at each iteration and re-weights the obtained gradient for an unbiased estimation. This step may increase the variance of the gradient and we reduce the variance by setting the learning rate elaborately. We can show that the adversarial distribution can converge at the rate of Ø(log(T )), where T denotes the total number of iterations. The empirical study on benchmark data sets confirms the effectiveness of our method.
Related Work
Deep learning becomes popular since ImageNet ILSVRC12 and various structures of deep neural networks have been proposed, e.g., AlexNet (Krizhevsky, Sutskever, and Hinton 2012), VGG (Simonyan and Zisserman 2014), GoogLeNet and ResNet (He et al. 2016) . Besides the success on image categorization, features extracted from the last few layers are applied for generic tasks. (Donahue et al. 2014) adopts the deep features from the last two layers in AlexNet and shows the impressive performance on visual recognition with different applications. After that, (Qian et al. 2015) applies deep features for distance metric learning and achieves the overwhelming performance to the hand-crafted features on fine-grained visual categorization. (Mormont, Geurts, and Marée 2018) compares deep features from different neural networks and ResNet shows the best results. Besides the model pre-trained on ImageNet, (Zhou et al. 2014) proposes to learn deep features with the large-scale scene data set to improve the performance on the scene recognition task. All of these work directly extract features from the model learned with ERM as the objective. In contrast, we develop an algorithm that is tailored to learn robust deep representations. Note that deep features can be extracted from multiple layers of deep mod-els and we focus on the layer before the final fully-connected layer in this work.
Recently, distributionally robust optimization that aims to optimize the worst-case performance has attracted much attention (Chen et al. 2017; Namkoong and Duchi 2016; Sinha, Namkoong, and Duchi 2018) . (Namkoong and Duchi 2016) proposes to optimize the performance with worst-case distribution over examples that is derived from the empirical distributions. (Chen et al. 2017) extends the problem to the non-convex loss function, but they require a near-optimal oracle for the non-convex problem to learn the robust model. (Sinha, Namkoong, and Duchi 2018) introduces the adversarial perturbation on each example for robustness. Most of these algorithms only consider the example-level robustness. In contrast, we propose the hierarchically robust optimization, that considers example-level and concept-level robustness simultaneously, to learn the representations for real applications.
Hierarchical Robustness Problem Formulation
Let x i denote an image and y i ∈ R be its corresponding label. Given a benchmark data set {x i , y i } where i = 1, . . . , N , the parameters θ in a deep neural network can be learned by solving the optimization problem
where (·) is a non-negative loss function (e.g., cross entropy loss). It is an empirical risk minimization (ERM) problem which can be inappropriate for learning generic features. We will explore the hierarchical robustness to obtain robust deep representations. First, we consider the example-level robustness. Unlike ERM, a robust model is to minimize the worst-case distribution derived from the empirical distribution. The optimization problem can be cast as a game between the prediction model and the adversarial distribution
where p is the adversarial distribution over training examples and ∆ is the simplex as ∆ = {p| i p i = 1, ∀i, p i ≥ 0}. When p is a uniform distribution, the distributioanlly robust problem becomes ERM.
To alleviate the issue from outliers and constrain the space of the adversarial distribution, a regularizer can be added into the formulation as
where p 0 is the empirical distribution. D(·) measures the distance between the learned adversarial distribution and the empirical distribution. We apply squared L 2 distance in this work as D(p||p 0 ) = p − p 0 2 2 . The regularizer is to guarantee that the generated adversarial distribution is not too far way from the empirical distribution. It implies that the adversarial distribution is from an ambiguity set as
Besides the example-level robustness, concept-level robustness is more important for learning the generic features. A qualified model should perform consistently well over different concepts. Assume that there are K concepts in the training set and each concept consists of N k examples, the concept robust optimization problem can be written as
With the similar analysis as above, the problem becomes
where q 0 can be set as q k 0 = N k /N . Combined with example-level robustness, the hierarchically robust problem is
In this formulation, each example is associated with a parameter p i and q k . The high dimensionality and the coupling structure make an efficient optimization challenging. Due to the fact that K N , we try to decouple the hierarchical robustness with an alternative formulation for the examplelevel robustness.
Wasserstein Ambiguity Set
In Eqn. 2, the ambiguity set is defined with the distance to the uniform distribution over the training set. It introduces the adversarial distribution by re-weighting each example, which couples the parameter with that of the concept-level problem. To simplify the optimization, we generate the ambiguity set for the adversarial distribution with Wasserstein distance. The property of Wasserstein distance can help to decouple the example-level robustness from concept-level robustness.
Assume that P is a data-generating distribution over the data space and P 0 is the empirical distribution where the training set is generated from it as x ∼ P 0 . The ambiguity set for the distribution P can be defined as
x)] is the Wasserstein distance between distributions and we denote the example generated from P asx. d(·, ·) is the transportation cost between examples.
The problem of example-level robustness can be written as min
According to the definition of Wasserstein distance (Sinha, Namkoong, and Duchi 2018) and let the cost function be the squared Euclidean distance, the problem is equivalent to
where X is the data space. In (Sinha, Namkoong, and Duchi 2018), they obtain the optimalx i by solving the subproblem for each example at each iteration. To accelerate the optimization, we propose to minimize the upper bound of the subproblem, which also provides the insight for the comparison between regularization and augmentation.
The main results are stated in the following theorems and all proofs are in the appendix.
Theorem 2. With the same assumption in Theorem 1 and let
Theorem 1 shows that learning the model on the original examples with the regularization for the complexity of the model can make the learned model robust for examples from the ambiguity set. The similar result has been observed in the conventional robust optimization (Ben-Tal, El Ghaoui, and Nemirovski 2009). However, regularization is not sufficient for training DNNs well and many optimization algorithms have to rely on augmented examples to obtain meaningful models.
Theorem 2 interprets the phenomenon by analyzing a specific augmentation and shows that augmented examples can provide a more tighter bound for the examples in the ambiguity set. Besides, the augmented patch z i is corresponding to the gradient of the original example. To make the approximation tight, it should be identity to the direction of the gradient. So we set z i = ∇x i ∇x i F , which is similar as in adversarial training (Goodfellow, Shlens, and Szegedy 2015) .
For the concept-level robustness, we keep the strategy above and obtain the final objective as
(3)
Efficient Optimization
The problem in Eqn. 3 can be solved efficiently by stochastic gradient descent (SGD). In the standard training pipeline for ERM in Eqn. 1, a mini-batch of examples will be randomly sampled at each iteration and the model will be updated with gradient descent as
where m is the size of a mini-batch. For the problem in Eqn. 3, each example has a weight as q k /N k and the gradient has to be weighted for an unbiased estimation as
For the adversarial distribution q, each concept has a weight q k and the straightforward way is to sample a minibatch of examples from each concept to estimate the gradient of the distribution. However, the number of concepts varies and it can be larger than the size of a mini-batch. Besides, it results in the different sampling processes for computing the gradient of deep models and the adversarial distribution, which increases the complexity of the system. To address the issue, we take the same random sampling pipeline and update the distribution with weighted gradient ascent aŝ
where m k is the number of examples from the k-th concept in the mini-batch and k m k = m. P ∆ (·) projects the vector onto the simplex. Re-weighting strategy makes the gradient unbiased but introduces the additional variance. Since batchnormalization (Ioffe and Szegedy 2015) is inapplicable for the parameters of the adversarial distribution that is from the simplex, we develop a learning strategy to reduce the variance from gradients.
First, to illustrate the issue, let δ 1 and δ 2 be two binary random variables as
Then we have Update distribution with gradient ascent as in Eqn. 5 12: end for 13: return θ T It demonstrates that the gradient after re-weighting is unbiased. However, the variance is different
where the variance roughly increases with a factor of N/N k . By investigating the updating criterion in Eqn. 5, we find that the gradient is rescaled by the learning rate η t q . If we let η t q = Ø( 1 t ), the norm of the gradient will be reasonable after a sufficient number of iterations. Besides, the norm of q − q * 2 2 is bounded by a small value of 2 since the distribution is from the simplex. It inspires us to deal with the first several iterations by adopting a small learning rate. The algorithm is summarized in Alg. 1. In short, we use the learning rate as η t = 1 cλt where c > 1 for the first s iterations and then the conventional learning rate η t = 1 λt is applied. The convergence about the adversarial distribution is stated as follows. Theorem 3. Assume the gradient of distribution is bounded as g t q 2 ≤ µ and set the learning rate as
2s should be larger than 1. Theorem 3 shows a Ø(log(T )) convergence rate for the adversarial distribution. The gain of varying learning rate is indicated in β. When applying the conventional learning rate i.e. c = 1, it is easy to show β = 0. To further investigate the properties of β, we let h(s) = µ log(s) 2λ − √ sλ and study its behavior. > 1, we have µ > λ 2s log(s) . Therefore
It implies that we can benefit from the variance reduction as long as the variance µ is large. Then, we fix λ = 1 and plot the curve of h(s) in Fig. 1 . We can find that h(s) achieves its maximum after thousands of iterations, which suggests that s should not be too large. It is consistent with our claim that the gradient will be shrunk by the learning rate and the variance has little influence when t is large. 
Experiments
We adopt ImageNet ILSVRC12 (Russakovsky et al. 2015) as the benchmark data set to learn models to extract representations in the experiments. ImageNet includes 1, 000 classes, where each class has about 1, 200 images in training and 50 images in test. We extract 11 concepts according to the structure of WordNet (Fellbaum 1998) and the statistics is summarized in Table 1 . Explicitly, ImageNet is biased to specific animals. For example, it contains 59 classes of birds and more than 100 classes of dogs. It can result in the performance degeneration when applying the model learned by ERM to generate representations. We apply ResNet-18 (He et al. 2016) , which is a popular network as the feature extractor (Mormont, Geurts, and Marée 2018) , to learn the representations. We train the model with stochastic gradient descent (SGD) on 2 GPUs and set the size of mini-batch as 256. Following the common practice, we learn the model with 90 epochs. The initial learning rate is set to 0.1 and then decayed by a factor of 10 at {30, 60}. All model training includes random crop and horizontal flipping as the data augmentation. We set c = 10, s = 1000 for the proposed algorithm. After obtaining deep models, we extract deep features from the layer before the last fully-connected layer, which generates 512dimensional features for a single image. Given the features, we learn a linear SVM (Chang and Lin 2011) Experiments are repeated 3 times and the average results with standard deviation are reported.
CIFAR-10
First, we will demonstrate the influence of example-level robustness. We conduct experiments of deep features on CIFAR-10, which contains 10 classes and 60, 000 images. 50, 000 of them are for training and the rest are for test. CIFAR-10 has the similar concepts as those in ImageNet, e.g., "bird", "dog", and the drifting in concepts is negligible. On the contrary, each image in CIFAR-10 has a size of 32 × 32, which is significantly smaller than that of images in ImageNet. Fig. 2 illustrates examples from ImageNet and CIFAR-10. It is obvious that the distribution for images changes dramatically and example-level robustness is important for this task.
ImageNet SOP CIFAR-10 Figure 2 : Examples from ImageNet, CIFAR-10 and SOP. Table 2 summarizes the comparison. First, we observe that the accuracy of SVM ERM can achieve 85.77%, which surpasses the performance of SIFT features (Bo, Ren, and Fox 2010) , i.e., 65.6%, by more than 20%. It confirms that representations extracted from a DNN model trained on the benchmark data set can be applicable for generic tasks. Compared with representations from the model learned with ERM, SVM EL outperforms it by a margin about 1%. It shows that optimizing with Wasserstein ambiguity set can learn the example-level robust features and handle the drifting in examples better than ERM. SVM CL has the similar performance as SVM ERM . It is consistent with the fact that the difference of concepts between CIFAR-10 and Im-ageNet is small. Finally, the performance of SVM HRRL is comparable to that of SVM EL and is significantly better than SVM ERM , which demonstrates the effectiveness of the proposed algorithm. 
Stanford Online Products (SOP)
Then, we try to illustrate the importance of concept-level robustness. We have Stanford Online Products (SOP) as the target task to evaluate the learned representations. It collects product images from eBay.com and consists of 59, 551 images for training and 60, 502 images for test. We adopt the super class label for each image, which leads to a 12-class classification problem. Fig. 2 illustrates examples from Im-ageNet and SOP. We can find that the distribution of images are similar while the distribution of concepts is different. ImageNet includes many natural objects, e.g., animals, while SOP only contains artificial ones. Handling the concept drifting is challenging for this task. Table 3 shows the accuracy. Explicitly, SVM EL has the similar performance as SVM ERM due to the minor changes in the distribution of images. However, SVM CL demonstrates a better accuracy, which is about 1% better than SVM ERM . It illustrates that the deep features learned with the proposed algorithm is more robust than those from ERM when the distribution of concepts varies. Besides, the performances of SVM HRRL and SVM CL are comparable, which confirms that deep features obtained with hierarchical robustness work well consistently in different scenarios. The target is to identify one of 10 digits from each 32 × 32 image. The image has the same size as CIFAR-10, which is very different from ImageNet. Moreover, SVHN has the concepts of digits, which is also different from ImageNet. We compare the different deep features in Table 4 . First, as obtained in CIFAR-10, SVM EL outperforms SVM ERM by a large margin. It is because features learned with example-level robustness is more applicable than those from ERM when examples are from a different distribution. Second, SVM CL improves the performance by more than 2%. It is consistent with the observation in SOP, where features learned with concept-level robustness perform better when concepts vary. Besides, the performance of SVM CL surpasses that of SVM EL , which implies that controlling concept-level robustness, which has not been investigated, may be more important than example-level robustness. Finally, by combining example-level and concept-level robustness, SVM HRRL shows an improvement of more than 4%. It demonstrates that example-level and concept-level robustness are complementary. Incorporating both of them can further improve the performance of deep features, when the example and concept distributions are different from these of the benchmark data used to learn representations. 
Finetuning
Besides extracting features, a pre-trained model is often applied as an initialization for training DNNs on the target task when GPUs are available. Since initialization is crucial for the final performance of DNNs (Sutskever et al. 2013) , we conduct the experiments that initialize the model with parameters trained on ImageNet and then finetune the model on CIFAR-10, SOP and SVHN. After initialization, the model is finetuned with 100 epochs. The learning rate is set as 0.01 and decayed once by a factor of 10 after 50 epochs. Fig. 3 illustrates the curve of test error. We let "ERM" denote the model initialized with the model pretrained with ERM and "Robust" denote the one initialized with the model pre-trained with the proposed algorithm. Surprisingly, we observe that the models initialized with the proposed algorithm still surpass those with ERM. It implies that the learned robust model can be used for initialization besides feature extraction.
Influence of Robustness
Finally, we investigate the influence of the proposed algorithm on ImageNet to further illustrate the impact of robustness. First, we demonstrate the results of example-level robustness. We generate the augmented examples for validation set as in Theorem 2 and report the accuracy of different models in Fig. 4 . The horizontal axis shows the step size for generating the augmented examples. When step size is 0, the original validation set is applied for evaluation. Otherwise, each image in the validation set is modified with the corresponding step size and models, and only modified images are used for evaluation. Intuitively, larger step size implies larger distribution change of the validation set compared to the original validation set. Besides ERM, four different models are included in the comparison. Each model is trained with example-level robustness and the corresponding parameter τ is denoted in the legend, where larger τ should theoretically provide a more robust model.
We can observe that ERM performs well when there is no augmentation but its performance degrades significantly when the augmentation step size increases. It confirms that ERM only optimizes the example in the training set and cannot generalize well when the distribution of examples changes. Fortunately, we can observe that more robust models (i.e., τ increases) can provide better generalization performance as expected. It is because that the proposed algorithm focuses on optimizing the worst-case performance among different distributions derived from the original distribution. The proposed method is more powerful when the target is to learn the generic features and the information of data distribution is unavailable. Second, we show the influence of concept-level robustness. We train models with different λ for the regularizer and summarize the accuracy of concepts in Fig. 5 . We sort the accuracy in the increasing order to make the comparison clear. Evidently, ERM aims to optimize the uniform distri-bution of examples and ignore the distribution of concepts. Consequently, certain concepts, .e.g., "bird", "vehicle", have much higher accuracy than others. The bias from concepts makes deep features sensitive to the concepts in the target task. When decreasing λ, the freedom of adversarial distribution increases. With more freedom, it can be far way from the initial distribution and focus on the concept with bad performance. By optimizing the adversarial distribution, the model will balance the performance between different concepts as illustrated in Fig. 5 . Figs. 4 and 5 demonstrate the different influences of example-level and concept-level robustness. Explicitly, they can deal with the perturbation from different aspects and improving the hierarchical robustness is important for applying deep features or initializing models in real-world applications.
Conclusion
In this work, we study the problem of learning deep features for generic tasks. We propose a hierarchically robust optimization algorithm to learn the robust representations from a large-scale benchmark data set. The theoretical analysis also interprets the importance of augmentation when training DNNs. The experiments on ImageNet and benchmark data sets demonstrate the effectiveness of the learned features. The framework can be further improved when side information is available. For example, given the concepts of the target domain, we can obtain the specific reference distribution q 0 accordingly and then learn the features for the desired task. This direction can be our future work.
When λ is sufficiently large as λ > L x , R.H.S. is bounded and
When assuming ∇ x (x; 0) F = 0 as in many neural networks, the original subproblem can be bounded
Proof of Theorem 2
Proof. We consider the augmented examples as
According to the smoothness, we have
The last equation is from setting τ to optimum
