Introduction
A fundamental kernel in numerical linear algebra and also in automatic di erentiation (see, e.g., 2]) is the computation of a linear combination of some vectors, namely,
where each i is referred to as a \multiplier," w as the \left-hand side vector," and any of the v i 's as a \right-hand side vector." Following Golub and Van Loan 4], we call this operation a GAXPY.
In the cases of interest for automatic di erentiation, the number k of vectors on the right-hand side is usually moderate, with k 3 forming the bulk of computations.
The SparsLinC (Sparse Linear Combinations) library has been developed to support this kernel computation for sparse vectors in REAL, DOUBLE PRECISION, COMPLEX, and DOUBLE COMPLEX arithmetic. A sparse vector contains a signi cant number of zero entries, and SparsLinC exploits this structure to save both on oating-point operations as well as on storage. SparsLinC employs a polyalgorithm in which a sparse vector is represented by one of three data structures, depending on the number and clustering of the indices corresponding to the nonzero entries in a vector. SparsLinC is mainly written in ANSI C with some Fortran 77 \wrapper" routines.
This document discusses how to access this library from a Fortran program and how to initialize and manipulate the C data structures that support sparse vectors from a Fortran program. Also discussed are the requirements on the Fortran implementation in this context.
Handling C Pointers from Fortran Programs
Since Fortran 77 does not have pointer variables, INTEGER variables are used to house the memory addresses of the C structures implementing sparse vectors. We adopt the convention that the Fortran INTEGER variable VPTR acts as a pointer to a sparse vector object, called sparse object(VPTR). 
Valid Pointer Values
We require that the Fortran INTEGER value \0" and the C pointer value \NULL " are identical.
This assumption is critical in deciding whether VPTR contains a valid address of a sparse derivative object. We assume that a VPTR of zero value implies that no sparse vector object has previously been associated with VPTR and that we must allocate one. Note, in particular, that a zero VPTR does not represent the sparse vector containing all zeros, although in \quiet" mode (see section 3) the correct representation for the vector of all zeros will be quietly allocated.
In our implementation a Fortran INTEGER representing a pointer to a sparse vector object can take the following values: 0 : Uninitialized pointer to a sparse vector object. A valid pointer to a sparse data structure: Such a valid address is assigned only by one of the routines in the SparsLinC library.
If one cannot rely on the fact that a positive value for VPTR contains a valid pointer to a sparse data structure, one must resort to memory authentication schemes to be able to answer this question (see, for example, 1, Problem 2.12]).
Initialization of C Data Structures
SparsLinC employs data structures that have to be initialized before any of the other SparsLinC routines can be called. The user must call the XSPINI routine to initialize these data structures.
Representation of Fortran Precisions in C
We make the default assumptions shown in Table 1 (which can be changed by rede ning some macros) concerning the correspondence of C and Fortran data types. In particular, we assume that corresponding data types have the same word length and are aligned the same way. We further assume that for Fortran COMPLEX or DOUBLE COMPLEX variables, the rst and second entries in the corresponding C float or double array of length two contain, respectively, the real and imaginary parts of a complex number.
Linking C and Fortran Modules
Two issues arise in the context of linking Fortran and C modules. One is the passing of strings between Fortran and C. Because this is notoriously di cult and nonuniform across di erent platforms, we avoid it. The only instance where we need to pass a string is for error-reporting purposes in the \verbose" routines (see section 3). These routines, as well as a few others, are provided as Fortran wrappers that perform the necessary string processing and then call the appropriate C routines.
The other issue is that of matching load module entry names generated by the C and Fortran compilers. For example, we must consider what case (upper or lower) entry names are supposed to be in or whether the Fortran compiler generates entry names with leading or trailing underscores. SparsLinC provides a macro expansion utility to easily address this issue when installing SparsLinC.
Handling Mixed-Precision Codes
All arithmetic routines are de ned to handle the case where the multipliers and sparse vectors arguments are of the same type | any other use of the routines is wrong! Consequently, for each arithmetic computation | for example, GAXPY of arity 5 | four subroutines are provided (one for each of the precisions, REAL, DOUBLE PRECISION, COMPLEX, and DOUBLE COMPLEX).
One way to handle mixed-precision computations (e.g., a GAXPY where some of the vectors and multipliers are stored in di erent precisions) is as follows:
1. Convert all multipliers to have the same precision as their corresponding vector, by using the Fortran conversion functions REAL(), DBLE(), CMPLX(), and DCMPLX(). 2. Accumulate all the vectors of the same type into temporary variables, by using the sparse arithmetic routines. 3. Convert all vectors to the \highest" precision, by using the sparse conversion routines. The usual hierarchy, in ascending order, is REAL, DOUBLE PRECISION, COMPLEX, DOUBLE COMPLEX. 4. Accumulate these into a (possibly temporary) vector of that precision, by using the sparse arithmetic routines. 5. If necessary, truncate this vector to the precision desired for the left-hand side, by using the sparse conversion routines. As an alternative, the following scheme has been suggested by Goldberg 3, p. 31] . Assume that an expression is represented as an expression tree, with the nal result at its root. Then proceed as follows:
Step 1: Assign each operation a tentative precision, which is the maximum of its two operands, proceeding from the leaves to the root.
Step 2: Proceeding from the root to the leaves, assign to each operation the maximum of the tentative precision and the precision expected by the parent.
This would involve more conversion than the current rule, but could also easily be implemented. In any case, the responsibility for enforcing consistent input types to the sparse vector routines rests with the user of these routines.
Uninitialized Vectors and Template Expansion
During the execution of a program, we may try to access sparse object(VPTR) for a VPTR that is NULL. Our routines check all VPTR 's corresponding to vectors on the right-hand side to see whether they are NULL. A NULL pointer indicates that the gradient that is being passed has not been initialized to point to a valid sparse representation of a gradient.
This case may happen, for example, if the code passed to the automatic di erentiation tool contains an uninitialized variable X (perhaps arising from the fact that the user knows that his particular compiler blanks all variables before program execution). Then the occurrence of X on the right-hand side of an assignment statement may lead us to try to access sparse object(VPTR) for a VPTR that is NULL, where VPTR is the pointer to the sparse derivative object associated with X.
All routines where the case of uninitialized right-hand sides can occur are provided in two versions:
Verbose version: Initialize VPTR to point to a representation of the vector of all zeros; report the le name, line number, and position of VPTR in the argument list to an error unit (default is stdout); and optionally halt the program. The routine XSPUIV can be called to customize these options. If a particular call refers to more than one NULL pointer, all occurrences of NULL pointers will be reported.
Quiet version: Initialize VPTR to point to a representation of the vector of all zeros, and proceed quietly.
Naming Conventions
We adopt the following naming conventions for SparsLinC routines:
The rst letter will be an \S", \D", \C", \Z", or \X," indicating, respectively, whether the routine manipulates vectors in REAL, DOUBLE PRECISION, COMPLEX, and DOUBLE COMPLEX precision or whether it is a nonnumeric utility routine.
The second and third letters will be \SP", to denote that the routine is in the SparsLinC library. For routines that may encounter uninitialized right-hand sides and are provided in a verbose and quiet version, the fourth and fth letter are an abbreviation of the task performed by the routine, and the sixth letter will be a \V" or \Q," respectively. For other routines, the last two or three letters will be an abbreviation of the task performed by the routine. Unless otherwise speci ed, an identi er ending in \PTR" refers to an INTEGER variable containing the pointer to a sparse derivative object. By virtue of the side e ects associated with the handling of uninitialized variables, derivative objects corresponding to entries on the right-hand side of a GAXPY may be modi ed in such a call (from zero to a valid pointer). We will refer to this two-array representation of the vector as the Fortran Sparse Format. The corresponding nonsparse representation, which we will call the Fortran Nonsparse Format, would be a oating-point array of length 7, containing zeros in entries 2, 5, and 6. Lastly, there is the SparsLinC Sparse Format, which is the internal SparsLinC representation of the vector.
Interface Routines
The following sections give an overview of the functionality provided by SparsLinC. A complete description is provided in the appendix. GAXPY implementations, this routine assumes that pointers to right-hand-side vectors as well as multipliers are packed into a vector. The particular choice of 5 for the cuto was motivated, on the one hand, by the fact that in our experience the great majority of GAXPY's occurring in the automatic di erentiation context involve no more than ve vectors and, on the other hand, by the fact that every special GAXPY implementation adds eight new entries to the (already rather large) library. We also utilize variable names with up to eight characters, although all subroutine names are no longer than six characters.
Value Insertion and Extraction Routines
Again, we adopt the term sparse object(VPTR) as a shorthand for \the sparse object( ) pointed to by VPTR." To save space, we provide only the calling sequence for one particular oating-point precision.
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