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VRESUMO
Neste trabalho propusemo-nos a determinar limites supe 
riores para probabilidade de erro e distorção de erro usando o 
esquema generalizado com distorção.
No capítulo 1, apresentamos os resultados introduto- 
ri.os que serão usados nos outros capítulos.
No capítulo 2, um esquema generalizado com distorção 
serã introduzido e os limites superiores para probabilidade de 
erro serão obtidos. A função de confiança sob distorção serã es­
tudada.
No capítulo 3, distorção de erro serã considerada e l_i 
mites superiores para ela serão obtidos. A função confiança serã 
estudada.
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ABSTRACT
In this work we propose to determine upper limits 
on probability o£ error and distortion due to error using the 
generalized scheme with distortion.
In chapter 1 we will present the introductory results 
which will be used in the following chapters.
In chapter 2 a generalized scheme with distortion 
will be introduced and upper limits to the probability of error 
will be obtained. The reliability function under distortion will 
be studied.
In chapter 3 distortion due to error will be considered 
and upper limits to it will be obtained. The reliability function 
will be studied.
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CAPÍTULO 1
RESULTADOS INTRODUTÓRIOS
1.1 - Introdução
Em 1948 , Shannon na introdução do S-eu trabalho clássi­
co, escreveu que o problema fundamental da comunicação ê o da 
reprodução de um ponto exato ou aproximadamente na mensagem esco 
lhida para um ponto qualquer. A fim de resolver este problema, 
ele criou um novo ramo da matemática aplicada, o qual ê hoje cha 
mado de teoria da informação. Passados 34 anos, a teoria da in - 
formação tem sido feita mais precisa, tem sido extendida e tem 
sido conduzida para um ponto onde ela é aplicada no prático sis­
tema de comunicação. Como em toda teoria matemática, a teoria da 
informação trata somente de modelos e não de fonte e canais físi. 
cos.
É comum introduzir a teoria de informação como um ra­
mo do estudo do "Sistema de Comunicação" cujo diagrama de bloco 
ê dado como abaixo:
2Figura 1
A fonte ê o componente do sistema que gera a informa­
ção. Exemplos de fonte são: um autor de livros, um experimento 
científico, etc.. 0 codificador da fonte transforma a saída da 
fonte em dígitos binários. 0 codificador do canal ê um meio de 
comunicação que está sujeito aos diferentes tipos de ruído. 0 de^  
codificador do canal tenta transformar a saída do canal dentro 
do fluxo binário original e o decodificador da fonte tenta re­
criar o fluxo da fonte original. Esta separação de codificador 
(decodificador) dentro do codificador (decodificador) da fonte 
e canal tem obvia vantagem do ponto de vista prático desde que 
os dados binários forneçam um tipo padrão de "interface" entre 
fontes e canais. De um ponto de vista conceptual esta separação 
ê ainda mais importante desde que separe o problema da comunica­
ção com ruído dò problema da representação da fonte. Pela divi­
são de codificador e decodificador não estamos impondo quaisquer 
limitações sobre o sistema. Atualmente, um dos mais importantes
3resultados da teoria, contudo, é que sob condições mais amplas 
tais limitações não são impostas (isto não mostra, contudo, que
o codificador e o decodificador da figura é sempre o caminho
mais econômico para se obter uma dada representação). De um pon­
to de vista prático a divisão de decodificador e codificador na 
figura e particularmente conveniente desde que faça o esquema do 
codificador e decodificador do canal realmente independente do 
codificador e decodificador da fonte usando dados binários como 
uma "interface". Isto facilita o uso de diferentes fontes sobre
o mesmo canal.
1210 problema fundamental pode ser (Berger ) separado 
em dois, isto ê
i) Quanta informação serã transmitida?
ii) Que informação serã transmitida?
0 trabalho desenvolvido por Shannon^^ em 1948 está 
mais ligado ao primeiro problema, ou seja, o de selecionar codi­
ficadores de um conjunto de possíveis mensagens de tal maneira 
que elas possam ser transmitidas corretamente sobre um canal de 
comunicação com ruído. 0 segundo problema delineado acima perma­
neceu esquecido por algum tempo e ê chamado "Teoria da Taxa de 
Distorção".
1.2 - Preliminares . •
No item anterior apresentámos.nosso problema dev uma 
maneira geral. Entretanto, precisamos formalizar as definições 
de certos entes aos quais já nos referimos-e de oütrõ's. que ainda 
serão citados tais como:
4- Entropia de Shannon e informação mutua média;
- Capacidade do canal e o teorema fundamental:
- Teoria de taxa de distorção;
- Esquemas de decodificação.
1.2.1 - Entropia de Shannojj. e informação mútua média
Consideremos uma variável aleatória X discreta assu - 
mindo um número finito de valores
X = (x^,...,Xj)
e associemos a esta variável aleatória uma distribuição de pro­
babilidade
I
p = (p (x,) ,. . . ,p (xT) ) ; p(x-) ^ 0; Z p(x.) = 1 .
-  1 1 1 i = l  1
Então a entropia de Shannon^^ da distribuição de • probabilidade 
p é dada por
I
H(X) = H(p (x, ) ,. . . ,p (xT) ) = - Z p(x-0 log p(x-) ,
1 1 i=l 1
onde a base do logaritmo será "2" se estivermos usando a base 
binária na codificação das possíveis mensagens que a variável po 
de emitir. Como a base do sistema de codificação pode ser arbi - 
trãrio, então a base do logaritmo no cálculo da entropia também
o será. Na nossa dissertação utilizaremos sempre a base natural 
e a entropia será dada em nats.
Retornando ao nosso sistema discreto de comunicação
5da Figura 1 observamos que as mensagens entram no canal codifica 
das em função do alfabeto de entrada X = (x . com uma di_s
tribuição p conhecida, saindo dele codificada em função do alfa­
beto de saída Y = íyjL,-‘-,Yj') com uroa distribuição q, digamos, 
desconhecida. Se conseguirmos a distribuição de Y/X ( isto ê,
Y dado X), ou seja, a matriz de transição do canal \{p(yj/x^)} 
i = l,...,I.e j = 1,...,J, automaticamente teremos condições de 
determinar as distribuições {p(x^,yj)}, da variável aleatória 
bidimensional (X,Y), {q Cy^  ) > da variável aleatória Y, e :{P(x^ /y.j)} 
da variável aleatória X/Y como se segue:
P Cx± , y ^ D = p(xi) .P(yj/xi) ou p(i,j) = p(i).P(j/i) 
q(yj) =• e p(xi,yj) ou q(j) = í p(i,j),
PCXi ’y i } n f i  i ]P(x-/y.) = — ----i- ou P(i/j) = P
1 J q Cy j) q(j)
Podemos associar cinco diferentes entropias ao esque­
ma, quais sejam:
i) Entropias marginais de X e Y por 
I
H (X) = - . E p (xi) log p (x^) = - E p(i) log p(i) 
i = 1 i
J
H(Y) = - E q (y -) log q (y •) = - E q(j) log q(j) 
3=1 J : }
ii) Entropia conjunta de (X,Y)
I J
H(X,Y) = - E E p(x, ,y.) log p(x.,y.
i=l j=l 1 3  3
6” f j P Ci , j D log p(i,j)
iii) Entropias condicionais X/Y e Y/X
I J
H(X/Y) = - I E p(x-,y.) log P(x-/y.) =
i=l j=l 1 3 1 J
= - E E p(i,j) log P (i/j)
i 3
I J
H(Y/X) = - E E p(x,,y.) log P(y./x-) = 
i=l j=l 1 J J
= - E E p(i,j) log P(j/i) . 
i j
A função do receptor é extrair, apesar do ruído, todas 
as informações possíveis sobre o sinal transmitido. A informação que Y pro­
videncia sobre X pode ser averiguada pela incerteza que Y remove so­
bre X, ou seja:
I (X,Y) = H(X) - H(X/Y) = H(Y) - H(Y/X).
Isto e simétrico em X e Y e e conhecido como informação mutua m£ 
dia. É fácil verificar que I(X,Y) é sempre não negativa (Ash^).
1.2.2 - Capacidade do canal e o teorema fundamental.
A capacidade do canal ê, por definição, a taxa máxima 
sobre ele, ou seja:
C = máx I (X,Y)
£(x)
Como vimos acima, a maximização ê feita com respeito a todas as 
possíveis escolhas das distribuições de entrada. A principal signifiçância da 
capacidade aparece no teorema de codificação em canal com ruído de Shannon^^.
Este teorema, que é o melhor resultado conseguido por
7Shannon, estabelece que a transmissão de informação através de
canais com ruído pode ser conseguida com probabilidade de erro
arbitrariamente pequena quando a taxa de transmissão R é menor 
que a capacidade C do canal.
1.2.3 - Teoria da-taxa de distorção.
Embora o princípio da teoria da taxa de distorção pos
non ^
[ 21 ]
sa ser encontrado em Shannon^^, trabalho de 1948, a principal
mudança aconteceu em 1959
Considere uma fonte discreta sem memória a qual pro­
duz mensagens formadas de letras de um alfabeto U = {u^,...,u^ } . 
As seqüências produzidas são transmitidas e reproduzidas pelo me 
nos aproximadamente a um ponto receptor. Suponhamos, além disso, 
que as seqüências recebidas são formadas de elementos de um alfa 
beto V = (v^,...,Vj}. 0 alfabeto V pode ser idêntico a U ou a 
uma extensão de U. Para estudar a extensão da discordância e
seus efeitos, Shannon introduziu a idéia de distorção entre as 
seqüências inicial e final de comunicação. A distorção pode ser 
considerada sobre palavras e letras.
Como primeira medida, que segue de Shannon, considera 
mos uma medida de distorção simples de letras. Seja d(u^,v.) a 
distorção quando u^ é transmitido e v. ê recebido. A quantidade 
d(u^,Vj) pode ser considerada como uma perda, gasto ou prejuízo 
para esta alteração ha letra u^ reproduzida assim como na letra 
Vj. Tomaremos esta quantidade igual a zero para cada reprodução 
correta. A distorção simples de letra d(u^,Vj) é definida para 
todos os pares (u^,v.), i = j = 1,...,J. Se ha um siste
8ma de comunicação que reproduz u^ assim como v^ com probabilida­
de P^Oj/u^), então a distorção média obtida serã
Z E p(u-) P,(v-/u.) d (u . , v .) . 
i=l j=l x j 1 1 j
A indicação da probabilidade condicional íP^Cv^/u^)} 
é dada por D*, aceitavel se, e somente, se D < D*.
A função taxa de distorção da fonte relativa para a 
distorção média dada é definida como
R(D*) = min I(U,V),
{P1 (vj /ui) }
onde a minimização é feita com respeito a (P^Cv^/u^)} tal que
D 4 D*. Aqui D* é denominado o nível de distorção.
r 7 1 lShannon 1 em 1959 definiu a funçao taxa de distor­
ção de uma fonte de informação—com respeito ao critério de fide­
lidade e estabeleceu o teorema fundamental que impregnava esta 
função com seu significado operacional. A função taxa de distor­
ção R(D*) é fundamental para todos os estudos da teoria da taxa 
de distorção. Ela representa a verdadeira taxa a que a fonte pro 
duz informação sujeita ao limite médió de tolerância D* da usa - 
da. A taxa ria qual uma fonte produz informação sujeita a necessi 
dade de perfeita reprodução reduz a entropia da fonte e se a di_s 
torção média for tal que uma reprodução perfeita é determinada 
zero distorção, então R(0) é igual â entropia da fonte H(U). As­
sim a função taxa de distorção é uma generalização da entropia 
sob as considerações qualitativas.
A teoria da taxa de distorção trata dos problemas "da 
ta de compressão" e "confiança de comunicação" permitindo distor
9ção até certo nível. Nos sistemas de "data de compressão" somen­
te a informação significativa é tirada da saída da fonte, elimi­
nando o material irrelevante e redundante, possuindo um nível de 
fidelidade. Tal esquema é preciso para aumentar a taxa de trans­
missão .
0 assunto da teoria de taxa de distorção jã tem obti­
do importância e definido promessas para vastas aplicações de mo
delos de informação teórica na biologia e em outras ciências. As
- - [21 Í31contribuiçoes notáveis neste campo sao as de Berger , Blahut ,
G r a y ^ ^ ,  K r i c h ^ ^ ,  L einer^^, O m u r a ^ ^ ,  Purseley^^, Sakrji
[19] [2 0 ,21 ,22] llT [28] 7 , • 7- [30]sonL , Shannon1 ’ ’ , WynerL , Zakai e ZivL e outros.
1.2.4 - Esquemas de decodificação.
Em muitos casos práticos, alguém que está recebendo 
uma mensagem fica com a responsabilidade de decidir, com base no 
sinal recebido, qual mensagem símbolo foi transmitida. 0 rece£ 
tor fica então com um clássico problema de inferência estatísti­
ca. Ele terá, com alguma base essencialmente subjetiva, que de­
terminar a importância relativa dos vários tipos de erro que po­
dem ocorrer. Somente então, em geral, pode ele fixar um esquema 
para decodificar, para cada símbolo recebido, qual mensagem sím­
bolo ele terá, para melhor concluir o que foi emitido. Uma regra 
de decodificação pode ser definida como uma aplicação do conjun­
to de N-seqüências de saída do canal no conjunto consistindo das 
mensagens emitidas. O objetivo da operação de decodificação ê 
identificar a mensagem transmitida pela evidência verificada na 
N-seqüência de saída. Para formular o problema mais precisamen­
10
te, definamos que o canal tem um alfabeto de entrada x^,...,xj, 
um alfabeto de saída y^,...,y^ e uma matriz de transição {P(yj/x^ )}. 
Suponhamos que alguma mensagem x ê transmitida. 0 decodificador 
ou esquema de decisão é uma atribuição a cada símbolo de saída 
y-j de um símbolo de entrada x^. Sejam X^ e denotando, respec­
tivamente, o conjunto de todas as N-seqüências de entrada e saí­
da do canal .__Vãrios critérios podem ser usados na decodif icação 
e alguns são dados abaixo.
i) Mínima Probabilidade de Erro
Seja a PT°babilidade de receber uma N-seqüên-
cia y £, Y^ j dado que a N-seqüência de entrada xm Ç. é transmitjl 
da. A regra de decodificação de Mínima Probabilidade de Erro e 
justamente aquela que minimiza a probabilidade de decodificação 
para um dado conjunto de mensagens, conjunto de palavras codigo, 
e canal. Elá~serã então definida por: decodificar-- a N-seqüên - 
cia recebida y em x ,,'para a qual
P(xm ,/y) > P(xm/y)> para todo m'  ^ 1 ^ m ^ M.
O esquema de decisão, que sempre escolhe x cuja proba 
bilidade condicional, no momento, é a maior, ê sempre chamado de 
"Observador ideal".
ii) Decodificação de Maxima-veróssimilhança
0 decodificador de Maxima-verossimilhança ê um tipo 
alternativo de regra definido por: dado y, escolher xm > Que
P(y/xm ,) < P(y/xm ), para todo m' ^ m, 1 < m < M.
11
A obvia vantagem do decodif icador de Maxima-veross imi_ 
lhança é que ele pode ser usado quando as probabilidades das men 
sagens são desconhecidas a priori. Se as mensagens têm probabili^ 
dades a priori iguais, então a regra de decodificação de mínima 
probabilidade de erro ê equivalente ã de Mãxima-verossimilhança.
iii) Decodificação de Custo Mínimo
Um outro tipo de regra, usual quando custos desiguais 
são associados a diferentes espécies de erro, é a Decodificação 
de Custo Mínimo. Aqui ê decodificado::numa mensagem m que mini­
miza o custo médio. Este tipo de regra de codificação é usado na 
teoria de codificação da fonte.
iv) Decodificação em Lista
Algumas vezes ê conveniente considerar em listagem, 
onde o decodificador, ao contrário da aplicação das seqüências 
recebidas em um simples inteiro, ou uma simples mensagem, o faz 
em uma lista de inteiros m, 1 ^ m ^ M, sendo M o número total de 
palavras código. Decodificação em Lista, ou em Rol, foi conside­
rada primeiramente por E l i a s ^  para o canal simétrico binário.
[221 [51 T91Shannon, Gallager e Berlekamp , Ebert J e ForneyL utiliza­
ram o esquema de decodificação em Rol na obtenção dos limites so 
bre probabilidade de erro e de rasura.
v) Decodificação Mutilada
Sharma e R a i n a ^ ^  têm considerado o problema de Deco 
dificação quando somente uma parte da mensagem transmitida é re­
cebida e o receptor prepara sua decisão com base na palavra rece
12
bida incompleta, e têm obtido limites sobre probabilidade de er­
ro. Para um método mais confiável de decisão é exigido que não 
mais que metade dos dígitos da mensagem transmitida sejam perdi­
dos. Através da extensão de sua idéia de que o múltiplo da ori­
gem serve somente para traduzir um código, um limite superior sc) 
bre probabilidade média de erro de decodificação foi obtido por 
Sharma e R a i n a ^ ^ .
Esse esquema de decodificação considera ambos "Mutila 
ção" de dígitos e "erros aditivos". Através de Mutilação de um 
dígito queremos dizer que o dígito é desfigurado e não qualquer 
código de símbolos, e portanto está desprezado para o intento da 
decodificação. 0 termo "erro aditivo” é entendido no seu sentido 
usual da literatura.
vi) Decodificação de Máxima-verossimilhança com Dis-
+ - [23] torçao
Seja d(xv ,y.) um número não negativo, o qual pode ser
considerado como perda ou distorção, com um par (xv ,y.) de entrak j —
da e saída. Deve ser claro que a palavra distorção usada aqui é
r 2 nde forma conceptual diferente da introduzida por Shannon . Ê 
de fato uma medida de mesma classe de perda, ou penalidade asso­
ciada quando a saída é considerada com respeito ã entrada. Uma 
distorção sobre o par (x,y) das palavras entradas e saídas que 
são seqüências de comprimento N pode similarmente ser definida. 
Um método utilizado para definir a distorção d(x,y), sobre pala­
vras, é em termos de distorções de letras simples das várias le­
tras dele. Um método simples para fazer isto é tomar uma média 
de distorção de letras simples de modo que se x = (x^,...,x^) e 
y = (y-L» • • *'»yN) então
13
-1 Nd(x,£) = N Z d(xn ,yn )
n=l
(1.2.4.1)
0 esquema de decodificação que consideraremos agora é
uma generalizaçao do esquema de decodificaçao de Maxima-verossi- 
milhança.
de Maxima-verossimilhança com Distorção” e de acordo com isto o 
decodificador decodifica a seqüência de saída y dentro da seqüên 
cia de entrada x se
Claramente, a decodificação de erro ocorre se enviado xm > a con­
dição (1.2.4.2) não é satisfeita.
valor zero de distorção no esquema de decodificação, tomaremos 
d(x,y) > 0. Querendo dizer por meio disto que para uma reprodu­
ção perfeita da mensagem transmitida, existe algum valor positi­
vo associado, este valor mínimo pode ser interpretado como custo 
de reprodução. Também ê claro que se ignorarmos a distorção, is­
to ê, se tomarmos d(xm ,y) = d(x ,,y) para todo m, o esquema re- 
duz-se ao esquema de Mãxima-verossimilhança.
vii) Esquema Generalizado
Dados dois nümeros positivos a e ’3, a 3, o decodi- 
ficador decodifica a seqüência de saídà y no inteiro m se
O novo esquema para decodificação é chamado "Esquema
—m
d,(xjn,x) d(xm t,y)
, para todo m ' ^  m, l ^ m '
(1.2.4.2)
Para evitar evidentes dificuldades que surgem supondo
P(y/xm )a > P(y/xm,)3
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para todo m ’ f m , 1 ^ m ' < M. .
Claramente quando a = 3, o esquema acima reduz-se ao 
esquema de decodificação de Maxima-verossimilhança. Este esquema 
depende somente das probabilidades condicionais e dos dois parâ­
metros. Se levarmos também em consideração a distorção, podemos 
considerar um esquema dependendo das probabilidades condicio­
nais, distorções e dos dois parâmetros. Um tal_esquema ê consideí 
rado nos Capítulos 2 e 3.
1.2.5 - Probabilidade de erro.
Como tomado por Shannon^^, Gallager^^^ e outros, 
consideraremos um canal discreto com alfabeto de entrada
X = (x^, . . . .,Xjr) , alfabeto de saída Y = (y^,...,yj) e matriz tran 
sição {P (y^  /x^)} , i = 1, ... ,1c, j = 1,. . . , J . SejamX^ e Y^ os con 
juntos de todas as seqüências de comprimento N que podem ser
transmitidas e recebidas respectivamente sobre um dado canal. E 
seja P (y/x) a probabilidade de receber y £. Y^ dado que :: x £ X^ 
foi transmitido.
Para um codigo bloco de comprimento N e taxa R, tal
NR -canal possui um conjunto e seqüências de entrada ou palavras 
codigo de comprimento N (Forney^^, Gallager^^, Fano^^) como 
vemos abaixo
s \ r NRx = ix -) = (x x XT), 1 < m  ^ e ,—m mi m l ’ ’ mN ’ ^  ^ ’
onde R ê a taxa de codigo em nats por símbolo do canal.
Um codificador é um esquema mecânico que admite um
NRdos e comandos de uma fonte de dados e gera a correspondente se-
15
qliência de entrada a ser transmitida pelo canal. Um decodifica- 
dor ê um ente que observa uma seqüência de saída de comprimento 
N, processa esta seqüência e apresenta o resultado para usar na 
forma desejada. 0 evento no qual o estimador não é idêntico à pa 
lavra código de entrada ê chamado um erro e a probabilidade des­
te evento ê a probabilidade de erro.
A probabilidade de erro P(e) depende do código, do 
canal e da estrategia usada pelo decodificador. Se o decodifica 
dor ê determinístico então sua estrategia e descrita como uma 
aplicação do conjunto de todas as seqüências recebidas y na pala. 
vra código xm e e especificada pela listagem do conjunto de
seqüências y que resultam no estimador decodificado de xm * Se su 
pusermos que código, canal e decodificador são todos especifica- 
dos, entao a probabilidade de erro (Forney ) sera dada por
M ■
P(e) = I p(x ) P (y £ Y / x ê transmitido), F —m — m —m m=l
M
m=1
Suponhamos que, se o ruído é particularmente nocivo e 
o decodificador tem a opção de não decidir sobre todos os estima 
dores, então o resultado da saída que o receptor não estima e
[91chamado uma rasura (Forney1 J) e a probabilidade deste evento e
a probabilidade de rasura.
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1.2.6 - Distorção de erro.
Um esquema envolvendo somente probabilidade poderia 
conduzir somente para analisar a probabilidade de erro verifican 
do a confiança do método. Por outro lado um esquema que usa Mãxi. 
ma-verossimilhança com distorção também pode ser usado para de­
terminar alguma outra quantidade na qual a maximização significa 
ria uma decodificação eficiente.
Tal medida é o que chamamos'de "Distorção de Erro" e a
- P(^ m )sua soma e determinada pela razao — ---- — para palavras decodi-
d (Xm,y)
ficadas falsamente na comunicaçao.
Temos apontado que o esquema de Máxima-verossimilhan- 
ça com Distorção reduz o esquema de decodif icação de Mãxima-vercis 
similhança quando as distorções são ignoradas, isto é, se consi­
derarmos que distorções ou custos são os mesmos a cada momento.
E nisto, eventualmente, nossa distorção de erro, definida na
secção seguinte, reduz a probabilidade de erro. Assim distorção 
de erro é em algum sentido uma generalização do conceito de pro­
babilidade de erro. Este fato surge de acordo com o esquema de 
decodificação de Maxima-verossimilhança com Distorção e é prova­
velmente uma medida mais apropriada para minimizar e aperfeiçoar 
a credibilidade da comunicação.
1.2.7 - Limites sobre a probabilidade de erro e a d is
torção de erro.
A avaliação exata da. probabilidade de erro ê muito d^ 
fícil de se executar, em geral. 0 problema da obtenção de limi­
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tes sobre a probabilidade de erro aparece com o Teorema de Codi­
ficação, o qual determina que probabilidade de erro pequena pode 
ser obtida para taxas abaixo da capacidade do canal. Para canais
discretos sem memória, a forma mais forte do Teorema foi provada 
[71por Fano J em 1961 juntamente com limites sobre a Maxima Proba­
bilidade de Erro Pg para códigos bloco de comprimento N e para 
quaisquer taxas abaixo da capacidade entre os limites
-N[Et (R) + o(N)] -N E (R)
e . ^ Pe <: 2e , (1.2.7.1)
onde Ej^ (R) e E(R) são funções positivas das .probabilidades de 
transição do canal e da taxa R; o(N) ê uma função que tende a ze 
ro com N crescente.
Vários limites têm sido obtidos sobre a probabilidade
j cu [20] „ [7] „ . . . [8] .r£ [18] p ,de erro por Shannon , Fano , Fexnstem , Reiffen , Gal^
l a g e r ^ ^ ,  Jelinek^^, Elias^^, Wolfowitz^^ e outros.
[291Yudkin J em 1967 obteve limites para probabilidade 
de erro para determinados canais finitos.
r 2 61Stiglitz1 J obteve o limite superior para probabili­
dade de erro para uma classe de canais desconhecidos.
Removendo a suposição de que o receptor já tem feito 
a tempo a informação requerida para codificar a versão recebida 
com ruído da palavra código transmitida, Chase ^  obteve formas 
do Teorema de Codificação juntamente com limites para probabili­
dade de erro. - ,
A técnica usada na. obtenção dos limites superiores pg.
ra probabilidade de erro e ò argumento da codificação ao acaso 
[71(Fano ), a qual e baseada sobre o mesmo,argumento usado por 
Shannon em sua demonstração original do Teorema de Codificação.
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É conveniente saber (ver Gallager^*^) que, se a in­
formação é transmitida sobre um dado canal de uma dada fonte, e 
se a entropia da fonte por unidade de tempo é tão grande quanto 
a capacidade do canal por unidade de tempo, então a recepção ar­
bitrariamente segura da fonte não é possível. Isto é chamado o
inverso do Teorema de Decodificação.
r & 1Feinstein demonstrou para canais discretos sem me­
mória, que se R > C, a probabilidade de erro não pode aproximar-
se de zero, mas é sempre limitada longe de zero. Isto é chamado
Í271o inverso fraco do Teorema de Decodificação desde que Wolfówitz . 
demonstrou o lado forte chamado inverso forte do Teorema de Deco 
dificação o qual determina que a probabilidade de erro aproxima- 
se da unidade a medida que.o bloco de comprimento N tende ao in­
finito.
[221Shannon, Gallager e Berlekamp obtiveram limites
inferiores para a mínima probabilidade de erro, que pode ser ob­
tida através do uso da codificação bloco sobre canais discretos 
sem memória com ruído. Estes limites inferiores são do mesmo mo­
do que os limites superiores, decrescentes exponencialmente com
o comprimento do bloco.
No Capítulo 2, determinaremos o limite superior para 
a probabilidade de erro, usando o esquema generalizado de mãxi- 
ma-verossimilhança com distorção. A função confiança também serã 
estudada.
No Capítulo 3, estudaremos o problema de distorção de 
erro e limite superior, usando o esquema introduzido no Capítulo 
2. A função confiança com distorção também serã estudada.
CAPITULO 2
PROBABILIDADE DE ERRO SOBRE ESQUEMAS 
GENERALIZADOS ENVOLVENDO DISTORÇÃO
2.1 - Introdução
No Capítulo 1, seção 1.2.5, introduzimos o conceito 
de probabilidade de erro. Como vimos lã, consideramos um canal 
discreto sem memória com alfabeto de entrada X = (x, ,...,x ), alJ. A —
fabeto de saída Y = (y^,...,yj) e uma matriz de probabilidade 
{P(Vj/XjJ}, k = 1,..., K, j = 1,...,J. Denotaremos por X^ e Y^ o 
conjunto de todas as seqüências de entrada e saída de comprimen­
to N que são respectivamente transmitidas e recebidas. Se R é a
taxa de informação, então M, o número total de palavras codigo
NRde comprimento N, e dado por M = e (consideramos aqui a base 
natural).
Usando o esquema de Mãxima-verossimilhança,.Gallager 
deu uma demonstração bem simples e elegante de Teorema fundamen­
tal da teoria da informação e deu também um limite superior para 
a probabilidade de erro. Trabalhos de outras pessoas nesta dire­
ção foram mencionados no Capítulo 1. Na seção 1.2.4 nos referi-
[251mos ao trabalho de Sharma e Raina 1 que usaram o esquema gene­
ralizado de decodificação, isto ê, dados dois números positivos 
a e 3, a B o decodif icador decodifica a seqüência recebida
y €. Y*, no inteiro m (x £, X,T) se N m N
Pa (y/xm ) > P^Cy/xm ')> para todo m ’  ^m, 1 ^ m' < M.
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Este estudo não leva em conta a qualidade da informa­
ção processada através do canal.
Na seção seguinte definiremos um esquema generalizado 
com distorção, e na seção 2.3 obteremos limites para a probabilji 
dade de erro.
2.2 - Esquema de Decodificaçao Generalizada com Dis­
torção
Dado dois números adequados a e 3, a > 3,0 decodifica 
dor decodifica a seqüência de saída y no inteiro m se
p (X/2Sm ) â 3(— ---- -) > (— -------) para todo m'/m, 1 m < M
d(Xm,y) d (Xm'»X)-
(2.2.1)
Claramente,quando a = 3> o esquema acima reduz-se ao 
esquema de decodificação de Mãxima-Verossimilhança com distor­
ção. Para evitar dificuldades que podem surgir se tomarmos o va­
lor zero de distorção no esquema, tomaremos d(x,y) > 0. Na seção 
seguinte, obteremos o limite superior sobre a probabilidade de 
erro quando a decodificação é feita usando o esquema (2.2.1).
2.3 - Limites Sobre a Probabilidade de Erro Dentro do 
Esquema Generalizado
Denotaremos P a probabilidade de erro quando x €.XX1 em r n —m N
é transmitido. Tomaremos uma situação na qual m não satisfaz
21
(2.2.1) como uma decodificação de erro. Consideraremos também
que uma decodificação é feita se o inteiro decodificado é dife -
rente do inteiro de entrada. Em vista desta definição podemos ex
pressar P como c em
(2.3.1)
onde
■=
P(y/x )^ —m -.a f 1, se (— ---- -) $ (
d (2im ’T) d Í2bi” Z)
para todo m' 4 m
) (2.3.2)
0, caso contrario, (2 .3.3)
Suponhamos que nenhuma distorção entre as letras exce 
de um numero p > 0. Esta suposição é, de fato, natural na maio­
ria das situações praticas. A probabilidade média de erro Pg é
média de P sobre todas as palavras codigo. Um limite superior em r & ^
exponencial serã obtido usando a técnica de Gallager [ 1 0 ] Esta
técnica em princípio, determina um limite superior apropriado pa
1 Nra a funçao y • Tambem temos d(x,^) = — • E ^^xn ,yn^ onde
n=l
d(xn ,y ) é uma distorção entre as letras de (seqüência recebi^
da) e x (transmitida).—m
Teorema 2.3.1:
Suponha que um canal discreto sem memória com um alfa
beto de entrada (x^,...,xjj e um alfabeto de saída (y-j_ > • • • »yj)
é descrito pela probabilidade de transição {P(yv/x, )}, j.. = 1,2,...,J,3 k
k = 1,2,...,K. Então para algum bloco de comprimento N e uma fon
NR - ' -te com M =|_e _j palavras codigo, existe um codigo para o qual
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a probabilidade de erro P , usando o esquema (2.2.1), ê limitada 
por
Pg ^ pQ e.xp - N [ - PR + Ea .g(p, pd)] (2.3.4)
E -fp. E d) . -In í (£ p (Z 5 ^ k L ) ( B / t i a , ( B / a ) p ) - Y ^ 6 / d p  
’6 ' -
onde p é um número arbitrário, 0 ^ p ^ 1.
Observação:
- - Í251Se a distorção e ignorada entao temos o resultado .
Demonstração: .
Limitaremos superiormente a função Y (}0 :
z 6/ (a + Bp)
m ‘ t m d (x ,,y) (8/a)o ¥ m (z ) * (------- - ~ - ------:----- ) U / a j p j p >Q
a/ (a + 3p)
d-<*m»X) (2.3.6)
Substituindo (2.3.6) em (2.3.1), temos
em yeYM "  'dQ&n»X^ , mVm 'd(^ n«»x)'
^ E p + Bp) ( i ^ y / ^ m ' ^ B/ (a + BP) (3/a)p
ye.Y^ ° d 2^m’Z) m V m  dC^n»»^)
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Porque d(x ,y).= Tj Z d (x ,y ) < pQ (2.3.7)
n=l
1 N
A inequação (2.3.7) garante um limite para Pem para 
um código particular. 0 limite para Pgm pode ser simplificado por 
averiguação sobre um conjunto apropriadamente escolhido de códi­
gos. Pelo menos um código no conjunto terã uma probabilidade de 
erro que e tão pequena quanto o conjunto-mêdia de probabilidade 
de erro. Definamos uma medida de probabilidade P (x) sobre o con­
junto X^ j de possíveis seqllências de entrada para o canal de modo 
que o conjunto de códigos ê gerado escolhendo cada palavra códi­
go, independentemente, de acordo com a medida de probabilidade
P(x). Um código consistindo das palavras x^,...,xm terã a proba-
M m
bilidade H P(x ) no conjunto. Usando uma barra para represen-
m=l m
tar a media dos conjuntos de códigos, tomando p ^ 1, obtemos
P
£ ^  ^ - m ^  g/(q + gp) ç  ^ g/(q + gp)^ (g/q)p
° dCx^yO m V m  d(xm t»y)
(2.3.8)
em
—  'n
Imporemos agora a restrição adicional que p < 1. Então (ver os 
passos tomados em Gallager ^ ^ ) ,  obtemos
em 0 y £ Y^j d(xm»}0 m V m  ^ í m ' ^
(2.3.9)
Mas^ desde que as palavras código são escolhidas com a probabili­
dade p (x) ,
p CZ/xm J B/(a ♦ Bp) , , Bp)
^77 " P ^— M f x  v )
dC^ ’Z) £ « XN - -  (2.3.10)
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Portanto, em vista de (2.3.10), (2.3.9) dá
e B/a + gp j 1+ (B/a) P
(2.3.11)
= p (M-l)p E [ E p(x)( 
Z £ YN x e x N
para qualquer p , 0 ^ p < 1 (Z.3.1ZJ
Este limite ê valido para todas as escolhas de p (x) 
e todo p, 0 < p  ^ 1 e aplicável sobre qualquer canal discreto.
x = x ^ . . . ^ )  e y = (y1,.-.,yN ), entao
N
P(y/x) = n P(y /xn ) (2.3.13)
n=l
Para todo x €. X^, y 6 e todo N.
Consideraremos agora somente a classe de conjunto 
de códigos na qual cada letra de cada palavra código e escolhida 
independentemente de todas as outras letras com uma medida de 
probabilidade p(x); x €> X
Simplificaremos este quando o canal é sem memória. Isto é, se
N
p(x) = n p(xn ) 
n=l
(2.3.14)
Usando (2.3.13), (2.3.14) e a inequação de media aritmética e
geométrica, isto ê, d(x,y) = ^ E d(x ,y_) > H d(x ,y )1//N ,
w n=l n n n=l n n
temos
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P j; [ ^ i p (x ) ■)C3/a)Çl+ (3/a)p).1jl+ (B/a)p
Z £Yn n=l xtXn n d(xn ,yn)I
(2.3.16)
0 resultado (2.3.16) segue de (2.3.15), porque o 
termo do colchete em (2.3.16) é um produto de somas e ê igual ao 
termo do colchete em (2.3.15) por uso comum da regra aritmética 
para multiplicação de produtos "e* somas. Tomandò o produto fora 
do colchete em (2.3.16), aplicamos novamente a mesma regra e ob­
temos
P. < p (M-lf í I [ E p t x ) c ! ^ í a l  )®/a)a+ (B/a)p)-1]l + C8/a)p 
n - l y ^ Y x ^ X
0 ^ P < 1. (2.3.17)
Simplificaremos agora a notação em (2.3.17) por ob­
servação de que X é o conjunto das letras de entrada e
Y é o conjunto das letras de saída y^,...,yj. Notando aqui que 
todos os termos no produto são idênticos, e incluindo o caso tri 
vial p = 0, temos
P « p (M-l)p [ E C E p(xvK PC- ^ V )(B/aKlt (e/“W ' 1]1 , 1 W ^ N 
3-1 W  d(xk,yj)I 
0 <c P íç 1 (2.3.18)
NRAgora, se limitarmos superiormente M - 1 por M = e , (2.3.18) 
pode ser reescrito como
5 * po exp-N í-PR-m Í C I p( )(^ y V  /B/alCl. (B/aJpl-^UÍB/aJp,
:=1 W  d(xk,yj)I
(2.3.19)
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= pQ exp - N [- pR + E^ g(P,p,d)] (2.3.20)
onde
E .(P/p,d) = ■ l n l ( !  p (xO ( P(7j )(B/a) (1 * (B/ajp)-1)! * CB/a)P
a,B 5 - 1 * *
Desde que o lado direito de (2.3.20) é independente 
de m, este é um limite para o conjunto probabilidade média de er 
ro de decodificação e é independente das probabilidades com as 
quais as palavras são usadas. Assim, existe pelo menos um código 
no conjunto que precisa ter uma probabilidade de erro tão peque­
na como a média.
Coro lario 2.3.1
para o qual
Sob as condiçoes do Teorema 2.3.1, existe um codigo
Pe < p 0. exp [- NEa>g (R ,d) ] (2.3.21)
onde
E (R, d) = max [- pR + E (P,2.,d). ]. (2.3.22) a , t i  p>p a , p
Também pode ser obtida uma modificação suplementar 
do resultado para ter um limite para a probabilidade de erro que 
se aplique para cada palavra codigo separadamente melhor do que 
para a média.
Corolário 2.3.2
Sob as condições colocadas no teorema 2.3.1, existe
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um código tal que para todo m, 1 ^ m ^ M, a probabilidade de er­
ro, quando a m-esima palavra código e transmitida, e limitada 
por
pe m <  P0 4 exP [~ NEa,g (R^ )] (2.3.23)
onde E  ^ (R,d) ê dada por (2.3.22).
Demonstração:
Escolhamos um código com M' = 2M palavras código o 
qual satisfaz o Corolário 2.3.1 quando a fonte usa 2M palavras 
código com probabilidades .iguais. Se removemos as M palavras no có 
digo para o qual Pem é maior, e desde que seja impossível para a 
metade das palavras no código terem uma probabilidade de erro 
tão grande quanto o dobro da media, as palavras código restantes 
devem satisfazer
-NE - (R’,d)
Pem * 2 P0 e ’ > (2.3.24)
onde R 1, a taxa agora, e dado por
D l ln 2M ln. M ln 2 ,, ln 2R' = — -—  = — -—  + ----  = M + — -—N N N N
Agora, desde que 0 < p  ^ 1, (2.3.2 2) dá
Ea,B tR’> ^  * V s  CR>^ - T T 1  (2-3'25)
0 resultado em (2.3.23) segue de (2.3.24) por uso de (2.3.25).
Chamaremos a função E& g (R,d) como função confian- 
ça sobre distorção. Tambem serã visto que (E p (R,d),R,d) de-
. Ü j P
termina uma superfície.
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No teorema seguinte, estudaremos as propriedades de
E (R,d), e a função confiança sobre distorção.a , p —
2.4 - Propriedades da Função Paramétrica de Confiança 
sobre Distorção
As propriedades de E^  ^ (R,d) dependem do comportamen­
to da função E^  ^ (P,j),d). No seguinte teorema analisaremos al­
gumas das propriedades de Ea  ^ (p,£,d) que são similares âs da 
função de Gallager E (p,jp)^^.
Teorema 2.4.1:
Considere um canal discreto sem memória com matriz de
transição P (j /k) , 1 < j ^ J, 1 < k ^ K. Se j a _p = (p-^ , • • . ,PK) . um
vetor probabilidade sobre a entrada do canal. Supondo que existe
p Cy-/xk ^
pelo menos um j para o qual --- *------ muda com k para pv / 0,te
d (x, ,y. )±. Kk j Nmos
J K
(a) E _ (P ,p,d) I n = - ln Z ( z p (x }(PCW  3B/a}
(2.4.1)
a >p=0 ~ • T v T k Af U’ J=1 k=l d(xT ,y-)-* J N
o que se reduz a zero se 8 = a.
J K PCyi9xk) ,
(b) p > 0, E fl(p,p,d) > - ln Z ( Z pv(----!— ^ )  ^/a) (2.4.2)
" j=l k=l K d(x,,y.)±k j N
para p > 0
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P(W  B/a
. «j,.„&>.!>.« B J K
ap '«>- = “ j-i *.1 i l
j=l k=l dtxk ,y;j)5j
( P(V Xk ^ /a
v ln dtxk'yj:>N [2 .4 .3)
p Cy,/xk) B/a 
E pvt 3— ^ )B/a
k « x k ,yjJ-
o que se reduz â informação mütua se B = a e d(xv ,y.) é constan-
te ¥i • . k,3
(d) aV  tp.E.g > . in J K . P^ )B/a p > 0  C2 4 4)
3p
g2 E . (p,p ,d) . -. .
(e)  --- 5Lí5--------  - 0 para p > 0 (2.4.5)
3p2
com igualdade em (2.4.5) se, e somente, se as seguintes condi­
ções são satisfeitas:
P(yi/xk}(1)  ^ j  e independente de k, para j , k tal que
d < * k - V Í í
p(xk)P(yj/xk) £ 0;
(2) I p(x^) é independente de j. 
k:P(y^/xk) jÉ 0
(f) E R (p,p,d) é uma funçao decrescente de a quando B ê mant^iOt j p
do fixo, e atinge seu valor máximo Eq (p ,£,d)  ^quando B = a.
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Demonstração:
Para provar o teorema usamos o seguinte resultado (Gal_
Seja a^,...,a^ um conjunto de números não negativos e 
um conjunto de probabilidades. Então
f(x) = ln (Z.q ay x)x (2.^.6)£ 36 36
é não crescente com x > 0 e é estritamente decrescente a não 
ser que os a^, para os quais os q^ = 0, são todos iguais. f(x) é 
também convexa para baixo e é estritamente convexa para baixo a 
não ser que todos os a^ não zero, para os quais q^ = 0, são iguais. 
Deste resultado segue que
(Z p(x )(P(yj/xk} } (3/q)(l + (g/aíp)"1^  + (B/a)p 
k k
é não crescente com respeito a P.
Além disso, desde que para pelo menos um j, para o qual
P(yi/xk)----=*—---- muda com k para P (x-,) £ 0; para esse j,
d (xv ,y . k 3 N
(z p (x )(P(yj/Xk} } CB/ot) (1 + C6/a)p)"1) 1 + (B/a)p 
k k
é estritamente decrescenteepor conseguinte E _ (p,p,d) é estri-
CL y P
tamente crescente com p. Também do cálculo direto, obtemos
lager^10-1:
J K PCy,/xk) 
E„ R Cp,£,d3 1 = - ln E ( I p(x,J(----3---- ) a
P = 0  j=l k=l díxk ,yj')N
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e conseqllentemente segue que para p > 0
J K PCyi/xk} B/a E o C p , £ , d )  > -  l n  £ ( Z p ( x , ) ( -------3
** j=l k=l K d(xv ,y • ) —
9Ea g (p,E>d) J K P(y./x,) r , ■
• - -’-B ■ ■a7:-----  > - ln Z ( Z p(xv)(----3— kvS/oi)
-  j-i k=i d(xk .y.Dl
Logo, por diferenciação direta, obtemos
p Cy-/xk)
-r vr )B/ap(xk)(-------- 3-1
e ^ B  3 K d(xk ’y i)N
3p lp«0 " “ j=l k=l J K p ^ /Xk ’ -3P/“
Z Z p(xk) (--- J-----r)
j = 1 . k = 1  ‘ Cxk ’yj . l l .........
^ W jB/q
x ln — ......k P(yi/xk) o/„
z p(xk)(— L *  )B/ot
<=1 d (x-, ,y. )—k,7;TN
Agora sejam p^  è p^  dois números positivos não iguais e 
P'2 = ^P2 + Cl _ onde 0 < X < 1. Então
1 + (f ) p 3 = X (1 + Cf )pl D + (1 - A ) (1 + (^)p2 )
Usando o resultado que segue de (2.4.6), com substituições ade­
quadas, obtemos
( I p (xv) (-- ^ -- L_) CB/a) (1 + (3/a) p3)  ^1 + (6/a) p3
k dCx^.yj)!
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< ( e p ( x  ) Ç P( >V Xk )  ) C 8 / a )  ( 1  + C 3 / a ) p 1 ) " 1 ) X ( 1  + ( 3 / c Ü P j )  
k k d(xk>yj)I 
x  C Z p C x  ) ( P ( y j / X k )  ) CB / a  ) ( 1  + ( 3 / a ) p 2 ) ‘ 1 ) Cl  -  X)  C1+ © / a ) p 2 ) 
k k dCxk ,yj)Í
(2.4.7)
~ í 12 1 Agora, aplicando a inequaçao de Holder (ver Hardy J), a qual
determina que se {a ^ } e {bj} são conjuntos de números não negati^
vos, então
I (_L_)
Z a -b . < (Z a b X (Z b .1-X ) (1_ ^  , 0 < A < 1 , 
j J 3 j j 3 
Com igualdade somente se a^ e b^ são proporcionais, obtemos
z Cl (:: ) ( P (yj /xk^ j (g/q) Cl + Cg/q)p3)"1)l + CB/q)pg 
3 k k d(xk ,yj)i
p(x. ) ( pfyi /x^ 1) (B/q) Cl + ' (e/qjp,)-1)! * (e/q)P2
J k d ( = W Í í
x m s  p ( x ) f P ( y j / X k j l0  t B / » )  Cl *  C B / c J p p - 1 ) !  *  CB/oúp2 i _
; i, K „ li J Aj k d (x, ,y • )—k j n
(2.4.8)
Tomando sobre o logaritmo de (2.4.8) concluímos que
_ . 2 E fiCp,p,d) e convexa n  e assim 3 E o(P>£)d)
a ’B ---2LlS-------  ^ 0. A convexida-
3p2
de é estrita a nao ser que ambas (2.4.7) e (2.4.8) sejam satis - 
feitas com igualdade. Será visto que existirá igualdade em (2.4.7) 
por causa da condição (1) do teorema e também as condições (1) e 
(2) do teorema garantem a igualdade em (2 . 4. 8) (inequação de Holder).
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Finalmente, para Cf), se a 2 > a-^ , e 3 é mantido fixo,
temos
C E p[x.)(PCyj/Xk) )B/fal * 6p)) < ( z p(xv)(P(yj/Xlt) )e/fa2 + 6p)
k « W *  k dCxk-’,j)S
p o r q u e ^ - - ! ■ ep < ^   ^ 6p . ( 2 . 4 . 9 )
ou
(E pCx, J(----'-J^ -4jE/<C!í + ’;:flV  * ÍZ p fx, j (— :4)f,/ (íl2*b-J JU  (B/al1 p
k d(W è  k dCv V s
porque 1 + (— ) p < 1 + C— ) p (2.4.10)
a2 al
Somando sobre j e tomando o logaritmo, obtemos
E„ -B (P.E.d) > E ,6 (p,E,d) -para a2 >
Que E (p,£,d) toma seu valor máximo quando a = 8 é agora õb-Q. y P
vio. E um fato simples que quando a = 8, E (p,£,d) coincide
Oí > P
com a função [10], isto é
Ea ,a CP>E.d) = E0 (P,P,d)
Isto completa a prova do teorema.
Definamos
E o (R,p,d) = mãx [-pR + E (p,p,d)] (2.4.11)
a »p 0*p*l a>tí
Tomando a derivada parcial em relação a p da parte en­
tre colchetes de (2.4.11) e igualando a zero, obtemos
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9Ea B(p’E ’d)R . ~ (2.4.12)3p
Mostramos no último teorema que a derivada segunda de 
E n (P,£,d) é negativa. Entretanto, se algum p no intervaloOí y P ■“
0 ^ P < 1  satisfaz (2.4.12), então este P precisa maximizar (2.4.11).
9Ea 6(p’£ ’-') - Ademais, de (2.4.7), --- ---------  e não crescente com
3 P
p, de maneira que uma solução para (2.4.12) existe, se R encon­
tra-se no intervalo.
P(yi/xk) B/a-n (V } r 3 ■) p/a
^ ( P  ,E ,d) J K -k dCxk>yj)I
ip-r
3=1 M  d(xk ^ j )N
x ln _______  (2.4.13)
zpCx,)tl ^ ) B M
Neste intervalo, podemos relatar E^ g(R>E>d) e ^ para- 
metricamente como função de p, dando assim
9Erv r (p
- Ea > B (P>E,d ) - P  - ^ J p ------  t2-4 -14)
3 E  g ( P , £ , d )
R = -----  > 0 4 P 4 1 (2.4.15)
3Ea g Cp >R>d)
Para R < ---— ------- 1 , as equações parametricas
9P ‘p = l
(2.4.14) e (2.4.15) não sao validas. Neste caso, a funçao
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- PR + E ft(P>£>d) cresce com p no intervalo 0 <: p < 1, e portan-Oí j p
to o máximo ocorre para p = 1. Desta forma para
9Ea 6(P>R>d)
r < — 2L»-E--- ----, (2.4.16)3 p TK 1 P = 1
E^BÍR.E.i) = E„,BC1 •!>><» - R C2-4 -173
Agora voltamos nossa atenção para a presente maximiza-
ção de E „(R,p.d) sobre p. Podemos reescrever (2.3.22) como a,B
E . (R,d) = máx [- pR + max.E _(p,p,d) 
0 Í P < 1 p * ■ -
(2 .4.18)
Defina
J K
F RÍP,P,d) = I ( E P(xO G
^ > P -i _1 V— 1
^  ^ ^ V V _ ) ( B / a ) ( l +  (B/aíp)'1^  (8/a)p
j=l k=l " k d(xk ,yj)i
(2.4.19)
De (2.3.5), E 0 (p,p,d) = - ln F ftCp,£,d)-, desta forma a minimi ot j p a y p
zação de F (p,p,d) sobre p maximizará E (p,p,d). cx,p — — a.,p
Teorema 2.4.2:
Para algum p > 0, F n(p,£,d) e uma funçao convexa U06 j p
de p sobre a região onde p ê um vetor probabilidade. As condi­
ções necessárias e suficientes para que o vetor probabilidade £
maximize F 0 (p,p,d) são: a , p — —
E (ZfVísL) ^ /«) (1 + (B/cOp) 1 (3/a)p >. j • l+(B/a)p (2.4.20)
j=l d(xk,7j)- Yj (d) j=lYj (d)
para todo k.
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com igualdade se P(xk) I 0 , onde
Y . td) . ( j ^  )(.P(y)/X^  (B/aip)-1-' (2-4
J k-1 « x k ,yj)I
Demonstração:
A função F D(p>p,d) e dada por (2.4.19), a qual 
a ,  p  —  —
(2.4.21) pode ser escrita como
J 1 + (B/a)p 
F RCp,E,d) = Z Y •(d) ' (2.4
’p j =1 J
Agora considere dois vetores probabilidades arbitrários 
£ = (p (x^) ,. . . ,p (x^)) e q = (q(x1) ,. . . ,q (xK) ) e
Y .(d) . e . P C x O t Ptyj-XkV te/aH l t  <2-4
J k.l ■ dtxk ’yj)|
K P(yj/xk} , (B/a)(1 + (B/a)p)_1 (2.4ô.(d) = Z q(x,)(-------^r)
J . k-l dtxk ,y33l
Para algum A, 0 < A < 1, (ver Gallager ^ ^  ) , temos
Fa,BCp»XE + t1 ~ =
= £ [ E aptx.j,(l-X)q(xv)tPCyj/XkV e/a)a * CB/rip)-1,! * CB/oOp
.21)
em
.2 2 )
.23)
.24)
= Z [Ay.(d) + (1 - A)ô.(d)]1 + ® /a) p 
j=l 3 J
(2.4.25)
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Desde que (d) e ô^ Cd) devem ser nào negativos, e desde que
^1 +. (3/oOp ~ uma £unçg;0 ^e x convexa para baixo para p > 0, 
x > 0, podemos limitar superiormente o lado direito de (2.4.25) 
por
F (p,Ap + (1 - X)q,d) s< I [Xy.(d)1+ (3/a)p + (1-X)ô.(d)1 + (í?/a)P]
* j =1 ^
4 XF (p ,p ,d) + (1 - X) F(p,q,d) (2.4.26) a , p — — — —
Deste modo F^ g(P>£>d) é convexa para baixo com £ para
Desde que E ftCP>£jd) = - ln F(p,£,d), segue que06 y P
E o(P,£,d) é convexa para cima com respeito a £.(X y P
Exemplo:
Considere um canal simétrico quadrado a x a com matriz 
transição dada por
yl y2 ya
Pl ?2 .... Pa
Pa Pl *a-l
P2 P3 --- V1
na qual os símbolos reproduzidos e os símbolos produzidos pos­
suem uma distorção cíclica simétrica dada por
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yl >Y ya
X1 ‘ dl d2 • • • • ' d 1a
X2 da d • • • • da-l
Xa . d2 d3 --- dl .
Claramente, o vetor probabilidade de entrada que maxi­
miza Ea g(P,£,d) é p(x^) = ... p (x&) = -i. Para esta escolha de 
£, temos
a a
Ea = - ln A  E_pCxV^j=l k=l
^ y V ) ( 3 / a ) ( l + (6 /a )p ) -1] l  + (3/aJp
d(xv ,y.)— k j N
= - ln Z [ Z I (Jii) (B/°0 (1 + (BAOp)"1^  + 
j=l i=l 3 d-1
(3/a)p
XN
1 r | ^ ( 6 / ^ ( 1 +  (BMP)"1 1 + (B/a)p 
a(B/a)p i=1LdilJ 
N
(B/a) p ln a - (1+ (B/a)p).ln Z (-1^)(3/a) a  + (g/a)p)
(2,,4. 2 7)
i=l di. — 1 N
Agora diferenciaremos (2.4.27) e calcularemos as ex­
pressões paramétricas para expoente e taxa. Diferenciando (2.4.27) 
em relação a p, temos
8Ea g (p >P >d)
r  = --
a
3P
ln a - I  l n  z Ç P i  ) CB/c°  (1 + CB7a)p)_1
a i=l d . -I1 N
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a di N
+ Z
i = 1 * (_ii_) (B/a) (1 + CB/gDp)"1 
N1=1 di è'
x - ln (_Éí_) (S/aHl + (B/a)p) *
CX j ■ 1
di N
( Pi } (B/a) (1+ (B/gjp)"1
= Ê l n a + A . z  dí ^ ____________________ x
a * i=l * CB/g) (1 + (B/g)p)"1
1=1 di n
d * }
x m  dl n
Pi  ^(B/g)(1+ (B/g)p)-1
l ( Pi } (B/g)(1 + (B/g)?)-1
i=1 dí N 
= £ (ln a - H(<5)) g
onde para ô = (ô^ , • • • ><$a) ,
c Pi > (B/g)(l + (B/g)p) 1
d- I
J ( pl J ce/gj(1 ♦ (B/aJp)-1
1=1 d i I
a
e H(ô) é dado por H(6) = - Z ôj_ ln 6j_
i = l
Também
3Eg B
E g , B C R ’£ ’^  = Ea , e ( p > £ > V ~ p ---- i 9 p------
(2.4.28)
(2.4.29)
40
= (B/cOpln a -  (1+ ( B / a ) p ) l n  E ( - ^ y )  C3/a) (1 + ( e / a ) p )  - p [ B / a ( l n a -  H(6 )]
1 1 di N
(B/a) pH(6 ) -  (1+ (B /a )p ) .  l n  E (B/a) Q  + (B/a)p)
i=l d, è
(1+ (B/a)p) H(6 ) -  (1+ ( B /a ) p ) l r T  E ( J ^ _ )  (B/a) (1 + (B/a)p) _ H(ô)
1=1 di n
(_ P i_ } (B/a) (1 + (B/cüp) " 1
a  d:i MIN x
-  (1 + (B /a)p) t_Ei  a (_ P i _ ) (6/ a ) ( i + (6/ a ) p ) - l
x ( ln - 1 -j-
U 1  d i  i
r Pi ■> (B/a) (1 + (B/a)p)_1
d, I
* ( Pi } (B/a) (1 + (B/a)p)-1
i N
+
i = 1 d; —
+ ln E (B/a) (1 + (B/a)p) 1)] _ H (§)
i=l d,; 1
1 N
£ E & ln — " H(6). (2.4.30)a • 1 j  1
1 = 1  d i  N
Estas equações são validas para 0 < p ^  1, ou para
( P i  3 ( B / a ) (1 + ( B / a )  ) _ 1
i m  a + B E - A Í ----- --------:________
a a i = l t , Pi >(B/a)(l + (B/a) r 1E ( - ^ y )
1 N
i=l d 4 .i
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Para a
temos
f pi  ^(B/g) U  + B/g)"1
V  i
n i N x l n  ----------
* ( Pj )(B/cQ(l+B./n)-1: 
1=1 di 5
(_EÍ_)Í (-lí-)»
4 R 4 ln a + l  E — --..1----.lin; ----  (2.4.31)
i = l d i I “ - W d i l »
taxa
( P i  ) ( B / g )  ( 1  + g / a ) - 1  
R < â i n a + â - Z  — ------------------r x
a “ 1 = 1 E ( Pi ) (e/a) (1 +
i l l d i 5
Ç Pi j (B/g) (1 + B/g) 1 
di i
x l n ---- =-**------------------- (2.4.32)
\ ( Pi } (B/g) (1 + B/g)-1
1=1 di è
Ea>B(R,£,d) = Eo>B(l,£ ,.d) - R
= á ln a - (1 + Ê) ln \ f ^ i )  d  ♦ S/a)'1. R
i-1 di s
(2.4.33)
CAPÍTULO 3
LIMITES SUPERIORES PARA A DI S T O R Ç Ã O  DE ERRO
3.1 - Introdução
Seja Dem a distorção de erro de decodificaçax) quando
x ê transmitido. Consideremos uma situação em que m não satis- —m
faz
p „ P (y/2im'} R(------- ) > ---- 7) -¥m ^ m '  , l < m ' < M ,  ol > $
d (Bai>y)
como um erro de decodificação. Um erro de decodificação também 
ocorre se o número inteiro decodificado é diferente do numero in 
teiro de entrada. Portanto, podemos expressar a distorção de er­
ro D como em
P ( y / x )
D . = E — =— ip (y) (3.1)em z. v díx ,v m JL Z £ Y N a ^ m ’^
onde a funçao (y) é definida por
,p Cz/ím \ a /Cy/x ,)
1, se (------ T) < (— ---:— r-) -v- m' 4 m
d(xm >y) d ^ ^ y )
0, caso contrario-
A média de D sobre todas as palavras codigo é entãoem r 0
definida como "Distorção Média de Erro" ou resumidamente "Distor
ção de Erro". Denotaremos "Distorção de Erro" por Dg .
Nosso método de decodificação serã útil somente se mos
43
trar resultados eficientes. Isto exige entao que examinemos a
natureza da distorção de erro. Precisamos obter um limite supe­
rior para ela e então garantir que a distorção de erro se aproxji 
me de zero como palavra de comprimento N e assuma valores gran­
des.
No teorema seguinte, obtemos um limite superior sobre 
Dg limitando superiormente de maneira conveniente a função
Teorema 3.1.1:
Para algum D* > 0 ,  e para um bloco de comprimento N, 
existe um codigo com M palavras código onde M Exp NR (D*) para 
o qual a distorção media de erro e tal que
(3.1.1)
onde
J K
E f t ( p , p )  = -  l n  I  ( Z p ( * k ) -'x 
a ’B j=l k=l K
x P(yj/xk) (B/a)(l + (3/a)p) + (B/a)p (3.1.2)
provido de uma única palavra distorção maior que (D) 1
Demonstraçao:
Ê fácil ver que
•j B/ (a + Bp)
% « [
m !M  d(xm ,,y)
(3.2)
(P (y/*m) -.a/ (a + Bp) 
d (2Sm’Z)
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substituindo este valor de ^m ()0 em (3.1), obtemos
E 8/ ( a t 80 )
D £ PCZ /xm ) d(xm ,,Z ) /a)p
e m ^ y e Y N d (2^m’Z)  P ( Z / 2 S m \ ã /  (a + Bp)
dCx^x)'
D ^ £ (— —————) ^ /a + [( Z (— — — — —) + ^P ) ] C^ /^ )p (3 j 3~j
e m  y e Y N  d C ^ m >l) m / m 1 d ( * m '  > y )
Mas
d > -- D
por causa disto (3.1.3) da
 ^ C PCx/xJe/a + eP [ Z ( PCl/x..)3/Ca +BP)] (B/a:)P (3.1.4) 
fN
em ' — ,, -m ,, -m'X€.yn m/m'
A inequação (3.1.4) assegura um limite para Dgm num c5 
digo particular. Simplificaremos o limite em Dgm pela averigua­
ção, sobre uma escolha apropriada, do conjunto de codigos. Defi­
namos uma medida de probabilidade no conjunto das possíveis 
N-seqüências de entrada do canal. Ê evidente que pelo menos um 
codigo no conjunto terã a distorção de erro que serã menor que a 
distorção média de erro. Usando uma barra para representar a mé­
dia do conjunto de codigos temos
D < D I ( P(x/x ))3/a+6p [ I ( P(y/x ,))8/(a+Bp)]Ce/a:)P (3.1.5)
~ Z £ Yn m ^ m
desde que ( + 8p = I p (x) (P +
* XN.
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D D(M-1)P E ( E P(x) :( P(x/x))3/a+Bp)1+ (6/a:ip (3.1.6)
em Yn x €-Xn
mas desde que D = ND < ND*, temos
Dpm ^ (M-l)p ND* E ( E p (x) ( P(£/x))B/a+3p)1+ (B/a)p (3.1.7) 
Z t YN xexN
Para simplificar (3.1.7), supomos que o canal é sem m£ 
moria. Se x = (x^ ,...,X^) , y = (y^,•••,Y^), então temos
N
P(y/x) = n P(yn/x ) (3.1.8)
n = l
para todo e y_ ç_ e todo N.
Consideraremos agora somente a classe de conjuntos de 
codigos na qual cada letra de cada palavra codigo é escolhida in 
dependentemente de todas as outras letras com medida de probabi­
lidade p(x): x £. X,
N
p (x) = n p ,(xh ) , (3.1.9)
n=l
usando 3.1.8 e 3.1.9 em 3.1.7, obtemos
N
Dem * W-1)P W * E ( Z 11 p(x ) ( P(yn/x)B/a + 3p)1+ C6/o° P Z eYN yeXN.n=l n n n
(3.1.10)
= (M-1)P ND* E ( n E p (x ) ( P(y /x )6/a + Bp)1+ (e/ot)p 
XeYN n=lx^XN
(3.1.11)
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Vemos que o resultado 3.1.11 segue de 3.1.10 porque o 
termo entre colchetes em 3.1.11 é um produto de somas e é igual 
ao termo entre colchetes em 3.1.10 pela regra aritmética usual 
para multiplicar somas de produtos. Tomando então o produto fora 
dos colchetes em 3.1.11, aplicamos a mesma regra novamente e obte 
mos
D 4 (M-1)P ND* ff I ( 1 p(x )( P(y /x ))6/a+Bp)1+ C6/°°P 
n=l y t YN xexN n
(3.1.12)
0 ^ p $ 1
Simplificamos agora a notação de 3.1.12 por observação 
de que X é o conjunto de letras entradas x^,...,x^ e Y é o con - 
junto de letras saídas y^,...,yj. Notando aqui que todos os ter­
mos do produto são idênticos, obtemos
D * (M-l)p. ND* [ ? ( I p(x, ) ( P(y-/xv))6/a + 3p)1+ (B/a)p ]N 
em j=l k=l K 3 K
(3.1.13)
0 . «  p S 1
Além disso, desde que temos M - 1 < M -S exp NR(D*), obtemos
D ND* exp [pNR(D*) ] [ Z ( Z p(x.) ( P.íy./xJ)6701 + 6p)1+ (p/a>pjN 
em j=l k=l ^ 1 k
J K
= exp [D NR (D*) +ln ND*+ Nln ■ Z ( Z p(xv)( P(y-/xv))B/“ +Bp)1 + (B/a)p]N
j=l k=l K 3 K
= exp [pNR(D*) + InD* - NE R(p,p)]> usando (3.1.2).
w.J P
Usando a inequação ln x í x - 1, obtemos
(3.1.14)
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Dem ^ ^xp [pNR(D*) + ND* " 1 “ NEa
= exp - N[- PR(D*) - D* + i  + E a b (P,E )] (3.1.15)
Desde que o lado direito de 3.1.15 é independente de 
m ele é um limite para o conjunto da distorção de erro e é inde­
pendente das probabilidades com as quais as palavras codigo são 
usadas. Desde que pelo menos um codigo no conjunto terã uma dis­
torção de erro menor que a média, temos provado o teorema.
0 teorema 3.1.1 é valido para todos p, 0 < p < 1, e 
todos os vetores de probabilidade p = (p(x-^ ) ,. . . ;p (x^)) . Entre - 
tanto, podemos obter um limite mais refinado para D£ por minimi­
zação da função no colchete do termo do lado direito de 3.1.15 
sobre p e P. Isto nos dã o seguinte Corolário simples.
Corolário 3.1.1:
Sob as condições do teorema 3.1.1 existe um codigo pa­
ra o qual
D < exp - NE 0 (R (D*)) , (3.1.16)em v r a,8 ’
onde
E R (R (D*)) = ■ mãx [E R (R (D*),p,P)] (3.1.17) 
0*P*1,£ a ’p
e
Eo>bCR CD*)>E,p)=Eaj6(p>E) - p R ( D * ) - D * + I
(3.1.18)
A maximização em 3.1.17 é tomada sobre p , 0 ^ p 1 e sobre to­
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dos os vetores probabilidade P.
A função Ea ^(R CD*)) serã chamada de taxa de confian­
ça da função distorção.
Justamente como na dedução de Gallager^^ para um li­
mite para a probabilidade de erro podemos obter um limite para 
distorção própria para erro que se aplica para cada palavra códi 
go separadamente antes que sobre a media. Isto é feito no seguin 
te Corolário.
Corolário 3.1.2:
Sob as condições do teorema 3.1.1 existe um código tal 
que, para todo m, 1  ^ m < M, a distorção própria para erro quan­
do a m-esima palavra código é. transmitida, ó limitada por
-NE nCR CD*))
Dem * 4 6 C3.1.19)
onde E „ (R CD*)) é dado por 3.1.17.a, B
Demonstração:
Escolhamos um código com M ’ = 2M palavras código que 
satisfaça o Corolário 3.1.1 enquanto a fonte usa as 2M palavras 
código com probabilidades iguais. Removemos as M palavras no có­
digo para as quais Dem é grande. Ê impossível sobre a metade das 
palavras no código termos uma distorção própria para erro maior 
que o dobro da média. Portanto, as palavras código restantes sa­
tisfarão
-N' nCR’ CD*))
Dem * 2 e ’ C3.1.20)
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Desde que R'(D*) = lnN-2M = + RCD*) , porque M = (exp N R (D*).
Agora, desde que 0 ^ p < 1, 3.1.17 nos dã
E _(R'(D*)) > E CR CD*)) - , (3.1.21)a- ,3 a ,8 N
Usando (3.1.20) e (3.1.21), obtemos (3.1.19). Isto prova o Coro­
lário.
Na secção seguinte estudaremos algumas das proprieda­
des da função confiança de E (R (D*)).a ,8
3.2 - Propriedades da Funçao Confiança de Taxa de Dis­
torção E (R(D*))
A maximização de (3.1.18) sobre p e p depende do com­
portamento da função E (p ,p).d j p
Teorema 3.2.1:
Considere um canal discreto sem memória com matriz de 
transição (P(j/k)}, 1 ^ j ^ J, 1 ^ k ^ K. Seja j) = (P^,---,PK) 
um vetor probabilidade sobre a entrada do canal. Supondo que
P(j/k) muda com k para p(x^) / 0, temos
J K R/
(a) E (p ,p) | = - ln Z ( Z p (xv) Píj/k)157") ,
' p=0 j = l k=l K
(3.2.1)
o que se reduz a zero se 8. = a.
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J K
(b) E r (p ,£)>- ln E ( Z p(x,) P (j/k) /a) (3.2.2)
a ’B j = l k=l .
para p > 0
(c) « n .g(P.E> mí l £ _____P(*k) p W « 6/“
9P I o = 0 01 i = 1 k=l J K R/P 3 1 1 Z Z p (Xi ) P(j/k)B/a
j=l k=l K
(3.2.3)
X ln _____LÜjjL).B/n_____
£/ p(xv) P(j/k)B/a 
k K
o que se reduz â informaçao mutua se 3 = a,
( ----  > - ln. Z Z p(x,) P(j/k)3/a (3.2.4)
9P j=l k=l K
(e) 32E (p,£ )
----■±~ ----  ^ 0 para p 0 (3.2.5)
3p2
Com igualdade em (3.2.5):se, e somente,:,se as seguintes condi­
ções são satisfeitas:
(1) p(j/k) é independente de k, para j, k tal que 
p(*k) pCj/k) i 0 ;
(2) Z p (xv) é independente de j. 
k:p(j/k)
(f) E r (p>£) ® uma função decrescente de a quando 6 ê manOi j p —
tido fixo e atinge seu mãximo EQ (p,£) função de Gallager) ^ 10 
quando a = 8.
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Demonstração:
Para provar o teorema usamos o seguinte resultado (Gal^  
lager[1°)):
Seja a^,...,a^ um conjunto de numero não negativos e seja q^,...,q^  
um conjunto de probabilidades. Então
£ (x) = ln (Z q£a\/x)X (3.2.6)
&
ê não crescente com x > 0 e é estritamente decrescente a não 
ser que’ os a^, para os quais os q^ = 0, são todos iguais. f(x) é 
também convexa para baixo e é estritamente convexa para baixo a 
não ser que todos os a^ não zero, para os quais q^ = 0, são
iguais.
Deste resultado segue que
(Z P(xv) P(j/k) ^  + 1)1 +
k k
ê não crescente com respeito a p.
Alem disso, desde que para pelo menos um j,P(j/k) muda 
com p(x^) £ 0; para esse j
(X p ( x J  P ( j / k ) CB/“ ) C 1 * C B / o O P r V *  C8 /a)P
é estritamente decrescente. Assim, Ea g(P,£) e estritamente cre_s 
cente com p. Também do cálculo direto, obtemos
J K
Era r ( P , £ ) |  = -  l n  Z ( Z p ( x ,  ) P ( j / k ) 8 / a ) 
a ’ P *p = 0 j = l  k = l  K
e conseqüentemente segue que para. p > 0
52
J K B/aE (p ,£) > - ln I ( E p(xv) P(j/k)B/a)
a ’B j=l k=l K
9Ea 6 (P»£) J K s/a .. * K'~r---  > - ln I ( E p(xv) P (j /k) ' )
8p j=l k=l K 
Logo, por diferenciação direta, obtemos
» n .B <p*> . * 1 1  pC^ P(i/k)B/a
9P 'O-0 a i=l k-1 J K R/np_u J 1 K- L E E p (Xi ) P(j/k)B/0i
j=l k=l K
X m ________PC3/lO-e/ot
E p(x. ) P(j/k)B/a 
k=l K
Agora sejam p^ e p2 dois números positivos nao iguais 
e p j = Xp^ + (1 - X D p2 onde 0 < X < 1. Então
1 + (f )p3 = X(1 + (f )pl} + d - ^ H i  + (|)p2)
Usando o resultado que segue de (3.2.6), com substituições ade­
quadas, obtemos
CE pCx. ) PCj/k) tB/a:i a  * tB/aJpj)-1,! + (B/0O P 3 
k
< a  PCX,) p (j./k)(B/aHl+ (B/a)p1)-1)X(1 + (e/a)Pi) x 
k K
x CE p(x.) P(j/k)(B/o0(1 + CB/ct>í>2)_15 Ci - X)(l+ ce/a)p2)
k v
(3.2.7)
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Agora, aplicando a inequação de Holder, obtemos
Z (Z p (x, ) P(j/k) (3/a) (1 + C^/a)p3) 1-)1+ (B/a)p3 
j k K
< [Z (Z p ( x j  p(j/k) ^ /a) (1 + (B/a)P;L) 1-)1 + .(B/oüp-^X 
j k
x [E(E p(xv) P ( j C 3 / a )  (1 + (B/a) p2) ^1 + (3/a) p 1 - > 
j k
(3.2.8)
Tomando sobre o logaritmo de (3.2.8) concluimos ,que
E o (PjP) é convexa O  e assim Ea g(P,j)) . „a ,B - ---- < 0. A convexidade e
3 P
estrita a nao ser que ambas (3.2.7) e (3.2.8) sejam satisfeitas 
com igualdade. Serã visto que existirá igualdade em (3.2.7) por 
causa da condição (1) do teorema e também as condições (1) e (2) 
do teorema garantem a igualdade em (3.2 .8) (inequação de Holder).
Finalmente, para (f), se > a e B é mantido fixo,
temos
(E p(x,) P(j/k)3/(al +í3p)) < (E p (x-i ) P(j/k)3/(a2 + 6p) 
k K k ■
porque --- 3 ■ < --- — (3.2.9)n a2 + Bp a + BP
ou (E p(xv) P(j/k)6/(al+3p:i)1+(3/aí < (E p(x ) P(j/k)3/(a2 + ep))1+ (3/ai)p 
k . k K
< (E p(xv) P(j/]c)6/(a3 +6p))1+ (3/a2)p 
k K
porque 1+ A p  < 1+ c|)p
2
(3.2.10)
54
Somando sobre j e tomando o logaritmo, obtemos
Ea.eCp»2) > Ea Para 012 > “l
X í*
Que E (p ,£) toma seu valor mãximo quando a = B, é agora obvio.Ot j p
É um fato simples que quando ot = B , Ea g (P ,£) coincide com a fun 
ção [10] , isto ê
V « (P,E) = e o (p ’£ j
Definamos
E r (R(D*) ,£) = mãx [-PRCD*) - D* + i + E  fi(p,£)]
’p 04p^l ’
(3.2.11)
Tomando a derivada parcial em relação a P da parte en­
tre colchetes de (3.2.11) e igualando a zero, obtemos
9Ea B (P>£ }R (D*) = — -----  (2.3.12)
3P
Mostramos no último teorema que a derivada segunda de
E „(p,p) é negativa. Entretanto, se algum p no intervalo 0^ p< 1
a , B —
satisfaz (3.2.12), então este p precisa maximizar (3.2.11).
Ademais, de (3.2.7), ^ c ^ B ^ ’—  ^ é não crescente com
3 P
p, de maneira que uma solução para (3.2.12) existe, se R encon- 
tra-se no intervalo
9p p^ = l a i-1 k-1 ^ ^ B/ap l-1 k~1 Z Z p(xv) P(j/k)
j= l  k=l K
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P(i/k)B/CXx ln ---- ^ — ---- :-----  (3.2.13)
2 p(x, ) P(j/k)B/a 
k K
Neste intervalo, podemos relatar Ea g(R(D*),]>) e R(D*) parametrji 
camente como função de P, dando assim
Ea ■ 1 Ea>B(R(D*),E) = E a)B(P ,£ ) -p--- dL---- - D * + i (3.2.14)
9E o (P >2.)
R(D*) = —  ^  -....., 0 $ P < 1 (3.2.15)
„ 3Eg , B (p-E3Para R(D*) < --- -------1 , as equações parametricas
_ p ' P = 1
(3.2.14) e (3.2.15) nao sao validas. Neste caso, a função
E^ D (p,p) - pR(D*) - D* + i cresce com p no espaço 0 P < 1, ea , p *- N
portanto o máximo ocorre para p = 1. Desta forma para
9Erv r (p »E)R(D*) < — ---- (3.2.16)
3P I p = i
E p(R(D*) ,£.) = E 3(1,£ ) - R (D*) - D* + (3.2.17)
Agora voltamos nossa atenção para a presente maximiza- 
ção de Ea g(R(D*),£) sobre j>. Podemos reescrever (3.1.17) como
En r (R(D*)) = mãx [- PR(D*) - D* + ^  + mãx E R(P,£)] (3.2.18)
a>B o<P<i N p a’3
Defina
E Q(p,p) = Z (E p(xv) p(j/k)^/a)(l+ (e/a)p) )1+ (B/a)p ç3t2.19) 
j=l k=l K
De (3.1.2) E d (PjP) = - ln F Q (P,p). Desta forma a minimizaçãoot, p • *-
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de Fa g(p,£) sobre £ maximizará Ea g(P,£)«
Teorema 3.2.2:
Para algum p > 0, F (P,£) é uma função convexa \J deCX y P
£ sobre a região onde £ ê um vetor probabilidade. As condições
necessárias e suficientes para que o vetor probabilidade £ maxi-
mize J  D (p,p) são a , 8.
E P(j/k)( M ( 1 +  (B/a)p)4y.(e/a)p>/ E Yl+C8/a)p (3.2.20)
j=l j "j=l j
para todo K
com igualdade se pCx^) £ 0, onde
y. = ( I  p(xv) P(j/k) (6/a) C1 + 1) (3.2.21)
3 k=l K
A prova pode ser obtida~por~modificação -adequada do m£ 
todo seguido no Capítulo 2 no teorema 2.4.2.
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