Abstract-To uncover qualitative and quantitative patterns in a data set is a challenging task for research in the area of machine learning and data analysis. Due to the complexity of real-world data, high-order (polythetic) patterns or event associations, in addition to first-order class-dependent relationships, have to be acquired. Once the patterns of different orders are found, they should be represented in a form appropriate for further analysis and interpretation. In this paper, we propose a novel method to discover qualitative and quantitative patterns (or event associations) inherent in a data set. It uses the adjusted residual analysis in statistics to test the significance of the occurrence of a pattern candidate against its expectation. To avoid exhaustive search of all possible combinations of primary events, techniques of eliminating the impossible pattern candidates are developed. The detected patterns of different orders are then represented in an attributed hypergraph which is lucid for pattern interpretation and analysis. Test results on artificial and real-world data are discussed toward the end of the paper.
INTRODUCTION
NE of the basic tasks of machine learning and data analysis is to automatically uncover the qualitative and quantitative patterns in a data set. When a large database is given, to discover the inherent patterns and regularities becomes a challenging task, especially when no domain knowledge is available or when the domain knowledge is too weak. Because of the size of the database, it is almost impossible for a decision maker to manually abstract from it the useful patterns. Hence, it is desirable to have automatic pattern discovery tools to support various types of decision making tasks.
Hitherto, machine learning research has focused more on supervised learning or learning by being told. With such an approach, the learner is given explicit information on the target mapping in the form of example pairs. Algorithms are developed to find the relation between the examples and the predefined classes. Hence, these methods are largely classification-oriented. In self-supervised or unsupervised learning (which is more general), the learner receives no explicit information on the pairs. Further, in a fully unsupervised learning setting, improvements in the behavior of the learner do not involve the evaluation of the actual outputs. Instead, the desired behavior is achieved via a direct, algorithmic process, which usually can be described in terms of an objective function [32] . Obviously, then, for pattern discovery in data, unsupervised learning is more useful than supervised strategies when there is no explicit classification information.
Consider that we have a set D of M observations or samples obtained from a database. Each observation is described by N attributes. Thus, for any distinct attribute, there is a domain of possible values which can be numeric, Boolean, and/or symbolic. Here, we assume that all the possible values are discrete, in compliance with the general nature of machine learning, though our method is applicable to mixed-mode data when discretizing techniques are used on numerical data [37] .
The purpose of pattern discovery, be it referred to as conceptual clustering [26] or rule induction [31] , is to find the relations among the attributes and/or among their values. We seek to find those events whose occurrences are significantly different from those based on a "random" model. Thus, the co-occurrence of events detected may reflect the nature of the data set and provide useful information for future inferences and reasoning.
Several open problems in machine learning and automatic knowledge acquisition are considered in this paper. The first is in regard to learning in the presence of uncertainty. Early machine learning systems were developed in the noise-free or deterministic environment [23] . The training data set is assumed to be entirely correct. However, for a real-world database, this assumption hardly stands. The instances in the database may include attributes based on measurement or subjective judgments, both of which may give rise to errors in the value of attributes [21] . Nonsystematic errors are usually referred to as noise. In a pattern discovery process, noise appears as the inconsistency of some samples against certain patterns. In a classification problem, some of the samples may be misclassified. The use of misclassified instances in learning can be considered as introducing noise which would affect classification accuracy. Missing values of attributes are also considered as noise. Now, many researchers are more interested in handling noisy data which is more realistic and practical. Our method does not assume that the data set are exhaustive and/or noise-free. It is an inherently probabilistic method using standard statistical hypothesis testing to select patterns from the candidates. It is also able to detect deterministic patterns governed by first order logic. In view of this, this method is a more general approach to pattern discovery than most of its contemporaries.
The second problem concerns the detection of polythetic patterns without relying on exhaustive search. There are efficient systems available for detecting only the monothetic patterns, such as [4] . There are also systems for detecting polythetic patterns but, with them, exhaustive search is required [14] . Many well-known systems, including the original version of ID3 [29] , DISCON [24] , and RUMMAGE [11] , are monothetic in that they detect only relationships between two attributes. Some other systems, such as AQ [25] , Cluster/2 [26] , COBWEB [12] , ITRULE [31] , and some Bayesian-based systems, are polythetic in that they consider the conjunction of more than two attributes. Due to the nature of most real world data, monothetic relations are inadequate to describe many problem domains. For example, the eXclusive-OR (XOR) problem cannot be expressed by only monothetic relations. Thus, for robust learning, polythetic assessments of feature combinations (or higher order relationship detection) are imperative. For instance, newer versions of ID3 use various pre-and post-pruning techniques to achieve polythetic learning. But, when the number of attributes are large, learning time becomes a serious problem [4] . Our method attempts to resolve this problem by directly constructing polythetic concepts without pre-or post-pruning steps. It is able to screen out noninformative lower-order pattern candidates from highorder consideration, using statistics-based heuristics in the discovering process.
The third problem concerns the representation of the detected patterns. To use the detected patterns for further inferencing and reasoning, it is essential to represent them in appropriate explicit schemas. Traditionally, if-then rules and graphs, including networks and trees, are the most popular ones. However, when dealing with multilevel and multiple order patterns, traditional representations would have shortcomings, due to the nonexhaustive and unpredictable hierarchical nature of the inherent patterns. Here, we use attributed hypergraph (AHG) as the representation of the detected patterns. The AHG is a structure that is general enough to encode information at many levels of abstraction, yet simple enough to quantify the information content of its organized structure. It is able to encode both the qualitative and the quantitative characteristics and relations inherent in the data set.
We begin with a review of related work in Section 2. In Section 3, we formally define the problem and concepts related to our system. The AHG representation is described in Section 4, after a brief overview of existing representation schemes. Starting with Section 5, we present the high-order pattern discovery system which is able to tolerate noise and uncertainty. In the same section, we discuss the techniques developed to speed up the discovery process. In Section 6, we give some theoretical comments on the complexity of our method. In Section 7, we present the experimental results on five artificial and real-world data sets, followed by the analytical assessment of, and an in-depth discussion on the nature of the problems and the performance of our systems.
EXISTING HIGH-ORDER PATTERN DISCOVERY SYSTEMS
In the ordinary sense, "discovering regularities" from a system, or a data set, simply implies partitioning the instances observed from the system or data set into classes according to the similarity of those instances. In a more formal language, it is the finding of clusters of instances in the instance space. Thus, it is not surprising to find that unsupervised learning closely resembles statistical clustering. In their paper [26] , Michalski and Stepp pointed out that the traditional distancebased statistical clustering techniques make no distinction between attributes that are more relevant and those less relevant or irrelevant. They do not render conceptual description of the clusters nor take into account how people describe a pattern. 1 However, the AI approaches attempt to represent the detected patterns in terms of definitions or rules (e.g., the conjunction of attribute-value pairs) [26] that may have natural interpretation for humans. This representation can be transformed into another that can help in the goal achievement [32] , such as classifying new object or predicting the missing value of an attribute. Michalski and Stepp proposed CLUSTER/2 [26] as a conceptual clustering algorithm. Given a set of objects and a parameter K to specify the number of desired clusters, CLUSTER/2 constructs a tree-like structure which optimally partitions the set into K groups according to a predefined quality criterion, known as LEF. With this representation, each node of the tree is a cluster at the node level. Thus, the resulting clusters are mutually disjoint and cover all of the objects. For each cluster, there is a description, called a logical complex, which is a logical product of one or more attribute-value pairs. CLUSTER/2 is an effective algorithm for analyzing a small set of objects containing no noise. However, for a large data set, it is computationally expensive even with its Hierarchy-building Module. Another drawback of such a deterministic system is that it would not be able to give correct clustering results in the presence of noise.
To deal with noise, COBWEB was introduced by Fisher [12] . Different from its contemporaries, COBWEB is an incremental learning method. It evaluates classification schemes by how well they facilitate prediction of unknown properties of new observations incrementally. Its basic idea is to incorporate a new object into the class that "best" matches the object according to category utility. By examining objects one-by-one and tentatively placing each in a class, it outputs a concept tree which encodes the relations between concepts. The attribute-value distribution of each class is tentatively updated. From the updated probabilities, the category utility of the class is computed. The class that maximizes category utility after adding the new object is chosen as the class for that object and distributions are updated. COBWEB is an "optimistic" learning strategy in that rules are exploited until evidence confirms that they are idiosyncratic. Optimistic learning has advantages in incremental learning [14] , [15] . It is polythetic and able to learn from data with noise [13] . Because of the nature of optimistic learning, the concept tree generated by COBWEB might be very large and post-pruning techniques have to be applied. For deterministic pattern discovery, such as the MONK's problems, COBWEB does not work well, comparing with other AI and connectionist approaches [33] .
Smyth and Goodman [31] argue that (if-then) rules provide a much more flexible representation than tree structures, especially from the viewpoint of expert systems. Thus, ITRULE was proposed [18] , [31] to obtain rules directly from a data set. ITRULE recursively selects one attribute to be the right-hand result of a candidate rule and then searches the combinations of the propositions of other attributes as the left-hand cause. A measure of information content, called J-measure, is defined to evaluate the performance of the candidate rule. The m (m is predefined) rule candidates with largest J-measures are then selected as the result. ITRULE is an event-oriented polythetic learning system. The number of desired rules K and the highest order of rules m should be provided externally. Because the rules are based on J-measures, which are always positive and cannot be summed, it is hard to quantitatively evaluate the evidence of a set of observations in the inference process.
The Bayesian method provides a formalism for reasoning about partial beliefs under conditions of uncertainty. In such formalism, propositions are given numerical parameters signifying the degree of belief based on a certain body of knowledge, and the parameters are combined and manipulated according to certain probabilistic rules. Typical work is related to probabilistic network technology [28] . For example, to automatically induce a probabilistic model from data, CONSTRUCTOR [16] was proposed. It induces discrete Markov networks of arbitrary topology from data. These networks contain a quantitative (i.e., probabilistic) characterization and a qualitative (i.e., structural) description of the data. It finds the Markov boundary of each node (attribute, factor) in the networks which will "shield" the node from being affected by other nodes outside the boundary. CONSTRUCTOR is reported to work well when tested with training sets generated from probabilistic models and with real data in information retrieval application [17] . When going to high-order cases, the contingency table introduces a heavy computation load. Furthermore, since it is a variable-oriented method, it would not discover dependency among events. It is worth pointing out that systems dealing with event-based dependencies are more efficient than variable based dependencies [3] , [6] , [30] , [36] .
DEFINITIONS AND NOTATIONS
Consider that we have a data set D containing M samples. Every sample is described in terms of N attributes, each of which can assume values in a corresponding discrete finite alphabet. Let X = {X 1 
where p j is a map of j to an ith alphabet. A one-compound event is a primary event. A kcompound event is made up of k primary events of k distinctive variables. Every sample in the data set is an Ncompound event.
Here, we use the XOR problem to illustrate both the primary and compound events. As an illustration, let us consider an XOR database containing 1,000 samples. Each primary event of this database occurs 500 times. The number of expected occurrences of the three-compound event [A = T, B = T, C = F] is 0.5 0.5 0.5 1,000 = 125. The standardized residual [3] , [4] , [19] , [20] is used to test the significance of the occurrence of this compound event. Suppose that the actual occurrence of this compound event is 250. The standardized residual is 11.18, larger than 1.96, the value at the 95 percent significant level. 
PATTERN REPRESENTATION
In traditional AI and machine learning, rules and graphs, including trees and networks, are popular representation schemas. Production (if-then) rules are widely used in expert systems and classification oriented tasks. Each rule has a lefthand antecedent involving one or more attribute and a righthand consequent normally regarding to only one attribute. It explicitly presents the association between a set of observations and one attribute value. In database mining applications, with changing interest, values of different attributes are to be predicted. To be able to predict the values of many attributes, or achieve flexible prediction [12] , [13] , a huge number of rules have to be generated. This is sometimes impractical in the real world. In this case, we need a scheme which can easily reorganize the represented knowledge.
Another widely accepted representation, trees can be seen as a special case of graphs. Since trees always begin with the root attribute, they are not designed to accommodate missing attribute information [30] . Graph representations, like Bayesian and Markov networks, can directly represent the associations between nodes by links. Higher order associations can be deduced by lower order relations. However, as observed by Pearl [28] , graph-based representation, including trees and networks, cannot distinguish between set connectivity and connectivity among their elements. Hence, they are not general enough for representing different order patterns.
In addition to attribute (proposition) based representations, relational representations, such as Horn clause (see [22] for an overview) and First Order Logic (see [27] for an overview), are also exploited in learning systems. They are powerful and expressive formalisms. Domain knowledge is easily incorporated in the learning process, which is important for a knowledge discovery and data mining system. Since these representations are originally designed to formalize mathematical reasoning and later used in logic programming and reasoning, patterns in these representations are deterministic rather than probabilistic. To do probabilistic reasoning, adoptions have to be done to cope with numerical variables as well as probabilistic patterns. This problem also exists in structured representations such as semantic networks. Besides, logic based representations are considered less comprehensible and harder to visualize than other graph based representations.
Connectionist learning model has been intensively studied recently. Although the accuracy of neural networks in learning is very promising comparing with the symbolic approaches, it is considered not suitable for data mining purpose [1] . In addition to the learning speed problem, the knowledge generated by neural networks is not explicitly represented in the forms of conceptual patterns understandable by humans [21] .
To overcome the shortcomings of the traditional representation, we here propose an attributed hypergraph (AHG) representation to depict the association of patterns in a data set. AHG is a direct, simple and efficient representation for describing the information at different and/or mixed levels of abstraction. It has been successfully applied to 3D scene interpretation and object recognition [38] . In AHG, both the qualitative relations (the structure of the hypergraph) and the quantitative relations (the quantitative attribute values of the vertices and the hyperedges) are encoded. Since AHG representation is lucid and transparent for visualization, retrieval and interpretation of different order patterns can be easily achieved. A good number of mature algorithms can be adopted for the implementation of various operations, which help retrieve and/or reorganize the patterns encoded in an AHG.
First, let us give a formal definition of hypergraph [2] .
The elements y 1 , y 2 , , y n of Y are called vertices, and the sets E 1 , E 2 , , E m are the edges of the hypergraph, or, simply, hyperedges.
DEFINITION 8. A simple hypergraph is a hypergraph H with
hyperedges
Unless otherwise indicated, we refer to hypergraph as simple hypergraph.
To describe patterns of various orders for a data set by an AHG, each vertex represents a primary event. Each pattern or statistically significant association among the primary events is represented by a hyperedge. A kth order pattern is a hyperedge containing k primary events. • Each vertex of a hypergraph is a primary event of a data set;
• Each hyperedge represents a pattern (significant event association) in the data set;
• The order of a hypergraph is the number of primary events appearing in the data set;
• The rank of a hypergraph is the highest order of the patterns detected from the data set; similarly, the antirank is the lowest order of detected patterns;
• For a primary event x ij , the star H(x ij ) of hypergraph H with center x ij represents all the patterns related to the primary event x ij .
• Let A be a subset of all primary events, the subhypergraph of hypergraph H induced by A represents the associations among the primary events in A.
In AHG representation, both the vertices and the hyperedges of the hypergraph are attributed. In our case, the attribute of each vertex is the number of observations of the corresponding primary event 3) the significance threshold t All of them will be useful for the inference process. 2 Hyperedges depict the qualitative relations among their elementary vertices (primary events), while the attributes associated with the hyperedges and the vertices quantify these relations. Fig. 1 shows the AHG representation of the patterns in the XOR problem. In total, there are six vertices and four hyperedges presented. Each hyperedge represents a pattern. The attributes of both the vertices and the hyperedges are shown in brackets. Hyperedges qualitatively represent the associations among events while the attributes describe the numerical properties of these association patterns. The significant level of each hyperedge is calculated by its observed and expected occurrences. We also notice that the AHG in Fig. 1 exactly shows that there are only third order patterns in the XOR problem.
Using the AHG representation, the pattern discovery process can be seen as an AHG generating process.
PATTERN DISCOVERY

Patterns of Different Orders in a Data Set
A real-world database, by and large, contains different order patterns. The existence of higher order patterns does not guarantee the existence of lower order patterns and vice 2. Details of the inference process with AHG will be addressed in another paper.
versa. That is to say, high-order patterns cannot be synthesized from their low order patterns, but can only be found by testing the candidates of that order. This is the reason why some learning methods which deal only with low order relationships do not work well with data embodying high-order patterns. Fig. 2 portraits such a situation. Hence, whether or not a compound event is a pattern cannot be determined by examining its subcompound events and vice versa. This implies that, in general, higher order patterns cannot be synthesized from the lower order ones.
Detection of Inherent Patterns
We notice that the input data can be mapped into an N-way discrete contingency Each compound event can be illustrated as a hypercell in the space whose axes are the involved attributes. Fig. 3 shows a third order compound event x s 1 ([X 11 , X 21 , X 31 ]) of attribute X 1 , X 2 , and X 3 . The three shaded squares represent its second order subcompound events. Any instances in data set D satisfying X 1 = x 11 , X 2 = x 21 , and X 3 = x 31 fall into this cell. A statistical significance test on this cell will determine whether x s 1 is a pattern or not. This pattern detecting process is qualitative in that it determines whether a compound event is a pattern or not. It is also quantitative in that the significant level along with the probabilities are calculated and recorded.
Considering a k-compound event x s j , we would like to determine whether or not x s j is a pattern by testing if the probability, Pr( ) x s j is significantly different from the probability of x s j under the assumption that all the variables (attributes) in X s are independent. If it is true, the compound event x s j is then a pattern which indicates that the primary events involved are likely (or unlikely) to occur together. A hyperedge will be generated to enclose the primary events (vertices) of x s j as a statistically significant association.
Let us denote the observed occurrences of compound event 
where M is the sample size and [8] , [19] , [20] . Also, as z j x s is the square root of to one, otherwise, standardized residual has to be adjusted by its variance for a more precise analysis. The adjusted residual can be expressed as: A naive algorithm for detecting hidden patterns is given in Fig. 4 , in which D is the data set, AlphaList is the alphabets of all attributes, and N is the number of attributes. The output, AHGRep, is an AHG representation of all the associations in D. Actually, AlphaList stores all the vertices and AHGRep, a set of significant patterns, stores all the hyperedges.
Elimination of Impossible Pattern Candidates
The naive algorithm is not practical in real-world applications, since it requires exhaustive search of all the combinations of primary events. Exhaustive search, which is used by many existing approaches, may behave well at lower orders or in small problem domains, but is not practical when applied to large databases. Therefore, it is crucial that exhaustive search is avoided in real-world applications. Heuristics are introduced here to eliminate statistically insignificant pattern candidates (compound events) as early as possible in the pattern discovery process.
There are essentially two criteria for eliminating impossible pattern candidates. One is for the validation of the significance test and the other is for test of higher order negative patterns.
Validation of the Significance Test
Those events to which statistical testing is no longer valid for higher order patterns cannot possibly be included in the formalization of higher order patterns. Hence, a compound event will not be considered if there is enough evidence indicating that it is either statistically untestable or impossible to be significant.
For a valid statistical significance test of a compound event, the expected occurrence of this event is required to be at least three, based on the common practice in hypothesis testing for contingency table. That is to say, only when 
where Z e 3, the test is valid. For a test of a particular cell in a contingency will not occur together either. In the inference process, if we observe anyone of x ip 1 and x jp 2 , no more higher order evidence will be necessary to draw the conclusion that the other event will not happen together. In a general case, especially in the presence of noise, the occurrence of a negative pattern may not be zero. 
Negative Patterns
where v i x r is calculated by (6) and threshold is a constant according to a fixed confidence level. 
That is to say, if we are sure (with high confidence level) that a pattern x s j is negative, all compound events containing x s j cannot be positive patterns. From the view point of inference, higher order negative pattern x r i provides no more information than x s j itself. The discovery of negatively significant pattern x s j makes the detection of its associated higher order patterns unnecessary. Hence, none of the compound events containing x s j will be examined. Here, we are not saying that higher order negative patterns containing x s j can be synthesized from x s j nor that x s j can be determined as a negative pattern, since there exists a higher order negative pattern containing x s j . Therefore, using low order negative patterns to avoid exhaustive search does not conflict with our statement in Section 5.1.
If x s j is positively significant, situations can be more complicated, since the higher order compound events containing x s j may be positively significant, negatively significant, or insignificant. It is difficult to decide whether or not higher order events should be eliminated according to the occurrence of x s j . In this case, only the requirement of expected occurrence applies.
CONSIDERATIONS ON COMPLEXITY
To investigate the complexity of our method, let us consider a data set described by N m-ary attributes. 3 The total number of possible patterns is given by
where k indicates the pattern order and p k denotes the total number of primary event combinations at order k. As an example, if we have 10 attributes, each of which can take on one of three possible values, there are 346,710 possible combinations. From a practical point of view, it is quite impossible to have enough data or computational resources to manage them. Hence, we will have to "prune" the set of possible pattern candidates considerably as early as possible. The last section gives some practical methods for eliminating the impossible combinations at lower order before they will be considered as higher order candidates. Nevertheless, some comments on complexity in the general case are given here.
At kth order, we have 3. This analyzing idea was from [31] .
since there are 
It gives the ratio of the number of pattern candidates of order k to the number of candidates of order k 1. When ] k becomes less than one, the number of higher order pattern candidates falls off rather than increases, i.e., when
As the order of the patterns increases from k = 2 and upward, the size of the search space increases. When k is small compared to N, the size increases geometrically (see (13) ). We can rewrite P of (11) as
where
The complexity of an algorithm which exhaustively searches high-order patterns is O(P) = N ¹ m N . If we "prune" the impossible candidates as early as possible just as stated above, the algorithm will have complexity [31] 
where K j < ] j . A practical algorithm will have K j < 1 for k greater than a small fraction of N. The complexity of the proposed method cannot be determined exactly since it is highly dependent upon the nature of the input data. The complexity analysis above is for the worst case of this method. For those data sets in which only the lower order relations exist, the proposed method will stop searching for higher order candidates. Generally, exhaustive searching is not necessary. In the worst case, where all the highest order patterns have to be detected, exhaustive search is unavoidable. For example, the worst case occurs for the pathological case of a set of N binary attributes whose Nth order joint distribution is entirely uniform. In the XOR problem, the probabilities of primary events are equal to 0.5 and the probabilities of twocompound events are equal to 0.25. In this case, none of the pattern candidates are significant from their expectation. Before the third order is reached, no hyperedges can be generated. The lack of quantitative results on the complexity of the proposed method reflects the well-known inherent difficulty in quantifying the complexity of "openended" learning problems [31] .
In a real-world data set, we believe that the significant associations are sparsely scattered rather than uniformly distributed in the hypothesis space, especially when the order is high. Since insignificant patterns are eliminated at early stages, only a subset of all pattern candidates is under consideration. The smaller the set is, the more efficient the algorithm will be.
In practice, M, the number of instances in the database, also influences the computational complexity. M imposes an upper-bound on the order of candidate patterns to be detected, and, therefore, prevents the algorithm from going to high-order cases where testing is no longer statistically valid. Since the residual analysis used here is originally adopted from a contingency table, a bound of the order given a fixed sample size can be computed by considering the contingency table for the same variables which constitute a certain compound event. One should bear in mind that the sample size should be large enough to keep the assumption of normal distribution valid for the testing cell. A safe estimation of this sample size is
.
where m i is the alphabet cardinality of the variable X i which is involved in the compound event x s j . Z e bears the same definition as in (8) . What this implies is that, for a reliable statistical test of a kth order compound event, the sample size should be larger than the product of the total number of cells in the corresponding contingency table and the lower bound of the expected occurrence (at least three). Therefore, the complexity of the proposed algorithm turns out to be:
where K j has the same definition as that in (16), and K is the highest order bounded by M, K N. Basically, the search in our method can be seen as a "testand-discard" search. It searches the hypothesis space of patterns for statistically significant event association. If each possible compound event is a point in the searching space, our method, in the worst case, visits each point once. When the elimination criteria are applied, the searching space is pruned. These techniques work well especially when the significant event associations are sparsely scattered in the hypothesis space.
EXPERIMENTAL RESULTS
In order to evaluate the proposed method, experiments are carried out to answer the following questions: 1) Can the associations inherent in a data set be detected by the proposed method? 2) How well does the proposed method handle noise? and 3) Is the proposed method computationally acceptable?
To answer these questions, we apply our method to five data sets. The first is an XOR data set consisting of three binary attributes. The second is a multivalued data set containing eight attributes, each of which can take on one of its four possible values. The third is the zoo database from UCI. The fourth are the data sets of the MONK's problems [33] , and the last one is the breast cancer database provided by Wolberg and Mangasarian [34] .
Testing with XOR Data Set
The reason for choosing XOR for the test is that the XOR problem can only be solved by polythetic learning strategies. We would like to see if the proposed method can detect high-order patterns. Meanwhile, we would also like to know how unsupervised and supervised learning strategies perform when applied to the XOR problem.
To obtain an objective average performance evaluation of our method, we generate 10 XOR data sets, each of which contains 102 instances. From the theoretical construct, it is possible to discover patterns of all orders in the deterministic case. To investigate the performance of our method in the presence of uncertainty, 15 percent noise is randomly added to each data set. The pattern discovery algorithm will be applied to these data sets sequentially. The experimental results of individual sets as well as the overall average performance will be examined.
First we apply the unsupervised learning strategy to each of these data sets. There are totally six primary events, i.e.,
[A = F], [A = T], [B = F], [B = T], [C = F], and [C = T].
The algorithm starts with searching for second order patterns in the data set. Because no a priori knowledge is available, all the possible combinations (second order pattern candidates) have to be tested. For a clearer demonstration of both qualitative and quantitative associations, we use tables instead of attribute hypergraphs here to show the outcomes of the pattern detecting algorithm. The results of second-order pattern detection for the 10 data sets are similar. Only some quantitative differences happen. One set of the results is reported in Table 1 . Since there are no statistically significant second order patterns, no hyperedge is generated. At the end of the search of second order patterns, the algorithm proceeds for the search of third order patterns, since none of the third order pattern candidates should be eliminated from further consideration. The reasons are: 1) We cannot conclude from the occurrence and the expectation that any higher-order candidates will be noisy, and 2) Second-order is not the highest order to which we can go.
Thus, the algorithm continues searching for higher-order (third-order) patterns. Again, there is no qualitative difference among the results of all the data sets. Table 2 shows the results of third order patterns for the same data set.
Here, four compound events are found to be statistically significant from their expectations positively, and four others negatively. The four positive hyperedges can be seen in Fig. 1 . The expectations of all the events are greater than the threshold (here, five) for valid statistical test. If there is no noise, the occurrence of the negative significant events will be zero and the algorithm will stop even if there are possible higher order patterns. In the presence of noise, a threshold which is larger than zero should apply for effective candidate screening. Even if there were possible higherorder patterns, those which contain the subcompound events whose occurrences are less than this threshold will not be considered further. Since third-order is the highest in this problem, the algorithm stops. The output reflects exactly the XOR relationship. We also apply the supervised version of our method to the same sets of data. Let us suppose that the variable C is considered as the known class attribute. Thus, there are two classes, Class 1: [C = F] and Class 2: [C = T]. Under this situation, only those pattern candidates which contain one of the two classes are examined. Without the loss of generality, the results of searching for the first order patterns associated with the classes are shown by Table 3 , using the same data set as in the unsupervised cases. Because of the nature of XOR data, none of a single primary event can give classification information to either Class 1 or Class 2. Thus, Table 3 can be considered as a part of Table 1 , where the tuples not containing the class attribute are deleted. Again, at this level of search for first order association of the pattern with the class labels (or second order pattern-class associations), neither statistically significant patterns are found, nor are pattern candidates eliminated from future consideration. The final output of the algorithm is shown in Table 4 without significant negative associations. Fig. 5 gives the AHG representation of Class 1, where quantitative values are not shown. The hypergraphs generated by the 10 data sets are the same except that the values of the attributes such as occurrences, expectation, and adjusted residual are subject to minor variations. If these results are input into a rule generator in which the logic relations between events are checked, like that in [25] , we can easily obtain the rules such as "If Attribute A is equal to Attribute B then the object belongs to Class 1".
In summary, the proposed method can successfully detect high-order associations from the data set even in the presence of noise. It is able to discover high-order associations, like XOR. In this case, since the analysis would stop at third order, the elimination of insignificant high-order events is not necessary. The unsupervised pattern discovery algorithm here tests every possible candidate, while the supervised version tries only those related to a class. The total number of patterns detected by unsupervised version will be more than, or, at least, equal to that detected by the supervised version. In these two experiments, both algorithms find the correct associations, the unsupervised version finds the false associations (noise), such as rows 2, 3, 5, and 8 of Table 1 , as negative associations, whereas the supervised version does not include the noise associations into its classification scheme. The running time of the supervised version is shorter than that of the unsupervised version due to a smaller number of pattern candidates to be tested. With the supervised algorithm, predictions are made on the class attribute, i.e., the membership (class) of the object. However, in the unsupervised case, the prediction is more flexible as any attribute value can be predicted with other observation(s) given. This is the "flexible prediction" which Fisher refers to in [13] .
Testing with Multivalued Data Set
The XOR data set in our first test is described by binary attributes and has only third-order patterns. In the next experiment, we would like to know: 1) How the algorithms will behave if the data set contains different order patterns; 2) How the impossible high-order patterns are to be eliminated from future consideration; and 3) What the learning time will be for a more complicated situation.
To investigate the above questions, another artificial data set is generated. This data set consists of eight attributes, each of which may take on one of the four values, say v i 1 ,
, and v i 4 , 1 i 8. Fig. 6 shows how the data set is generated. First, 800 (M = 800) samples are randomly generated and organized in a tabulated form, as shown by Case 1 of Fig. 6 . At the second step (Fig. 6, Case 2) , a fourth-order pattern ) is added into the originally randomly generated data set of Case 1. The number of the instances (or realizations) fitting this pattern is n. The number n is then changed to investigate the behavior and performance of the proposed method. At the beginning, n is as small as five to 10. In those cases, the algorithm does not detect any patterns. Although some occurrences and expectations of certain compound events do vary from the original data, they still cannot pass the significance test. When n is further increased (around 40), the fourth-order pattern emerges, but none of the lower order patterns are detected. The reason is, although n is big enough for the fourth-order pattern to pass the significance test, it is not large enough for the lower order patterns to pass the test. This demonstrates and explains that the existence of higher-order patterns does not indicate the existence of lower-order patterns. If n keeps on growing, third-order patterns, like , appear when n is larger than 80. We can see that, in order to be statistically significant, lower order pattern candidates need larger n than higher order candidates. We should also observe that the difference of n between two adjacent orders (n i1 n i ) is not a constant.
In the third step (Fig. 6, Case 3) , two fourth-order patterns (P 1 and P 2 ) are introduced. P 1 is the same pattern as that in Case 2 of Fig. 6 . (with s 2 = {3, 4, 5, 6}). For simplicity, the number of instances for each pattern is kept at the level that only fourthorder patterns can be detected. Let this number be n 4 . P 2 is then shifted in the data set and merged with P 1 to show how the two patterns interact and what patterns would be detected. After P 2 merges with P 1 and forms a new pattern P 3 , the values of X 3 and X 4 in P 3 will adopt those of P 1 . See Fig. 7 for details of this experiment.
When P 1 and P 2 are not overlapped (Fig. 7, Case 1) , the test result is quite similar to the single pattern case (Fig. 6, Case 2). In this case, both P 1 and P 2 are discovered. Then, as emerges and gradually becomes predominant. However, the total number of instances in P 2 (denoted by n P 2 ) and P 3
(denoted by n P 3 ) remains at n 4 ( Fig. 7 , Case 2 to Case 4).
Because of the decrease of n P 2 , P 2 would not be significant any more when n n P 2 4
< . When n P 3 is small (< 10), only P 1 will be detected. Both P 2 and P 3 will be considered as insignificant. This case is the same as Case 2 in Fig. 6 . As n P 3 increases to about 25 (Case 2), besides P 1 , a new sixth order pattern is first detected. When n P 3 increases to 31, P 1 , the sixth order pattern mentioned above, as well as six fifth order patterns, are all detected (Case 3). In Case 4, P 2 vanishes completely. Now, all the 22 patterns (i.e., the sixth order pattern, six fifth order patterns, and 15 fourth order patterns including P 1 and P 3 ) are detected. The learning time (pattern detecting time) varies in different cases. The running time on Sun Sparc 4 is approximately 15 seconds. To investigate the difference in runningtime between the proposed method and the exhaustive search, another method, using multiway contingency tables, is implemented to find the significant compound events of Case 4. This approach generates all the highdimensional contingency tables and exhaustively tests each cell in every table. The results are the same but the program runs for more than 30 minutes, which is 120 times slower.
In summary, the proposed method is able to detect different order patterns in an unsupervised setting. For patterns of different orders to be statistically significant, the requirements for the occurrences of the candidates are usually different. The occurrence levels are determined by the orders, the expectations of the compound events under the assumption of independence and the confidence level of significance. These experiments verify all the requirements, as stated in Section 5. Restating the requirements, the experiments support the following observations: 2) Since contingency tables are not generated and only possible compound events (hypercells in high-dimensional contingency tables) are to be tested, the computational complexity is much less than that of those methods based on exhaustive search and contingency table analysis, especially when the number of statistically significant hyper-cells in a contingency table is much smaller than the total number of hyper-cells; 3) Once a compound event is considered to have no contribution to the description of the data set, its elimination from further consideration is justified; and 4) It also holds that all the higher order compound events that have this event as one of their subcompound events can also be eliminated simultaneously.
Testing with Zoo Database
To demonstrate the efficacy and meaningfulness of the application of our method to real world problems, the zoo database is adopted. events. The purpose of this test is to determine whether the patterns detected by the proposed system are meaningful and usable later in reasoning. First, the database is input into the system in an unsupervised manner. A total of 1,104 significant associations are found, of which the highest order is five and the lowest is two. Some of the compound events are eliminated from consideration quite early. For example, the compound event [Feather = yes, Milk = yes], which never occurs in the database, is considered as a negatively significant compound event. Hence, any higher-order events which contain [Feather = yes, Milk = yes] cannot be more significant than this event and are eliminated from consideration. This kind of elimination influences not only the negative but also the positive subcompound events. Fig. 8 is a small subgraph of the attributed hypergraph representing the associated patterns generated by the algorithm from this data set. It provides explicit information on the inherent patterns in the data set.
To check their meaningfulness, 15 percent of the 1,104 associations are selected randomly. All the samples are found meaningful from the perspective of the domain knowledge, though some of them contain redundant information. For example, the events [Feathers = yes, Type = bird], [Hair = no, Feathers = yes, Eggs = yes], and [Hair = no, Eggs = yes, Backbone = yes, Type = bird] are all significant. According to our common sense, birds always have feathers and lay eggs. They normally do not have hair but they have a backbone. People may infer that those animals that do not have hair but feathers and that lay eggs are birds. There is definitely redundant information describing the relations. However, this redundant information is useful for inference, because we do not know which attribute is going to be predicted and which events have been observed. Here we show that, to achieve flexible prediction, redundant information is needed.
The program runs for 2.56 seconds on Sun Sparc 4.
To test the supervised learning performance, the variable Type is considered as the class attribute and the database is fed to the pattern discovering process for classification. The system reports 284 significant compound events of order 2 to 5. With the same sampling method mentioned before, these significant associations are all meaningful. Actually, the patterns found through the supervised learning strategy are a subset of those found by unsupervised learning program. The only difference is that the search space of supervised learning is much smaller than that of unsupervised learning. In this case, the program only runs for less than one second.
Testing with the MONK's Problems
The MONK's problems [33] were the basis of a first international comparison of learning algorithms. A variety of symbolic and nonsymbolic learning algorithms are compared on three classification problems. Each object of MONK's problem is described by six discrete-valued attributes and belongs to one of the two classes. The first two MONK's problems are deterministic, while the last one has 5 percent additional noise (misclassification). The original training set of the first MONK's problem contains 124 instances, the second contains 169 instances, and the third contains 122 instances. To be able to use our method, each original training set is repeated several times for enough instances to carry on the statistical testing. This management is more or less similar to that of connectionist learning, in which the training set passes through the networks more than once. 4 We are only interested in finding the positive patterns related to Class = 1. Only the supervised version of our method is applied. Table 5 shows the patterns detected from the first MONK's problem. Here, the highest order is set to be two.
Comparing the first MONK's problem and Table 5 , we can see that the logic relationship regarding Class = 1 has been correctly captured. If we apply these patterns to classify new instances, we should be able to achieve 100 percent accuracy. On the other hand, if we do not bound the highest order, such patterns as [Attr 1 = 1 and Attr 2 = 1 and Attr 5 = 1] and [Attr 1 = 1 and Attr 2 = 1 and Attr 3 = 2 and Attr 4 = 3] may also be detected. If order six is reached, the result is similar to a lookup table for Class = 1. In this case, those 4 . The repetition of original training set is only recommended for deterministic problem,s such as the Monk's problem and the XOR problem, where contingency table turns out to be truth table. The purpose of this treatment is to keep the expected number of occurrences of the pattern candidates greater than the threshold on which the statistical significance test is valid (see Section 5.3.1). The number of repetitions can be determined accordingly. Since the repetition of the original training set does not change the probabilistic properties, the nature of patterns discovered from the repeated training set will be the same as the original one. For real-world databases, we assume that the inherent patterns are all probabilistic. Thus, the repetition of the data set is not necessary. deterministic approaches like AQ are more straightforward. It is also true for the second MONK's problem, which contains no noise. All the positive patterns detected by our method are of sixth order. Table 6 shows some of them.
The candidate elimination techniques work very well in the discovering process. For example, in the detecting process of the second MONK's problem, negative patterns such as [Attr 1 = 1 and Attr 2 = 1 and Attr 3 = 1] whose occurrence is zero help eliminate all the higher order candidates containing this negative pattern.
For the third MONK's problem, we bound the highest order to two. The patterns found are shown in Table 7 .
These patterns exactly reflect the nature of the original data set. Though the original training set contains noise, our pattern discovery process can successfully distinguish noise from real patterns. If these patterns are fed to an AQ-based algorithm for rule generation, the classification accuracy of the second MONK's problem will likely be improved. Because of its statistical characteristics, our method is typically effective in handling data sets in the presence of noise.
Testing with Breast-Cancer Database
The breast cancer database is obtained from the University of Wisconsin Hospitals, Madison, from Wolberg and Mangasarian [34] through UCI site of machine learning databases. Each sample is described by 10 attributes and classified into one of the two classes. All the attributes except the first one (sample code number), which is unique for each sample, may assume one of its 10 possible values, labeled from 1 to 10. Sixteen samples contain a single missing (i.e., unavailable) attribute value, denoted by "?".
In this test, we are interested only in finding the patterns related to the classes. Although classification accuracy has reached 95 percent in previous work, such as [34] , which is based on first-order class-dependent relations, we would like to know if our method can detect meaningful highorder patterns and their relationships to different classes.
In the pattern discovering process, 42, 76, and 258 hyperedges are generated at second, third, and fourth order, respectively. The number of hyperedges begins to decrease at the fifth order and no seventh order pattern is found. Fig. 9 shows part of the AHG representation of the patterns detected from the database. Here, the values of hypergraph attributes are not shown. In the figure, I J stands for the primary event [Attr J = I]. To make explicit the class and attribute association, we single out the class vertices. Their associations with other primary or compound events are shown by the connected solid lines. Significant compound events associated with a class are enclosed by dotted curves. Our results show that: Theoretically, we can achieve 100 percent classification accuracy. In this sense, the breast-cancer database is less complicated than the zoo database, the MONK's problems, or even the XOR problem.
We also notice that 32 out of the 48 second-order hyperedges contain Class 2 (malignant), but only three of the 76 hyperedges of the third order are related to Class 2 , in which no higher order hyperedges are found. That is to say, most of the patterns related to Class 2 are of low order. To distinguish Class 2 from the other class, one need not detect patterns of orders higher than three. In this problem, there are only two classes. One sample (object, instance) belongs to either Class 1 or Class 2 . Hence, to classify a sample, low order (no higher than three) pattern discovery should be enough. It partially explains the phenomenon that monothetic learning strategies can achieve high classification accuracy in this problem.
SUMMARY
The method introduced in this paper is specially designed for higher order pattern discovery in the presence of noise. In our method, patterns inherent in data are defined as statistically significant associations among two or more primary events of different attributes. To detect patterns from noise, adjusted residual analysis in statistics is engaged. It guarantees (with a fixed confidence level) that the patterns detected are significant. Unlike traditional statistical pattern recognition approaches, which are variable-oriented, our method works on the event level. It not only tells if several attributes are related but also how they are related. Eventbased approach gives more precise descriptions of the detected patterns, which are similar to how people describe concepts. This is one of the most desirable properties of AI.
The "test-and-discard" search used in our method is different from many other AI search algorithms such as A*. It does not require back-tracking and the calculation of cost functions. To effectively prune the search space, heuristics based on statistical testing and negative patterns are also developed. Experiments show that these heuristics work well especially when the patterns are sparsely distributeda situation common to most real world problems.
The attributed hypergraph representation presented in this paper is a general and simple schema for representing different orders of associations inherent in a data set. It explicitly reflects the polythetic patterns detected by our method. The AHG representation can be treated as a knowledge base for future reasoning processes.
The algorithm is described with five examples. The experiments show that our method can successfully detect different order patterns. In an unsupervised scenario, the method finds the associations among all the primary events, while in the supervised scenario, all the detected patterns are related to specified classes. Here, each pattern (hypergraph in AHG representation) can be seen as a classification rule.
An important characteristic of our method is that it is designed to discover patterns from discrete data sets. It should be noted, however, that the method can also handle other types (continuous or mixed-mode) of data using an appropriate discretization scheme, such as those reported in [5] , [37] . A current limitation of the present method (as well as many other methods) is that structural patterns, like those in the "rectangles" problem [32] , still cannot be discovered. This limitation could be overcome by deriving new attributes as composite functions of the initial attributes. This issue is in the scope of our future research. In the case that the patterns are densely crowded in the event space, because of the event-based management, the effective encoding of these patterns should be addressed. This is another topic of our research.
In conclusion, this paper presents a new and effective method of pattern discovery from discrete data in the presence of noise. It can be applied as a data analyzing tool as well as a learning algorithm for inference. Current work is focused on effective inference based on detected patterns.
