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Abstract
We present a unied representation theorem for Drazin inverse. Specic expression and computational procedures for
Drazin inverse can be uniformly derived. Numerical examples are tested and the application to the singular linear equations
is also considered. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The main theme of this paper can be described as a study of the Drazin inverse. In 1958, Drazin
[4] introduced a dierent kind of generalized inverse in associative rings and semigroups that does
not have the reexivity property but commutes with the element.
Denition 1.1. Let A be an n  n complex matrix, the Drazin inverse of A, denoted by AD, is the
unique matrix X satisfying
Ak+1X = Ak; XAX = X; AX = XA; (1.1)
where k=Ind(A), the index of A, is the smallest nonnegative integer for which rank(Ak)=rank(Ak+1).
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Particularly, when Ind(A) = 1, the matrix X satisfying (1.1) is called the group inverse of A and
is denoted by X = A#. If A is nonsingular, then it is easily seen that Ind(A) = 0 and A−1 satises
(1.1), i.e., AD = A−1.
The Drazin inverse is very useful since various applications (for example, applications in singu-
lar dierential and dierence equations, Markov chain, cryptography, iterative methods, multibody
dynamics and numerical analysis) can be found in literature [1,2,5,8,12,14{23], respectively.
In this paper, we shall present a general representation theorem for the Drazin inverse with a
number of corollaries which result in specic representation and computational procedures. These
results are analogous to that of the Moore{Penrose inverse [7].
As usual, let R(A) be the range of A, N (A) be the null space of A. (A) denotes the spectrum of
A and (A) denotes the spectral radius of A. The notation kk stands for the spectral norm.
2. Representation for Drazin inverse
In this section we establish a unied representation theorem for the Drazin inverse, which may
be viewed as an application of the classical theory summability to the representation of generalized
inverse.
The key to the representation theorem is the following lemma, due to Wei [14].
Lemma 2.1. Let A 2 Cnn with Ind(A) = k. Then;
AD = ~A
−1
Al (l>k); (2.1)
where ~A= Al+1jR(Ak ) is the restriction of Al+1 on R(Ak).
Now, we are in a position to establish the representation theorem.
Theorem 2.2. Let A 2 Cnn with Ind(A) = k and denote ~A = Al+1jR(Ak ) for l>k. Suppose the
spectrum of A is real. If 
 is an open set such that ( ~A)
(0;1) and fSn(x)g is a family of
continuous real valued functions on 
 with limn!1 Sn(x) = 1=x uniformly on ( ~A), then
AD = lim
n!1 Sn(
~A)Al: (2.2)
Furthermore;
kSn( ~A)Al − ADkP
kADkP 6 maxx2( ~A) jSn(x)x − 1j+O(); > 0; (2.3)
where P is an invertible matrix such that P−1AP is the Jordan canonical form of A and k A kP
= kP−1APk.
Proof. Since (A) is real, we can always choose l (>k) such that the spectrum of Al+1 is nonneg-
ative and the spectrum of ~A= Al+1jR(Ak ) is positive.
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By use of Theorem 10:27 in [13], we have limn!1 Sn( ~A)= ~A
−1
uniformly in Cnn. It follows from
Lemma 2.1 that limn!1 Sn( ~A)Al = ~A
−1
Al = AD. To obtain the error bound we note that Al = ~AAD
and therefore
Sn( ~A)Al − AD = [Sn( ~A) ~A− I ]AD:
Since P is nonsingular matrix such that P−1AP is the Jordan canonical form of A, it is a well-known
fact that
kAkP 6(A) + ;
thus
kSn( ~A)Al − ADkP6 kSn( ~A) ~A− I kPkADkP
6
"
max
x2( ~A)
jSn(x)x − 1j+O()
#
kADkP :
In order to make use of this general error estimate above on specic approximation procedures it
will be convenient to have lower and upper bounds for ( ~A). This is given in the next theorem.
Theorem 2.3. Let A 2 Cnn with Ind(A)=k; rank(Ak)=r and denote ~A=Al+1jR(Ak ) for l>k. Suppose
the spectrum of A is real. Then; for each  2 ( ~A);
1= kADkl+1 66 kAkl+1 : (2.4)
Proof. Let i (i = 1; 2; : : : ; r) be the nonzero eigenvalues of A. Note that l+1i is positive and 0 6=
l+1i 2 ( ~A) (Al+1). It is obvious that Ind(Al+1) = 1 and 1=l+1i 2 [(Al+1)#] = [(AD)l+1]. We
arrive at 1=l+1i 6 kADkl+1, i.e.,
>1= kADkl+1
for each  2 ( ~A).
On the other hand, since kAl+1 k = kAl+1jR(Ak ) k, one gets k ~Ak 6 kAkl+1, thus 6 kAkl+1 for
each  2 ( ~A). The proof is complete.
Remark 1. From the nonnegative matrix theory, we know that every real eigenvalue of the singular
M -matrix A, (A 2 Znn = fA= (aij) 2 Rnnj aij60; 8i; j = 1; 2; : : : ; n; i 6= jg) is nonnegative.
Remark 2. The numerical and symbolic computation of the Jordan canonical form of A can be
found in the literature [3,6,9,10].
Remark 3. Since the index of A is not greater than n, we can always take l= n or n+ 1.
3. Approximation of Drazin inverse
In this section, we present several corollaries which illustrate the use of Theorem 2.2 in develop-
ing specic representations and computational procedures for Drazin inverse and corresponding error
bounds.
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A well-known summability method is called the Euler{Knopp method. A series
P1
n=0 an is said
to be Euler{Knopp summable with parameter > 0 to the value a if the sequence dened by
Sn = 
nX
m=0
mX
j=0

m
j

(1− )m−j jaj;
converge to a. If an = (1− x)n for n = 0; 1; 2; : : : ; then we obtain as the Euler{Knopp transform of
the series
P1
n=0 (1− x)n, the sequence given by
Sn(x) = 
nX
j=0
(1− x) j:
Clearly limn!1 Sn(x) = 1=x uniformly on any compact subsets of the set
E = fx: j1− xj< 1g= fx: 0<x< 2=g:
Since, by Theorem 2.3
( ~A) [1= kADkl+1; kAkl+1 ](0; kAkl+1 ];
if we choose the parameter , 0<< 2 kA k−(l+1) such that (0; kA kl+1 ]E, then we have the
representation
AD = 
1X
n=0
(I − Al+1)nAl: (3.1)
Note that if we set
An = 
nX
j=0
(I − Al+1) jAl; (3.2)
then
A0 = Al; An+1 = (I − Al+1)An + Al: (3.3)
Therefore, we have the following corollary:
Corollary 3.1. Let A 2 Cnn with Ind(A) = k and l>k. Suppose the spectrum of A is real. Then
the sequence fAng dened by (3:3) converges to AD; if 0<< 2= kAkl+1.
For the error bound we note that the sequence of functions fSn(x)g satises
Sn+1(x)x − 1 = (1− x)(Sn(x)x − 1):
Thus,
jSn(x)x − 1j= j1− xjn+1:
If x 2 ( ~A) and 0<< 2= kAkl+1, then we see that
j1− xj6< 1;
where  =maxfj1−  kAkl+1 j; j1−  kADk−(l+1) jg. Therefore,
jSn(x)x − 1j6n+1 ! 0 (n!1): (3.4)
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It follows from (3.4) and Theorem 2.2 that the error bound is
kAn − ADkP
kADkP 6
n+1 + O(): (3.5)
To develop another iterative method, we regard 1=x as the root of the function
s(y) = y−1 − x:
The Newton{Raphson method can be used to approximate this root. This is done by generating a
sequence yn where
yn+1 = yn − s(yn)=s0(yn) = yn(2− xyn)
for suitable y0. Suppose that for > 0 we dene a sequence of functions fSn(x)g by
S0(x) = ; Sn+1(x) = Sn(x)[2− xSn(x)]: (3.6)
Clearly the sequence of functions of (3.6) satises
xSn+1(x)− 1 =−[xSn(x)− 1]2:
Iterating on this equality, we have when 0<< 2= kAkl+1 that
jxSn(x)− 1j= jx − 1j2n62n ! 0 (n!1); (3.7)
where  is the same as above.
The great attraction of the Newton{Raphson method is the generally quadratic nature of the
convergence. Using the above facts in conjunction with Theorem 2.2, we see that the sequence of
fSn( ~A)g dened by
S0( ~A) = I; Sn+1( ~A) = Sn( ~A)[2I − ~ASn( ~A)]
has the property that limn!1 Sn( ~A)Al = AD.
If we set An = Sn( ~A)Al, then
A0 = Al; An+1 = An(2I − AAn): (3.8)
Thus, we have
Corollary 3.2. Let A 2 Cnn with Ind(A) = k and l>k. Suppose the spectrum of A is real. Then;
the sequence fAng determined by (3:8) converges to AD; where 0<< 2= kA kl+1. Furthermore;
the error bound is
kAn − ADkP
kADkP 6
2n +O(): (3.9)
The limit expression of the Drazin inverse was rst given by Meyer [11], that is, for every
l>k = Ind(A),
AD = lim
t!0+
(tI + Al+1)−1Al (3.10)
holds.
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If we set St(x) = (t + x)−1 (t > 0), then we have an error bound for this method, note that for
x 2 ( ~A) we can deduce that
jxSt(x)− 1j= tx + t6
t
kADk−(l+1) +t =
kADkl+1 t
1+ kADkl+1 t :
Therefore, from Theorem 2.2 we conclude that
Corollary 3.3. Let A 2 Cnn with Ind(A) = k. Suppose the spectrum of A is real. Then for l>k,
t > 0, the following holds:
k(tI + Al+1)−1Al − ADkP
kADkP 6
kADkl+1 t
1+ kADkl+1 t +O(): (3.11)
All of the corollaries we have considered so far were based on approximating the function f(x)=
1=x. Next, we will use Theorem 2.2 and Newton{Gregory interpolation to the function f(x)=1=x to
generate iterative methods for computing AD and obtain the corresponding asymptotic error bounds.
Let pn(x) denote the unique polynomial of degree n which interpolates the function f(x)=1=x at
the points x=1; 2; : : : ; n+1, then the Newton{Gregory interpolation formula gives the representation
pn(x) =
nX
j=0

x − 1
j

4j f(1); (3.12)
where 4 is the forward dierence operator dened by
4f(x) = f(x + 1)− f(x); 4jf(x) =4(4j−1f)(x)
and 
x
0

= 1;

x − 1
j

=
(x − 1)(x − 2)    (x − j)
j
:
It is not hard to see that if f(x) = 1=x, then 4jf(1) = (−1)j=(j + 1). A routine calculation now
shows that the interpolating polynomial is given by
pn(x) =
nX
j=0
1
j + 1
j−1Y
l=0

1− x
l+ 1

; (3.13)
where the product from 0 to −1 is, by convention, taken to be 1.
It is an easy matter to verify that 1− xpn(x) =Qnl=0(1− (x=(l+ 1))).
Lemma 3.4. The polynomials fpn(x)g satisfy
lim
n!1pn(x) = x
−1 (3.14)
uniformly on any compact subset of (0;1).
Proof. The proof is analogous to that of Groetsch and Jacobs [7].
It follows from Theorem 2.2 and Lemma 3.4 that
AD = lim
n!1pn(
~A)Al; l>k:
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In order to phrase this result in a form which is more convenient for computation we note that
p0(x) = 1 and
pn+1(x) =pn(x) +
1
n+ 2
nY
l=0

1− x
l+ 1

=pn(x) +
1
n+ 2
[1− xpn(x)]:
Therefore, if setting An = pn( ~A)Al, we see that the following iterative method for computing the
Drazin inverse AD:
A0 = Al; An+1 = pn+1( ~A)Al = An +
A0
n+ 2
(I − AAn): (3.15)
Hence, we may state
Corollary 3.5. Let A 2 Cnn with Ind(A)= k, and ~A=Al+1jR(Ak ) for l>k. Suppose the spectrum of
A is real. Then; the sequence dened by (3:15) converges to AD.
To present an asymptotic error bound for this method, note that for
x 2 ( ~A) [1= kADkl+1; kAkl+1 ]
and for l>L= [ kADkl+1 ], we have
1− x
l+ 1
6exp

− x
l+ 1

for all x 2 ( ~A):
Therefore,
nY
l=L

1− x
l+ 1

6exp
 
−x
nX
l=L
1
l+ 1
!
; n>L:
Also,
nX
l=L
1
l+ 1
>
Z n+2
L+1
dt
t
= ln(n+ 2)− ln(L+ 1)
and hence
exp
 
−x
nX
l=L
1
l+ 1
!
6(L+ 1)x(n+ 2)−x = (1+ kAkl+1)x(n+ 2)−x:
If set the constant c be
c = max
x2( ~A)
(1+ kAkl+1)x
L−1Y
l=0

1− x
l+ 1
 ; (3.16)
then
j1− xpn(x)j=

L−1Y
l=0

1− x
l+ 1


nY
l=L

1− x
l+ 1
6c(n+ 2)−x: (3.17)
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It follows from Theorem 2.2 that
kAn − ADkP
kADkP 6c(n+ 2)
−kADk−(l+1) + O(); (3.18)
for n suciently large.
We now take the natural next step of approximating the Drazin inverse AD by Hermite interpolation
to the function f(x) = 1=x and its asymptotic error bound.
We seek the unique polynomial qn(x) of degree 2n+ 1 which satises
qn(i) = 1=i; q0n(i) =−1=i2 (i = 1; 2; : : : ; n+ 1)
then the Hermite interpolation formula yields the representation
qn(x) =
nX
i=0
[2(i + 1)− x]
iY
l=1

1− x
1 + l
2
:
Here the product from 1 to 0 is, by convention, taken to be 1.
An easy inductive argument gives 1− xqn(x) =Qnl=0(1− (x=(l+ 1)))2.
Lemma 3.6. The polynomials fqn(x)g satisfy
lim
n!1 qn(x) = 1=x (3.19)
uniformly on any compact subset in (0;1).
Proof. The proof is analogous to that of Groetsch and Jacobs [7].
It follows from Theorem 2.2 and Lemma 3.6 that AD = limn!1 qn( ~A)Al; l>k: Let
q0(x) = 2− x;
qn+1(x) = qn(x) + [2(n+ 2)− x]
n+1Y
l=1

l− x
l+ 1
2
= qn(x) + [2(n+ 2)− x]
nY
l=0

1 + l− x
1 + l
2,
(n+ 2)2
= qn(x) +
1
n+ 2

2− x
n+ 2

[1− xqn(x)]
and
An = qn( ~A)Al:
We can deduce the iterative method for computing the Drazin inverse AD,
M = Al; A0 = (2I −MA)M; An+1 = An + 1n+ 2

2I − 1
n+ 2
MA

M (I − AAn): (3.20)
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Corollary 3.7. Let A 2 Cnn with Ind(A)= k; and ~A=Al+1jR(Ak ) for l>k. Suppose the spectrum of
A is real. Then; the sequence fAng dened by (3:20) converges to AD.
Also, we can establish the error bound which is similar to Newton{Gregory interpolation method
as follows:
nY
l=L

1− x
l+ 1
2
6(1+ kAkl+1)2x(n+ 2)−2x:
Set constant
d= max
x2( ~A)
(1+ kAkl+1)2x
L−1Y
l=L

1− x
l+ 1
2 ; (3.21)
then
j1− xqn(x)j =

L−1Y
l=0

1− x
l+ 1
2

nY
l=L

1− x
l+ 1
2
6 d(n+ 2)−2x:
By Theorem 2.2, we arrive at
kAn − ADkP
kADkP 6d(n+ 2)
−2kADk−(l+1) + O(); (3.22)
for suciently large n.
4. Numerical examples
In this section we use the iterative algorithms developed in Section 3 to compute the Drazin
inverses of four singular matrices. The rst three are taken from [2], whose indices are greater than
1 and whose spectrums are nonnegative.
First, we consider the following singular M-matrix:
A1 =
2
66666664
1 −1 0 0 0 0
−1 1 0 0 0 0
−1 −1 1 −1 0 0
−1 −1 −1 1 0 0
−1 −1 −1 0 2 −1
−1 −1 0 −1 −1 2
3
77777775
:
Observe that (A1) = f0; 0; 1; 2; 2; 3g and index k =2. So we can choose =0:001 and l=2. Using
the Newton{Raphson iterative formula (3.8), we obtain, after 15 iterations, that
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AD1 =
2
66666664
0:25000000000000 −0:25000000000000 0
−0:25000000000000 0:25000000000000 0
0 0 0:25000000000000
0 0 −0:25000000000000
0 0 −0:41666666666666
0 0 −0:58333333333333
0 0 0
0 0 0
−0:25000000000000 0 0
0:25000000000000 0 0
−0:58333333333333 0:66666666666666 0:33333333333333
−0:41666666666666 0:33333333333333 0:66666666666666
3
77777775
:
The exact Drazin inverse is given by
2
6666666666664
1
4 − 14 0 0 0 0
− 14 14 0 0 0 0
0 0 14 − 14 0 0
0 0 − 14 14 0 0
0 0 − 512 − 712 23 13
0 0 − 712 − 512 13 23
3
7777777777775
:
As for the Euler{Knopp transform (3.3), Newton{Gregory interpolation (3.15) and an Hermite in-
terpolation (3.20) for the approximation for the Drazin inverse of A1; it will take us 29697 iterations,
27 iterations and 578 iterations, respectively.
As a second example, we again consider a singular M -matrix, this time of index k = 4:
A2 =
2
666666666664
1:0 −1:0 0 0 0 0 0 0
−1:0 1:0 0 0 0 0 0 0
−1:0 −1:0 1:0 −1:0 0 0 0 0
−1:0 −1:0 −1:0 1:0 0 0 0 0
0 0 0 0 1:0 −1:0 −1:0 −1:0
0 0 0 0 −1:0 1:0 −1:0 −1:0
0 0 0 −1:0 0 0 1:0 −1:0
0 0 0 0 0 0 −1:0 1:0
3
777777777775
:
Here (A2)=f0; 0; 0; 0; 2; 2; 2; 2g. With =0:001 and l=4 in the Newton{Raphson iterative algorithm
(3.8) we get after 11 iterations that
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AD2 =
2
666666666664
0:25000000000000 −0:25000000000000 0
−0:25000000000000 0:25000000000000 0
0 0 0:25000000000000
0 0 −0:25000000000000
0 0 −0:06250000000000
0 0 −0:06250000000000
0:06250000000000 0:06250000000000 −0:06250000000000
−0:06250000000000 −0:06250000000000 0:18750000000000
0 0 0
0 0 0
−0:25000000000000 0 0
0:25000000000000 0 0
0:06250000000000 0:25000000000000 −0:25000000000000
0:06250000000000 −0:25000000000000 0:25000000000000
−0:06250000000000 0 0
−0:06250000000000 0 0
0 0
0 0
0 0
0 0
0 0
0 0
0:25000000000000 −0:25000000000000
−0:25000000000000 0:25000000000000
3
777777777775
:
The exact Drazin inverse is given here by2
6666666666666666664
1
4 − 14 0 0 0 0 0 0
− 14 14 0 0 0 0 0 0
0 0 14 − 14 0 0 0 0
0 0 − 14 14 0 0 0 0
0 0 − 116 116 14 − 14 0 0
0 0 − 116 116 − 14 14 0 0
1
16
1
16 − 116 − 116 0 0 14 − 14
− 116 − 116 316 − 116 0 0 − 14 14
3
7777777777777777775
:
Also, we can use the Euler{Knopp transform (3.3), Newton{Gregory interpolation (3.15) and an
Hermite interpolation (3.20) to calculate the Drazin inverse of A2; we should take 1130 iterations,
57 iterations and 32 iterations, respectively.
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Next, we consider a singular matrix A with index k = 3.
A3 =
2
6666666664
5 −1 −1 −1 −1 0 −1
1 3 −1 −1 −1 0 −1
0 0 3 −1 −1 0 −1
0 0 1 1 −1 0 −1
0 0 0 0 1 0 −1
0 0 0 0 1 0 −1
0 0 0 0 0 1 −1
3
7777777775
:
Here (A3)=f0; 0; 0; 2; 2; 4; 4g, so we can take =0:0001 and l=3. Then, using the Newton{Raphson
iterative algorithm (3.8), after 15 iterations that
AD3 =
2
6666666664
0:18750000000 0:06250000000 0:00000000000 0:25000000000
−0:06250000000 0:31250000000 0:00000000000 0:25000000000
0 0 0:25000000000 0:25000000000
0 0 −0:25000000000 0:75000000000
0 0 0 0
0 0 0 0
0 0 0 0
−0:50000000000 0 0
−0:50000000000 0 0
−0:50000000000 0 0
−0:50000000000 0 0
0 0 0
0 0 0
0 0 0
3
7777777775
:
The exact value is
2
6666666664
3
16
1
16 0
1
4 − 12 0 0
− 116 516 0 14 − 12 0 0
0 0 14
1
4 − 12 0 0
0 0 − 14 34 − 12 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
3
7777777775
:
Similarly, using the Euler{Knopp transform (3.3), Newton{Gregory interpolation (3.15) and an
Hermite interpolation (3.20), after 1681 iterations, 260 iterations and 256 iterations, respectively, we
can obtain the approximation of the Drazin inverse of A3.
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Finally, we consider another singular matrix A with index k =4, which has negative eigenvalues.
A4 =
2
666666666664
3 −1 −1 −1 1 −3 1 2
3 −1 −1 −1 1 −3 1 2
2 0 −1 −1 1 −3 1 2
1 0 0 −1 1 −3 1 2
0 0 0 0 1 −3 1 2
0 0 0 0 0 −2 1 2
0 0 0 0 0 0 −1 2
0 0 0 0 0 0 0 1
3
777777777775
:
Here (A4) = f0; 0; 0; 0; 1; 1;−1;−2g, so we can take = 0:001 and l= 5. Then, using the Newton{
Raphson iterative algorithm (3.8), after 16 iteration that
AD4 =
2
666666666664
0:00000000000 0:00000000000 0:00000000000 0:00000000000
0:00000000000 0:00000000000 0:00000000000 0:00000000000
0:00000000000 0:00000000000 0:00000000000 0:00000000000
0:00000000000 0:00000000000 0:00000000000 0:00000000000
0:00000000000 0:00000000000 0:00000000000 0:00000000000
0:00000000000 0:00000000000 0:00000000000 0:00000000000
0:00000000000 0:00000000000 0:00000000000 0:00000000000
0:00000000000 0:00000000000 0:00000000000 0:00000000000
1:00000000000 −1:50000000000 −0:50000000000 2:0000000000
1:00000000000 −1:50000000000 −0:50000000000 2:0000000000
1:00000000000 −1:50000000000 −0:50000000000 2:0000000000
1:00000000000 −1:50000000000 −0:50000000000 2:0000000000
1:00000000000 −1:50000000000 −0:50000000000 2:0000000000
0:00000000000 −0:50000000000 −0:50000000000 2:0000000000
0:00000000000 0:00000000000 −1:00000000000 2:0000000000
0:00000000000 0:00000000000 0:00000000000 1:0000000000
3
777777777775
:
The exact Drazin inverse is2
666666666666664
0 0 0 0 1 − 32 − 12 2
0 0 0 0 1 − 32 − 12 2
0 0 0 0 1 − 32 − 12 2
0 0 0 0 1 − 32 − 12 2
0 0 0 0 1 − 32 − 12 2
0 0 0 0 0 − 12 − 12 2
0 0 0 0 0 0 −1 2
0 0 0 0 0 0 0 1
3
777777777777775
:
If we make use of the Euler{Knopp transform (3.3) and Newton{Gregory interpolation (3.15),
then we have to take 20 714 iterations and 49 602 iterations for the approximation of the Drazin
inverse of A4; respectively.
430 Y. Wei, H. Wu / Journal of Computational and Applied Mathematics 126 (2000) 417{432
5. Application to the singular linear equations
In this paper, the representation and approximations for Drazin inverse of matrices are developed.
We concluded this paper by noticing that with minor modications, we can adapt the iterative
procedures in Section 3 to compute the singular linear equations Ax = b.
From [15,19] we know that for given A 2 Cnn with Ind(A) = k, x = ADb + (I − ADA)z, z 2
R(Ak−1)+N(A) is the general solution of Ax=b, b 2 R(Ak); on the other hand, x=ADb+(I−ADA)z,
z 2 R(Ak−1) +N(A) is a generalized least-squares solution of Ax = b, b 62 R(Ak). Here ADb is
called the Drazin inverse solution and I − ADA is called the eigenprojection [2].
For example, we consider the singular linear equations
Ax = b; b 2 R(A2); Ind(A) = 2; (5.1)
where
A=
2
664
2 4 6 5
1 4 5 4
0 −1 −1 0
−1 −2 −3 −3
3
775 ; b=
2
664
8
7
−3
−3
3
775 and (A) = f0; 0; 1; 1g:
We may choose the Newton{Raphson iterative formula (3.8) which will take 16 iterations for the
approximation of the Drazin inverse of A;
AD =
2
664
2:99999999999924 −1:000000000080 1:99999999999803
1:99999999999921 0:9999999999916 2:99999999999795
−0:9999999999993 0:0000000000009 −0:9999999999979
−0:9999999999928 0:0000000000075 −0:9999999999816
1:99999999999803
2:99999999999795
−0:9999999999979
−0:9999999999816
3
775 :
The exact value of AD (see [1, p. 132] and [15]) is
2
664
3 −1 2 2
2 1 3 3
−1 0 −1 −1
−1 0 −1 −1
3
775 :
After that, we can obtain the Drazin inverse solution ADb and the eigenprojection I −ADA imme-
diately, i.e.,
ADb=
2
664
5:00000000000008
5:00000000000008
−2:0000000000002
−2:0000000000007
3
775
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and
I − ADA=
2
664
−1:9999999999933 −1:9999999999931 −4:9999999999830
−1:9999999999930 −1:9999999999928 −4:9999999999823
0:99999999999928 0:99999999999925 2:99999999999816
1:00000000000002 1:00000000000003 2:00000000000007
−4:9999999999830
−4:9999999999823
1:99999999999816
3:00000000000007
3
775 :
Then the general solution of (5.1) is presented by ADb+ (I − ADA)z; where z 2 R(A) + N (A):
Acknowledgements
We would like to thank the referee for his=her constructive suggestions.
References
[1] S.L. Campbell, C.D. Meyer, Generalized Inverses of Linear Transformations, Pitman, London, 1979; Dover,
New York, 1991.
[2] J.J. Climent, M. Neumann, A. Sidi, A semi-iterative method for real spectrum singular linear systems with an
arbitrary index, J. Comput. Applied Math. 87 (1997) 21{38.
[3] J. Demmel, Computing stable eigendecompositions of matrices, Linear Algebra Appl. 19 (1986) 163{193.
[4] M.P. Drazin, Pseudoinverses in associative rings and semigroups, Amer. Math. Monthly 65 (1958) 506{514.
[5] M. Eiermann, I. Marek, W. Niethammer, On the solution of singular systems of algebraic equations by semiiterative
methods, Numer. Math. 53 (1988) 265{283.
[6] G.H. Gloub, J.H. Wilkinson, Ill-conditioned eigensystems and the computation of the Jordan canonical form, SIAM
Rev. 18 (1976) 578{619.
[7] C.W. Groetsch, B.J. Jacobs, Iterative methods for generalized inverses based on functional interpolation, in: S.L.
Campbell (Ed.), Recent Applications of Generalized Inverses, Academic Press, New York, 1982, pp. 220{232.
[8] R.E. Hartwig, J. Levine, Applications of Drazin inverse to the Hill cryptographic systems, Part III, Cryptologia 5
(1981) 67{77.
[9] B. Kagstrom, A. Ruhe, An algorithm for numerical computation of the Jordan normal form of a complex matrix,
ACM Trans. Math. Software 6 (1980) 398{419.
[10] T.Y. Li, Z.N. Zhang, T.J. Wang, Determining the structure of the Jordan Normal form of a matrix by symbolic
computation, Linear Algebra Appl. 252 (1997) 221{259.
[11] C.D. Meyer, Limits and the index of a square matrix, SIAM J. Appl. Math. 26 (1974) 469{478.
[12] B. Simeon, C. Fuhrer, P. Rentrop, The Drazin inverse in multibody system dynamics, Numer. Math. 64 (1993)
521{539.
[13] R. Walter, Functional Analysis, McGraw-Hill, New York, 1973.
[14] Y.M. Wei, A characterization and representation of the Drazin inverse, SIAM J. Matrix Anal. Appl. 17 (1996)
744{747.
[15] Y.M. Wei, Index splitting for the Drazin inverse and the singular linear systems, Appl. Math. Comput. 95 (1998)
115{124.
[16] Y.M. Wei, The Drazin inverse of a 2 2 block matrix, Linear Multilinear Algebra 45 (1998) 131{146.
[17] Y.M. Wei, On the perturbation of the group inverse and oblique projection, Appl. Math. Comput. 98 (1999) 29{42.
432 Y. Wei, H. Wu / Journal of Computational and Applied Mathematics 126 (2000) 417{432
[18] Y.M. Wei, G.R. Wang, The perturbation theory for the Drazin inverse and its applications, Linear Algebra Appl.
258 (1997) 179{186.
[19] Y.M. Wei, H.B. Wu, Convergence properties Krylov Subspace methods for singular linear systems with arbitrary
index, J. Comput. Appl. Math. 114 (2000) 305{318.
[20] Y.M. Wei, H.B. Wu, On the perturbation of Drazin inverse and oblique projection, Appl. Math. Lett. 13 (2000)
77{83.
[21] Y.M. Wei, Perturbation analysis of singular linear systems with index one, International J. Comput. Math. 74 (2000)
no. 4.
[22] Y.M. Wei, Successive matrix squaring algorithm for computing the Drazin inverse, Appl. Math. Comput. 108 (2000)
67{75.
[23] Y.M. Wei, The Drazin inverse of updating of a square matrix with application to perturbation formula, Appl. Math.
Comput. 108 (2000) 77{83.
