Abstract. This paper compares the performance of penalty and Lagrange multiplier approaches for the necessary unit-length constraint in the computation of liquid crystal equilibrium configurations. Building on previous work in [SIAM J. Sci. Comput., 37 (2015), pp. S157-S176; SIAM J. Numer. Anal., 53 (2015), pp. 2226-2254, the penalty method is derived and well-posedness of the linearizations within the nonlinear iteration is discussed. In addition, the paper considers the effects of tailored trust-region methods in the context of finite-element discretizations and nested iteration for both formulations. Such methods are aimed at increasing the efficiency and robustness of each algorithm's nonlinear iterations. Three representative elastic equilibrium problems are considered to examine each method's performance. The first two configurations have analytical expressions for their exact solutions and, therefore, convergence to the true solution is considered. The third problem considers complicated boundary conditions, relevant in ongoing research, simulating surface nano-patterning. Finally, a novel multigrid scheme is introduced and tested for electrically and flexoelectrically coupled models to establish scalability for highly complicated applications. The Lagrange multiplier method is found to outperform the penalty method in a number of measures, the developed trust regions are shown to improve robustness, and nested iteration proves highly effective at reducing computational costs.
1. Introduction. Liquid crystals are substances that possess mesophases with characteristics spanning those of isotropic liquids and solid crystals. That is, liquid crystals are fluid yet exhibit long-range structured ordering. This paper considers nematic liquid crystals which consist of rod-like molecules whose average pointwise orientation is represented by a vector, n(x, y, z) = (n 1 , n 2 , n 3 )
T . This orientation vector is known as the director and is assumed to be headless for nematics. Therefore, n and −n are indistinguishable at any point in the domain, Ω, due to molecular symmetry. An important constraint on the director vector field is that n remain of unit length pointwise throughout Ω. Thorough overviews of liquid crystal physics are found in [21, 55, 59] .
The deformable ordering of liquid crystal structures, coupled with the materials' birefringent and dielectric properties, has led to many important applications and discoveries, most famously in display technologies. Additional modern applica-
where ∇x represents the standard differential operator forΩ. Foundational theoretical work establishing the existence of minimizing director fields for this energy model is considered in [31] . Note that if κ = 1, Z is reduced to the identity and the energy becomes a Div-Curl system. The Frank constants may be determined experimentally for different liquid crystal types, are often anisotropic (i.e.,K 1 =K 2 =K 3 ), and may depend on temperature [21] .
The one-constant approximation such thatK 1 =K 2 =K 3 is a widely applied simplification of (2.1) discussed in [16, 28, 43, 44, 51, 55] . This simplification significantly reduces the complexity of the elastic free-energy functional for both theoretical analysis and computational simulation. While this approximation is accurate in many scenarios, it neglects anisotropic physical characteristics, which play major roles in liquid crystal phenomena [7, 38] . Therefore, both the penalty and Lagrange multiplier methods considered below do not rely on as strong an assumption, and the computational results address configurations where anisotropy is important.
Penalty and Lagrange multiplier energy minimization.
The admissible equilibrium state for a liquid crystal sample is one that minimizes the system free energy in (2.1), subject to the local constraint (n, n) = 1. Here, we discuss two energy-minimization approaches that impose this constraint via a penalty method or with Lagrange multipliers. First, let σ be a fixed length scale and K represent a characteristic Frank constant. To nondimensionalize the elastic free energy in (2.1), we apply the spatial change of variables,x = σx, divide the free energy by σK, and define nondimensional Frank constants, K i =K i K , i = 1, 2, 3. Note that the change of variables also scales derivatives. Thus, to compute free-energy minimizing configurations, we define the nondimensionalized functional
on a dimensionless domain Ω with dimensionless differential operator ∇. Throughout this paper, we will make use of the spaces
as well as 
Lagrange multiplier formulation.
For this approach, the pointwise unitlength constraint is imposed by a continuous Lagrange multiplier. Following [1, 2] , the Lagrangian is defined as
where we assume that λ ∈ L 2 (Ω). Note that while this technical assumption is widely suitable in physical applications and used in the theoretical developments of this paper, nematic configurations exist, for instance, those containing defects, where the square integrability assumption on λ is not satisfied. The Lagrangian above has been nondimensionalized in the same fashion as the free-energy functional. In dimensional form, the Lagrange multiplier,λ, is a pressure term. The dimensionless Lagrange multiplier in (2.3) is defined to be λ = σ 2λ K . First-order optimality conditions, given by
are derived and linearized to yield the Newton update equations
where each of the system components is evaluated at the current approximations n k and λ k , while δn = n k+1 − n k and δλ = λ k+1 − λ k are the desired updates to these approximations. The matrix-vector multiplication indicates the direction that the derivatives in the Hessian are taken. That is,
where the partials denote Gâteaux derivatives in the respective variables. The above system represents a linearized variational system for which we seek solutions δn and δλ. The complete system is found in [2] .
where ζ > 0 represents a constant weight, penalizing deviations of the solution from the unit-length constraint. Thus, in the limit of large ζ values, unconstrained minimization of (2.5) is equivalent to the constrained minimization of (2.2). In dimensional form, similar to the Lagrange multiplier,ζ represents a pressure. Using ζ = σ 2ζ K , the functional in (2.5) has been nondimensionalized in the same way as the Lagrangian. In order to minimize P(n), we compute the Gâteaux derivative of P(n) with respect to n in the direction v ∈ H DC 0 (Ω). Hence, the first-order optimality condition is
Computation of this derivative yields the variational problem
As with the Lagrangian formulation, the variational problem above contains nonlinearities. Therefore, Newton iterations are again applied, requiring computation of the second-order Gâteaux derivative with respect to n. The Newton linearizations are written
Completing (2.6) with the above second-order derivative computation yields a linearized variational system to be solved for δn.
3. Well-posedness of the penalty Newton linearizations. Existence and uniqueness of solutions to the discrete form of the linearization systems described in (2.4) are established in [2] under reasonable assumptions. These results are readily adapted to the discrete form of the penalty method linearizations in (2.6) [5] .
Let a(δn, v) denote the bilinear form defined in (2.7) for fixed n k and let F (v) be the linear functional on the right-hand side of the linearization in (2.6). Using finite elements to approximate the desired update, δn, and considering a discrete space V h ⊂ H DC 0 (Ω) yields the discrete linearized system to find δn h ∈ V h such that
Throughout the rest of this section, the developed theory applies exclusively to discrete spaces. Therefore, except when necessary for clarity, we drop the subscript h along with the notation, δn. For instance, we write a (u, v) While the assumption above and the theory below explicitly concern full Dirichlet boundary conditions, the theory is equally valid for mixed Dirichlet and periodic boundary conditions on a rectangular domain.
In order to establish well-posedness of (3.1), we show that the functional, F (v), is continuous and that the bilinear form, a(u, v), is continuous and coercive. Here, the lemmas are stated without proof, as they are similar to those in [2] . For full details, see [5] .
Following the theory established in [2] , two coercivity lemmas for a(u, v) are given. The first addresses the case when κ = 1. The second considers coercivity when κ lies in a neighborhood of unity, κ ∈ (1 − 2 , 1 + 1 ). Let α 0 > 0 be the coercivity constant from [2, Lemma 3.7] .
Lemma 3.4. Under Assumption 3.1, if κ = 1 and
is coercive for κ = 1 if ζ is not so large in comparison to the pointwise lower bound on the director length as to overwhelm α 0 .
The assumption that κ = 1 can be loosened to include additional anisotropy and retain coercivity of a(u, v).
The following extends the results of [2, Lemma 3.8] to the penalty method.
Lemma 3.5 (small data). Under Assumption 3.1, if
The above lemmas allow for the formulation of the following summary theorem. Theorem 3.6. Under Assumption 3.1, if the conditions of Lemmas 3.4 or 3.5 are satisfied, the discrete variational problem in (3.1) is well-posed.
Proof. Lemmas 3.2 and 3.3 imply that F (v) and a(u, v) are continuous, respectively. Lemmas 3.4 or 3.5 imply that a(u, v) is coercive. Therefore, by the Lax-Milgram theorem [12] , (3.1) is a well-posed discrete variational problem.
Therefore, the discretization of the linearizations arising in the penalty method are always well-posed under the assumption of small anisotropy in the system coefficients and sufficient conformance to the unit-length constraint. Note that the closer α is to unity, the larger ζ may be while still maintaining coercivity in the theoretical analysis.
In the penalty approach, ζ must also be chosen appropriately to achieve accurate representation of the unit-length constraint. As discussed above, in dimensional form, the penalty parameter represents a constant pressure term energetically penalizing deviations from the unit-length constraint. If ζ is too small, constraint conformance becomes poor and the functional minimum does not accurately represent the constrained minimum. Alternatively, if ζ is too large, the solvability of the intermediate Downloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php variational systems degrades. In the theoretical analysis, the neighborhood admitting coercivity around κ = 1 shrinks. Furthermore, as ζ grows, the associated linear systems become increasingly ill-conditioned and the interaction between the penalty and elastic free-energy terms becomes progressively more imbalanced. Related effects contributing to ill-conditioning are often observed in Ginzburg-Landau-type penalty approaches and certain applications of Landau-de Gennes models [8, 9, 48] . On the other hand, the proof of well-posedness does not require establishing an inf-sup condition that necessitates subtle choices of finite-element spaces, as used for the Lagrange multiplier approach in [2, 33] .
In the numerical implementation to follow, no special effort was made to ensure solvability, and few ill effects are seen at large values of ζ, especially in the presence of trust regions. Nonetheless, if the need arose, a bootstrap algorithm for the penalty weight could be implemented. The size of ζ can also affect convergence of the nonlinear iterations. In previous work concerning static liquid crystal configurations in the context of a least-squares finite-element approach, the unit-length constraint was essentially enforced via a penalty method [6] . In this framework, large weights were needed to ensure constraint conformance, which subsequently influenced nonlinear convergence. Such behavior is also expected in the context of energy minimization when large penalty weights are necessary.
Robust Newton step methods.
The Newton method applied to the Lagrange multiplier formulation discussed in [1, 2] employs naïve damped Newton stepping. That is, for a computed Newton update direction, δn, a constant damping factor, 0 < ω ≤ 1, is applied such that the new iterate is given as n k+1 = n k + ωδn. Such an approach aims to improve convergence robustness when dealing with an inaccurate initial guess on coarse grids. However, this procedure may miss opportunities to take larger steps in "good" descent directions that effectively reduce the free energy.
Trust-region techniques are specifically designed to improve the robustness and efficiency of iterative procedures such as Newton's method. Updates are confined to a neighborhood, known as a trust region, where the accuracy of the linearized first-order optimality conditions is "trusted." These neighborhoods are expanded or contracted based on a measure of the model fidelity for a computed update. Significant research has produced both theoretical support and practical applications of such techniques [49] . This section discusses adaptations of constrained and unconstrained trust-region methods for the Lagrangian and penalty approaches discussed in section 2. These methods are unintrusive and seamlessly integrate into the energy-minimization framework above. For a general overview of trust-region methods, see [49] .
4.1. Trust-region approaches for the penalty formulation. Using the penalty functional in (2.5), the desired energy minimization is unconstrained. For this subsection, we denote the discretized forms of
as U k and f k , respectively. The quadratic model of the penalty functional, for a given n k , is written
As a consequence of the well-posedness theory in section 3, the matrix U k is positive definite for each iteration. Therefore, we follow the methodology in [15, 53] , computing steps by solving a trust-region minimization problem. Downloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
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We seek an efficiently computable correction, δn, that approximately minimizes the model in (4.1). In the following, we introduce two approaches to computing step length and direction for this problem. The performance of these techniques is vetted in the numerical experiments below.
Damped Newton stepping is equivalent to taking a small step in the descent direction, −U −1 k f k . This is an effective means of finding energy-minimizing solutions for both the penalty and Lagrangian methods. Therefore, in the first approach, a simple step selection technique is used in which the step is chosen satisfying the constrained minimization problem
where Δ k indicates the trust-region radius for iterate n k . Candidate solutions of (4.2) are easily computed to be −U −1 k f k , the full Newton step, which may or may not be inside the trust region, and ±
k f k , representing steps to the trust region boundary.
An important aspect of trust-region methods is the adjustment of the trust-region radius and application of a computed step. This typically involves a measure of a computed step's merit. For a computed step, δn, we calculate the ratio,
of the actual to the predicted reduction in P due to the computed step. The closer ρ k is to 1, the more accurately the quadratic model behavior matches that of the true functional.
If the ratio, ρ k , is deemed acceptable, the step is applied and the trust region expands, remains static, or shrinks depending on the specific value of ρ k . If ρ k is too small, the step is rejected, the trust-region radius is shrunk, and the process is repeated. To quantify, let 0 < η 3 < η 1 < η 2 be positive constants, along with 0 < C 1 < 1 < C 3 . Further, letΔ be a maximum limit on the trust-region size. Using these parameters, the specific decision trees for accepting a step and subsequently adjusting the trust region are given in Procedures 1 and 2, respectively.
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For our algorithm, if the components of the ratio, ρ k , are very small and the computed step lies on the interior of the trust region, representing a full step toward satisfying the first-order optimality conditions, we choose to apply the step regardless of ρ k and the trust region remains static. In this way, the trust-region minimization approach is used until we trust in the application of full Newton steps to obtain the first-order optimality conditions. A set of typical values for the trust-region parameters above are listed in Table 1 and used in the numerical methods below.
A number of well-founded techniques improving trust-region step selection exist, including dogleg and 2D subspace methods [15, 25, 49] . Because the 2D subspace method subsumes both the simple step selection approach above and dogleg methods, it is chosen as the alternative step selection computation here. Steps are computed by solving
Again, the candidate solutions for (4.3) are efficiently computable, amounting to solving for the zeroes of a fourth-order polynomial.
A renormalization penalty method.
In addition to the standard penalty method discussed above, a modification is also considered in the numerical experiments below. Once the approximation to the solution has been updated with a computed and accepted step, the new approximation is renormalized at the finite-element nodes. That is, the updated approximation is projected onto the unit sphere at each finite-element node. In this way, the lower bound in Assumption 3.1, α, remains closer to unity, allowing for larger penalty weights. This procedure is similar to that presented in [28] for a discrete Lagrange multiplier formulation. There, the approach is derived within a nullspace method framework. Here, renormalization is applied to the penalty method, with and without trust regions and NI.
This renormalization aims at improving unit-length conformance for solutions computed by the penalty method. The expectation is that this will lead to enhanced constraint conformance at lower penalty weights. However, unless the renormalization scaling is relatively uniform across nodes, the Newton direction may be significantly altered. Throughout this paper, this modification will be referred to as the "renormalization" penalty method.
A trust-region method for the Lagrange multiplier formulation.
Applications of trust-region techniques to optimization problems with nonlinear constraints have also been developed. However, certain challenges arise in the theory and practical use of such methods [46] . Here, we consider existing trust-region approaches Downloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php B59 in the context of finite-element methods. For this subsection, let W k be the matrix associated with a finite-element discretization of the second-order derivative of (2.2) (i.e., the functional without the Lagrange multiplier term), given by
For the trust-region approach, write the constraint
The Gâteaux derivative of (4.4) is
Finally, let c k be the column vector representing the finite-element discretized form of (4.5) at iterate n k .
One of the significant advantages of finite-element discretizations is the inherent sparsity of the resulting matrices. Trust-region algorithms in the Byrd-Omojokun family [14, 50, 56] require computation of the generally nonsparse matrix N k , whose columns form an orthonormal basis for the orthogonal complement of c k , as well as the formation and inversion of the matrix
is not sparse and quite large, as W k has dimension m×m and N k is m×(m−1), where m is the number of discretization degrees of freedom for n. Storage and computation with these dense matrices proves to be prohibitive, even on relatively small grids. Therefore, any advantages garnered by the use of these trust regions is outweighed by loss of the finite-element sparsity. Similarly, trust-region methods based on the fundamental work in [58] suffer from sparsity fill-in issues for large matrices in the context of finite-element methods.
To preserve sparsity properties, while still maintaining some advantages of a trustregion approach, we implement a simple trust-region method specifically fitted to the Lagrange multiplier formulation of the minimization problem. For the Lagrange multiplier approach in section 2.2, we compute a Newton update direction, δχ = [δn δλ]
T . This update is meant to bring n k and λ k closer to satisfying the first-order optimality conditions. Let L 0 (n k , λ k ) represent the finite-element discretized form of the right-hand side of (2.4) for n k and λ k . Define the proportions w k and w lim such that 0 < w lim ≤ w k ≤ 1, where w lim is a lower bound for w k . For a given step, w k δχ, the expected change in |L 0 (n k , λ k )| is equal to w k |L 0 (n k , λ k )|. Therefore, we define the ratio
This ratio compares the change in L 0 (n, λ) predicted by the linearized model to the true change in L 0 (n, λ) for a computed step.
Let 0 < η 2 < η 1 and w inc , w dec ∈ (0, 1]. Since w k is a scaling factor, rather than a radius length, step selection and trust-region adjustment differ slightly from the procedures discussed above and are given in Procedures 3 
It is assumed that this domain represents a uniform slab. That is, the vector n may have nonzero z-component but ∂n ∂z = 0. Thus, the nondimensional free energies reported in this section are free energies per dimensionless unit-length in the z-direction. Dirichlet boundary conditions are applied at the y-edges and periodic boundary conditions are assumed at the boundaries x = 0 and x = 1. The experiments to follow consider an 8 × 8 coarse mesh ascending in six uniform refinements to a 512 × 512 mesh.
For the numerical experiments, each of the trust-region methods discussed above is applied. For the penalty trust-region methods, the initial trust-region radius is set to Δ init . At each refinement level, the trust-region radius is reset to Δ init plus an incremental increase, Δ inc , with a maximum ofΔ. The Lagrangian trust-region approach sets the initial value of w k to w init . After each refinement, w k is reset to w init plus w lev , up to a maximum of 1. These increments are due to the increasing accuracy of the iterates at each grid level. The constants are outlined in Table 1 .
The nontrust-region, damped Newton stepping approach is also performed for both formulations as a comparison benchmark with an initial ω = 0.2, increasing by 0.2 at each refinement to a maximum of 1. While this approach could readily be improved, for example by including inexact line searching via the Wolfe conditions [49] , here we compare the trust-region methods outlined above with this naïve stepping approach, as was used in [1, 2] . The performance of each of these methods is discussed below. In the results to follow, all reported free energies are computed using only the elastic free-energy quantities without any augmentations, such as the penalty terms.
Twist equilibrium configuration.
The first set of experiments consider a generalized twist equilibrium configuration. A related twist configuration was used in [2] , without error analysis, for the Lagrange multiplier formulation. Here, the problem is used as a baseline for comparison and each method's error convergence is considered. For this experiment, and the tilt-twist experiment in the next subsection, let the general form of the solution be (5.1) n = cos(θ(y)) cos(φ(y)), cos(θ(y)) sin(φ(y)), sin(θ(y)) .
Note that the known analytical solutions have a 1D structure, but the numerical experiments below are full 2D simulations. For the twist configuration, let θ 0 = solution for these boundary conditions and Frank constants is derived, under a rotated coordinate system, in [55] . The solution is given by
with true free energy 2K 2 θ 2 0 . This corresponds to an expected free energy of 0.37011. The existence of an analytical expression for the solution to this problem allows for the computation of an L 2 -error for each computed approximation. This error is computed as u − u h 0 using seventh-order Gaussian quadrature on each element, where u and u h are the true solution and discrete approximation, respectively. Table 2 compares the performance of the Lagrange multiplier method to the penalty method without renormalization. The runs were performed with NI and the approximate work, measured in terms of assembling and solving a single linearization step on a 512 × 512 grid and referred to as a work unit (WU), is given for the corresponding method with no trust regions and the simple trust-region approaches, respectively. The work approximation is computed by summing the number of nonzeroes in each matrix across all grids and dividing by the number of nonzeroes in the (fixed) sparsity pattern at the finest level. This estimates the total computational cost, assuming the presence of multigrid solvers that scale optimally with grid size as in section 6, in terms of assembling and solving a single linearization step on the finest grid. The nontrust-region, damped Newton stepping discussed above diverged for penalty parameters of ζ = 10 6 and greater. However, smaller damping parameters may yield convergence. Both penalty-method trust-region approaches converged without modification.
The table demonstrates the superior performance of the Lagrange multiplier method for this problem across all statistics with lower error, cost, and tighter conformance to the constraint. The penalty method does not match the free energy of the Lagrangian formulation until reaching a penalty weight of 10 6 and, without trust regions, encounters divergence issues for these large penalty weights. While trust regions do not significantly reduce overall computations costs, Table 2 suggests that they significantly improve robustness. Finally, it should be noted that the average condition number of the linearization matrices for the penalty formulation scales with Downloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the magnitude of ζ. While poorer conditioning increases the difficulty of the linear solves, the accuracy of the overall method is still improving with larger penalty weights up to ζ ≈ 10 9 . The results in Tables 3 and 4 show the performance of the renormalization penalty method with and without trust regions. Table 4 provides additional statistics for the 2D-subspace minimization trust-region approach shown in Table 3 . For the twist equilibrium solution, the renormalization penalty method obtains better error values for smaller penalty weights than the unmodified penalty method. In Table 4 , using the 2D-subspace minimization trust-region approach, we obtain an error of 3.592e-09 with a penalty weight of only ζ = 10 5 . Moreover, the minimum and maximum deviations of the director at the quadrature nodes is closer to that of the Lagrangian method. However, the performance improvements rely more heavily on the penalty parameter. While an error measure closer to the Lagrange multiplier formulation is achieved for ζ = 10 5 , performance degrades at ζ = 10 6 , with notable jumps in costs for all methods recorded in Table 3 . The increases in error are due to the algorithm beginning to emphasize the unit-length constraint over proper director orientation. Correctly selecting the penalty weight represents a fundamental difficulty for this method. Figure 1 (a) displays the number of iterations required to reach the specified iteration tolerance within an NI scheme alongside the final solution computed by the Lagrange multiplier formulation in Figure 1(b) . Counts for both the Lagrange multiplier approach and penalty formulation, with and without renormalization, for a penalty parameter ζ = 10 3 are shown. In general, the trust-region methods significantly reduce iteration counts on the coarse grids. However, on the finer grids, this Downloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
. (a) Number of iterations required to reach iteration tolerance for each method with NI. The penalty weight for the penalty formulation was ζ = 1000. Only the 2D-subspace minimization trust-region approach is displayed, as the behavior of simple trust regions is similar. (b) The final computed solution for the Lagrangian formulation on a 512 × 512 mesh (restricted for visualization).
reduction is not sustained due to the efficiency of NI. Because the improved iteration counts are confined to the coarsest grids, overall cost reduction is generally small. For example, the approximate cost for the Lagrange multiplier method was reduced very slightly from 1.350 WUs to 1.340 WUs, only resulting in a 1 second drop in overall time to solution. Table 5 both summarizes the efficiency of NI and highlights the strengths of certain applications of trust-region methods. For all the constraint enforcement formulations, NI offers very clear cost improvements. Coupling NI with the Lagrange multiplier method for this problem is quite powerful, yielding the fastest run time and highest accuracy. Trust regions have a clear impact on time to solution in the absence of NI but offer modest time to solution improvements when coupled with NI. If the penalty method is used, pairing NI with trust regions increases robustness and cost consistency. For example, the use of trust regions overcomes prominent divergence issues for the unmodified penalty method with ζ = 10 9 and maintains low costs for the renormalization penalty method at ζ = 10
5 . In addition to the improved error performance for ζ = 10 5 , the renormalization penalty method is generally faster than the unmodified penalty approach with the same penalty weight. The slightly slower overall run times when NI is paired with trust regions, in comparison with the unmodified penalty method, are due to the work involved in normalizing the director after each iteration. As discussed above, a shortcoming of the renormalization penalty method is sensitivity to parameter choice.
Tilt-twist equilibrium configuration.
For this problem, n retains the form in (5.1) and the same boundary conditions are applied with θ 0 = π 4 and Frank constants of K 1 = 1.0, K 2 = 3.0, and K 3 = 1.2. Twist solutions incorporating a nonplanar tilt deviating from parallel alignment with the xz-plane are investigated in [39, 41] . There, it is shown that nonplanar twist solutions become energetically optimal at a computable threshold depending on the relationship of the Frank constants, which is satisfied for the chosen parameters. The resulting configuration considered below is not detectable using a one-constant simplification and highlights the accuracy of the energy-minimization approach. The analytical, energy-minimizing, tilt-twist solution is defined implicitly for a rotated coordinate system in [39, 55] . The associated analytical, free energy for the chosen parameters is 3.59294.
For the tilt-twist equilibrium solution, the damped Newton stepping approach converged for all the penalty weights considered. Table 6 details the statistics for the unmodified penalty method compared with the Lagrange multiplier method. Again, the Lagrange multiplier method outperforms the penalty method in each category. The free energy of the Lagrange multiplier method is not obtained by the penalty method until ζ reaches 10 8 . It should be noted that the behavior of the error for the Lagrangian method, as well as the penalty method for weights greater than 10 7 , is affected by the implicit definition of the true solution. The analytical solution for the tilt-twist equilibrium configuration is implicitly defined by a complicated set of equations, which are solved approximately at the appropriate quadrature points using Mathematica. Solving these equations involves successive root finding for an intricate set of integrals where the unknowns are limits of integration. Approximation error creates an artificial limit for the computed error at accuracies smaller than 10 −7 . Considering Table 7 , the renormalization penalty method does not perform as well as in the previous problem. For each of the methods outlined in the table, the renormalization approach fails to reach an equivalent accuracy before performance degrades. In addition, as with the simpler twist problem, performance of the renormalization method is sensitive to an appropriate choice of penalty weight. However, the method does find the true free energy at a lower penalty weight, ζ = 10 4 , than the approach without renormalization. For ζ = 10 4 , the penalty method without renormalization has a slightly lower error measure but has not accurately matched the analytical free energy. While the unmodified method more accurately resolves the orientation of the director in comparison with the renormalization method, it slightly shrinks the director length to attain the smaller free energy seen in Table 6 .
Compared to the unmodified penalty method, computational costs generally remain steadier with increasing penalty weight. It is also apparent, in both Tables 3 and  7 , that trust regions improve both robustness and accuracy for the renormalization Downloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php method. In Table 7 , for a penalty weight of 10 6 , without trust regions, there is a large jump in computational cost and a significant loss of accuracy which is controlled in the presence of either trust-region approach. Figure 2 (a) presents similar behavior to Figure 1(a) , in that trust regions productively reduce the number of iterations on the coarsest grids but have less effect on Downloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php iteration counts on the finest levels. This is again due to the efficacy of NI. Nonetheless, for the unmodified penalty method with NI and a penalty weight of ζ = 10 9 , trust regions successfully reduce the computational cost from 3.218 WUs to 2.879 WUs. This results in an 8.9% decrease in overall time to solution. Improvements from trust regions for the Lagrange multiplier method are smaller, decreasing computational costs from 1.463 WUs to 1.447 WUs and reducing overall time to solution by only 0.82%. Figure 2(b) displays the solution computed by the Lagrange multiplier approach.
5.
3. Nano-patterned boundary conditions. In this numerical experiment, we use Frank constants K 1 = 1.0, K 2 = 0.62903, and K 3 = 1.32258. Letting r = 0.25 and s = 0.95, the boundary conditions are defined as
where
−s cos(2π(x+r))+1 . The result is a sharp transition from vertical nematics to planar-aligned rods followed by a rapid transition back to vertical alignment at each boundary, as shown in Figure 3 . Such boundary conditions produce configuration distortions throughout the interior of the domain. Due to this complexity, no known analytical solution currently exists. The performance of the Lagrangian formulation for this problem was studied in [2] , but the challenging nature of enforcing the unit-length constraint observed therein makes the problem a good candidate for comparing the constraint enforcement techniques discussed above. Moreover, as the configuration is important in physical applications [6, 7] , performance across methods is pertinent for determining the most effective approach.
The more complicated nature of the nano-patterned boundary conditions is reflected in the data of Table 8 . The overall approximate costs for the methods with and without trust regions are larger than previous examples and the unit-length constraint is more difficult to capture. Nevertheless, the Lagrange multiplier method provides an accurate and cost-effective approach. The penalty method without trust regions diverges for penalty weights greater than ζ = 10 4 . At higher penalty weights, even the trust-region approach suffers jumps in computational costs. At ζ = 10 9 , the system becomes overconstrained and accuracy begins to degrade. Hence, results for this weight are not included.
As with the tilt-twist equilibrium solution, the renormalization penalty method approaches the Lagrangian formulation's free energy and unit-length constraint bounds earlier than the unmodified penalty method, at ζ = 10 5 . It also yields a lower computational cost for most penalty weights. However, as was seen in the tilt-twist data, matching the energy earlier than the unmodified penalty approach does not directly indicate higher accuracy in resolving the correct orientation of the director. Moreover, notable divergence issues are apparent in Table 9 for the renormalization method at high penalty weights, even when applying the simple trust-region scheme. Tables 8 and 9 reinforce the conclusion that trust regions positively influence the robustness of penalty method approaches. While the simple trust-region approach works most effectively for the nonrenormalization penalty method, the 2D-subspace minimization approach is more favorable for the renormalization penalty formulation. Table 10 reiterates the efficacy of NI for efficient computation and trust regions for robustness. The cost savings from trust regions within an NI scheme are slightly higher for this problem due to its complexity. penalty method with NI and trust regions has a somewhat shorter overall run time than that of the Lagrange multiplier approach. Moreover, the renormalization approach matches the free-energy and unit-length conformance of the Lagrangian formulation. However, while the overall run time and approximate cost of the approach are slightly larger, the accuracy of the Lagrange multiplier formulation is expected to be much higher. For the Lagrange multiplier approach, the l 2 -norm of the first-order optimality conditions is 7.386e-13, whereas the same measure for the renormalization penalty method is 1.603e-02. Downloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php In all the experiments above, the accuracy per unit cost of the Lagrange multiplier method convincingly outperforms that of either of the penalty methods. In agreement with previous experience in [6] , where large weights were needed to ensure appropriate unit-length conformance, the performance of both penalty methods is intricately linked with the magnitude of the penalty parameter and efficiency degrades as weights increase. As discussed above, a balance between strict unit-length enforcement and the convergence and efficiency of the method must be sought. Problems with more drastic deformation features or larger intrinsic free energy generally require larger penalty weights to ensure accurate free-energy representation and unit-length coherence. The Lagrangian formulation offers better constraint conformance and advanced linear solvers for saddle point problems, like the multigrid solver proposed below, are available to further increase its efficiency.
Trust regions significantly improve the robustness of the penalty approach, enabling the method to attain accuracy comparable to that of the Lagrange multiplier scheme. The associated robustness improvements and the limited cost of the trustregion methods make them attractive for either constraint formulation. The simple trust-region approach works best for the unmodified penalty method with stopping tolerances based on the first-order optimality conditions, whereas the 2D-subspace minimization trust regions are most effective for the renormalization penalty method with an energy reduction based stopping tolerance. Though larger penalty weights are generally necessary, the unmodified penalty method offers more consistent error reduction and performance with respect to an increasing weight. K . Nondimensionalizing in similar fashion to the elastic functional, the dimensionless flexoelectric functional with appropriate boundary conditions is
For a full derivation of the Lagrange multiplier approach extended to include electric and flexoelectric effects, see [1] . Using the electric potential, φ, the discretized and linearized system is written
Define blocks of M aŝ
With these block definitions, the "exact" Braess-Sarazin update, originally formulated in [13] for Stokes flows, is used and takes the form
where R is an appropriate preconditioner forÂ and γ b is a weighting parameter. For our multigrid approach, the matrix
is only approximately inverted, leading to an "inexact" Braess-Sarazin method [61] . We use Q 2 elements for both n and φ, and, hence, the degrees of freedom for the components of n and φ are collocated. Considering the work in [3] , we construct the preconditioner, R, by extracting 4 × 4 blocks ofÂ corresponding to the nodally collocated degrees of freedom for n and φ. With careful permutation of the degrees of freedom in (6.2), R becomes a block-diagonal matrix consisting of these 4 × 4 collocation blocks.
Comparative studies of Braess-Sarazin-type relaxation schemes in a multigrid framework for Stokes flows are found in [37] , while numerical studies of their extension to multigrid methods for magnetohydrodynamic equations are performed in [3] . Here, as part of the underlying multigrid method, we use standard finite-element interpolation operators and Galerkin coarsening. In this section, we investigate the performance of the multigrid method as a preconditioner for GMRES.
We first study the optimal value of the relaxation parameter. The solver convergence tolerance, which is based on a ratio of the current solution's residual to that of the initial guess, remains fixed at 10 −6 for each grid level and Newton step. For these experiments, the parameter γ b was varied from 1.00 to 2.00 in increments of Downloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 11 Relevant dimensionless constants for parameter study simulations. Figure 4 (a) are the pertinent multigrid iteration counts, averaged over Newton iterations, on a 512 × 512 grid with respect to varying values of γ b for three problems with electric or flexoelectric coupling. The boundary conditions for the two flexoelectric problems consider a doubling of the nano-pattern described by (5.2)-(5.4) such that the pattern contains a second strip parallel to the xy-plane. Therefore, these problems have four sharp transitions at each boundary. While there is no applied electric field, the curvature induced by the nano-patterning generates an internal electric field due to the flexoelectric properties of the liquid crystals [1, 47] .
The electric problem models a Fréedericksz transition [27] , where, at the Dirichlet boundaries, n = (1, 0, 0) T and a voltage is applied such that φ = 1 at y = 1 and φ = 0 at y = 0. With the Frank constants used in this problem, the applied voltage is above the critical threshold, inducing a true Fréedericksz transition. For these simulations, σ remains equal to 10 −6 m, the characteristic Frank constant is again taken to be K = 6.2 × 10 −12 N, theK 1 value for 5CB, and φ 0 = 1 V. These values imply that 0 = 1.42809. Additional relevant, dimensionless, elastic, and electric parameters are listed in Table 11 .
The parameter studies suggest that the optimum γ b value, while problem dependent, varies only slightly, ranging from 1.10 to 1.20. Additionally, the iteration counts are relatively insensitive to increases in γ b above the ideal value. Correspondingly, the multigrid solve timings remain relatively robust for γ b values above the optimal magnitude. Similar behavior is observed in applications to magnetohydrodynamic simulations where the best choice for γ b is 1.0 [3] . While choosing an appropriate value for γ b is important, the method is resilient and optimal scaling persists with respect to parameter choices above the ideal value. Moreover, theory informing the choice of γ b as part of standard Braess-Sarazin relaxation for fluids exists in [37] , where a lower bound for γ b is prescribed. Figure 4 (b) displays the average total setup and solve times across grids and varying solver tolerances for the Braess-Sarazin-type multigrid scheme, compared with the UMFPACK direct solver, applied to the flexoelectric problem with the 5CB constants outlined in Table 11 . The optimal parameter value, γ b = 1.10, is used. With Q 2 -Q 2 -P 0 elements for n, φ, and λ, respectively, the matrices on the 512 × 512 grid are of dimension 4,464,644 × 4,464,644 with 289,969,900 nonzero entries. Note that the number of Newton steps does not vary for the multigrid tolerances used and exactly matches that of the method with the UMFPACK solver, implying that the Newton method is robust with respect to solver tolerance within a reasonable range.
On the finest grid, the multigrid solver is more than 2.8 times faster than the direct approach for a linear solve tolerance of 10 −5 and 3.8 times faster with a tolerance of 10 −2 . Furthermore, the Braess-Sarazin multigrid scheme scales optimally with grid size for each of the tolerance values and outpaces the direct approach by the 16 × 16 mesh for solver tolerances up to 10 −8 . These timing intersections occur considerably earlier than for the multigrid method with Vanka-type relaxation discussed in [1] . Moreover, the optimal scaling remains for larger values of γ b , with the multigridDownloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php based approach outperforming UMFPACK on all mesh sizes from 32 × 32 onward for values as large as γ b = 2.0 at all solver tolerances. With a preconditioner parameter of γ b = 2.0 and a solver tolerance of 10 −6 , the multigrid method remains more than twice as fast as the UMFPACK solver on the finest level. Table 12 details a timing breakdown of the UMFPACK direct solver's performance compared to that of the Braess-Sarazin-type multigrid scheme for linear solve tolerances of 10 −5 and 10 −2 . With and without trust regions, the computed free energy between the solvers is identically 7.927. However, Braess-Sarazin-type multigrid reduces overall run time by approximately 37% and 43%, respectively. This speedup is most notable when considering the fact that overall run time for the multigrid experiments includes porting variables to types compatible with the Trilinos computational library [32] and computing collocation information for the Braess-Sarazin-type relaxation. The solver demonstrates good performance for the flexoelectric simulation incorporating sharp transitions considered here, as well as problems with steep boundary layers, as in [3] . Using the Lagrange multiplier formulation, NI, multigrid, and trust regions, we obtain a robust and efficient algorithm.
7. Discussion and future work. In this paper, we have compared the performance of the Lagrange multiplier method developed in [2] with a penalty formulation. Such penalty approaches are often applied in liquid crystal simulations to enforce the Downloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php B73 challenging unit-length constraint. The experiments also included a renormalization penalty method motivated by the well-posedness theory presented in section 3. The ensuing algorithms were compared for three benchmark equilibrium problems. The experiments suggested that the Lagrange multiplier method coupled with NI is the most accurate and efficient approach for enforcing the unit-length constraint. Improvements for penalty formulations, such as augmented Lagrangian schemes, exist but require thoughtful adaptation for use in the context of finite-element methods and pointwise constraints. These schemes will be studied in future work as an intermediate approach between the two methods [49] .
The numerical results, while not perfectly generalizable, edify the performance of these types of Newton methods in other settings, as this application shares structural similarities with other problems considering coupled multiphysics and constraints, such as magnetohydrodynamics. In addition, the results parallel the preference for two-and three-field formulations in the context of fully incompressible elasticity in place of penalty-type methods (commonly called nearly incompressible formulations) to improve accuracy and avoid phenomena such as volumetric locking [11, 22] .
Trust-region schemes, developed in the context of finite-element discretizations, were introduced and readily improved robustness, enabling competitive accuracy for the penalty formulations. These methods naturally integrate into the energyminimization framework with very little extra cost. In particular, the trust-region method introduced for the Lagrange multiplier formulation in section 4.2 maintains discretization sparsity while still effectively measuring step merit. Such a method is generalizable to a broad range of nonlinear optimization problems using finite-element discretizations. Additionally, without NI, the applied trust regions significantly accelerate convergence.
All the gathered experimental results imply that NI should be used when considering any of the methods above. More broadly, so long as sufficiently good approximations are representable on coarser grids, NI may be productively applied in the context of general Newton-type methods, in conjunction with trust regions, to improve approximations on finer grids while emphatically reducing computational work. In addition, we expect the precision and efficiency of the iterative schemes to be sustained for a variety of finite-element discretizations. The discretization spaces used in the numerical experiments are considered due to their relationship with the well-posedness results in [2] . Nevertheless, the energy-minimization implementation and trust-region methods are not discretization dependent. Moreover, multigrid methods with BraessSarazin-type relaxation have been successfully applied for other discretizations and applications [3, 4] . While the use of higher-order elements may affect the conditioning of the linear systems, thereby impacting linear solver iteration counts, improvements precipitating from NI and trust regions could also grow.
In the final section, a Braess-Sarazin-type multigrid method, based on work in [3] , was introduced for the Lagrange multiplier formulation and successfully applied to highly difficult liquid crystal problems with electric and flexoelectric coupling. The parameter studies indicated robustness with respect to larger than optimal values of the weighting parameter, γ b , and optimal scaling was observed. Furthermore, the method quickly and accurately computed the expected equilibrium configurations.
The current implementation utilizes uniform grid refinement to build the NI hierarchy of grids. Future work will include study of adaptive refinement techniques. Because the energy minimization formulation does not yield an obvious a posteriori error estimator, new techniques will be explored to flag cells for refinement. Downloaded 01/13/16 to 130.64.11.153. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
