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a b s t r a c t
We consider an M/M/m retrial queue and investigate the tail asymptotics for the joint
distribution of the queue size and the number of busy servers in the steady state.
The stationary queue size distribution with the number of busy servers being fixed is
asymptotically given by a geometric function multiplied by a power function. The decay
rate of the geometric function is the offered load and independent of the number of busy
servers, whereas the exponent of the power function depends on the number of busy
servers. Numerical examples are presented to illustrate the result.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Retrial queues are queueing systems in which arriving customers who find all servers occupied may retry for service
again after a random amount of time. Retrial queues have been widely used to model many problems in telephone systems,
call centers, telecommunication networks, computer networks and computer systems, and in daily life. Detailed overviews
for retrial queues can be found in the bibliographies [1–3], the surveys [4–6], and the books [7,8].
In this paperwe consider anM/M/mretrial queuewhere customers arrive fromoutside the systemaccording to a Poisson
process with rate λ. The service facility consists ofm identical servers, and service times are exponentially distributed with
mean µ−1. If there is a free server when a customer arrives from outside the system, this customer begins to be served
immediately and leaves the system after the service is completed. On the other hand, any customer who finds all the servers
busy upon arrival joins a retrial group, called an orbit, and then attempts service after a random amount of time. If there is
a free server when a customer from the orbit attempts service, this customer receives service immediately and leaves the
system after the service completion. Otherwise the customer comes back to the orbit immediately and repeats the retrial
process. The retrial time, i.e., the length of the time interval between two consecutive attempts made by a customer in the
orbit, is exponentially distributed with mean ν−1. The arrival process, the service times, and the retrial times are assumed
to be mutually independent. The traffic load ρ is defined as ρ = λmµ . It is known that the M/M/m retrial queue is stable if
and only if ρ < 1 [9]. We assume that ρ < 1 for stability of the system.
The M/M/m retrial queue has been studied by several authors. Greenberg and Wolff [10] studied an approximation
method for steady-state probability and provided an upper bound on system performance for the M/M/m retrial queue
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with a finite capacity. Pearce [11] found the joint distribution of the number of customers in the orbit and the number
of busy servers for the M/M/m retrial queue with the orbit of finite capacity. For the M/M/m retrial queue, Neuts and
Rao [12] presented a simplifying approximation of the joint distribution of the number of customers in the orbit and the
number of busy servers at steady state by placing a fictitious limit in the orbit capacity. This approximation based on
truncation method, starting from the pioneering paper in [13], has been widely used in the numerical analysis of retrial
queues.
Analytical studies of the multiserver retrial models are limited and in many cases restricted to two-server systems.
Keilson et al. [14] established a recursive algorithm for the computation of steady-state probabilities in the M/M/2 retrial
queue. Hanschke [15] showed that the generating functions of the steady-state probabilities can be expressed in terms of
generalized hypergeometric functions in the M/M/2 retrial queue.
The main contribution of our work is that we find the tail asymptotics for the distribution of the queue size (i.e., the
number of customers in the orbit) in the M/M/m retrial queue. Tail behaviors of the queue size and the waiting time
distributions in retrial queues began to be investigated recently. Nobel and Tijms [16] and Kim et al. [17] studied light-tailed
asymptotic behaviors in theM/G/1 retrial queuewhere the service time distribution has a finite exponential moment. Nobel
and Tijms [16] suggested a light-tailed approximation of the waiting time distribution. Kim et al. [17] showed that the tail
of the queue size distribution is asymptotically given by a geometric functionmultiplied by a power function. Kim et al. [18]
extended the result of [17] to the case of MAP/G/1 retial queue. On the other hand, Shang et al. [19] and Kim and Kim [20]
studied heavy-tailed asymptotics in the M/G/1 retrial queue. Shang et al. [19] showed that the stationary distribution of the
queue size in the M/G/1 retrial queue is subexponential if the stationary distribution of the queue size in the corresponding
ordinary M/G/1 queue is subexponential. As a corollary of this property, they proved that the stationary distribution of the
queue size has a regularly varying tail if the service time distribution has a regularly varying tail. Kim and Kim [20] showed
that if the service time distribution has a regularly varying tail of index−α, α > 1, then the waiting time distribution has a
regularly varying tail of index 1− α.
In this paper we investigate the tail asymptotics for the joint distribution of the number of customers in the orbit and
the number of busy servers at steady state in the M/M/m retrial queue. More precisely, we show that for i = 0, 1, . . . ,m,
P(N = n, S = i) ∼ c
i!

ν
µ
i
n
λ
mν−m+iρn as n →∞,
where N is the number of customers in the orbit at steady state, S is the number of busy servers at steady state, and c is the
positive constant. As shown in the above formula, the stationary queue size distribution with the number of busy servers
being fixed, is asymptotically given by a geometric function multiplied by a power function. The decay rate of the geometric
function is the offered load ρ and independent of the number of busy servers, whereas the exponent of the power function
depends on the number of busy servers.
In order to derive themain result, we first consider a censoredMarkov process obtained by observing theM/M/m retrial
queue only when the number of busy servers is less than or equal tom− 1. A matrix differential equation is derived for the
vector probability generating function of the stationary distribution of the censored Markov process. The result is obtained
by studying analytic properties of the solution of the differential equation.
The remainder of this paper is organized as follows. In the next section, we briefly review our model and introduce
notations. In Section 3, we present ourmain result on the tail asymptotics of the queue size distribution. Section 4 is devoted
to the derivation of the tail asymptotics stated without proof in Section 3. In Section 5, numerical examples are presented
to illustrate the result. In Appendix, we prove the results stated without proof in Section 4.
2. The M/M/m retrial queue
We consider theM/M/m retrial queue as described in Section 1. By a little abuse of notation, let N(t) denote the number
of customers in the orbit at time t and S(t) the number of busy servers at time t . Then {(N(t), S(t)) : t ≥ 0} is a continuous
time Markov process with state space {0, 1, 2, . . .} × {0, 1, . . . ,m}. The infinitesimal generator Q of {(N(t), S(t)) : t ≥ 0}
is given by
Q =

B0 A0 O O · · ·
C1 B1 A1 O · · ·
O C2 B2 A2 · · ·
...
...
. . .
. . .
. . .
 ,
where An, Bn, n ≥ 0 and Cn, n ≥ 1, are (m + 1) × (m + 1) matrices whose (i, j) components (An)ij, (Bn)ij and (Cn)ij,
0 ≤ i, j ≤ m are given by
(An)ij =

λ if i = j = m,
0 otherwise,
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(Bn)ij =

−(λ+ nν + iµ) if j = i, 0 ≤ i ≤ m− 1,
−(λ+mµ) if j = i = m,
λ if j = i+ 1, 0 ≤ i ≤ m− 1,
iµ if j = i− 1, 1 ≤ i ≤ m,
0 otherwise,
(Cn)ij =

nν if j = i+ 1, 0 ≤ i ≤ m− 1,
0 otherwise.
Recall that N is the number of customers in the orbit at steady state and S is the number of busy servers at steady state.
We denote the vector by
pn ≡ (pn0, pn1, . . . , pnm), n = 0, 1, . . . ,
where pni = P(N = n, S = i), i = 0, 1, . . . ,m, i.e., pni is the joint distribution of the number of customers in the orbit and
the number of busy servers in the steady state.
The main interest of this paper is to investigate the behavior of pn as n tends to infinity. Throughout the paper, for two
sequences of real numbers {fn : n = 0, 1, 2, . . .} and {gn : n = 0, 1, 2, . . .}, fn ∼ gn as n → ∞ denotes limn→∞ fngn = 1. If{fn : n = 0, 1, 2, . . .} is a sequence of real vectors, and if {gn : n = 0, 1, 2, . . .} is a sequence of real numbers, then
fn ∼ gn d as n →∞
for a vector d, denotes limn→∞ 1gn fn = d.
3. Tail asymptotics of the queue size distribution
3.1. A general result
The following theorem presents the asymptotic behaviors of pni, i = 0, 1, . . . ,m, as n tends to infinity. Because the proof
is long and technical, it is deferred to Section 4.
Theorem 1. For i = 0, 1, . . . ,m,
pni ∼ ci!

ν
µ
i
n
λ
mν−m+iρn as n →∞, (1)
where c is a positive constant.
In Section 4, it is proved that the constant c is represented as
c = (m− 1)! (1− ρ)
λ
mν
0

λ
mν
 µ
ν
m−1
E[(m− S)ρm−S−1] exp
 1
ρ
1
E[h(z, S)zN ]
E[(m− S)ρm−S−1zN ]dz

, (2)
where
h(z, i) = λ
mν
m−i−1
j=0
(ρz)j
(j+ 1)(i−mρz)(1− z)+ ρ(m− i)z
ρzm−i+1
+ λ
mν

ρm−i−1
(i−mz)(m− i)+ i
z
− i
ρzm−i+1

. (3)
For the integral
 1
ρ
1
E[h(z,S)zN ]
E[(m−S)ρm−S−1zN ]dz in (2), we need to check that (i) 0 < E[(m − S)ρm−S−1zN ] < ∞ for z ∈ [1, 1ρ );
(ii) h(z, S)zN is integrable, i.e.,E[|h(z, S)zN |] <∞ for z ∈ [1, 1
ρ
); (iii) E[h(z,S)z
N ]
E[(m−S)ρm−S−1zN ] is an integrable function of z on [1, 1ρ ).
We observe that
(a) (m− S)ρm−S−1 is a nonnegative and bounded random variable that is positive with a positive probability for z ∈ [1, 1
ρ
);
(b) h(z, S) is a bounded random variable for z ∈ [1, 1
ρ
);
(c) zN is an integrable random variable for z ∈ [1, 1
ρ
), by Theorem 1.
Therefore, we have (i) by (a) and (c), and (ii) by (b) and (c). Further, from h(z,m) = 0, we have that
(d) there exists a finite number K such that, for all z ∈ [1, 1
ρ
), |h(z, S)| ≤ K(m− S)ρm−S−1.
Now we have (iii) by (d). In fact, (d) implies that E[h(z,S)z
N ]
E[(m−S)ρm−S−1zN ] is a bounded function of z on [1, 1ρ ).
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To obtain an explicit expression for the constant c , we need to know the generating functions,
E[zN1{S=i}] =
∞
n=0
pnizn, i = 0, 1, . . . ,m− 1. (4)
However, there is no known practical exact formula for obtaining the generating functions. As shown in Section 5, we will
use an accurate approximation method for obtaining the generating functions. As shown below, we will provide an explicit
formula for the constant c that does not include any unknown factors, whenm = 1 or 2.
3.2. The cases of m ≤ 2
In this subsection, we obtain explicit formulas for the constant c in the cases ofm ≤ 2.
3.2.1. TheM/M/1 retrial queue
Whenm = 1,
E[(m− S)ρm−S−1] = P(S = 0) = 1− ρ. (5)
By substitutingm = 1 into (3), we have h(z, 0) = h(z, 1) = 0. Therefore, we have
exp
 1
ρ
1
E[h(z, S)zN ]
E[(m− S)ρm−S−1zN ]dz

= 1. (6)
Substituting (5) and (6) into (2) yields c = (1−ρ)
λ
ν +1
0

λ
ν
 . Therefore, for the M/M/1 retrial queue, Theorem 1 reduces to the
following result, which is identical to the result of [17].
Theorem 2 ([17]). For theM/M/1 retrial queue,
pn0 ∼ (1− ρ)
λ
ν +1
0

λ
ν
 n λν −1ρn as n →∞,
pn1 ∼ (1− ρ)
λ
ν +1
0

λ
ν
 ν
µ
n
λ
ν ρn as n →∞.
3.2.2. The M/M/2 retrial queue
Whenm ≥ 2, it is difficult to express the constant c in (1) explicitly without unknown factors, because there is no known
expression for the generating functions in (4). However, in the case of M/M/2 retrial queue, we can obtain the constant c
explicitly using the results of Hanschke [15]. Hanschke [15] showed that
pn0 = c4 (c1)n(c2)n
(c3)n
ρn
n! , (7)
pn1 = c4 ν
µ

n+ λ
ν

(c1)n(c2)n
(c3)n
ρn
n! , (8)
pn2 = c4 ν
2
2µ2
c1c2
c3

n+ λ
ν
+ µ
ν
+ 1

(c1 + 1)n(c2 + 1)n
(c3 + 1)n
ρn
n! , (9)
where
c1 = 2λ+ µ+

4λµ+ µ2
2ν
,
c2 = 2λ+ µ−

4λµ+ µ2
2ν
,
c3 = 32
λ
ν
+ µ
ν
+ 1,
c4 = 2µ− λ
µ

2µ+ λ
µ
∞
n=0
(c1)n(c2)n
(c3)n
ρn
n! +

λ
µ
3
3λ/µ+ 2ν/µ+ 2
∞
n=0
(c1 + 1)n(c2 + 1)n
(c3 + 1)n
ρn
n!
−1
,
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and
(x)n =

1 for n = 0,
x(x+ 1) · · · (x+ n− 1) for n ≥ 1.
A useful expression for the gamma function is given by (see p. 809 in [21])
0(x) = lim
n→∞
(n− 1)!nx
x(x+ 1) · · · (x+ n− 1) ,
and so
(x)n = x(x+ 1) · · · (x+ n− 1) ∼ (n− 1)!n
x
0(x)
as n →∞.
Therefore, (7)–(9) imply respectively
pn0 ∼ c4 0(c3)
0(c1)0(c2)
nc1+c2−c3−1ρn as n →∞,
pn1 ∼ c4 ν
µ
0(c3)
0(c1)0(c2)
nc1+c2−c3ρn as n →∞,
pn2 ∼ c4 ν
2
2µ2
0(c3)
0(c1)0(c2)
nc1+c2−c3+1ρn as n →∞.
Thus we have the following theorem.
Theorem 3. For theM/M/2 retrial queue,
pn0 ∼ c n λ2ν−2ρn as n →∞,
pn1 ∼ c ν
µ
n
λ
2ν−1ρn as n →∞,
pn2 ∼ c2

ν
µ
2
n
λ
2ν ρn as n →∞,
where c = c40(c3)
0(c1)0(c2)
.
4. Proof of Theorem 1
In this section we prove Theorem 1. For this, we first consider the censored Markov process obtained by observing the
process N(t) and S(t) only when the number of busy servers is less than or equal to m − 1. The censored Markov process,
denoted by {(N˜(t), S˜(t)) : t ≥ 0}, is formally defined as
N˜(t) = N(τ (t)), S˜(t) = S(τ (t)),
where
τ(t) ≡ inf

s ≥ 0 :
 s
0
1{S(u)≤m−1}du = t

.
The process {(N˜(t), S˜(t)) : t ≥ 0} is a Markov process with state space {0, 1, 2, . . .}×{0, 1, 2, . . . ,m−1}. The infinitesimal
generator Q˜ of the Markov process {(N˜(t), S˜(t)) : t ≥ 0} is given by
Q˜ =

A˜00 A˜01 A˜02 A˜03 · · ·
A˜1,−1 A˜10 A˜11 A˜12 · · ·
O A˜2,−1 A˜20 A˜21 · · ·
O O A˜3,−1 A˜30 · · ·
. . .
. . .
 ,
where A˜nk, k = −1, 0, 1, . . . , arem×mmatrices whose (i, j) components (A˜nk)ij, 0 ≤ i, j ≤ m− 1 are given by
(A˜n,−1)ij =
nνa0 if j = i = m− 1,
nν if j = i+ 1, 0 ≤ i ≤ m− 2,
0 otherwise,
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(A˜n0)ij =

−(λ+ nν + iµ) if j = i, 0 ≤ i ≤ m− 2,
−(λ+ nν + (m− 1)µ− λa0 − nνa1) if j = i = m− 1,
λ if j = i+ 1, 0 ≤ i ≤ m− 2,
iµ if j = i− 1, 1 ≤ i ≤ m− 1,
0 otherwise,
(A˜nk)ij =

λak + nνak+1 if j = i = m− 1,
0 otherwise, k ≥ 1,
with
an = 11+ ρ

ρ
1+ ρ
n
, n ≥ 0.
Note that an, n ≥ 0, is the probability that there are n exogenous arrivals during a period that starts when all servers are
busy and ends when any one server completes its service.
By a well-known property of censored Markov processes, we have
lim
t→∞ P(N˜(t) = n, S˜(t) = i) =
1
∞
k=0
m−1
j=0
pkj
pni, n ≥ 0, 0 ≤ i ≤ m− 1.
We denote by
p˜n ≡ (pn0, pn1, . . . , pn,m−1)
and denote the vector generating function by
P˜(z) ≡ (P0(z), . . . , Pm−1(z)), |z| ≤ 1,
where
Pi(z) ≡ E[zN1{S=i}] =
∞
n=0
pnizn, 0 ≤ i ≤ m− 1.
The vector generating function P˜(z) satisfies the following matrix differential equation. Because the proof is long and
tedious, it is deferred to Appendix A. Here, P˜ ′(z) denotes the derivative of P˜(z) with respect to z and is interpreted
componentwise.
Lemma 1. For z ∈ C with |z| ≤ 1 and z ≠ 0,
P˜ ′(z) = P˜(z)
 λ
mν
ρ
1− ρz ξη+ Ψ (z)

,
where ξ is the m-dimensional column vector with ith component given by
ξi = (m− i)ρm−i−1, 0 ≤ i ≤ m− 1,
η is the m-dimensional row vector whose ith component is 0 if 0 ≤ i ≤ m− 2 and 1 if i = m− 1, andΨ (z) is the m×mmatrix
with (i, j) component
(Ψ (z))ij =

λ
mν
i
ρz
if j = i− 1, 1 ≤ i ≤ m− 1,
λ
mν
i(1− z)−mρz
ρz2
if j = i, 0 ≤ i ≤ m− 2,
λ
mν
(i−mρz)(1− z)
ρz j−i+2
if i < j ≤ m− 2, 0 ≤ i ≤ m− 3,
λ
mν

mρz − i
ρzm−i

1+ ρ
m−i−1
k=0
(ρz)k

−mρm−i

if 0 ≤ i ≤ m− 2, j = m− 1,
− λ
mν
(1+ ρ)(m− 1)
ρz
if i = j = m− 1,
0 otherwise.
(10)
We observe that all components of Ψ (z) are rational functions of z that are analytic on C \ {0}. By Lemma 1, we have the
following corollary. The proof is given in Appendix B.
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Corollary 1. For i = 0, 1, . . . ,m− 1, the functions Pi(z), |z| ≤ 1, can be extended analytically to C \ [ 1ρ ,∞).
By Corollary 1, we see that if |z| < 1
ρ
, then E|zN | < ∞. Moreover, we know that the functions Pi(z), 0 ≤ i ≤ m − 1,
can be extended analytically to C \ [ 1
ρ
,∞). From now on, we use the same symbols Pi(z), 0 ≤ i ≤ m − 1, to denote the
extended functions. The vector valued function P˜(z) ≡ (P0(z), . . . , Pm−1(z)), z ∈ C \ [ 1ρ ,∞), has the extended functions
Pi(z), 0 ≤ i ≤ m− 1, as its components.
Lemma 2. Suppose that |z| < 1
ρ
. For 1 ≤ z < 1
ρ
, we have
P˜(z)ξ = E[(m− S)ρm−S−1zN ], (11)
P˜(z)Ψ (z)ξ = E[h(z, S)zN ]. (12)
Proof. Suppose that |z| < 1
ρ
. First, Eq. (11) holds, because
P˜(z)ξ =
m−1
i=0
Pi(z)ξi
=
m−1
i=0
E[zN1{S=i}] (m− i)ρm−i−1
= E[(m− S)ρm−S−1zN ].
Next we derive (12). By (10), we have for 0 ≤ i ≤ m− 2,
(Ψ (z)ξ)i = λmν
i(m− i+ 1)ρm−i
ρz
+ λ
mν
(i(1− z)−mρz)(m− i)ρm−i−1
ρz2
+
m−2
j=i+1
λ
mν
(i−mρz)(1− z)(m− j)ρm−j−1
ρz j−i+2
+ λ
mν

mρz − i
ρzm−i

1+ ρ
m−i−1
k=0
(ρz)k

−mρm−i

,
which can be written as the right-hand side of (3). By (10), we have for i = m− 1,
(Ψ (z)ξ)i = − λmν
(1− ρ)(m− 1)
ρz
,
which is the same as the right-hand side of (3) for i = m− 1. Therefore, we have (Ψ (z)ξ)i = h(z, i), 0 ≤ i ≤ m− 1. Thus
P˜(z)Ψ (z)ξ =
m−1
i=0
Pi(z)h(z, i)
=
m−1
i=0
E[zN1{S=i}] h(z, i).
Since h(z,m) = 0, we have
P˜(z)Ψ (z)ξ =
m
i=0
E[zN1{S=i}] h(z, i)
= E[h(z, S)zN ],
which completes the proof of (12). 
The following lemma plays a key role in proving Theorem 1. This lemma says that the formula (1) holds for the case of
i = m− 1. Here and subsequently, if a function has a removable singularity, then the value of the function at the singularity
is interpreted by continuity.
Lemma 3. We have
pn,m−1 ∼ c
(m− 1)!

ν
µ
m−1
n
λ
mν−1ρn as n →∞,
where c is given by (2).
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Proof. According to Lemma 1 and Corollary 1,
P˜ ′(z) = λ
mν
ρ
1− ρz P˜(z)ξη+ P˜(z)Ψ (z), z ∈ C \

1
ρ
,∞

. (13)
Postmultiplying (13) by ξ, we have
P˜ ′(z)ξ = λ
mν
ρ
1− ρz P˜(z)ξ + P˜(z)Ψ (z)ξ, 1 ≤ z <
1
ρ
. (14)
Letting g(z) ≡ P˜(z)Ψ (z)ξ
P˜(z)ξ
, 1 ≤ z < 1
ρ
, we have by Lemma 2
g(z) = E[h(z, S)z
N ]
E[(m− S)ρm−S−1zN ] , 1 ≤ z <
1
ρ
(15)
and recall that the right-hand side of (15) is bounded in z ∈ [1, 1
ρ
). Eq. (14) is written as
P˜ ′(z)ξ = P˜(z)ξ

λ
mν
ρ
1− ρz + g(z)

, 1 ≤ z < 1
ρ
.
Solving the above differential equation gives
P˜(z)ξ = P˜(1)ξ exp
 z
1
g(u)du

1− ρz
1− ρ
− λmν
, 1 ≤ z < 1
ρ
,
which implies that
P˜(z)ξ ∼ P˜(1)ξ exp
 1
ρ
1
g(u)du

1− ρz
1− ρ
− λmν
as z → 1
ρ
- through the real line. (16)
By (13) and (14), we have
lim
z→ 1ρ−
Pi(z)
P˜(z)ξ
= lim
z→ 1ρ−
P ′i (z)
P˜ ′(z)ξ
= ηi, (17)
where ηi, 0 ≤ i ≤ m− 1, is the ith component of the vector η. According to (16) and (17),
P˜(z) ∼ P˜(1)ξ exp
 1
ρ
1
g(u)du

1− ρz
1− ρ
− λmν
η as z → 1
ρ
- through the real line.
Therefore,
P˜

ω
ρ

∼ P˜(1)ξ exp
 1
ρ
1
g(u)du

(1− ρ) λmν (1− ω)− λmν η as ω→ 1- through the real line,
which can be written as
P˜

ω
ρ

∼ c
(m− 1)!
 ν
µ
m−1
0

λ
mν

(1− ω)− λmν η as ω→ 1- through the real line, (18)
where
c = (m− 1)!(1− ρ)
λ
mν
0

λ
mν
 µ
ν
m−1
P˜(1)ξ exp
 1
ρ
1
g(z)dz

. (19)
Note that by Lemma 2, P˜(1)ξ = E[(m− S)ρm−S−1]. Substituting this and (15) into (19), we have (2).
Now, the Karamata Tauberian theorem for power series (see Corollary 1.7.3 in [22]), applied to (18), gives
n
k=0
1
ρk
p˜k ∼ c
(m− 1)!
 ν
µ
m−1mν
λ
n
λ
mν η as n →∞, (20)
which implies
1
ρn
p˜n = o(n λmν ) as n →∞. (21)
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According to (13),
P˜ ′

ω
ρ

= λ
mν
ρ
1− ω P˜

ω
ρ

ξη+ P˜

ω
ρ

Ψ

ω
ρ

, ω ∈ C \ [1,∞). (22)
The arguments of Appendix B in [18], applied to (22), show that there is δ > 0 satisfying
P˜

ω
ρ

= O |1− ω|−δ as ω→ 1, |ω| ≤ 1. (23)
Let
Ψk = (−1)
k
k!
dk
dωk
Ψ

ω
ρ

ω=1
, k = 0, 1, . . . , [δ],
where [δ] stands for integer part of δ. Eq. (22) is written as
P˜ ′

ω
ρ

= P˜

ω
ρ

λ
mν
ρ
1− ω ξη+
[δ]
k=0
Ψk(1− ω)k

+ P˜

ω
ρ
Ψ (ω), ω ∈ C \ [1,∞), (24)
where Ψ (ω) = Ψ (ω
ρ
) −[δ]k=0 Ψk(1 − ω)k. Since P˜(ωρ )Ψ (ωρ ) is analytic in ω on C \ [1,∞) and Ψ (ω) = O(|1 − ω|[δ]+1)
as ω → 1, |ω| ≤ 1, (23) implies that P˜(ω
ρ
)Ψ (ω) has a continuous extension to {ω ∈ C : |ω| ≤ 1}. Therefore letting
P˜

ω
ρ
 Ψ (ω) =∞n=0 ψnωn be the power series expansion, we have by the Riemann–Lebesgue lemma that
lim
n→∞ψn = 0. (25)
By comparing the coefficients of power series for both sides of (24), we see that
n+ 1
ρn
p˜n+1 = λmν ρ
n
k=0
1
ρk
p˜kξη+
[δ]
k=0
k
l=0

k
l

1
ρn−l
p˜n−lΨk(−1)l + ψn, n ≥ [δ].
This equation together with (20), (21) and (25), gives
n+ 1
ρn
p˜n+1 ∼ c
(m− 1)!
 ν
µ
m−1
n
λ
mν ρ η as n →∞,
which is written as
p˜n ∼ c
(m− 1)!
 ν
µ
m−1
n
λ
mν−1ρnη as n →∞.
Since η = (0, 0, . . . , 1) and p˜n = (pn0, pn1, . . . , pn,m−1), we have
pn,m−1 ∼ c
(m− 1)!
 ν
µ
m−1
n
λ
mν−1ρn as n →∞,
which completes the proof. 
Before proceeding, we note that the vector pn = (pn0, pn1, . . . , pnm) satisfies the balance equation (p0, p1, . . .)Q = 0.
From this we have
(λ+ iµ+ nν)pni = λpn,i−1 + (n+ 1)νpn+1,i−1 + (i+ 1)µpn,i+1, 0 ≤ i ≤ m− 1, n ≥ 0, (26)
with the convention that pn,−1 = 0 for n ≥ 0.
Finally, to complete the proof of Theorem 1 we need the following lemma. The proof is given in Appendix C.
Lemma 4. For i = 0, 1, . . . ,m− 2,
lim sup
n→∞
pni
n
λ
mν−m+iρn
<∞. (27)
Now we are ready to prove Theorem 1.
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Fig. 1. Plots of P(N=n,S=i)
ρn for Example 1.
Proof of Theorem 1. Dividing (26) by n
λ
mν−m+i+1ρn yields
(λ+ iµ+ nν)pni
n
λ
mν−m+i+1ρn
= λpn,i−1
n
λ
mν−m+i+1ρn
+ (n+ 1)νpn+1,i−1
n
λ
mν−m+i+1ρn
+ (i+ 1)µpn,i+1
n
λ
mν−m+i+1ρn
for i = 0, 1, . . . ,m − 1. By Lemma 4, the first two terms on the right-hand side of the above equation go to 0 as n → ∞,
and thus we have
lim
n→∞
νpni
n
λ
mν−m+iρn
= lim
n→∞
(i+ 1)µ pn,i+1
n
λ
mν−m+i+1ρn
, i = 0, 1, . . . ,m− 1.
This and Lemma 3 complete the proof. 
5. Illustrations
In this section numerical examples are presented to illustrate our main result, Theorem 1. Theorem 1 asserts that for
i = 0, 1, . . . ,m,
pni
ρn
∼ c
i!

ν
µ
i
n
λ
mν−m+i as n →∞. (28)
From this we see that the exponent of the power function depends on the number of busy servers. Eq. (28) is equivalently
expressed as
log
pni
ρn
−

λ
mν
−m+ i

log n ∼ log
 c
i!
 ν
µ
i
as n →∞. (29)
Hence log pni
ρn becomes closer and closer to

λ
mν −m+ i

log n+ log

c
i!

ν
µ
i
as n tends to infinity. This point is demonstrated
through numerical examples. We consider the following three models, all with retrial rate ν = 1.
Example 1 (The M/M/10 Retrial Queue). We consider the M/M/10 retrial queue where the arrival rate is λ = 1 and the
mean service time is µ−1 = 17 , and hence the offered load is ρ = λ10µ = 0.7.
Example 2 (The M/M/50 Retrial Queue). We consider the M/M/50 retrial queue where the arrival rate is λ = 1 and the
mean service time is µ−1 = 135 , and hence the offered load is ρ = 0.7.
Example 3 (TheM/M/100 Retrial Queue).We consider the M/M/100 retrial queue where the arrival rate is λ = 1 and the
mean service time is µ−1 = 170 , and hence the offered load is ρ = 0.7.
In Figs. 1, 3 and 5, for Examples 1–3, we plot P(N=n,S=i)
ρn versus n on a log–log scale. In the figures, the probabilities
pni = P(N = n, S = i), n = 0, 1, . . . , i = 0, . . . ,m, are obtained as follows: It is known that the stationary queue
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Fig. 2. Plots of P(N=n,S=i)
ρn and asymptotes for Example 1.
Fig. 3. Plots of P(N=n,S=i)
ρn for Example 2.
size of theM/M/m retrial queue with orbit of finite capacity K converges in distribution to that of theM/M/m retrial queue
with infinite orbit capacity as K tends to infinity, i.e.,
lim
K→∞ p
(K)
ni = pni, (30)
where p(K)ni is the probability that there are n customers in the orbit and the number of busy servers is i at steady state in
the M/M/m retrial queue with orbit of finite capacity K . Therefore, the probability pni is obtained as p
(K)
ni such that p
(K)
ni does
not vary numerically as K increases. We observe that log P(N=n,S=i)
ρn is asymptotically linear in log n, as we expect from the
formula (29).
In Figs. 2, 4 and 6, for Examples 1–3, we plot P(N=n,S=i)
ρn versus n on a log–log scale along with the values of the right-
hand side of the formula (28) versus n. As demonstrated on the graphs for Figs. 2, 4 and 6, the right-hand side of (28)
versus n are the asymptotic lines of the left-hand side of (28) versus n, on a log–log scale. To obtain the numeric values
of the right-hand side of (28), we need to know the value c. The constant c is expressed in terms of the vector generating
function P˜(z) according to (2) and Lemma 2. By numerically solving the differential equation (13) with the initial condition
P˜(1) = (p00, p01, . . . , p0,m−1), we can obtain P˜(z). Finally, in order to get the vector P˜(1) = (p00, p01, . . . , p0,m−1), we
use (30).
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Fig. 4. Plots of P(N=n,S=i)
ρn and asymptotes for Example 2.
Fig. 5. Plots of P(N=n,S=i)
ρn for Example 3.
Fig. 6. Plots of P(N=n,S=i)
ρn and asymptotes for Example 3.
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Appendix A. Proof of Lemma 1
By the balance equation for the stationary distribution of the censored Markov process {(N˜(t), S˜(t)) : t ≥ 0}, we have
p˜Q˜ = 0, where p˜ = (p˜0, p˜1, p˜2, . . .). From this we get
P˜ ′(z)B(z) = P˜(z)C(z), |z| ≤ 1, (31)
where B(z) and C(z) are given by
B(z) ≡ ν(zI − Φ(z)),
C(z) ≡ U − λ(I − Φ(z)).
HereΦ(z) and U arem×mmatrices whose (i, j) components are given by
(Φ(z))ij =

1
1+ ρ − ρz if i = j = m− 1,
1 if j = i+ 1, 0 ≤ i ≤ m− 2,
0 otherwise,
Uij =
−iµ if j = i, 0 ≤ i ≤ m− 1,
iµ if j = i− 1, 1 ≤ i ≤ m− 1,
0 otherwise.
Eq. (31) is written as
P˜ ′(z) = P˜(z)C(z)(B(z))−1, (32)
for z ∈ {z ∈ C : |z| ≤ 1, det(B(z)) ≠ 0}. Since all components of B(z) and C(z) are rational functions of z, so are the
components of C(z)(B(z))−1.
Now we calculate the matrix C(z)(B(z))−1 in (32). By direct calculation, we have
(B(z))−1 = 1
ν

zI − Φ(z)−1
= 1
ν
ρz − ρ − 1
(ρz − 1)(z − 1)ζ(z)η+
1
ν
L(z),
where ζ(z) is them-dimensional column vector whose jth component is given by
ζj(z) = z j−(m−1), 0 ≤ j ≤ m− 1,
and L(z) is them×mmatrix whose (i, j) component is given by
Lij(z) =

z i−j−1 if 0 ≤ i ≤ j ≤ m− 2,
0 otherwise.
Thus
C(z) (B(z))−1 = U − λ(I − Φ(z)) 1
ν
ρz − ρ − 1
(ρz − 1)(z − 1)ζ(z)η+
1
ν
L(z)

= 1
ν
ρz − ρ − 1
(ρz − 1)(z − 1)

Uζ(z)− λ(I − Φ(z))ζ(z)η+ 1
ν

UL(z)− λ(I − Φ(z))L(z). (33)
The jth components of Uζ(z) and (I − Φ(z))ζ(z) are given respectively by
(Uζ(z))j = jµ(1− z)z j−m, 0 ≤ j ≤ m− 1,
(I − Φ(z))ζ(z)j =
(1− z)z
j−(m−1) if 0 ≤ j ≤ m− 2,
(1− z)ρ
1+ ρ − ρz if j = m− 1.
Hence the jth component of Uζ(z)− λ(I − Φ(z))ζ(z) is

Uζ(z)− λ(I − Φ(z))ζ(z)j =

(1− z)

jµ
z
− λ

z j−(m−1) if 0 ≤ j ≤ m− 2,
(1− z)

(m− 1)µ
z
− λρ
1+ ρ − ρz

if j = m− 1.
(34)
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The (i, j) components of UL(z) and (I − Φ(z))L(z) are given respectively by
(UL(z))ij =

iµ
z
if j = i− 1, 1 ≤ i ≤ m− 1,
iµ

1
z
− 1

z i−j−1 if 0 ≤ i ≤ j ≤ m− 2,
0 otherwise,

(I − Φ(z))L(z)ij =

1
z
if j = i, 0 ≤ i ≤ m− 2,
1
z
− 1

z i−j if 0 < j ≤ m− 2, 0 ≤ i ≤ m− 3,
0 otherwise.
Thus the (i, j) component of the second term on the right-hand side of (33) is
1
ν

UL(z)− λ(I − Φ(z))L(z)ij =

λ
mν
i
ρz
if j = i− 1, 1 ≤ i ≤ m− 1,
λ
mν
i(1− z)−mρz
ρz2
if j = i, 0 ≤ i ≤ m− 2,
λ
mν
(i−mρz)(1− z)
ρz j−i+2
if i < j ≤ m− 2, 0 ≤ i ≤ m− 3,
0 otherwise.
(35)
By substituting (34) and (35) into (33), we obtain the (i, j) component of C(z)(B(z))−1 as follows.
(C(z)(B(z))−1)ij =

λ
mν
i
ρz
if j = i− 1, 1 ≤ i ≤ m− 1,
λ
mν
i(1− z)−mρz
ρz2
if j = i, 0 ≤ i ≤ m− 2,
λ
mν
(i−mρz)(1− z)
ρz j−i+2
if i < j ≤ m− 2, 0 ≤ i ≤ m− 3,
λ
mν
 ρ
ρz − 1 − 1
 i
ρzm−i
− m
zm−i−1

if 0 ≤ i ≤ m− 2, j = m− 1,
λ
mν
 ρ
ρz − 1 − 1
m− 1
ρz
− λ
mν
mρ
ρz − 1 if i = j = m− 1,
0 otherwise.
Since ξ = (mρm−1, (m − 1)ρm−2, . . . , 2ρ, 1)⊤ and η = (0, . . . , 0, 1), the (i, j) component of C(z)(B(z))−1 − λmν ρ1−ρz ξη is
(Ψ (z))ij described in (10). That is,
C(z)(B(z))−1 = λ
mν
ρ
1− ρz ξη+ Ψ (z). (36)
Finally, substituting (36) into (32) completes the proof of Lemma 1. 
Appendix B. Proof of Corollary 1
For z ∈ C \ ((−∞, 0] ∪ [ 1
ρ
,∞)), consider the initial value problem:
d
dt
x(t) = (z − 1)x(t)
 λ
mν
ρ
1− ρ(zt + 1− t)ξη+ Ψ (zt + 1− t)

, 0 ≤ t ≤ 1,
x(0) = P˜(1).
Let α(z, t) be the solution of the above initial value problem. Then we have the following properties:
(i) α(z, 1) is analytic in z on C \ ((−∞, 0] ∪ [ 1
ρ
,∞)).
(ii) α(z, 1) = P˜(z) for all complex numbers z with |z| ≤ 1 and z ∉ [−1, 0].
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For z ∈ C \ [0,∞), consider the initial value problem:
d
dt
x(t) = (z + 1)x(t)
 λ
mν
ρ
1− ρ(zt − 1+ t)ξη+ Ψ (zt − 1+ t)

, 0 ≤ t ≤ 1,
x(0) = P˜(−1).
Let β(z, t) be the solution of the above initial value problem. Then we have the following properties:
(iii) β(z, 1) is analytic in z on C \ [0,∞).
(iv) β(z, 1) = P˜(z) for all complex numbers z with |z| ≤ 1 and z ∉ [0, 1].
By (ii) and (iv) above, α(z, 1) = β(z, 1) for all complex numbers z with |z| ≤ 1 and z ∉ [−1, 1]. This implies, by the
identity theorem of analytic functions, that α(z, 1) = β(z, 1) for all z ∈ C \ R. Define γ : C \ [ 1
ρ
,∞)→ Cm as
γ(z) =

α(z, 1) if z ∈ C \

(−∞, 0] ∪

1
ρ
,∞

,
β(z, 1) if z ∈ C \ [0,∞),
P˜(0) if z = 0.
Note that γ is well defined. By (ii) and (iv) above, γ(z) = P˜(z) for all complex numbers z with |z| ≤ 1. Hence γ(z) is analytic
at z = 0. By (i) and (iii) above, γ(z) is also analytic on C \ ({0} ∪ [ 1
ρ
,∞)). Therefore γ(z) is analytic on C \ [ 1
ρ
,∞). Thus
γ(z) is an analytic extension of P˜(z) to C \ [ 1
ρ
,∞), and the proof is complete. 
Appendix C. Proof of Lemma 4
To prove Lemma 4, we first show
lim sup
n→∞
pni
n
λ
mν−1ρn
<∞, i = 0, 1, . . . ,m− 1. (37)
This can be verified by reversed induction on i. By Lemma 3, (37) holds for i = m − 1. Suppose that (37) holds for some
i ∈ {1, 2, . . . ,m− 1}. Then, by (26),
lim sup
n→∞
pn,i−1
n
λ
mν−1ρn
= lim sup
n→∞
1
ν
(n+ 1)νpn+1,i−1
n
λ
mν ρn
≤ lim sup
n→∞
1
ν
(λ+ iµ+ nν)pni
n
λ
mν ρn
= lim sup
n→∞
pni
n
λ
mν−1ρn
< ∞,
which means that (37) holds for i− 1. Therefore, (37) holds for all i = 0, 1, . . . ,m− 1.
Next we show
lim sup
n→∞
pni
n
λ
mν−1+iρn
<∞, i = 0, 1, . . . ,m− 1. (38)
This can also be verified by induction on i. By (37), (38) holds for i = 0. Suppose that (38) holds for some i ∈ {0, 1, . . . ,m−2}.
Then, by (26),
lim sup
n→∞
pn,i+1
n
λ
mν+iρn
≤ lim sup
n→∞
λ+ iµ+ nν
(i+ 1)µ
pni
n
λ
mν+iρn
= lim sup
n→∞
ν
(i+ 1)µ
pni
n
λ
mν−1+iρn
< ∞,
which means that (38) holds for i+ 1. Therefore, (38) holds for all i = 0, 1, . . . ,m− 1.
Finally, we prove (27) for all i = 0, 1, . . . ,m− 2. Suppose that (27) does not hold for some i ∈ {0, 1, . . . ,m− 2}, i.e.,
lim sup
n→∞
pni
n
λ
mν−m+iρn
= ∞ for some i ∈ {0, 1, . . . ,m− 2}. (39)
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Let kmin be the smallest positive integer k satisfying
lim sup
n→∞
pni
n
λ
mν−k+iρn
= ∞ for some i ∈ {0, 1, . . . ,m− 2}. (40)
From (38) and (39), we have 2 ≤ kmin ≤ m. Let imax be the largest integer i ∈ {0, 1, . . . ,m− 2} satisfying
lim sup
n→∞
pni
n
λ
mν−kmin+iρn
= ∞.
From (26) with i = 0, we have
lim sup
n→∞
λ+ nν
n
λ
mν−kmin+1ρn
pn0 = lim sup
n→∞
µ
n
λ
mν−kmin+1ρn
pn1.
Therefore, if lim supn→∞
pn0
n
λ
mν −kminρn
= ∞, then lim supn→∞ pn1
n
λ
mν −kmin+1ρn
= ∞. Thus 1 ≤ imax ≤ m − 2. By (26) with
i = imax,
lim sup
n→∞
(λ+ imaxµ+ nν)pn,imax
n
λ
mν−kmin+imax+1ρn
≤ lim sup
n→∞
λpn,imax−1
n
λ
mν−kmin+imax+1ρn
+ lim sup
n→∞
(n+ 1)νpn+1,imax−1
n
λ
mν−kmin+imax+1ρn
+ lim sup
n→∞
(imax + 1)µpn,imax+1
n
λ
mν−kmin+imax+1ρn
.
Note that the first and third limits on the right-hand side of the above are finite by definitions of kmin and imax, respectively,
whereas the limit of the left-hand side is infinite. Thus
lim sup
n→∞
pn,imax−1
n
λ
mν−kmin+imaxρn
= ∞.
Therefore (40) holds for k = kmin − 1, which is a contradiction. This completes the proof of Lemma 4. 
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