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Abstract
Based on the fact that, for a subfactor N of a II1 factor M, the first
non-trivial Jones index is 2 and then M is decomposed as the crossed
product of N by an outer action of Z2, we study pairs {N,uNu∗} from
a view point of entropy for two subalgebras of M with a connection
to the entropy for automorphisms, where the inclusion of II1 factors
N ⊂M is given as M is the crossed product of N by a finite group of
outer automorphisms and u is a unitary in M.
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1 Introduction
For two von Neumann subalgebras A and B of a finite von Neumann algebra
M, in the previous paper [4] we gave a modified constant h(A|B) of the
Connes-Størmer relative entropy H(A|B) in [7] (cf. [18] ). The aim was to
see the entropy for unistochastic matrices from the viewpoint of the operator
algebras and we showed among others that h(D|uDu∗) = H(b(u)), where D
is the algebra of the diagonal matrices in the n×n complex matrices Mn(C),
and where H(b(u)) is the entropy in [21] for the unistochastic matrix b(u)
induced by a unitary u in Mn(C), and in general, it does not holds that
H(D|uDu∗) = H(b(u)) (see, for example [17] ).
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In this paper, we replace the type In factor Mn(C) to a II1 factor M .
The above relation in [4] (cf. [15]) suggests us that if A and B are maximal
abelian subalgebras of a II1 factor M , then h(A|B) is not necessarily finite.
In order to discuss on a subalgebra A of M with h(A|uAu∗) < ∞ for all
unitaries u in M , we pick up here a subfactor N ⊂ M with the Jones index
[M : N ] <∞ ([11]) (cf. [8]).
Let M be a type II1 factor, and let N be a subfactor of M such that
[M : N ] = 2 which is the simplest, nontrivial unique subfactor of M up
to conjugacy. Then M is decomposed into the crossed product of N by an
outer automorphism with the period 2. Based on this fact, we study the set
of the values h(N |uNu∗) for the inclusion of factor-subfactor N ⊂ M, with a
connection to the inner automorphisms Adu, where M is given as the crossed
product N ⋊α G of a type II1 factor N by a finite group G with respect to
an outer action α and u is a unitary in M.
First, for two von Neumann subalgebras A and B of a finite von Neumann
subalgebra M , we show, in Corollary 2.2.3 below, that if EAEB = EBEA
(which is called the commuting square condition in the sense of [9]) then
H(A|B) = h(A|B), where EA is the conditional expectation of M onto A.
We give an extended notion HN(Adu) of H(b(u)) to the inner automor-
phisms Adu in Definition 3.1.1, and we show that h(N |uNu∗) ≤ HN(Adu)
in Theorem 3.1.4.
The inner conjugacy class of N is rich from the view point of the values
of h(N |uNu∗), that is, in the special case of G = Z2, keeping the fact that
h(N |uNu∗) ≤ H(M |uNu∗) = log 2 for all unitary u ∈ M in mind, we have
that {h(N |uNu∗) : u ∈M a unitary} = [0, log 2] in Theorem 3.2.3.
2 Preliminaries
In this section, we summarize, for future reference, notations, terminologies
and basic facts.
Let M be a finite von Neumann algebra, and let τ be a faithful normal
tracial state. For each von Neumann subalgebra A, there is a unique τ
preserving conditional expectation EA :M → A.
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2.1 Connes-Størmer relative entropy
Let S be the set of all finite families (xi)i of positive elements in M with
1 =
∑
i xi. Let A and B be two von Neumann subalgebras ofM. The relative
entropy H(A|B) is defined by Connes and Størmer([7]) as
H(A | B) = sup
(xi)∈S
∑
i
(τηEB(xi)− τηEA(xi)).
Here, η is the function defined by
η(t) = −t log t, (0 < t ≤ 1) and η(0) = 0.
Let φ be a normal state on M. Let Φ be the set of all finite families (φi)i
of positive linear functionals on M with φ =
∑
i φi. The relative entropy
Hφ(A|B) of A and B with respect to φ is given by Connes ([6]) as
Hφ(A|B) = sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A)− S(φi |B, φ |B))
and if φ = τ then Hτ (A|B) = H(A | B). Here S(φ, ψ) is the relative entropy
for positive linear functionals φ and ψ on M (cf. [14, 16]).
2.2 Modified relative entropy for two subalgebras.
We modified in [4] the Connes-Størmer relative entropy for a pair of subal-
gebras as follows :
Let A and B be two von Neumann subalgebras of M. Let S be the set
of all finite families (xi) of positive elements in M with 1 =
∑
i xi. The
conditional relative entropy h(A | B) of A and B corresponding H(A|B) is
given as
h(A | B) = sup
(xi)∈S
∑
i
(τηEB(EA(xi))− τηEA(xi)).
Let S(A) ⊂ S be the set of all finite families (xi) of positive elements in
A with 1 =
∑
i xi. Then it is clear that
h(A | B) = sup
(xi)∈S(A)
∑
i
(τηEB(xi)− τη(xi)).
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Let S ′(A) ⊂ S(A) be the set of all finite families (x′i) with each x′i a scalar
multiple of a projection in A. Then
h(A | B) = sup
(x′i)∈S
′(A)
∑
i
(τηEB(x
′
i)− τη(x′i)).
The conditional relative entropy of A and B with respect to φ correspond-
ing Hφ(A|B) is given as
hφ(A|B) = sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A)− S((φi ◦ EA) |B, (φ ◦ EA) |B).
If we let Φ(A) ⊂ Φ be the set of all finite families (φ′i) in Φ with each
φ′i = φ
′
i ◦ EA, then
hφ(A|B) = sup
(φ′i)∈Φ(A)
∑
i
(S(φ′i |A, φ |A)− S(φ′i |B, (φ ◦ EA) |B).
We give conditions for that hφ(A|B) = Hφ(A|B) in Corollary 2.2.4 be-
low, and show relations for hφ(A|B), Hφ(A|B), Hφ(A) and hφ(A) in Theorem
2.2.2, where hφ(A) is given by modifing Hφ(A) in [6] for a von Neumann
subalgebra A of M (cf. [14]), that is
hφ(A) = sup
(φi)∈Φ(A)
∑
i
(η(φi(1)) + S(φi|A, φ|A))
and
Hφ(A) = sup
(φi)∈Φ
∑
i
(η(φi(1)) + S(φi|A, φ|A)).
Cleary, we have that 0 ≤ hφ(A) ≤ Hφ(A). In the case of φ is the trace τ,
hφ(A) = h(A), which is given as
h(A) = sup
(xi)∈S(A)
∑
i
(η(τ(xi))− τη(xi)).
We need the following lemma in order to prove Theorem 2.2.2, in which
we show relations among Hφ(A), hφ(A), Hφ(A|B) and Hφ(A|B) :
Lemma 2.2.1. Let A and B be von Neumann subalgebras of a finite von
Neumann algebra M , and let ψ, φ be positive linear functionals on M. If
EAEB = EBEA, then
S((ψ ◦ EA) |B, (φ ◦ EA) |B) = S((ψ ◦ EA) |A∩B, (φ ◦ EA) |A∩B).
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Proof. Relative entropy for positive linear functionals ψ, φ on a unital C∗-
algebra C is expressed in [13] by
S(ψ, φ) = sup
n∈N
sup
x
{ψ(1) logn−
∫ ∞
1/n
(
ψ(y(t)∗y(t)) +
1
t
φ(x(t)x(t)∗)
)
dt
t
}
where x(t) : ( 1
n
,∞) → C is a step function with finite range, and y(t) =
1− x(t).
Let x(t) : ( 1
n
,∞)→ B be a step function with finite range, then EA(x(t)) :
( 1
n
,∞)→ A∩B is a step function with finite range because of that EAEB =
EBEA. Since EA(x)
∗EA(x) ≤ EA(x∗x) for all x ∈M, we have that
ψ(1) logn−
∫ ∞
1/n
(
ψ ◦ EA(y(t)∗y(t)) + 1
t
φ ◦ EA(x(t)x(t)∗)
)
dt
t
≤ ψ(1) logn−
∫ ∞
1/n
(
ψ(EA(y(t))
∗EA(y(t))) +
1
t
φ(EA(x(t))EA(x(t)
∗))
)
dt
t
≤ S((ψ ◦ EA) |A∩B, (φ ◦ EA) |A∩B).
This implies that
S((ψ ◦ EA) |B, (φ ◦ EA) |B) ≤ S((ψ ◦ EA) |A∩B, (φ ◦ EA) |A∩B).
Since the opposite inequality is clear, we have the equality.
Theorem 2.2.2. Let M be a finite von Neumann algebra with a normal
faithful tracial state τ. Let φ be a normal state of M, and let A,B be von
Neumann subalgebras of M. Then
(1) hφ(A|B) ≤ hφ(A|C1) = hφ(A).
(2) Assume that EAEB = EBEA. Then hφ(A|B) = hφ(A|A ∩ B).
Hence, if A ∩B = C, then hφ(A|B) = hφ(A).
(3) If EAEB = EBEA and if φ = φ ◦ EA, then Hφ(A|B) = Hφ(A|A ∩ B).
Especially, if A ∩ B = C, then Hφ(A|B) = Hφ(A).
(4) If B ⊂ A, then
Hφ(A|B) = hφ(A|B).
Especially, Hφ(A) = hφ(A).
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Proof. (1) Let φ, ψ be normal states ofM, and let (φi)i ∈ Φ. Then (φ◦EA) |B
and 1
φi(1)
(φi ◦ EA) |B are states of B so that
S(
1
φi(1)
(φi ◦ EA) |B, (φ ◦ EA) |B) ≥ 0
and
S(
1
φi(1)
(φi ◦ EA) |B, (φ ◦ EA) |B)
=
1
φi(1)
S(φi ◦ EA |B, (φ ◦EA) |B)− φi(1)η( 1
φi(1)
)
=
1
φi(1)
S(φi ◦ EA |B, (φ ◦EA) |B)− log(φi(1)).
Hence
−S((φi ◦ EA) |B, (φ ◦ EA) |B) ≤ η(φi(1)),
and if B = C1 then the equality holds because 1
φi(1)
φi|C1 = φ|C1. These imply
that
hφ(A|B)
= sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A)− S((φi ◦ EA) |B, (φ ◦ EA) |B))
≤ sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A) + η(φi(1)))
= hφ(A),
and the equality holds if B = C1.
(2) Assume that EAEB = EBEA, then by lemma 2.2.1, we have that
hφ(A|B)
= sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A)− S((φi ◦ EA) |B, (φ ◦ EA) |B))
= sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A)− S((φi ◦ EA) |A∩B, (φ ◦ EA) |A∩B))
= hφ(A|A ∩ B).
Since hφ(A|B) is decreasing in B, it implies that
hφ(A|B) = hφ(A|A ∩ B).
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Hence, if A ∩ B = C 1, then hφ(A|B) = hφ(A|C1) = hφ(A).
(3) Assume that EAEB = EBEA and that φ◦EA = φ. Let (φi)i ∈ Φ, then
(φi ◦ EA)i ∈ Φ and we have that
Hφ(A|B)
= sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A)− S(φi |B, φ |B))
≥ sup
(φi)∈Φ
∑
i
(S((φi ◦ EA) |A, φ |A)− S((φi ◦ EA) |B, φ |B))
= sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A)− S((φi ◦ EA) |B, (φ ◦ EA) |B))
= sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A)− S((φi ◦ EA) |A∩B, (φ ◦ EA) |A∩B))
= sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A)− S(φi |A∩B, φ |A∩B))
= Hφ(A|A ∩ B).
In general, Hφ(A|A ∩B) ≥ Hφ(A|B) so that
Hφ(A|B) = Hφ(A|A ∩B).
Especially, H(A|B) = H(A|A ∩ B) (cf. [22]), and if A ∩ B = C, then
Hφ(A|A ∩B) = Hφ(A|C1) = Hφ(A) so that
Hφ(A|B) = Hφ(A).
(4) If B ⊂ A, then
Hφ(A|B)
= sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A)− S(φi |B, φ |B))
= sup
(φi)∈Φ
∑
i
(S(φi |A, φ |A)− S((φi ◦ EA) |B, (φ ◦ EA) |B))
= hφ(A|B).
By combining with (1), we have Hφ(A) = hφ(A).
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Corollary 2.2.3. Assume that EAEB = EBEA. Then H(A|B) = h(A|B).
Moreover, if φ = φ ◦ EA, then
Hφ(A|B) = hφ(A|B).
Proof. Assume that EAEB = EBEA and that φ = φ ◦ EA. Then by using
Theorem 2.2.2 (3), (4) and (2), we have that
Hφ(A|B) = Hφ(A|A ∩B) = hφ(A|A ∩B) = hφ(A|B).
Since EA is the τ -conditional expectation, τ = τ ◦ EA, hence
H(A|B) = h(A|B).
3 Inner conjugate subfactors
Connes-Størmer defined the entropy H(α) for a trace preserving automor-
phism α of a finite von Neumann algebra in [7]. The definition is arivable for
a trace preserving *-endomorphism too.
For a trace preserving *-endomorphism σ of a finite von Neumann algebra
N, it was shown a relation between the entropy H(σ) for σ and the relative
entropy H(N | σ(N)) in the papers [1, 2, 3, 10, 20] (cf. [14]). The relation
is, roughly speaking, that
H(σ) =
1
2
H(N | σ(N))
under a certain condition. Such a *-endomorphism σ can be extended offten
to an automorphism α of a finite von Neumann algebra M which contains N
as a von Neumann subalgebra. Some examples of such endomorphisms ap-
peared in a relation to Jones index theory of subfactors. In [2], we studied a
nice class of such a *-endomorphism σ of a type II1factor N which is extend-
able to an automorphism α of the big type II1factorM obtained by the basic
construction from N ⊃ σ(N). We called such a σ basic *-endomorphism and
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showed that H(α) = 1
2
H(N |σ(N)). Since σ(N) ⊂ N, we have by Theorem
2.2.2 (4) that H(N |σ(N)) = h(N |σ(N)) so that
H(α) =
1
2
H(N |σ(N)) = 1
2
h(N |σ(N)) = 1
2
h(N |α(N)).
This means that for an automorphism α of a II1 factor M we may be able
to choose a subfactor N ⊂ M such that the entropy for α is given from
h(N |α(N)).
Our study in this section is motivated by these results. The above auto-
morphism α arising from a *-endomorphism as is outer. Here, we discuss by
replacing the α to inner automorphisms Adu and the entropy H(α) to the
entropy HN(Adu) defined below.
3.1 Entropy for Inner Automorphisms with respect to
Subfactors
Let N be a type II1 factor with the canonical trace τ and let G be a finite
group. Let α be an outer action of G on N, so that for all g ∈ G, g 6= 1 if
αg(x)a = ax for all x ∈ N, then a = 0. Hereafter, we let M be the crossed
product of N by G with respect to α :
M = N ⋊α G.
We identify N with the von Neumann subalgebra embedded inM, and denote
by v the unitary representation of G in M such that every vg is a unitary in
M with
αg(x) = vgxv
∗
g , (x ∈ N, g ∈ G).
Then every x ∈M is written by the Fourier expansion
x =
∑
g∈G
xgvg, (xg ∈ N)
and xg = EN (xv
∗
g). A u ∈M is a unitary if and only if∑
g∈G
uhgαh(u
∗
g) = δh,1 and
∑
g∈G
α−1g (u
∗
gugh) = δh,1,
where we denote the identity of G by 1. This imply that
∑
g∈G τ(ugu
∗
g) = 1,
and we can put as the followings :
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Definition 3.1.1. The entropy of the inner automorphism Adu of M with
respect to N is given by
HN (Adu) =
∑
g∈G
ητ(ugu
∗
g).
Comment 3.1.2. Each x ∈M is representated as the matrix x = (x(g, h))gh
indexed by the elements of G. Here x(g, h) ∈ N for all g, h in G, and x(g, h) =
α−1g (EN(xv
∗
h)) = α
−1
g (xh). The entropy H(b(u)) defined in [21] is written as
H(b(u)) =
1
n
∑
i,j
η(|u(i, j)|2),
when b(u) is the unistochastic matrix induced by a unitary u = (b(i, j))ij
in Mn(C). A matrix representation for an x in Mn(C) is depend on the
diagonal matrix algebra. In that sense, we consider the notion of HN(Adu)
corresponds to the notion of the entropy for a unistochastic matrix.
Lemma 3.1.3. (1) If Adu and Adw are conjugate, then HN(Adu) = HN(Adw).
(2) If θ = Adu for some unitary u ∈M, then HN(θ−1) = HN(θ).
Proof. (1) Assume Adu = θAdwθ−1 for some automorphism θ of M. Then
θ(w) = λu for some complex number λ with |λ| = 1 and so ητ(wgw∗g) =
ητ(ugu
∗
g) which implies that HN(Adu) = HN(Adw).
(2) Let w ∈ M be a unitary with Adw = θ−1, then w = γu∗ for some
γ ∈ T. For the expression that w = ∑g wgvg, we have that wg = γαg(u∗g−1)
for all g ∈ G so that
HN(θ
−1) =
∑
g
ητ(wgw
∗
g) =
∑
g
ητ(ugu
∗
g) = HN(θ).
The h(N |uNu∗) is bounded by HN(Adu) as follows :
Theorem 3.1.4. Assume that N is a type II1 factor, G is a finite group
and M = N ⋊α G with respect to the outer action α. Then for each unitary
u ∈M, we have that
h(N |uNu∗) ≤ HN(Adu) =
∑
g∈G
ητ(ugu
∗
g) ≤ log |G|,
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where |G| is the cardinarity of G.
Proof. Let (λipi)i∈I ∈ S ′(N) be a finite partition of the unity, that is,
∑
i∈I
λipi = 1
where (λi)i∈I are positive numbers and (pi)i∈I are projections in N. For a
given ε, choose an ǫ > 0 with with 2|G|η(ǫ) < min{ε, 1/e}. There exist
mutually orthogonal projections (qi,k)k ⊂ N and nonnegative numbers (αgi,k)k
which satisfy that
pi =
∑
k
qi,k and 0 ≤ qi,kugu∗gqi,k − αgi,kqi,k ≤ ǫqi,k.
This is possible by the induction method of the spectral decompositions for
(piugu
∗
gpi)i∈I,g∈G, (see for example. [18, Proof of 4.3 Lemma]). In fact, letting
G = {g1, · · · , gm} and by the spectral decomposition for piug1u∗g1pi ∈ piNpi,
we have mutually orthogonal projections (q1i,k)k1 ⊂ piNpi and nonnegative
numbers (α1i,k1)k1
pi =
∑
k1
q1i,k1 and 0 ≤ q1i,k1ug1u∗g1q1i,k1 − α1i,k1q1i,k1 ≤ ǫq1i,k1 .
Next by the consideration for q1i,k1ug2u
∗
g2
q1i,k1 , we have a partition (q
2
i,k1,k2
)k2
of q1i,k1 and (α
2
i,k1,k2
)k2 . Put α
gj
i,k = α
j
i,k1,··· ,kj
and qi,k = q
m
i,k1,··· ,km
. Then these
satisfy the desired conditions.
Since η(x + y) ≤ η(x) + η(y), (x, y ∈ N), η is increasing on [0, 1/e], and
the family (qi,k)k is mutually orthogonal, we have for ǫ with ǫ ≤ 1/e
τη(
∑
k
qi,kugu
∗
gqi,k)
≤ τη(
∑
k
(qi,kugu
∗
gqi,k − αgi,kqi,k)) + τη(
∑
k
αgi,kqi,k)
≤ η(ǫ)τ(pi) +
∑
k
η(αgi,k)τ(qi,k).
Hence, by the condition that
∑
i,k λiτ(qi,k) = 1, the operator concavity of η
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implies that
∑
i,g
λiτη(
∑
k
qi,kugu
∗
gqi,k)
≤
∑
i,k,g
λiη(α
g
i,k)τ(qi,k) + |G|η(ǫ)
=
∑
i,k
λiτ(qi,k)
∑
g
η(αgi,k) + |G|η(ǫ)
≤
∑
g
η(
∑
i,k
λiτ(qi,k)α
g
i,k) + |G|η(ǫ).
Remark that for all g ∈ G
τ(ugu
∗
g)−
∑
i,k
λiα
g
i,kτ(qi,k) =
∑
i,k
λiτ(qi,kugu
∗
gqi,k − αgi,kqi,k)
and that
0 ≤
∑
i,k
λiτ(qi,kugu
∗
gqi,k − αgi,kqi,k) ≤ ǫ.
Then we have that
0 ≤ τ(ugu∗g)−
∑
i,k
λiτ(qi,k)α
g
i,k ≤ ǫ, (g ∈ G)
so that ∑
g
η(
∑
i,k
λiτ(qi,k)α
g
i,k) ≤
∑
g
ητ(ugu
∗
g) + |G|η(ǫ).
Here we used the following inequality in [14, (2.8)]
|η(s)− η(t)| ≤ η(s− t) for 0 ≤ s− t ≤ 1
2
.
Remark that
∑
g ugu
∗
g = 1 and that for all i the projections (qi,k)k is mutually
orthogonal. Hence by using the following fact that
τη(u∗gqi,kug) = τη(qi,kugu
∗
gqi,k),
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we have that
∑
i,k
(τηEN(u
∗λiqi,ku)− τη(λiqi,k))
=
∑
i,k
(τη(
∑
g∈G
αg(u
∗
gλiqi,kug)− η(λi)τ(qi,k)))
≤
∑
i,k
∑
g
(τη(u∗gλiqi,kug)− η(λi)τ(qi,k))
=
∑
i,k,g
(η(λi)τ(u
∗
gqi,kug) + λiτη(u
∗
gqi,kug)−
∑
i,k
η(λi)τ(qi,k)
=
∑
i
(η(λi)τ(pi
∑
g
ugu
∗
g) +
∑
i,k,g
λiτη(u
∗
gqi,kug)−
∑
i
η(λi)τ(pi)
=
∑
i,k,g
λiτη(qi,kugu
∗
gqi,k)
=
∑
i,g
λiτη(
∑
k
qi,kugu
∗
gqi,k)
≤
∑
g
ητ(ugu
∗
g) + 2|G|η(ǫ).
Thus
h(N |uNu∗) = sup
(λipi)∈S′(N)
∑
i
(τηEN(u
∗λipiu)− τη(λipi))
= sup
(λiqik)i,k
∑
i,k
(τηEN (u
∗λiqi,ku)− τη(λiqi,k))
≤
∑
g
ητ(ugu
∗
g).
Since η is a concave function, Theorem 3.1.4 implies the following :
Corollary 3.1.5. Assume that N,G, u be as in Theorem 3.1.4 and that
h(N |uNu∗) = log |G|. Then τ(ugu∗g) = 1|G| for all g ∈ G.
Remark and Example 3.1.6. Let A and B be subalgebras of a type II1
factor M. Then h(A|B) ≤ H(A|B) ≤ H(M |B), and if B is a subfactor with
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B′∩M = C then H(M |B) = log[M : B] by [18] so that h(A|B) ≤ log[M : B].
Størmer says that relative entropy can be viewed as a measure of distance
between two subalgebras, which in the noncommutative case also measures
their sizes and relative position.
Here, we give an example, which shows that h(A|B) measures relative
position and that some small size subalgebra AG can take the maximal value
of h(A|B), although the entropy h(A|B) is increasing in A.
Assume that the finite group G in Theorem 3.1.4 is abelian. Let B =
uNu∗. By taking the inner automorphism Adu∗, we may consider M as the
crossed product of B by G so that x ∈ M has a unique expansion x =∑
g∈G xgvg, (xg ∈ B). Let AG be the von Neumann algebra generated by the
unitary group vG, (that is, |G| dimensional abelian algebra). Then
h(AG|B) = log |G| = H(M |B) = log[M : B].
In fact, it is clear that h(A|B) ≤ H(M |B) = log[M : B] = log |G|. To
show the opposite iniquality, let Gˆ be the character group of G. Given χ ∈ Gˆ,
let
pχ =
1
|G|
∑
g∈G
χgvg.
Then {pχ;χ ∈ Gˆ} is a family of mutually orthogonal projections in AG with∑
χ∈Gˆ pχ = 1. Hence
h(AG | B) ≥
∑
χ∈Gˆ
(τηEB(pχ)) =
∑
χ∈Gˆ
η(
1
|G|) = |Gˆ|
1
|G| log(|G|) = log |G|,
and we have that
h(AG | B) = log |G|.
In the next section, we show that inner conjugacy classes of subfactors N
of type II1 factor can take the maximum value of h(N |uNu∗).
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3.2 Case of G = Zn
Here, we assume that the group G in 3.1 is a finite cyclic group Zn, that is,
M is the crossed product N ⋊α Zn of a II1-factor N by the group generated
by an automorphism α on N such that αn is the identity and αi is outer
for i = 1, · · · , n − 1. Such an automorphism α is called a minimal periodic
automorphism (cf. [5]).
3.2.1 Matrix units for minimal periodic automorphisms
Let γ be a primitive n-th root. Connes showed in the proof for the char-
acterization of minimal periodic automorphisms ([5, Cor. 2.7]) that if α is
minimal periodic, then there exists a set of matrix units {eij}ni,j=1 in N such
that
α(eij) = γ
i−jeij , (i, j = 1, · · · , n).
Let w =
∑
i ei+1,i. Then w is a unitary in N which satisfies that
wj =
∑
i
ei+j,i, w
i∗ejjw
i = ej−i,j−i and α(w) = γw.
The following indicates that the inner congugacy class of N can take the
maxL h(N |L), where L is a subfactor of M with [M : L] = n.
Theorem 3.2.2. Let N ⊂ M be the above. Then there exists a unitary
operator u in M which satisfies the following properties :
(1) h(N |uNu∗) = HN(Adu) = log n.
(2) The conditional expectations EN and EuNu∗ commute.
Proof. Let w ∈ N be the unitary operator in 3.2.1. Let v ∈ M be a unitary
in M implimenting α, that is, α(x) = vxv∗ for all x ∈ N. We put
u =
1√
n
∑
i
wivi−1.
Then u is a unitary and
√
nEN (u) = w. Since HN(u) = log n, we have by
Theorem 3.1.4 that
h(N |uNu∗) ≤ logn.
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As a finite partition of the unity, we choose {pj : pj = ejj, j = 1, · · · , n}.
Then
h(N |uNu∗)
≥
∑
j
τηEuNu∗(pj)− τη(pj) =
∑
j
τηEN (u
∗pju)
=
∑
j
τη(
∑
i
α−i(
wi∗pjw
i
n
)) =
∑
j
τη(
∑
i pj−i
n
))
= log n
Hence h(N |uNu∗) = log n.
(2) To show that EuNu∗EN = ENEuNu∗ , remark that for all a ∈ N,
EuNu∗(av
k) =
1
n2
∑
j
(
∑
i,l
γk
2+2ki−(j+l)k−jlwj+l−k−iαj+l−k−i(a)wi−l)vj.
Assume that k 6= 0. Then EN (avk) = 0. On the other hand,
ENEuNu∗(av
k) =
1
n2
γ2kw−kα−1(
∑
i
∑
l
γ2ki−lkwl−iαl−i(a)wi−l)
and
∑
i
∑
l
γ2ki−lkwl−iαl−i(a)wi−l =
∑
j
(
∑
i
γk(i−j)wjαj(a)w∗j) = 0.
Therefore,
ENEuNu∗(av
k) = 0 = EuNu∗EN(av
k).
for all a ∈ N and k = 1, · · · , n− 1. Also for each a ∈ N, we have that
EuNu∗EN(a)
=
1
n2
∑
j
(
∑
i,l
γjlwj+l−iαj+l−i(a)wi−l)vj =
1
n2
∑
l
∑
i
wiαi(a)w∗i
=
1
n
∑
i
wiαi(a)w∗i = EN(
1
n
∑
i
wiαi(a)w∗i)
= ENEuNu∗(a).
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These show that
EuNu∗EN(x) = ENEuNu∗(x) for all x ∈M.
3.2.3 A continuous family of subfactors with index 2
At the last, in the case of G = Z2, we show a result corresponding one in
[4] for maximal abelian subalgebras of the type In factos Mn(C).
Theorem 3.2.3. Let N be a type II1 factor and let M be the crossed product
N ⋊α Z2 by an outer automorphism α with the period 2. For the unitary
w ∈ N in 3.2.1, let
u(λ) =
√
λw +
√
1− λv, (0 ≤ λ ≤ 1).
Then u(λ) is a unitary in M which satisfies the followings :
(1)
h(N | u(λ) N u(λ)∗) = HN(u) = η(λ) + η(1− λ).
and
{h(N | u(λ) N u(λ)∗) : λ ∈ [0, 1]} = [0, log 2].
(2)
N ⊂ M
∪ ∪
N ∩ u(λ)Nu(λ)∗ ⊂ u(λ)Nu(λ)∗
is a commuting square in the sense of [9] if and only if λ = 1
2
.
(3)
h(N | u(1
2
) N u(
1
2
)∗) = HN(Adu(
1
2
)) = max
u
h(N |uNu∗) = log 2
where u is a unitary in M.
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Proof. (1) It is clear that HN(Adu(λ)) = η(λ)+η(1−λ). Hence by Theorem
3.1.4, we have
h(N |u(λ)Nu(λ)∗) ≤ η(λ) + η(1− λ).
We remark that for each x ∈ N,
Eu(λ)Nu(λ)∗(x) = u(λ)EN(u(λ)
∗xu(λ))u(λ)∗ = λw∗xw + (1− λ)α(x).
Let {eij}i,j=1,2 ⊂ N be the set of matrix units for α in 3.2.1. Then
Eu(λ)Nu(λ)∗(eii) = λw
∗eiiw+ (1− λ)α(eii) = λei+1,i+1+ (1− λ)eii, (mod 2).
Hence, we have that for each i = 1, 2,
τη(Eu(λ)Nu(λ)∗(eii)) =
1
2
(η(λ) + η(1− λ)),
so that
h(N |u(λ)Nu(λ)∗) ≥ η(λ) + η(1− λ).
This implies that
h(N |u(λ)Nu(λ)∗) = η(λ) + η(1− λ).
(2) First we remember the following ; the diagram is a commuting square
in the sense of [9] means that ENEuNu∗ = EuNu∗EN .
Let x ∈ N. Since α(w) = −w∗, we have that
ENEu(λ)Nu(λ)∗(x) = λ
2x+ 2λ(1− λ)wα(x)w∗ + (1− λ)2x
and
EuNu∗EN(x)
= λ2x+ 2λ(1− λ)wα(x)w∗ + (1− λ)2x+
√
λ(1− λ)(2λ− 1)xwv
Hence ENEu(λ)Nu(λ)∗(x) = EuNu∗EN (x) for all x ∈ N if and only if λ = 1/2.
Similarly, for all x ∈ N,
ENEu(1/2)Nu(1/2)∗ (xv) = wα(x1) + x1w
∗ + x1α(w) + α(w
∗x1) = 0
and
Eu(1/2)Nu(1/2)∗EN(xv) = 0.
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These imply the conclusion.
(3) Since N is a subfactor of M with [M : N ] = 2, we have that
h(N |uNu∗) ≤ H(N |uNu∗) ≤ H(M |N) = log 2
so that
h(N | u(1
2
) N u(
1
2
)∗) = log 2 = max
u
h(N |uNu∗).
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