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ABSTRACT
Psychometric and Methodological Contributions to
Criterion—Referenced Testing Technology
(September 1979)
Daniel R. Eignor, B.S., Manhattan College
M.S., SUNY at Albany
Ed.D., University of Massachusetts, Amherst
Directed By: Ronald K. Hambleton
The launching of Sputnik in the late 1950' s, and the ensuing
educational emphasis placed on individualized instruction, was to
foster impetus for a new testing technology designed to answer the
questions of what it is an individual student does or does not know.
This testing technology, called criterion-referenced testing, has
known a somewhat uneven start in reference to formalization of
methods of test development, assessment of psychometric properties,
and on a more rudimentary level, simple definitions of terms. The
last time anyone bothered to count, there were over 600 references
on the topic of criterion-referenced testing. Unfortunately, it
seems that there have been almost as many ideas about what a
criterion-referenced test is as there have been contributions to
the field. Recently, however, a number of researchers in the field
have published integrating works that have improved the situation
greatly. Definitional problems have been resolved and a criterion-
referenced test development process has been articulated.
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Much work in the field still remains to be done. A survey of
the field demonstrates that one of the most pressing problems for
measurement specialists of today has been the necessity to produce
criterion-referenced test technology and Instruments quickly.
Unfortunately, the desire of many individuals, organizations, and
agencies to use criterion-referenced tests has far outrun the
testing profession s ability to produce test development standards
and high quality instruments to meet this need. As a consequence,
classroom teachers have been constructing "home-made" tests or
using commercially prepared criterion-referenced tests of undeter-
mined quality to make instructional decisions; program evaluators,
recognizing the shortcomings of norm-referenced tests in program
evaluation activities have been constructing criterion-referenced
tests based on the best psychometric principles they can find in a
body of literature that is confusing, contradicting, and substan-
tially gap-laden; and professional licensing organizations have been
grappling with issues such as the determination of cut-off scores
in the midst of complicated legal actions. The three situations
described above, as well as many others, have contributed to an
unsettled situation in the field of criterion-referenced testing.
The three problem areas discussed above form the basis for the
research reported in this dissertation.
The first problem area addressed in this dissertation is the
present lack of a suitable set of guidelines for the development
and evaluation of criterion-referenced tests and test manuals.
Most of the major test publishers have published in the last few
viii
years a wide assortment of criterion-referenced tests. In addition,
many school districts, state agencies, small testing firms, and
consulting firms have produced their own criterion-referenced in-
struments. However, a review of these instruments will demonstrate
that the majority of tests fall short of the technical quality
necessary for them to accomplish their intended purposes. A
reasonable explanation for this situation is that there has been
a shortage of usable guidelines for constructing and using criterion-
referenced tests. In this dissertation, a set of 39 guidelines
are offered with a rationale and procedures for applying them to
the evaluation of criterion-referenced tests. These guidelines are
then applied to eleven of the more popular commercially prepared
criterion-referenced tests in the field to demonstrate that the
proposed guidelines are workable and to highlight areas where
considerably more work on the part of test developers is needed.
The second problem addressed in this dissertation involves a
psychometric area of criterion-referenced testing research that is
essentially unexamined, the relationship of test length to reli-
ability and validity. A primary concern of all individuals using
test scores is that the scores be both valid and reliable. While
it is well-known that there is a direct relationship between the
length of a test and the reliability and validity of the test
scores, little has been done in the field of criterion-referenced
testing to articulate the relationship. In this dissertation, the
relationship is investigated via simulation techniques and tables
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relating test length to reliability and validity indices are
offered for a wide variety of situations. These tables hopefully
pi^actitioners in the field make some practical decisions
about suitable criterion-referenced test lengths.
The third area investigated in this dissertation is perhaps
the most critical due to the present emphasis placed in the nation's
schools on minimum competency testing. While there presently exist
a variety of well-known methods for setting cut-off scores, there
does not exist a suitable set of guidelines to help the concerned
individual select a method from the myriad of cut-score methods.
Proper selection of a method is important because existing methods
are based on differing assumptions. In this dissertation, the
myriad of methods suitable for criterion-referenced standard setting
are first organized into a number of categories and then applied to
a prototypical testing situation, minimum competency testing.
Recommendations about methods for use are offered and one of these
methods, the Modified Angoff Technique, is applied to minimum
competency tests in the Insurance field. Implementation strategies
are offered to aid practitioners interested in applying this method
in their work.
x
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CHAPTER I
INTRODUCTION
1.1 Background
The reawakening of the field of cvitev^on-veferenced measurement
can be linked to the launching of Sputnik in the late 1950 's.^ In an
attempt to interpret why the Soviet Union’s space program was ahead of
ours, the group-based approach to education in the United States came
under close scrutiny. Sputnik was interpreted as a sign that our
educational system was not keeping pace with the Soviet’s, and from
this interpretation, was to come a demand for accountability and an
interest in alternative educational approaches. While this new focus
on accountability and innovation caused many changes in curriculum
and instruction, it also gave evidence to the fact that the traditional,
or norm-referenoed, testing and measurement practices, which had been
perfected to a high level of sophistication, were no longer useful for
the new testing situations encountered. A new testing and measurement
methodology was necessary to focus on the accountability issue and to
measure the effects of the new instructional procedures. The estab-
lished norm-referenced testing methodology focused on the construction
of tests that facilitated the comparison of individual examinees. Such
comparative data is not useful for addressing the accountability issue,
^The birth of criterion-referenced measurement came in the 1920 s
and early 1930 ’s with the growth of interest in individualized in-
struction (Washburne, 1922). Block (1971) has provided an excellent
review of this earlier movement.
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2where program evaluation is the concern (Popham, 1978a) or for
decisions about what an individual student does or does
not know (Hambleton, Swaminathan, Algina, and Coulson, 1978).
Before discussing the new criterion-referenced testing methodology
however, it is worthwhile to present further information on both the
innovative approaches developed and on the accountability movement.
Traditional approaches to instruction were primarily group-
based. It was assumed that pupils entered school with aptitudes
and skills that spread them out along the normal curve. When they
graduated, the students were still spread out along the normal curve.
The educational experience brought about a shift of the distribution
along the proficiency continuum, but the experience produced few
shifts in how students were distributed (Popham, 1978a). With Sputnik,
such a viewpoint came under close inspection. Instead of focusing on
groups of pupils and the normal curve, the focus fell instead on the
individual student. Group-based instructional approaches and the
relative comparison of students gave way to concern about instruction
focused on the individual and the assessment of what the individual
student did or did not know. The idea was to present learning activi-
ties that helped each individual optimize his or her potential. The
idea of a fixed position on an ability distribution was held in dis-
regard (see Carroll, 1963; Bloom, 1968). The development of teaching
machines and programmed instruction signaled the advent of this change
of focus to the individual, and with this change came the clear
realization that traditional or norm-referenced measurement wouldn't
work. Such tests did not give a clear indication of what an examinee
3could or could not do, and this information was critical for plan-
ning individual learning opportunities. Thus, with the development
of programs stressing the Individual, it became clear that a new
measurement methodology was necessary. Glaser (1963), while in the
process of examining programmed instructional techniques, was perhaps
the first individual to clearly describe this need for new measure-
ment practices, and he called the needed new measurement techniques
Gvitev'ion-refevenoed measyrement
.
While the launching of Sputnik was to help precipitate a
switch in emphasis to the education of the individual, the publica-
tion of the Project Talent data in 1964 (Flanagan, Davis, Dailey,
Shaycoft, Orr, Goldberg, & Neyman, 1964) clearly documented the need
for significant change in elementary and secondary schools. This
need for change brought about the development of a number of educa-
tional programs that stressed the individualization of instruction
in an attempt to improve the educational experience (Gibbons, 1970;
Gronlund, 1974; Heathers, 1972). These programs, which are somewhat
related to the earlier programmed instruction movement, all have a
common characteristic; curricula are defined by of instructional
objectives. Examples of such programs include Individually Prescribed
Instruction (Glaser, 1968, 1970), Program for Learning in Accordance
With Needs (Flanagan, 1967, 1969) and Mastery Learning (Carroll, 1963,
1970; Bloom, 1968; Block, 1971). Hambleton (1974) has provided a
comprehensive review of these instructional programs. All of the
programs share as their goal the provision of an educational program
that is maximally adaptive to the requirements of the individual.
4The instructional objectives specify the curriculum and serve as
the basis for the development of curriculum materials and achieve-
ment tests. According to Hambleton, Swaminathan, Algina, and
Coulson (1975):
One of the underlying premises of objectives-
based programs is that effective instruction
depends, in part, on a knowledge of what skills
the student has. It follows that the tests
used to monitor student progress should be
closely matched to instruction. [p. 2]
Thus, it can be seen that a measuring instrument to be used in
assessing student performance should be keyed to instruction and
also provide information that can be used to make decisions on an
individual basis. Further, a measuring instrument should provide
information that can be used to measure student progress along an
absolute achievement continuum. Given these stipulations, it is
once again evident why norm-referenced measuring instruments are of
limited use for these programs. Such instruments or tests are con-
structed to facilitate the making of comparisons across students,
and hence are not well suited for making the sorts of decisions
required by individualized instructional programs. Stated in a
different fashion, norm-referenced tests "are principally designed
to produce test scores suitable for ranking individuals on the
ability measured by the test" (Hambleton & Novick, 1973). When the
question is whether or not an individual has achieved a specific
level of mastery, a comparison of the student to other examinees
will not answer the question. The basic purposes of testing in
5these individualized programs have been expressed by Hambleton and
Novick (1973):
It would seem that in most cases, the pertinent
question is whether or not the individual has
obtained some prescribed degree of competence
on an instructional performance task. Questions
of precise achievement levels and comparisons
among individuals on these levels seem to be
largely irrelevant. In many of the new instruc-
tional models, tests are used to determine on
which instructional objectives an examinee has
met the acceptable performance level standard
set by the model designer. This test informa-
tion is usually used immediately to evaluate
the student’s mastery of the instructional
objectives covered on the test, so as to appro-
priately locate him for his next instruction.
[p. 160]
Thus far, in this introduction, the change in instructional
emphasis brought about by the events following the launching of
Sputnik has been discussed. Little has been said about the account-
ability movement, which was generated out of concern that schools
might not be doing their job. Without going into great detail about
the logistics of the accountability movement, one relevant comment
can be made. For program evaluators and administrators involved in
the assessment of program effects, it quickly became evident that
norm-referenced test score data was not going to answer the account-
ability question. Popham (1978a) and Hambleton and Gifford (1977)
have discussed the limitations of norm-referenced test data for
program evaluation. Three reasons offered by both Popham and by
Hambleton and Gifford for these limitations are:
1. There is seldom congruence between the content
covered by the norm-referenced test and the content
of the program being evaluated. This is because
norm—referenced tests are based on an amalgamation of
6objectives of traditional programs in various sections
of the country, and hence, are not truly representa-
tive of any one program.
2. Norm-referenced tests do not provide the information
necessary to improve poorly functioning programs.
Further, the tests are usually built on the objectives
of traditional programs, and thus are not suitable for
assessing innovative programs.
3. Because norm-referenced tests are constructed to spread
students out along a continuum, items that contribute
to test score variability are selected. Therefore,
items tapping concepts that are taught successfully
by a majority of teachers will be removed from the test.
The test then becomes an instrument sensitive to the
aptitude of the student's rather than to the effects
of instruction. If the test is to be a measure of the
instructional process, the content should be matched to
the program. Norm-referenced test construction tech-
niques, in maximizing test score variability, can
destroy the match between test content and the program's
obj ectives
.
In conclusion, the events following Sputnik ushered in an
emphasis on individualized instructional programs in conjunction
with an interest in the thorough evaluation of the effects of such
programs. Further, the measurement problems inherent in these
programs and the public demand for accountability necessitated the
development of a new, criterion-referenced testing methodology.
As mentioned earlier in this chapter, Glaser (1963) was the
first individual to introduce and define criterion-referenced
measurement. However, after Glaser's initial work little of a
developmental nature in the field was done until the important Popham
and Husek paper was published in 1969. Since 1969, research in this
area has increased at what seems to be an exponential rate; at present.
there are over 600 references on criterion-referenced testing
(Harableton et al., 1978). On the application level, there are at
7present millions of students at all levels of education taking
tests. (These tests are also referred to as
performance-basedj skills-oriented
^
or competency
-based.) For
example, criterion-referenced tests are being used to monitor
individual progress through objectives-based instructional programs,
to diagnose learning deficiencies, to evaluate educational and social
action programs, and to assess examinee competencies on various
certification and licensing examinations.
Glaser and Nitko (1971) offered one of the most popular
definitions of a criterion-referenced test: "A criterion-referenced
test is one that is deliberately constructed to yield measurements
that are directly interpretable in terms of specified performance
standards." Performance standards do not refer to normative per-
formance levels, but rather "The performance standards are usually
specified by defining some domain of tasks that the student should
perform. Representative samples of tasks from this domain are or-
ganized into a test. Measurements are taken and are used to make a
statement about the performance of each individual relative to that
domain.
"
Popham (1975) has provided a more recent definition of a
criterion-referenced test that parallels Glaser and Nitko' s: "A
criterion-referenced test is used to ascertain an individual's
status with respect to a well-defined behavior domain. If one
utilizes either Glaser and Nitko 's or Popham' s definition, the
construction of a criterion-referenced test requires sampling of
items from well-specified domains (of items) . The domain may be
8extensive or a single, narrow objective, but it must be well de-
fined, which means that content and format limits must be well
specified" (Millman, 1974). The specification of the domain is
crucial for putting together a criterion-referenced test since only
then can the scores be most directly interpreted in terms of know-
ledge of performance tasks (Hambleton et al.
,
1978). Popham's defi-
nition is similar to the definition offered by Millman (1974) for a
doma'in-vefeTenced test, and so, if Popham's definition is adopted,
the two descriptions (criterion-referenced test and domain-referenced
test) may be used interchangeably. However, criterion-referenced
tests are different from objeatives-referenoed tests, which are con-
structed to match behavioral objectives. According to Hambleton
et al. (1978):
The primary distinction between criterion-
referenced tests and objectives-referenced
tests is as follows: In a criterion-referenced
test, the items are a representative set of
items from a clearly defined domain of behavior
measuring an objective, whereas with an
obj ectives-referenced test no domain of behavior
is specified, and items are not considered to be
representative of any behavior domain. [p. 3]
In conjunction with a number of papers that present a variety
of definitions of criterion-referenced measurement, many papers re-
flecting diverse views on methods of test development, the assess
ment of psychometric properties, and criterion-referenced test appli-
cations have been written. However, with the integrating work of
Hambleton and Novick (1973), Harris, Alkin, and Popham (1974),
Millman (1974), Popham (1975, 1978a), Hambleton et al. (1978), and
Hambleton and Eignor (1978a), the situation has greatly improved.
9There now exists sufficient theory and guidelines for implementing
criterion-referenced testing programs as far ranging as objectives-
based instructional programs at the classroom level, program eval-
uations at the district and statewide level, and competency-based
certification programs at the state and national level. Further,
guidelines for criterion-referenced test construction and validation
relevant for the practitioner are now available (Hambleton & Eignor,
1978a)
.
While the literature is presently in a more coherent state
than it was iu the early 1970’ s, a number of problems in this area
remain to be solved. In the next section, the specific problems
addressed in this research study will be introduced.^
1.2 Statement of the Problems
From a careful review of the present state of criterion-
referenced testing technology, three problem areas were Identified
that required resolution in order to ensure that criterion-referenced
tests could serve their intended purposes. While many other problem
areas have been identified by Hambleton et al. (1978), Popham (1978a),
and Hambleton and Eignor (1978a), the three selected for study seem
especially important.
The first problem area in criterion-referenced testing is the
present lack of a suitable set of usable guidelines for the develop-
ment and evaluation of criterion-referenced tests and test manuals.
^The research reported in this dissertation was supported by
a Basic Skills Research Grant awarded to Ronald K. Hambleton by the
National Institute of Education in the sumr.ier of 1978.
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Most of the major test publishers (Harcourt - Brace - Jovanovich,
CTB/McGraw-Hill
,
Houghton-Mif f lin, and Science Research Associates)
have published in the last few years a wide assortment of criterion-
referenced tests. In addition, many school districts, state agencies,
small testing firms, and consulting firms have produced their own
criterion-referenced tests. However, from a review of these avail-
able instruments, and from discussions with others who have reviewed
the tests, it is evident that most of the tests fall short of the
technical quality necessary for them to accomplish their intended
purposes. A reasonable explanation for this situation is that there
has been a shortage of usable guidelines for constructing and using
criterion-referenced tests. The well-known Standards for evaluating
tests and test manuals prepared by the joint committee of AERA/APA/
NOME is helpful, but those Standards are not completely applicable
to criterion-referenced tests. The other research done in this area
(Popham, 1978a; Walker, 1977; Swezey & Pearlstein, 1975) represents
a start in the right direction, but usable sets of guidelines were
not produced. Hambleton and Eignor (1978a, 1978b), in some initial
work, offered a set of guidelines and an overall evaluation of many
currently available criterion-referenced tests. However, they pro-
vided no rationale for their choice of guidelines or detailed analy-
sis of the tests they reviewed.
A second problem area in criterion-referenced testing concerns
the relationship of criterion-referenced test length to test score
reliability and validity. A primary concern of all individuals using
test scores is that the test scores be both valid and reliable.
11
While the best approaches to assessing reliability and validity
are situation-specific, it is well-known that there is a direct
relationship between the length of a test and the reliability and
validity of the test scores. Longer tests result in test scores
with better psychometric properties.
While the present criterion-referenced testing literature
abounds with research papers on the subjects of reliability
(Livingston, 1972a, 1972b, 1972c; Swaminathan, Hambleton, & Algina,
1974; Hambleton & Novick, 1973; Huynh, 1976; Subkoviak, 1976),
validity (Cronbach, 1971; Messick, 1975; Linn, 1977; Livingston,
1978) and test length (Millman, 1973; Novick & Lewis, 1974; Fhaner,
1974; Wilcox, 1976), there is only one paper that this author is
aware of that investigated the relationship of test length and
reliability. This is an unpublished paper by Hsu (1977), and because
of the underlying model involved in Hsu’s formulation, his results,
are not very useful. The only work done to date relating criterion-
referenced test length to validity has been an unpublished paper by
Livingston (1978), and in this paper, that relationship is only
indirectly investigated.
The third and final problem area has to do with the. problem of
cut-off scores to be used for assignment of individuals to mastery
states. While there exist a variety of methods for the setting of
cut-off scores, and most of these methods are well-known (Millman,
1973; Meskauskas, 1976; Hambleton & Eignor, 1978a), there at present
does not exist a suitable set of guidelines to help the concerned
individual select a method from the myriad of cut-off score methods.
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Proper selection of a method is important because existing methods
are based on different sets of assumptions, and the assumptions
underlying the method chosen should be appropriate for the situation
in which the method will be used. Further, once a method for setting
cut-off scores has been decided upon, implementation strategies
usually do not exist to aid in the actual use of the chosen method.
A report by Livingston and Zieky (1977) presents one of the few
procedures for practitioners to follow to obtain cut-off scores.
Thus, individuals concerned about the setting of cut-off scores, be
it for mastery learning situations or more importantly for this
dissertation, minimum competency examinations, have little guidance
available at present to aid in the selection and implementation of
a method for setting a cut-off score.
1.3 Purposes
The purposes of this study were linked directly to the three
problems discussed in the last section. In reference to the first
problem discussed, the lack of usable guidelines for evaluating
criterion-referenced tests, the following objectives guided the
research:
1. Development of a set of usable guidelines (with appropriate
rationale offered for their inclusion) for use in the
evaluation of criterion-referenced tests and test manuals.
2. Application of the guidelines to the evaluation of several
standardized criterion-referenced tests, and the prepara-
tion of a report of the results.
Research in this area was intended to serve as a follow-up to
earlier
work initiated by Hambleton and Eignor (1978a, 1978b).
In reference to the second problem area, the relationship
of
test length to criterion-referenced reliability and
validity, the
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following objectives guided the research:
1. Development of a computer program to relate test lengths
to criterion-referenced reliability and validity indices.
2. Completion of a simulation study relating ability dis-
tributions, test lengths, cut-off scores, domain score
estimates, test score characteristics, and loss ratios,
to a variety of reliability and validity indices.
3. Preparation of a set of tables relating test length to
reliability and validity under a wide variety of testing
conditions
.
The research on cut-off scores, which comprised the last area
of investigation, was guided by the following objectives:
1. Organization of the available methods for setting cut-off
scores in a useful form for practitioners.
2. Presentation of guidelines and implementation strategies
to aid individuals in answering the following questions:
"How can the ’best* method for use in a prototypical
situation be selected?" and "How should the chosen method
be implemented?". The prototypical situation selected
for presentation in this dissertation involved minimum
competency testing.
1.4 Organization of the Study
The remainder of the study is organized around four chapters.
Chapter II is devoted to the Guidelines developed for the evaluation
of criterion-referenced tests and test manuals. Chapter III contains
the research that relates criterion-referenced test lengths to reli-
ability and validity, and Chapter IV contains the work done on the
organization of available methods for setting cut-off scores, in
conjunction with the selection and implementation strategies developed.
Finally, Chapter V contains suggestions for further research in the
three areas of criterion-referenced testing investigated in this
dissertation.
CHAPTER II
GUIDELINES FOR EVALUATING CRITERION-REFERENCED
TESTS AND TEST MANUALS
2.1 Introduction
Most of the major test publishers have published in the last
few years a wide assortment of criterion-referenced tests. In
addition, many school districts, state agencies, small testing firms,
and consulting firms have produced their own criterion-referenced
tests. These tests are designed to address many measurement areas.
For example, criterion-referenced tests are being used to monitor
student progress through school programs, to diagnose learning dis-
abilities, to report student progress to parents, to evaluate various
types of programs, and to certify or license professionals in many
fields. Unfortunately, many of the available tests fall short of
the technical quality necessary for them to accomplish their in-
tended purposes (Hambleton & Eignor, 1978b). One explanation for
this observation is that many criterion-referenced tests were
developed before an adequate testing technology was fully expli-
cated. Fortunately, there now exists an adequate technology for
constructing criterion-referenced tests and using criterion-
referenced test scores (Hambleton & Eignor, 1978a; Hambleton,
Swaminathan, Algina & Coulson, 1978; Popham, 1978a). Another
explanation for this observation is that there has been a
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shortage of guidelines for constructing and using criterion-
referenced tests. Certainly the well-known Standards for eval-
uating tests and test manuals prepared by a joint committee of
AERA/APA/NCME is helpful, but it is not completely applicable to
criterion-referenced tests, Besides the incompleteness of the
AERA/APA/NCME Standards for evaluating criterion-referenced tests
and test manuals, what relevant information there is, is scattered
through 75 pages or so of other materials appropriate for norm-
referenced test evaluations. Therefore, the Standards in its
present form, is not very useful for individuals interested in
evaluating criterion-referenced tests.
A review of the criterion-referenced testing literature re-
sulted in the location of three articles or books that attempted to
develop guidelines for evaluating tests and test manuals. These in-
clude a report by Swezey and Pearlstein (1975), an unpublished manu-
script by Walker (1977), and Chapter 8 of Popham’ s book, Criterion-
Referenced Measurement (1978a). While these guidelines will be re-
viewed in greater detail in the next section of this chapter, at
this point it should be stated that this author feels that these
guidelines either lack completeness or are of highly subjective nature,
and hence, are of somewhat limited use for evaluating a wide variety
of criterion-referenced tests and test manuals.
Hambleton and Eignor (1978a, 1978b) offered a set of guide-
lines and an overall evaluation of many currently available criterion-
referenced tests. However, they provided no rationale for their
choice of guidelines or detailed analysis of the tests they studied.
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The primary purpose of the research presented here was to
expand upon the initial set of guidelines developed by Hambleton
and Eignor. Guidelines are offered along with a rationale for in-
clusion and a set of ratings to be used with each guideline. The
guidelines are offered as a set of questions for consideration by
potential users and developers of criterion-referenced tests.
The research reported in this chapter was also guided by an-
other purpose. Hambleton and Eignor (1978b), in applying the guide-
lines to eleven standardized criterion-referenced tests, were able
to offer only a general overall evaluation. In this chapter, more
specific details of the applications of the guidelines to the tests
are offered.
In summary, the research reported in this chapter was guided by
the following two objectives:
1. Development of a set of guidelines (with appropriate
rationale offered for their inclusion) for use in the
evaluation of criterion-referenced tests and test
manuals
.
2. Application of the guidelines to the evaluation of eleven
selected standardized criterion-referenced tests, and a
preparation of a complete report of the results.
2.2 Review of the Literature
The available literature relating to guidelines for evaluating
criterion-referenced tests and test manuals is meager. The only
three efforts to develop such guidelines that this author is aware
of are contained in Swezey and Pearlstein’s (1975) Guidebook f or_
Developing Criterion-Referenced Tests , prepared for the U.S. Army
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Research Institute for the Behavioral and Social Sciences; Walker's
(1977) manuscript on Standards and the related CSE Test Evaluation
books (particularly CSE Secondary School Test Evaluations ) ; and
Popham's (1978a) eighth chapter in his book on Criterion-Referenced
Measurement
. Before discussing these materials in greater depth,
two other sources that were of help in developing the guidelines
presented in this chapter should be cited and briefly discussed.
These are the Standards for Educational and Psychological Tests
(1974) prepared by a joint committee of APA, AERA, and NCME, and
the chapter on selecting and evaluating tests in F. G. Brown's (1976)
excellent text Principles of Educational and Psychological Testing
(2nd ed
.
)
.
A reading of the Standards published by the APA/AERA/NCME
Committee leaves one impressed with the comprehensive coverage given
the various aspects of test design and interpretation. The 73 pages
of Standards cover a wide range of concerns that are listed under the
following general headings: dissemination of information, aids to
interpretation, directions for administration and scoring, norms and
scales, validity, reliability and measurement error, qualifications
and concerns of users, choice or development of test or method, admin-
istration and scoring, and interpretation of scores. There are,
however, certain difficulties involved with these Standards ; these
difficulties being both of a general nature, and also, specifically
in terms of application to criterion-referenced tests. On a general
level, there are two problems that can be mentioned. One, because
the Standards are so all-encompassing, they are unwieldy. This
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unwieldiness is also related to the second problem; there is no
suitable evaluation form that an individual can work with in eval-
uating a test. On the specific level of evaluating criterion-
referenced tests, the following observation can be made. The Stand-
ard are really applicable to norm-referenced tests, and what
material there is that is relevant to criterion-referenced tests is
spread throughout the Standards booklet. An individual would need
to go through a "sifting process" to apply the Standards in a reason-
able fashion to a criterion-referenced test.
Brown (1976) discusses procedures for selecting and evaluating
standardized tests. Of particular importance. Brown has taken the
Standards developed by APA/AERA/NCME and worked them into a ten cate-
gory format for test evaluations. This evaluation form is most useful
for the evaluation of norm-referenced tests, thereby alleviating
one of the major problems with the Standards . The form, in the state
Brown has presented it, is not directly applicable to criterion-
referenced tests. The form was, however, most useful as a starting
point in developing the guidelines reported in this chapter.
Swezey and Pearlstein's (1975) Guidebook for Developing Criterion-
Referenced Tests was at its time of publication, perhaps the most
comprehensive statement of procedures for developing criterion-
referenced tests. Popham’ s (1978a) book, and the work of Hambleton
and Eignor (1978a), now offer the test developer a number of other
sources on criterion-referenced test development to choose from.
Swezey and Peralstein’s Guidebook was prepared for use by the Army,
and hence the focus is slanted toward military testing procedures.
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There is, however, a short discussion on guidelines that was con-
sulted in the development of the guidelines presented in this chapter.
Walker's (1977) paper and the related CSE MEAN Evaluation System
(reported in CSE Secondary School Test Evaluations ) represents an-
other attempt to develop guidelines. A perusal of the MEAN Evaluation
System leaves the reader both impressed and at the same time, somewhat
concerned. The System is certainly comprehensive in coverage, having
39 criteria upon which to evaluate a test. However, the concern on
the part of the reader comes from an arbitrary weighting system of
the criteria. Further, weights on each criterion are summed
(for four categories) to give an overall rating. No information is
provided on how the weights were chosen; further, since weights differ
across criteria, information should be presented on why one criterion
is weighted more heavily than another. As an example, the following
two criteria relating to the test's "Administrative Usability" are
presented verbatum from the text.
a. To how large a group can the test be administered?
For purposes of classroom or school evaluation it is
important to economize on the time and effort in the
administration of tests. If the test can be admin-
istered to groups of more than 35, according to the
recommendations of the test manual, the test was
credited with 2 points; if the group must number less
than 35, the test was credited with 1 point; and if
the test must be administered on an individual basis,
the test was credited with 0 points.
b. Is the norm group representative of the national
population? Six considerations comprised the evalua-
tion of the representatives of the groups used to
norm the test: (1) Was the sample obtained through
cluster, stratified, or random, rather than incidental
sampling? (2) Was the norming done less than 5 years
ago? (3) Was there geographic representation?
(4) Was the appropriate age range represented and
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exhausted? (5) Was there racial/ethnic representa-
tion or were separate norms available? (6) Were
population density characteristics (e.g., urban,
suburban, rural, etc.) represented? If the answer
to these questions, based upon convincing tabula-
tions for the third, fourth, fifth, and sixth
over, was "yes” for five or six of them, the text
was credited with 1 point. If there were fewer than
five "yes" answers, the test was credited with 0
points
.
This author does not dispute the importance of both criteria,
but rather, questions the points allotted to the two, and would have
preferred to see an explanation of the point allocation system in-
cluded. However, in fairness to the CSE group, the MEAN Evaluation
System was developed for their own use in evaluating tests, and was
not offered as a general evaluation system for public use.
Popham (1978a) presented six characteristics of a well-
constructed criterion-referenced test. These characteristics should
be sought in the evaluation of criterion-referenced tests, as their
absence limits the usability of the test in question. These six
characteristics are
1. Unambiguous description— in the manual, the test devel-
oper has to describe exactly what a test score is an
indication of. According to Popham'; "But lengthy or
terse, the critical quality of these descriptive schemes
is that they permit one to make an unequivocal descrip-
tion of what a test taker's performance truly signifies."
2. Sufficient items— there must be an adequate number of
items to measure each behavior that is being tested.
3. Appropriate focus— the test must measure a manageable
and interpretable number of behaviors.
A. Reliability— the test must consistently measure the
defined behavior.
5. Validity— the objectives and items must be valid.
Further, the test must serve the purpose for which
it was constructed.
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6. Comparative data
— the test manual should provide data
on how other examinees perform on the test (i.e.,
normative data)
.
’
Popham's discussion of these six characteristics is on a general
level; he does not offer an evaluative instrument in conjunction
with them. His discussion was, however, useful to the development
of the guidelines suggested in this chapter.
In summary, the guidelines by Swezey and Pearlstein (1975),
^^Iker (1977) and the CSE Evaluation Group (1974)
,
and Popham
(1978a) were used as background material for the guidelines offered
here.
2.3 Methods of Investigation
2.3.1 Development of the Guidelines
In this section, a brief description of the procedures
involved in the development of the guidelines is presented. The
first step in the development was a thorough review of the Standards
offered by APA/AERA/NCME. Those standards that were applicable to
criterion-referenced tests were removed and placed in the appropriate
ten categories of Brown’s (1976) suggested format for Test Evalua-
tions. It was found that in placing the APA/AERA/NCME Standards
into Brown’s categories, it was necesary to delete the General
Information category and add categories on Manual Preparation,
Qualifications of Test Users, and Test Interpretations.
The second step in the development of the guidelines involved
a merger of the material prepared in step one, the guidelines and/or
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suggestions offered by Swezey and Pearlstein (1975), Walker (1977),
and Popham (1978a), material included in the criterion-referenced
review article by Hambleton et al. (1978) and the instructional
materials prepared by Hambleton and Eignor (1978a). Non-relevant
material generated through step one was removed from the guidelines,
and material reflecting the suggestions of the other authors listed
above, and recent advances in the field, was added.
The third step in developing the materials involved the prepar-
ation of a list of guidelines. This was obtained by placing our-
selves (Hambleton & Eignor, 1978b) in the role of potential pur-
chasers of a criterion-referenced test, and asking "What questions
would we want to answer before making a decision to use a criterion-
referenced test in a particular situation?" The questions generated
were organized around ten broad categories, which include Objectives,
Test Items, Administration, Test Layout, Reliability, Cut-off Scores,
Validity, Norms, Reporting of Test Score Information, and Test Score
Interpretations.
Finally, in the last step involved in the development of the
guidelines, a rationale for the inclusion of each guidelines was
prepared, along with a rating scale for judging tests vis a vis
each guideline.
2.3.2 Guidelines
In this section, the guidelines for evaluating criterion-
referenced tests and test manuals are presented. With each guide-
line is included a rationale for inclusion and ratings for evaluating
a test or test manual.
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Objectives ;
A.l. Is the purpose (or purposes) of the test stated in a clear and
concise fashion?
Rationale ;
It is very important that the purpose or purposes for the test
be stated in a clear, concise fashion (preferably) in the
introductory section of the test manual. Such information will
aid a potential user in making a decision about whether the
test satisfies his/her needs.
Ratings :
Acceptable: The purpose is stated in a understandable fashion
in one particular section or paragraph of the
introduction.
Acceptable with reservations: The purpose is stated in the
introductory section, but is fragmented, such
that information must be drawn from various
paragraphs
.
Unacceptable: There is no clear statement of the purpose
for the test. The potential user then must
decide on test purpose and from that, whether
he/she wants to use the test.
A. 2. Is each objective clearly written so that it is possible to
identify an "item pool"?
Rationale :
The identification of an "item pool" is very important so as to
increase the likelihood of valid inferences about examinee
performance. The test user (usually) wants to make an inference,
based upon test scores, about an examinee’s level of performance
in the "domain" of behaviors being measured. In order to do this,
the domain must be well-defined so that test items can be viewed
as a random sample from the domain.
Ratings :
Acceptable: Each objective is written so that approprite
content and difficulty is clear. There should
be no possibility that potential users will
differ in their understanding of relevant item
pools
.
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Unacceptable: An ''item pool" can't be identified. For
example, item writers would differ signifi-
cantly in the content they use to write items
matched to the same objective.
A. 3. Is it clear from the list of objectives what the test measures?
Rationale:
From a list of behavioral objectives, the test user can get
an idea of what the test is measuring, and probably make a
decision about whether or not the test is suitable. Thus, at
this level of decision-making, the use of behavioral objectives
would be sufficient. However, when inferences are to be made,
based only upon specifications of objectives, there are problems
Tests developed from a specification of objectives are called
ob j ectives—referenced tests," and it should be understood that
the best interpretation that a test user can make about examinee
performance will be test—specif ic. Valid inferences can't occur
Ratings :
Acceptable: The content of the test is specified through the
use of behavioral objectives. The test user can
easily make a subjective decision about what the
test measures.
Unacceptable: The content of the test is not clearly defined
so that the potential user can't make a decision
about what is being measured.
A. 4. Is an appropriate rationale offered for including each objective
in the test?
Rationale :
The test manual should explain to the potential test user in
clear terms why each objective in the test was included. Ex-
planations could take the form of a statement of the importance
of the objective in the content area, or the fact that content
specialists agreed that the objective should be included.
Regardless of form, there should be a statement to the user
telling him/her why the objective was included.
Ratings :
Acceptable: There is a clear statement, either for each
objective, or for all objectives considered
together, as to why they were included on the
test.
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Acceptable with reservations: There is at least a general
explanation about why objectives were included
on the test.
Unacceptable: There is no statement as to why objectives
were included, thereby forcing the potential
user to make a subjective decision about the
objectives.
A. 5. Can a user "tailor” the test to meet local needs by selecting
objectives from a pool of available objectives?
Rationale :
Since criterion-referenced tests are used to decide what an
individual examinee does or doesn't know in reference to a
content area, the potential user should have the flexibility of
selecting from the overall test those objectives that he/she
feels should be administered to an individual. For instance,
some school districts often want to select objectives to match
their curriculum. Further, if the user is sure that an examinee
has mastered certain objectives, then there is no reason to test
for them. Thus, flexibility should be a part of tests being
used to make individual diagnostic decisions.
Ratings :
Acceptable: The test user can select those objectives he/she
wants to test. This feature will not always be
of interest to potential users.
Acceptable with reservations: The test user can choose to
administer sub-tests, made up of a number of
objectives of which the objective of interest
is a member. There is some, though limited,
flexibility for the user.
Unacceptable: The test user must administer the whole test
in an intact fashion. There is no way of sub-
dividing the test into objectives; i.e., there
is no information in the manual about how to do
this.
A. 6. Is there a match between the content measured by the test and
the situation where the test is to be used?
Rationale :
Since these criterion-referenced tests are used (for the most
part) to make individual diagnostic decisions, there must be a
suitable match between the objectives and the test-use situation
for the diagnosis to take place. If the objectives test some
thing other than what the test user is interested in, the
test is
of no use.
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Ratings :
Acceptable: The objectives must be specific to a well-
developed content area and specified clearly
enough to provide information about what the
examinee does or doesn't know, i.e., to be of
diagnostic value.
Unacceptable: The objectives are not specific to a defined
content area and thus will not provide valuable
diagnostic information about what an examinee
knows in a content area.
A. 7. Are individuals identified who were responsible for the prepar-
ation of objectives?
Rationale :
The test manual should identify who participated in the ob-
jective selection process. Further, it is not really enough
to specify "specialists"; the manual should further identify
area of specialty, such as "reading specialist"; "test
specialist"; etc. To be most complete and informative, special-
ists who participated in the objective selection process should
be identified by name, and their areas of specialty.
Ratings :
Acceptable: Those individuals who participated in the ob-
jective selection process are identified by
name, and by area of specialty.
Acceptable with reservation: The individuals are identified
only generally as, for instance, "specialists in
the field of reading."
Unacceptable: There is no data supplied on who participated
in the objective selection process and/or devel-
opment process.
A. 8. Does the set of objectives measured by the test serve as a
representative set from some content domain of interest?
Rationale :
The test manual should provide some information on how complete
the set of objectives is in reference to the area or sub-areas
of content being measured. This could, for instance, take the
form of the identification of the views of the content experts
involved about how complete the objectives set is.
27
Ratings ;
Acceptable: The manual provides some data substantiating
the state of the set of objectives concerning
completeness of coverage of the subject area.
Acceptable with reservations: The manual provides no infor-
mation on how complete the set of objectives is,
but it does provide a comprehensive list of
objectives, thereby allowing the test user some
ease in deciding for him /herself about complete-
ness of coverage.
Unacceptable: The manual affords no way, either objectively
or subjectively, for the test user to decide on
the completeness of the set of objectives.
B. Test Items
B.l. Is the item review process described?
Rationale :
In keeping with current methods for constructing criterion-
referenced tests, a panel of content specialists should review
the test items with two concerns in mind: (1) Are the domain
specifications (or objectives if it is an objectives-based test)
clearly written?, and (2) Do the items measure the domain (or
objective)? Reporting of item analysis information is not suf-
ficient to be considered an item review.
Ratings :
Acceptable: The item review process is clearly defined in the
manual. The potential user thereby gains some
assurance that the items do measure the content
area.
Acceptable with reservations: The item review process is
described in a general way; nothing is said about
particular procedures utilized. The test user is
able to determine that a review process occurred,
but not how.
Unacceptable: Either nothing is said in the manual about how
items were reviewed or it is identified that the
items were reviewed based solely upon their
statistical properties.
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B.2. Are the test items valid indicators of the objectives they
were developed to measure?
Rationale:
If the item review process (B.l.) is done properly, the test
user can be reasonably confident that the items are valid
indicators of the objectives they were written to measure.
Otherwise, the user must make a subjective decision about
the items.
Ratings ;
Acceptable: The item review process is clearly described
in the manual, thereby assuring the user that
the test items are valid.
Acceptable with reservations: The item review process is
not clearly described, but there is a compre-
hensive list of objectives and an ample set of
items so that the test user can convince him/
herself that the items are valid.
Unacceptable: There are not sufficient items or a compre-
hensive list of objectives that would allow the
user, even in a subjective fashion, to determine
whether the items are valid indicators of the
objectives
.
B.3. Is the set of test items measuring an objective representative
of the "pool” of items measuring the objective?
Rationale :
In the selection of items for a criterion-referenced test, it
is important that the items be a representative sample of the
pool of items that could be generated to test the objective.
Further, if the items are selected for inclusion in the sample
based solely on statistical properties, the representative
nature of the sample may be destroyed.
Ratings :
Acceptable: The items were not selected based upon statis-
tical characteristics, and sufficient data is
offered in the test manual to allow the test
user to make an objective (or subjective)
decision about whether the items are a repre-
sentative sample.
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Acceptable with reservations: Statistical data has been
used in conjunction with judgmental data in
selecting items, and the manual doesn’t
clearly sort out for the user which was more
important in the decision process.
Unacceptable: Either no method is provided for the user
to make a subjective decision (l.e., the
objectives aren't listed) ^r the items were
chosen based solely on statistical character-
istics .
B.A. Are the items technically correct?
Rationale :
Proper item writing procedures should be followed in the
construction of items for the tests. If not spoken of speci-
fically in the manual, there should be sufficient data (items)
for the user to subjectively convince him/herself of the fact.
Ratings :
Acceptable: The manual either informs the users that
suitable procedures have been followed, or
supplies sufficient information to allow the
user to make a confident subjective decision.
Unacceptable: Proper item writing techniques have not
been followed, as is evident from perusing
the items.
B.5. Was a suitable format for the items selected?
Rationale :
A suitable format should be utilized for the items that are
selected to be on the test. For instance, if the test is
being used for diagnostic purposes, then the item format should
be one that provides the most possible diagnostic information.
Ratings :
Acceptable: The item format fits the'purpose for which the
test is designed.
Unacceptable: An item format not congruent with the purpose
of the test was chosen, thereby reducing the
amount of information available.
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B.6. Are the test items free of bias (for example, sex, ethnic,
or racial)?
Rationale
:
If bias of any sort (sex, ethnic, racial, socioeconomic) is
bo be a concern for the content area being measured by
bhe test, the test manual should identify any procedures
utilized to remove the bias. (This is more likely to be a
concern with language-based tests than with mathematical tests.)
Ratings ;
Acceptable: The manual has identified procedures for re-
moving item bias in those situations where it
is likely to be a problem.
Unacceptable: Item bias has not been considered as a
potential problem in relevant content areas.
B.7. Was a heterogeneous sample of examinees employed in piloting the
test items?
Rationale :
In keeping with current criterion-referenced testing technology,
besides subjecting the items to a rigorous review process, they
should also be piloted. Data can be collected to help view con-
cerns such as the adequacy of the directions, etc., but also,
the data collected on the items can be used to see which items
aren't "working" properly and why. The test user should be in-
formed as to the nature of the sample of examinees used in the
pilot study.
Ratings :
Acceptable: The manual clearly describes the nature of the
sample used in the pilot study.
Unacceptable: Any of the following situations has occurred:
(1) a pilot study was run, but with a restricted
sample, (2) no pilot study was run, or (3) the
manual presents no data on this question.
B.8. Was the item analysis data used only to detect "flawed' items?
Rationale :
Item analysis data, whether it be traditional norm-ref ei-enced
indices such as item difficulty and item discrimination, or
specialized CRT indices such as item sensitivity or Popham's
chi-square, should be used to detect flawed items that require
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rewriting and not as a criterion for item selection. Furtheritem analysis data should be collected and used before thefinal test is administered. That is, the focus in the use ofthese indices should be on detection of problems, and notdemonstration that the test is measuring properly the objectives.A proper review process will assure that the items (provided
they are properly constructed) are measuring the objectives.
Ratings :
Acceptable: The item analysis data was collected in the pilot
or field-test stage and used to detect flawed
items.
Unacceptable: The item analysis data was used as the criterion
for inclusion of the items in the test at the test
construction stage, or the iteni analysis data was
collected after the test was constructed as a
demonstration that the test is measuring properly
the objectives.
C. Administration
C.l. Do the test directions include information relative to test
purpose, time limits, practice questions, answer sheets, and
scoring?
Rationale :
Information such as test purpose, time limits, practice questions,
etc. should be contained both in the teacher’s manual and in the
explicit directions that the examinee reads or is read to him/her.
The test taker should be Informed of these issues prior to taking
the exam. Also, the test administrator should have a clear idea
of how to deal with these issues prior to administering the test.
For instance, the test instructor should know how to deal with a
question about whether or not a student should guess on an item.
Ratings :
Acceptable: Both the directions to the student and to the
test administrator contain explicit statements
of test purpose, time limits, practice questions,
directions on how to use answer sheets, etc.
Unacceptable: There is no explicit statement of test purpose,
etc., in either the directions to the test admin-
istrator or the individual examinee.
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C.2. Are the test directions clear?
Rationale
:
The test directions should be clearly written in both of the
parts into which the directions can be separated, the informa-
tion that the test administrator reads to him/herself and the
part he/she reads to or has the examinees read. Otherwise,
there will be problems when the actual test is administered.
Ratings :
Acceptable: Both the directions to the test administrator and
to the examinee are clearly written, and the
language of the directions is at a grade-level
that can be comprehended by the student.
Unacceptable: The directions are poorly written to the extent
that the test administrator is forced to inter-
pret them in his/her own words.
C.3. Is the test easy to score?
Rationale :
If a test is difficult to score, errors generated through scoring
mistakes will enter into the test scores. Further, those individ-
uals who score the tests (be it the teacher or the student) will
have difficulty and view the task negatively. Also, if the test
is being used for diagnostic purposes, the errors generated from
scoring difficulties may cause an improper diagnosis (i.e., the
student is a master, but is diagnosed as a non-master). Of
course, this is less of a problem if the test is machine scored.
Ratings :
Acceptable: The test should cause no difficulties in the
scoring process. If the teacher is the person
to score the test, it should be a simple task
for him/her. If the manual says the students
may score, then the task should be suitable for
their grade level.
Unacceptable: The test is so difficult to score that scoring
error enters substantially into the final (ob-
jective) scores obtained.
C.4. Does the test manual specify an examiner’s role and responsi-
bilities?
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Rationale :
The examiner's role and responsibilities (what is expected of
him/her during the test administration) should be clearly
specified in the test directions. This will insure that the
subsequent test administration will run smoothly.
Ratings :
Acceptable: The test directions clearly specify the
examiner's role and responsibilities.
Unacceptable: Role and responsibilities of the test admin-
istrator are not clearly specified. Then, the
examiner is forced to "ad-lib" procedures to
facilitate test administration.
D. Test Layout
D.l. Is the layout of the test booklet attractive?
Rationale :
The layout of the test booklet should be attractive to the
test taker. This will tend to minimize negative feelings,
boredom, etc., and for the younger test-taker, surely gen-
erate some enthusiasm. The test should be fun for that age
group.
Ratings :
Acceptable: The layout of the test booklet is attractive
to the user.
Unacceptable: The layout of the test booklet is not
attractive to the test taker.
D.2. Is the layout of the test booklets convenient for examinees?
Rationale :
The layout of the test booklet should be convenient for the
examinee thereby minimizing frustration and confusion. For
instance, if more than one objective is included per page of
the booklet, the reading task becomes more difficult.
Ratings :
Acceptable: The layout of the test booklet causes no
problems for examinees.
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Unacceptable: There are problems in test layout that will
cause the test-taking experience to be less
than optimal.
E. Reliability
E.l. Is the type of reliability information offered in the test
manual appropriate for the intended use (or uses) of the scores?
Rationale :
There are two primary uses (on the individual level) of test
scores: estimation of domain scores (the score the individual
would have obtained had he/she taken all the questions), and
for instructional decision-making (allocating an individual
mastery or non-mastery status) . The reliability evidence should
be consistent with the intended use of the scores. If domain
score estimation is the intended use, an indication of the pre-
cision of the estimate should be offered. This can take the form
of the standard error of measurement or the standard error of
estimation derived from the binomial test model. The more precise
the estimate (the smaller the error), the more reliable the test
score is as an estimate of domain score.
If the test scores are being used to make instructional decisions,
some indication of the consistency of decision-making over par-
allel forms or a retest administration should be offered. This
could take the form of coefficient kappa, or a proportion of
agreement index.
Ratings :
Acceptable: The manual provides reliability evidence consistent
with the intended uses of the criterion-referenced
test
.
Acceptable with reservations: The manual provides reliability
evidence generated from an ad-hoc procedure similar
to suitable procedures, or the manual provides
some proper reliability evidence in conjunction with
procedures that may not suitably demonstrate criterion-
referenced test reliability.
Unacceptable: The manual provides reliability data generated
from norm-referenced procedures, or from ad-hoc
procedures that do not provide consistency evidence
that coincides with the test score usage.
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E.2. Was the sample (or samples) of examinees used in the reli-
ability study adequate in size, and representative of thepopulation for whom the test is intended?
Rationale:
In order for the reliability evidence to be generalizable
,
the sample used must be large and representative of an appro-
pop^l^tion. Also, the size of the sample and the pop-
ulation from which the sample was drawn should be identified
in the manual. The potential user can then check the applic-
ability of the reliability information to his/her testing
situation.
Ratings :
Acceptable; The manual clearly presents the size of the
sample and a description of the population from
which it was drawn.
Acceptable with reservations: Either the size of the sample
is questionable or the degree of representative-
ness of an appropriate population is in question.
The potential user is unable to clearly ascertain
whether the reliability information is going to
be applicable to his/her situation.
Unacceptable; The size of the sample and the degree of repre-
sentatives are inadequate, or no information is
supplied in the manual.
E.3. Are test lengths suitable to produce tests with desirable levels
of test score reliability?
Rationale :
If the criterion-referenced test score is being used to estimate
a domain score, precision of estimation is the critical indicant
to be observed (see E.I.). There must be a sufficient number of
items on the test for the test score to be a reasonable estimate
of the domain score.
If the criterion-referenced test score is being used to make
mastery/non-mastery decisions, it is critical that there be a
sufficient number of test items to provide data to make the
decision. Otherwise an unacceptably large number of false-
positive and false-negative errors will occur. For instance, a
student might guess correctly on one question, and on that basis
alone be alloted mastery, when he/she really was not (a false-
positive error) . As another example, a student could incorrectly
mark the answer to one question measuring an objective, and on
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that basis alone be alloted non-mastery when he/she was in
reality a master (a false-negative error). There needs to be
a sufficient number of questions measuring each objective to
minimize the role of errors in determining mastery status.
Ratings ;
Acceptable: The number of items included to measure each
objective is large enough for the test to be
reliable, and the information about why that
number was chosen is included in the manual.
Acceptable with reservations: The number of items appears
large enough to the user, but inadequate infor-
mation is offered in the manual as to how the
number was decided upon.
Unacceptable: There is an insufficient number of items for
each objective to be sure that the test will
measure the objective in a reliable fashion (for
the intended use)
.
E.4. Is reliability information offered in the test manual for each
intended use (or uses) of the test scores?
Rationale :
If the test scores produced are being used to make more than one
sort of decision, reliability information should be offered for
each use. For instance, in certain testing programs, a two-step
testing procedure is used. First, a general test measuring a
number of objectives is taken, and then, based upon the results,
a number of mini- tests focusing on each objective may be taken.
The point to be made here is that if it has been shown that the
mini-tests are reliable, it can't be assumed that the general test
is, although the tests measure basically the same content. They
serve different uses; the first is used as an initial screen,
the second for indepth diagnosis. Reliability evidence must be
provided for each use.
Ratings :
Acceptable: The manual clearly provides reliability evidence
for each of the intended uses of the test scores.
Appectable with reservations: The manual provides reliability
evidence for each of the uses, but in differing
degrees of completeness. Certain of the usage
areas have received inadequate investigation for
establishing reliability.
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Unacceptable: The manual provides little or no evidence of
the reliability of the score(s).
F. Cut-Off Scores
F.l. Was a rationale offered for the selection of a method for
determining cut-off scores?
Rationale :
Besides using a suitable procedure for setting cut-off scores,
the rationale behind the selection of the procedure should also
be offered. This rationale should contain a discussion of the
general underlying basis and reason for using cut-off scores.
Ratings :
Acceptable; A general discussion of the problem of setting
cut-off scores and a discussion of the particular
method employed is offered in the manual.
Acceptable with reservations: A very general discussion of
cut-off scores is offered with little of a nature
pertinent to a certain method offered.
Unacceptable: There is no discussion in the manual of the
basic rationale behind the setting of cut-off
scores for the test.
F.2. Was the procedure for implementing the method explained, and
was it appropriate?
Rationale
The test manual should contain a discussion of how the procedure
for implementing the cut-off method should be used. If actual
cut-off scores are given, a brief description of what they mean
in terms of mastery/non-mastery decision making should be given.
If only the general procedure is offered (this is not likely to
be the case)
,
then a step-by-step guide for using the procedure
should be included.
Suitable methods are available for setting cut-off scores, and
at least one such method should be discussed in the manual. It
is proper for users to set their own cut-off scores, but sugges-
tions for setting them should be offered in the manual.
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Ratings :
Acceptable: A suitable method for establishing cut-off
score(s) has been utilized.
Acceptable with reservations: A somewhat "ad-hoc" procedure
has been utilized in the setting of cut-off
scores. There is some discussion explaining and
backing up the use of the procedure in the manual.
Unacceptable: Either an unsuitable procedure has been utilized
to set cut-off scores, or no procedure at all has
been utilized.
F.3. Was evidence for the validity of the chosen cut-off score (or
cut-off scores) offered?
Rationale :
If cut-off scores are offered in the manual, then some evidence
for the validity of the cut-off scores should also be offered.
The validity evidence should be collected during the pilot or
field study, and will (most often) be assessed by relating the
classification of examinees based on the particular cut-off
score to some independent measure (for example, some outcome
measure)
.
Ratings :
Acceptable: The manual presents actual data demonstrating
the validity of the chosen cut-off scores, and
offers a discussion about the procedure utilized.
Acceptable with reservations: The manual offers a general
discussion of why the chosen cut-off scores are
valid, but offers little of a concrete, sub-
stantive nature.
Unacceptable: No data or discussion is offered on this topic
in the manual.
G. Validity
G.l. Does the validity evidence offered by the test manual address
adequately the intended use (or uses) of scores obtained from
the test?
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Rationale ;
Because criterion-referenced tests are being used to determine
what an examinee does or doesn’t know in reference to a well-
defined content area, it is crucial that the test items be con-
tent valid. Further, it should be demonstrated that the test
items are construct valid for the particular use(s) for which
they were intended.
Further, and more specifically, if the test scores are being
used to sort examinees into mastery states, then the relation-
ship between classifications based on test scores and some
appropriately selected independent measure should be reported.
(Some manuals have labeled this a reliability concern; it is
n^^, such a relationship does not demonstrate consistency of
decision-making, but rather the construct validity of the test
scores
.
)
Ratings ;
Acceptable: The manual gives a clear description of the
attempts made to insure that the test is content
valid. This should take the form of particular
procedures used, and not be a general review of
content validity. Also, a discussion of the
construct validity of the scores for their in-
tended uses should be presented, particularly when
the test is used to make mastery decisions.
Acceptable with reservations: The manual contains a more
general, less detailed, discussion of the content
validity issue. The particulars of the procedures
used to identify content and construct validity
are somewhat glossed over.
Unacceptable: There is an inadequate discussion of the pro-
cedures utilized for establishing content and
construct validity.
G.2. Is an appropriate discussion of factors affecting the validity
of test scores offered in the test manual?
Rationale :
With criterion-referenced tests, because examinees are not being
compared with one another, there is likely to be less discussion
of the factors affecting the validity of test scores, i.e., those
factors that would disrupt or negate standardized testing condi-
tions. However, if the test is being used to make individual
decisions at different points in time, it is important that the
testing conditions remain constant. Further, as norms tables
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become more popular for use with criterion-referenced tests,
standardized testing conditions are essential to insure valid
comparison to the norm group. All this is to say is that
the manual should contain a discussion of factor affecting
the validity of test scores, and some suggestions about how
to minimize such factors.
Ratings :
Acceptable: The manual contains an explicit discussion of
the factors that affect the validity of test
scores
.
Unacceptable: The manual does not contain an explicit dis-
cussion of factors that affect the validity of
test scores.
H. Norms
H.l. Are the norms data reported in an appropriate form?
Rationale :
If norms data are offered in the manual to augment the inter-
pretability of the test scores, then the norms data should be
properly reported. Any of the usual procedures for presenting
norms data (percentiles, standard scores, stanines, age and
grade-equivalents) can be utilized, but the procedure (s) used
should fit as closely as possible to the criterion-referenced
interpretations being offered.
Ratings :
Acceptable: The manual utilizes a method for presenting
norms data that is useful in conjunction with the
criterion-referenced interpretations. Suitable
guidelines and cautions for use should also be
included.
Acceptable with reservations: The manual utilizes a non-
standard method of establishing norms data that
is substantively correct, but is difficult to
justify using. (An example is the use of regressed
estimates of normative scores.)
Unacceptable: The manual explains that a norm-referenced
interpretation is possible but then offers either
norms tables that are difficult to use or does
not offer suitable guidelines.
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H,2. Are the samples of examinees utilized in the normine study
described?
Rationale ;
If norms data are offered in the manual, the norms group must
be clearly described. Then the potential user can see how v/ell
the norms group data fits the group of students to be tested.
The user can determine whether the normative data are suitable
for the use he/she has in mind.
Ratings :
Acceptable: The norms group is clearly described in the test
manual when normative interpretations are offered.
Unacceptable: The norms group is not clearly described, or
not described at all in the test manual.
H.3. Are appropriate cautions introduced for proper test score inter-
pretations?
Rationale :
The cautions offered in the manual should be two in nature, one
having to do with the norms data, the other with the interpre-
tations of the scores. In reference to the first point, cautions
should be offered about what can't be done with derived scores.
For instance, if percentile ranks are offered, the manual should
state that such measures have ordinal properties and the units
are not the same throughout the scale, meaning that percentile
ranks should not be added, etc.
The second caution has to do with the test scores themselves
rather than the normative or derived scores. Since criterion-
referenced test scores are usually less reliable than norm-
referenced scores (the tests are shorter and scores more homo-
geneous)
,
the scores should be interpreted with caution when
using normative data. The problem can be circumvented by using
norms with grouped data, where the problem of low individual score
reliability is no longer such a problem. The point made here is
that the usual assumed procedure for using norms data that occur
for norm-referenced tests must be approached cautiously when using
a criterion-referenced test with normative data.
Ratings :
Acceptable: The manual offers suitable cautions abour normative
scores and the process of interpreting individual
criterion-referenced test scores with normative
data.
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Unacceptable: Suitable cautions are not offered in the
manual for Interpreting scores vis-a-vis norma-
tive tables.
I. Reporting of Test Score Information
I.l. Are the test scores reported for examinees on an objective by
objective basis?
Rationale :
The decisions usually made with a criterion-referenced test
are on an objective by objective basis. Total test scores,
which provide useful norm-referenced information, are not useful
for determining what a student does or does not know in each
content area. To determine what a student knows, data is needed
on an objective by objective basis. Therefore, the test must
provide such information. If the test is scores by machine,
the output must be on an objective level; if the test is hand
scored, suitable answer keys and record forms for each objective
should be enclosed with the test.
Ratings :
Acceptable: The test provides suitable mechanisms for report-
ing individual and group data on an objective by
objective basis.
Unacceptable: The test does not provide suitable mechanisms
for reporting data on an objective by objective
basis
.
1.2. Are there multiple options available to the user for reporting
of test results (for example, by class and grade within a school)?
Rationale :
Test score users often have the need for their data to be sum-
marized in a variety of ways (class, grade, school, district,
perhaps by sex). There should be sufficient options offered with
the test to aid the potential user.
Ratings :
Acceptable: Sufficient data reporting options are offered in
conjunction with the test.
Unacceptable: There are not sufficient options available to
satisfy the majority of the potential test users.
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1.3. Are convenient procedures available for scoring tests by hand,
and forms available for reporting test score information?
Rationale;
If, for whatever reason (for example, the need to provide
immediate feedback to students), the test user decides to score
the test by hand, a suitable scoring key, answer form, and record
form should be provided for the test. That is, the option should
be made available for efficient, convenient hand-scoring of the
test
.
Ratings :
Acceptable: The test has included with it an answer key,
answer forms, and test record form to facilitate
hand scoring by the potential user.
Unacceptable; The test can’t be conveniently scored by hand.
J. Test Score Interpretations
J.l. Are suitable cautions included in the manual for interpreting
individual and group objective score information?
Rationale ;
The test manual should provide a discussion of the amount of error
that exists in criterion-referenced test scores. In particular, a
discussion of false-positive and false-negative errors that can be
made when making mastery decisions is necessary. The potential
user needs to know what the likelihood of his/her making a false-
positive or false-negative error is if the test is used (with the
given number of items per objective and given cut-off score). In
a like fashion, there should be a discussion of the potential or
possible error involved in using the test score as an estimate of
a domain score. Finally, if group decisions are being made based
on group objective scores, certain cautions should be advanced in
the manual about this situation.
Ratings :
Acceptable: The manual presents an in-depth discussion of the
potential problems in using criterion-referenced
test scores for mastery determination and/or domain
score estimation.
Unacceptable with reservations: The manual provides an overview
of the problem, and offers some very general
cautions
.
Unacceptable: The manual presents no cautions on the use of
individual and group objective scores.
J.2. Are appropriate guidelines offered for utilizing test scores to
accomplish stated purposes?
Rationale :
The test manual should provide a discussion of how test scores
can be used to make individual (and group) instructional decisions.
Practical examples of how to go about making such decisions should
be Included. It is, quite simply, not enough for the test publisher
to offer the test for use without appropriate guidelines for using
the test scores. These guidelines will help the user in making
decisions consonant with the test purpose. Without some help with
the decision making, the user could end up using the test in a
fashion quite different from the one for which it was intended.
In particular, there should be suitable guidelines offered to aid
the user in making mastery decisions. It should be clearly speci-
fied how to treat masters, non-masters, etc., in terms of decision-
making, and it would be helpful if guidelines for subsequent
instruction were also offered.
Ratings :
Acceptable: The manual contains suitable guidelines to aid the
test user in making instructional decisions.
Acceptable with reservations: The manual gives some guidelines,
but falls short of really aiding the user in the
instructional decision-making process.
Unacceptable: Appropriate guidelines are not offered in the
manual
.
2.3.3 Development of the Evaluation Form
A shortcoming of the Standards developed by APA/AERA/NCME, and
of the work of Popham (1978) and others, is the lack of a suitable
evaluation form to apply a set of standards or guidelines. Such an
evaluation form would be very useful, and so one was developed in
conjunction with the guidelines presented in this chapter (Hambleton
& Eignor, 1978a). A copy of the form is presented on the next
four
pages
.
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Criterion-Referenced Test and Test
Manual Evaluation Form
Backt’round Information
Test Name:
Test Publisher:
Year of Publication:
Reusable Booklets: Yes No
Forms and Levels:
Author(s)
:
Cost
:
Special Test Administration Conditions:
Manual and Other Technical Aids:
For each of the questions below there are
four possible answers: "Acceptable",
"Unacceptable", "Unsure", and "Not
Applicable". Place a in the column
corresponding to your answer to each
question.
Question
Ratings
Comments
A.l. Is the purpose (or purposes) of
the test stated in a clear and con-
cise fashion?
A. 2. Is each objective clearly written
so that it is possible to identify
an "item pool"?
A. 3. Is it clear from the list of ob-
jectives what the test measures?
A. A. Is an appropriate rationale
offered for including each objective
in the test?
A. 5. Can a user "tailor" the test to
meet local needs by selecting objec-
tives from a pool of available ob-
jectives?
i
i
!
i
1
A. 6. Is there a match between the
content measured by the test and
the situation where the test is to
be used?
A6
For oach of tlio quest ic'ns below there ar
four possible answers: "Acceptable",
" Unaixop table"
,
"Unsure", and "Not
Applicable". Flare a in the cpUinm
rorrespondini; your answer to eacli
question.
Q ue s t i on /
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'T /
/
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// ^
/ ^
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/
Ratings
/ 1^1
" / / •? // 1^1/ 1^1
/ / i
j / ? / Comments
•s? / ^ /
A. 7. Are Individuals Identified who
were responsible for the preparation
of objectives?
A. 8. Does the set of objectives mea-
sured by the test serve as a repre-
sentative set from some content
domain of interest?
B.l. Is the item review process
described?
B.2. Are the test items valid indica-
tors of the objectives they were
developed to measure?
B.3. Is the set of test items measuring
an objective representative of the
"pool" of items measuring the
objective?
B.4. Are the items free of technical
flaws?
B.5. Are the test items in an appro-
priate format to measure the objec-
tives they were developed to measure?
B.6. Are the test items free of bias
(for example, sex, ethnic, or racial)'
B.7. Was a heterogeneous sample of
examinees employed in piloting the
test items?
B.8. Was the item analysis data used
only to detect "flawed" items?
C.l. Do the test directions include in-
formation relative to test purpose,
time limits, practice questions, an-
swer sheets, and scoring?
hi
For each of the ouostions below there are Rat IngF.
lour possjliU- answers: "AeccpCable"
,
l abl c"
,
"Unsure", and "Net
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C.2. Are the test directions clear?
C.3. Is the test easy to score?
C.A. Does the test manual specify an
examiner's role and responsibilities?
D.l. Is the layout of the test booklets
attractive?
D.2. Is the layout of the test booklets
convenient for examinees?
E.l. Is the type of reliability infor-
mation offered in the test manual
appropriate for the intended use (or
uses) of the scores?
E.2. Was the sample of examinees ade-
quate in size, and representative of
the population for whom the test is
intended?
E.3. Are test lengths suitable to pro-
duce tests with desirable levels of
test score reliability?
1
(
E.A. Is reliability information offeree
in the test manual for each Intended
use (or uses) of the test scores?
1
F.l. Was a rationale offered for the
selection of a method for determinini
cut-off scores? 1
F.2. Was the procedure for implementinj
the method explained, and was it ap-
propriate?
1
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Foi each of the- ouestions below there are Ratings
four possible answers: "Acceptable",
"Unacceptable", "Unsure", and "Not
ApplicaJile" , Place a in the column
corresponding to your answer to each
question.
Question / w >^ /
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F.3. Was evidence for the validity of
the chosen cut-off score (or cut-
off scores) of fered?
G.l. Does the validity evidence offered
in the test manual address adequately
the Intended use (or uses of scores)
obtained from the test?
G.2. Is an appropriate discussion of
factors affecting the validity of
test scores offered in the test
manual?
H.l. Are the norms data reported in an
appropriate form?
H.2. Are the samples of examinees
utilized in the norming study
described?
H.3. Are appropriate cautions intro-
duced for proper test score inter-
pretations?
I.l. Are the test scores reported ^or
examinees on an objective by objec-
tive basis?
1.2. Are there multiple options avail-
able to the user for reporting of
test results (for example, by class
and grade within a school)?
1.3. Are convenient procedures avail-
able for scoring tests by hand, and
forms available for reporting test
score information?
i
J.l. Are suitable cautions included in
the manual for Interpreting indivldua
and group objective score information
1
7
J.2. Are appropriate guidelines offeree
for utilizing test scores to accomp-
lish stated purposes?
2. 3. A Choice of Tests for Evaluation
As a field test of the guidelines, and also as a means of
identifying to the testing public the present state of standardized
tests, eleven of the more popular criterion-
referenced tests were selected. The opinions of Dr. George Madaus,
review editor for Journal of Educational Measurement
,
and Dr. Frank
Stetz, of Harcourt Brace Jovanovich, were of great assistance in help-
ing to choose the tests for review. It was important to be in contact
with Dr. Madaus because reviews of the tests were to be published by
the Journal of Educational Measurement (see Hambleton & Eignor, 1978b).
The names of the tests and some descriptive information are
presented in Table 2.3.1. Each of the test publishers was contacted
and it was explained to them that a review was going to be published
in the Journal of Educational Measurement . Each publisher was asked
to send as much relevant information as possible; the reviews were
based on the information received from this request. The information
for each test that was contained in the manuals, etc., was carefully
read, and each test was evaluated independently of the others.
2.3.5 Application of the Guidelines to the Tests
The primary purpose for evaluating the eleven tests was to
ascertain the extent to which each test, and all of the tests col-
lectively, met the guidelines. An evaluation of each test relative
to each guideline was done; however, the most important information
was arrived at by determining how well the tests as a group met each
of the guidelines. The group information was informative because it
12
3
A
5
6
7
8
9
10
11
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Table 2.3.1
Criterion-Referenced Tests Reviewed in the Study
Name of Test Grades Levels Forms
Publication
Date Publisher
1976 Stanford Diagnos-
tic Mathematics Test 1-12 4 2 1976
Harcourt
Brace
Jovanovich
1976 Stanford Diagnos-
tic Reading Test 1-12 4 2 1976
Harcourt
Brace
Jovanovich
Skills Monitoring
System-Reading 3-5 3 1 1975
Harcourt
Brace
Jovanovich
Individual Pupil
Monitoring System-
Mathematics 1-6 6 2 1974
Hough ton-
Mifflin
Individual Pupil
Monitoring System-
Reading 1-8 8 2 1974
Houghton-
Mifflin
Diagnostic Mathe-
matics Inventory ]L.5-7.5 7 1 1977
CTB/McGraw-
Hill
Prescriptive Reading
Inventory K-6.5 6 1 1977
CTB/McGraw-
Hill
Diagnosis: An Instruc-
tional Aid-Mathematics
and Reading 1-6 2 2 1974
Science
Research
Associates
Mastery: An Evaluation
Tool-SOBAR Reading K-9 10 2 1975
Science
Research
Associates
Mastery: An Evaluation
Tool-Mathematics K-8 9 2 1974
Science
Research
Associates
Fountain Valley Support
System in Mathematics K-8 9 1 1974
Richard L.
Zweig
Associates
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could be used to pinpoint areas where commercial materials were in
need of revisions and further development.
In judging the quality of a test and test manual relative to
each guideline, the following rating scale was used:
A = Acceptable
A“ = Acceptable, with reservations
X - Unacceptable, data offered was unsuitable or
improperly used
Y = Unacceptable, no data was offered
N = Not applicable
Table 2.3.2 summarizes the ratings of the 11 tests on the 39
guidelines. What follows are some specific comments for certain of
the tests. These comments were included for situations where appli-
cation of the guidelines was not straightforward, and additional
comments were deemed necessary.
Specific Comments ^
1976 Stanford Diagnostic Mathematics Test
1: The potential user can select subtests to administer, but
he/she does not have the flexibility of selecting individual
objectives
.
2: Items were selected based solely on statistical properties;
therefore the item are not likely to be a representative
sample.
^The numbers for each of the comments correspond to the sub-
scripts in Table 2.3.2.
Table 2.3.2
Summary of Ratings of the Criterion-Referenced Tests
Question 1 2
,
3 4 5
Test
6 7 8 9 10 11
A1 A A A A” A' A A A A A X
A2 X X X X X X X X X X X
A3 A A A" A A A A A A A A
A4 A A A A" A“ A A A A A X
A5 A“ A" A A A X X A A A A
A6 A A A A A A A A A A A
A7 Y Y A” Y Y Y A" A A" A" A“
AS A” A" A” A" A“ A" A" A" A” A" A"
B1 X X A A- A- X ^1 Y A A Y
B2 A* A" A A" A~ ?a A" Ai A A A”
B3 X2 X2 X Xl X X X X X X
B4 A A A A A A A A A A A
B5 A A A A A A A A A A A
B6 A A A Y Y ? Y Y Y A Y
B7 A A A A A A A Y Y Y Y
B8 X 3 X 3 A X2 X, X 2 Y X X Y
Cl A A A A A 7 A A A2 A2
?b
C2 A A A A A ? A A A A A
C3 A A A A A ? A A A A A
C4 A A A A A ? A A A A A
D1 A A A A A 7 A A A A A
D2 A A A A A 7 A A A A A
El Ai^ X4 A2 Y Y X X 3 Y X 3 X 3 Y
E2 A A A Y Y A A Y At At Y
E3 A“ A" Ai
A“
A 3 A 3 X 2 X, X X
X
E4 A" A" Y Y X X Y X X Y
El A A A Y A4 Y A Y2 Y A Y
F2 A A X Y Y X X Y A A Y
F3 A A A" Y Y Y A“ Y A" A Y
G1 A A A X X A A X A- A- Y
G2 Y Y Y Y Y Y Y Y Y Y Y
HI A A N N N A 3 A N N
H N
H2 A A N N N 7 Y N N N N
H3 A A N N N Y Y N N N N
11 A A A A A 7 A A A A A
12 A A A A A 7 A A A A A
13 A A A A A 7 A A A A A
J1 A- A- A Y Y 7 Y Aj A5 Y
J2 A A A Y 4 Ys 7 A A3 Af ^6
A
^We did not have the proper materials to assess the quality of
the test in the areas marked by a
'’The information was on a cassette. We did not listen to the
tape and so we were not in a position to rate this aspect of the
test.
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3: Norm-referenced test item analysis data alone was used
to select items. The guideline calls for using criterion-
referenced test item analysis data to detect "flawed"
items
.
4. An attempt was made to establish consistency of mastery-
state assignment using tetrachoric correlation coeffi-
cients. While not the best approach, it is nonetheless a
reasonable first approach at establishing reliability.
1976 Stanford Diagnostic Reading Test
1: The potential user can select subtests to administer, but
he/she does not have the flexibility of selecting individ-
ual objectives.
2: Items were selected based solely on statistical proper-
ties; therefore the items are not likely to be a repre-
sentative sample.
3: Norm-referenced test item analysis data alone was used to
select items. The guideline calls for using criterion-
referenced test item analysis data to detect "flawed"
items
.
4: There is an abundance of reliability data offered for a
norm-referenced usage of the scores, but none for
criterion-referenced test usage.
Skills Monitoring System—Reading
1: The list of objectives is not included in the Teacher Hand-
book, which is included with the specimen set. The Teacher
Handbook contains a list of skills statements only.
2: Data to be published in the future in a tech report will
provide suitable reliability evidence (personal communications
from publishers) . For instance, consistency of mastery
decisions will be studied using kappa. However, the present
published reliability information is quite weak.
3: On the Skill Location test, there are only two items per
objective and this could be a problem. The Skills-Minis,
however, have eight items per objective.
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Individual Pupil Monitoring System—Mathematics
1: It appears so, but depending upon the state of Bl, the
items may not be a representative sample.
2: Item analysis data was collected and it appears to be used
to select items. The manual is unclear on this point.
3: It would appear so, but no data is offered. In levels 1-3,
five items per objective might be a problem, but for levels
4-8, ten items per objective is sufficient.
4: There is a reference booklet that cross-references objec-
tives to major texts. However, there is little in the way
of providing practical classroom guidelines for using the
scores from the test.
' Individual Pupil Monitoring System—Reading
1: It appears so, but depending upon the state of Bl, the
items may not be a representative sample.
2: Item analysis data was collected and it appears to be used
to select items. The manual is unclear on this point.
3: There are five items per objective which may be a problem,
but no substantiating data is offered.
4: There was a rationale why Houghton-Mif f lin wants individual
teachers to set cut-offs. This contained some valuable
Information.
5: There is a reference booklet that cross-references objectives
to major texts. However, there is little in the way of
providing practical classroom guidelines for using the
scores from the test.
Diagnostic Mathematics Inventory
1: The answer depends on how the items were selected. There is
little information in the manual on that process.
2i There is only one item per objective. However, decisions are
made using categories of objectives, usually made up of two
thru eight objectives (therefore two to eight items). For
certain categories, the number may still not be sufficient.
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3: The data is discussed as being presented as regressed
estimates of normative scores, but nothing more is said
in the technical manual. The DMI Guide to Ancillary
Materials (not provided) is probably needed.
Prescriptive Reading Inventory
1: The item review process is not described in sufficient
detail. The manual states only that it took place.
2: The item analysis data may not have been used properly.
The manual says item sensitivity indices were used both to
select items and to detect aberrant items.
3: An ad-hoc procedure involving the use of criterion tests
made up of items parallel to the PRI items was used. Corre-
lation coefficients and joint frequency distributions were
utilized.
4; There are three or four items per objective, and it is
questionable whether that is a sufficient number.
5: Some practical cautions are offered, but there is no dis-
cussion of false-positive and false-negative errors.
Diagnosis: An Instructional Aid
—
Mathematics and Reading
1: It appears so, however, an overall list of objectives did
not appear in the manual. Only a description of the thirty
probe tests was offered.
2: A very weak rationale to help teachers set their own cut-
offs is offered.
3: There is a reference booklet linking objectives to major
tests. There needs to be more useful classroom guidelines
to help the teachers in instruction.
Mastery: An Evaluation Tool
—
Mathematics
1: The only item analysis data, item difficulty and item-test
correlations, were collected after the test was marketed.
It is difficult to ascertain the purpose of this data.
2: Only certain of the test levels have manuals that supply
information. The manuals that exist are excellent.
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3: The only reliability data provided is based on KR-20, which
is not a suitable reliability measure when data is used to
assign individuals to mastery states.
4: The sample was large enough, but not representative of an
appropriate population.
5: The problem of guessing is discussed; there is no discussion
of false-positive and false-negative errors.
6: More suggestions for classroom uses of the test scores would
be helpful.
Mastery: An Evaluation Tool—Reading
1: The only item analysis data, item difficulty and item-test
correlations, were collected after the test was marketed.
It is difficult to ascertain the purpose of this data.
2: Only certain of the test levels have manuals that supply
information. The manuals that exist are excellent.
3: The only reliability data provided is based on KR-20, which
is not a suitable reliability measure when data is used to
assign individuals to mastery states.
4: The sample was large enough, but not representative of an
appropriate population.
5: The problem of guessing is discussed; there is no discussion
of false-positive and false-negative errors.
6: More suggestions for classroom uses of the test scores would
be helpful.
Fountain Valley Support Systems in Mathematics
1: There are three or four items per objective, probably not a
sufficient number.
2.4 Results and Discussion
For the potential user interested in choosing a particular test.
Table 2.3.2 is most helpful in that particular strengths and weaknesses
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of each test are specified. For someone interested in using the
evaluations to get an impression of the present overall state of
standardized criterion-referenced tests, other data would be more
useful. Table 2.4.1, presents numbers and percentage of tests re-
viewed for each rating category on each guideline.
In reference to the guidelines involving Objectives (A.1-A.8)
the following comments can be made (the relevant guideline is listed
in parentheses)
:
1. Only about half of the publishers included information about
the qualifications of individuals who prepared the objectives
measured by their test. The qualifications of participants
in this aspect of the test development process is important
information for potential users (A. 7).
2. Current commercially available "criterion-referenced tests"
reviewed in this chapter should be called "objectives-
referenced tests" since the tests appear to be developed
from behavioral objectives (Popham, 1978). Starting to
develop a test from a listing of behavioral objectives is
less than ideal because behavioral objectives usually do
not lead to unambiguous definitions of the "item pools"
keyed to the behavioral objectives. The solution is to
write "domain specifications" (Popham, 1978) (A. 2).
3. Since test developers have not used "domain specifications,"
it is impossible to assess "item representativeness."
Item representativeness is essential if users desire to use
objective scores to "generalize to the domain of behavior
defined by the objectives." If item representativeness is
not established, scores can only be interpreted in terms of
the specific items included in the test (A. 8).
In reference to the guidelines involving Test Items (B.1-B.8),
the following comments can be made:
1. Only three of the eleven tests described in an adequate
fashion how the item review process took place. This is
important information to present to potential users (B.l).
2. Only three of the eleven tests gave sufficient informa-
tion that would allow the potential user to ascertain that
the test items are valid indicators of the objective they
were developed to measure (B.2).
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Table 2.4.1
Number and Percentage of Tests Reviewed in Each Bating
Category on the Guidelines for Evaluating Criterion-
Referenced Tests and Test Manauls
Guidelines and Categories
A.l Is the purpose (or purposes) of the
test stated in a clear and concise
fashion?
Acceptable
Acceptable with reservations
Unacceptable (X)
^
A. 2 Is each objective clearly written so
that it is possible to identify an
"item pool"?
Acceptable
Unacceptable (X)
^ Percentage
8 72.7%
2 18.2%
0 0%
11 100%
A. 3 Is it clear from the list of objectives
what the test measures?
Acceptable
Acceptable with reservations
Unacceptable
A. 4 Is an appropriate rationale offered for
including each objective in the test?
Acceptable
Acceptable with reservations
Unacceptable (X)
A. 5 Can a potential user "tailor" the test
to meet local needs by selecting
objectives from a pool of available
obj ectives?
Acceptable
Acceptable with reservations
Unacceptable (X)
10
1
0
8
2
1
7
2
2
90.9%
9.1%
0%
72.7%
18.2%
9.1%
63.6%
18.2%
18.2%
^X indicates that the data offered was unsuitable or improperly
used
.
Y indicates no data was offered.
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Guidelines and Categories
A. 6 Is there a match between the content
measured by the test and the situation
where the test is to be used?
Acceptable
Unacceptable
A. 7 Are individuals identified who were
responsible for the preparation of
obj ectives?
Acceptable
Acceptable with reservations
Unacceptable (Y)
A. 8 Does the set of objectives measured
by the test serve as a representative
set from some content domain of
interest?
Acceptable
Acceptable with reservations
Unacceptable
N
11
0
1
5
5
0
11
0
B.l Is the item review process described?
Acceptable 3
Acceptable with reservations 3
Unacceptable (X) 2
Unacceptable (Y) 2
Unable to assess 1
B.2 Are the test items valid indicators
of the objectives they were developed
to measure?
Acceptable 3
Acceptable with reservations 7
Unacceptable 0
Unable to assess 1
B.3 Is the set of test items measuring an
objective representative of the "pool"
of items measuring the objective?
Acceptable 0
Acceptable with reservations 0
Unacceptable (X) 11
B.A Are the items technically correct?
Acceptable 11
Unacceptable 0
Percentage
100%
0%
9.1%
A5.5%
A5.5%
0%
100%
0%
27.3%
27.3%
18.2%
18.2%
9.1%
27.3%
63.6%
0%
9.1%
0%
0%
100%
100%
0%
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Guidelines and Categories
^ Percentage
B.5 Was a suitable format for the
items selected?
Acceptable 11 100%
Unacceptable 0 0%
B.6 Are the test items free of bias (for
example, sex, ethnic, or racial)?
Acceptable 4 36.4%
Unacceptable (Y) 6 54
. 5%
Unable to assess 1 9.1%
B.7 Was a heterogeneous sample of examinees
employed in piloting the test items?
Acceptable 7 63.6%
Unacceptable (Y) 4 36.4%
oo Was the item analysis data used only
to detect "flawed" items?
Acceptable 1 9.1%
Unacceptable (X) 8 72.7%
Unacceptable (Y) 2 18.2%
C.l Do the test directions Include information
relative to test purpose, time limits,
practice questions, answer sheets, and
scoring?
Acceptable 9 81.8%
Unacceptable 0 0%
Unable to assess (information should
have been offered) 1 9.1%
Unable to assess (information offered,
but not able to process) 1 9.1%
C.2 Are the test directions clear?
Acceptable 10 90.9%
Unacceptable 0 0%
Unable to assess 1 9.1%
C.3 Is the test easy to score?
Acceptable 10 90.9%
Unacceptable 0 0%
Unable to assess 1 9.1%
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Guidelines and Categories
C.4 Does the test manual specify an
examiner's role and responsibilities?
Acceptable 10
Unacceptable 0
Unable to assess 1
D.l Is the layout of the test booklets
attractive?
Acceptable 10
Unacceptable 0
Unable to assess 1
D.2 Is the layout of the test booklets
convenient for examinees?
Acceptable 10
Unacceptable 0
Unable to assess 1
E.l Is the type of reliability information
offered in the test manual appropriate
for the intended use (or uses) of the
scores?
Acceptable
Acceptable with reservations
Unacceptable (X)
Unacceptable (Y)
E.2 Was the sample (or samples) of examinees
used in the reliability study adequate
in size, and representative of the popu-
lation for whom the test is intended?
Acceptable
Acceptable with reservations
Unacceptable (Y)
E.A Are test lengths suitable to produce
tests with desirable levels of test
score reliability?
Acceptable
Acceptable with reservations
Unacceptable (X)
E.A Is reliability information offered in
the test manual for each intended use
(or uses) of the test scores?
Acceptable
Acceptable with reservations
Unacceptable (X)
Unacceptable (Y)
0
2
5
A
6
1
A
0
6
5
0
3
A
A
Percentage
90.9%
0%
9.1%
90.9%
0%
9.1%
90.9%
0%
9.1%
0%
18.2%
A5.5%
36. A%
5A.5%
9.1%
36. A%
0%
5A.5%
A5.5%
0%
27.3%
36. A%
36. A%
Guidelines and Categories N
F.l Was a rationale offered for the
selection of a method for deter-
mining cut-off scores?
Acceptable
Acceptable with reservations
Unacceptable (Y)
F.2 Was the procedure for Implementing
the method explained, and was It
appropriate?
Acceptable
Acceptable with reservations
Unacceptable (X)
Unacceptable (Y)
F. 3 Was evidence for the validity of the
chosen cut-off score (or cut-off
scores) offered?
Acceptable
Acceptable with reservations
Unacceptable (Y)
G. l Does the validity evidence offered In
the test manual address adequately the
Intended use (or uses) of scores ob-
tained from the test?
Acceptable
Acceptable with reservations
Unacceptable (X)
Unacceptable (Y)
G. 2 Is an appropriate discussion of factors
affecting the validity of test scores
offered In the test manual?
Acceptable
Unacceptable (Y)
H. l Are the norms data reported In an
appropriate form?
Acceptable
Acceptable with reservations
Unacceptable
Not Applicable
5
1
5
3
0
3
5
2
4
5
5
2
3
1
0
11
3
1
0
Percentage
45.5%
9.1%
45.5%
27
. 3%
0%
27.3%
45.5%
18.2%
36.4%
45.5%
45.5%
18 . 2%
27.3%
9.1%
0%
100%
75%
25%
0%
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Guidelines and Categories
H.2 Are the samples of examinees
utilized in the norming described?
Acceptable
Unacceptable (Y)
Not Applicable
H. 3 Are appropriate cautions introduced
for proper test score interpretations?
Acceptable
Unacceptable (Y)
Not Applicable
I. l Are the test scores reported for
examinees on an objective by
objective basis?
Acceptable
Unacceptable (Y)
1.2 Are multiple options available to
the user for reporting of test
results (for example, by class and
grade within a school)?
Acceptable
Unacceptable (Y)
1.3 Are convenient procedures available
for scoring tests by hand, and forms
available for reporting test score
information?
Acceptable
Unacceptable (Y)
J.l Are suitable cautions included in the
manual for interpreting individual and
group objective score information?
Acceptable
Acceptable with reservations
Unacceptable (Y)
J.2 Are appropriate guidelines offered in
the manual for utilizing test scores
to accomplish stated purposes?
Acceptable
Acceptable with reservations
Unacceptable (Y)
Percentage
2 50%
2 50%
7
2 50%
2 50%
10 90.0%
1 9.1%
10 90.0%
1 9.1%
10 90.9%
1 9.1%
1 9.1%
5 45.5%
5 45.5%
5 45.5%
3 27.3%
3 27.3%
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3. In reference to whether the items measuring an objective
are representative of a "pool" of items, the comments
given for A, 2 are again relevant here. Behavioral ob-jectives usually do not lead to unambiguous definitions
of item pools.” Without the "item pool," the user can't
ascertain whether or not the test items are representative
of the "pool" (B.3)
.
4. ''Item analysis" is an area in which there are two problems:
(a) too little explanation is offered for the choice of
P^^ticular item statistics and of the specifics of item
statistics usage, and (b) item statistics are used in test
construction, thereby "biasing" the content validity of the
test is unknown ways. For eight of the eleven tests re-
viewed item statistics were used for more than the detection
of "flawed" items (B.8).
In reference to the guidelines involving Administration of the
test (C.1-C.4), the following comment can be made:
1.
All the tests were well constructed in this area. There
were no problems with any of them.
In reference to the guidelines on Test Layout (D.1-D.2), the
tests were excellent.
In reference to the guidelines on Reliability (E.1-E.4), there
were a number of problems:
1. Only two of the eleven tests came at all close to providing
reliability information appropriate for the intended use
(or uses) of the scores (E.l).
2. There is little or no information in any of the test manuals
about whether or not the test lengths are suitable to pro-
duce desirable levels of test score reliability. For six of
the eleven, the test lengths appear long enough, for the
other five (where there is usually four or fewer items per
objective), the lengths are not sufficient. Information on
how test length related to reliability would have been most
helpful (E. 3)
.
3. For tests with multiple Intended uses, a few (3) did give
reasonable information about reliability for one of those
uses. For most, either no reliability information or inap-
propriate reliability information was offered (E.4).
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In reference to the guidelines on Cut-Off Scores (F.1-F.3),
the following comments are relevant:
1. Only five of eleven tests offered a reasonable rationale
for the method offered for setting cut-offs, and for only
three of the eleven was the method appropriate. Also,
procedures used for setting cut-off scores are not usually
explained (F.l and F.2).
2* For only two of the eleven tests was evidence offered for
the validity of the chosen cut-off scores (for example, do
those examinees classified as "masters" typically perform
better than "non-masters" on some appropriately chosen
external criterion measure?) (F.3).
For the guidelines on Validity (G.1-G.2), the following obser-
vations can be made:
1. Most of the tests either adequately offered or attempted
to offer evidence on validity of intended test score usage
(G.l).
2. None of the tests gave any sort of discussion of factors
affecting the validity of test scores. This is a serious
shortcoming of the tests evaluated (G.2).
In reference to Norms (H.1-H.3), only four tests reported norms
data, and only two of the four described the norms sample and offered
cautions about the interpretations of norms data.
All the tests were assessed as acceptable on the guidelines for
Reporting of Test Score Information (I. 1-1.3).
Finally, in reference to Test Score Interpretations (J.1-J.2):
1. Only a few of the manuals introduced the notion of "error"
in test scores. It is extremely important for users to
have some indication of the "stability" of their objective
scores and/or "consistency of mastery/non-mastery decisions"
(J.l).
2. A number of the tests could be improved by adding sections
in the manuals to aid users in utilizing test scores to
make decisions (J.2).
To summarize the results reported in this section on the eval-
uation of the eleven standardized criterion-referenced tests selected,
it seems reasonable to state that the tests are well-constructed in
the non-psychometric areas (Administration, Test Layout, Reporting of
Information), but most fall short of acceptability, based on the
guidelines, for Reliability, Validity, and Cut-off Scores. Further,
all tests, because they were developed from behavioral objectives,
suffer the problem of the lack of an identifiable "item pool," thereby
restricting the inferences that can be reasonably made. In defense
of the test publishers, however, it should be remembered that many
of the tests were published before criterion-referenced reliability
and the issue of cut-off scores were suitably defined. Fortunately,
an adequate technology for constructing criterion-referenced tests
and using criterion-referenced test scores now exists (Popham, 1978;
Hambleton et al., 1978; Hambleton 6i Eignor, 1978a), and hopefully
the shortcomings of the tests reviewed will soon be alleviated.
2.5 Conclusion
This chapter had two objectives:
1. The development of a set of usable guidelines (with appro-
priate rationale offered for their inclusion) for use in
the evaluation of criterion-referenced tests and test
manuals
.
2. The application of the guidelines to the evaluation of
selected standardized criterion-referenced tests, and the
preparation of a complete report of the results.
In reference to the first objective, 39 individual guidelines
were offered for use in evaluating criterion-referenced tests and
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test manuals. Included with each of the guidelines is a rationale
and a rating system for their use.
In reference to the second objective, eleven of the more
popular criterion-referenced tests were selected and evaluated vis-
a-vis the guidelines. The tests evaluated are summarized in Table
2.3.2. In addition to evaluating each test individually, group data
was presented in the form of percentage of tests reviewed on each
guideline that fell into the various rating categories. Finally, a
number of comments were made concerning how the eleven tests col-
lectively measured up to each guideline and group of guidelines.
It was found that the tests were well-instructed in the non-psychometric
areas (Administration, Test Layout, Reporting of Information), but
most feel short of acceptability for the areas of Reliability, Validity,
and Cut-off Scores.
CHAPTER III
THE RELATIONSHIP OF TEST LENGTH TO CRITERION-REFERENCED
TEST RELIABILITY AND VALIDITY
3.1 Introduction
A primary concern of individuals using test scores is that the
scores be both reliable and valid. While the best approaches to
assessing reliability and validity are situation-specific, it is
^sll'known that there is a direct relationship between the length of
a test and the reliability and validity of the test scores. Longer
tests, in general, result in test scores with better psychometric
properties. For norm-referenced tests, the relationship of test
length to reliability is directly expressed by the Spearman-Brown
formula. In a like fashion, there is a formula that relates norm-
referenced test length to the criterion-related validity of a test.
However, as the discussion in the next section will demonstrate,
these formulas are not appropriate with criterion-referenced tests.
For one of the two major uses of criterion-referenced tests,
domain score estimation, the test length relationship to reliability
and validity can be derived, and is summarized in the well-known item
sampling model (Lord & Novick, 1968). It is for the other major use
of criterion-referenced test scores, mastery state determination,
that the necessary work is still to be done. While the literature
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abounds with papers on reliability (Livingston, 1972; Swaminathan,
Hambleton, & Algina, 1974; Hambleton & Novick, 1973; Huynh, 1976;
Subkoviak, 1976), validity (Cronbach, 1971; Messick, 1975; Linn,
1977), and test length (Millman, 1973; Novick & Lewis, 1974; Fhaner,
1974; Wilcox, 1976) there are no published papers this author is
aware of that have investigated the relationship of test length to
reliability of mastery-state assignments. The only work done to
date relating criterion-referenced test length to validity has been
an unpublished paper by Livingston (1978), and in Livingston's paper,
test length was only indirectly considered. Given the lack of
research in this very important area, this author decided to pursue
the topic for dissertation research. Due to the lack of empirical
developments in the area, and due to the nature of the needed data,
a simulation study was decided upon as the means of investigation.
In this way, relevant variables to be investigated could be controlled
and systematically varied, as needed.
The following three research objectives guided the work done
in investigating the relationship of criterion-referenced test
length to reliability and validity of mastery-state assignments:
1. Develop a computer program, relating criterion-referenced
test length to several reliability and validity indices.
2. Using the program developed, conduct a simulation study
relating prior distributions of ability, actual test score
distributions, and loss ratios, to chosen reliability and
validity indices.
3. Produce a set of tables relating test length to reli-
ability and validity under a wide variety of simulated
testing conditions.
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The reliability and validity indices used in the simulation,
as well as the background material upon which choices for the dis-
tributions for the simulation were made, are discussed in the next
several sections.
3.2 Some Background Information
In this section, a number of important background considerations
will be discussed. First, the reason why norm-referenced approaches
to reliability and validity are inappropriate for criterion-referenced
tests will be discussed. Then, the two important uses of criterion-
referenced test scores, domain score estimation and assignment of
individuals to mastery states will be introduced.
3.2.1 Norm-Referenced Approaches
to Reliability and Validity
In norm-referenced testing situations, the test user is
interested in having the test spread students out along a continuun
so that comparisons, such as rankings, can be done. If there is
to be suitable spread of scores to facilitate ranking, then the
test items comprising the test should be selected to produce a test
having maximum test score variability. If all the scores tend to
group, for instance, at the upper end of the score distribution
(negative skew)
,
then the needed ranking will be made quite difficult
to determine. Scores will closely coincide, and because the test
data contains error, any rankings made will be questionable. One
individual could have the same true score (i.e., errorless score)
as another, but be ranked higher solely because of the error.
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When scores are spread, errors in the test scores have less effect
on the rankings.
In criterion-referenced testing, there is little interest in
making discriminations among examinees, and hence no attempt is made
to select items that produce high test score variability. Interest
lies in measuring, for instance, how well a student has mastered
the objectives of a well-defined subject domain. If instruction is
effective, as the teacher would want, then the test score variance
will be small. Further, since criterion-referenced tests are
usually administered before or after instruction, test score distri-
butions tend to be homogeneous, and centered at the high or low end
of the achievement scale. There will be considerable "bunching" of
students at either end of the test score scale.
The difference between the purposes for norm- and criterion-
referenced tests has a direct effect upon the sort of indices to be
used to assess reliability and validity. Given that reliability
refers to consistency of measurement, where consistency refers to
making the same judgment on an individual over occasions, for norm-
referenced tests a correlation coefficient serves as an excellent
indication of consistency. We usually administer parallel forms of
a test and correlate individuals' scores on the two occasions. If
the ranking of students is unchanged over the occasions, the corre-
lation coefficient will be +1. To the extent that there are changes
in rank, the correlation coefficient will be less than one. Similarly,
validity can be established by observing the relationship between
test scores and an outside criterion measure. The crucial point is
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that norm-referenced tests are constructed so as to insure test
score variability, and this variability allows for the use of a
correlation coefficient to indicate consistency of measurement,
or reliability, and validity.
A correlational approach to criterion-referenced
reliability and validity does not make sense. This is because
such tests are not constructed or used to rank people for compari-
sons. Criterion-referenced tests are instead used to either
ascertain how much an individual knows in reference to a content
area, or domain, or to ascertain whether an individual is a master
or non-master of the content area. Further, for these two uses of
criterion-referenced test scores, i.e,, domain score estimation
and allocation of examinees to mastery states, the approaches to
establishing reliability and validity differ. However, since the
approaches to the former are fairly well-developed, only the latter
will be considered further in this study.
3.2.2 Two Criterion-Referenced
Test Score Uses
Regardless of which of the two uses of criterion-referenced
tests you are concerned with, the following assumption always holds.
We assume that the test is constructed by randomly sampling items
from a well-defined, or clearly specified, domain of items measuring
an instructional objective (see Popham, 1978a; Hambleton & Eignor,
1978a). If the test is to measure more than a single objective,
then the items must be randomly sampled from the domain for each
objective. After administering the random sample(s), there are two
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basic uses that can be made of the scores. One, the score can be
used as an estimate of the examinee’s level of mastery on the
objective. In other words, the test score can be used as an esti-
®^te of the score the student would have obtained haJ he/she answered
all the questions in the domain. Of course, there will be error
involved in using the test score as an estimate of the domain score,
and this erior can be related to the test’s reliability and validity.
The other use for test scores is in assigning examinees to
mastery states, where each mastery state may be keyed to a particu-
lar instructional decision. Usually, there are simply two mastery
states, called mastery and non-mastery. A cut-off score is set,
using any of the appropriate methods discussed in Chapter IV of
this dissertation, and the individual’s test score compared to the
cut-off. If the score is above the cut-off, the student is assigned
mastery, and moved on to study on the next objective (Hambleton,
1974). If the score is below the cut-off, the student is retained
and remedial activities are usually prescribed.
One of the reasons why these two uses of criterion-referenced
tests are discussed separately lies in the fact that the model and
assumptions underlying each of the uses differ. The dichotomy
between the two uses can best be explained by using the concept of
error of measurement. We can never measure an individual’s true
or errorless score; there is always error in the observed test score
we work with. When using the test score to estimate an examinee’s
domain score, error can be defined as the difference between the
estimated value (the test score) and the true value (domain score).
Ik
Here the difference between test score and domain score can be con-
ceptualized as a distance, and these differences are squared to
remove the negative signs from the distances. The model relating
test score to domain score can then be formulated such that the
relationship minimizes these squared differences over the individuals
tested. Hambleton et al. (1978), refer to such a relationship as
the squaTed-evTov loss function. For the second use of criterion-
referenced test scores, assigning or allocating examinees to mastery
states, an error can occur when an examinee is assigned, based upon
his/her test score, to a mastery state other than his/her true
mastery state. When there are two mastery states, master and non-
master, two sorts of error can occur. If the examiner estimates
that the student is below the cut-off when, in fact, the student's
domain score is above the cut-off, a "false-negative" error occurs.
If the examiner estimates that the student is above the cut-off
when, in fact, the student is not (i.e., his/her domain score is
below the cut-off) then a "false-positive" error occurs (see
Hambleton & Novick, 1973). Whether talking about "false-positives"
or "false-negatives , " the notion of error as a distance measure
makes no sense.
3.3 Reliability and Validity for
Mastery State Assignments
In this section, the reliability and validity indices used
in the research reported in this chapter will be discussed.
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3.3.1 Reliability
The diagram below will be very useful for the developments
that follow. Since for this decision-oriented use of criterion-
referenced test scores, reliability can be defined as consistency
of decision-making across parallel forms administrations of the
same test (Hambleton & Novick, 1973), a four-fold table is useful:
Master
Test 2
Non-Master
Master
( 1 )
Test 1
Non-Master ( 2 )
Pll P12
P21 P22
• 1
Here's the p’s refer to proportions of examinees and test 1 and test 2
can either be two test administrations of the same test, or parallel
forms of a single test.
Hambleton and Novick (1973) suggested that a proportion-
agreement index be used as an index of reliability. For the above
situation.
2
Po * I Pick ' Pll + P22
° k=l
is the observed proportion of decisions that are in agreement. While
the p statistic has intuitive appeal, it suffers from a limitation
o
that the next index takes care of.
76
Swaminathan, Hambleton, and Algina (1974) argued that
does not take into account the proportion of agreement that occurs
by chance alone, and therefore it could give a false impression
to users of the extent of mastery classification consistency.
They suggested using coefficient k (Cohen, 1960) as an index of
reliability. This coefficient is defined as:
= (Po " Pc)/(1-Pc)
where
2
Pc = Pk. P.k ' Pi- P-1 + P2. P.2
k=l
The symbols pj^. and p^^ represent the proportion of examinees as-
signed to mastery state k on the first and second administrations,
respectively. The symbol p^ represents the proportion of agreement
that would occur even if the classifications based on the two admin-
istrations were statistically independent. Thus, it can be argued
that K takes into account the composition of the group, and in this
sense, is more group independent than the simple proprotion agree-
ment index, p^.
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In criterion-referenced testing situations, it is often the
case that administering parallel forms of a test to get an estimate
^ not possible. Possible reasons includei (1) extra testing
would take away instructional time, and (2) only a single form of
the test is available. Therefore, what is needed is a method of
arriving at either k, or another suitable index, based upon one
administration of a test.
Subkoviak (1976) provided a procedure for estimating reli-
ability from a single test administration; however, he preferred to
work with p rather than k. Subkoviak defined a coefficient ofo
agreement for individual i, denoted P^^^ as the probability of
consistent mastery classification of examinee i on parallel forms,
denoted X and Y. For the case of two mastery states, this probability
is given by
p^^^= Prob(X^>c, Y^>^c) + Prob(X^<c, < c) , [1]
where c is the cut-off score. X^ and Y^ are scores for examinee i
on the two tests. The two terms in the equation represent the prob-
ability of examinee i being assigned to a mastery state or a non-
mastery state on each test administration, respectively. The coef-
ficient of agreement for a group of N examinees is given by
Po
N
Z
i=l
In order to estimate , Subkoviak assumed that for each examinee.
c
scores on the two forms of the criterion-referenced test were
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independently and identically distributed. Further, he assumed
and for a fixed examinee were identically blnomially distributed.
This is a questionable assumption even though test item responses
are usually scored 0 to 1 and item responses are independent.
The assumption of a binomial model implies that the items making
up the test are equally difficult and this will seldom be the case.
(Fortunately, Subkoviak addressed this point in his paper and offered
a substitute expression— the compound binomial model— to handle
the more typical case.) With only the two assumptions above,
Subkoviak was able to show
pCX^Jc) = I (x"p d-np" , [2]
^i=c
and
p^'^
= [pCX^^c)] + [l-p(X^:^c)] . [3j
Once an estimate of an examinee's domain score denoted , is
obtained, p(X^5^c) can be determined by substituting for in
Equation [2]; p^^^ is obtained by substituting the result from
Equation [2] into Equation [3]. A number of possible methods could
be used to estimate an examinee's domain score. Subkoviak suggested
in his paper using a regressed estimate of but the merits of
this approach would depend on the sample estimates of group mean
performance and reliability (as he correctly noted) . He also offered
a number of other possible domain score estimates,
several of
which have been reported by Lord and Novick (1968). Finally,
a
of the expected proportion of agreement can begroup estimate
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obtained by averaging the values of for i=l, 2, .... N,
where N is the number of examinees in the group.
Subkoviak's approach to estimating the consistency of mastery
classifications across parallel-form administrations can provide
either individual or group information, and can be estimated from a
single administration of a test. The only two minor problems are
that the probability estimates are inflated due to the inclusion of
chance agreement and that it is unreasonable to assume all items in a
criterion-referenced test are equally difficult. However, on this
latter point, Subkoviak has also offered a slightly different model
(compound binomial) which is capable of handling the situation.
Subkoviak's method makes it possible to compute the coefficient
of agreement in mastery status across occasions for an individual,
and also the coefficient of agreement for a group of N persons. Since
the formulas developed by Subkoviak are somewhat complex, a step-
by-step procedure will be specified.
The steps in the method are as follows:
1. Obtain an estimate of the proportion of items in the
whole domain of items an examinee can answer correctly.
A convenient estimate is obtained by setting ^ >
n
where tt^ = proportion-correct score for examinee i,
X, = his/her test score,
1
n = total number of items included in the test (measur-
ing the objective of interest).
2. Determine the probability that the examinee s score is
greater than or equal to the cutting score (c) using the
form of the underlying (b'tnoni'icLt) distribution. The
probability is given by:
P(x^>c) = Z (x.) (l-TT^)
^
x.=c
^
1
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where x^, c and n are defined as before, and
nj
x^! (n-x^)
!
where n! = n(n-l)(n-2).
. . .
(x^l)
=
3. Using the result from step (2), compute the ooefficient
of agreement for person i using the following formula:
p(l)
= [P(x^>c)]2 + [1-P(x^^c)]2
A. Finally, compute the coefficient of agreement p for a
group of N persons, using the following formula?
P
c
N
E
i=l
N
>
which is the mean of the individual coefficients.
The final result, p^, provides an estimate of the aoefftotent
of agreement for the group had two test administrations taken place.
The subscript c is included to clarify that the coefficient is
dependent upon the assigned cutting score. If p^ is high (re:
close to one)
,
we can be sure that there would be a high degree of
consistency of placement into mastery states over the two occasions.
If the number of test items is small, sometimes a better
estimate (than tTj^) of an examinee's domain score can be obtained
by using a regressed estimate of domain score [tt^ = r + (1-r)
,
where r = test reliability, and tt^ = average proportion-correct score
for the examinees] . The "improved" estimate can be substituted for
TT^ in step 2. A convenient way to estimate r, the test reliability.
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is to use Kuder-Richardson formula—21 (KR21 ). The estimate tt^
is then used in step 2 and the remainder of the steps follow as
before.
In summary, three reliability indices were used to study
the test length-reliability relationship: (1) proportion agree-
ment, (2) coefficient kappa, and (3) Subkoviak’s one administration
estimate of proportion agreement.
3.3.2 Validity
When using a criterion-referenced test to make mastery/non-
mastery decisions, the concept of validity is relatively easy to
formulate. One wants the mastery/non-mastery decisions made on
the basis of the test results to coincide with the decisions made
had all the items in the domain been administered. For an individual,
if all the items in a domain were administered to him/her, a "true
decision" about mastery would be made. This is not possible;
hence, a sample from the domain (the test) is administered. The
test scores are said to be valid to the extent that the decision
made with test scores coincide with the true decision. Further,
as with reliability, there is no formula that relates criterion-
referenced test length to an index of validity. Different com-
binations of relevant variables (test length, observed cut-off,
true-mastery level cut-off) need to be observed in reference to
their effects on validity indices.
When one works with real data, very seldom does the whole
domain of items exist so that "true-decisions" may be determined.
82
A possible exception where the whole domain may exist is with the
use of item-forms analysis (Hively et al., 1973). For most situa-
tions, however, the whole domain of items cannot be specified.
This greatly increased the utility of a computer simulation
approach to the problem. With simulated data, true or domain score
is known, and in turn, the domain score can be referred to the true
mastery cut-off, and true mastery status determined. Test data
can then be simulated, referred to the observed mastery cut-off,
and mastery status determined. The results can then be compared,
using any of a number of indices presented in the next paragraph.
Using a two-fold contingency table, the situation can be depicted
as follows:
True Status
Master (1) Non-Master (2)
Master (1) Pll Pl2
Test
Score
(Observed)
Non-Master (2) P21 P 22
(p's are again proportions)
The situation is very similar to that for reliability, and hence
certain of the approaches and related indices used are similar.
In
fact, of the six to be discussed, one of them, the proportion
agree-
ment index is exactly the same.
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A proportion-agreement index, p^, can be calculated as follows
2
" Pll P22 •
In a like fashion, although it is not typically done, a proportion
of disagreement index can be calculated:
P = P 21 + P 12 =
1 “ Po •
This will be referred to later in this discussion.
Berk (1976) has suggested using the validity coefficient for
studying cut-off scores and reporting test score validity informa-
tion. The development that follows is from Berk (1976); necessary
adaptations have been made to fit this context.
The validity coefficient being discussed is actually the
Pearson correlation coefficient between the two dichotomous vari-
ables established from mastery/non-mastery classification on the
test sample and on the domain being considered; each student is
assigned a 1 for mastery on the test, a 0 for non-mastery; like-
wise for the domain. A high correlation then indicates a high
probability of correct decisions on the test; or a low probability
of "false-positives" and "false-negatives . ” Recalling, the con-
tingency table presented earlier, the validity or phi coefficient
(f)
can be easily computed.
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True Status
?!! (P .
^
^
" —
/(p^i) (i-p.3^) d-P]^ )
Only when p^^ = p^^ can the maximum value of the coefficient be
reached (c{) = 1.0).
When looking at the proportion disagreement index presented
on the previous page, false-negative and false-positive errors are
weighted equally in the index. In most objectives-based programs that
utilize criterion-referenced tests, equal weighting is questionable.
It is usually much more serious to pass a student whose true score is
below the cut-off (false-positive error) than it is to retain a
student who is in reality a master (false-negative error) . While
the latter student may suffer boredom, the former will suffer a loss
of instructional time and also perhaps experience motivational
problems. Also, when the proportion-agreement index, p^, is calcu-
lated, correct identification of masters and non-masters are
weighted equally. In certain situations, this may not likely be
the optimal weighting procedure. The gain in efficiency may be
greater for the correct identification of masters than for correct
identification of non-masters. Obviously, what is needed is a
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procedure that allows for the unequal weighting of the four cells
in the table above. Of course, the decision on the weights to
use is judgmental. Berk (1976) suggests the weights be set based
on an examination of factors involved in the decision. According
to Berk: "Factors which may affect classification decisions are
student motivation, teacher time, availability of instructional
materials, cost of materials, duration of the instructional se-
quence, content of the instruction, and the specific objectives to
be mastered" (p. 7).
There are two ways of proceeding in weighting the cells; both
the procedures fall under the rubric of utility analysis. In one
procedure, all four cells are weighted. (See the previous figure
for the assigned weights, denoted a, b, c, and d.) The weights a
and b for the incorrect decisions are negative and can be equal or
unequal. Equal or unequal weights c and d are positive. Following
the formulation of Berk (1976), expected utility (v) and expected
disutility (6) can be calculated.
V = c p^^ + d P 22
(S = b P2^ + a pj^2
An overall index of utility (y) is given by
Y = V + 6
The second procedure assumes that only the false decisions
are weighted, and the weights are usually positive,
an index of utility (u) is given by:
u = b P 21 +
a
In this case,
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and the smaller the index the better. Thus, if a number of two-
fold decision tables were being compared, and the weights a and b
were the same across tables, the procedure with the maximum utility,
and the one to choose, would have the smallest u value.
Livingston (1978) has developed two indices of efficiency
based on linear utility. According to Livingston (1975):
Utility functions of this form imply that the
cost of a bad decision is proportional to the
size of the error. Similarly, they imply that
the benefit from a good decision is proportional
to the size of the error that was avoided, (p. 4)
Utility functions then don’t assume that all false decisions are
equally as serious; a threshold loss function approach does. Rather,
according to Livingston (1978):
Linear utility implies that if Jones’ true
score is ten points above the pass/fail cut-
off, while Smith’s true score is five points
above the cut-off, then failing Jones is
twice as serious an error as failing Smith, (p. 5)
The first index weights false-positive and false-negative
errors equally, while the second allows for unequal weighting. The
two formulas are:
N
(t-t*) sign (x-x*)
EFF =
J]
(t-t*) sign (t-t*)
t=l
)](t-t*) sign (x-x*
N9:
t<t*
:*) + k 5] (t-t*) sign (x-x*)
NS:
t>t*
(t-t*) sign (t-t*) + k (t-t*) sign (x-x*)
NS:
t<t*
NS:
t>t*
WEIGHTEFF
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where t - true score, x = observed score, t* and x* are the true
and observed cut-off points. Further.
sign (x-x*)
sign (t-t*)
(x-x*) > 0
(x-x*) < 0
(t-t*) > 0
(t-t*) <0
and k a
b
where a and b are defined as they were in the explanation of
the utility coefficients.
A look at unweighted efficiency, by far the simpler of the two
formulas, is clarifying. The numerator and denominator sum across true
or domain scores for the N individuals. If for each individual the
decisions on observed and true score coincide, i.e., sign (x-x*) =
sign (t-t*), then maximum efficiency = 1.00 is obtained. To the
extent that for certain individuals, these terms don’t agree, the
index will be less than one.
In summary, six indices are used to examine the validity
question. These include: (1) proportion agreement, (2) a validity or phi
coefficient, (3) four-fold utility, (4) two-fold disutility,
(5) Livingston’s unweighted efficiency, and (6) Livingston s weighted
efficiency.
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3.4 Criterion-Referenced Test Length
The research done to date on criterion-referenced test length
(Millman, 1973; Novick & Lewis, 1974; Fhaner, 1974; Wilcox, 1976)
has looked at the relationship of test length to misclassif ication
errors. Misclassification errors are of two types: false-positive
errors, which occur when non-masters are assessed as masters based
on test results; and false-negative errors, which occur when masters
are assessed non-mastery status on a test. The longer the test is,
the less the chance there is of making classification errors. How-
ever, practicality dictates against having long tests, due to time
problems, construction problems, etc. Thus, the problem becomes
one of determining what minimal test length is sufficient to ensure
that classification errors will not exceed some specified level.
Millman (1973) considered the error properties of mastery
classification decisions made by comparing a domain score estimate
to an advancement score. By introducing the binomial test model,
it is simple to determine the probability of misclassification,
conditional upon an examinee’s domain score, an advancement score,
a cut-off score, and the number of items in the test. (An advance-
ment score is distinguished from a cut-off score in Hillman's work
in the following way: The advancement score is the minimum number
of items that an examinee must answer correctly to be assigned to a
mastery state. The cut-off score is the point on the domain score
scale used to separate examinees into true mastery and true non-
mastery states.) By varying test length and the advancement score
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an investigator can determine the test length and advancement score
that produces a desired probability of misclassif ication for a
given domain score.
By making the following assumptions, Millman was able to
obtain a solution to the test length problem:
1. The test is a vandom sample of dichotomously scored (0-1)
items from the domain,
2. The likelihood of correct response is a fixed quantity
across all test items for an individual.
3. Responses to questions on the test are independent, and
4. Errors fit the binomial test model.
No assumptions involving item content or difficulty are
necessary, nor are any group based indices used.
The primary problem in applying Hillman’s procedure (1973)
is that one would need to have a good prior estimate of an examinee's
domain score. Other problems have been suggested by Novick and
Lewis (1974). They reported that for certain combinations of cut-
off scores and test length, changing one or both to decrease the
probability of misclassif ication for those above the cut-off score
will actually increase the probability of misclassification for
those below the cut-off score. In order to choose the appropriate
combinations of test length and advancement score, one must have
some idea of whether the preponderance of examinees are above or
below the cut-off score and one must have some idea of the relative
costs of misclassif ication. However, the first requirement can
only be satisfied with prior information about the domain scores of
the group of examinees.
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Novick and Lewis (197A) suggested that it would be useful to
have some systematic way of incorporating prior knowledge into the
test length determination problem. Further, instead of considering
the probability that a student will attain a test score, given his/
her true level (an unknown), it would be better to consider the
probability that a student's true score exceeds a given cutting
score, given his/her test score. A student will then be passed on
to the next unit only if there is a sufficiently high probability
that his/her true score exceeds the cutting score, given his/her
test score. The procedures offered by Novick and Lewis allow such
a probability to be assessed.
Millman (1973) and Novick and Lewis (1974) have prepared ex-
tensive sets of tables to use with their procedures for determining
test length. Novick and Lewis' tables are particularly useful in
that they allow the user to see the effects of different prior dis-
tributions, different weightings of the misclassif ication errors,
and different expected values of the prior distributions, on test
lengths and cut-off scores.
Fhaner (1974) and Wilcox (1976) also relate test length to
misclassifIcation errors, but their underlying approach is somewhat
different from Novick and Lewis' (1974) and Hillman's (1973). The
authors do use the binomial distribution, but they look at errors
of misclassif ication through the use of an indifference zone. The
discussion that follows merges the work of Fhaner and Wilcox, using
Wilcox's notation. In what follows, the binomial
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distribution is used to estimate the probability of an examinee
whose domain score is it obtaining a test score of x items out of
n it ems
.
Once again, tests are used in a context; the context for
criterion-referenced testing is decision making, where the test
score will be used to classify individuals. To separate individ-
uals into mastery states, a cutting score tt is established such
o
that if the examinee is a non-master; if the examinee is
a master. The tester has only the test score x to work with, not
TT, and needs to decide if or Hence, there is the risk
of false-positive errors (^<71^, but the examinee passes the test)
or false-negative errors ( 7t>7Tq, but the examinee fails the test).
Let a be the probability of a false-positive error and 3 be the
probability of a false-negative error. A cut-off score, n^, needs
to be established such that:
Prob(x ^n^l 7i) < a for all
Prob(x < n^j-rr) < 3 for all 715.77^ .
Since a = 1- 3 , it is not possible to keep both probabilities
at acceptably low levels. An explicit solution to the problem is
generated by establishing an indifference zone. Let c be a positive
constant, and form the open interval (tt^ - c, tt^ + c) . For in-
dividuals whose true score is close to (within the interval from
TTo - c to TTo + c), we are "Indifferent” as to how they are
classified,
re: there is negligible loss in raisclassif ication of such
individuals.
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For individuals whose true scores are greater than tTq + c or less
than iTq
- c, we want to be reasonably certain correct decisions
are made. Schematically,
Domain Score [0, 11
0 , A A
1
^ v
7T, -C 7T
D ,+C
AA
-Indifference Zone-
Thus far we have been working with the domain of tasks. We
must now specify procedures involving the test itself. Let n^ =
the cut-off or advancement score on the test. Thus, if x^n^, the
student is advanced; if x<nQ, the student is retained. A correct
decision is made for the student if x<n^ and tt<7t or x^n and
Let P* be a number such that i^<P*<l. Our goal is to establish n as
small as possible (for a certain n^) so that for values of it not in
the indifference zone, the probability of a correct decision is at
least P*.
For values of 'n'<7T^-c, the minimum probability of a correct
decision occurs at the point irQ-c and is given by
a =
^
C^) (tTq-c)^ (1 - 7t^ + c)"“^
x=0
For values of + c, the minimum probability of a correct
decision occurs at the point tt + c and is given by:
n-x
x=n.
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Now to choose n, Wilcox specifies:
In particular, we choose the smallest integer
n so that a and 6 are greater than or equal to
P* which implies the probability of a correct
decision is at least P* for tt>tt + c and
TT<TT^ - c. (p. 361) °
Wilcox provides tables for various combinations of the vari-
ables involved in the formula. In order to use these tables, the
following must be specified:
1. tt^: The cutting score for the domain of items. (Wilcox
specifies the tt^'s to be .70, .75, .80, .85.)
2. c: The positive constant that forms the indifference
zone. (Wilcox uses c = .05 and c = .10. Thus, for
Tfo “ ^ ~ .10, we are indifferent as to our
classification for scores in the interval [.65, .85].)
3. P*: The minimum probability of a correct decision for
scores not in the indifference region. (Wilcox uses
P* = .75.)
By specifying these values, Wilcox’s table then gives you n and n^,
along with the probability of correctly classifying examinees with
true scores $.7t_ + c or <7t - c.o o
Merging the work of Fhaner and Wilcox, the following comments
can be made:
1. If c = 0, that is, there is no indifference region, it
is not always possible to choose n such that the
probability of a correct decision is at least P*. Wilcox
says that for this situation the probability of a correct
decision approaches .5 (an unacceptable level) as n
increases. Hence, Millman's solution may not be adequate
for certain situations.
2. If the loss in misclassifying an Individual who has ob-
tained mastery + c) is different from the loss in
misclassifying a non-master (7T<'n'Q-c) , then two numbers
P]^* and P 2 * can be chosen such that and
ii<P
2
*<l
and there is a smallest integer n so that a:^P 2^* and
8^P2*.
3. If n is large, the Central Limit Theorem justifies the
use of the normal distribution in place of the binomial.
In this case, tables of the normal distribution func-
tion may be used, and use of the Wilcox tables can be
circumvented. In this case, the number of test questions
is given by:
^l-a*^^o~^^ (I-tTq+c) + (tTq+c) (1-iTq-c)
Yc
where n = number of items
c = positive constant (same as before)
= cutting score for domain
= deviation score in a standardized normal dis-
tribution corresponding to 1-a
Z
2^_g
= deviation score in a standardized normal dis-
tribution corresponding to 1-B.
Fhaner notes that the normal approximation underestimates
the number of items needed. Wilcox notes that the proce-
dure does not give you an optimal n^ (i.e.,
advancement score). Hence, a user needs to be careful
when making use of the normal approximation.
3.4.1 Hsu’s Study of Test Length-Reliability
Hsu (1977) has tied together in an unpublished paper the work
of Subkoviak (1976) on reliability and Wilcox (1976) on test length
to formulate a procedure for determining test length to satisfy
minimum reliability standards. Hsu begins by formulating Subkoviak'
proportion agreement index for person i in the proportion metric.
That is:
p^^-'
= [Prob (it. ^ tt )] + [1 - Prob (ir^ ^ tt ) ]
C 1C
X •
where tt^^, is an estimate of ttj^, such as ir^ = , and tt^ is the
cut-off score. Then, using Wilcox' indifference zone approach.
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there is a zone of small width surrounding whose endpoints are
and TT^
,
that separates the continuum into three areas. Within
the zone, errors of misclassification are not considered serious.
That is, the tester is indifferent if a true non-master is classi-
fied as a master or a true master is classified as a non-master.
Outside the range, the tester is concerned about and wants to
minimize these errors.
Given and tt^, Hsu points out that can be located as the
value that equates the risk of misclassifying a person whose true
score is with that of a person whose true score is In this
case, TT is not likely to fall midway between it-, and it
,
and the
point can’t be exactly located. Hsu applies an arc sin normalizing
transformation to the data, given by 6^ = 2 arc sin . In this
metric, 6 falls midway between 9-r and 9 . Using this procedure,
Hsu is concerned about the reliability of the criterion-referenced
test for those people whose true score is outside the zone itu) ,
or using the arc sin transformation, (6 l» rninimum possible
reliability for these persons occurs when their Uj^'s (or 9^’s)
equal tt^ or (9^^ or 9^) . By applying the indifference zone pro-
cedure, Hsu is able to write Subkoviak' s formula as
p^"^^
= [Prob (9. ^ 9^)]2 + [1 - Prob (9^ 9^)]2
in the new 9 metric. However, the 9^'s are normally distributed and
this simplifies the formula greatly. Letting D = 9^ - 9^, and Z
designate the standardized normal deviate, the minimum reliability
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of the test (for individual i, located at either 9^ or 6^) is given
by:
Pinin'"^ = (Z > D /^)f + [1 - Prob (Z > D ^)]2
Hsu then states that for all people outside the indifference zone,
the minimum reliability is given by the previous formula. Since the
coefficient of agreement for the group is the mean of the coeffi-
cients of each individual in the group, and each individual has the
(i)
same p^in > then this coefficient must equal:
2
= [Prob (Z > H T) v^)] + [1 - Prob (Z > h D
Thus, for this research done by Hsu, minimum reliability as
estimated by Subkoviak's method, depends only on D, the size of the
indifference zone (D = 6^ - 6j^) and n, the number of items in the
test. For a fixed size indifference zone, the formula gives a direct
relationship between test length and minimum possible reliability.
While Hsu's research is an excellent start in the direction of
formulating ways of relating test length to criterion-referenced test
reliability, there are a number of shortcomings concerning the re-
search and the underlying assumptions of Hsu's work. Of the five
comments that follow, the first three are directly related to the
research reported in this chapter. These three comments are:
1. Subkoviak's and Wilcox's procedures, which Hsu utilizes,
are based on the binomial model. This implies that the
probability of a correct response remains constant across
items, or that the items are equally difficult, if the
model holds. This is not likely to be the case; both
authors are aware of this and suggest use of the compound
binomial model instead (Lord, 1965). Wilcox (1977, 1978)
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has recently utilized the compound binomial model in his
on estimating the likelihood of false—positive and
false-negative errors and in estimating true score, but
it has yet to be related to reliability.
2. Hsu's approach assumes equal losses for misclassifying an
examinee who has attained mastery (true master classified
as non-master on the test) and one who has not (true non-
master classified as master in the test). Because there
are numerous instances where the losses are unequal, pro-
cedures need to be developed for the test length-reliability
issue that reflect this fact.
3. The research cited gives highly conservative estimates.
For instance, for a test to discriminate between persons
who can answer more than 80% of the items on the domain
of items from those who can answer less than 67%, and have
a minimum reliability, of .80, 64 items are needed. The
conservative results are obtained because in the formula
derivation, all persons are assumed to be at either or
ttuj the two places on the ability continuum where misclassi-
fication errors will be a maximum. Practitioners are highly
unlikely to construct tests with 64 items to measure a
single objective. Needed are tables that do not provide
such conservative results. This could be done if practi-
tioners were trained to specify a prior distribution of test
score performance, and formulations were available to handle
the new information.
The other two comments that can be made concerning Hsu's research
are relevant, but had little or no bearing on the research reported
here. These are:
1. The research cited above depends upon the use of the
following arc sin normalizing transformation
6^ = 2 arc sin •^21 + (1 - “21 ^ where
the quantity inside the radical is the Kelly regressed
estimate of This differs from the frequently used
Freeman—Tukey normalizing transformation
-1 / X . -1 / X . +1 ^
§1 = >5 (sin + sin /-^ )
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(Novick, Lewis, and Jackson, 1973). It needs to be
determined which of the normalizing transformations
is optimal for the usual criterion-referenced data
conditions, that is, high tt values and small n.
2. Hsu's research relates the setting of an indifference
zone to the reliability formula due to Subkoviak (1976).
Huynh's (1976) single administration approach to reli-
ability, based on the beta-binomial model, also warrants
investigation. VJhile harder to work with computation-
ally, Huynh's procedure is perhaps more theoretically
justifiable.
3.5 Research Methodology
In section 3.3, the indices of reliability and validity used
in this study were presented. In this section, the other vari-
ables under control of this researcher, along with the procedure
used for generating tables relating test length to the relevant
indices of reliability and validity, will be presented. However,
before discussing the methodology further, some comments need to be
made about the use of simulation procedures, both in research set-
tings in general, and more importantly, in terms of the research
presented here.
Simulation procedures, as a mode of research investigation,
have both positive and negative features. While researchers in a
field will agree that well-planned empirical studies to investigate
the variable or variables in question is the preferred method of
investigation, this is not always possible. Any time a number of
other variables must be controlled to observe the variable(s) of
interest, empirical procedures become questionable. No matter how
well planned the empirical research, if the other variables can t
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be controlled properly, interpretative problems occur. Simulation
procedures offer a practical way out of this problem in that the other
variables that effect the variable (s) under study can be controlled.
Further, simulation procedures are reasonable when research in a
field is in the initial stages. The relationships among variables
can be observed and then used as a basis for the direction and focus
of later empirical studies.
Research relating test length to reliability and validity
indices is in an "infant" stage. As discussed in the previous
section, research has been done on the test length issue alone and on
reliability and validity, but very little has been done merging the
two areas. Further, due to the nature of the research, a number of
different variables, such as cut-off score, prior true mastery
distribution, test length, and weighting of classification errors,
need to be considered in terms of their effect on reliability and
validity indices. Finally, the investigation of validity requires
that an examinee's true mastery status be known, that is, whether or
not the individual is above or below a true mastery cut-off. Because
of these three considerations: (1) infancy of the area of research,
(2) the number of variables to be manipulated, and (3) the need to
know true mastery status, it was decided that a simulation study
was, at present, the only reasonable way to approach this research.
Hopefully, the results of this simulation study will provide a basis
for the design of some empirical studies to further investigate some
of the more interesting results presented.
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In this simulation, individuals are "sampled” from mastery
distributions specified in advance, and their performance simu-
lated on two tests. The number of items on the two tests is
equal, but this number was varied from 2 to 40 items. Simulated
examinee performance on the two tests was then used to investigate
reliability for the various test lengths. Further, because the
true mastery level of the sampled examinees was known, the relation-
ship of observed performance to true mastery can be observed for
tests of different length.
3.5.1 Variables Under Investigation
Test Model
Both the binomial and compound binomial models were used to
generate simulated test performance data. While criterion-referenced
test data has often been assumed to fit the binomial model. Lord
(1965), and more recently, Wilcox (1976, 1977), have suggested that
the compound binomial model may be appropriate. The binomial model
assumes that the probability of a correct response for an individual
is the same across all items on a test; or alternatively, that all
items are equally difficult (for that individual) . The compound
binomial model assumes that the probability of correct response
for an individual varies across items in a test, or that the items
are not equally difficult. Investigations that have utilized both
models (for instance, Subkoviak, 1976) have demonstrated some, but
not drastically different results from the use of the two models.
Both models were used in the simulations.
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Prior Distributions
For the binomial model, either a user-supplied or a beta prior
distribution on domain scores is specified and individuals sampled
from this distribution. For the user-supplied prior, a percentage
of respondents is assigned to each of ten equal intervals from 0.00
to 1.00, and a distribution constructed from this information. The
percentages assigned to the intervals reflect the user's belief
about the domain score distribution for a relevant group of exami-
nees. An individual is then sampled from this prior distribution,
and his/her associated domain score used to simulate binomial model
test performance. This process is then repeated across individuals.
When the prior distribution on mastery is specified as a beta
prior, the fractile assessment procedure (Novick & Jackson, 1974)
is used to specify the parameters of the beta distribution, and
then a IMSL Subroutine (GGBTA) used to generate the distribution.
The justification for using a beta distribution stems from two
facts. One, the beta distribution is defined on a 0 to 1 interval,
whereas most of the other distributions considered, such as the
normal, are not. The 0—1 interval is important in that it can be
directly linked to a domain score for an individual. Second, the
beta distribution allows the user to easily generate skewed dis-
tributions of domain scores to approximate distributions that
might be expected to occur with real test data.
The fractile assessment procedure (FASP) has been offered by
Novick and Jackson (1974) as a means for specifying the parameters
The user is asked to specifyof a beta distribution.
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^3’ first, second (median), and third quartiles of the distri-
bution. The parameters, a and b, of the beta distribution are then
(approximately) given by:
= cq
2 + ^
and b = c(l - q^) + ^
where
c = .057 ( 1 + 1 )
di d3
where
d = [q^ - [qj
The parameters a and b are then used as input to the GGBTA Subrou-
tine, which generates (internally) a beta distribution and samples
an individual's domain score from the distribution. As with the
"user-supplied" prior distribution, this domain score is then used
to simulate binomial model test performance. This process is then
repeated across individuals.
When data were simulated to fit the compound binomial model,
a different procedure was used. Rather than specifying a prior
domain score distribution, and then sampling from that distribution,
a more complex procedure was necessary. This is because for the
binomial data, item difficulty is the same across items for an
individual, while for the compound binomial model, this is not
true. (This will be discussed further in a later section.) A
pi^Qg]^£jjn called DATGEN , developed by Hambloton and Rovinelli (1973) ,
was used for the compound binomial case. This program, which is
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usually used to simulate logistic test model data, produces a set
of response patterns and simulated test scores to represent the
performance of examinees. By varying certain of the parameters of
the program, compound binomial test data can be generated.
Number of Examinees
For a small number of examinees, statistical indices generated
by repeating a simulation are likely to differ greatly. For that
reason, two hundred examinees were chosen as the number to use in
this study. This is a sufficient number to generate stable esti-
mates of reliability and validity.
Cut-off Scores
First, a domain score cut-off score must be specified. Based
on previous research (Block, 1972), it was decided that .8 was a
suitable value.
A cut-off score, called an advancement score, must also be set
for the simulated test data, and this was varied with test length.
An attempt was made to have the advancement icore coincide as
closely as possible, when expressed as a percentage of items, with
.80. For instance, with a ten item test, the advancement score
would be 8 items correct. However, for an eight item test, there
is no exact number of items possible to form the correspondence.
In this case, the advancement score was set as close as
possible
below (i.e., 6 items) and above (7 items), and both values were
studied in the simulations.
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Test Length
A number of test lengths, and associated cut-off scores,
were specified. These lengths range from 2 to 40 items. The
chart below presents the 17 tests lengths considered, along with
advancement scores.
No . of Items
2
2
4
4
6
6
8
8
10
10
10
15
15
15
20
20
40
Advancement Score
1
2
3
4
4
5
6
7
7
8
9
11
12
13
16
18
32
Reliability and Validity Indices
A number of different indices were used to summarize reli-
ability and validity information. For reliability, these are:
1. proportion agreement
2. coefficient kappa
3. Subkoviak's one administration estimate of proportion
agreement
i. based on tt. = —
—
I n
ii. based on tt. = tt, r + TT.(l-r)II 1
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For validity, the indices include:
1. proportion agreement
2. a validity coefficient
3. four-fold utility
4. two-fold disutility
5. Livingston's unweighted efficiency
6. Livingston's weighted efficiency
Weightings of Classification Frequencies
In certain instances, an equal weighting of false-positive
and false-negative classification errors, and also of correct
classification freqeuncies, is questionable. Thus, both equal and
unequal weights were considered. Unequal weights will influence the
following three indices: four-fold utility, two-fold utility, and
Livingston's weighted efficiency index. Using the following con-
tingency tables, the weights used in the simulation are presented in
the respective cells.
Equal Weights
True Status
M NM
M .5 .5
NM .5 .5
Test
Score
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Test
Score
Unequal Weights
True Status
M NM
M .5 -.750
NM -.375 .25
3.5.2 Simulation Procedures
Binomial Data
Using either the procedure for specifying a beta prior distri-
bution or a user-supplied prior domain score distribution, a prior
distribution is built. An examinee is then sampled from this dis-
tribution, and if his/her domain score is greater than or equal to
.80, a value of 1 (to signify true master) is assigned. If the value
is less than .80, a value of 0 (to signify true non-master) is
assigned. Next, this domain score is used to simulate test perform-
ance on the test length in question. As an example, consider a
four item test, and suppose the individual’s domain score is .70.
Now the examinee’s performance on the four items is simulated. This
is done by generating four random numbers from a uniform distribu-
tion on the interval (0, 1) and observing where these numbers lie
in relationship to .70.
If the value is less than or equal to .70, the individual is
considered to have passed the item, greater than .70 to have failed.
These ones and zeros are totaled across the four items, and a score
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from 0 to 4 obtained. This is then compared to the advancement
score, which would be 3 or 4 depending on the particular simulation.
The examinee then receives an overall score of 1 if his/her score
is greater than or equal to three, and 0 otherwise. This simulation
procedure is repeated for each examinee, thereby supplying the
parallel forms data necessary for reliability index computation.
Finally, this procedure is repeated for all 200 examinees sampled.
Each examinee will then have a set of three numbers, either zeros
or ones. A comparison of an examinee's domain score to the cut-off
score generates a score of 0 or 1; likewise for the two simulated
tests, except that the two scores for the examinee are compared to
the advancement score.
The O's and I's for the 200 individuals are sufficient data
to fill the cells of two fold contingency tables from which the
reliability and validity indices being considered can be computed.
Finally, this simulation procedure was repeated for the 17 test
length advanced score combinations under consideration.
Compound Binomial Data
The simulation procedures for the compound binomial data are
similar to that of the binomial case. The difference in the two
situations is that for the compound binomial case, the items are
allowed to vary in difficulty.
To utilize DATGEN, the user reads in specifications for the
distribution of item difficulty, discrimination, and guessing
parameters and ability parameters. Item difficulties can either
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be sampled from a normal or rectangular distribution; likewise
for the discrimination and guessing parameters. Ability can also
be specified as normal or rectangular. The end result is a set
of response patterns and test scores to represent the performance
of examinees on binary-scored items based on the compound binomial
distribution.
In applying DATGEN to the test length-reliability, validity
relationship under study here, a number of variables were fixed
and others altered. These Include:
1. For logistic test data, in particular, the three parameter
logistic model, a guessing parameter is included. However,
in criterion-referenced testing situations, it makes
little sense to simulate data that contains a guessing
component. In typical criterion-referenced testing
situations, the testing follows instruction on content,
and guessing is minimal. Thus, the guessing parameter
was set at 0.
2. While a discrimination parameter is often used with logistic
test data, it is not necessary to specify this as a
variable for the data being simulated in this study.
Thus, the discrimination parameters were set at a typical
value of .59 for all test lengths and simulations con-
sidered .
3. The critical parameters to be specified in DATGEN for
this simulation were ability and difficulty. They were
specified as:
Distribution Difficulty Ability
8 Rectangular [-1,1] Normal (1,1)
9 Rectangular [-1,0] Normal (1,1)
10 Rectangular [-1,1] Normal (0,1)
The simulation of the item response data using DATGEN differs
somewhat from the procedure for the binomial model. However, once
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the data is simulated, the procedures exactly coincide. To utilize
DATGEN, the number of examinees, shape and characteristics of the
ability distribution, number of test items and characteristics of
item parameters need to be specified. In this simulation, because
the guessing parameter was set at 0 and the discrimination parameter
at .59, the three-parameter model is reduced to a one-parameter
model. A cut-off score was set on the ability scale to separate
examinees into mastery states. The probability of an examinee i
answering item j correctly (denoted Pj^j) is given by:
11
1+e0-b j
Next,
p^^
is compared with a random number from a uniform distri-
bution on the interval (0,1). If the random number is less than or
equal to P^j> ^ value of 1 is assigned, otherwise a zero. The
remainder of the procedure coincides exactly with the description
for the binomial model, and thus, will not be repeated here.
3.6 Results and Discussion
Data were simulated for ten typical criterion-referenced
testing situations and the resulting reliability and validity
indices are presented in Tables 3.6.2 to 3.6.11 which follow.
More extensive tables, which include all seventeen simulated test
lengths, are presented in Appendix One. For four of the ten simu-
lations, binomial data were simulated through the specification of
a user prior distribution, and for three of the ten, binomial data
Simulated
Distributions
Considered
in
the
Study
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were simulated through the specification of a beta prior. The
remaining three simulations were performed utilizing DATGEN, which
simulates compound binomial data. In addition, for certain of the
simulations, both equal and unequal weighting of classification fre-
quencies were utilized. Table 3.6.1 organizes the simulations by
characteristics, also describing skewness, peakedness, and rela-
tionship of the simulated data to the cut-off of .80.
A number of general comments on the procedures used are
appropriate to mention at this point:
1. For the majority of simulations, the domain score distri-
butions were centered at or near the .80 cut-off score.
Two examples of exceptions to this procedure include
simulation seven, which is centered at a point consider-
ably lower than .80, and simulation four, which is centered
at an extremely high domain score level. Centering of
distributions near the cut-off score was done for two
reasons. One, such a centering patterns real test data
from instructional settings where criterion-referenced
tests are utilized. Tests are usually given following
instruction in a content domain, and one should expect a
distribution of the examinees' scores, assuming instruction
was effective, to be peaked at the upper end of the dis-
tribution, somewhere near the true cut-off. Two, locating
the domain score distribution near the cut-off score will
insure that conservative estimates of reliability and
validity will be obtained.
2. For certain of the test lengths being simulated (2, 4, 6,
and 8 items)
,
it is impossible to set an advancement score
that exactly coincides with a cut-off of .80. For instance,
for a six item test should the cut-off be 4 items (or .67)
or 5 (.83)? For the simulated tests that had larger num-
bers of items, the lengths were chosen (10, 15, 20, and 32
respectively) so that exact cut-offs corresponding to .80
(8, 12, 16, 32 respectively) could be chosen. For the
shorter tests, data was simulated for more than one
advancement score, but the results reported in Tables
3.6.2-3.6.11 are only for the cut-off closest to .80.
Appendix One contains the simulated data for all the cut-
points. When forced to choose an advancement score that
doesn't coincide with .80, problems occur when making
^
comparisons across test lengths. In the ideal situation,
where all advancement scores coincide with the cut-off.
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the reliability and validity indices should increase
for increasing test lengths, except for disutility,
which should decrease. For certain of the sets of
simulated data, this is not the case. Due to the
problem just discussed, the indices do not steadily
increase, and instead "flip-flops" in the reported
results occur. Only with the longer test lengths (i.e.,
10 and greater) does the increasing pattern become
evident
.
3. For certain of the simulations, even when the problem just
discussed isn't evident, the reliability and validity
indices presented don't demonstrate the expected increas-
ing pattern. This is best demonstrated in the tables for
the compound binomial data presented in Appendix One. For
these simulations, the test means are also included. For
Instance, for distribution eight, the mean for a 15 item
test with a cut-off of 12 was 10.10; for the 15 item test
with a cut-off of 13 it was 11.13. In order for the indices
to demonstrate the expected increasing trends, means such
as the above should closely coincide. This, however, is
not the case with randomly generated data, and should be
understood when viewing the patterns in the indices over
test lengths.
4. For certain of the distributions, the effects of an equal
and unequal weighting of classification frequencies are
presented for comparison. The following contingency
tables review the equal and unequal weightings used:
EQUAL
WEIGHTING
TNM
UNEQUAL
WEIGHTING
TM TNM
M .5 -.5 M .5 1
NM -.5 .5 NM -.375 .25
(M = master, NM = non-master, TM = true master, TNM - true
non-master.) The unequal weighting were decided upon in a
somewhat arbitrary fashion, but dictated by the following
two general considerations. One, it is usually more costly
to commit a false-positive error (a true non-master classi-
fied as a master) than to commit a false-negative error (a
true master classified as a non-master). Two, it is more
beneficial to make a correct decision about mastery than
non-mastery. The weights used reflect these two concerns.
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5. After presenting the data, the selection of an "optimal”
test length would be useful. Unfortunately, there are
few, if any, guidelines to assist in making the choice.
A somewhat arbitrary decision was made by this author to
consider proportion agreement indices of approximately
.75 as sufficient for choosing a test length. This means
that for the test length chosen that either: (1) 75% of
the time individuals are consistently classified upon
retest, or (2) 75% of the time individuals are classified,
based upon test results, into their true mastery status.
Thus, test lengths will be selected where both the reli-
ability and validity proportion agreement indices are
upwards of .75.
Given the above comments, results from the ten individual
simulations will now be presented.
Simulation One
This simulation, which is presented in Figure 3.6.1 with re-
lated indices in Table 3.6.2, involves a domain distribution that
is peaked just above the .80 cut-off. There are a substantial number
of domain scores below the .80 cut-off (44%). The resulting indices,
based upon simulated binomial data, show the general increasing trend
with the characteristic problem of inversions in the increasing trend
at 4, 6, and 8 items for the reliability indices. An unexpected
result, and probably due to the random nature of simulation proce-
dures, is the lower reliability for the 15 item test compared to the
12 item. Using the arbitrary 75% proportion agreement figure, a 10
item test would be sufficiently reliable and an 8 item test suffi-
ciently valid.
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Interval
Percentages
Simulation
One
Simulation
Two
Simulation
Three
Simulation
Four
0 - .10 0 0 1 0
.11 - .20 0 1 1 0
.21 - .30 1 1 4 0
.31 - .40 1 4 6 0
.41 - .50 4 8 8 0
.51 - .60 8 12 10 0
.61 - .70 12 22 20 5
.71 - .80 18 32 22 25
.81 - .90 36 12 18 40
.91 - 1.00 20 8 10 30
Figure 3.6.1. Percentage distributions for simulations
one thru four.
Selected
Test
Lengths
and
Associated
Cut-Offs
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One:
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Simulation Two
This simulation, which is presented in Figure 3.6.1 with re-
lated indices in Table 3.6.3, involves a domain distribution that
is peaked just below
.80, and is a somewhat "flatter" distribution
than distribution one. It is also not as negatively skewed, since
80% of the domain scores are below the .80 cut-off. The resulting
indices, based on binomial data, show the expected increasing trends
with some inversions in the validity indices for the shorter tests.
The reliability and validity indices do not increase as rapidly as
for distribution one, and a 15 item test fulfills the 75% proportion
agreement for reliability and domain validity.
Simulation Three
This simulation, which is presented in Figure 3.6.1 with related
indices in Table 3.6.4, involves a domain distribution that is peaked,
but not highly, near .80. The indices, which again are based on
simulated binomial data, show the general increasing trend with some
indices for the 15 item test appear questionable. For this distri-
bution, a 10 item test satisfies the 75% selection figure.
Simulation Four
This simulation, which is presented in Figure 3.6.1 with related
indices in Table 3.6.5, involves a domain distribution that is highly
negatively skewed and peaked above .80 so that only 40% of the
examinees’ domain scores fall below .80. This would be characteristic
of a criterion-referenced test given after highly effective instruction
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Distribution Five Distribution Six
Quartile Percentage Quartile Percentage
25 70 25 50
50 80 50 80
75 90 75 95
Distribution Seven
Quartile Percentage
25 40
50 50
75 60
Distributions Eight, Nine and Ten
Distribution Difficulty
8
9
10
Rectangular [-1, 1]
Rectangular [-1, 0]
Rectangular [-1, 1]
Ability
Normal $(1,1)
Normal $(1,1)
Normal $(0,1)
Quartiles and difficulty and ability parameters
for simulations five thru ten.
Figure 3.6.2.
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with instruction. While the indices are high, the failure rate
is also high. For instance, for the 10 item test, 40% of the
examinees were consistent non-masters for the two simulated testing
situations
.
Simulation Seven
This simulation (Figure 3.6.2, Table 3.6.8) involves a dis-
tribution that represents a situation where the test is too diffi-
cult for the population (domain scores are centered at or near .50).
This could occur when a test is given without instruction on a con-
tent domain. For example, for the 10 item test, the failure rate
is 80% across the two administrations. The reliability and validity
indices are very high for the longer tests demonstrating that, for
this distribution, greater than 10 items on a test adds little to
the consistency or accuracy of decision-making. The inversions evi-
dent for the shorter length tests, because of the differing advance-
ment scores make it difficult to select a test length to satisfy the
75% selection figure. What is obvious is that a short test in this
situation will lead to reliable and valid assessments. Because
there are few examinees near the cut-off, the chances of misclassi-
fication errors are low, and hence, shorter tests lead to consistent
and valid instructional decisions.
The next three simulations, utilized DATGEN, and thus simulated
compound binomial data. Rather than sampling from a pre-specif ied
distribution, as was done for simulations one thru seven, a different
procedure was used. As a result, a test score distribution was formed
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for each test length. Rather than discussing all these test
score distributions, a ten item test was chosen as an appropriate
example. Such a distribution will be presented with each of the
following three simulations.
Simulation Eight
This simulation (Figure 3.6.2, Table 3.6.9), which was pro-
duced utilizing DATGEN, and thus is based upon compound binomial
data, represents an interaction of moderate to difficult test items
with a bright group. The resulting test score distributions are
flat and negatively skewed with a mean at about 67%. For instance,
for a 10 item test, the test score distribution is as follows:
FrequencyTest Score
26
32
41
37
22
17
14
4
5
2
10
9
8
7
6
5
4
3
2
1
(These test score distributions were produced only for compound
binomial data.)
Because a number of examinee scores are near the cut-off,
there is a possibility of misclassif ication errors and a longer
test is necessary. An 8 item test satisfies the 75% figure for
reliability and a 10 item test for validity.
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Simulation Nine
This simulation (Figure 3.6.2, Table 3.6.10) represents an
interaction of a moderate to easy test with a bright group. The
test score distribution for a 10 item test is:
Test Score Frequency
10
9
8
7
6
5
4
3
2
1
43
48
33
24
20
16
7
6
2
1
The resulting reliability and validity indices are higher for shorter
test lengths than they were for simulation eight. An 8 item test
satisfies the 75% proportion agreement selection point.
Simulation Ten
This simulation (Figure 3.6.2, Table 3.6.11) represents an
interaction of moderate to difficult test items with an average group.
The test score distribution for the 10 item test being used as an
example is:
Test Score Frequency
10
9
8
5
4
3
2
1
0
6
1
9
22
24
26
25
28
27
23
9
6
Selected
Test
Lengths
and
Associated
Cut-Offs
for
Simulation
Eight:
Equal
Weights
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Nine:
Equal
Weights
129
815
.610
Selected
Test
Lengths
and
Associated
Cut-Offs
for
Simulation
Ten:
Equal
Weights
130
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This distribution demonstrates the effect that a cut-score which is
widely disparate from the mean of a distribution has on reliability
and validity. The test score distribution indicates that the scores
for this simulation are centered at .50 (or 50% of the items), and
that there is little or no skew (—.03). The distribution is essen-
tially uniform in the interval from .20 to .80. With a .80 cut-off,
there will be virtually no misclassif ications and a short test will
lead to reliable and valid assessment. Such a distribution is not
likely in criterion-referenced Instructional situations, but
is more likely the result of a difficult norm-referenced test
given to moderately able students.
Next, a number of comments will be made that pertain to the ten
simulations discussed:
1. The three simulations that involved compound binomial data
resulted in a similar test lengths as those for binomial
data in reaching acceptable levels of reliability.
(Subkoviak [1976] reported a similar finding.) For in-
stance, simulation eight, which involves compound binomial
data, is similar to simulation three involving binomial
data. Both simulations required tests of around 10 items
to satisfy the 75% selection criterion. In a like fashion,
simulation ten and simulation seven can be compared. Both
of these simulations involved distributions that were
symmetrical and with average test scores equal to about
50%. For both simulations, very short tests led to reli-
able and valid decision-making due to the likelihood of
few, if any, misclassification errors.
2. Two estimates of proportion agreement as an indication of
test-retest reliability were utilized in this study; both
estimates are based upon data collected from a single test.
The first estimate, labeled Subkoviak (1) in the Tables,
makes use of proportion correct (tt^) in estimating propor-
tion agreement, while the second (t]^) » labeled Subkoviak (2)
makes use of collatoral group information. In comparing
these two estimates to the actual proportion agreement
index obtained, it was decided that a closest to criterion
would be employed to try to draw some overall conclusions
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about which index functioned the best as an estimate.
Thus, in Table 3.6.12, if, for instance, for simulation
four, with a test length of four items, the Subkoviak
(2) estimate was closest, it was scored a one. This
was done separately for the binomial and compound bi-
nomial data, across all ten simulations.
Based upon Table 3.6.12 just presented and Tables 3.6.2-
3.6.11, the following comments can be made concerning
the binomial data. For the short test lengths, neither
estimate was very accurate, nor was there a clear pattern
of dominance utilizing the "closest to" criterion (except
for lengths of 2 items). For the middle test lengths,
the Subkoviak (2) estimate performed better, and this was
true also for longer test lengths, except that now both
estimates tended to be quite accurate. The above pattern
did not appear with the compound binomial data, and this
is why this data was presented separately. However,
because of the small number of simulations, no attempt to
interpret patterns will be made for the compound binomial
data.
3. A comparison of those indices effected by equal and unequal
weightings of classification frequencies demonstrated that
for all distributions where both equal and unequal weights
were used, unweighted utility was higher than weighted
utility, and vice-versa for disutility. This, of course,
is a direct result of the weights used. The patterns do,
however, coincide with expectations based upon the weights
assigned. A common trend in the comparison of weighted
and unweighted efficiency is not so apparent. The indices
fairly closely coincide, particularly for the longer tests.
For some simulations (i.e,, simulation six), all values of
unweighted efficiency are higher than weighted efficiency,
while for other distributions (e.g., five) there is a high
level of "flip-flopping" and no discernible trend is apparent.
What is apparent is that longer tests are more efficient,
but that like the other indices, there is a point where
increasing the length of the test does little to enhance
the test’s reliability or validity.
A. The results of setting differing advancement scores for
tests of the same overall length resulted in indices that
could be predicted in a comparative fashion. For distri-
butions peaked above the cut-off, the effects of increasing
the advancement score was to decrease the proportion
agreement reliability and validity indices. For distri-
butions peaked below the cut-off, the opposite was true,
as advancement scores increased, so did the proportion
agreement reliability and validity indices. Finally, for
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Table 3.6.12
A Comparison of Subkoviak (1) and Subkoviak (2)
Estimates of Proportion Agreement
Binomial Data
Test Length Subkoviak (1) Subkoviak (2) "Tie”
2 0 7
4 4 3
6 2 5
8 1 6
10 2 5
15 1 4 2
20 1 4 2
40 0 5 2
Compound Binomial Data
Test Length Subkoviak (1) Subkoviak (2) "Tie"
2 0 2 1
4 2 1
6 2 0 1
8 3 0
10 0 1 2
15 1 2
20 2 1
40 1 2
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distributions peaked near .8, the proportion agreement
reliability and validity indices changed in the expected
direction, but much less rapidly. Table 3.6.13 sum-
marizes these results for three simulations for test
lengths of 10 items, with advancement scores of 7, 8,
and 9 items. Appendix One contains a complete listing
of the relevant data.
5. In the seven binomial data simulations, the proportion
agreement indices for reliability and validity increased
from a low around .55 for a two item test to .85 for a
forty item test. For the three compound binomial simula-
tions, the increasing pattern was again evident, and the
results were similar to those involving the binomial
data. These values varied across simulations depending
upon the peakedness of the distribution and where the
distribution was centered in reference to .80, the cut-
off score. For most of the simulations, suitable reli-
ability and validity indices were generated for tests of
around 8 or 10 items.
3.7 Conclusions
At the beginning of this chapter, three objectives were speci-
fied to guide the research involving the relationship of test length
to criterion-referenced reliability and validity.
In reference to the first objective, a computer program was
developed with the assistance of Frederick DeFriesse. The completion
of objectives two and three were accomplished through the research
presented in this chapter. Ten different simulations were performed,
each involving seventeen different test lengths, and tables relating
test lengths to indices of reliability and validity were also pre-
sented. The ten simulations were designed to cover the range of
testing situations most often encountered when utilizing
criterion-
referenced tests.
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Table 3.6.13
The Relationship of Cut-off Scores to the Simulated
Distribution for Three Selected Distributions
Advance-
Distribution Characteristic Length ment
Score
Reliability Val Idity
10 7 .840 .795
4 Peaked above . 80 10 8 .735 .765
10 9 .615 .710
7
10
Peaked below . 80 10
10
7
8
9
.720
.840
.935
.765
.895
.945
10 7 .735 .670
5 Peaked just 10 8 .745 .740
below .80 10 9 .765 .765
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To summarize the research presented in this chapter, the
following comments can be made. Wlien little empirical research
has been done in an area, a simulation study is often a reasonable
starting point. The simulated data relating test length to reli-
ability and validity indices reported in this dissertation will
hopefully serve a two-fold purpose. One, the research reported
here should lead to empirical real-data investigations of test
lengths to reliability and validity. Two, until such research is
undertaken, the indices reported here can provide the practitioner
working in the area with needed estimates of reliability and validity.
CHAPTER IV
SETTING STANDARDS FOR CRITERION-REFERENCED TESTS AND
AN APPLICATION TO MINIMUM COMPETENCY TESTING
4.1 Introduction
Hambleton, Swaminathan, Algina, and Coulson (1978) have dis-
cussed two major uses for test scores derived from criterion-
referenced tests: domain score estimation and allocation of
examinees to mastery states. The second use, the allocation of
examinees to mastery states, depends on the existence of a well-
defined performance standard, or cut-off score. (This chapter
will follow the work of other authors in this area and use the
terms performance standard, proficiency standard, cut-off score,
and passing score interchangeably.) The focus is on how much an
individual knows in reference to a well-defined subject domain
and a specified standard of performance. Based upon an individual’s
score on a test, where the test items serve as a representative
sample from a subject domain, a mastery decision is made.
Thus, it can be seen that in a criterion-referenced testing
situation, a cut-off score (there can be several cut-off scores,
although usually only one is set) must be set, based upon a unit or
domain of study, in order to make a decision about an individual’s
mastery status. The results of this decision will depend upon the
context within which the test is being used. As an example.
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consider the Mastery Learning paradigm (Bloom, 1968; Block, 1972).
In this situation, if a student's score exceeds the cutting score,
he/she is advanced to the next unit of instruction. If the stu-
dent's score falls below the standard, remedial activities are
prescribed. It is important to understand that the decision being
made is on the level of the individual, and as such, the status of
other individuals should not enter into the decision. The passing
score, or standard, should be set by a process that takes into
account more information than simply how other individuals perform
on the test.
Given what has just been said about the importance of cut-off
scores for proper criterion-referenced test score usage, one would
think that this would be a well-researched and documented area.
This is simply not the case. Most of the work done to date has been
concerned with the suggestion of possible methods, perhaps twenty-
five in number, rather than with actual empirical investigation. In
addition to the individual work done, there have been two excellent
reviews of cut-score procedures advanced (Millman, 1973; Meskauskas,
1976), and one recent review that was highly critical of the field
(Glass
,
1978a)
.
This chapter will consist of three parts, and can be con-
ceptualized as a "funneling process"; that is, a focusing in on a
particular cut-score method to use to solve a particular test usage
situation. The first section will be a review of the cut-score
methods advanced to date. The review will draw on the work
of
Millman, Meskauskas and Glass, adding the many recently
advanced
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cut-score procedures. In this review, a number of suggested (and
often utilized) procedures that are of minimal use for criterion-
referenced testing situations will also be discussed.
The second section of the "tunneling process" will be con-
cerned with the application of criterion-referenced testing cut-
score procedures to the minimum competency testing movement. As
will be demonstrated, a number of the cut-score methods that are
highly useful in other contexts are not useful for the determination
of ro.inimum competency standards. Reasons why many of the methods
are not suitable will be offered as well as why the methods remaining
are the sifting process are useful. A suggestion about which methods
are most useful for minimum competency testing will also be offered.
Finally, a field application of one of the suggested methods will
be described in detail. This test involved the setting of a cut-
score on a number of minimum competency certification tests in the
insurance area. Practical implementation suggestions, based upon
the field application, will also be presented. Pictorially, the
material in this chapter can be represented as follows:
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METHODS SUGGESTED FOR SETTING CUT-OFF SCORES ON
ALL VARIETIES OF TESTS
METHODS FOR SETTING CUT-OFF SCORES
SUITABLE FOR CRITERION-REFERENCED
TESTS
METHODS FOR SETTING CUT-OFF SCORES;
SUITABLE FOR CRT MINIMUM-
COMPETENCY TESTS
BEST METHOD FOR SETTING A
CUT-OFF SCORE FOR A
CRT MINIMUM-
COMPETENCY TEST
IN INSURANCE
FIELD
i
FIELD TEST OF CHOSEN METHOD
4.2 Methods for Setting Cut-Off
Scores Suitable for Criterion-
Referenced Tests
In this section, a number of procedures that are not useful
for setting cut-off scores for criterion-referenced tests will first be
discussed. Then the remaining methods that are useful will be dis-
cussed in greater detail. Figure 4.2.1 is most useful as a starting
point. In Figure 4.2.1, three sets of procedures for setting cut-off
scores are presented. As the ensuing discussion will demonstrate,
most of the procedures in Figure 4.2.1 are not useful for the setting
of cut-off scores on criterion-referenced tests.
Models
Based
on
Distributional
Assumptions
Traditional
Normative
About
Ability
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Traditional standards are standards that have gained accep-
tance simply because of their frequent use. Classroom examples
include the 90 to 100 percent is an A, 80 to 89 percent is a B,
etc. A larger scale example of a traditional standard is the cut-
score point of 65 sets by the New York State Board of Regents for
the regents exams administered in New York. Such standards should
not be used for criterion-referenced tests (or for norm-referenced
tests either) because they simply do not consider relevant infor-
mation, such as the difficulty of the test, in setting the cut-point.
New York, for instance, periodically has trouble with the 65 cut-off
applied to the physics exams. While tests used from one year to
the next are constructed to be parallel, they often vary somewhat in
difficulty, and hence a 65 does not always mean the same thing for
two tests. A student, assuming no learning or practice effect (i.e.,
constant knowledge), could fail one test and pass another. The Board
of Regents often must adjust scores on the harder tests, but this
can't completely alleviate the problem, and always questions are
raised by teachers, students, and parents.
Another example of the use of traditional standards has been
discussed in detail by Glass (1978a, 1978b). This concerns the
more or less arbitrary setting of the cut-off points in reading
and mathematics for the Florida Competency Testing Program at the
traditional 70%. The results of this decision led to a 38 percent
failure rate on the math test and a 10 percent failure rate on
reading. Without considering the subject matter and the difficulty
of the items comprising the test in setting the cut-off, it is
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impossible for Florida to ascertain whether the difference is a
matter of legitimate concern or simply caused by differences in
test difficulty. Florida seems to be proceeding as though the
differences are real, and hence is spending vast amounts for
mathematics remediation (see Glass, 1978b). When the court cases
involved with these tests begin to occur is simply a matter of
legal processing time.
Normative standards actually could refer to three different
uses of normative data, two of which are, at best, questionable.
The first method makes use of the normative performance of some
external "criterion" group. The most recent example of such a
procedure has been cited by Jaeger (1978); it concerns the Adult
Performance Level tests administered by Palm Beach, Florida schools.
Test performance of groups of "successful" adults were used to set
cut-off points for high school students. The notion was that these
levels would be necessary for the high school student to succeed
once out of school. Such a procedure can be criticized on a number
of grounds. Jaeger (1978) points out that society changes, and
that performance standards should also change. Hence, performance
standards based on adult performance may simply not be relevant
for high school students. Shepard (1976) has pointed out that any
normatively-determined standard will immediately result in a multi-
tude of counter-examples. Further, Burton (1978) recently pointed
out that relationships between skills in school subjects ana later
success in life is not readily determinable, hence observing the
degree of achievement of some "successful" norms group makes little
Jaeger (1978) states Burton's point as follows" "Theresense
.
are no empirically tenable survival standards on school-based
skills that can be justified through external means.” While the
above example concerns a minimum competency testing situation,
the use of an external criterion group is questionable for all
criterion-referenced testing situations. This is because of the
difficulty involved in establishing the relationship between the
criterion group and the group in question. Only in the simplest of
situations, such as when the criterion-group is instructed or
uninstructed (Berk, 1976), does this procedure begin to have
relevance.
A second way of proceeding with normative data is to make a
decision about a cut-off based on the distribution of scores of
students who take the test. This avoids decisions about a criterion
group, but it is still questionable for setting standards. For
instance. Glass (1978a) cites the California High School Proficiency
Examination, where the 50th percentile of graduating seniors con-
stitutes the standard. Little can be said of a procedure where
whether or not an individual passes or fails depends on the other
people taking the test. In the California situation, the standard
was set with no reference at all to the content of the test and the
difficulty of the constituent items.
The third use of normative data discussed in the literature
concerns the supplemental use of normative data in setting a standard.
Researchers in this field, such as Jaeger (1978), Shepard (1976)
and Conaway (1976, 1977) all favor such a procedure. Jaeger's
(1978) recently advanced procedure for setting cut-off scores, to
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be discussed later in this chapter, calls for incorporation of
some tryout test data with judgmental data. Shepard (1976) makes
the following point concerning normative data:
Expert judges ought to be provided with normative
data in their deliberations. Instead of relying
on their experience, which may have been with un-
usual students or professionals, experts ought to
have access to representative norms.
. .of course,
the norms are not automatically the standards.
Experts still have to decide what "ought" to be,
but they can establish more reasonable expectations
if they know what current performance is then if
they deliberate in a vacuum. [p. 30]
This author agrees with Jaeger, Conaway, and Shepard about the
usefulness of normative data used in conjunction with one of the
standard setting methods to be discussed. Further, Jaeger (1978)
and Shepard make the supplemental point that standard setting methods
should also be iterative. If this is to be the case, then the
normative data should be used to get the process initiated. At some
point in time, the standard should stand "on its own" without the
supplemental normative data. The normative data would then act as
a catalyst in getting the standard setting method initiated.
In reference to models based on ability assumptions, Meskauskas
(1976) has pointed out the differences between the continuum and
state model conceptualizations of the ability being measured by the
test. According to Meskauskas, two characteristics of continuum
models are:
1. Mastery is viewed as a continuously distributed ability
or set of abilities.
2. An area is identified at the upper level of this continuum,
and if an individual equals or exceeds the lower bound of
this area, he/she is termed a master.
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State models, rather than being based on a continuum of mastery,
view mastery as an all-or-none description of learning state.
Three characteristics of state models are:
1. Test (true) score performance is viewed as an all-or-
nothing state.
2. The standard or cut-score is thus implicitly set at 100%.
3. A consideration of measurment error results in the set-
ting of a cut-off score of less than 100%.
When viewing the issue of the measurement of a well-defined
content domain, as is the case in criterion-referenced testing, a
continuum model seems to offer by far the most potential. When the
issue becomes the measurement of minimum competency utilizing a
written criterion-referenced test, a continuum model conceptualiza-
tion is essential. The ability scale must be treated as a continuum
in order for the setting of a cut-point separating minimally competence
from incompetence to take place.
There are at least three methods for setting cut-off scores
that are built on a state model conceptualization of mastery. The
models take into account measurement and other variables in "tem-
pering” the standard from 100%. State model procedures advanced
include Emrick’s mastery testing evaluation model (1971), Roudabush's
work on true—score models (1974), and more recently, the work of
Macready and Dayton (1977). In sum, because of the assumptions
made about mastery ability status, these models are not useful for
criterion-referenced testing. The models appear, however, to hold
great merit for performance testing, where the ability being
measured is often either present or absent.
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Thus far, the material presented in this section has con-
cerned methods of setting cut-off scores that are not useful for
criterion-referenced tests. What remains of Figure A. 2.1 that has
not been discussed are the continuum models for assessing mastery.
Figure A. 2.
2
represents a breakdown of these models in conjunction
with certain models where the underlying distributional assumption
on ability has not been articulated. These models and methods are
all suitable for criterion-referenced testing situations, and will
now be discussed in greater detail. However, before doing so, one
very important point must be made. At some point in the application
of each method, judgmental data is involved. Jaeger (1976) makes
this point when stating that all standard setting procedures are
judgmental. Therefore, the trichotomy presented may be misleading
without further clarification as to what is meant by judgmental models
in Figure A. 2. 2. The judgmental models organized together in Figure A. 2.
2
are based upon the active involvement of a panel of judges who
assess the individual items constituting the test, or decide on the
presence of guessing (or item sampling error) . While judgments are
involved with the other procedures, which we will point out, these
judgments are of a somewhat different variety. Thus, the trichotomy
presented really only serves an organizational function; it is not
technically accurate.
The models and methods will now be discussed in greater detail,
starting first with judgmental models. The second group of models
to be discussed are the empirical models, and finally those
models
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Figure
4.2.2.
A
classification
of
models
and
methods
for
determining
standards.
1A9
that are based on a combination of judgment and data will be dis-
cussed
.
4.2.1 Judgmental Models-Item Content
In this situation, individual items are inspected, with the
level of concern being how the minimally competent person would
perform on the items. In other words, a judge is asked to assess
how or to what degree an individual who could be described as
minimally competent would perform on each item. It should be noted
before describing particular procedures utilizing this criterion
that while this is a good deal more objective than setting standards
based on any of the methods previously discussed, there is still a
degree of subjectivity. The notion of minimal competence is arbi-
trary and subjective, and further, asking judges to assess it adds
even more subjectivity. Bearing these concerns in mind, this
author feels the procedures to be discussed have merit. Six proce-
dures based on item content assessment will now be discussed.
i. Nedelsky’s Method
In Nedelsky’s method, judges are asked to view each question
in a test with a particular criterion in mind. The criterion for
each question is, which of the response options should the minimally
competent student (Nedelsky calls them D-F students) be able to
eliminate as incorrect. The minimum passing level (MPL) for that
question then becomes the reciprocal of the remaining alternatives.
For instance, if on a 5 alternative multiple choice question, a
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judge feels that a minimally competent person could eliminate 2 of
the options, then for that cjuestion, MPL =
. The judges proceed
with each question in a like fashion, and upon completion of the
judging process, sum the values for each question to get a minimum
passing level on the total test (MPLpj^) . Finally, at this stage,
the total-test MPL values are averaged across judges. The average
is denoted MPL^^
.
Nedelsky felt that if one were to compute the standard devia-
tion of MPLpj)’s, that this distribution would be synonymous with
the (hypothesized or theoretical) distribution of the scores of the
borderline or D-F students. This standard deviation, a, could then
be multiplied by a constant K, decided upon by the test user, that
would regulate how many (as a percent) of the borderline students
pass or fail. The final formula then becomes:
MPLp
where the subscript F stands for final.
How does the Ka term work? Assuming an underlying normal
distribution, if one sets K=l, then 84% of the borderline or D-F
students will fail. If K=2, then 98% of these students will fail.
If K=0, then 50% of the students on the borderline will fail. The
value for K is set by the instructors prior to the examination.
The final result of the applications of Nedelsky 's method
should be an absolute standard for a cutting or minimum passing
point. This is because the minimum passing point is arrived at in
a manner independent of the score distributions of any reference
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group. In fact, the standard is arrived at prior to application
of the test to the group one is concerned about testing. However,
while the standard might be called absolute, there is a great deal
of subjectivity involved. ^'Jhile subjective ratings on the part of
the judges or instructors are "washed out" somewhat by taking a
mean, there is still a great deal of subjectivity that goes into
determining the value of K. For this reason, and also based upon
an article to be discussed later, we suggest that the method be
used with caution.
The following somewhat simplistic example is included to
demonstrate how the Nedelsky method can be applied in a criterion-
referenced testing situation.
Example : Suppose 5 judges were asked to score, using the
Nedelsky method, a 6 question criterion-referenced test made up of
questions that have 5 response options each. Further, suppose the
judges agreed that they would like 84% of the D-F or minimally
competent students to fail (i.e.
,
they set K = +1) . Given the
following information
,
the minimum
,
passing score is:
Question
Judge 1 2 3 4 5 6 Sum
A .25* .33 .25 .25 0 .33 1.41
B .25 .50 .25 .50 .25 .33 2.08
C .33 .33 .25 .33 .25 .33 1.82
D .25 .33 .25 .33 .25 .33
1.74
E 0 .50 .25 .33 0 .25
1.33
*The minimum passing level for the question. In a five option
question, the possible values are 0, .25, .33, .50, and 1.0.
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ZMPL
MPL
FD
FD
8.38
= 1.68
2 . a
FD
MPL
-MPL
FD FD
(MPLpj)-MPLpD)2
1.41
<N
1
.073
2.08
.40
.160
1.82
.14 .020
1.74
.06
.004
1.33
-.35
.123
SUM = .380
.380
^FD N 5
= Ka
= 1 .68 + .28
= 1 .96
FD
.076 .28
Therefore, approximately two questions out of six is the mini-
mum passing level on this test. From a practical standpoint, this
value would seem low, but the data is created to demonstrate the
process and not to model a real testing situation. Therefore, no
practical significance should be attached to the answer.
ii. "Modified Nedelsky" Method
Massif (1978), in setting standards for a competency-based
teacher education and licensing system in the state of Georgia,
utilized a "modified Nedelsky" approach to obtain a cut-off score.
153
Because of the number of items judges would have to assess, a
simpler approach, where the item as a whole is rated, was decided
upon. Each item was judged utilizing the question "Should a person
with minimum competence in the teaching field be able to answer
this item correctly?" Possible responses were "yes," "no," and
"I don't know." The "yes" responses were then compared to binomial
probability tables, and if the probability of receiving a given
number of "yes" ratings was less than chance by one in ten, the
item was classified as appropriate.
iii. Ebel's Method
Ebel (1972) goes about arriving at a minimum passing score in
a somewhat different manner from Nedelsky, yet his procedure is also
based upon the test questions rather than an "outside" distribution
of scores. Judges are asked to rate items along two dimensions?
relevance and difficulty. Ebel uses four categories of relevance:
Essential, important, acceptable and questionable, and three diffi-
culty levels: Easy, medium and hard. These categories then form
(in this case) a 3 x 4 grid. The judges are next asked to do two
things
:
1. Locate each of the test questions in the proper cell,
based upon relevance and difficulty,
2. Assign a percentage to each cell; that percentage being
the percentage of items in the cell that the minimally-
qualified candidate should be able to answer.
Then the number of questions in each cell is multiplied by the ap-
propriate percentage (agreed upon by the judges) , and the sum of
15A
^11 ttiB cbUs, wtiBn divided by the totel nuinber of questions,
yields the mininum passing score.
The example that follows is modeled after an example offered
by Ebel (1972). Suppose that for a 100 item test, 5 judges came
to the following agreement on percentage of success for the mini-
mally qualified candidate.
Difficulty Level
Relevance Easy Medium Hard
Essential 100%* 80% —
Important 90% 70% —
Acceptable 90% 40% 30%
Questionable 70% 50% 20%
*The expected percentage of passing for items in the category
Combining this data with the judge's location of test
questions in the particular cells would yield a table like the
following:
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Item
Category
Number of
Items*
Expected
Success
Number X
Success
ESSENTIAL
Easy 85 100 8500
Medium 55 80 4400
IMPORTANT
Easy 123 90 11070
Medium 103 70 7210
ACCEPTABLE
Easy 21 90 1890
Medium 43 40 1720
Hard 50 30 1500
QUESTIONABLE
Easy 2 70 140
Medium 8 50 400
Hard 10 20 200
TOTAL
37030
500
74
37030
500
*The number of items placed in each category by all five of
the judges.
The passing score would then be 74%.
Three comments can be made about Ebel's method that should be
sufficient to convince people to be careful in using it. One, Ebel
offers no prescription as to what the number or type of descriptions
should be along the two dimensions. This is left up to the judgment
of the individuals judging the items. It could likely be the case
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that a different set of dimensions applied to the same test could
yield a different passing score. Two, the process is based upon
the decisions of judges, and while the standard might be called
absolute in that it is referenced to no other distribution, it
can't be called an "objective" standard. Three, a point about
Ebel's method has been offered by Meskauskas (1976):
In Ebel's method, the judge must simulate the
decision process of the examinee to obtain an
accurate judgment and thus set an appropriate
standard. Since the judge is more knowledge-
able than the minimally-qualified individual,
and since he is not forced to make a decision
about each of the alternatives, it seems likely
that the judge would tend to systematically
over-simplify the examinee's task. . . . Even
if this occurs only occasionally, it appears
likely that, in contrast to the Nedelsky method,
the Ebel method would allow the rater to ignore
some of the finer discriminations that an
examinee needs to make and would result in a
standard that is more difficult to reach, [p. 138]
iv. Angoff's Method
Angoff's technique asks the judges to assign a probability to
each question directly, thus circumventing the analysis of a grid
or the analysis of response alternatives. Angoff (1971) states.
. . .ask each judge to state the pvobdbitity
that the "minimally acceptable person" would
answer each item correctly. In effect, the
judges would think of a number of minimally
acceptable persons instead of only one such
person, and would estimate the proportion of
minimally acceptable persons who would answer
each item correctly. The sum of these prob-
abilities, or proportions, would then repre-
sent the minimally acceptable score, [p. 515]
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V. Modified Angoff Method
ETS (1976) has recently utilized a modification of Angoff's
method for setting standards. Based on the rationale that the
task of assigning probabilities may be overly difficult for the
items to be assessed (items on the National Teachers Examinations)
,
ETS instead supplied a seven point scale on which certain percentages
were fixed. Judges are asked to estimate the percentage of mini-
mally knowledgeable individuals who would know the answers to the
question by selecting from the seven point scale:
5 20 40 60 75 90 95
ETS has also used scales with the fixed points at somewhat
different values; the scales are consistent though in that seven
points are given to choose from. The center point is chosen to
coincide as closely as possible with the percent correct on past
exams. Seventy is not used because it is a typical, or traditional,
cut-point, and would probably be selected more often based solely
on that fact.
vi. Jaeger’s Method
Jaeger (1978) recently proposed a method for standard-setting
on the North Carolina High School Competency Test. Jaeger’s
method
incorporates a number of suggestions made by researchers in this
field (Jaeger, 1976; Shepard, 1976; Conaway, 1976, 1977); it
is
iterative, based on judges from a variety of backgrounds, and
employs normative data. Further, rather than asking a
question
158
involving "minimal competence," a term which is hard to concep-
tualize and operationalize, Jaeger’s questions are instead:
"Should every high school graduate be able to
answer this item correctly?" " Yes, ^No."
and "If a student does not answer this item
correctly, should he/she be denied a high
school diploma?" " Yes, No."
3 series of iterative processes involving judges from various
areas of expertise, and after the presentation of some normative
data, the passing scores determined by all groups of judges of the
same type are pooled, and a median computed. Then the minimum
median across all groups would be the pass-point.
vii. Studies Comparing Judgmental Methods
This author is aware of two studies that compare judgmental
methods for setting cut-off scores; one study was done in 1976, the
other is presently under way at ETS.
In 1976, Andrew and Hecht carried out a well publicized (see
Glass, 1978a) empirical comparison of the Nedelsky and Ebel methods.
In the study, judges met on two separate occasions to set standards
for a 180 item, four options per item, exam to certify professional
workers. On one occasion, the Nedelsky method was used, and the
Ebel method in the other. The percentage of questions that should
be answered correctly by the minimally competent person was 69% by
the Ebel method and 46% by the Nedelsky method. While Glass (1978a)
has chosen to make some distributional assumptions to accent further
the differences between the methods, we prefer to refer to Meskauskas
comment presented earlier about how judges using Ebel s method might
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tend to systematically oversimplify the examinee’s task, and
hence result in a higher standard.
Donald Rock at ETS is presently pursuing research on the use
of the Nedelsky and Angoff methods for setting cutting scores on
Real Estate Certification Examinations. The results of this study,
which have not been released, should shed some light on the
comparability of the two judgmental procedures probably used most
frequently to date.
viii. Suggestions on Usage
All of these methods, while attempting to arrive at some sort
of absolute performance standard based upon item content, introduce
a great deal of variance into the process through the use of judges.
There is a degree of arbitrariness to each of the methods, and thus
they should be used cautiously. A suggestion for the use of these
methods is to choose one of them and then use it consistently. One
should not set a cutting score on one test in an instructional
sequence using the Nedelsky method and then use the Ebel method on
another test given later. It would seem important that if one is
going to set performance standards on the basis of item content
that he/she do so consistently. Further, once a method has been
chosen (such as the Nedelsky)
,
then the parameters involved in the
method should be kept similar over tests in an instructional sequence.
For instance, the value of K in the Nedelsky method should not be
varied greatly over testing occasions, or if the Ebel method is
used, the levels of the dimensions should be kept the same.
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4.2.2 Judgmental Models—Guessing
and Item Sampling
In this section, some concerns initially expressed by Millman
(1973) concerning errors due to guessing and item sampling will be
discussed
.
If the test items allow a student to answer questions cor-
rectly by guessing, a systematic error is introduced into estimates
of student proficiency. There are three ways to rectify this sit-
uation:
1. The cut-off can be raised to take into account the
contribution expected from the guessing process.
2. A student’s score can be corrected for guessing and
then the adjusted score compared to the performance
standard
.
3. The test itself can be constructed to minimize the
guessing process.
Methods one and two assume that guessing is of a pure, random
nature, which is not likely to be the case for criterion-referenced
tests. Thus, adjusting either the cutting score or the student's
score will probably prove to be inadequate. The test must be
structured to keep guessing to a minimum, because if it occurs,
it can't be adequately corrected for.
Also, if because of problems of test construction, inconven-
ience of administration, or a host of other problems, the test is
not representative of the content of the domain, then Millman (1973)
suggests that the cutting score be raised (or lowered) an amount to
protect against misclassif ication of students; i.e., false-positive
and false-negative errors. Millman offers no methods for determining
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the extent or direction of correction for these problems. It is
this author’s opinion that the test practitioner should exert extra
effort to assure that the problem just discussed doesn’t occur in
the first place. Once again, there doesn’t appear to be an adequate
method for ’’correcting away" the problem.
4.2.3 Empirical Models—Data
From Two Groups
Berk (1976) has presented a model for setting cutting scores
that is based on empirical data. In his paper, he selects empiri-
cally the optimal cutting score for a test based upon test data
from two samples of students, one of which has been instructed on
the material, and the other uninstructed.
Berk offers three ways of approaching the issue of cutting
scores based upon the empirical data he collects: (1) Classification
of outcome probabilities, (2) computation of a validity coefficient,
and (3) utility analysis. He offers a fourth procedure involving
incremental validity, but this author feels that procedure has less
relevance for the typical situations encountered by the individual
setting a standard. In discussing Berk’s three methods, we (1) will
describe the basic situation common to all three procedures, (2)
will offer a series of steps for each of the procedures, and (3)
because of the relevance of the procedures, will further discuss
one method and offer a graphical solution to the cut-score problem.
162
i. The Basic Situation
Two criterion groups are selected for use in this procedure,
one group comprised of instructed students and another of unin-
structed students. The instructed group should, according to
"consist of those students who have received 'effective'
instruction on the objective to be assessed." Berk suggests that
these groups should be approximately equal in size and greater than
100 for stable estimates of probabilities. Test items measuring
one objective are then administered to both groups and the distri-
bution of scores (putting both groups together) can be divided by
a cutting score into two mutually exclusive categories: Predicted
mastery and predicted non-mastery.
Combining the classifications of students by predictor (test
score) and criterion (instructed vs. non-instructed status) results
in four categories that we can represent in a 2 x 2 table, with
relevant marginals:
1. True Master (TM) : an instructed student whose test score
is above the cutting score (C)
.
2. False Master (FM) : a misclassification error where an
uninstructed student's test score lies above the cutting
score (C)
.
3. True Non-Master (TN) : an uninstructed student whose test
score lies below the cutting point (C)
.
4. False Non-Master (FN) : a misclassif ication error where
an instructed student's test score lies below C.
Tabularly, this can be presented as follows. Note how the marginals
are defined because they are used in the formulations to follow.
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CRITERION
Instructed Uninstructed
(I) (U)
Predicted
Masters
^
o PM=TM+FM
o in
u
(TM)
False-positive
Errors
(FM)
o bO
•H c
"jj Predicted
^ ^
Non-Masters
3 PN=FN+TN
False-negative
Errors
(FN) (TN)
1 Masters I Non-Masters
I M=TM+FN 1 N=FM+TN
11. Classification of Outcome Probabilities
In this procedure, identification of the optimal cutting score
involves an analysis of the two-way classification of outcome prob-
abilities shown above. This can be done algebraically by following
the steps listed below, or graphically, as illustrated in a subse-
quent section. The steps to follow are;
1. Set up a two-way classification of the frequency distri-
bution for each possible cutting score.
2. Compute the probabilities of the four outcomes (for each
cutting score) by expressing the cell frequencies as
proportions of the total sample. For instance:
Prob (TM) = TM/(M+N)
Prob (FM) = FM/(M+N)
Prob (TN) = TN/(M+N)
Prob (FN) = FN/(M+N)
3. For each cutting score, add the probability of correct
decisions: Prob (TM) + Prob (TN) , and the probability
of incorrect decisions: Prob (FN) + Prob (FM)
.
A. The optimal cutting score is the score that maximizes
Prob (TM) + Prob (TN) and minimizes Prob (FN) + Prob (FM)
.
It is sufficient to observe the score that' maximizes
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Prob (TM) + Prob (TN) because [Prob (FN) + Prob (FM) ] =
1 - [Prob (TM) + Prob (TN) ] . That is, the score that
maximizes the probability of correct decisions auto-
matically minimizes probability of incorrect decisions.
iii. Graphical Solution
Berk (1976) also mentions that the optimal cutting point for
^ criterion-referenced test can be located by observing the fre-
quency distributions for the instructed and uninstructed groups.
According to Berk:
The instructed and uninstructed group score
distributions are the primary determinants
of the extent to which a test can accurately
classify students as true masters and true
non-masters of an objective. The degree of
accuracy is, for the most part, a function
of the amount of overlap between the distri-
butions. [p. 5]
If the test score distributions completely overlap, no deci-
sions can be made. The ideal situation would be one in which the
two distributions have no overlap at all. A typical situation we
should hope for is for the instructed group distribution to have a
negative skew, the uninstructed group to have a positive skew, and
for there to be a moderate overlap. The point at which the distri-
btuions intersect is then the optimal cutting score (C)
.
For example, suppose we had two groups of 100 students who
took a 10 item criterion-referenced test. One group had received
instruction, the other had not. A typical plot of the distribution
might be:
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Uninstr. Instructed
Score Freq. Freq
.
0
1
2
3
4
5
6
7
8
9
10
1
5
10
20
30
20
6
4
3
1
0
0
2
2
2
6
12
18
25
16
9
8
TN: True Non-masters
FN: False Non-masters
TM: True Masters
FM: False Masters
The optimal cutting score is a
little greater than 5. Rounded
to the integer, 5 would be the
optimal cutting score.
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Iv. Validity Coefficient
In this procedure, a validity coefficient is computed for
each possible cutting score. The cutting score yielding the highest
validity coefficient also yields the highest probability of correct
decisions. To utilize the procedure, the following steps should be
followed
:
1* From the two-way classification (used in procedure 3b)
compute the base rate (BR) and the selection ratio (SR)
.
They are given by:
BR = Prob (FN) + Prob (TM)
SR = Prob (TM) + Prob (FM)
2. Calculate the phi coefficient 0 using the following
formula:
ch =
(TM) - BR (SR)
^VC ;
/BR (1-BR) SR (1-SR)
3. The cutting score yielding the highest 0^^ is the optimal
cutting score.
The formula for the phi coefficient, 0vc’ given above is
suitable for a 2 x 2 table of cell probabilities. More generally,
the phi coefficient is the Pearson product moment correlation be-
tween two dichotomous variables, and could be arrived at as follows
1. Each student with a test score above the cutting score
in question is assigned a 1, below a 0.
2. Each student in the instructed group is assigned a 1,
in the uninstructed group, a 0.
3. 0^^ would then be the correlation coefficient computed
in the usual way.
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V. Utility Analysis
In this section, costs or losses are assigned to the mis-
classif ication of students as false masters or false non-masters.
Berk notes the following fact:
When the outcome probabilities or validity
coefficient approach is used to select the
optimal cutting score, it is assumed that
the two types of errors are equally serious.
If, however, this assumption is not realistic
in terms of the losses which may result from
a particular decision, the error probabilities
need to be weighted to reflect the magnitude
of the losses associated with the decision.
[p. 7 ]
Berk notes that determination of the relative size of each loss is
judgmental, and must be guided by the consequences of the decision
considered. He mentions considering the following factors: student
motivation, teacher time, availability of instructional materials,
content, and others. Berk suggests the following, which we have
capsulized into a series of steps:
1 . Estimate the expected disutility of a decision strategy
(C) by
= Prob (FN)[D;l^ (FM)[D2]
where and D2 < 0
and k = the single decision in question
and D2 = respective disutility values
2 . Estimate the expected utility of a decision strategy
(v) by
= Prob (TM)[U^] + Prob (TN)[U2]
where and U2 > 0
and k = the single decision in question (same as
for disutility)
U]_ and U2 = respective utility values
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3. Form a composite measure of test usefulness by
combining the estimates of utility and disutility
across all decisions.
n
Y = 2 (v, + Ck)
k=i
Y = index of expected maximal utility.
4. Choose the cutting score with the highest y index (it
maximizes the usefulness of the test for decisions with
a specific set of utilities and disutilities).
4.2.4 Decision-Theoretic Procedures
Berk (1976) has looked at the minimization of false-positive
and false-negative decisions through the use of actual test data. He
selects as optimal the cutting score that minimizes false-positive
and false-negative errors. Another way to look at false-positive
and false-negative errors is to assume an underlying distributional
form for your data and then observe the consequences of setting
values, such as cutting points, based upon the distributional
model. The logic is the same here in terms of minimization of errors,
except that by assuming a distributional form, actual data does not
have to be collected. Situations can be simulated or developed,
based upon the model.
Meskauskas (1973) has related and compared these procedures
to those based upon analyses of the content of the test. In
reference to these models, of which we will describe one:
. . . the models to follow deal with approaches
that start by assuming a standard of performance
and then evaluating the classification errors
resulting from its use. If the error rate is
inappropriate, the decision-maker adjusts the
standard a bit and tries his equation again, [p. 139]
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Before discussing one of the procedures in greater detail,
the Kriewall binomial-based model, the procedures discussed here
should be related to criterion-referenced testing procedures
involving the determination of test length. Many of the test
length determination procedures (Millman, 1973; Novick & Lewis,
1974) make underlying distributional assumptions and proceed in the
fashion discussed above by Meskauskas. The focus of concern,
however, is test length determination, and not the setting of a
cutting score. In fact, Hillman's (1973) procedure is based upon
exactly the same underlying distribution, the binomial, as is
Kriewall 's model to be discussed. All that differs is the focus
of concern. It should be pointed out that the procedures are exactly
the same, the data is just represented differently because of the
level of concern, either cutting score or test length.
1. Kriewall *s Model
Kriewall' s (1972) model focuses on categorization of learners
into several categories: non-master, master, and an in-between
state where the student has developed some skills, but not enough
to be considered a master. We see here the first mention of an
"indifference zone," critical to the work of Fhaner (1974) and
Wilcox (1976) on test length. Thus, Kriewall assumes the function
of measurement, using the test, is to classify students into one of
two categories, master or non-master. Of coures, the test, as
a sample of the domain of tasks, is going to misclassify some
individuals as false-positives and false-negatives. By assuming
a particular distribution, these errors may be studied.
170
Kriewall's probability model, used to develop the likelihood
of classification errors, is based upon the binomial distribution.
He assumes:
1. The test represents a randomly selected set of dichot-
omously scored (0-1) items from the domain.
2. The likelihood of correct response for a given individual
is a fixed quantity for all items measuring a given
objective.
3. Responses to questions by an individual are independent.
That is, the outcome of one question is independent of
the outcome of any other question.
4. Any distribution of difficulty of questions (for an
individual) within a test is assumed to be a function
of randomly occuring erroneous responses (Meskauskas,
1976)
.
With these assumptions, Kriewall views a student's test per-
formance as "a sequence of independent Bernoulli trials, each having
the same probability of success." A sequence of Bernoulli trials
follows a binomial distribution, which has a probability function
which relates the probability of occurrence of an event (a particular
test score) to the number of questions in the test by:
f(x) = (^) p^q"~^
,
where
X = a test score
n = total number of test items
p = examinee domain score
q = 1-p
(^)=
X x! (n-x)
!
and
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Kriewall sets some boundary values and a cutting score, and
then looks at the probability of misclassif ication errors. Using
the notation of Meskauskas (1976), set:
= the lower bound of the mastery range (as a proportion of
errors
^2 = the upper bound of the non-mastery range
C = the cutting score; the maximal number of allowable errors
for masters. Kriewall recommends
Z. + Zo
C = —±
^
2
Given values for the above three variables, Kriewall uses the
(assumed) binomial distribution to determine the probabilities. If
a is the probability of a false-positive result and 6 is the prob-
ability of a false-negative result, then a and 6 are given by:
n
a = E
w-c
(S)
gn-w
(1 -
c-1
6 = 2
w=o
(")
w
^n-w
(1 - h'>
where w = observed number of errors (and w - n-x) for an individual.
According to Meskauskas (1976) the formula for a is:
. .
.equivalent to obtaining the probability that,
given a large number of equivalent trials, a
person whose true score is equal to the lowest
score in the mastery range will fall in the non-
mastery range. [p. 141]
By setting and Z 2 at various
values, and determining
C = ^ t-he probabilities of false-positive and false-negative
2
errors can be studied. The optimal value for C (and thus Z-^ and
Z^)
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would then be the value that minimized a and 6. The results are
dependent, however, on n and w.
li. Suggestions
While Kriewall has offered us a method of studying classifi-
cation errors that does not depend upon actual data, this author
prefers the method of Berk, due to its simplicity. Kriewall *s model
seems to this author to fit in much better with the procedures on
test length determination. For instance, suppose you have specified
minimal values for a and 3, and have determined C, the cutting point.
Then the formulas above for a and 3 can be solved for n, the total
number of questions needed. (It would be much easier if one isolated
n on the left hand side.) This is exactly what is done when using
the binomial model to solve the test length problem.
In sum, we prefer the Berk method for observing probabilities
of misclassif ication errors both because of its simplicity and
because of the lack of restricting underlying distributional as-
sumptions. Kriewall’ s method does, however, offer a viable alter-
native for setting a cut-off score when actual test data cannot be
collected
.
4.2.5 Empirical Models Depending
Upon a Criterion Measure
The models to be discussed in this section bear great re-
semblance to both Berk's and Kriewall 's methods just discussed.
They have been separated from those two methods because these methods
are built upon the existence of an outside criterion measure.
173
performance measure, or true ability distribution. The test itself,
and the possible cut-off scores, are observed in relation to this
outside measure. An optimal cut-off is then chosen in reference to
the criterion measure. For instance, Livingston's (1975) utility-
based approach leads to the selection of a cut-off score that
optimizes a particular utility function. The procedure of Vender
Linden and Millenburgh (1976), in contrast, leads to the selection
of a cut-off score that minimizes expected loss.
In sum, to utilize these procedures, a suitable outside cri-
terion measure must exist. Success and failure (or probability of
success and failure) is then defined on the criterion variable and
the cut-off chosen as the score on the test that maximizes (or
minimizes) some function of the criterion variable. The existence
of such a criterion variable has implications for that utilization
of these methods for setting cut-off scores on minimum competency
tests. This will be discussed in greater detail later in this
chapter.
i. Livingston's Utility-based Approach
Livingston (1975) suggests the use of a set of linear or semi-
linear utility functions in viewing the effects of decision-making
accuracy based upon a particular cut-off score. That is, the func-
tions relating benefit (and cost) of a decision are related linearly
to the cutting score in question.
Livingston's procedure is like Berk's procedure for utility
analysis discussed in 4.2.3, except that Livingston develops his
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procedure based upon any suitable general criterion measure (not
just instructed versus uninstructed), and also specifies the rela-
tionship between utility (benefit or loss) and cutting scores as
The relationship does not have to be linearj however,
using such a relationship simplifies matters somewhat. In such a
situation the cost (of a bad decision) is proportional to the size
of the errors made and the benefit (of a good decision) is propor-
tional to the size of the errors avoided.
Rather than discuss this procedure further at this time, it
can be recommended that when a decision has been made to utilize a
utility-based approach and the outside criterion is not clearly
specified as instructed versus uninstructed, that Livingston’s
method be consulted. We should note that in his paper, he develops
the procedures for non-linear functions first, and then considers
linear functions as a special case.
il. Van der Linden and Mellenburgh'
s
Approach
The developers of this procedure have prescribed a method for
setting cutting scores that is related both to Berk’s procedure and
Livingston’s. We will describe the procedure briefly and in the
process relate it to Berk’s work. A test score is used to classify
examinees into two categories: accepted (scores above the cuttinc
score) and reiected (scores below). Also, a latent ability variable
is specified in advance and used to dichotomize the student popula-
tion: students above a particular point on the latent variable are
considered ’’suitable” and below "not suitable.” The situation may
be represented as follows:
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Latent Variable
Not suitable Suitable
Y < d Y > d
Accepted "False +"
X C
hi
Decision
Rejected
"False -"
X < C
oo ho
where C = cutting score on the test,
d = cutting score on the latent variable (0 < d < 1)
,
and where (k>j ~ 0>1) is a function of y and related in the
general loss function:
Y < d, X < C
5-1o(y) for Y > d, X < C
L =
5-01 (y) for Y < d, X > C
5.1i(y) for Y ^ d, X ^ C
The authors then specify risk (the quantity to be minimized) as
the expected loss, and the cutting score that is optimal is the value
of C that minimizes the risk function (expected value of loss) . They
simplify matters (as does Livingston) by specifying their loss
function as linear.
In sum, while van der Linden and Mellenburgh have provided a
method for setting a cut-off score on the test, they have offered
little to help in setting the cut-off on the latent variable. In a
sense then, they have only transferred the problem of a cut-off to
a different measure, and hence "begged" the question at hand. It
should be noted that this procedure accentuates the problem more
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than the other procedures being discussed here. All these methods
switch the cut-off problem from the test itself to an outside
criterion measure.
iii. Livingston’s Use of Stochastic
Approximation Techniques
Livingston (1976) has developed procedures for setting cut-off
scores based upon stochastic approximation procedures. According to
Livingston, the problem involving cut-off scores can be phrased as
follows to fit stochastic prodcedures: "In general, the problem is
to determine what level of input (written test score) is necessary to
produce a given response (performance)
,
when measurements of the
response are difficult or expensive." The procedure, according to
Livingston, is as follows:
1. Select a person; record his/her test score and measure
his/her performance.
2. If the person succeeds on the performance measure (if
his/her performance is above the minimum acceptable),
choose next a person with a somewhat lower test score.
If the person fails on the performance measure, choose
a person with a higher written test score.
3. Repeat step 2, choosing the third person on the basis of
the second person’s measured performance.
Livingston offers two different procedures for choosing step size,
the up-and-down and the Robbins-Monro Procedure, and a number of
procedures for estimating minimum passing scores consonant with
each.
This procedure, like those discussed earlier in this section,
depends upon the existence of a cut-score established on another
variable, this time the performance measure, in order to
establish
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the passing score on the test. This then limits greatly the appli-
cability of the method. Livingston (personal communication, 1978)
has suggested that judgmental data on performance can be used,
rather than actual performance data, with the procedure, but this
has yet to be documented in any fashion. When documented, the
possibilities for use of the procedures will be greatly expanded.
iv. Huynh *s Procedures
Huynh (1976), and more recently, Huynh and Perney (1977),
have advanced procedures for setting cut-off scores that are
predicated on the existence of a criterion measure or referral
task. This referral task can be envisioned as an external criterion
to which competency can be related. For instance, Huynh (1976)
states that "Mastery in one unit of instruction may not be reason-
ably declared if it cannot be assumed that the masters would have
better chances of success in the next unit of instruction." The
next unit in this case would be the criterion measure. Huynh and
Perney (1977) have taken the general procedures suggested by Huynh
(1976) and applied them to the case when instructional units are
sequenced in a linear hierarchy. This simplifies somewhat the
mathematical complexity of the formulations.
These procedures once again depend upon an outside criterion
variable to allow the estimation of a cut-score on the test. In
this case, the user of the method is asked to establish the prob-
ability of success of individuals on the referral task. Because
of the necessity of a criterion variable for operation, these
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procedures suffer in generallzability
. They are, for instance,
apparently not useful for Tninimum competency testing situations
where a criterion variable, and associated probability of success,
are next to impossible to establish.
A. 2. 6 Educational Consequences
In this situation, one is concerned with looking at the effect
setting a standard of proficiency has on future learning or other
related cognitive or affective success criteria. According to
Millman (1973)
,
the question here is "What passing score maximizes
educational benefits?".
This approach can be visualized from an experimental design
point of view. A subject matter domain is taught to a class of
students who are then tested on the material. These students are
assigned (randomly) to groups with the groups differing on the per-
formance level required for passing the test. The students are then
assessed on some valued outcome measure and the level of performance
on the criterion-referenced test for which the valued outcome is
maximal (it could be a combination of valued outcomes) becomes
the performance standard or criterion score.
Thus, to use this method, much more data needs to be collected
than for the item content procedure. You really have to run an
experiment, and then your performance standard based upon the results
of the experiment. It is for this reason that we feel that the
procedure offers less potential use for the practitioner concerned
about setting a performance standard or cutting score. One seldom
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has control over variables necessary for setting up experiments
based upon a "true research" paradigm.
i. Block’s Study
Block’s study (1972) involves students learning a subject segment
on matrix algebra using a Mastery Learning paradigm. Such a paradigm
dictates that students who don't perform adequately on the posttest
by recycled through remedial activities until they demonstrate
mastery (i.e., attain a score above the cutting score). Block estab-
lished four groups of students, where each group was tested using
one of the following four performance standards: 65, 75, 85, and 95%
of the material in a unit must be mastered before proceeding on the
next unit. He then examined the effects of varying the performance
standard on six criteria that were used as the variables to be
maximized. Viewing these criteria as either cognitive or affective.
Block observed that the 95% performance level maximized student per-
formance on the cognitive criteria, while the 85% performance level
seemed to maximize the affective criteria.
Some comments on Block's study are in line. One, the results
lack generalizability . The 95% and 85% levels, which maximize the
cognitive and affective measures respectively, are likely to change
with the subject matter. Two, as pointed out by Glass (1978a), the
method of maximizing a valued outcome assumes that there is a dis-
tinct point or criterion score on the CRT that mazimizes the outcome.
What if the curve relating performance on the CRT is monotonically
increasing, so that 100% performance on the CRT maximizes the valued
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outcome? In fact, this author agrees that it is more likely to be
the case that the graph is nonotonically increasing than the case
where the graph increases and decreases. For example (Glass, 1978a):
1. Monotonically increasing graph (Problem situation)
Valued
Outcome
0% 100%
CRT
2. Ideal situation
Valued
Outcome
Thus, it can be seen that unless the graph increases and then de-
creases, a 100% performance standard will be optimal. This standard
is of limited use because it is not realistic to expect all
students
to attain that level.
Third, Block discusses that if there are multiple criteria
to
be maximized as valued outcomes, then some model for
combining
criteria with relevant weights needs to be developed.
He does not
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offer any procedures for doing so however, and he looks at the
effects of the performance standards on each of the 6 criteria
separately. It should be noted that multiple criteria is a way
around the problem discussed above (Glass, 1978a). For instance,
if one of the valued outcomes has a monotonically increasing rela-
tionship with the test scores and the other monotonically decreasing
relationship, then the composite should have a peak value at a
point other than 0% or 100%. While this would seem to solve the
problem, another problem is only further exacerbated; what weights
should be assigned to the valued outcomes to form the composite?
These procedures have not yet been developed, and further, they
are likely to be situation specific.
A. 2.
7
Combination Models;
Judgmental-Empirical
Zieky and Livingston (1977), and more recently, Popham (1978b),
have suggested two procedures that are based upon a combination of
judgmental and empirical data. In addition, Zieky and Livingston
have included an in-depth discussion of how to implement the proce-
dures, something that has been lacking with many other procedures.
The two procedures presented by Zieky and Livingston, the Borderline-
Group and Contrastlng-Groups methods, are procedurally similar.
They differ in the sample of students on which performance
data is
collected. Further, while judgments are required, the judgments
necessary are on students; not on items, as are many
of the other
judgmental methods (Nedelsky, Angoff, Ebel, etc.). Zieky and
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Livingston make the case that judging individuals is likely to be
a more familiar task than judging items. Teachers are the logical
choice as judges, and for them, the assessment of individuals is
commonplace.
i. Borderline-Group Method
This method requires that judges define what they would en-
vision as minimally acceptable performance on the content area being
assessed. The judges are then asked to submit a list of students
(about 100 students) whose performances are so close to the border-
line between acceptable and unacceptable that they can’t be classi-
fied into either group. The test is thus administered to this group,
and the median test score for the group is taken as the standard.
ii. Contrasting-Group Method
Once judges have defined minimally acceptable performance for
the subject area being assessed, the judges are asked to identify
those students they are sure are either definite masters or non-
masters of the skills measured by the test. Zieky and Livingston
suggest one hundred students in the smaller group in order to assure
stable results. The test score distributions for the two groups
are then plotted and the intersection is taken as the initial standard.
This is exactly the same as the graphical procedure suggested by
Berk, and presented in section 4.2.3. Zieky and Livingston then
suggest adjusting the standard up or down to reduce false masters
or false non-masters.
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111. Suggestions
These methods, particularly the Contrastlng-Groups Method,
are very similar to the procedure suggested by Berk. Instead of
actually forming Instructed and uninstructed groups, however, as
suggested by Berk, the Contrastlng-Groups Method asks judges to
form the groups. This judgmental procedure would seem more ad-
vantageous when the content being assessed has had a long Instruc-
tional period (minimum competency testing Is an example), or when
there would be problems justifying the existence of an uninstructed
group. Berk's method would be more useful for tests based on short
Instructional segments, most likely administered at the classroom
level.
A comparison of the judgments Involved In the two procedures
Indicates that the Contrastlng-Groups Method would be the most easy
method to justify using. It Is a more reasonable task to Identify
"sure" masters and non-masters than It Is to Identify borderline
students In the subject area being assessed. In sum, the Contrastlng-
Groups Method appears to this author to be a most reasonable way of
setting a performance standard.
A. 2.
8
Combination Models :
Bayesian Procedures
Novlck and Lewis (1974) were perhaps the first to suggest
that Bayesian procedures are useful for setting standards. Schoon,
Gulllon, and Ferrara (1978) have recently reviewed Bayesian pro-
cedures. According to Hambleton and Novlck (1973) , Bayesian
procedures allow the incorporation of:
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1. A loss ratio, reflecting the severity of false-positive
and false-negative errors,
2. prior information on examinee domain scores,
3. test score information, and
4. a decision criterion; the degree of certainty that an
examinee’s domain score exceeds a cut-off score.
A cut-off score must first be set in order for the four factors to
be incorporated. Thus, Bayesian procedures offer a way of augment-
ing the establishment of a cut-off score rather than a method for
setting the cut-off score itself.
4.3 Setting Cut-Scores for
Minimum Competency Tests ^
The minimum competency movement, replete with all its problems,
is now a reality. While much could be said about the philosophical,
psychological and legal implications of this movement, for the pur-
poses of this dissertation only the problem of setting cut-off scores
on minimum competency tests will be addressed.
Hambleton and Eignor (1979) offer the following definitions of
a minimum competency test:
A minimum competency test is designed to determine
whether an examinee has reached a prespecified
level of performance relative to each competency
being measured. The "prespecified level" or
"standard" may vary from one competency to the
next. Also, each competency is described by a
well-defined behavior domain.
^Some of the material in this section is from a paper by
Hambleton and Eignor (1978c).
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A "standard" is a point on a test score scale which is used to
separate examinees into two categories, each reflecting a different
level of proficiency relative to the competency measured by the test
under consideration. It is common to assign labels such as "master"
or "competent" to those persons in the higher-scoring category and
"non-master" or "incompetent" to those persons in the lower-scoring
category. Note that if a test measures more than a single competency
and if examinees are to be classified into competency categories
based on their performance on each set of items measuring a competency,
as is often the case, a standard is set for each competency measured
by the test. There will be an many competency decisions as there
are competencies measured by the test.
Given the definition of minimum competency testing just pre-
sented, an important question becomes which of the cut-score methods
presented in Figure 4.2.2 are applicable? As the ensuing discussion
will indicate, many of these methods, for a number of reasons,
simply are not applicable. The first area to be discussed concerns
the empirical models, and as will be shown, none of these are really
suitable for minimum competency standard setting.
The methods for setting cut-off scores that depend upon the
existence of a criterion measure, performance measure, or latent
ability continuum (Livingston, 1975; Livingston, 1976; Huynh, 1976,
Huynh and Perney, 1977; Van der Linden & Mellenburgh, 1977) are
difficult to apply in this situation. This is because any external
criterion variables that would be appropriate for validiting
mini-
mum competency tests are going to be difficult to gain
agreement
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about and very difficult to measure. Take the case of high school
minimum competency testing as an example. In this case the cri-
terion variable is most often discussed as "life success." How
does one go about operationally defining "life success" and then
measuring it? Reading experts, for instance, are not going to
have the same idea about what the minimally competent person can
read. Should he/she be able to read on the 4th, 8th, or 12th
grade level? More concisely, using Jaeger's (1978) example:
"Educators would no sooner agree on the proportion of New York Times
front page passages eleventh-graders should be able to comprehend
and explain than they would the proportion of multiple-choice test
items those eleventh-graders should answer correctly, so as to be
labeled 'minimally competent'." Thus, the jist of this reasoning
is that if agreement cannot be reached on the criterion measure,
then methods for setting standards that depend upon a criterion
measure are not workable.
The decision- theoretic procedure offered by Kriewall (1972)
is also difficult to apply in this context. This procedure is
based upon the definition of (usually) two mastery states. The
cut-off on the test is then selected as the point that minimizes
false-positive and false-negative errors in the classifying of
individuals into the defined mastery states. Once again, the
problem is evident. The mastery categories would in this case
be "competent" and "incompetent," and they are essentially unde-
fined. Until people can agree on a definition of minimum competence,
it is not possible to use this or other decision- theoretic procedures.
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You cannot minimize errors of prediction if the categories to be
predicted can't be established. Jaeger (1978) makes the same
point, and then goes on to say that while the models allow for
different utilities to be associated with false-positive and false-
negative errors, no guidelines exist for establishing these
values. Thus, if the categories to be predicted could be estab-
lished, other problems would have to be contended with.
Berk's method (1976), based on an instructed and an unin-
structed group, has a problem when applied conceptually to minimum
competency testing. There is simply no reasonable, or ethical, way
of establishing groups instructed on minimum competency skills from
groups that have been withheld instruction. Because minimum com-
petency testing involves skills that are developed over a period of
years, it is simply impossible to justify withholding the instruction
for the group by claiming they will be instructed after the standard
is set. Berk also suggests using a pretest and posttest procedure
on the same group to form the uninstructed and instructed groups.
The problem with this approach is the time interval; changes in
performance could be attributed to any number of other variables
besides instruction.
Block's method (1972) depends upon the maximization of some
valued outcome measure. Again, when applied to minimum competency
testing, the problem is evident. One can't maximize a valued out-
come if the outcome can't be defined in any reasonable manner in
the first place. To utilize Block's method, there would have to
be concensual agreement on what a valued outcome of being competent
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is. This would seem to be as difficult a task as trying to get
people to define behavior associated with minimum competency.
suggestions for setting cut~off scores come under
scrutiny when applied to minimum competency tests. For instance,
Hillman’s (1973) suggestion about adjusting the cut-off for the
effects of guessing is an example. Educational Testing Service has
corrected the cut-points on the National Teachers Exams (1976) to
take care of guessing. The problem here is that for minimum com-
petency tests, pure, random guessing rarely occurs, and because of
this, the effects of raising the cut-off scores as if it had are
unknown. Research in this area is badly needed.
Figure 4.3.1 represents that portion of Figure 4.2.2 that is
applicable to minimum competency tests. (Bayesian procedures have
also been deleted from Figure 4.3.1 because a cut-off score must
first exist to utilize these procedures.) Table 4.3.1 provides a
comparison of the methods that are suitable, in this author's
judgment, for setting standards on minimum competency tests. What
is not explained in Table 4.3.1 is why the Modified Angoff and
Contrasting Groups procedures were selected by this author as the
two most suitable methods to use for setting minimum-competency
standards. What follows is a brief critique of the other methods.
Hopefully this will serve as an initial justification for the
choices made.
Recent interactions have lead this author to question the
Nedelsky method on two levels. One, discussions with practitioners
in the field have pointed out that the Nedelsky method is difficult
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Judgmental Models
Item Content Judgmental-Empirical
Nedelsky (1954) Contras tlng-Groups
Modified Nedelsky
Angoff (1971)
Modified Angoff
Ebel (1972)
Jaeger (1978)
Borderline-Group
Figure 4.3.1 A classification of models and methods for
determining minimum competency standards.
AComparlsou
of
Several
Standard
Setting
Methods
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to implement. Further, these discussions have demonstrated that
at times, the method for arriving at the cut-point was done im-
properly. Secondly, the method does not allow a minimum passing
level for an item to be in the interval from .51 to .99. For
instance, for a five choice item, the possible points a judge can
choose are:
0 .25 .33 .50 1.00
Other methods, such as Angoff’s, allow the choice points to vary
on the whole interval from 0 to 1.0. While research in this area
is needed, it would seem to this author that a model that allows
use of the whole continuum, or points interspersed on this continuum,
would be preferred.
The Modified Nedelsky procedure, while probably applicable
for certain situations, does not provide the detailed data neces-
sary for setting standards on minimum competency tests. Given the
fragile legal status of such testing, a usable method that encor-
porates more choices for the judges, and thus more data, would seem
preferable.
Educational Testing Service has developed the Modified Angoff
procedure from a concern that Angoff* s initially suggested proce-
dure may be overly difficult for judges. Given that the judge is,
at best, providing a "ball-park*' estimate, why not provide him/her
with some fixed scale points to operate with, and thereby simplify
the task?
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Much has been said of a cautioning note, both in this
chapter and elsewhere, about Ebel’s procedure. Worthy of reiter-
ation at this point is the arbitrary nature of the grid and the
lack of accompanying guidelines for choice of type and number of
dimensions. Ebel's method, without further guidelines, is very
difficult for the practitioner involved with minimum competency
to implement
.
Jaeger's method, to the best of this author's knowledge,
has yet to be field-tested in any formal fashion. While concep-
tually it appears to offer a viable approach, it is yet to be in
a form that a practitioner could implement.
Finally, the Borderline-Group method was eliminated from the
list because of the type of judgment the judges are asked to make.
It seems to this author much more reasonable to ask judges to
select definite masters and non-masters of the content being as-
sessed (Contrasting-Groups Method) than it is to ask them to select
a group of borderline students.
In sum, if placed in a position of having to assist in set-
ting a standard for a minimum competency test, this author would
utilize either the Modified Angoff or Contrasting-Group Method.
The final choice would depend upon whether or not the judges per-
sonally knew a group of Individuals taking the test. The selection
of these two methods is based upon a rational analysis of the
available methods.
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4. A An Application of the Modified
Angoff Procedure
One of the tasks assigned to this author upon commencement
of employment at Educational Testing Service in September 1978
was to determine and implement a suitable procedure for setting a
cut score on the Multistate Insurance Licensing Program (MILP)
certification examinations. These exams are four in number, and
they qualify as minimum competency exams. Some background in-
formation will be provided next about the Program and the tests,
followed by a discussion of the cut-score method chosen and the
results of the application of the procedure.
In the context of the research presented in this dissertation,
the cut-score procedures to be discussed can be viewed as a field
application of one of the suggested procedures, the Modified Angoff
technique.
4.4.1 Background Information
The Multistate Insurance Licensing Program (MILP) was developed
beginning in 1974 under the sponsorship of the National Association
of Insurance Commissioners. The licensing tests, developed by ETS,
cover the four major lines of insurance: (1) life, (2) accident
and health, (3) property, and (4) casualty. Each of the four tests
has two major parts:
1. Part 1 consisting of 50 multiple-choice questions
covering basic principles of insurance and product
knowledge that is uniform across all states.
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2. Part II consisting of 25-40 multiple-choice questions
covering individual state laws, rules, and regulations
plus subject matter unique to the state.
The first examinations were administered in Illinois in October of
1975. Presently seven states participate in MILP: Colorado,
Delaware, Illinois, Indiana, Massachusetts, Pennsylvania, and Wis-
consin. The tests are administered twice a month with the 1978-79
candidate volume estimated at 45,000. There are a number of forms
for the Part 1 tests, all of which are equated back to a base test,
and placed on a common scale. Part II tests are equated, but this
is done on a within state basis.
The Part 1 tests for the four areas, which is the focus of
this research, are developed from a set of test specifications.
These specifications are detailed content outlines of the topics
and subtopics to be covered on the examinations. Task forces made
up of insurance commissioners, insurance attorneys, and key
industrial experts met in 1974-75 to formulate, revise and finally
approve the outlines upon which the tests are based. The charge
of their task forces was to develop examinations that would test
new agents on the critical subject matter necessary to protect
the public welfare. Hence, the specifications, and initial ques-
tions, were developed specifically to cover the most basic concepts
in insurance and laws, rules, and regulations at the level of
minimum competency. The concern was what the beginning minimally
competent insurance agent would need to know to "protect the public
good." The test specifications are presented in the Appendix for
the four tests being discussed.
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Periodically, conunittees of insurance agents, commissioners,
and industrial representatives meet to assess the content validity
of the items that will constitute a new test form. Part of the
research presented in this chapter, though not the focus of the
major topic being discussed, concerns the content validation method
utilized with the new test forms being considered.
For the seven states that participate in MILP, the Commis-
sioners of Insurance have the statutory responsibility for deter-
mining the level of competency that candidates must achieve in order
to be granted insurance licenses. Realizing the potential arbi-
trariness of such a decision, the Commissioners requested assistance
in evaluating four new examinations in order to determine the appro-
priate cut-score for making pass-fail decisions. In addition, it
was requested that the new test forms to be used be assessed in
reference to content validity.
Given the requests from the Commissioners of Insurance and
MILP, two specific goals dictated the procedures that the ETS group
working on insurance were to formalize:
1. To select a method and report subsequent information that
would assist the seven state commissioners in setting cut-
off scores for candidates seeking licenses to sell insurance.
2. To assess the appropriateness of the question themselves
as adequate samples of the content domain of the tests,
as well as to assess the appropriateness of the content
domains for each test as representing knowledge that new
agents must possess to insure the public welfare and protect
their clients.
The task of deciding upon and implementing a method for setting cut-
off scores was initially assigned to this author. The final decision
was to be made by the Program Director, Test Development Specialist,
n
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and Statistical Coordinator (this author). The charge of develop-
ing methods for assessing the content validity of the test was the
task of the Test Development Specialist. However, because the
content validity assessment procedures and the cut-score procedures
were so closely intertwined, both will be reported upon in this
chapter.
Given the concern expressed by the National Association of
Insurance Commissioners that a suggested cut-score be offered for
each of the validated four Part 1 tests to be administered in
November of 1978, a letter was sent out on October 6, 1978 by the
Program Director to a selected group of judges representing the
seven constituent states. This letter, which gave an overview of
the tasks, is containing in the Appendix of this dissertation. Also,
at the time, judges were Informed of a meeting they were to attend
on October 17 at O'Hare Airport in Chicago to set the cut-off
scores on the four Part 1 examinations and to assess the content
validity of the tests. With the introductory letter, panel members
were also sent a set of materials that they would be using at the
October 17 meeting. These materials are presented in the Appendix.
They included an Overview of Tasks, instructions for completing the
Content Rating Form, a sample Content Rating Form, instructions for
completing the Question Rating Form, and a sample of a Question Rating
Form.
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A. A. 2 Choice of a Method for
Determining a Cut-Score
The choice of the method for setting a cut-score for each of
the Part 1 tests was the initial responsibility of this author in
the role of Statistical Coordinator. Suggestions were entertained
from other knowledgeable staff members of COPA (Center for Occupa-
tional and Professional Assessment) and elsewhere at ETS. The
initial reaction was to suggest using the Contrasting Groups Pro-
cedure discussed earlier in this chapter. It became immediately
apparent, however, that the panel of judges would not know a sample
of candidates, and thus, a purely judgmental procedure was a neces-
sity. The choice came to that of the Nedelsky procedure or a
Modified-Angoff procedure. At first the possibility of utilizing
both procedures was considered, but this was dismissed because:
(1) there simply would not be enough time to complete a content
validation and two cut-off procedures (each judge had to assess 100
items for content validity and cut-off determination) , and (2) there
existed a deep-seated concern on the part of this author that the
two procedures might give very disparate results. The task of
''explaining away" differences such as those that surfaced in the
Andrew and Hecht (1976) study was to be avoided.
The final choice of a Modified—Angoff approach was made based
upon the discussion presented in the previous section of this chapter
and also upon a past precedent. ETS had successfully utilized the
Modified-Angoff Procedure both in setting cut-scores for the
National Teacher Examination (1976) and for setting a cut-score on
the MILP exam for the state of Wisconsin (1977). The
documentation
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for both of these applications was to prove most useful both in
terms of suggestions for proceeding and in terms of offering some
sort of research foundation.
As a means of double-checking the results of the Modified-
Angoff Procedure, another procedure for setting a cut-score was
developed to be used in conjunction with the content validation
procedures. This procedure was to serve as a check on the Modified-
Angoff Procedure and also be offered to the Commissioner as a low
priority piece of supplemental information. The tests were sub-
divided into major content areas and the judges were asked to estimate
how many of the questions, representing a content area, would a
minimally competent candidate be able to answer correctly? For
instance, for the Accident/Health Test, the following four questions
were asked:
1. Of the ten questions covering Basics in Accident and
Health insurance, how many of these questions do you
think a minimally competent person would answer
correctly?
2. Of the twenty questions covering Individual Accident and
Health Provisions
,
how many of these questions do you
think a minimally competent person will answer correctly?
3. Of the fifteen questions dealing with Types of Coverage ,
how many of these questions do you think a minimally
competent person will answer correctly?
4. Of the five questions dealing with Types of Contracts ,
how many of these questions do you think a minimally
competent person will answer correctly?
Under more general circumstances, such a procedure would be
highly questionable at best. The results of making assessments on
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such a large number of items should lead to great variation across
judges. However, in the present context, where judges have just
looked carefully at the content validity of each item, and also
looked at the major content sections, such a procedure may not be
so unreasonable if used as an independent check. (The results
seem to suggest just this point.)
4.4.3 Panel System Design
Because of the nature of the four lines of insurance being
considered, life, accident and health, property and casualty, some
pairings of the areas seemed in line. For instance, the life and
accident and health areas have many common philosophical "roots,”
sharing basic concepts like parts of a policy, sources of insur-
ability information, representation, and warrantees, etc. For
many similar reasons, it was decided that the property and casualty
areas formed a natural pairing. Thus, it was decided that one
panel should be designated to evaluate the life and accident and
health tests and a second panel to evaluate the property and casualty
tests. The life-accident/health panel was asked to come to a morning
meeting on the 17th of October, the property-casualty panel to an
afternoon meeting on that date.
The two panels (AM: life-accident/health; PM: property-casualty)
were asked to make both a content validity assessment and a cut-
score assessment, both to be described later in this chapter. The
work for each test was divided into two separate questionnaires and
a decision was made to split each panel in half. One half-panel
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would assess content first and then answer the question rating
form for setting a cut-off; the other half-panel vice-versa.
In this way, a counterbalancing effect would occur in the order
of judgments requested. Figure 4.4.1 represents a pictorial of
the panel set-up.
In determining the number of individuals to serve on a panel,
the following considerations were relevant. One, the diversity of
occupational and educational settings within the profession needed to
be represented. Two, the need for a sufficient number of judges to
obtain reliable judgments and to form half-panels needed to be con-
sidered. Third, the probable availability of persons in the insurance
areas had to be considered. Given these considerations, it was de-
cided that panels of 16 members each be formed for the life-accident/
health and property-casualty areas. Half-panels would then be eight
members each. However, because of the availability and willingness
of certain individuals qualified in all four areas to participate,
the panels sizes were larger. (Seventeen people assessed life,
fifteen accident/health, and eighteen each for property and casualty.
Only fifteen assessed accident/health because two individuals had
to be excused to make plane connections.)
4.4.4 Panel Tasks—Question Rating Form
Prior to the question rating task, four activities took place.
First, the panel members were presented with a short twenty minute
discussion of cut-scores and how they are used. This author gave
the presentation, and was careful to present the need for cut-scores
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and a brief rationale about why the Modif ied-Angof f Procedure was
chosen. Second, panel members engaged in a half-hour discussion of
what minimum competency means in the insurance field. They were
asked to envision situations and then discuss what the minimally
competent insurance person would need to know in such situations to
protect the public welfare. The test development specialist listed
the attributes of such minimally competent individuals on a black-
board. Third, the panel members were asked to review the instruc-
tions for the question rating form, which is presented intact in
Figure 4.4.2 The panel members had received the instructions
in the packet mailed to them, and they were asked to review to
refresh their memories and to ask any questions. Fourth, the panel
members were presented with eight sample questions and asked to
apply the rating procedure. They used the same seven point scale
that they were to use for the 100 questions to be assessed. (See
the Appendix for the Question Rating Form.) This scale is as
follows:
Estimated Percentage of Minimally Knowledgeable
Individuals Who Know Answer to Questions
5 20 40 60 75 90 95 DNK
Where DNK stands for "do not know."
Some comments about choice of scale points are important to
make. First, the options are centered around 60 since the average
percent correct on Part l*s of the four tests in the past has centered
around 60%. Two, while the other options are then spaced on either
side of 60, the 70 scale point was avoided because this is typically
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Instructions for Question Rating Form
Your task is to make judgements about the difficulty of in-
dividual test questions for minimally knowledgeable persons in the
lines of insurance covered by the tests you will be reviewing. You
will be asked to draw upon your experience to construct a hypothet-
ical group of persons, each of whom, in your judgment, has the
ird/niTiTion amount of knowledge to assure the public that only competent
individuals are licensed to seel insurance. This study is concerned
with individuals who are ^ust enteTing the profession of insurance
and have little if any previous work experience. Within the seven
states in the Program, only Massachusetts has educational prerequi-
sites for applying for a license and most candidates have either
studied for the tests independently or participated in a company
sponsored training course.
Your judgments about the test questions are to be made with
reference to your conception of a group of minimally knowledgeable
individuals as described in the preceding paragraph. As you read
each test question and its answer, think of this group. Judge what
percentage of the persons in the group would be able to identify
or arrive at the answer to the question. If there were 100 mini-
mally knowledgeable individuals, how many of them would know the
answer?
When you have made your estimate, circle the percentage on
the Rating Form that is closest to your estimate. Before you circle
the percentage, please make sure that the number that identifies the
question on the form is the same as the number that identifies the
question in your question booklet.
If you feel that your experience provides you with no basis
whatsoever for making a judgment about one of the questions, you
may circle "DNK" (for "Do Not Know"). The DNK category is not to
be used simply because you have difficulty in deciding upon a per-
centage estimate; you are to make a decision even if it is a
difficult one. The DNK category is to be used only when you have
no basis for making any judgment.
In making your judgments, you are not to be concerned about
how many questions you are assigning to the various percentage
categories. It is your responsibility to apply your best judgment
in evaluating each question individually.
Figure 4. A. 2.
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a cut off score on state insurance tests, and we wanted to avoid
the possibility of over-selection of that point simply because of
familiarity.
Returning to the discussion of the sample questions, after
the panel had responded, they were asked to raise their hands when
the scale point that they had chosen was called, and a histogram
was built. Members who made choices widely disparate from the
group average were asked to explain why they had done so. Some dis-
cussion usually ensued. Finally, the members were provided with the
item difficulty values for the sample items, which were taken from
old test forms. While the item difficulty, or proportion correct
value, does not directly translate into "minimally competent" per-
formance, it none- the-less gave the panel some indication about how
the item performed in the past. Further, research done (Lorge &
Kruglov, 1952; Lorge & Diamond, 1954) indicates that judges tend to
overestimate the difficulty of easy questions and underestimate
the difficulty of hard items. This was true of the panel members
for this study, particularly in reference to the more difficult
sample items. In a few instances, in fact, the proportion of mini-
mally competent individuals who would know the answer closely coin-
cided with the actual item difficulty. Some actual performance data
helped to point out the fact that certain of the members were over-
estimating the capabilities of the minimally competent group.
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A. 4. 5 Panel Td sks—Content Rating Form
Prior to the content rating task, and after a discussion of
the question rating task, the test development specialist discussed
the content specifications or outline and how she had keyed each
of the items to be judged to the content specifications. The panel
members were then asked to reread the instructions for the task,
which are presented intact in Figure 4.4.3, and final questions were
entertained. A brief explanation was also offered about how the
estimates they were asked to make about the number of questions in
each major content area that the minimally competent person would
answer correctly would give an alternate procedure for setting a
cut-score. The four content raising forms, one for each test, are
presented in the Appendix.
4.4.6 Results—Cut-off Scores
Tables 4.2.4 thru 4.4.6 present the results of the question
rating form and the section of the content rating form that deals
with setting a cut score. Table 4.4.7 presents a comparison of the
cut—score arrived at by each of the procedures. Some comments can
now be made about the cut-off scores arrived at:
1. For all four tests, the cut-off score generated from the
content rating was higher than that generated from the
question rating form. The differences between cut-off
scores for the two procedures ranged from 1 to 1.6
questions across the four tests.
2. For the question rating task, the half-panels that
assessed the life and accident/health exams were very
similar in their assessments. The half-panels that
assessed the property and casualty tests tended to be
less consistent in their ratings.
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Instructions for Content Rating Form
Your task is to examine the description of the test content
(Content Outline) of each of the examinations in relation to each
test question and to ascertain whether or not these content areas
and questions are appropriate for a minimum competency test.
In making your judgment, review the content outline of each
test, paying particular attention to the description of the levels
of difficulty at which the questions are developed for each of the
sections of the Outline. Each of the questions was developed fol-
lowing the guidelines set out in the Content Outlines and the
instructions presented in the booklet entitled "Guide to Question
Writing.
"
When you have evaluated the question in relation to the Con-
tent Outline, circle your decision on the Rating Form. Before you
circle your choice, please make sure that the number that identifies
the question on the form is the same as the number that identifies
the question in your question booklet.
After evaluating each question and making your response on
the rating form, answer the questions about your estimates of
success on the major sections of the test.
If you feel that your experience provides you with no basis
whatsoever for making a judgment about one of the questions, you
may circle "DNK." (for "Do Not Know"). The DNK category is not to
be used simply because you have difficulty in deciding upon a per-
centage estimate; you are to make a decision even if it is a
difficult one. The DNK category is to be used only when you have
no basis for making any judgment.
Figure A. 4. 3.
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Table 4. A.
2
Estimates of Average Number of Answers Known by the
Minimally Knowledgeable Applicant Group
(Question Rating Form)
Test
Panel
N #
1
Known
Panel
N //
2
Known
Total
N #
Panel
Known
Life 9 33.6 8 33.5 17 33.6
Accident/Health 7 34.1 8 34.2 15 34.1
Property 9 34.6 9 31.6 18 33.1
Casualty 9 33.3 9 30.9 18 32.0
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Table 4. A.
3
Number of Questions a Minimally Competent Person
Would Answer Correctly
(Content Rating Form)
Life Test
Test Content Panel 1 Panel 2
A—Basic Principles and Concepts
(10 questions) 7.4 7.6
B—Life Insurance Provisions
(20 questions) 12.8 14.4
C—Kinds of Insurance and Annuities
(20 questions) 14.6 13.6
TOTALS 34.8 35.6
TOTAL PANEL (Average) 35.2
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Table A. A.
4
Number of Questions a Minimally Competent Person
Would Answer Correctly
(Content Rating Form)
Accident and Health Test
Test Content Panel 1 Panel 2
A—Basic Principles and Concepts
(10 questions) 7.0 7.5
B— Individual Accident and Health
Provisions (20 questions) 13.0 13.5
C—Types of Coverage
(15 questions) 11.3 10.5
D—Types of Contracts
(5 questions) 3.5 A.
A
TOTALS 3A.5 35.9
TOTAL PANEL (Average) 35.3
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Table A. A.
5
Number of Questions a Minimally Competent Person
Would Answer Correctly
(Content Rating Form)
Property Test
Test Content Panel 1 Panel 2
A—Basic Principles and Concepts
(17 questions) 12.1 11.8
B— Standard Fire Policy
(12 questions) 8.3 8.6
C—Forms and Endorsements
(10 questions) 6.0 6.
A
D—Package Policies
(10 questions) 7.0 7.0
E—Flood Insurance
(1 question) .A .9
TOTALS 33.9 3A.7
TOTAL PANEL AVERAGE 3A.3
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Table 4.4.6
Number of Questions a Minimally Competent Person
Would Answer Correctly
(Content Rating Form)
Casualty Test
Test Content Panel 1 Panel 2
A—Basic Principles and Concepts
(15 questions) 10.5 10.1
B—Basic Concepts of Auto Insurance
(15 questions) 9.8 9.9
C—General Liability Contracts
(13 questions) 7.9 7.3
D—Crime Insurance
(5 questions) 4.1 3.2
E—General Principles of Surityshlp
(2 questions) 1.8 1.4
TOTALS 34.0 31.9
TOTAL PANEL (Average) 33.0
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Table A. 4.
7
A Comparison of the Cut-off Scores For
the Two Procedures Used
Test Question Rating Content Rating
Life 33.6 35.2
Accident /Health 34.1 35.3
Property 33.1 34.3
Casualty 32.0 33.0
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3. For the content rating form, there are no discernible
trends between the panels. Average tended to fairly
closely coincide, with the largest difference being
between half-panel 1 (3A.0) and half-panel 2 (31.9) on
the casualty test.
The four tests assessed by the panels were administered to
candidates in the seven states that are members of MILP on Saturday,
November 11. The tests were equated back to base tests, using
common item equating, on November 14-15, and then placed on a scale
ranging from 50 to 100. The raw and scaled cut-offs for the four
tests are presented below. The raw cut-offs indicated were established
using the Modified-Angof f Technique.
Test Ra\i& Cut-off Scaled Cut-off
Life 33 80
Accident-Health 34 77
Property 33 77
Casualty 32 79
The scaled scores corresponding to the raw score cut-offs
established for each of these tests will be presented to the Com-
missioner to aid in the setting of state scaled cut-off scores. In
the past, this scaled cut-off has been set more or less arbitrarily
at either 70 or 75. The present data seems to suggest that scaled
cut-offs of higher than 75 are in line. While certainly not a
rationale for raising a cut-score, many of the Commissioners have
voiced concern that too many examinees are passing the test in their
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states. The results of this study should afford the Commissioners
a more defensible ground for setting a cut-off score, and as an
aside, solve the problems of over-certification.
4.4.7 Results—Content Validity
While content validation procedures are not the major focus
of this chapter of the dissertation, the results of the MILP content
validation are presented because content validation is necessary
before a cut-score can be established. Tables 4.4.8 thru 4.4.11
present the number of questions judged content appropriate by 75%
or greater of the judges. Tables 4.4.12 thru 4.4.15 present the
panel responses regarding the appropriateness of the content area
for a minimum competency test. Little more can be said about the
items themselves because they are secure, and hence, can’t be
reproduced in this document. The information was provided to the
test development staff and the few questions judged content inap-
propriate will be subsequently either revamped or removed from the
test. The areas judged content inappropriate will also be closely
assessed.
4.4.8 Cdpimdnts oil Cut-Score Procedures
In applying the procedures for setting cut-off scores, a
number of problems or situations deserving comment arose. What
follows are some observations that may prove useful to anyone im-
plementing either the procedures discussed here, or generally, any
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Table 4.4.8
Number of Questions Judged Content Appropriate
by 75% or Greater of the Judges
Life Test
Test Content Panel 1 Panel 2 Total Panel
A—Principles and Concepts
(10 questions) 10 10 10
B—Life Insurance Provisions
(20 questions) 19 18 20
C—Kinds of Insurance and
Annuities (20 questions) 16 17 17
Table 4.4.9
Number of Questions Judged Content Appropriate
by 75% or Greater of the Judges
Accident and Health Test
Test Content Panel 1 Panel 2 Total Panel
A—Basic Principles and Concepts
(10 questions) 10 10
B—Individual Accident and
Health Provision (20 questions) 18 20
C—Types of Coverage
(15 questions) 12 14
D—Types of Contracts
(5 questions) 5 5 5
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Table A. A. 10
Number of Questions Judged Content Appropriate
by 75% or Greater of the Judges
Property Test
Test Content Panel 1 Panel 2 Total Panel
A—Basic Principles and Concepts
(17 questions) 16 16 16
B—Standard Fire Policy
(12 questions) 10 10 10
C—Forms and Endorsements
(10 questions) 10 10 10
D—Package Policies
(10 questions) 10 10 10
E—Flood Insurance
(1 question) 1 1 1
Table A. A. 11
Number of Questions Judged Content Appropriate
by 75% or Greater of the Judges
Casualty Test
Test Content Panel 1 Panel 2 Total Panel
A— Basic Principles and Concepts
(15 questions) 15 15 15
B—Basic Concepts of Auto
Insurance (15 questions) 15 15 15
C—General Liability Contracts
(13 questions) 13 12 12
D—Crime Insurance 5 3 5
E—General Principles of
Suretyship (2 questions) 2 2 2
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Table 4.4.12
Panel Responses Regarding the Appropriateness
of Content Areas
Life Test
Test Content Yes
Panel 1
No % Yes Yes
Panel
No ;
2
'i Yes
Total
Yes No
Panel
% Yes
A—Basic Principles and
Concepts (10 questions) 8 0 100 8 0 100 16 0 100
B—Ijife Insurance Provisions
(20 questions) 7 1 87.5 8 0 100 15 1 93.75
C—Kinds of Insurance and
Annuities (20 questions) 8 0 100 8 0 100 16 0 100
Table 4.4.13
Panel Responses Regarding the Appropriateness
of Content Areas
Accident and Health Test
Test Content Yes
Panel
No
1
% Yes Yes
Panel
No /
2
i Yes
Total
Yes No
Panel
% Yes
A—Basic Principles and
Concepts (10 questions) 5 0 100 7 1 87.5 12 1 92.3
B—Individual Accident and
Health Provisions
(20 questions) 4 1 80 8 0 100 12 1 92.3
C—Types of Coverage
(15 questions) 5 0 100 6 2 75 11 2 84.6
D—Types of Contracts
(5 questions) 4 0 100 6 2 75 10 2 83.3
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Table 4.4.14
Panel Responses Regarding the Appropriateness
of Content Areas
Property Test
Test Content
Panel
Yes No 7,
1
; Yes
Panel
Yes No
2
% Yes
Total Panel
Yes No % Yes
A—Basic Principles and
Concepts (17 questions) 9 0 100 9 0 100 18 0 100
B—Standard Fire Policy
(12 questions) 9 0 100 9 0 100 18 0 100
C—Forms and Endorsements
(10 questions) 9 0 100 8 1 88.8 17 1 94.4
D—Package Policies
(10 questions) 9 0 100 8 1 88.8 17 1 94.4
E—Flood Insurance
(1 question) 9 0 100 8 1 88.8 17 1 94.4
Table 4.4.15
Panel Responses Regarding the Appropriateness
of Content Areas
Casualty Test
Test Content Yes
Panel
No :
1
Z Yes
Panel
Yes No
2
% Yes
Total
Yes No
Panel
% Yes
A—Basic Principles and
Concepts (15 questions) 8 0 100 9 0 100 17 0 100
B—Basic Concepts of Auto
Insurance (15 questions) 8 0 100 9 0 100 17 0 100
C—General Liability Contracts
(13 questions) 8 0 100 9 0 100 17 0 100
D—Crime Insurance
(5 questions) 8 0 100 9 0 100 17 0 100
E—General Principles of
Suretyship (2 questions) 8 0 100 9 0 100 17 0 100
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judgmental procedure for setting a cut-off score. The observations
are as follows:
1. A twenty minute discussion on standards is not suffi-
cient to introduce a group of judges to the general
need for cut-off scores. This author had to spend about
five minutes alone simply explaining how a cut-score
worked in reference to pass-fail decisions.
2. A general discussion of minimum competency in the area
being assessed must be allotted a greater amount of
time than done in this study. We were aware of the
problem, but simple logistics dictated that such time
had to be kept short. Zieky and Livingston (1977) sug-
gest two to three hours be spent in reaching a definition
of minimally acceptable performance.
3. Some sort of discussion about how to consider the problem
of guessing should take place. For instance, should the
judges build into their estimates of the percentage of
minimally knowledgeable individuals who would get the
answer correct the fact that certain individuals will guess
the question correctly. We tried to circumvent the problem
by instead wording the question rating form as the "esti-
mated percentage of minimally knowledgeable individuals
who know the answer to the question," but confusion still
arose, and had to be clarified. A better ploy would be to
discuss and clarify the problem beforehand.
4. A careful clarification between the statement "Judge what
percentage of the persons in the group would be able to
identify or arrive at the answer to the question" (taken
from instructions) and "Judge what percentage of the persons
in the group should be able to identify or arrive at the
answer to the question" is essential. A great deal of
confusion existed in regard to this point, and only through
careful verbal clarification were we able to assure that
"would be able" was to be used, rather than the evaluative
"should be able."
5. The use of sample questions and related normative data was
a decided plus in this study. Feedback from participants
indicated that the practice session clarified both their
task and their notion of minimum competence in insurance.
6. Supplemental data that may be of use in the future should
the need arise for the setting of further cut-points in-
volves the performance of students whose scores are adjacent
to the cut-off. This would provide the panel with a better
indication of how the borderline group on the test per-
formed on each of the sample questions.
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7. Finally, it would be advantageous to combine more than
one well-established method for arriving at a cut-off
score in the procedures being used. This would serve
both a research and a practical function. From a re-
search prospective, little has been done to date com-
’ paring methods. The Andrew and Hecht (1976) study has
been the only one to appear in the literature to date.
From a practical viewpoint, a concern about the lack
of validity of judgmental procedures could be partially
alleviated if two procedures led to the same (or perhaps
with a small margin of difference) cut-score. Of course,
one has to be prepared with what to do with widely dis-
parate cut-scores. For this study, that was to prove
to be the ultimate concern, and hence only one rigorous
method was used. The Project Director felt, and this
author agrees, that the difficulties involved in ex-
plaining differences would be so great that any impact
the study would have on the Insurance Commissioner’s
judgments about a standard would be negated.
4.5 Conclusion
In Chapter One of this dissertation, two objectives were
specified to guide the research on cut-off scores that was presented
in this chapter. These objectives were:
1. The organization of the available methods for setting
cut-off scores in a useful form for practitioners.
2. The presentation of guidelines and implementation strate-
gies to aid individuals in answering the following questions
"How can the ’best’ method for use in a prototypical
situation be selected?” and ”How should the chosen method
be implemented?”
In reference to the first objective, the first half of Chapter
Four involved an organization of available methods for setting cut-
scores for criterion-referenced tests. Methods that were not suit-
able were rejected and the remaining methods were organized into
three sets: judgmental models, empirical models, and combination
models. Each of the methods were then presented along with relevant
examples and discussion.
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In reference to the second objective, the prototypical situa-
tion chosen was minimum competency testing. The three sets of
models were considered for application to minimum competency testing,
and it was found that only certain of the models were applicable.
These models were compared and a final choice of two models most
suitable for minimum competency tests, the Contrasting Groups Method
and Modified-Angof f Technique, was presented. Finally, the Modified-
Angoff Technique was applied to four tests in the Insurance area for
the purpose of setting multistate cut-points. A discussion of this
experience and suggestions for future use of the Modified-Angof
f
Technique was presented. A discussion of necessary further research
in the area is presented in Chapter Five.
CHAPTER V
CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH
Hambleton, Swaminathan, Algina and Coulson (1978)
,
in their
review of the criterion-referenced testing field, offered seven
suggestions for further research. Two of their suggestions, the
need for further research on the topic of test length and reliability,
and the need for better organization of cut-score methods, along
with useful implementation strategies, have been investigated in
this dissertation. The third area investigated in this dissertation,
the establishment of guidelines for evaluating criterion-referenced
tests and test manuals, was discussed in several places in the
Hambleton et al., review. Hence, the timeliness of the research
reported in this dissertation appears evident.
Popham (1978), Hambleton et al. (1978), and Hambleton and
Eignor (1978a) have done a thorough job of suggesting topics for
further research. Therefore, the comments to be made in this chapter
will address specific research that could be done in each of the
three topic areas covered in this study.
In reference to Guidelines for Evaluating Criterion—Referenced
Tests and Test Manuals (Chapter II) , one area of further research
is immediately evident. While the guidelines are presently in a
form chat is understandable to the practitioner, they are not at an
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operational level. Also, it would be useful if the ratings at-
tached to each guideline contained examples of what is acceptable
and unacceptable. Such additions to the guidelines will improve
their usefulness.
Two additional activities are desirable. One, the guide-
lines need extensive review by educational measurement specialists
and other groups with an interest in the ways tests are selected
and used. This will certainly lead to an explication of any rele-
vant concern left out of the guidelines. Two, hopefully the work
presented here will operate as a catalyst for both further discus-
sion and other sets of guidelines. A discussion and subsequent
merger of independently developed guidelines would certainly be of
use to the criterion-referenced test user.
The chapter addressing the relationship of criterion-referenced
test length to reliability and validity is a good initial start in
developing technical materials that are useful for the practitioner.
Past work done in the area (Novick & Lewis, 197A; Wilcox, 1976) tends
to be conceptually difficult for the practitioner to understand. Hope-
fully this is not the case with the development offered in this
dissertation.
Two lines of research appear to be necessary. For one, it is
soon going to be necessary for educational measurement specialists
to reach a consensus about what constitutes a suitable level of
reli-
ability for a criterion-referenced test. Suitable guidelines
have
existed for some time for norm-referenced tests. For
instance, one
wants the reliability of norm-referenced achievement tests
to be
above .90 and aptitude tests to be at least .80 (Stanley
& Hopkins,
224
1972). No such guideline exists for criterion-referenced tests.
Of course, much of the direction for such guidelines will come
from empirical research, which is the second sort of necessary
research. What is the nature of the various reliability and
validity indices with real data? How close do the indices based
on real data come to the indices offered in this dissertation?
These and other questions need to be addressed in order to offer
criterion-referenced test constructors and evaluators some con-
crete decision procedures about the reliability of their tests.
The third area of research reported in this dissertation is
frequently discussed because of the minimum competency testing
movement in today’s schools. The pros and cons of setting standards
have been debated at many levels, most recently in the Journal of
Educational Measurement (Vol. 15, No. 4, Winter 1978). One thing
is certain; the minimum competency testing movement is a reality,
and hence, cut-score methods, good or bad, are going to be used.
The work presented here should be helpful in pointing out which
methods for setting cut-scores are useful in minimum competency
testing programs.
There are at least three topics requiring further research.
One, and perhaps most important, there needs to be further articu-
lation of implementation strategies for setting cut-offs for the
variety of uses that exist for criterion-referenced tests. This
dissertation addresses the setting of cut-scores for licensing and
certification minimum competency tests. The only other work done
to date that involves implementation procedures is by Zieky and
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Livingston (1977) and Popham (1978) » and both address the classroom
instructional setting. Examples of other areas where guidelines
for both choosing and implementing standard-setting methods are
essential include program evaluation and performance testing.
Second, more research needs to be done on methods that re-
quire the input of judges. There is a body of literature that
exists on group dynamics and group decision-making procedures that
is relevant for those cut-score methods that require judgmental
input. For instance, is the Delphi Method potentially suitable
for use in setting standards? In reference to this area of re-
search, a group of colleagues at the University of Massachusetts
are presently beginning investigation in the area.
Third, there needs to be considerably more study of the
term "minimally competent" because if the term is better understood,
it may be possible to link existing standard-setting methods to the
intended meaning or meanings of the term and thereby greatly facil-
itate the selection of a standard-setting method or the development
of new methods. This is critical for the minimum competency testing
movement, and also for those judgmental procedures that require a
definition of minimum competence for operation.
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Figure 1
K UU CATU) N' A I , TK.ST I ,N C S K U V 1 (K I'KINCKTON, N.J. 0«54 1
vn^"02l
-
QO0O
CMILCtDUCTCSnVC
(ENTER FOR OCCUPATIONAL
AND PROFESSIONAL ASSESSMENT
Memorandum for: INSURANCE STUDY
PANEL MEMBERS
Subject: Some Sample Documents
for your Review
Date: October 6, 1978
We are delighted you will be assisting us in our very important
study to evaluate the content of the Part 1 insurance licensing tests.
Enclosed for your general information are samples of the documents
you will be using in performing two tasks:
1. To examine the description of the test content (Content Outline)
in relation to the test questions and to ascertain whether or
not these content areas and questions are appropriate for a
minimal competency test.
2. To examine individual test questions and to make judgements
about Che success of minimally competent persons on each test
question.
The information from the panels will be used to arrive at a
statistical estimate of the scores that a minimally knowledgeable
individual for licensure in each line of insurance might expect to
achieve.
Enclosed are the following:
^
1. Overview of Tasks
2. Question-Writing Guide
3. Sample Life Content Rating Form and Instructions
4. Sample Property Content Rating Form and Instructions
5. Sample Question Rating Form
We greatly look forward to seeing you on October 17, 1978.
Enclosures
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Figure 2
INSURANCE LICENSING STUDY
Overview of Tasks
The study in which you have been asked to participate will Involve
the collecting and analyzing of judgemental data to identify and validate
the pass/fail decision in the Insurance Licensing Testing program. The
results of this study in addition to the statistical analysis performed on
each question and the test as a whole after it is given to large groups of
people will be of assistance to the Commissioners of Insurance in the
execution of their statutory responsibility to determine the minimum
competence of individuals wishing to be licensed. Your judgements will be
combined with judgements made by other insurance professionals to derive
an estimate of the probable test performance of Individuals wishing to be
licensed as insurance agents.
As you know, a meeting will be held at the Holiday Inn/O'Hare Kennedy
on October 17, 1978. The judgements, however, will be made Individually
and independently; members of the same panel will not confer as a group,
nor will any member be informed of the judgements made by any other
individual member. The judgements of all members of a panel will be
combined statistically by ETS to arrive at a summary judgement for the
panel about each question. The summary results for the questions also
will be combined, and the final summary results will be published in a
report describing the study and its findings or conclusions.
Several of the items in this mailing are intended to help you prepare
for your tasks:
1. Content Outlines of each of the tests you will be reviewing were mailed
to you previously. These outlines provide a blueprint of the major
topics included in the tests and indicates the relative emphasis or
number of questions that are given to each. They will serve to familiarize
you with the general content of the test before you see the test questions
themselves
.
OVER
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2* Question-Writing Guide
. This abbreviated booklet describes the basic
question formats used in the tests and general guidelines for preparing
questions that are concise, unambiguous, and clearly stated. It is
hoped that your review of the Guide will be of assistance to you in
estimating the appropriateness of the actual test questions you will
be seeing.
3. Rating Form
. At our meeting in Chicago, you will be given a set of
test questions and asked to make judgements on these forms. Please
study the instructions and the form carefully before our meeting so
that you can ask any questions about the tasks during the orientation
session at the start of the meeting.
Before coming to the meeting, please give some thought to the kinds of
abilities and knowledges that are essential to a person demonstrating
minimum competency in insurance. You might think of particular situations
where those abilities- and knowledges are demonstrated for the protection of
the public welfare. We will discuss this concern early in our meeting on
October 17, 1978.
25A
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Figure 3
INSURANCE LICENSING STl'DV
Question Rating Form
Name of Panel Member
Test
Estimated Percentage of Minimally
Question Knowledgeable Individuals Who
Number Know Answer to Question
1. 5 20 40 60 75 90 95 DNK
2. 5 20 40 60 75 90 95 DNK
3. 5 20 40 60 75 90 95 DNK
4. 5 20 40 60 75 90 95 DNK
5. 5 20 40 60 75 90 95 DNK
6. 5 20 40 60 75 90 95 DNK
7. 5 20 40 60 75 90 95 DNK
8. 5' 20 40 60 75 90 95 DNK
9. 5 20 40 60 75 90 95 DNK
10. 5 20 40 60 75 90 95 DNK
11. 5 20 40 60 75 90 95 DNK
12. 5 20 40 60 75 90 95 DNK
13. 5 20 40 60 75 90 95 DNK
14. 5 20 40 60 75 90 95 DNK
15. 5 20 40 60 75 90 95 DNK
16. 5 20 40 60 75 90 95 DNK
17. 5 20 40 60 75 90 95 DNK
18. 5 20 40 60 75 90 95 DNK
19. 5 20 40 60 75 90 95 DNK
20. 5 20 40 60 75 90 95 DNK
21. 5 20 40 60 75 90 95 DNK
22. 5 20 40 60 75 90 95 DNK
23. 5 20 40 60 75 90 95 DNK
24. 5 20 40 60 75 90 95 DNK
25. 5 20 40 60 75 90 95 DNK
Estimated Percentage of Minimally
Question Knowledgeable Individuals Who
Number Know Answer to Question
26. 5 20 40 60 75 90 95 DNK
27. 5 20 40 60 75 90 95 DNK
28. 5 20 40 60 75 90 95 DNK
29. 5 20 40 60 75 90 95 DNK
30. 5 20 40 60 75 90 95 DNK
31. 5 20 40 60 75 90 95 DNK
32. 5 20 40 60 75 90 95 DNK
33. 5 20 40 60 75 90 95 DNK
34. 5 20 40 60 75 90 95 DNK
35. 5 20 40 60 75 90 95 DNK
36. 5 20 40 60 75 90 95 DNK
37. 5 20 40 60 75 90 95 DNK
38. 5 20 40 60 75 90 95 DNK
39. 5 20 40 60 75 90 95 DNK
40. 5 20 40 60 75 90 95 DNK
41. 5 20 40 60 75 90 95 DNK
42. 5 20 40 60 75 90 95 DNK
43. 5 20 40 60 75 90 95 DNK
44. 5 20 40 60 75 90 95 DNK
45. 5 20 40 60 75 90 9 5 DNK
46. 5 20 40 60 75 90 95 DNK
47. 5 20 40 60 75 90 95 DNK
48. 5 20 40 60 75 90 95 DNK
49. 5 20 40 60 75 90 95 DNK
50. 5 20 40 60 75 90 95 DNK
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Figure A
INSURANCE LICENSING STl'm'
Content Rating Form
Life Test
Name of Panel Member
esclon Is Che question appropriate Question Is the question appropriate
umber to the content area? Number to the concenc area?
1. YES NO DNK 26. YES NO DNK
2. YES NO DNK 27. YES NO DNK
3. YES NO DNK 28. YES NO DNK
U. YES NO DNK 29. YES NO DNK
5. YES NO DNK 30. YES NO DNK
6. YES NO DNK 31. YES NO DNK
7. YES NO DNK 32. YES NO DNK
8. YES NO DNK 33. YES NO DNK
9. YES NO DNK 34. YES NO DNK
10. YES NO DNK 35. YES NO DNK
11. YES NO DNK 36. YES NO DNK
12. YES NO DNK 37. YES NO DNTC
13. YES NO DNK 38. YES NO DNK
14. "fES NO DNK 39. YES NO DNK
15. YES NO DNK 40. YES NO DNTC
16. YES NO DNK 41. YES NO DNK
17. YES NO DNK 42. YES NO
DNK
13. YES NO DNK 43. YES NO
DNK
19. YES NO DNK 44. YES
.•t
NO DNK
20. YES NO DNK 45. TES
NO DNK
21. YES NO DNK 46. YES
NO DNK
22. YES NO DNK 47.
YES NO DNK
23. YES NO DNK 48.
YES NO DNK
24. YES NO DNK 49.
YES NO DNK
25. YES NO DNK 50.
YES NO DNK
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Figure 5
INSURANCE LICENSING STLT)V
Content Rating Form
Accident and Health Test
October, 1978
Name of Panel Member_
Question Is the question appropriate Question Is the question appropriate
Number to the content area? Number to the concent area?
1. TES NO DNK 26. YES NO DNK
2. YES NO DNK 27. YES NO DNK
3. YES NO DNK 28. YES NO DNK
4. YES NO DNK 29. YES NO DNK
5. YES NO DNK 30. YES NO DNK
6. YES NO DNK 31. YES NO DNK
7. YES NO DNK 32. YES NO DNK
8. YES NO DNK 33. YES NO DNK
9. YES NO DNK 34. YES NO DNK
10. YES NO DtIK 35. YES NO DNK
11. YES NO DNK 36. YES NO DNK
12. YES NO DNK 37. YES NO DNK
13. YES NO DNK 38. YES NO DNK
14. YES NO DNK 39. YES NO DNK
15. YES NO DNK 40. YES NO DNK
16. YES NO DNK 41. YES MO DNK
17. YES HO DNK 42. YES NO
DNK
18. YES NO DNK 43. YES NO
DJJK
19. YES NO DNK 44. Y^:s
NO DNK
20. YES NO DNK 45. YES
NO DNK
21. YES NO DNK 46.
YES NO DNK
22. YES NO DNK 47.
YES NO DNK
23. YES NO DNK 48.
YES NO DNK
24. YES NO DNK 49.
YES NO DNK
25. YES NO DNK 50.
YES NO DNK
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Figure 6
INSURANCE LICENSING STUDY
Content Rating Form
Property Test
Name of Panel Member
Question Is the question appropriate Question Is the question appropriact.
Number to the content area? Number to the content area?
1. YES NO DNK 26. YES so DNK
2. YES NO DNK 27. YES NO DNK
3. YES NO DNK 28. YES NO DNK
4. YES NO DNK 29. YES NO DNK
5. YES NO DNK 30. YES NO DNK
6. YES NO DNTC 31. YES NO DNK
7. YES NO DNK 32. YES NO D?!K
3. YES NO DNK 33. YES NO DNTC
9. YES NO DNK 34. YES NO Dine
10. YES NO DNK 35. YES NO DNK
11. YES NO DNK 36. YES NO DNK
12. YES NO DNK 37. YES NO DNTC
13. YES NO DNK 38. YES SO DNK
14. YES NO DNK 39. YES NO DNK
15. YES NO DNK 40. YES NO DNK
16. YES NO DNK 41. YES NO DNK
17. YES NO DNK 42. YES NO
DNK
13. YES NO DNK 43. YES SO
DNK
19. YES NO DNK 44
.
YES NO DNK
20. YES NO DNK 45.
yes NO DNK
21. YES NO DtJK 46
.
YES NO DNK
22. YES NO DNK 47.
YES NO DNK
23. YES NO DNK 48.
YES NO DNK
24. YES NO DNK 49.
YES NO DNK
25. YES NO DNK 50.
YES NO DNK
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Property Test
Questions 51~60 refer to the mejor topics covered In the Property Test.
51. Seventeen questions (.Ifl-ll) deal with Basic Principles and Concepts
in Property insurance. (See pages 4-5 of the Bulletin for a full
breakdown of this section.) Is this content area appropriate for
a minimum competency test?
YES NO DNK
52. Twelve questions (//13-29) deal with the Standard Fire Policy .
(See page 5 of the Bulletin for a full breakdown of this section.)
Is this content area appropriate for a minimum competency test?
YES NO DNK
53. Ten questions (//30-39) deal with Forms and Endorsements attached
to the Standard Fire Policy. (See page 5 of the Bulletin for a
full breakdown of this section.) Is this content area appropriate
for. a minimum competency test?
YES NO DNK
54. Ten questions (//40-49) deal with Package Policies . (See pages 5-6
of the Bulletin for a full breakdown of this section.) Is this
content area appropriate for a minimum competency test?
YES NO DNK
55. One question (#50) deals with the Nature and Purpose of National
Flood Insurance. (See page 6 of the Bulletin for a full breakdown
of this section.) Is this content area appropriate for a minimum
competency test?
YES NO DNK
56. Of the seventeen questions covering Basic Principles , how many of
these questions do you think a minimally competent person will answer
correctly?
57.
Of the twelve questions covering the Standard Fire Policy , how many
of these questions do you think a minimally competent person will
answer correctly?
58.
Of the ten questions covering Forms and Endorsements , how many of
these questions do you think a minimally competent person will
answer correctly?
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Property Test
59. Of the ten questions covering Package Policies
.
how many of these
questions do you think a minimally competent person will answer
correctly?
60. Would the minimally competent person answer the one question on
National Flood Insurance correctly?
Yes No
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Figure 7
INSURANCE LICENSING STUDY
Content Rating Form
Casualty Teet
Name of Panel Member
uestlon Is the queacion appropriate Question Is the question appropriate
Number CO the content area? Number to the concent area?
1. YES NO DNK 26. YES NO DNK
2. YES NO DNK 27. YES NO DNK
3. YES NO DNK 28. YES NO DNK
4. YES NO DNK 29. YES NO DNK
5. YES NO DNK 30. YES NO DNK
6. YES NO DNK 31. YES NO DNK
7. YES NO DNK 32. YES NO DNK
8. YES NO DNK 33. YES NO DNK
9. YES NO DNK 34. YES NO DNK
10. YES NO DNK 35. YES NO DNK
11. YES NO DNK 36. YES NO DNK
12. YES NO DNK 37. YES NO DNK
13. YES NO DNK 38. YES NO DNK
14. YES NO DNK 39. YES NO DNK
15. YES NO DNK 40. YES NO DNK
16. YES NO DNK 41. YES NO DNK
17. YES NO DNK 42. YES NO DNK
18. YES NO DNK 43. YES NO
DNK
19. YES NO DNK 44. YES NO
DN’K
20. YES NO DNK 45
.
YES NO DNK
21. YES NO DNK 46. YES
NO DNK
22. YES NO DNK • 47.
YES NO DNK
23. YES NO DNK 48.
YES NO DNK
24. YES NO DNK 49.
YES NO DNK
25. YES NO DNK 1 50.
YES NO DNK
261
-2-
Casualty Test
Questions 51-60 refer to the major topics covered in the Casualty Test.
51* Fifteen questions (//1-15) deal with Basic Principles and Concepts
in Casualty insurance. (See page 6 of the Bulletin for a full
breakdown of this section.) Is this content area appropriate for
a minimum competency test?
YES NO DNK
52. Fifteen questions (#16-30) deal with Basic Concepts of Auto Insurance .
(See page 6 of the Bulletin for a full breakdown of this section.)
Is this content area appropriate for a minimum competency test?
YES NO DNK
53. Thirteen questions (#31-43) deal with General Liability Contracts .
(See pages 6-7 of the Bulletin for a full breakdown of this section.)
Is this content area appropriate for a minimum competency test?
YES NO DNK
54. Five questions (#44-48) deal with basic concepts of Crime Insurance .
(See page 7 of the Bulletin for a full breakdovm of this section.)
Is this content area appropriate for a minimum competency test?
YES NO DNK
55. Two questions (#49-50) deal with General Principles of Suretyship .
(See page 7 of the Bulletin for a full breakdown of this section.)
Is this content area appropriate for a minimum competency test?
YES NO DNK
56. Of the fifteen questions covering Basics , how many of these questions
do you think a minimally competent person will answer correctly?
57.
Of the fifteen questions covering Basics of Auto Insurance ,
how many of these questions do you think a minimally competent
person will answer correctly?
58.
Of the thirteen questions covering General Liability Contracts, how
many of these questions do you think a minimally competent person
will answer correctly?
262
-3-
Casualty Test
59. Of the five questions covering Crime Insurance
,
how many of these
questions do you think a minimally competent person will answer
correctly?
Of the three questions covering Principles of Suretyship
.
how
many of these questions do you think a minimally competent person
will answer correctly?
60 .
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Accldent and Health Test
^uescions 51-58 refer to the major topics covered in the Accident and Health Test.
Ten questions (#1-10) deal with Basics in Accident and Health
insurance. (See page 9 of the Bulletin for a full breakdown
of this section.) Is this content area appropriate for a
mininnim competency test?
YES NO DNK
52. Twenty questions (#11-30) deal with Individual Accident and Health
Provisions
.
(See pages 9-10 of the Bulletin for a full breakdown
of this section.) Is this content area appropriate for a minimum
competency test?
YES NO DNK
53. Fifteen questions (#31-45) deal with Types of Coverage
.
(See page 10
of the Bulletin for a full breakdown of this section.) Is this
content area appropriate for a minimum competency test?
YES NO DNK
54. Five questions (#46-50) deal with Types of Contracts
.
(See page 10
of the Bulletin for a full breakdown of this section.) Is this
content area appropriate for a minimum competency test?
YES NO DNK
55. Of the ten questions covering Basics in Accident and Health insurance,
how many of these questions do you think a minimally competent
person will answer correctly?
56.
Of the twenty questions covering Individual Accident and Health
Provisions
,
how many of these questions do you think a minimally
competent person will answer correctly?
57.
Of the fifteen questions dealing with Types of Coverage , how many
of these questions do you think a minimally competent person will
answer correctly?
58.
Of the five questions dealing with Types of Contracts , how many
of these questions do you think a minimally competent person will
answer correctly?
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Life Test
Questions 51-56 refer to the major topics covered in Che Life Test.
51. Ten questions (//I-IO) deal with Basics in Life insurance. (See
page 8 of the Bulletin for a full breakdown of this section.)
Is this content area appropriate for a minimum competency test?
YES NO DNK
52. Twenty questions (/)ll-30) deal with Life Insurance Provisions
.
(See pages 8-9 of the Bulletin for a full breakdown of this
section.) Is this content area appropriate for a minimum
competency test?
YES NO DNK
53. Twenty questions (#31-50) deal with Kinds of Life Insurance and
Annuities
.
(See page 9 of the Bulletin for a full breakdown of
this section.) Is this content area appropriate for a minimum
competency test?
YES NO DNK
54. Of the ten questions covering Basics in Life insurance, how many
of these questions do you think a minimally competent person will
answer correctly?
55.
Of the twenty questions covering Life Insurance Provisions , how
many of these questions do you think a minimally competent person
will answer correctly?
56.
Of the twenty questions covering Kinds of Life Insurance and
Annuities, how many of these questions do you think a minimally
competent person will answer correctly?

