This paper deals with an efficient algorithm for dampers' viscosity optimization in mechanical systems. Our algorithm optimizes the trace of the solution of the corresponding Lyapunov equation using an iterative method which calculates a low rank Cholesky factor for the solution of the corresponding Lyapunov equation. We have shown that the new algorithm calculates the trace in O(m) flops per iteration, where m is a dimension of matrices in Lyapunov equation (our coefficient matrices are treated as dense).
1. Introduction. We consider a damped linear vibrational system described by the differential equation
where M, D, K (called mass, damping, stiffness matrix, respectively) are real, symmetric matrices of order n with M, K positive definite and D = C u + C, where C u is positive definite and presents the internal damping which is usually taken to be 2-10 % of the critical damping (see pp. 26, 260 [10] ), and C is positive semidefinite.
A very important question arises in considerations of such systems: for given mass and stiffness determine the available dampers' viscosities so as to insure an optimal evanescence.
This optimization problem has been recently considered in [15] , [12] , [4] , [13] .
For such optimization one can use different optimization criteria (see [13] ). One of the frequently used criteria is the so-called spectral abscissa criterion, which requires max k Reλ k = min , where λ k are complex eigenfrequencies of the system.
Another criterion, used in [17] , [15] , [13] , [4] is given by requirement of the minimization of the total energy of the system, that is ∞ 0 E(t) dt = min (1.1)
given frequency range. It can be shown that this average is the trace of the solution of the corresponding Lyapunov equation. A general algorithm for the optimization of damping does not exist. Available algorithms optimize only viscosities of dampers, not their positions. Two types of algorithms are currently in use. The first type are the Newton-type algorithms for higher-dimensional (constrained or unconstrained) problems which use some Lyapunov solvers, and the second type are the algorithms which explicitly calculate the trace of the solution of the corresponding Lyapunov equation.
One algorithm of the second type was presented in [17] for the case when C u = 0 and the rank of the matrix C is one. Moreover, in [17] Veselić has given an efficient algorithm which calculates optimal v, where C = vcc * , and the optimal viscosity is given by a close formula.
On the other hand, in [13] a Newton-type algorithm for the case with internal damping (C u = 0) with C = vC 0 C * 0 , where r ≡ rank(C 0 ) > 1, has been proposed. This algorithm calculates the trace of the solution of the corresponding Lyapunov equation as a function of viscosity v of dampers in O(r 3 m 3 ) flops, where m = 2n (dimension of the phase space). This means that if the degrees of freedom of dampers r n (r = 2, 3, 4) , this algorithm can be more efficient than the standard methods which use Lyapunov solvers such as e.g. Bartels-Stewart which cost 30O(m 3 ) operations per iteration.
Unfortunately, all existing algorithms calculate the solution of the Lyapunov equation and do not take advantage of the fact that we need only the trace of the solution.
Thus, we propose a different approach for optimization of the trace of the solution of the corresponding Lyapunov equation. Our algorithm calculates only the trace of the solution of the Lyapunov equation using an iterative method for a low rank Cholesky factor of the solution of the corresponding Lyapunov equation. This fact allows a more efficient memory usage. Further, in the case when only a small part of undamped spectra (say, the first s smallest undamped eigenvalues) is dominant, We also present a new error bound for the trace approximation, which shows that sometimes the structure of the right-hand side of the Lyapunov equation can greatly influence the accuracy of the solution.
The paper is organized as follows. Section 2 describes a mathematical model we will use and three different algorithms for optimization of the trace of the solution of the corresponding Lyapunov equation. Then, Section 3 contains the algorithm which calculates the trace of the solution using Low Rank Cholesky Factor ADI (LRCF-ADI) proposed in [6] (we use the algorithm described in [8] ). Since the proper choice of ADI parameters is crucial for efficiency of the LRCF-ADI method, we describe two different algorithms for selection of a suboptimal set of ADI parameters. One is proposed by Penzl in [8] and the other is new and it is based on the result that the optimal set of ADI parameters in the case of "modal damping" is given by the set of 2s eigenvalues of the matrix A which correspond to 2s undamped eigenvalues (for more details see [14] ). In Section 4 we present a new error bound for the trace obtained by the new algorithm. Finally, in the last section we compare our new algorithm (applied by using two different suboptimal sets of ADI parameters) with algorithms from [16] , [3] and [13] .
We will use the following notation: matrices written in simple Roman fonts, M , D or K for example, will have O(n 2 ) entries. Matrices written in mathematical bold fonts, A, B will have O(m 2 ) entries, where m = 2n. And finally, matrices written in Blackboard bold fonts A, or D will have more than O(m 3 ) entries. The symbol · stands for the standard 2-norm, while · F denotes a Frobenius norm. R(A) denotes a column space spanned by the columns of the matrix A.
2. Setting the scene. As described in [13] , [12] , [15] , [4] , minimization of the total energy (1.1) is equivalent to minimization of the trace of the solution of the Lyapunov equation. For the sake of completeness, we will shortly describe the basics of this approach.
We consider a damped linear vibrational system described by the differential equation
where M, C, K (called mass, damping, stiffness matrix, respectively) are real, symmetric matrices of order n with M, K positive definite and D = C u + C positive semidefinite, where C u describes internal damping. Often the matrix C has a small rank. An example is the so-called n-mass oscillator or oscillator ladder ( Fig. 2 Here m i > 0 are the masses, k i > 0 the spring constants or stiffnesses, e i is the i-th canonical basis vector, and v is the viscosity of the damper applied on the i-th mass (in Fig. 2 .1 k 0 = 0). Note that all dampers have the same viscosity and that rank of the matrix C is two. In this paper we study the system with r equal dampers where we assume that r n (usually r = 2, 3, 4) which will alow us to use one-dimensional optimization process (MatLab function fminbnd). To (2.1) there corresponds the eigenvalue problem
Obviously all eigenvalues of (2.2) lie in the left complex plane.
Using the eigenvalue decomposition
where Ω = diag(ω 1 , . . . , ω n ) , ω 1 < . . . < ω n and setting 
(we are now in a 2n-dimensional phase space), with the solution y = e At y 0 , where y 0 is the initial data.
(2.7)
Note that, the numbers
are the eigenvalues of the corresponding undamped system
and we call them eigenfrequencies of the system. The eigenvalue problem Ay = λ y is equivalent to (2.2) . The energy of the system is given by
Now, (1.1) can be written as
is the solution of the Lyapunov equation
Inconvenience of criterion (2.9) is its dependence on the initial data y 0 . Thus, similarly as in [15] , instead of the quantity y T 0 Xy 0 we are going to take its mean 4 value over all initial data y with the unit energy y 2 . Therefore, instead of (2.9) we require y0 =1 y T 0 Xy 0 dσ = min (2.12) where dσ is a chosen probability measure on the unit sphere S 2n = {y 0 ∈ R 2n ; y 0 = 1}.
In [15] , [9] and [13] it has been shown that (2.12) is equivalent to
where Z is a symmetric positive semidefinite matrix which may be normalized to have a unit trace. If we take for the measure σ the measure generated by the Lebesgue measure on R 2n , we obtain Z = 1 2n I. Further, it is easy to show that
where Y is a solution of the so-called "dual Lyapunov equation"
The structure of the matrix Z has been studied in detail in [9] and some of these results are presented in [13] .
Throughout this paper we will assume that the matrix Z has the form
where I s is the s-dimensional identity matrix, and 0 ti is the t i -dimensional (i = 1, 2) zero matrix, where t 1 and s are defined such that eigenfrequencies from (2.8) smaller than ω t1 and greater than ω t1+s are not dangerous (observe that t 2 = n − t 1 − s). Now we will briefly describe the existing algorithms for optimization (2.13) .
In [17] a solution of problem (2.13) has been given in the case when C u = 0 and rank(C) = 1. In particular,
which made it possible to find the minimum explicitly by a simple formula. The case rank(C) > 1 seems to be essentially more difficult to handle. In [13] problem (2.13) with C u = 0 and rank(C) > 1, has been considered. In particular,
where H s denotes the upper Hessenberg matrix for whose construction one needs derivative of the function ε → T r(ZX(ε)) almost for free, the whole optimization process costs 112 3 r 3 m 3 + O(r 2 m 2 ). On the other hand, a more general case with the damping matrix
has been considered in [3] . There, a Newton-type algorithm has been proposed, which uses the Bartels-Stewart Lyapunov solver. As we will see in the last section, each of these algorithms has some advantages in certain situations. But all of them calculate the whole solution and then use only the trace.
As we have mentioned in the Introduction, our approach here consists of constructing an efficient algorithm which will derive the trace T r(ZX(v)) using the LRCF-ADI method, and then find the minimum of the function v T r(ZX(v)) using some standard minimization process such as the golden section search which has been implemented in the MatLab function fminbnd. Since we calculate only the trace and not the whole solution, our algorithm is much faster then existing ones which calculate the whole solution first and then the trace. The next section contains a description of our new algorithm.
3. The main algorithm. As described in the last section, our aim is to minimize the trace of the Lyapunov equation
where rank(G) = 2s , s n and
The vector e ij is the i j -th canonical basis vector and r is the number of dampers. We assume that Ω = diag(ω 1 , . . . , ω n ) , where ω 1 < . . . < ω n .
Note that for Z defined as in (2.14), we have Z = GG T , where
4)
G ∈ R m×2s , s n. This assumption and the fact that the solution of (3.1) is positive definite allow us to use the Low Rank Cholesky Factor ADI (LRCF-ADI) proposed in [6] (see also [7] ) and implemented in [8] . As we will see through this paper, the choice of this algorithm for computing the trace of the Lyapunov equation has many advantages. The most important fact is that by using this algorithm one can find the trace of the solution without calculating the whole solution which can substantially speed up the calculation.
As we have mentioned above, since s n, we are going to use the LRCF-ADI algorithm for solving the Lyapunov equation
The basic code taken from [8] reads:
Algorithm 1 (Low rank Cholesky factor ADI (LRCF-ADI))
Here {p 1 , p 2 , . . . , p imax } denotes a set of ADI parameters. As pointed out in [8] , the proper choice of ADI parameters is crucial for efficiency of the LRCF-ADI method. There exist several routines for selection of ADI parameters. We will describe two of them:
The first has been presented in [8] and it is based on the following two ideas. First, we generate a discrete set, which "approximates" the spectrum, which is done by a pair of Arnoldi processes (we calculate the set of Ritz values). Then we choose a set of shift parameters which is a subset of the set of Ritz values by a heuristic that delivers a suboptimal set of ADI shifts. As we will see in the last section, sometimes this choice can yield a poor approximation of the trace, especially in cases when the viscosity is of small magnitude or in the case when s is not small enough.
The second routine has been proposed in [14] and contains the following 4 steps: 1. Find the indices of 1 s on the right hand side (i.e. find positions of ones in the matrix GG T ) 2. Find the corresponding submatrix of A using these indices (i.e. form the submatrix A s ). 3. Take a "little bit bigger block" A block (which depends on a particular problem) which includes the submatrix A s . 4. Eigenvalues of the chosen matrix A block are ADI parameters (p 1 , . . . p l ∈ σ(A block )). Once we find a proper set of ADI parameters we can proceed with implementation of Algorithm 1.
Before we write our algorithm for deriving the trace of the solution of the Lyapunov equation (3.1), we will point out some facts and introduce some notations which will be used later.
First, in Algorithm 1 one has to compute the inverse of (A + p i I). In our case
Since we consider the problems with rank(D 0 ) = r n, one can use Sherman-Morrison-Woodbury formula for calculation of the inverse (A + p i I) −1 ([5, (2.1.4), p.51.]). For this purpose we will need the following notation
Now, we can write
Note that the inverse A 0 (p i ) −1 can be derived directly, that is
This means that all matrices in (3.6) can be computed directly, except
The matrix I r − vD T 0 A 0 (p i ) −1 D 0 is of order r. Using the above considerations we can adapt Algorithm 1 for calculating the trace of the solution of the Lyapunov equation (3.1) in the following way:
Algorithm 2 (calculating the trace using LRCF-ADI)
Assuming that we have a proper set of ADI parameters we can calculate the costs for the upper algorithm. Note that every step in Algorithm 2 contains A 0 (p j ) −1 G. It is easy to see that this multiplication costs 2s · O(m) flops. Further, the inner loop ) is not it's only advantage. The fact that Algorithm 2 calculates only the trace of the solution of the Lyapunov equation implies much more efficient memory usage. Indeed, in each iteration step of Algorithm 2 we have to save only one m × 2s matrix (in each step we overwrite the old one) instead of standard LR-CFADI where we have to form the factor which is a matrix of dimension m × 2s · l, where l is the number of iteration steps.
Since the efficiency and accuracy of Algorithm 2 depends on a proper choice of ADI parameters, in the next section we will analyze accuracy of the solution obtained by Algorithm 2 using a new sub-optimal set of ADI parameters.
Quality of the new choice of ADI parameters.
In this section we present an error bound for the approximation of the trace of the solution of the Lyapunov equation obtained by Algorithm 1(Algorithm 2) generated by ADI parameters {p 1 , . . . , p l } obtained by a new suboptimal choice proposed in the last section.
The error bound contains two parts: the first part belongs to the approximation of the solution X of Lyapunov equation (3.1) with its l-th approximation X l obtained by Algorithm 1(Algorithm 2) with the set of ADI parameters which corresponds to a certain subset of the spectrum of the matrix A. This bound was presented in [14, Theorem 2.1].
The second part of the bound belongs to the approximation of a suboptimal set of ADI shifts ("exact eigenvalues" of the matrix A) with some approximative values. This approximation has to be done since the location of eigenvalues which represent a suboptimal set of ADI shifts is still an open problem.
Thus, let the matrix X l be the approximation of the solution X l by Algorithm 1(Algorithm 2) with the set of ADI parameters {p 1 , . . . , p l } obtained by our new suboptimal choice.
Thus, we can write:
|T r(X) − T r( X l )| ≤ |T r(X) − T r(X l )| + |T r(X l ) − T r( X l )| (4.1)
As pointed out above, the bound for |T r(X) − T r(X l )| will be taken from [14, Theorem 2.1], assuming that A is diagonalizable with eigendecomposition:
Let X l be the l-th approximation obtained by Algorithm 1(Algorithm 2) with the set of ADI parameters which correspond to any subset of exact eigenvalues of the matrix A (i.e. λ ki ∈ σ(A), for i = 1, . . . , l). Then the following bound holds [14, Theorem 2.1]:
, and σ(j, k)
and
that is, g i denotes i-th row of the matrix G. As shown in [14] , the right-hand side of (4.2) strongly depends on the magnitude of g k 2 F , k = 1, . . . , k 0 (the structure of the matrix G is important). For example, if
then we can choose λ k1 , . . . , λ k l such that σ(j, 1) = . . . = σ(j, l) = 0 for j ≥ 2. This is fulfilled for k i = i. If S , Re(λ j ) and the rest of σ(j, k)'s have modest magnitudes, then from (4.2) we have
With this assumption we will continue with bounding the second part of the righthand side of (4.1). Without loss off generality, we will assume that the matrix G from (3.1) has the following form G = [I s , 0] T , where I s is an identity matrix of dimension s, that is
It is important to note that in the case when G has the form defined as in (4.6), then our choice of ADI parameters is given as the set of eigenvalues of the matrix A block , where A block = (A 0 ) 11 −v d 1 d T 1 , and where, after perfect shuffle permutation, A has the following form:
Usually, the dimension l of the matrix A block is taken as 3s ≤ l ≤ 5s. Note that we can write
which means that our ADI shifts are exact eigenvalues of the matrix A.
Recall that X l is the l-th approximation of the solution of the Lyapunov equation (3.1) obtained by Algorithm 1(Algorithm 2) generated by the set {λ 1 , λ 2 , . . . , λ l }, where λ i ∈ σ(A), for i = 1, . . . , l, while X l is the l-th approximation of the solution of the Lyapunov equation (3.1) obtained by Algorithm 1(Algorithm 2) generated by the set of ADI parameters obtained by our new suboptimal choice of ADI parameters, that is, with
Our choice of ADI parameters can be written as
Further, X l and X l can be written as
where W j and W j are matrices obtained by Algorithm 1 (Algorithm 2) . Then, if we write
it is easy to show that the following first order bound holds:
We will continue with bounding δW j F . Let W j be the j-th matrix obtained by Algorithm 1(Algorithm 2) with ADI parameters {λ 1 , . . . , λ l }, with input matrices A and G, where G is defined as in (4.6). In [14] it has been shown that W j can be written as:
where σ(j, k) are given by
for j > 1 .
Indeed, from Algorithm 1(Algorithm 2) (for more details see the proof of [14, Theorem 2.1]) it follows that
which together with the fact that in the above equality we have a j − 1 diagonal matrix of the form
. . , m, k = 2, . . . , j, gives (4.9).
Here it is important to note that all eigenvalues of the matrix A from (3.2) are given in complex conjugate pairs. Thus, if we choose ADI parameters as the first l exact eigenvalues of A, then the structure of σ(j, k) implies σ(j, k) = 0 for j = 1, . . . , l, j > k .
Similarly, let W j be the j-th matrix obtained by Algorithm 1(Algorithm 2) with ADI parameters {p 1 , . . . , p l }, with the same input matrices A and G, where p i is defined by (4.7).
Now it is easy to see that from (4.9) and (4.10) it follows that δW j = S · diag (δζ(j, 1) . . . , δζ(j, k), . . . δζ(j, m)) S −1 G , where δζ(j, k) = −2 Re(λ j ± δλ j ) · σ(j, k) − −2 Re(λ j ) · σ(j, k) (4.11)
Now, δW j can be written as
Recall that we have assumed that G satisfy (4.5) and that all Re(λ j ), σ(j, k)'s for k ≥ l have modest magnitudes such that
and −2 Re(λ j ) O(ε) = O(ε), then, as we have already pointed out, there holds |T r(X) − T r(X l )| ≤ O(ε). Thus, if
then we have the following first order approximation:
Thus, the above consideration implies that we have to bound more carefully the first l components of the matrix δW j from (4.4) than the rest of the components. That is, we are going to bound |δζ(j, i)| for j = 1, . . . l.
For 1 < j and k ≤ l we have the following:
which can be written as
Further, let δW j (k, :) be the k-th row of the matrix δW j defined by (4.12). Assumption (4.5) implies that the entries in δW j (k, :) will be small in magnitude for k > l. Thus for k > l the following simple bound is quite satisfactory to us:
Finally, we can bound the right-hand side in (4.8). Indeed,
where
and |δζ(j, k)| −2 Re(λ j ) · |σ(j, k)| + | σ(j, k)| + |η j | 2 · | σ(j, k)| , k > l . (4.17)
Now, from (4.2) and (4.15) it follows that
|σ(j, k)| 2 · g k 2 , (4.18)
where all quantities used in the above bound are defined in the above consideration. From (4.16) and (4.17) it follows that an important part in our bound is played by the perturbation of eigenvalues. Since we have assumed that all eigenvalues of the matrix A are simple, the following (see [1] or [11] ) holds:
where s k and t k are right and left eigenvectors belonging to λ k normalized so that s k = t k = 1 and |t * k s k | = t * k s k . Now from (4.19) and (4.14) it follows that
As the last issue in this section, we are going to discuss how realistic is our assumption (4.5) . It is obvious that assumption (4.5) will be fulfilled if R(G) is close to column space R(S).
We are going to derive a bound for viscosity v, from which will be possible to conclude when it will our assumption g j ≈ √ ε, for j = l + 1, . . . , m be feasible. Recall that we have denoted G = S −1 G = g 1 , . . . , g l , g l+1 , . . . g m T .
Note that for (4.6) G contains only the first s columns of the matrix T * = S −1 . Further, let A = S Λ S −1 be the eigenvalue decomposition of the matrix A. Note that since A is block diagonal, S will be block diagonal too. Thus for v of modest magnitude one can expect that T * will have an almost block diagonal structure.
If we write
. . , g m T in the following way:
where (E S ) 21 denotes an off diagonal block which contains rows from l + 1 up to m and the first s columns of E S . Now using simple equality
one can easily see that
All together implies our assumption (4.5) will be fulfilled, which means that g k ≈ √ ε, for k = l + 1, . . . , m.
Numerical illustration.
In this section we will compare different algorithms for damper's viscosity optimization considering a simple mechanical system consisting of three rows of n masses connected with n + 1 springs on the left-hand side on the fixed base and on the right-hand side on the mass m 0 connected to the fixed base with the spring with stiffness k 0 (see Figure 5 .1). Let v = 4, s = 20 and let l = 60 be the number of ADI shifts generated by a new algorithm proposed in Section 3. Simple calculation gives that the first part in the bound (4.18) is bounded with 0.7876, while the second part is bounded with 100.7001. All together gives
At the same time real relative error for the l-th approximation of the trace is:
It has to be pointed out that for the considered configuration a relative error in eigenvalues satisfies
while for the norms of the rows of the matrix G = S −1 G it holds
The above example shows that, although we do not have a very accurate approximation for all eigenvalues and eigenvectors (which was expected), we still have 4 exact digits in our approximation of the trace while our bound predicts 2 exact digits.
We continue with the analysis of all 1296 configurations. The following table contains the ratios between optimal traces obtained by algorithms LRCF-ADI-Penzl and LRCF-ADI-new (3. and 4.) and algorithms New. As one can see from Table 5 .1, in 5.2 % of our experiments the optimal trace obtained by the algorithm LRCF-ADI-new is more than 2 % larger than the optimal trace obtained by New.-new, while in 15.7 % of our experiments the optimal trace obtained by LRCF-ADI-Penzl is more then 2 % larger than the optimal trace obtained by New.-new. At the same time, in 2.7 % of our experiments, both algorithms (LRCF-ADI-new and LRCF-ADI-Penzl ) obtain at least 2 % larger optimal trace than optimal trace obtained by LRCF-ADI-new.
Since the discrepancies in both cases were not expected, we will consider carefully the cases in which they appear. It comes out that by the algorithm LRCF-ADI-new in 5.2 % we have obtained a larger trace in comparison to the algorithm New.-new, whereas in 15.7 % we have obtained a larger trace by the algorithm LRCF-ADI-Penzl in comparison to the algorithm New.-new. This has been caused by using of wrong intervals: [0, 500] for LRCF-ADI-new and [0, 5000] for LRCF-ADI-Penzl, respectively. For example, in the above mentioned situations the algorithm LRCF-ADI-new has obtained the optimal trace for optimal viscosity v = 500, which is obviously wrong. On the other hand, in 2.7 % of our experiments the optimal trace obtained by the algorithms LRCF-ADI-new and LRCF-ADI-Penzl is smaller than the optimal trace obtained by algorithm New. As expected (with a usage of correct intervals on which we perform minimization) in 30 % of our experiments the optimal trace obtained by New.-Bart.-Stew. is more then 5 % smaller than optimal trace obtained by algorithm LRCF-ADI-new, while in 35 % of our experiments the optimal trace obtained by New.-Bart.-Stew. is more then 5 % smaller than optimal trace obtained by algorithm LRCF-ADI-Penzl. But in 6 % of our experiments the optimal trace obtained by algorithm LRCF-ADI-new is smaller than the optimal trace obtained by New.-Bart.-Stew., which was definitively unexpected. The reason for this lies in the fact that in these particular situations starting point for New.-Bart.-Stew., obtained by the algorithm proposed in [3] , is wrong. For illustration we consider the case with Considering the above mentioned, we can conclude that both algorithms based on the LRCF-ADI Lyapunov solver combined with some non-smooth optimization give us very satisfactory results.
At the same time, the number of operations needed for one optimization with algorithm LRCF-ADI-new is much smaller than the number needed for optimization with algorithm New.-new. For illustration, to obtain optimal viscosity with algorithm LRCF-ADI-new one usually needs ∼ 20 iterations which together with (3.9) gives 20 · (280O(m) + 10/3(3s) 3 ) operations, where the second number in the bracket 10/3(3s) 3 stands for the number of operations needed for calculating the ADI parameters (eigenvalues of a 3s × 3s nonsymmetric matrix (see [5] )). On the other hand, as shown in [13] , the algorithm New.-new needs 14/3 (2rm) 3 + O(r 2 m 2 ) operations which is obviously much more.
