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Abstract
In this thesis we present a detailed bifurcation analysis of a semiconductor laser
subject to phase-conjugate feedback (PCF). Mathematically, lasers with feedback are
modelled by delay differential equations (DOEs) with an infinite-dimensional phase
space. This is why, in the past, systems described by DOEs were only studied by
numerical simulation. We employ new numerical bifurcation tools for DOEs that go
much beyond mere simulation. More precisely, we continue steady states and periodic
orbits, irrespective of their stability with the package DDE-BIFfOOL, and present here
the first algorithm for computing unstable manifolds of saddle-periodic orbits with one
unstable Floquet multiplier in systems of DOEs. Together, these tools make it possible,
for the first time, to numerically study global bifurcations in ODEs.
Specifically, we first show how periodic solutions of the PCF laser are all connected
to one another via a locked steady state solution. A one-parameter study of these steady
states reveals heteroclinic bifurcations, which tum out to be responsible for bistabil-
ity and excitability at the locking boundaries. We then perform a full two-parameter
investigation of the locking range, where we continue bifurcations of steady states and
heteroclinic bifurcations. This leads to the identification of a number of codirnension-
two bifurcation points. Here, we also make a first attempt at providing a two-parameter
study of bifurcations of periodic orbits in a system of ODEs. Finally, our new method
for the computation of unstable manifolds of saddle periodic orbits is used to show how
a torus breaks up with a sudden transition to chaos in a crisis bifurcation.
In more general terms, we believe that the results presented in this thesis showcase
the usefulness of continuation and manifold computations and will contribute to the
theory of global bifurcations in DOEs.
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Chapter 1
Summary and overview
Recently there has been much interest in the nonlinear dynamics of semiconductor
lasers; see, for example, the recent overviews Refs. [37, 59, 60] and further refer-
ences therein. Due to the material properties of semiconductor lasers, external influ-
ences can alter the stability and dynamics of the laser dramatically. Knowledge of this
effect is therefore essential for physical applications. Of particular interest are lasers
subject to optical feedback, such as lasers with conventional optical feedback (COF)
from an external mirror [17, 44, 46, 49], lasers with opto-electronic feedback [67], mu-
tually coupled lasers with delay [33] and lasers with phase conjugate feedback (PCF)
[1,6, 19,22,23,35,61], the case considered here. In all these cases the relevant and
generally well-established models are delay differential equations (DOEs) [7,9,31).
Delay generally arises by optical reflection on an external reflector such as a CD or an
optical fibre, so that the laser 'sees' its past output after a fixed time delay. Feedback can
easily destabilise the laser and lead to regimes of chaotic output. In many applications
this is unwanted, and expensive optical isolators need to be used. However, recently
there has been considerable interest in the controlled production of chaotic optical out-
put for use in chaotic communication schemes [16, 66]. In general, an understanding
of the dynamics of a semiconductor laser with feedback can lead to new uses and better
control of lasers. Considering the vast amount of lasers used in applications, this is of a
considerable economic interest.
On the mathematical side, there has been a lot of interest recently in delay differ-
ential equations, at least partly motivated by the many applications including biology
[50], chemistry [15], neural networks [47] and control theory [21]. It is quite a chal-
lenge to understand the dynamics and bifurcations of a DOE. Already in the case of one
fixed delay r (like in a laser with feedback), the phase space of the DOE is the infinite-
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dimensional space of continuous functions on the delay interval [-r.O]: see Ref. [62]
and Chapter 3. Tackling delay equations arising in applications is analytically very hard,
and for a long time the only numerical tool was simulation by direct integration of the
DOE.
The good news is that this is now changing dramatically with the arrival of continu-
ation software, notably the package DDE-BIFfOOL [12, 13, 14], which allows the user
to find and follow equilibria and periodic orbits irrespective of their stability. Changes
of the stability (local codimension-one bifurcations) can be detected and also followed
as parameters are varied. DDE-BIFfOOL essentially implements the local bifurcation
theory of DOEs [7]. (This has roughly the same functionality that the local bifurcation
theory part of the well-known continuation package AUTO [8] has for ordinary differen-
tial equations (ODEs).) DDE-BIFfOOL is still under development with new capabilities
being added: one is the continuation of homoclinic and heterocIinic orbits to equilibria:
see Ref. [55] and Chapter 8.
There are already some examples of the usefulness of these new techniques. In
the series of papers [30, 52, 53] connecting bridges of periodic solutions were studied
between steady states in the COF laser using DDE-BIFTOOL. Similar work on the rate
equations describing a vertical-cavity surface-emitting laser (VCSEL) can be found in
[56]. Continuation studies of the PCF laser can be found in [26,27,28].
As is known from the respective theory for ODEs, the next step is to understand the
global dynamics of a DOE. To this end one needs to find not only saddle points and
saddle periodic orbits, but also their global stable and unstable manifolds. Except in the
case of a one-dimensional unstable manifold of an equilibrium [27] (see Section 3.1).
they cannot be found by mere simulation, but require more sophisticated methods. We
have made a step in this direction by providing the first algorithm for computing global
unstable manifolds of saddle periodic orbits with one unstable Floquet multiplier in sys-
tems of DOEs. This allows us, for the first time in DOEs, to compute certain invariant
objects, for example, an underlying torus on which a locked solution lies. Furthermore.
we can detect certain global bifurcations, an example is the crisis bifurcation discussed
in Chapter 9: see also [28].
This thesis is an in-depth study of complicated dynamics and routes to chaos in a PCF
laser using the new tools of continuation and manifold computations. The numerical
bifurcation analysis presented in this thesis is one of the first examples of its kind for
DOEs.
We began our study by analysing the effect a variation of the feedback strength has
3on the dynamics of the PCF laser. Mathematically, this requires a one-parameter study
of the governing rate equations. Previous studies by direct integration of the DOE mod-
elling the PCF laser found that as the feedback strength was increased the overall picture
was that of regions of periodic output interspersed with 'bubbles' of more complicated
dynamics, which for the most part were chaotic [35]. OUf first step is to analyse the
periodic solutions found between these chaotic regions using the recently developed
continuation package DDE-BIFTOOL; see Section 3.4.2. This reveals that a number
of them end in Hopf bifurcations associated with the same unstable steady state, there-
fore, a connection between the periodic solutions of the peF laser is found. This pall of
OUf study also leads to the discovery of homoclinic orbits associated with the periodic
solutions.
OUf next step is to study in detail the steady state solution to which the periodic so-
lutions are connected. This steady state is shown to be stable for low feedback strengths.
By using continuation techniques alongside the computation of unstable manifolds of
equilibria we reveal global bifurcations and bistability at both boundaries of this re-
gion of stability. These global bifurcations are a saddle-focus heteroclinic bifurcation,
where we computed the associated heteroclinic orbit using a new functionality of DDE-
BIFTOOL [55], and a heteroclinic bifurcation between a saddle steady state and a saddle
periodic orbit, which we identified by computing unstable manifolds of saddle equilibria.
The next logical step in the analysis of the PCF laser is to construct a full two-
dimensional bifurcation diagram. While two-parameter continuation of bifurcations of
periodic orbits in DOEs is currently unavailable, we perform a full two-parameter study
of the bifurcations of the steady state and a two-parameter continuation of the saddle-
focus heteroclinic orbit. This revealed a key organising centre for the dynamics of the
peF laser, namely, a codimension-two bifurcation of the heteroclinic orbit, which is
identified as a T-point bifurcation.
We then study a transition from one of the periodic solutions to the 'second bubble'
of chaos in the PCF laser. By using a new tool we developed for the computation of
unstable manifolds of saddle-periodic orbits in systems of DOEs, we are able to show
that a crisis bifurcation is responsible for this sudden transition to chaos. This part of our
study also leads to the discovery of regions of bistability associated with this transition.
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Outline of the thesis
In Chapter 2 we introduce the general theory of semiconductor lasers and optical feed-
back.
Chapter 3 provides a detailed introduction into the general theory and computational
methods for DOEs. We first explain equilibria, periodic solutions, the Poincare map and
unstable manifolds in terms of the structure of a DOE. Secondly, we explain numerical
integration of a DOE and then new tools, namely, numerical continuation using DDE-
BIFfOOL and computing unstable manifolds of saddle periodic solutions.
A semiconductor laser subject to phase-conjugate feedback (PCF) is introduced in
Chapter 4. The PCF laser, a technologically relevant example of a DOE, will be the
object of study throughout the rest of this thesis.
In Chapter 5 we present an algorithm for computing unstable manifolds of saddle-
type periodic orbits with one unstable Floquet multiplier in systems of DOEs.
Chapter 6 provides a detailed bifurcation analysis of the frequency locked, extemal-
cavity modes (ECMs) of the PCF laser. We continue steady states and periodic orbits
irrespective of their stability. In this way, we show that the periodic orbits corresponding
to the ECMs are connected to the steady state solution of the PCF laser. We also identify
symmetric and non-symmetric homoclinic orbits and hysteresis in the system.
In Chapter 7 we investigate, in detail, the steady state solution, which we refer to as
the locking range of the PCF laser. Again, we find and follow steady states regardless
of their stability and compute unstable manifolds of saddle equilibria. Furthermore, we
identify heteroclinic bifurcations, which tum out to be responsible for bistability and
excitability at the locking boundaries.
The locked, steady state solution of the PCF laser is investigated in further de-
tail in Chapter 8. We perform a two-parameter bifurcation analysis and show how
codimension-two bifurcations globally organise the dynamics of the PCF laser near the
locking range.
In Chapter 9 we use the new method of computing unstable manifolds of saddle
periodic orbits in DOEs (introduced in Chapter 5) to investigate a transition to chaos in
the PCF laser. We show how a torus breaks up with a final sudden onset of chaos in a
crisis bifurcation. We also identify regions of bistability between periodic solutions and
other attractors in the system.
Finally, in Chapter 10 we draw conclusions and discuss future work.
Chapter 2
Semiconductor lasers
The majority of lasers in application today are semiconductor lasers. They can be found,
for example, in CD-players, laser printers and in optical communications networks.
Semiconductor lasers are so-called Class B lasers, in which the polarization of the elec-
tric field can be adiabatically eliminated. As a consequence, they can be described well
by three-dimensional rate equations, one for the complex electric field E{t) and one for
the population inversion N(t) (the number of excited states that can produce a single
photon). It turns out that the phase cp (t) of the electric field follows the two equations
for the optical intensity P(t) and the inversion N{t). Therefore, a solitary semiconduc-
tor laser is essentially a two-dimensional dynamical system that cannot exhibit chaotic
dynamics. The only observable dynamical behavior is a damped periodic exchange be-
tween the electric field and the inversion. These oscillations are referred to as relaxation
oscillations in the laser literature (not to be confused with relaxation oscillations in slow-
fast systems); see, for example, [37,59] as an entry point to the theory of semiconductor
lasers.
To obtain chaotic dynamics requires the addition of one or more degrees of freedom
to the system describing a semiconductor laser. The good news, from a dynamical sys-
tems point of view, is that this is easily achievable with the addition of some form of
external forcing. This forcing may be due to noise, optical injection from another laser,
or delayed optical feedback; see Section 2.2.
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2.1 Semiconductor laser rate equations







for the evolution of the slowly varying complex electric field E{t) and the population
inversion N{t) [59]. In equations (2.1) and (2.2), P{t) denotes the photon density within
the laser cavity which is directly proportional to the optical intensity IE(t) 12. Other
parameters include the differential-gain GN, and the threshold carrier density Nth. The
pumping terms in equation (2.2) involve the current density J which is injected into an
active layer of depth d, and the magnitude of the electron charge q. The carrier lifetime
T, is typically I"V 1 ns and the photon lifetime Tph rv 1 ps.
The linewidth enhancement factor a is an important material property of a semicon-
ductor laser. It governs a strong nonlinear coupling between the amplitude of the light
and phase variations of the light inside the laser cavity. It is defined as a ratio between the
imaginary and real parts of the differential gain coefficients, QN and GN' respectively,
(2.3)
Any change in the optical gain G results in a change in the optical frequency Q. For
semiconductor lasers, a typically take values between 2 and 6; we note that for gas or
solid-state lasers, a is approximately zero. Physically, a enhances the line-width of the
laser by a factor of 1+ a2, which is a strong effect in semiconductor lasers.
2.2 Optical feedback
Optical feedback results when part of the solitary laser's output intensity is fed back into
the laser after a time T. This feedback can be unwanted, for example, reflections from
a CD or optical fibre. However, controllable feedback can be obtained by adding an
external mirror to the laser set-up; see already Fig. 4.1.
This addition of a conventional optical reflector to the laser set-up results in conven-
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tional optical feedback (COF) [17,49]. Mathematically, this feedback is described by
adding a delay term to equation (2.1) [44], resulting in the following delay differential
equation (DOE) for the evolution of the electric field,
E·(1) -_ dE () [ 1
dt
+ KE t - r exp -iwor .
Solitary Laser
(2.4)
In equation (2.4), the relevant feedback parameters are the feedback strength K, the
round-trip time in the external cavity r, and the feedback phase e-iwo r; where Wo is
the optical frequency of the solitary laser.
Equation (2.4) assumes weak feedback so that multiple round-trips in the external-
cavity can be neglected. It also assumes no significant change in the electric field dur-
ing one internal round-trip so that complex modal dynamics can be neglected, in other
words, the laser is single-mode. Even with these simplifications, the theoretical results
obtained using equations (2.2) and (2.4) have been shown to compare very well with
experimental results.
Mathematically, the delay implies that the phase space of the system is now infinite-
dimensional; see Chapter 3. The dynamics of the laser are no longer restricted to re-
laxation oscillations, for example, the dynamics of the laser with feedback can undergo
period-doubling, and exhibit quasiperiodic motion and chaos.
A local stability analysis of equations (2.2) and (2.4) reveals that the number of so-
lutions increases as the feedback strength is increased [62]. These are running phase
solutions, or external-cavity modes (ECMs) or continuous wave (CW) states of the COF
laser, and are of the form (Rseiw,/ ,Ns) where R». t»; and N, are constant and can be
determined from equations (2.2) and (2.4). They are created in pairs in saddle-node
bifurcations, each pair consists of a mode and an antimode. All antimodes are always
saddle points and the majority of modes are quickly destabilised in Hopf bifurcations
as the feedback strength K or the feedback phase e-iwor is varied. Note here that equa-
tions (2.2) and (2.4) have Si-symmetry. When this symmetry is taken into account an
ECM can be reduced to a fixed point by using a rotating frame of reference.
With such a large number of saddle points in the system, the COF laser can pro-
duce a wealth of dynamical behaviour. The most studied dynamics in the COF laser
are known as low frequency fluctuations (LFF) and recently the related regular pulse
packages (RPPs). Regular pulse packages occur in the short cavity regime, where the
number of modes is not too large [32]. They are characterised by a regular quasiperiodic
global orbit in phase space. As the feedback strength and, hence, the number of modes
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increases the dynamical regime changes to that of LFF. These are characterised by an
irregular global orbit in phase space, with large power drop-outs. For higher pump-
currents the LFF regime becomes more chaotic, this is known as Coherence Collapse
[45].
In Chapter 4 we introduce the semiconductor laser with phase-conjugate feedback
(PCF). We will see that the equations describing the PCF laser have Z2-symmetry. Due
to this discrete symmetry the PCF laser does not exhibit the same dynamical behaviour
as the COF laser. As we shall see, the discrete symmetry of the PCF laser means that
there may be symmetry-breaking bifurcations, which playa crucial role in the dynamical
behaviour of the peF laser.
As we have seen, delay differential equations (DOEs) are vital in modelling lasers
with feedback. Before we investigate the dynamics and bifurcations of the PCF laser.
we first provide a brief introduction into the theory of DOEs and computational methods
used in investigating them.
Chapter 3
General theory of DDEs
We now recall some basic facts on DOEs; see Refs. [7, 31, 62] as general references
to the theory. Readers may find it useful to look ahead to the concrete example of a
laser with phase-conjugate feedback, system (4.1) in Chapter 4, which is used for the
illustration throughout. We consider the simplest case, namely an autonomous DDE
with a single fixed delay. It has the general form
dx(t)dt = F{x(t),x(t - T),A), (3.1)
where
is differentiable and where T E ]R is a fixed delay, while it E ]RP represents a number
of physical parameters. Considering a single fixed delay is less of a restriction than it
seems: for example. all of the laser systems mentioned in Chapters 1 and 2 are in this
class. Furthermore, the algorithm described in Chapter 5 also works for delay equations
with a finite number of fixed delays. by way of working with the largest such delay.
Other types of delay, such as state dependent delays. are beyond the scope of this thesis.
As it is the case for finite-dimensional vector fields. the function F assigns at a given
moment! in time a vector, but this vector now not only depends on the state x(t) but also
on .\(1 - r) at time r earlier. The solution of (3.1) is a function
x : [- T, 00) ---+ ]R'l , (3.2)
which is a one-parameter family of vectors x(t) defined only for all positive values of
9
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T to + t
Figure 3.1: The evolution operator <1>' of a DOE takes a point q to <l>' (q) for any positive
t > O. In projection onto the physical space Rn. the point q is a finite piece of curve that is
transported under <1>' much like a train moving over a roller coaster track.
time t. We call R" the physical space of the system, but the crucial thing is that ]Rn is not
the phase space of (3.1). Indeed, one needs to know the entire history of x(O), that is. a
continuous function on the interval [-r.0] for (3.1) to have a unique solution. In other
words, the phase space of (3.1) is the infinite-dimensional space of continuous functions
with values in the physical space ]R'l, denoted by ~6'.When we speak of a point. say
q E ~, in what follows we mean a point in this infinite-dimensional phase space. that is.
q is a continuous function
q : [- r,0] --7 JRlI .
Further. we call q(O) the head of q and {q(t) It E [-r.O)} its history.
The evolution operator
(3.3)
describes how an initial condition q E ~Ifevolves after time t. It is formally given by
an abstract differential equation on the infinite-dimensional phase space [II]. More
geometrically, one can picture <1>1 as illustrated in Fig. 3.1. The point q is mapped under
<1>1 to a new point <1>/(q). If one imagines letting time t run then <1>/(q) moves over the
solution x of (3.1) like a train over a roller coaster track.
In general, the flow is not defined for negative time. However. for special solutions.
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such as periodic orbits and their stable and unstable manifolds, the flow can be defined
also for negative time; see e.g. Ref. (31).
3.1 Equilibria
The simplest invariant object of (3.1) is an equilibrium point x(t) = Xo for all t E [0,00]
and fixed Xo E ]R", which satisfies F(xo,xo, A *) = 0 (where the parameter is now fixed to
A"). Its stability is determined by the eigenvalues of the linearisation DF(xo,XO,A *) =
Ar(t) +Bx(t - r) around xo' where A = D( F(XO,XO,A *) and B = D2F(xo,XO,A *) are the
derivatives of Fin (3.1) with respect to the first and second variable. The spectrum of the
operator DF consists only of eigenvalues and is given by the roots of the characteristic
function X{A) = det{A/- A - Be-Ar).
It is an important property of DOEs with fixed delays that the eigenvalues are dis-
crete and that there are at most finitely many eigenvalues with real part larger than y, for
any fixed yE lR [7, Theorem 4.4 (i)]. In particular, there are only finitely many unstable
eigendirections (associated with eigenvalues with real part greater than zero), Further-
more, X(A) has at most finitely many roots in a given vertical strip, that is, the eigen-
values are isolated and cannot have a finite accumulation point [7, Theorem 4.4 (ii)]; for
eigenvalues in the left half-plane, the following holds I/m{A)1 ~ Ce-rRe(A), where C is
a constant [7, Theorem 4.4 (iiij]; and if there are no eigenvalues in the tight half-plane
{A IRe(A) 2 O}, all solutions of (3.1) converge to zero exponentially as time t tends to
infinity [7, Corollary 5.5].
One says that an equilibrium Xo is hyperbolic, if DF(xo'xo' A*) has no eigenval-
ues with zero real part, A hyperbolic equilibtium Xo is either stable, namely if all of
these eigenvalues have real part less than zero, or a saddle otherwise. In the latter
case one can consider its local unstable manifold W(~c(xo)' which is the set of points
q that can be integrated backwards, never leave a small neighbourhood V of Xo un-
der <1>1 for t < 0 and are such that <1>1(q) --t Xo as t --t -00, The local unstable mani-
fold WI~'(xO) is finite-dimensional and tangent to the linear eigenspace £U(xo) spanned
by the unstable eigenfunctions. The (global) unstable manifold WU (xo) is defined as
W"(XO) = {<1>/(p) I P E W(~~c(xo) and f > O}. The stable manifold WS(xo) is defined sim-
ilarly as the set of points that converge toxo under<1>' in positive time. Note that WS(xo)
is always infinite-dimensional [7, Chapter VIII],
When there is one unstable eigenvalue then the unstable manifold W"(XO) is a smooth
1D curve in projection onto the physical space lR". Both of its branches can be found
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Figure 3.2: The Poincare map P takes a point q with q(O) E ~ to the point P(q) with
P(q(O)) E ~. which is shown in (E,N)-space (a) and in the (Re(E),N)-plane (b) for the
PCF laser (4.1 ).
by integrating two initial conditions near Xo along the linear eigenspace E"(xo). Ap-
proximations to both Xo and Ell (xo) can be found with the continuation software DDE-
BIFfOOL; see Section 3.4.2. Examples of ID unstable manifolds of equilibria can be
found in Chapter 7.
It is much harder to compute higher-dimensional unstable manifolds of equilibria.
It appears to be possible that methods from ODEs [40] can be generalised to the DDE
case, but this is work for the future. The main interest here is in computing 1D unstable
manifolds of a saddle point of the Poincare map associated with a given periodic orbit.
3.2 Periodic orbits and the Poincare map of a DDE
A periodic point of (3.1) is a solution q E c6' such that <I>T (q) = q for some (smallest)
period T > O. The associated solution F(r ) starting from q is a periodic orbit, In other
words, a periodic orbit is a solution along which any segment of length r repeats after
time T. The periodic orbit r traces out a closed curve in projection onto the physical
space ]R1l .
A very useful concept is that of the Poincare map P defined by the return to a suitable
section transverse to the ftow of (3.1). For a prescribed section L C ]R" we denote by (t~
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Figure 3.3: A periodic orbit r of the ODE and a periodic point q of the Poincare map P
(boldface), shown in (E, N)-space (a) and in the E-plane (b) for the peF laser (4.1).
the space of points in (bY with headpoints in ~. Then the Poincare map P is defined as
(3.4)
where lq > 0 is the return time to E, In other words, the headpoint of P(q) again lies in
the section ~, as is illustrated in Fig. 3.2.
One can always find a section ~ (locally) transverse to a periodic orbit F, so that the
Poincare map is well-defined at least locally near the intersection point with ~, which is
a fixed point q E (tti under P (and a periodic point of (3.1) as defined above); see Fig. 3.3.
The stability of a periodic orbit r is given by its Floquet multipliers, which are the
eigenvalues of the linearisation DP(q) of the Poincare map P at the associated fixed point
q E C(f'r' The linearisation DP(q) is a compact operator, which implies that its spectrum
consists of countably many eigenvalues (the Floquet multipliers) with the origin of the
complex plane as their only possible accumulation point; see e.g. Refs. [31, 62] for
more details. It follows that for any fixed r > 0 there are only a finite number of Floquet
multipliers outside a circle of radius r. In particular, there are always only a finite number
of unstable Floquet multipliers, that is Floquet multipliers outside the unit circle. A
periodic orbit is called hyperbolic if there are no Floquet multipliers on the unit circle. A
hyperbolic periodic orbit is either stable if all the Floquet multipliers are inside the unit
circle or of saddle type with finitely many unstable Floquet multipliers.
If there are other Floquet multipliers on the unit circle then the system is undergo-
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ing a bifurcation. In this study we will encounter saddle-node, symmetry-breaking and
torus (or Neimark-Sacker) bifurcations, which are all associated with Floquet multipliers
crossing the unit circle.
We now briefly discuss how one can compute the Poincare map P in practice. Near
q the map P can be defined as the kth return to the section I: for some fixed k, where k
counts all intersections of the periodic orbit with 1: (of which k - I are outside a small
neighbourhood of q). It is generally not possible to define P globally as the kth return
map to I: for a fixed k. Indeed there typically are curves in I: along which the flow fails
to be transverse and this changes the number of returns to L. (This is in contrast to
periodically forced systems, which do have a globally defined Poincare map in the form
of the stroboscopic map of the forcing frequency.) Such a tangency can occur at the begin
point, an interior point or the end point of the orbit of the flow. In our computations we
deal with the case that a tangency occurs at an interior point: we detect it and change the
definition of P from being the kth to the (k + 2)th (or the (k - 2)th) return to I:. This is
done by monitoring the return time to 1:, which is a continuous function across such a
tangency. Indeed discontinuities of the kth return map are encountered when computing
a global object such as an unstable manifold, and dealing with them as just explained
allows us to compute longer pieces of manifolds; see Section 5.1.5 for an example.
3.3 Unstable manifold of a fixed point
Suppose that a periodic orbit has Floquet multipliers outside the unit circle. For a suit-
able section L transverse to the periodic orbit we consider the fixed point q E (ti (with
headpoint in 1:) of the associated Poincare map P. The local unstable manifold WI~~(q)
of q is the set of all points p E re~that can be iterated backwards under P. never leave
a small neighbourhood V of q and are such that pI (p) -+ q as I -+ -00. The local un-
stable manifold "'I~c(q) is finite-dimensional and tangent to the linear eigenspace £U(q)
spanned by the unstable eigenfunction. In the case that there is a single Floquet multi-
plier outside the unit circle then, in projection onto the physical space JR". the ID linear
eigenspace £1I(q) forms a one-parameter family of directions along (the history of) q.
as is illustrated in Fig. 3.4. The (global) unstable manifold WII(q) can be defined as
{pl(p) I p E WI~c(q) and I> O}.
The stable manifold WS (q) is defined similarly as the set of points that converge to lJ
under P in positive time. Again, WS(q) is always infinite-dimensional.
In projection onto the physical space ]R'l a ID unstahle manifold WII (q) forms a
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Figure 3.4: A periodic point of saddle-type q together with the linear line field approximating
the unstable linear eigenspace EII(q) (only every looth line of the discrete representation is
shown). shown in (E, N)-space (a) and in the (Re(E),N)-plane (b) for the PCF laser (4.1).
complicated object; see already Fig. S.S below. However, its trace W"(q) n~ is aID
curve that is smooth (except possibly at isolated points due to the projection). The trace
of the ID unstable manifold W"(q) reveals about as much as a 10 unstable manifold
of a diffeomorphism in ]R2; see Section 5.1.5. We remark that the trace may have self-
intersections. This is an artifact of the projection and reminds one of the fact that W"(q)
lives in an infinite-dimensional phase space.
3.4 Computational methods for DDEs
3.4.1 Numerical integration
A DOE of the form (3.1) with a fixed delay can easily be integrated numerically with
a fixed time-step method, where the time step is such that it fits an integer number of
times into the delay time T. To this end, one discretises the history of every point, that
is, the interval [-T,O], into M subintervals. Here the integer M is chosen such that the
integration step T/ M is sufficiently small. This induces a discretisation of time t into
steps of r /M, yielding a numerical approximation of the evolution operator <J>rlM as the
basic integration step.
It is particularly useful to represent a point q by a circular list as is shown in Fig. 3.5
(a). where root points to the headpoint q(O) of q. In the simplest case of an Euler















Figure 3.5: One Euler integration step applied to the circular list representing a point of a
DOE. The delay interval is discretised into M + 1 elements. with $ standing for the labels of
the list elements. Before the integration step root points to q(O) (a). and after the integration
step root points to q( i1). which can be achieved by simply overwriting q( -T) and moving
root (b). Only the two boldfaced list elements close to root are needed for one Euler step.
integration step, the point q(-T) is simply overwritten by the new headpoint q(r/M) of
cpr/M (q) and root moves one node along the circular list. In our simulations we use an
Adarns-Bashforth fourth-order multistep method, which requires storing a list up to and
including the vector q( -r - 3j,).
3.4.2 Numerical continuation
The recently developed continuation package DDE-BIFTOOL [12, 13, 14] goes far be-
yond simulation. DDE-BIFTOOL consists of Matlab routines for the continuation and
bifurcation analysis of steady states and periodic solutions. Roughly speaking it has
the same functionality for DOEs as (the local bifurcation part of) the well-known pack-
age AUTO [8] does for ODEs. It not only allows one to find and follow stable solu-
tions (those also found by simulation), but unstable ones as well. Furthermore, DDE-
BIFTOOL detects local bifurcations. For equilibria, these bifurcations are: a saddle-
node bifurcation when a real eigenvalue changes sign, and a Hopf bifurcation when a
complex pair of eigenvalues cross the imaginary axis. For periodic solutions, these bi-
furcations are: a saddle-node bifurcation of limit cycles when a real Floquet multiplier
crosses the unit circle at +1, a period-doubling bifurcation when a real Floquet multi-
plier crosses the unit circle at -I and a torus (Neirnark-Sacker) bifurcation when a pair
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of complex Floquet multipliers cross the unit circle. It is possible to compute bifurcating
branches of periodic orbits from detected bifurcation points.
Because of the Z2-symmetry of the PCF laser, see already Chapter 4, it is possible
that a Floquet multiplier crossing +1 corresponds to a symmetry-breaking bifurcation.
In order to deal with symmetry-breaking bifurcations, DDE-BIFTOOL was extended to
allow branch switching at symmetry-breaking bifurcations as well [28]. There is now a
routine to compute the Iinearised direction corresponding to this multiplier. Specifically,
it is found by computing the eigenvalues of the discretised monodromy operator. The
eigenfunction which is thus found is defined on the delay interval [- 't', 0] and is further
integrated under the linearised equations to obtain a profile on the complete period in-
terval [0, T]. The eigenfunction can then be used as a perturbation in the direction of
the emanating branch to provide a guess of an initial solution on the branch. It is also
used in a special steplength condition to prevent convergence of the computation back
to the original branch. During these computations, the continuation parameter is also
corrected. As such, the branch switching automatically detects the direction of the em-
anating branch (to higher or lower values of the continuation parameter). After a first
point is found, the branch can then be continued further.
Specifically, DDE-BIFTOOL solves a large system that is obtained by discretising
the delay interval [- r, 0] as described in Section 3.4.1. It uses arclength continuation
to follow equilibria and periodic orbits as a parameter is varied. Periodic orbits are
represented by a suitable boundary value problem, which is solved using Gauss collo-
cation. By also solving for the eigenvalues, the above local bifurcations, for equilib-
ria, are detected and can then be followed in two parameters; for further details see
Refs. [12, 13, 14].
The usefulness of DDE-BIFTOOL can hardly be exaggerated. It enables continu-
ation studies of local bifurcations in DOEs in much the same way as one is used to
perform for ODEs. DDE-BIFTOOL has not been used that widely yet, but there are
already some examples of its use in applications, for example, the study of a laser with
COF in Refs. [4,30,52,53] and our own work on the PCF laser in Refs. [26,27,28].
In the context of computing ID unstable manifolds of periodic orbits, DDE-
BIFTOOL is crucial for finding periodic orbits with one unstable Floquet multiplier as
starting data.
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3.4.3 ID unstablemanifolds
Our second main tool is a new technique for computing ID unstable manifolds of saddle
periodic orbits. Specifically we compute the ID unstable manifold W"(q) of an associ-
ated fixed point q of a suitable Poincare map defined on a fixed section I. This allows
us, for the first time in DOEs, to compute certain invariant objects, for example, an un-
derlying torus on which the dynamics is attracted to a stable periodic orbit. Unstable
manifolds are of great importance in understanding the global dynamics of a system.
However, they cannot be found analytically and therefore, need to be computed by nu-
merical methods. Our method generalises a well established algorithm for computing
ID unstable manifolds in ODEs [39]. It grows the unstable manifold such that the head-
points in I are a distance Ilk apart. The distance Ilk is constantly adapted according to the
curvature of W"(q) nI, thus providing a best possible numerical approximation given
prespecified accuracy parameters. Since each intersection point of the unstable manifold
in I has an associated history of length T, the projection ofthe unstable manifold into the
physical (E,N)-space forms a very complicated object. However, the trace (WU(q) nI)
of the ID unstable manifold in I is a smooth ID curve (with the exception of some
points, where smoothness may be lost due to the projection).
This method is explained in detail in Chapter 5. First, we introduce the central DOE
in this thesis, describing a PCF laser.
Chapter 4
Phase-conjugate feedback
Our object of study is a semiconductor laser with phase-conjugate feedback (PCF).
schematically shown in Fig. 4.1. This form of feedback is interesting as it produces
a reflected wave that is wave-front inverted, with the angle of incidence of the wave
being equal to the angle of reflection. Furthermore. any distortions in the external cav-
ity are undone over a round-trip, thus the amplified beam is less spread and the energy
more focused than with conventional optical feedback (COF) [19]. Also. compared to
COF. where there is extreme sensitivity to the positioning of the mirror, PCF lasers are
'self-aligning'; this is an advantage when stable output is desired. Physical applications
of PCF include mode locking [22] and phase locking, where PCF has been shown to
reduce the laser noise considerably [1, 23. 61]. Experimental attempts at realising PCF
include the studies of Refs. [5, 18,58], where PCF was used to obtain frequency control.
optical noise reduction and mode switching, respectively.
The PCF laser is a technologically relevant example of a DOE. Its physical space is
three-dimensional. that is. n = 3 in (3.1), and this has the advantage of allowing for good
illustrating figures in JR.3. Apart from its stable periodic operation, the PCF laser was
shown to exhibit complicated nonlinear dynamics, including quasiperiodic motion and
chaos. This was found in detailed simulations of bifurcation diagrams, phase plots and
optical spectra [23. 35]. As the feedback strength is increased, the overall picture is that
of regions of periodic output that are interspersed with 'bubbles' of chaos; see already
Fig.4.2.
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Figure 4.1: Sketch of a semiconductor laser with phase-conjugate feedback.
4.1 Rate equations
A single-mode semiconductor laser subject to weak (instantaneous) PCF can be de-
scribed by the three-dimensional delay differential system
dE
dt ~ [-iaGN(N(t) - Nso1)+ (G(t) - :p) 1 E(t)




_ ~ _ N{t) _ G{t) IE(t)12
q 're
for the evolution of the slowly varying complex electric field E(t) = E.{(t) + iEy{t) E C
and the population inversion N(t) E lR [23, 35]. In system (4.1), nonlinear gain is in-
cluded as G(t) = GN(N(t) - No)(1 - eP(t)), where e = 3.57 x lO-B is the nonlinear
gain coefficient and P(t) = IE(t)12 is the intensity. This produces an effective detuning
of 166MHz. Parameter values are set to realistic values corresponding to a Ga-AI-As
semiconductor laser [23, 35], namely, the line-width enhancement factor a = 3, the op-
tical gai n GN = 1190 s- 1 , the photon Iifetime 'rp = 1.4ps, the pump current I = 65.1 rnA,
the magnitude of the electron charge q = 1.6 X 10-19 C, the electron lifetime 're = 2ns,
and the transparency electron number No = 1.64 X lOB. Further, Nsol = No + 1/ (GNfp).
The constant phase shift t/>PCM at the PCM and the detuning parameter D were both set to
zero, as is common in the field [23, 35]. Therefore, the feedback term in system (4.1) re-
duces to 1(£* (1 - r) and involves the complex conjugated electric field E*, the feedback
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where Rm = 0.12 is the laser front-facet reflectivity, 1/.. = 9.3ps is the round-trip time in
the solitary laser cavity, Rext is the power reflectivity of the PCM, and Lext is the length
of the external-cavity. For one-parameter studies of (4.1), we fix 1at the realistic value
1= 2/3 ns, corresponding to Lext ~ IOcm, and consider the dimensionless bifurcation
parameter K1; for the two-parameter study in Chapter 8 we also free the parameter I.
System (4.1) has Z2-symmetry under the transformation (E,N) ---t (-E,N), where
the symmetry group is Z2 = {I, -1 }. This corresponds to a rotation over Tt of the com-
plex E-plane, so that any attractor (or other invariant set) is either symmetric, or has a
symmetric counterpart. This symmetry allows the possibility of symmetry-breaking and
symmetry-restoring bifurcations [35, 42], and also implies restrictions on the types of
bifurcations of periodic orbits. For example, when a Floquet multiplier of a symmet-
ric orbit goes through +1 then this may indicate a symmetry-breaking bifurcation other
than a saddle-node bifurcation of limit cycles. Also, symmetric orbits cannot undergo
period-doubling bifurcations [43]. The numerical consequences of this symmetry were
described in Section 3.4.2. Note that the PCF laser considered here is different from the
COF laser in terms of the underlying symmetry of the governing equations [42]. The
COF laser is symmetric under any rotation of the electric field E and does not feature
symmetry-breaking bifurcations.
Figure 4.2 shows a bifurcation diagram obtained by simulation. It gives a first im-
pression of the dynamics and bifurcations of the PCF laser as the feedback parameter
KT is increased. For each value of K1 we numerically integrated system (4.1), using an
initial condition from the attractor corresponding to the previous value of K1 (thus, for
non-symmetric solutions assuring that we did not switch between symmetric counter-
parts). We then plotted the normalised value of the inversion N = (N / Nsol - 1) X 103
whenever the intensity P crossed its average value in the increasing direction [28, 35].
The region with no points corresponds to a steady state. A small number of points cor-
respond to a periodic orbit. While a large number of points correspond to quasiperiodic
or chaotic dynamics.
In Fig. 4.2 stable periodic orbits can clearly be seen interspersed with the bubbles
of chaotic dynamics. These stable periodic orbits are external-cavity modes (ECMs) of
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Figure 4.2: Bifurcation diagram obtained by simulation showing normalised inversion N
versus the feedback strength KT. The stable periodic orbits corresponding to ECM 1, ECM2
and ECM3 are interspersed with three bubbles of chaotic dynamics.
the PCF laser; which we detail in Chapter 6. Within these bubbles of chaos the laser is
between ECMs. The complex dynamics can be thought of as the result of a competition
between ECMs. It was shown in Ref. [6] that as Lext (and with it T) is increased, the
widths of the chaotic regions increase. (There, the authors also considered a finite-
interaction-depth PCM leading to a model featuring a distributed delay which is beyond
the scope of this study.)
We observe an absence of points for KT E [0.2794, 0.7487] corresponding to an at-
tracting steady state. Physically, this corresponds to a frequency match between the
PCM pump laser and the solitary laser. Here, both the laser frequency and phase are
locked. The laser phase no longer undergoes diffusion and, subsequently, the line-width
of the laser is extremely narrow [1,61]. This narrow line-width was shown to remain.
stable even with the addition of noise from spontaneous emission [23]. This is why the
PCF laser is interesting for applications requiring narrow laser line-width, such as, spec-
troscopy. We will see in Chapter 6 that this locked state provides a connection between
the ECMs.
As is traditional in the field, when studying the PCF laser we will work with the
physical rate equations of system (4.1). In the future, this will allow for direct compari-
son to experimental results which presently are unavailable for the PCF laser. In order to
understand in more detail the nature of different transitions to chaos in the PCF laser we
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will use new numerical techniques. namely the combination of DDE-BIFfOOL with the
manifold computations introduced in this thesis. For completeness, we present a brief
analysis of the stabi lity of the steady states of the PCF laser in the next section. where in
order to make the algebra more simple we write system (4.1) in a dimensionless form.
4.2 Local stability analysis of the PCF laser
Here we perform a local stability analysis of system (4.1). To compute steady states
and the characteristic function around a steady state, see Section 3.1. we first write sys-
tem (4.1) in a dimensionless form.
4.2.1 Dimensionless PCF rate equations
In full, system (4.1) can be written as
dN
dE _ ![(GN(N(t')-No)-rpl)(I-ia)]E(r')+KE.(t'_)
dt' 2 -e IE(I') 12 GN(N(t') - No) r ,
I N(I') (( ') )( 1 (' 12 1 ' 12- - - - GN Nt-No 1- e Et) ) E(t)q Te
(4.2)
dr'
Next, we introduce the dimensionless variables t, Y(t) and Z(I) defined by
rr;o; G ~
t = t'/Tp, Y(t) == V 2£(r') and Z(t) = ~ P (N(t') - Nso1)'
By substitution into Eqs. (4.2), we find the dimensionless equations
dY
dt [Z(t)(l-ia) - ~ IY(t)1
2(l +2Z(I))] Y(t),
+yY·(t - 8),
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Using the values of the parameters given in Section 4.1, we find
Ilh = 61.1 rnA, E' = 0.03,8 = 476, a = 3, T = 1428.57s.
4.2.2 Steady states and their stability
In this section, we discuss steady states of the dimensionless system (4.3). For simplicity,
we consider the case of no nonlinear gain, in other words, E' = O. The laser equations
are given by
dY





It is immediately obvious that system (4.4) has an steady state at (Y, Z) = (0, P). This
solution, which we refer to as the trivial steady state, corresponds to the off-state of the
PCF laser. System (4.4) has two additional steady state solutions, which due to the Z2-
symmetry of the PCF laser are symmetric counterparts of one another over a rotation of
re of the E-plane. We refer to these solutions as the non-symmetric steady states.
4.2.3 Non-symmetric steady states
To compute the non-symmetric steady state solutions, we write system (4.4) in polar
form by introducing
yet) = R(t)exp(iq,(t)). (4.5)








Z(t)R(t) + yR(t - 8) cos[q,(t) + q,(t - 8)],
R{t - 8)
-aZ{t) - y R(t) sin[q,(I) + q,(t - 8)],
P - Z{t) - (I + 2Z(t) )R(t)2.
(4.6)
A steady state solution, is a solution of the form
R(t) = R.I"q,(t) = q,s,Z(I) == Zs,R(t - 8) == Rs, q,(1 - 9) = q,s.
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Substituting this in (4.6) yields
0 - RsZs + yRscos(2q,s),
0 - -aZs - ysin(2q,s),
R2 P-Zss - 1+2Zs'
(4.7)
Here we already see the double-angle 2q,swhich is a consequence of the Z2-symmetry of
the PCF laser and leads to the two non-symmetric steady state solutions for q, E [0,2n].
Since R, =1= 0, (4.7) can be simplified to
z, - -ycos(2q,s),




or 0 acos(2q,s) - sin(2q,s).
(4.8)




We can see here that a variation of a does not create or destroy the solutions and, there-
fore, conclude for non-zero feedback (y > 0) and without nonlinear gain (e = 0) we do
not find the saddle-node bifurcation leading to the creation of the two non-symmetric
steady states. This is confirmed below by a linear stability analysis around the steady
states.
4.2.4 Characteristic function
We now compute the characteristic function around a steady state. System (4.4) in polar





F(R(t),q,(t),Z(t),R(t - 8),q,(t - 8)); (4.10)
compare with (3.1).
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In the notation used in Section 3.1, a steady state of the form (4.7) satisfies
F(Rs, q,s,Zs,Rs, q,s) = o. Its stability is determined by the eigenvalues of the Iinearisa-











where DF denotes the Jacobian of F with respect to all variables and is given by
(
R{t) ) ( R(t - 0) )
DF{Rs,q,s,Zs,R."q,s)=A q,(t) +B q,(t-O) ,
Z(t) Z(t - 0)
(4.12)
where A = DJ F(Rs, q,s,Zs,Rs, q,s) and B = D2F(Rs, q,s,Zs, Rs, q,s) are the derivatives of F








where C2 = cos(2q,s) and S2 = sin(2q,s). The spectrum of the operator DP consists of
discrete eigenvalues and is given by the roots A of the characteristic function X{A) =
det{AI-A - Be-A.B).
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we find the simplified expression
(4.15)
Since tPs depends only upon a, by fixing the values of a and P we can show how
the stability of the steady states change as the feedback rate y is varied. However, this
is difficult as, due to the presence of the exponential e-2AB, the characteristic function
X(A) has infinitely many roots which cannot be found analytically. In practice, the roots
of equation (4.15) need to be found numerically, for example, by Newton's method.
There is one simple case: if X(O) = 0 there is a change in stability. This occurs for
P+ ycos (2arctan (~)) = O. (4.16)
From equation (4.8), we find that (4.16) means that R, =O. In other words, this case of
A = 0 gives us the first change in stability of the trivial steady state (Y, Z) = (0, P) of the
PCF laser.
To perform a full stability analysis of the PCF laser one needs to include nonlinear
gain s i 0 in equation (4.4). As mentioned above, also the characteristic function in-
cluding nonlinear gain would have to be solved numerically. This is essentially the same
as using DDE-BIFTOOL, which solves for equilibrium and its eigenvalues simultane-
ously, following solution branches with a predictor and Newton correction step. Indeed,
in what follows we will compute solutions and stability of the PCF laser, with nonlinear
gain, using DDE-BIFTOOL.
Chapter 5
Computing unstable manifolds in DDEs
This chapter is based on the paper [B. Krauskopf and K. Green. "Computing unstable manifolds of peri-
odic orbits in delay differential equations", J. Compo Phys .• to appear].
We present the first method to compute global unstable manifolds of saddle periodic
orbits with one unstable Floquet multiplier in autonomous DDEs with one fixed delay.
Specifically, we compute the ID unstable manifold of a saddle fixed point in a suitable
Poincare map, which corresponds to a saddle periodic orbit of the DDE; see Section 3.2
for details. We remark that we speak of a ID unstable manifold to stress that there is
only one unstable eigenfunction. The unstable manifold of a periodic orbit of a DDE
is a two-dimensional object in an infinite-dimensional space, but one whose intersection
with the Poincare plane is a one-dimensional curve.
The basic idea is to generalise the method for finite-dimensional maps in [39] (now
implemented in the DSTOOL environment [2]) to the setting of DDEs. We use DDE-
BIFTOOL to obtain the starting data required by our method. At present, the implemen-
tation is stand-alone, but it is envisaged that it will be integrated with DDE-BIFTOOL.
Our method computes a piece of the unstable manifold of a set arclength, represented by
a minimum number of points while satisfying pre-specified accuracy parameters. While
the unstable manifold is a complicated object, its intersection with the Poincare section,
which we call the trace, is a one-dimensional curve. Despite effects of projection from
an infinite-dimensional space, this curve conveys basically the same information as a
one-dimensional unstable manifold of a fixed point of a planar map. This allows one to
identify and study, for the first time, global bifurcations in DOEs. As an example, we
show in Chapter 9 the break-up of a torus in the PCF laser and its subsequent transition
to chaos in a crisis bifurcation.
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5.1 Computing ID unstable manifolds
Let q E '6'l: be a saddle fixed point of a Poincare map P defined by a section ~ transverse
to the periodic orbit of the DOE that corresponds to q. We further assume that the
periodic orbit has exactly one unstable Floquet multiplier, so that the Iinearisation DP(q)
of P has one unstable eigenvalue (which lies outside the unit circle). The goal is to
compute the 10 unstable manifold WU(q).
The basic idea is to realize that practically any of the known algorithms for com-
puting 10 unstable manifolds of saddle points of finite-dimensional maps can be gen-
eralised to the setting of DOEs by working on points in '6'l:' instead of on points in a
finite-dimensional space. While this sounds simple, all relevant operations, such as the
iteration of the Poincare map and interpolation, need to be interpreted and implemented
as operations on points in '6'l:' or rather on their discretisations as circular lists. This can
be done by applying all respective operations pointwise to the elements of the respective
circular lists; see Fig. 3.5.
We chose to implement the generalisation of the growth method in [39], because
it computes the minimum number of points necessary to achieve an accurate represen-
tation of W"(q) (according to pre-specified accuracy parameters) by taking account of
the curvature along the manifold. Using as few points as possible while maintaining a
prescribed quality of the computation is particularly important in the setting of DOEs
because every point in '6' is discretised and represented by a circular list of (M +4) x n
real numbers; see Section 3.4.1. We remark that we do not adapt the integration step size
during a computation, but use a fixed time step i; throughout.
5.1.1 Starting data
The starting data for a computation of an unstable manifold is the saddle periodic point
q together with the knowledge of the linear eigenfunction E"(q), which we represent by
a (generalised) vector v = {v(t) I t E [- r,On whose elements are unit vectors. Both of
these objects are represented as circular lists of length M +4, because of the integration
method we use; see Section 3.4.1.
The saddle periodic point q can be found as follows. With the help of DDE-
BIFTOOL, one continues periodic orbits of the ODE until a suitable saddle periodic
orbit with one unstable eigenvalue is found. From this orbit one extracts the saddle
periodic point q by choosing a point q(O) in the prescribed section ~ together with its
history. Because the required headpoint q(O) will generally not be part of the mesh used
<r -.- -~ ... ', VI •
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by DDE-BIFTOOL to represent the saddle periodic orbit, this step requires interpola-
tion. Figure 3.3 shows a periodic orbit F of saddle-type computed by continuation with
DDE-BIFTOOL, on which a periodic point q E c,c~has been selected. Notice that I' in-
tersects the chosen section 1: twenty times, so that P can be defined locally near q as the
20th return to 1:.
The next step is to find the vector v, which is a circular list defining a direction at
every discretisation point of the delay interval. As finding v is not yet implemented in
DDE-BIFTOOL, we use the following method. Choose a starting point close to q along
some chosen direction Vo and perform a small number m of iterations under the Poincare
map P, yielding vI = pm(q + 1]vo) - q. Normalising vI such that each element of the
circular list is a unit vector gives a first approximation vI of v. This process can be
repeated, yielding the approximation v2 = (P'(q + 1]v1) - q)/IP'(q + 1]vl) - ql, and so
on until one is satisfied with the accuracy. In Fig. 3.4 we illustrated v by plotting its
every 100th element.
We finally remark that the above procedure finds the unstable eigenfunction v of the
strongest unstable eigenvalue when there are other unstable eigenvalues. In this case, the
algorithm described below computes the strong unstable manifold, which is tangent to
this vector v.
5.1.2 Growing the manifold
With the knowledge of (approximations to) q and v one can implement one's favourite
method for computing the associated 1D unstable manifold WIt (q); for example those in
[34,39,41,51,68].
The easiest method is fundamental domain iteration. Take a fixed number of points
on the segment [(q+DV), P( q+Dv) 1 and iterate them under the Poincare map P. Because
of its invariance, all iterates will lie on WU(q) in good approximation. However, the dis-
tribution of points along WU(q) is generally poor. Nevertheless, the computational error
of these points is determined only by the initial distance 8 along v and the accuracy of
the integration. There are several methods to ensure a suitable distribution of computed
points along W"(q) [34,51,68]; see also the discussion in [39].
The method we decided to generalise to the setting of DDEs is that in [39], which
entirely steps away from the idea of using a fundamental domain. The manifold W"(q)
is re?resented by a list of points in c,c~with the understanding that linear interpolation is
used between consecutive points of this list. The idea is to find the next point Pk+ I along
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Figure 5.1: Sketch of the algorithm. The new point PHI lies at distance tlk from Pk' and
it is found as the image of an interpolated point p on the part of W"(q) that was already
computed. To indicate that we are dealing with a DOE we sketch this situation in projection
onto X: the headpoint of each point lies in the section t.
WU(q) at some distance lit from the last point Pt. This is done by finding a pre-image p
of Pt+1 in the part ofW"(q) that was already computed. This idea is sketched in Fig. 5.1.
The algorithm first finds the two points P, and PI+ I between which p must lie and then
determines p by bisection along the linear interpolation between P, and PHI' such that
the respective headpoints satisfy
(5.1)
where e is a pre-specified tolerance. In fact. one can take e relatively large without
loss of accuracy. which makes the method more efficient by reducing the number of
bisection steps dramatically [39]. The linear interpolation between P, and P,+ I is defined
pointwise for all t E [-T,O].
The distance tlk is adapted during the computation depending on the curvature of
the trace of the manifold WII(q) n1: in the section 1:. This is done because we want
to represent the trace faithfully with as few points as possible; see Section 5.1.3 for a
discussion of what this means in terms of the accuracy of our method. We use a criterion
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used in [39] to accept the new point; for details see also [34]. The quantity
Ifi(O) - Pk-I (0) 1
ak= ,IPk(O) - Pk-I (0)1 (5.2)
is an approximation of the angle a between the line segments from Pk-I (0) to Pk(O) and
from Pk(O) to PHI (0), where
(5.3)
Note that the angle is only computed in the section I.
The key is to check the conditions
amin < ak < amax
(~a)min < ~kak < (~a)max,
(5.4)
(5.5)
where the bounds are four pre-specified accuracy parameters. Condition (5.4) states that
ak should be small, while condition (5.5) controls the local interpolation error .
.
If both ak < amax and ~kak < (~a)max then ~k is acceptable and the point PCp)
is accepted as the new point Pk+ r: We keep the estimate for ~k unchanged, that is,
~k+1 = ~k' except if both ak < amin and ~kCl.k < (~CI.)min· Then we set ~k+1 = 2~k'
If Cl.k ~ Cl.max or ~kCl.k ~ (~CI.)max then ~k is too large and PHI is not accepted. We
set ~k = ~~k and find a new candidate. At sharp bends of the manifold it may not be
possible to ensure that Cl.k ~ Cl.max without making ~k impractically small. In this case,
we accept the candidate Pk+1 after all if ~k < ~min for a pre-specified number ~min' By
choosing these accuracy parameters suitably, one can ensure that bends do not get cut
off; see the discussion in [39].
The computation stops after a prescribed arclength distance of the trace W"(q) n
I has been reached. However, it may be that WU(q) nI does not have such a large
arclength, which occurs typically when the manifold ends up at an attracting fixed point.
In ~hich case, convergence of new points on the manifold is detected when ~k dips
under a pre-specified value and the computation also stops.
5.1. Computing ID unstable manifolds 33
5.1.3 On the accuracy
By a computation we mean the computation of a piece of one branch of WU(q) up to
some prescribed arclength. When computing a global invariant manifold it is generally
impossible to derive a priori bounds on the accuracy parameter one needs to choose
in order to achieve a given accuracy. Furthermore. the accuracy of a calculation gen-
erally becomes worse as longer pieces of WU(q) are computed; compare [38. 39.41].
Therefore. the only practical way of checking the accuracy of a computation in practice
is to repeat it with increased accuracy and to compare the results. If the difference be-
tween the two approximations of W"(q) is smaller than some user-defined bound, then
the computation can be accepted as accurate enough. This is certainly the strategy a user
should adopt when using the algorithm presented here.
In the examples below we used a different method to illustrate the accuracy of our
computations, namely to overlay points obtained by fundamental domain iteration. also
starting from q ± Dv. While these overlaid points are not well distributed along WU(q).
their computation does involve only integration. and not interpolation. It is therefore a
good test to check that these points all lie on the approximation of W"(q) computed with
our method; see already Section 5.1.5.
We now discuss briefly what contributes to the error of a computation, where we
follow [39]. The first contribution to the overall error depends on the initial distance D
along EU(q) and on the distribution of mesh points along W"(q). As is the case for the
algorithm for finite-dimensional maps. the initial error between q ± Dv and Wl~(q) goes
to zero with O. Note that v is only known approximately. but the difference between v
and E"(q) can be made arbitrarily small. Further. W"(q) is a collection of P-images of
"'I~(q) and. due to the hyperbolicity of q. WU(q) is attracting in some neighbourhood U
of q, so that the initial error will be damped in this neighbourhood. However. outside U
the initial error grows with the number of iterates that are needed to cover the computed
part of W"(q).
Outside U the total integration time is bounded from above implicitly by the maxi-
mal integration time used to compute (the finitely many iterations of) the Poincare map.
Therefore. the numerical integration is supposed to be accurate enough so that the inte-
gration error makes a negligible contribution to the overall error of the computation.
Because the manifold is grown by taking images of interpolated points. the interpola-
tion error El between the mesh points is important. The key thing is to keep the distance
between two consecutive mesh points PI and PI+I small. depending on the curvature of
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WU(q). It would be possible to check the curvature pointwise between three consecutive
points for all points along the history, that is, for all t E [- T, OJ. However, this would be
computationally very expensive. Therefore, we chose to let Ilk' the distance to the next
point, depend only on the curvature of the trace WU(q) nl:. As in the finite-dimensional
case, the distance, and hence the local interpolation error, between the head points PI(O)
and PI+I (0) is controlled by keeping the product Ilkuk small; see [34,39].
The main reason for considering only the curvature of the trace is the following. It
is ultimately the trace that we want to work with in applications, so that it makes sense
to represent it well with as few points as possible. But further, this strategy also ensures
that the local interpolation error between a pair of points PI and PI+ I is bounded not just
for t = °but for all t E [-T,OJ, because the error IpI+ I(t) - P,(t) I depends continuously
in t on IPI+I(O) - PI(O)I. Clearly, the error IPI+I(t) - P,(t)! can be very large, but it
does go to zero with IPHI (0) - p,(O)I. Therefore, over a finite computation, the overall
interpolation error is bounded.
We found that our strategy works well for the examples we considered: indeed the
distance between PI and P'+l is nicely bounded for alii and t E [-T,O], as can be seen
in Fig. 5.5 below. We repeat that it is impossible to find a priori error bounds for this
error, so that a computation should not be trusted blindly. Instead, as mentioned above,
one should check the accuracy by increasing the accuracy bounds.
5.1.4 The bifurcation diagram
To illustrate our method we focus on a region where we find locking on a torus in the
PCF Jaser (4.1) for KT E [2.3,2.6j. This occurs at the beginning of the second 'bubble'
of complicated dynamics; see Fig. 4.2. More details on the dynamics associated with the
bifurcations of this torus can be found in Chapter 9.
The bifurcation diagram in Fig. 5.2 (a) was obtained by simulation: as in Section 4.1,
for a new value of KT we integrated (4.1) starting from an attractor of the previous KT,
let transients die away, and then plotted N = (N /Nsol - 1) X 103 whenever the intensity
pet) = IE(t)12 crossed its average value in the positive direction [35]. Figure 5.2 (a) tells
one what happens to the (main) attractor. It seems that a periodic orbit becomes unstable
when a torus is born, the dynamics on this torus appears to be quasiperiodic at first, but
then locks to a periodic orbit as five distinct branches appear. This new periodic orbit
seems to undergo a torus bifurcation of its own. The new torus then suddenly disappears
and' a region of chaos is entered. We remark that there is no hysteresis when changing





Figure 5.2: The bifurcation diagram for KT E [2.3,2.6J found by simulation (a), and the
continuation with DDE-BIFTOOL of periodic orbits for KT E [2.4,2.8] (b). This should be
compared to the more detailed Fig. 9.1.
the direction of the sweep in KT.
As a first step to understand what is going on we started a DDE-BIFTOOL compu-
tation from the stable locked periodic orbit for KT = 2.445 that we found by numerical
integration. The result is shown in Fig. 5.2 Cb),where the period of the respective peri-
odic orbit is plotted against KT. At KT:::::: 2.441 a stable and a saddle periodic orbit are
born on the torus in a saddle-node bifurcation of limit cycles, which corresponds to the
beginning of locked dynamics. The stable periodic orbit disappears in a torus bifurca-
tion T that is detected at KT:::::: 2.556. The bifurcating torus is stable and it is like a hose
winding around the original torus; see Chapter 9 for more detai Is. Both the stable and the
saddle periodic orbits undergo symmetry breaking bifurcations at the points denoted SR.
They are in fact connected by a branch or non-symmetric periodic orbits; see Chapter 9
for details. On the lower branch between the points SL and SR the unstable periodic orbit
has exactly one unstable Floquet multiplier.
5.1.5 ID unstable manifolds
Our method is implemented in C++ and its performance is demonstrated with the iD
unstable manifolds of periodic points associated with the periodic orbit in Fig. 3.3 of the
PCF laser (4.1) for KT = 2.500.
The periodic point q in Figs. 3.2 and 3.3 has the one-dimensional unstable linear
























Figure 5.3: The trace of one branch of the unstable manifold of the saddle-point (+), which
spirals into an attractor (x). Shown is the branch computed by our algorithm (a), the dis-
tribution of points along this branch (b), and the branch computed by 'naive' fundamental
domain iteration (c). Part (d) shows that all points of (c) lie exactly on the computed branch
from (a). This branch is for K"C = 2.500 and it is one of the branches in Fig. 5.4.
(b)
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eigenspace £l'(q) shown in Fig. 3.4. It was computed as described in Section 5.1.1
and stored in the normalised vector v, The approximation of W11(q) was started at a
distance 8= 1.0 X 10-4, while the accuracy parameters (detailed in Section 5.1.3) were
amin = 0.2, amax= 0.3, (tw:)min = 1.0 x 10-3, (~a)max = L.Ox 10-4, ~min = 1.0 x 10-2
and £ = 0.2. Convergence of the manifold to a stable periodic orbit was detected when
~k fell below 5.0 x 10-4.
Figure 5.3 (a) shows the trace in the section L defined by N = 762.0. Note that
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Figure 5.4: The traces of all branches in L emanating from both sides of the five saddle-
points (+) converging to five attractors (x) for KT = 2.500. Panels (a)-(d) illustrate the
performance of our algorithm as in Fig. 5.3.
10-6; this does not change any of the dynamics. The points that were computed are
shown in Fig. 5.3 (b), illustrating the distribution of points along W"(q) n~ according
to its curvature. Figure 5.3 Cc)shows points obtained by iterating J 00 initial points in
a fundamental domain. While their distribution is such that one does not obtain a good
image of the manifold, they lie on the trace of the true manifold to within the accuracy
of integration. Indeed, an overlay of panels (a) and Cc) in Fig. 5.3 (d) demonstrates
the accuracy of the computed trace; the distance of the iterated points to the computed
branch is less than 1.5 x 103. Note that the trace has self-intersections and sharp bends,
which are both due to the projection, and eventually spirals into an attracting petiodic
point.
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Figure 5.5: One branch of the unstable manifold (shown in Fig. 5.3 in the section L) in
(E,N)-space (a) and in the E-plane Cb), and all branches emanating from both sides of the
five saddle-points (shown in Fig. 5.4 in the section L) in (£,N)-space (c) and in the E-plane
(d).
Figure 5.4 (a) shows the overall picture with all branches of all five periodic points
corresponding to the periodic orbit, rendered from the computed points in Fig. 5.4 (b),
Points obtained by fundamental domain iteration in Fig. 5.4 Cc)again lie on the computed
ID trace, as is illustrated in Fig. 5.4 (d), The five saddle points are mapped to each other
by the 4th return to L. The unstable manifolds converge to five attracting equilibria,
which correspond to the five branches in Fig. 5.2.
Finally, we show in Fig. 5.5 the manifolds corresponding to the traces in Figs. 5.3
and 5.4 in projection onto (E,N)-space (left column) and onto the E-plane (right col-


















Figure 5.6: Trace of one branch of the unstable manifold of the saddle point q for KT =
2.5197 (a), KT = 2.5271 (b), KT = 2.5310 Cc),and the trace of the strong unstable manifold
for KT = 2.5348 (d).
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umn). This reveals their intricate structure and highlights their high-dimensional nature.
One can imagine the lD trace in L as a 'curtain rail' along which the 'curtain' W"(q),
made LIpof the headpoints in Figs. 5.3 (b) and 5.4 (b) together with their histories, is
drawn during the growth process. This is shown in an animation accompanying this
thesis, which can be accessed at http://www.enrn.bris.ac .uk/ anrn/preprints/
20 02rO 1. html.
Figure 5.6 shows the development of a single branch of the unstable manifold of a
fixed point when xt is changed through the symmetry-breaking bifurcation SB on the
lower branch in Fig. 5.2. Figure 5.6 (d) corresponds to a situation where there are two
unstable eigenvalues, the one that is involved in the symmetry-breaking being very small.
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Figure 5.7: Trace of a single branch of the unstable manifold for KT = 2.550 (a). The
Poincare map is normally the 20th return to L, but along the boldfaced sections it is the L8th
return to L. Nevertheless, the integration time for each point along the branch is a continuous
function (b).
As was explained in Section 5.1.1, our method computes the strong unstable manifold
in this case. As is evident from Fig. 5.6, the strong unstable manifold is the continuation
of the LD unstable manifold before the bifurcation. This is the case as long as the same
unstable eigenvalue remains the strongest one.
Finally, Fig. 5.7 (a) shows the trace of one branch of an unstable manifold that en-
counters several interior tangencies where the kth return map is discontinuous. Near the
Axed point q, where the computation starts, P is defined as the 20th return to L. How-
ever, the boldfaced part of the trace corresponds to points where P is defined as the 18th
return to L. In Fig. 5.7(b) we plotted the integration time for each computed point, and
this clearly shows that, although the number of returns to }: vaties along the branch, the
integration time is a continuous function. In other words, we are indeed following the
right branch of P. As mentioned in Section 3.2, this technique of adapting the number
of returns to the section during a computation allows one to compute longer pieces of
WII(q).
5.2 Conclusions
We presented an algorithm for computing ID unstable manifolds of saddle Axed points
of a Poincare map of a DOE, which generalises the method for finite-dimensional maps
in [39] to Poincare maps of DOEs. Behind this is the idea to work with points in the,
infinite-dimensional phase space of the DDEjust like with points in a finite-dimensional
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space. While this sounds simple, it requires the extension of all operations, such as
computing the Poincare map or interpolation, to the infinite-dimensional setting, which
can be achieved by performing the respective operation pointwise along the entire history
of a point. Note that computations for DOEs are much more data intensive than those for
ODEs or maps, because one needs to deal with (the discretisations of) all histories. Our
method uses DDE-BIFfOOL to generate the starting data, and it is planned to combine
these continuation and manifold computations.
Any method for growing unstable manifolds in ODEs or maps could be generalised
in the same way to DOEs or their Poincare maps. We have taken here the first step
by computing ID unstable manifolds of saddle points. It is an interesting challenge for
future work to compute 20 unstable manifolds of equilibria by generalising the method
in [40], and 20 unstable manifolds of saddle fixed points (corresponding to periodic
orbits of the DOE) by generalising that in [38].
The performance of our method was demonstrated with the rate equation model
(4.1) of a semiconductor laser subject to phase-conjugate feedback. The physical space
of this system is three-dimensional, so that the condition defining the Poincare sec-
tion ~ corresponds to a two-dimensional plane in physical space. This is very help-
ful because the traces of the respective manifolds look just like ID unstable mani-
folds of a planar map. However, there will generally be self-intersections and isolated
points of non-smoothness due to projection, which are a reminder of the inherently
infinite-dimensional nature of the problem. While it is useful to work with a three-
dimensional projection, we remark that it is not necessary that the physical space is
three-dimensional. Alternatively. one can consider any three-dimensional space onto
which one projects the infinite-dimensional phase space of the DOE, so that ~ again
defines a two-dimensional subspace in this space.
Combined with the continuation of saddle periodic orbits, the computation of ID
manifolds presented here allows one to study global bifurcations in DOEs for the first
time in much the same spirit as one does in ODEs. We demonstrate these methods in
Chapter 9 with the example of the break-up of a torus and a subsequent crisis bifurcation
to chaos.
Chapter 6
Bifurcation analysis of frequency
locking
This chapter is based on the paper [K. Green and B. Krauskopf, "Bifurcation analysis of frequency locking
in a semiconductor laser with phase-conjugate feedback",lnt. J. Bif. Chaos, to appear].
We now perform a detailed bifurcation analysis of periodic orbits found in the PCF
laser. In a bifurcation diagram obtained by simulation one finds stable periodic orbits
interspersed with bubbles of more complicated dynamics, which for the most part are
chaotic; again see Fig. 4.2. Between these bubbles the PCF laser is frequency locked,
with its intensity oscillating close to some integer multiple of the fundamental external-
cavity frequency [35]. One therefore refers to these stable periodic orbits as external-
cavity modes (ECMs) of the PCF laser [26]. We remark that one also finds external-
cavity modes in the COF laser, in which they are also referred to as continuous wave
(CW) states. In the COF laser, a CW-state is a periodic solution with constant intensity
and inversion, and a linearly evolving phase, of which solutions can be found analyt-
ically [59, 62]. We remark that this nature of the CW-states is a consequence of the
SI-symmetry of the COF laser. (Mathematically, the CW-states of the COF laser are
group orbits of a steady state under the SI-symmetry [42].) In contrast, the ECMs of the
PCF laser are genuine periodic orbits with a periodically evolving intensity and inver-
sion, and therefore cannot be found analytically. Hence the need to employ advanced
numerical tools to investigate them.
Our main tool is DDE-BIFfOOL, which we use to continue the branches of sym-
metric periodic orbits on which each ECM lies. By detecting symmetry-breaking bi-
furcations along these symmetric branches we can switch to and continue branches of
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non-symmetric periodic orbits. In fact. DDE-BIFfOOL was extended to allow branch
switching at symmetry-breaking bifurcations to allow investigation of the PCF laser [28].
Continuation of these non-symmetric branches shows that a number of them end in Hopf
bifurcations. Therefore. an immediate question is. are all ECMs of the PCF laser con-
nected to one another via a non-symmetric steady state?
We answer this question to the positive. by giving a complete view of the ECMs and
their bifurcating branches and show how they are connected. This includes identifying
symmetric and non-symmetric branches. and all local bifurcations along those branches.
We also identify homoclinic bifurcations of symmetric and non-symmetric periodic so-
lutions. extra regions of stability and a bistability which leads to a hysteresis loop.
6.1 Continuation of the steady state
Figure 6.1 (a) shows continuation of the non-symmetric steady state. where we started
from the stable (locked) state in Fig. 4.2. When the steady state is stable it is denoted by
a thick curve and by a thin curve otherwise. The steady state is created at K'r ~ 0.2794
in a saddle-node bifurcation. It is destabilised in a sub-critical Hopf bifurcation HI at
xr ~ 0.7487. We also identify further Hopf bifurcations H2 to H6 when the steady state
is already unstable. which we refer to later in Section 6.2. For a detailed discussion
of this steady state we refer to Chapter 7. Here. we concentrate on the branches and
bifurcations of periodic orbits associated with the ECMs.
6.2 Continuation of ECMs
Figures 6.1 (b) and 6.2 were obtained by continuation with DDE-BIFTOOL of the peri-
odic orbits associated with each ECM. They show branches of periodic orbits. denoted
by thick curves when stable, and by thin curves otherwise. In order to directly compare
a periodic solution with a steady state in Fig. 6.1 (b) we plot a normalised amplitude
Imax(Re(E)) - min(Re(E)) I against KT. This plot may appear complicated. but con-
tinuation of bifurcating (non-symmetric) branches clearly show that a number of them
end in Hopf bifurcations, identified by a normalised amplitude of zero. Indeed, they end
at the Hopf bifurcation points H,,2,3,6 already indicated in Fig. 6.1 (a). This provides a
connection between the different ECMs. The different branches corresponding to each
ECM are further distinguished by the frequency ranges, as is highlighted in Fig. 6.2.
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Figure 6.1: Bifurcation diagrams computed with DDE-BIFTOOL showing a normalised
amplitude 11·11 versus KT for the steady states (a) and for all branches emanating from the
external-cavity modes (b),
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where they are plotted as a function of their period T. In both figures, all branches as-
sociated with the first, second and third external-cavity modes (ECMI-ECM3) are blue,
green and red, respectively. The interval of K'r E [0,8] was chosen to contain the first
three ECMs.
The main branches, on which the ECMs lie are of symmetric periodic orbits and,
therefore, since symmetric periodic orbits cannot undergo period-doubling bifurcations
[43,57], all branches of periodic orbits which bifurcate from this main symmetric branch
are non-symmetric. Another consequence of the Z2-symmetry is that for a symmetric
periodic orbit the intensity is periodic with period T /2, while the period of the corre-
sponding periodic orbit is T [42]. With this in mind, we see that ECMl has a period
ranging from 2.13'rs to 2.47'rs; ECM2 from 1.12'rs to 1.19'rs; and ECM3 from 0.71 rs
to 0.74'rs, corresponding to frequency ranges of 1.21 GHz to 1.40 GHz; 2.51 GHz to
2.67 GHz; and 4.03 GHz to 4.20 GHz, respectively. This agrees well with the frequen-
cies of 1.5 GHz, 3.0 GHz and 4.5 GHz mentioned in [35].
We computed the branches of periodic orbits which end at the Hopf points HI,2,3,6
by starting from an ECM and continuing branches of periodic orbits. The two branches
of periodic orbits emanating from H4 and Hs in Fig. 6.1 (a) are not directly related to the
ECMs we considered and were computed from the periodic orbits created at the Hopf
points. The branch emanating from Hs leads to a branch of unstable periodic orbits
which ends in a homoclinic bifurcation; see Section 6.4. We note that this branch is
not connected to any of the symmetric branches on which the ECMs lie. The branch
emanating from H4 is connected to the symmetric branch on which the fourth ECM lies,
which is beyond the scope of this study.
Notice that when plotted as a function of the period T, as in Fig. 6.2, the symmetric
branches (on which the ECMs lie) have a similar shape. In each case, a lower part of
the curve contains the ECM (thick curve) and is destabilised when decreasing K'r, in a
saddle-node bifurcation of limit cycles; see also Section 6.3.
Figure 6.1 (b) clearly shows that bifurcating branches emanating from the main
branches on which the ECMs lie end in Hopf bifurcations associated with the same
non-symmetric steady state; identified in Figs. 4.2 and 6.1 (a). In order to provide a
complete picture of these connections, these bifurcation diagrams should be looked at
together with the phase portraits along them, shown in Figs. 6.3, 6.4 and 6.5, which we
now discuss in some detail.
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6.3 Bifurcations along branches
Figure 6.3 shows periodic orbits along the blue branch associated with ECMl. Along
the symmetric branch SI (see panels (al) to (as» the unstable periodic orbit, shown
in panel (al), is stabilised in a torus bifurcation at KT:::::: 2.307 as KT is decreased. The
ensuing stable periodic orbit (see panel (a2» is ECM1. It is destabilised in a saddle-node
bifurcation of limit cycles at KT:::::: I.S60, where, as Fig. 4.2 shows, the attracting solution
becomes chaotic. Continuing SI further, one sees the branch pass through a number of
bifurcations before a symmetry-breaking bifurcation at KT ::::::0.471again stabilises the
branch. The ensuing stable periodic orbit, shown in panel (a4), is not seen by simulation
in Fig. 4.2 as it is connected to the main attractor of the system by branches of unstable
solutions. A saddle-node bifurcation of limit cycles destabilises this periodic orbit at
KT:::::: 0.430. Its period then starts to grow rapidly, and the periodic orbit spirals around
the origin of the E-plane, this is shown in panels (a5) to (a7). This is evidence that the
periodic orbit is approaching a homoclinic bifurcation. We detail this in Section 6.4.
Figures 6.3 (blHb4) and (cl)-(c4) show non-symmetric periodic orbits along
branches Nl and Nr, respectively. Along Nl, we see a clear change in symmetry as
the branch extends from the symmetry-breaking bifurcation point on SI at KT:::::: 1.S22.
Initially the periodic orbit, shown in panel (b l), is almost symmetric but quickly loses
symmetry, before shrinking about the non-symmetric steady state (see panel (b4» asso-
ciated with the Hopf bifurcation HI' This change in symmetry can also be seen along
the period-two branch Nr, which bifurcates from Nl at KT:::::: 0.S43 (marking the start
of the period doubling cascade shown in Fig. 4.2 and shown later in Fig. 7.1 (a» and
rejoins Nl close to the symmetric branch S, at KT:::::: 1.770. The period-two orbits in pan-
els (cl) to (c4) should be directly compared to the period-one orbits in panels (b l) to (b3).
The phase portraits along the non-symmetric branch Nf are given in Fig. 6.3 (dl) to
(dS). The branch Nf bifurcates from S, at the symmetry-breaking bifurcation at KT::::::
0.471. Again, the initial stable periodic orbit, shown in panel (dl), is almost symmetric.
It should be compared with the symmetric periodic orbit in panel (a4). However, stability
is quickly lost in a period-doubling bifurcation. The ensuing unstable periodic orbits in
panels (d2) to (dS) quickly lose symmetry. They increasingly look like 'one half' of the
symmetric periodic orbits of panels (a5) to (as). As one moves alongNf, one 'arm' of the
periodic orbit retracts about the origin of the E-plane. However, an image of the larger
arm along with its symmetric counterpart is directly comparable with the symmetric
orbits along SI' Finally, as with SI (see panel (as», Nf ends in a homoclinic bifurcation.
48 6. Bifurcation analysis of frequency locking



















Figure 6.3: Phase portraits along the branches SI (al)-(a8), Nl (bl)-(b4). Nf (cl)-(c4) and
Nf (dl)-(d8); shown in projection onto the E-plane. From (al) to (a8) KT takes the values
2.0617, 1.9366, 1.1850,0.4410. 0.9155. 0.7898. 0.4905 and 0.0973; from (bI) to (b4) KT
takes the values 1.7929, 1.2871.0.7964 and 0.7379; from (cl) to (c4) KT takes the values
1.7507. 1.1496. 1.3869 and 0.8458; and from (d I) to (d8) KT takes the values 0.4763.0.7226.
0.9286. 1.3411.1.6819. 1.5093.2.1572 and 2.2414.
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Figure 6.4: Phase portraits along the branches S2 (a1)-(a4), Ni (bl)-(b4) and Ni (cl)-{c4);
shown in projection onto the E-plane. From (al) to (a4) KT takes the values 4.3221, 4.4738,
2.3500 and 6.6011; from (bl) to (b4) KT takes the values 4.2600,3.3589, 1.5593and 1.0411;
and from (cl) to (c4) KT takes the values 2.3097, 3.6737.4.0689 and 4.3529.
An example of this non-symmetric homoclinic orbit, which we investigate in detail in
Section 6.4, is shown in panel (d8).
Periodic orbits associated with ECM2 and ECM3 are shown in Figs. 6.4 and 6.5.
The symmetric periodic orbits along S2 and S3 are shown in Figs. 6.4 (al)-(a4) and
6.5 (al)-(a4), respectively. In both cases, no qualitative change in the shape of the orbits
is observed. Figures 6.4 (bl)-(b4), 6.5 (bl)-(b4) and 6.5 (cl)-(c4) show how bifurcating
non-symmetric branches Ni, N~ and NSend at the Hopf bifurcations H2, H3 and H6• As
in the case of branch Nl, in all cases, the periodic orbit is seen to lose symmetry as one
moves from the bifurcation point, before shrinking about the non-symmetric steady state
associated with the respective Hopf bifurcation.
Apart from the Hopf bifurcations associated with ECM2 and ECM3 we find other bi-
furcation scenarios. The dashed line in Figs. 6.2 (b) and (c) represents a period-doubling
bifurcation connecting the branches Ni and Nj, and therefore, forms another connection
between ECM2 and ECM3. Figure 6.4 (cl)-(c4) shows the development of the periodic
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Figure 6.5: Phase portraits along the branches S3 (al)-(a4), Nl (bl)-(b4) and N} (cl)-(c4);
shown in projection onto the E-plane. From (al) to (a4) KT takes the values 7.5033, 7.5696,
4.9669 and 7.3940; from (bI) to (b4) KT takes the values 6.6967, 6.6023, 6.5023 and 6.4098;
and from (cl) to (c4) KT takes the values 5.0243, 4.6283, 4.3615 and 4.1800.
orbit along Ni. It is clearly seen to 'fold' over on itself, resulting in a period-two orbit
in the local vicinity of the period-doubling bifurcation point, shown in panel (c4). This
is a period-doubled version of the periodic orbit we find on Ni, shown in Fig. 6.5 (c3).
This connection is also clearly shown in Fig. 6.1 (a). The dashed box in Fig. 6.2 (c),
enlarged in the inset, contains a hysteresis loop. Continuing ECM3 for decreasing KT
shows that it is destabilised in a saddle-node bifurcation of Jimit cycles at KT:::::: 6.703.
The solution then jumps to the non-symmetric branch N~which is stable up unti Ia torus
bifurcation at KT ::::::6.660. However, starting from and continuing the stable periodic
orbit on N~ for increasing KT shows that it is destabilised in another torus bifurcation at
KT:::::: 6.707. Simulation has shown that the ensuing torus is short Jived and the solution
jumps to ECM3 on S3' Thus, for KT E [6.703,6.707] one observes a region ofbistability
between the stable symmetric periodic orbit of S.,.and the stable non-symmetric periodic
orbi t 'of Nj .
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6.4 Homoclinic orbits
We now discuss in detail the hornoclinic orbits identified in Fig. 6.1 (b), found at the
end of the branches SI and Nf, and at the end of the branch emanating from the Hopf
bifurcation Hs'
A routine allowing computation of connecting orbits using projection boundary con-
ditions has been recently added to DDE-BIFfOOL [55]. A homoclinic orbit can be
approximated by a very high period orbit, but by using projection boundary conditions
one generally achieves a more accurate orbit, particularly if one then wants to follow it in
parameters. This routine also gives stability information of the associated saddle steady
states (or homoclinic points). In Section 6.3. we identified two possible homoclinic or-
bits of branches SI and Nf. where the period of the orbit started to increase rapidly for
small changes in Kt. It was shown in Figs. 6.3 (al)--(a8) and (dl)--(d8) that both periodic
orbits develop in a similar fashion, until finally the symmetric orbit, shown in panel (a8).
appears as an image of the non-symmetric orbit. shown in panel (d8), together with its
symmetric counterpart. We also identified a homoclinic orbit at the end of the branch
emanating from the Hopf bifurcation Hs'
All three homoclinic orbits are shown in Fig. 6.6. The saddle point involved in the
homoclinic orbit in each case is the trivial saddle steady state at (Re(E),lm(E),N) =
(0,0,813.75). This trivial equilibrium does not depend on KT. This was confirmed with
DDE-BIFfOOL, which also gives stability information about the saddle point involved
in the bifurcation. For all orbits. this saddle point has a leading real eigenvalue AI ~
-0.333 and a complex conjugate pair of unstable eigenvalues ~,3 ~ 19.6 ± i58.9. In all
cases, this corresponds to the approximate one-dimensional attraction of the trajectory
towards the homoclinic point, along its stable manifold, and the two-dimensional spiral
from the homoclinic point. along its unstable manifold, shown in Fig. 6.6.
The upper row of Fig. 6.6 shows the homoclinic orbits at the end of the symmetric
branch SI (a). the non-symmetric branch Nr (b) and the branch emanating from the
Hopf bifurcation Hs (c) in projection onto (E,N)-space. The lower row shows the same
orbits projected onto the E-pJane. All orbits shown were converted from high period
to homoclinic orbits using the new DDE-BIFTOOL routine. However. there are still
difficulties with convergence of the Newton iteration. It can clearly be seen that the non-
symmetric homoclinic orbit in column (c) is exactly 'one half' of the homoclinic orbit
in column (a). The remainder of the retracting 'arm' detailed in Section 6.3 can be seen
in column (b). Investigations show that this 'arm' is not a numerical artifact. In fact, we
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Figure 6.6: Homoclinic orbits at the end of branches SI (a), Nr (b) and the branch emanating
from Hs (c), shown in projection onto (E,N)-space and onto the E-plane respectively; the
box is [-800, 800J x [-800, 800J x [7.45 x 108,8.10 x 108J and the square is [-1000, lO00J x
[-1000,1000J.
were able to obtain convergence of the Newton iteration to this homoclinic orbit, so that
it can be continued in two parameters.
Investigations using a 2-parameter continuation of the non-symmetric steady state,
identified in Section 6.1, has revealed a T-point bifurcation [20]. More specifically, this
codirnension-two bifurcation occurs when a heteroclinic connection between the two
non-symmetric equilibria, detailed in Chapter 7, collides with the trivial saddle steady
state. The existence of a T-point bifurcation implies the existence of a logarithmic spiral
of homoclinic orbits associated with the trivial steady state. It is an organising centre of
heteroclinic and homoclinic orbits. In fact, the two-dimensional unstable manifold of the
trivial saddle steady state appears to form an upper organising boundary for the dynamics
of the PCF laser. A full analysis of the T-point bifurcation is given in Chapter 8.
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6.5 Conclusions
We investigated periodic orbits in the PCF laser using recently developed continuation
techniques. Stable symmetric periodic orbits corresponding to ECMs of the PCF laser
have been shown to exist at different frequency ranges. Moreover, by continuing unstable
periodic orbits we have provided a complete picture of how the ECMs of the PCF laser
are connected to one another. We showed how bifurcating branches of non-symmetric
periodic orbits ended in Hopf bifurcations. In each case, the respective Hopf point was
shown to be associated with the same non-symmetric steady state and, therefore, a con-
nection between the different ECMs of the PCF laser was found.
We identified all bifurcations of periodic orbits along the branches and key bifurca-
tions were explained with phase portraits. This included a period-doubling bifurcation
between two branches associated with different ECMs. A bistability between a sym-
metric periodic orbit and non-symmetric periodic orbits leading to a hysteresis loop was
identified. Furthermore, some branches were shown to end in homoclinic bifurcations
associated with the trivial steady state of the PCF laser.
Chapter 7
Global bifurcations and bistability at
the locking boundaries
This chapter is based on the paper [K. Green and B. Krauskopf. "Global bifurcations and bistability at the
locking boundaries of a semiconductor laser with phase-conjugate feedback". Pliys. Rev. E.66(016220).
2002].
We now concentrate on the mechanism of locking in a semiconductor laser with phase-
conjugate feedback. Physically, in its locking range the PCF laser is both frequency
locked and phase locked to the frequency of the PCM pump laser. Unlike the case of a
COF laser, phase locking in a PCF laser does not depend on the feedback phase. In par-
ticular, phase locking results in an ultra-narrow laser line-width which has been shown
to be stable even with the addition of noise [23]. By continuing steady states and com-
puting the unstable manifolds of saddle points we find that hysteresis loops and global
bifurcations are involved in the mechanism of locking in the PCF laser.
We compute the one-dimensional (ID) unstable manifolds of saddle steady states
with one unstable eigenvalue. Each ID unstable manifold has two branches. which are
computed by integrating from two initial conditions along the associated ID unstable
eigendirection close to but on different sides of the steady state. This eigendirection can
be found by an iterative approach [36] or with a new routine that was recently added to
DDE-BIFTOOL. Knowing at which attractor the branches of 1D unstable manifolds end
up is crucial for understanding the global dynamics. as will become clear in Section 7.2.
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Figure 7.1: Bifurcation diagram obtained by simulation showing normalised inversion N ver-
sus the feedback strength KT (a), and computed withDDE-BIFTOOL showing a normalised
amplitude versus KT (b); see text for details.
7.1 Bifurcation diagrams
Figure 7.1 contains two bifurcation diagrams. As in Section 4.1, to obtain Fig. 7.1 (a)
we integrated system (4.1) and plotted (after transients died away) the normalised value
of the inversion N = (N/Nso/- 1) x to3 whenever the intensity P(I) = 1£(/)12 crossed
its average value in the positive direction [35]. The region with no points corresponds
to a locked solution. A small number of points correspond to a periodic solution. A
large number of points correspond to chaotic dynamics. Due to the presence of hystere-
sis discussed below, the periodic solution for KT E [0.0000,0.2953] was computed for
increasing KT, while the periodic solution for KT E [0.7487, 0.9004J was computed for
decreasing KT.
Figure 7.1 (b) was obtained by continuation with DDE-BIFTOOL. For steady states
we plot Re(E) and for periodic solutions we plot Imax(Re(E)) - min(Re(E))I, offset by
the Re(E)-value of the steady states at the Hopf point. Attracting solutions are drawn
as solid curves, while unstable solutions are drawn as dashed curves. By studying the
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eigenvalues of the system we are able to identify the bifurcations involved, namely a
.. saddle-node bifurcation SN, a Hopf bifurcation H, period-doubling bifurcations PDl
and PD2, and a saddle-node bifurcation of limit cycles SL. A global saddle-focus hete-
roclinic bifurcation SFH was observed at KT' ~ 0.2953. The one-dimensional unstable
manifold of one saddle approaches the other saddle along its stable manifold in a spi-
ralling fashion. In light of the symmetry of system (4.1), this is the case of a Shil'nikov
bifurcation with negative saddle quantity, that is, not involving horseshoe dynamics; see
[43] and Section 7.3.1. The symmetry of solution branches, which can be found from
the respective phase portraits, is indicated at the top and bottom of Fig. 7.1.
Figure 7.1 (a) is useful for investigating bifurcations of attractors, but in Fig. 7.1 (b)
we also follow unstable solutions and their bifurcations. We can already see that the
system features hysteresis at the boundaries of the locking region, which is discussed
in more detail below. Figure 7 .1 (b) also shows that the extra branches that develop in
Fig. 7.1 (a) at KT' ~ 0.1347 are not bifurcations. They are due to the symmetric limit
cycle spiralling through, and thus producing extra crossings with, its value of average
intensity.
7.2 Unstablemanifolds
Figures 7.2 and 7.3 show the phase portraits corresponding to Fig. 7.1 in projection
onto (E,N)-space [Fig. 7.2] and the E-plane [Fig. 7.3]. Except for panels (a) and (b),
which were obtained by simulation, these phase portraits were obtained by plotting both
branches of the ID unstable manifold of one of the two symmetric saddle points, marked
by x ; the corresponding attracting steady states are marked by +. The bifurcation dia-
grams in Fig. 7.1, along with Figs. 7.2 and 7.3, present a complete picture of the route
into and out of locking for the PCF laser specified in Section 4.1.
For very low values of KT', system (4.1) has an almost planar periodic solution sur-
rounding the origin of the E-plane [Figs. 7.2 (a), 7.3 (a)], which is the continuation of
the free-running laser (KT' = 0) that has constant power and inversion. With increas-
ing feedback the laser is destabilised. First, the periodic solution starts to curl up near
two distinct points [Figs. 7.2 (b), 7.3 (b)]. It develops a typical shape and does end in
a saddle-focus heteroclinic bifurcation SFH when it hits two saddle-focus steady states
at KT' ~ 0.2953, [Fig. 7.1 (b)]. The exact nature of this global bifurcation is detailed
in Section 7.3.1. The two saddle-focus steady states are each others symmetric coun-
terparts and are born together with two attractors in the saddle-node bifurcation SN at
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Figure 7.2: Phase portraits shown in projection onto (E,N}-space. Except for (a) and (b),
plotted are both branches of the ID unstable manifold of one of the two symmetric saddle
points (x). The box is [-200, 200Jx [-200, 200J x [7.61 x 108,7.68 x J08J; from (a) to
(I), KT takes the values 0.1000,0.2700,0.2952,0.3065,0.4410,0.5180, 0.6182, 0.7183,
0.7252,0.7253,0.7904, and 0.9004.
KT;::::::: 0.2794, that is, before the saddle-focus heteroclinic bifurcation [Fig. 7.1 (b)]. This
produces a region of bistability between the pair of attracting steady states and the pe-
riodic solution. Indeed, for KT E [0.2794,0.2953] one branch of the JD unstable man-
ifold converges to the periodic solution, while the other branch converges to a locked
steady state [Figs. 7.2 (c), 7.3 (c)). Physically this bistability means that the laser is
capable of producing locked or periodic output for the same experimental value of KT,
depending on the initial condition. After the saddle-focus heteroclinic bifurcation, bista-
bi lity is lost and both branches of the saddle-focus steady state converge to one of the
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000
Figure 7.3: Projection of plots in Fig. 7.2 onto the E-plane; the square is [-270,270] x
[-270,270].
two locked solutions, which are the only attractors and symmetric images of each other
[Figs. 7.2 (d), 7.3 (d)].
This bistability leads to a hysteresis loop: for increasing KT the symmetric periodic
solution is destroyed in the saddle-focus heteroclinic bifurcation SFH and the system
jumps to one of the steady states, whereas for decreasing KT the two steady states are
destroyed in the saddle-node bifurcation SN and the system jumps to the symmetric
periodic solution. So not only do we see a qualitative change in the attracting solutions,
but we also see a change in the symmetry of the attractor, as is indicated in Fig. 7.1.
As KT is increased further through the locking region, the two branches of the
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ID manifold of the saddle steady state continue to converge to the respective locked
solutions. but with an increasingly larger degree of spiralling [Figs. 7.2 (e)(f)(g)(h).
7.3 (e)(f)(g)(h)J. Physically this spiralling corresponds to the characteristic relaxation
oscillations of the laser (a periodic exchange of energy between electric field and inver-
sion). which is still damped. At KT:::::: 0.7247 there is a saddle-node bifurcation of limit
cycles SL creating two pairs of symmetric periodic solutions [Fig. 7.1 (b)]. one attracting
and one of saddle-type. The attracting periodic solutions grow at a rate proportional to
the square root of the deviation of KT from its value at bifurcation. one speaks of an un-
damping of the relaxation oscillations. The saddle periodic solutions shrink down to the
locked steady state and disappear in a sub-critical Hopf bifurcation H at KT:::::: 0.7487;
see [Fig. 7.1 (b)]. This bifurcation results in the loss of stability of the locked steady
states and forms the boundary of the locking range. The system jumps to one of the two
attracting periodic solutions and the laser produces self-pulsations (relaxation oscilla-
tions). Indeed both branches of the unstable manifold of the saddle steady state end up
at an attracting periodic solution [Figs. 7.2 0), 7.3 (i)].
In other words. also the right-hand locking boundary is associated with a region of
bistability: for KT E [0.7247, 0.7487J both the pair of locked solutions as well as the
pair of periodic solutions corresponding to undamped relaxation oscillations are stable.
Again. this leads to a hysteresis loop when KT is swept up and down through SL and H.
Note already that the two branches of the unstable manifold of the saddle steady state
behave differently just after SL [Figs. 7.2 (i), 7.3 (i)] and just before H [Figs. 7.2 (i).
7.3 (i)]. As will be discussed in detail in Section 7.3.2, this implies the existence of a
heteroclinic bifurcation between SL and H.
When KT is increased further. the pair of stable periodic solutions undergoes a
period-doubling cascade starting at KT:::::: 0.8393 [Fig. 7.1 (b)]. This eventually leads
to both branches of the ID unstable manifold of the saddle steady state accumulating
on a chaotic attractor [Figs. 7.2 (I). 7.3 (I)J. For even larger values of KT the two at-
tractors collide in an attractor crisis caused by a collision of their basins of attraction.
culminating in symmetry restoring inside the chaotic region [35].
7.3 Global bifurcations
We already mentioned in the last section that at both boundaries of the locking range
we find global bifurcations, namely a saddle-focus heteroclinic bifurcation between two
saddle steady states at the left-hand boundary. and a heteroclinic bifurcation between a
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saddle steady state and a saddle periodic solution at the right-hand boundary. We now
discuss these two global bifurcations in detail.
7.3.1 Heteroclinic connection between two steady states
In Fig. 7.4 (a) we show the symmetric limit cycle just before the saddle-focus hetero-
clinic bifurcation SFH in which it hits the pair of saddle-focus steady states xI and x2• A
time-trace of Ey over its period T ~ 41.0't' is shown in Fig. 7.4 (c), where the mesh points
used in the DDE-BIFfOOL continuation are highlighted. When approaching SFH the
period T goes to infinity. At SFH the periodic solution disappears and instead we have
a symmetric pair of heteroclinic connections between XI and x2' one of which is shown
in Fig. 7.4 (b). This connecting orbit was computed with the new extension of DDE-
BIFfOOL introduced in Ref. [55]. Its time-trace with highlighted mesh points is shown
in Fig. 7.4 (d). An analysis of the eigenvalues of the saddle-foci shows a negative saddle
quantity, (J = AI + Re(A2,3)' where AI > 0, while A2,3 are the complex pair of eigenval-
ues with negative real part that are closest to the imaginary axis. This implies that there
is a unique bifurcating stable limit cycle [43].
The fact that this global bifurcation appears as two simultaneous heteroclinic con-
nections is due to the symmetry of Eqs. (4.1). When one divides out the symmetry and
identifies XI and x2 then one gets just a regular saddle-focus homoclinic connection.
We remark that after but near the saddle-focus heteroclinic bifurcation SFH the sys-
tem is excitable - an example of excitability due to a heteroclinic bifurcation [to]. When
the locked solution is perturbed to the other-side of the saddle steady state it will produce
a large excursion by following roughly the old heteroclinic connection and ending up at
the other locked solution [Fig. 7.2 (d), 7.3 (d)]. Physically, this corresponds to a phase
jump by 1C and a relaxing pulse in the power of the laser. We remark that the amplitude
of this pulse is quite small. This can also be inferred from Fig. 7.3 (d): the distance
from the origin in the E-plane does not change much and the power is the square of this
distance.
7.3.2 Heteroclinlc connection between a steady state and a periodic
orbit
Between the saddle-node bifurcation SL and the Hopf bifurcation H we have another re-
gion of bistability where again the laser can produce qualitatively different stable output
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Figure 7.4: The periodic solution just before the saddle-focus heteroclinic bifurcation (a) and
the heteroclinic connection between the saddle steady states xI and x2 at the bifurcation (b),
Panels (c) and (d) show the corresponding time-traces of E, with the mesh points highlighted.
depending on the initial condition. The infinite-dimensional stable manifold of the un-
stable periodic solution forms the boundary between solutions converging to the locked
steady state or the stable periodic solution.
As the unstable periodic solution decreases in size there must be a heteroclinic con-
nection between the saddle periodic solution and a saddle steady state, we now explain
this in detail. Figures 7.2 (i), 7.3 (i) show the ID unstable manifolds for x-r = 0.7252,
which is typical of the region xt E [0.7247,0.7252] where we see one branch spiralling
into a periodic solution, while the other branch spirals to a locked solution. However,
at K'r = 0.7253 [Figs. 7.2 0), 7.3 0)], one branch spirals into a periodic solution as be-
fore, but the other branch now spirals out to the symmetric counterpart of this periodic
solution. This implies that between the values of xr = 0.7252 and «t = 0.7253 a hete-
roclinic bifurcation must take place, as is sketched in Fig. 7.5. Initially, the ID unstable
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Figure 7.5: Before (a), at (b) and after (c) a heteroclinic connection between a saddle steady
state Xo and a saddle periodic solution rIo
manifold WU(xo) of Xo spirals into the locked solution [Fig. 7.5 (a)). As KT is increased,
the amplitude of the saddle periodic solution rl starts to decrease, from maximum am-
plitude at SL to zero amplitude at H, as can be seen in Fig. 7.1 (b). For a particular
value of KT, WII(XO) forms a connection with the stable manifold WS(r I) of the saddle
periodic solution [I [Fig. 7.5 (b)). As KT is increased further this connection is lost and
WlI(XO) spirals out to the attracting periodic solution r2 [Fig. 7.5 (c)). This behaviour is
preserved after the sub-critical Hopf bifurcation H: one branch of the saddle steady state
converges to a stable periodic solution and the other branch converges to the symmetric
counterpart of this periodic solution [Figs. 7.2 (k), 7.3 (k)).
7.4 Conclusions
We studied in detail the transitions into and out of locking of a semiconductor laser
with phase-conjugate feedback. Both feature bistabilities leading to hysteresis loops.
Furthermore, both transitions to locking are associated with global bifurcations, namely
a saddle-focus heteroclinic bifurcation and heteroclinic bifurcation between a steady
state and a periodic solution, respectively. New tools for DDEs allowed us to study
these global bifurcations in unprecedented detail.
The bifurcation scenario we described is structurally stable. Initial investigations
of some bifurcation curves in the plane of KT versus injection current indicate that this
scenario appears to be typical for a PCF laser pumped near its threshold current (up to
about 7.7% above threshold), which is the region of injection current most commonly
investigated in feedback experiments.
The construction of a full two-dimensional bifurcation diagram is the next logical
step and is the topic of Chapter 8.
Chapter 8
A two-parameter bifurcation study
near the locking range
We now present a two-parameter bifurcation analysis of the semiconductor laser subject
to phase-conjugate feedback. Using new tools for two-parameter continuation in DOEs,
we present a full two-dimensional bifurcation diagram near the locking range of the
PCF laser in the plane of feedback strength versus pump current. We are able to follow
bifurcations of equilibria and connecting orbits in two-parameters. On the other hand,
bifurcations of periodic orbits can be detected, but two-parameter continuation of such
bifurcations is not yet available. We identify codimension-two bifurcations, including
a double-Hopf point, a Belyakov point and a bifurcation of heteroclinic orbits known
as a T-point, and show how the dynamics of the PCF laser near the locking region are
organised around these points.
What is presented here is a first example of a two-parameter continuation study of
a system of DOEs. In fact, DDE-BIFTOOL was extended to cope with specific issues
raised by this study, for example, the computation of a neutral-saddle curve and questions
raised during the continuation of connecting orbits.
We also make a first attempt at mapping out bifurcations of periodic orbits in the sys-
tem by detecting individual bifurcation points at appropriate values of the parameters.
This reveals a number of interesting bifurcation scenarios, including a cusp bifurcation,
and possible Bogdanov- Takens and 1:2 resonance points which we hope, with the devel-
opment of new tools, will be studied in the future.
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Figure 8.1: Bifurcations bounding the locking range of the peF laser in (KT, I)-space. The
arrows correspond to the one-parameter continuations shown in Figure 8.2.
8.1 The locking range
In this section we use the continuation package DDE-BIFTOOL to detect and follow the
bifurcations involved in the locking mechanism of the PCF laser. The resulting bifurca-
tion diagram shown in Fig. 8.1 was obtained by starting a two-parameter continuation
from bifurcation points identified in one-parameter studies, including the study described
in Chapter 7. Plotted in red are curves of Hopf bifurcations HI,2 where each point on
the curve represents a steady state with a pair of pure imaginary eigenvalues. The Hopf
curves HI 2 are drawn dark when they are supercritical (the bifurcating periodic orbit is,
stable), and are drawn in a lighter tone when they are subcritical (the bifurcating peri-
odic orbit is unstable). In blue are plotted curves of saddle-node bifurcations SN and
pitch-fork bifurcations PFI, in both cases each point represents a steady state with a real
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eigenvalue equal to zero. Furthermore, we plot a curve of heteroclinic connections Het,
between two saddle steady states that are each others symmetric counterparts.
The general picture of the locking range of the PCF laser is that it is bounded by the
curve of saddle-node bifurcations SN to the left, the (supercritical parts of the) curves
of Hopf bifurcations H,,2 to the right and a curve of pitchfork bifurcations PF, below.
Passing through the locking range is a curve of heteroclinic orbits Het ,. The area above
the curve Het" and between the curves SN and H2 is a region of bistability, that is,
the periodic orbit involved in the heteroclinic bifurcation Het, and the non-symmetric
steady states born in the saddle-node bifurcation SN coexist; see already Figs. 8.2 (b)
to (f). Note that, when the heteroclinic curve crosses the curve of Hopf bifurcations H2
there is a second region of bistability, where two stable periodic solutions coexist.
The non-symmetric saddle steady states are born in the saddle-node bifurcation SN
together with a pair of non-symmetric stable steady states which correspond to the locked
solutions of the PCF laser. These locked solutions are destabilised along the curves
of Hopf bifurcations H, 2 when they bifurcate with a periodic orbit. Between c, and,
c2, on H" the Hopf bifurcation is subcritical, that is, the bifurcating periodic orbit is
unstable. As was shown in Chapter 7, for fixed I, this subcritical Hopf bifurcation leads
to a bistability between an attracting steady state and an attracting periodic orbit, and
a heteroclinic connection between their respective saddles [27]. This bistability is due
to a saddle-node bifurcation of limit cycles SL curve connecting c, and c2' and running
parallel to the subcritical part of H,; see already Fig. 8.8 (b).
The pitchfork curve PF, is a bifurcation of the trivial steady state. Below PF" the
trivial steady state is stable. It is destabilised at PF, when it bifurcates with a pair of
non-symmetric stable steady states (the locked solutions). Physically, the PCF laser is
in its off-state below PF,. In this system with Z2-symmetry the pitchfork bifurcation
constitutes the laser threshold, that is, it marks the onset of lasing.
The Hopf curves H, 2 intersect at the point DH, at (KT,I) ~ (0.893,0.06589), which,
is a codimension-two double-Hopf bifurcation point where there are two pairs of com-
plex eigenvalues on the imaginary axis [43]. At this bifurcation point the center manifold
is four-dimensional, in other words, this bifurcation is only possible in a phase-space of
dimension greater than or equal to four. Around a double-Hopf point the system can
bifurcate to a number of invariant objects, including two-dimensional tori which may
branch to three-dimensional tori [43]. In fact, we will see below that, near the double-
Hopf point, a period-doubling route to chaos [27] becomes a route to chaos via the
break-up of a torus.
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Figure 8.2: One parameter continuation of equilibria and periodic orbits for fixed pump
current I; from (a) to (f) I takes the values 0.064. 0.065. 0.0657345, 0.0657347, 0.067, and
0.068.
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At (KT,1) ~ (0.225,0.06433) the heteroclinic curve Het, ends at the saddle-node
curve SN at a saddle-node heteroclinic point SNhet. Here the saddle-node bifurcation
takes place on a codimension-one heteroclinic connection. Ifwe divide out the symmetry
of system (4.1), this is a saddle-node homoclinic bifurcation [43]. Below the point SNhet
the saddle-node bifurcation SN takes place on a limit cycle [29].
The lower part of the Hopf curve HI is seen to bend off and run roughly parallel to
the curve PFI before terminating. For low values of fixed pump current I, this means
that it is possible for the laser to lock and unlock as the value of KT is varied; see already
Fig. 8.4. However, this effect occurs for a very small range of I and would be extremely
difficult to observe experimentally.
We now discuss transitions through the two-dimensional bifurcation diagram in
Fig. 8.1 as we vary the value of KT for fixed values of I, this is the approach we took
in Chapter 7. The bifurcation diagrams in Fig. 8.2 were obtained with DDE-BIFTOOL
and the respective I-values are indicated by the arrows on the right of Fig. 8.1. For steady
states we plot Re(E) and for periodic solutions we plot Imax(Re(E))-
min(Re(E)) I, offset by the Re(E)-value of the steady state at the Hopf point. Attract-
ing solutions are drawn as solid curves, while unstable solutions are drawn as dashed
curves. By studying the eigenvalues of the system we are able to identify the bifurcations
involved. Apart from saddle-node bifurcation SN, Hopf bifurcations HI 2 and saddle-,
focus heteroclinic bifurcations Het I already shown in Fig. 8.1, we also find saddle-node
bifurcations of limit cycles SL, period-doubling bifurcations PD, symmetry-breaking (or
restoring) bifurcations SB and torus (or Neimark-Sacker) bifurcations T. The different
bifurcations are colour coded throughout; compare Fig. 8.1, and see already Figs. 8.3,
8.4 and 8.8.
For low values of I [Fig. 8.2 (a)], the saddle-node bifurcation SN occurs very close
to the saddle-focus heteroclinic bifurcation Het I' For I < 0.06433, the steady state is
destabilised in the supercritical Hopf bifurcation HI' The ensuing periodic solution then
undergoes a period-doubling bifurcation PD, the first along a route to chaos; compare
Fig. 7.1. At I ~ 0.06433 the Hopf bifurcation HI becomes subcritical, for larger values
of I [Fig. 8.2 (b)] we observe the emergence of a saddle-node bifurcation of limit cycles
SL. This is the scenario considered in Chapter 7 and Ref. [27]; again see Fig. 7.1. At
I ~ 0.0657345, the period-doubling route to chaos is preceded by a torus bifurcation T
and two saddle-node bifurcations of limit cycles SL. Consequently, we find a bistability
between two stable periodic solutions [Fig. 8.2 (c)]. One of the periodic solutions is born
in the Hopf bifurcation HI at KT ~ 0.8653 and is destabilised in the torus bifurcation Tat
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KT ~ 0.9118. The other periodic solution is born in the saddle-node bifurcation of limit
cycles SL at KT ~ 0.8598, first identified in Fig. 8.2 (b), and is destabilised in the period-
doubling bifurcation PD at KT ~ 0.9593. For I > 0.0657346 the route to chaos via the
break-up of a torus persists [Fig. 8.2 (d)]. This change, from a period-doubling route to
chaos to a route to chaos via the break-up of a torus, appears to be due to the presence
of the double-Hopf point. At the double-Hopf point the Hopf curves H, and H2 pass
through one another. Figure 8.2 (e) shows the situation for I = 0.067. The first Hopf
bifurcation that destabilises the non-symmetric saddle steady state is now H2, which
leads to a stable periodic orbit that is destabilised in a torus bifurcation T at KT ~ 1.236.
As I is increased further there is an increasingly larger region of bistability between a
stable periodic solution and the non-symmetric stable steady state at the left boundary
of the region of stability. This is a result of the heteroclinic curve Het, moving away
from the saddle-node bifurcation curve SN, and crossing into the locking range. Finally,
for I > 0.068222 the periodic orbit involved in the heteroclinic bifurcation exists past
the first Hopf bifurcation. This is shown in Fig. 8.2 (f) where for 1= 0.068 we observe
a bistability between the periodic orbit involved in the heteroclinic bifurcation and the
periodic orbit born in the Hopfbifurcation H2.
8.2 Bifurcations of steady states
In Fig. 8.3 we increase the area of (KT, I)-space under consideration to take a somewhat
more global point of view. We follow the curves of saddle-node bifurcations SN, pitch-
fork bifurcations PF" Hopf bifurcations H,,2 and heteroclinic bifurcations Het, shown
in Fig. 8.1 further. We also follow the additional curves of pitchfork bifurcations PF2,
Hopfbifurcations H3 and heteroclinic bifurcations Heti, and show a neutral saddle curve
ns. This provides a consistent picture of the bifurcations that can be continued, namely,
bifurcations of steady states and heteroclinic orbits.
Figure 8.4 shows an enlargement of Fig. 8.3 near the laser threshold, illustrating the
interaction of the pitchfork curves PF,,2 with the Hopfcurves H,,3' The steady states in
three different regions are sketched, where stable steady states are drawn as blue points
and saddle (unstable) steady states are drawn as red points. As was mentioned earlier,
below the pitchfork curve PF, the trivial steady state is stable [region 1]. Physically, the
curve PF, marks the onset of lasing of the PCF laser (below this curve the laser is off). At
the curve PF", the trivial steady state is destabilised and a pair of non-symmetric stable
steady states emerge [region 2], these are destabilised at the Hopf curve H,. The curve
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Figure 8.3: Bifurcations of steady states in (KT, I)-space. The labels along the curves Het
l
,2
correspond to phase portraits shown in Figs. 8.5 and 8.7.
of pitchfork bifurcations PF2 represents another bifurcation of the trivial steady state.
At this curve the trivial steady state has a zero eigenvalue, which means that a pair of
non-symmetric saddle steady states is born [region 3]. These saddles are those involved
in the saddle-node bifurcation SN and they appear as the lower branch of saddle steady
states identified in Fig. 8.2. At the Hopf curve H3 this non-symmetric saddle steady
state undergoes a Hopf bifurcation, where it bifurcates with a saddle periodic orbit. The
codimension-two pitchfork-Hopf bifurcation points PFHI 2 represent the ends of the,
Hopf curves HI 3' respectively. At a pitchfork-Hopf point the center manifold is three-,
dimensional, and one finds a real eigenvalue and two pure imaginary eigenvalues on the
imaginary axis [43].
The shape of the Hopf curve HI means that the laser can lock and unlock for a fixed
value of the pump current / as the feedback strength x-t is varied. For example, for







Figure 8.4: Enlargement of bifurcation diagram in Fig. 8.3 near the laser threshold, and
sketch of stability of steady states in different regions (directions not sketched are attracting).
1= 0.0612 a locked solution is born in a saddle-node bifurcation SN at «t ~ 0.00428.
This solution is unlocked (becomes unstable) at the Hopf curve H, at KT ~ 0.0606 and
the ensuing solution is once again locked at the Hopf curve H, at KT ~ 0.977. A final
intersection with the Hopf curve H, at KT ~ 1.227 results in an unlocked solution. How-
ever, we note that this would be extremely difficult to observe experimentally due to the
small ranges in the parameters involved.
The curves of heteroclinic bifurcations Het, 2 are explained in the next section. We,
already note that, as is to be expected, they end at the curves SN and PF2 where the
non-symmetric saddle steady states involved in the heteroclinic orbits are born.
8.3 Global bifurcations
Figure 8.3 shows that the curve of heteroclinic bifurcations Het, curls up near the point
marked TP. This indicates that the centre point of the spiral is a codimension-two point
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known as a Tspoint [20]. At TP the heteroclinic connection between the two non-
symmetric steady states is destroyed. This results in the creation of two heteroclinic
orbits from the bifurcating heteroclinic orbit. To show that this is indeed the case we
must look at the heteroclinic orbits themselves.
Figure 8.5 shows heteroclinic orbits, calculated with DDE-BIFTOOL, for the param-
eter values along the curve Het, indicated in Fig. 8.3. The first column shows Ex as a
function of the truncation time used in the computation; the second column shows N
as a function of the truncation time; the third column shows the heteroclinic orbit pro-
jected onto the E-plane; and the fourth column shows the heteroclinic orbit projected
onto (E,N)-space.
Near the saddle-node bifurcation SN [Fig. 8.5 (a)] the orbit is seen to leave one saddle
steady state and spiral into its symmetric counterpart; this was also found in Chapter 7
and Ref. [27]. As one moves along the curve Het I' the heteroclinic orbits start to in-
crease in size in (E,N)-space [Figs. 8.5 (b4) and (c4)]. As the heteroclinic curve Het,
approaches the T-point TP in (KT,I)-space, the heteroclinic orbits continue to grow in
(E,N)-space [Fig. 8.5 (d)] until just prior to reaching the T-point TP the orbit is seen to
pass very near the origin of the E-plane. At the same time, the value of the inversion N
grows [Figs. 8.5 (el) and (e2)] with a final rapid oscillation before ending up at the other
non-symmetric saddle steady state. The maximum value of inversion N reached is very
close to the value of N of the trivial steady state [Fig. 8.5 (e4)]. This is a clear indication
that we are very near the forthcoming T-point bifurcation.
One can find the new heteroclinic orbits constituting the heteroclinic orbits at the
T-point TP, that is, connecting the trivial steady state to the non-symmetric steady states,
by providing the boundary value solver DDE-BIFTOOL with the position and stabil-
ity information of the trivial steady state. As is to be expected at a T-point there is a
codimension-two connection from the non-symmetric steady state to the trivial steady
state and a codimension-zero connection from the trivial steady state to the symmetric
counterpart of the non-symmetric steady state.
Figure 8.6 (a) shows the heteroclinic orbit between the two non-symmetric steady
states. The codimension of a heteroclinic orbit is given by the sum of the dimension
of the unstable manifold of the end steady state minus the dimension of the unstable
manifold of the initial steady state plus one [55]. The non-symmetric steady states have
one-dimensional unstable manifolds. Consequently, the heteroclinic orbit (and its sym-
metric counterpart) shown Fig. 8.6 (a) is of codimension-one. This orbit is seen to start
at one of the non-symmetric steady states and then spend much time at the trivial steady
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Figure 8.5: Heteroclinic orbits along the curve Het I; from (a) to (e) (KT,!) takes the
values (0.314,0.065264), (1.303,0.069026), (2.085,0.069635), (2.201,0.070357). and
(2.177,0.070394) .
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Figure 8.6: Codimension-one heteroclinic orbit very close to the T-point TP (a), and the
corresponding codimension-two (b) and codimension-zero (c) heteroclinic orbits at the T-
point TP.
state (red part of the orbit) before a sudden oscillation back to the end non-symmetric
steady state (blue part of the orbit). These two parts correspond to the two heteroclinic
orbits that we find at the T-point. The first of these is shown in Fig. 8.6 (b). The non-
symmetric steady states have one-dimensional unstable manifolds and the trivial steady
state has a two-dimensional unstable manifold, therefore, the heteroclinic orbit shown in
Fig. 8.6 (b) is of codimension-two. This heteroclinic connection only exists at the point
TP, and its continuation would require freeing a third parameter, which is beyond the
scope of this study. The second heteroclinic orbit found at the T-point TP is shown in
Fig. 8.6 (c). Because the trivial steady state has a two-dimensional unstable manifold
and the non-symmetric steady states have one-dimensional unstable manifolds, this het-
eroclinic orbit is of codirnension-zero. In other words, this heteroclinic orbit exists for
all values of (KT,I) in a local neighbourhood of the T-point TP.
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Figure 8.7: Heteroclinic orbits along the curve Het2; from (a) to (d) (KT,!) takes the values
(0.182,0.061478), (0.620,0.063430), (2.153,0.069019), and (2.751,0.070576).
In Figs. 8.3 and 8.4, the dotted curve ns represents a neutral saddle curve, along
which the saddle steady states born in the saddle-node bifurcation SN have zero saddle
quantity, that is, er = AI + Re(A2,3) = 0, AI < 0, Re(A2,3) > 0. We note that the curve
ns starts at the pitchfork curve PF2, the curve in which the non-symmetric saddle steady
states associated with the neutral saddle are born; see Fig. 8.4. The curve is seen to in-
tersect the curve of heteroclinic orbits Het I at the point B I' a codimension-two Belyakov
point [65]. Along the curve Het I' the heteroclinic orbits between the saddle-node hetero-
clinic bifurcation SNhet and the 8elyakov bifurcation B I have a negative saddle quantity
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corresponding to a bifurcating attracting periodic orbit associated with the heteroclinic
bifurcation. Above the Belyakov point B I the saddle quantity is positive, this is the case
of a chaotic Shil'nikov bifurcation and implies the existence of an infinite number of
saddle periodic orbits associated with the heteroclinic bifurcation. Near the Belyakov
point B I the PCF laser is excitable, that is, if a locked steady state solution is perturbed
enough it will produce a large pulse by following the nearby heteroclinic orbit before
ending up at the other symmetric locked solution. This may lead to muItipulse solutions,
as was recently shown for a semiconductor laser with optical injection [65].
The existence of a Belyakov point and a T-point implies that there are infinite se-
quences of codimension-one homoclinic and heteroclinic orbits in their local vicinities
[20]. However, it is extremely difficult to find and follow these solutions in a system
of DOEs. We have made some first attempts at finding some of these curves, and our
investigations have revealed one additional branch of heteroclinic orbits He12' which
admittedly does not come close to the Belyakov point.
In Fig. 8.3 we identify this new branch of heteroclinic orbits Heu; Again, these
heteroclinic orbits are between the non-symmetric saddle steady states. The heteroclinic
curve Het2 starts at the pitchfork curve PF2, the curve in which the non-symmetric saddle
steady states associated with the heteroclinic connection are born; again see Fig. 8.4. We
were unable to ascertain why the curve ended at the top end at (KT,/) ~ (2.833,0.0702).
A possible explanation may be an interaction with a curve of bifurcations of periodic
orbits. However, at present it is not possible to continue bifurcations of periodic or-
bits in DOEs, therefore, we leave this as an open question. What is clear is that the
heteroclinic curves Het I and Hel2 cannot cross, as they involve the same branch of the
one-dimensional unstable manifold of the non-symmetric saddle steady states. A word
of warning is in order: DDE-BIFTOOL continues the boundary value problem beyond
the end point of Het2• However, the above argument and analysis of the data shows that
the boundary value does no longer correspond to a heteroclinic connection of the PCF
laser.
Figure 8.7 shows orbits along the heteroclinic curve Het2• The heteroclinic or-
bit shown in Fig. 8.7 (a) is very close to the pitchfork curve PF2; note that the non-
symmetric steady states, which have just been created, are very close together; see
Fig. 8.7 (a3). As one moves along Heu, the orbits oscillate more as they spiral into
the end steady state [Fig. 8.7 (b)]. Finally, near the end of the curve Het2, the damped
oscillations become more irregular with the size of the orbit only increasing slightly in
(£,N)-space [Fig. 8.7 (c) and (dj]. One sees the emergence of an extra 'arm' of the orbit
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in Fig. 8.7 (d3). This may be an indication of a bifurcating periodic orbit responsible
for thedestruction of the curve Heu, We note that, unlike in the case of the curve Het"
there is no interaction of the curve Het2 with the trivial saddle steady state. As is seen
in Fig. 8.4, the curve Het2 crosses the curve ns at the point B2, another codimension-two
Belyakov point. Below the Belyakov point B2 the heteroclinic orbits along the curve
Het2 have a negative saddle quantity corresponding to a bifurcating attracting periodic
orbit, above B2 the saddle quantity is positive corresponding to an infinite number of
bifurcating saddle periodic orbits.
8.4 Bifurcations of periodic orbits
In this section we make a first attempt at providing a dynamically consistent two-
parameter scenario, including bifurcations of periodic orbits, of the locking range of
the PCF laser. As has been mentioned, one cannot yet continue bifurcations of periodic
orbits in systems of DOEs in two parameters. However, we performed a number of one-
parameter studies, detected bifurcations by studying the Floquet multipliers, and plotted
the results in (K't',I)-space.
Figure 8.8 shows coloured points indicating bifurcations of periodic orbits. For
different values of I a one-parameter continuation of a periodic orbit was performed.
By studying the Floquet multipliers of the system the following bifurcations were de-
tected: saddle-node bifurcations of limit cycles SL (yellow points) when a real Floquet
multiplier passes through the unit circle at + 1, period-doubling bifurcations PD (green
points) when a real Floquet multiplier passes through the unit circle at -1, symmetry-
breaking (or restoring) bifurcations SB (purple points) when a real Floquet multiplier
passes through the unit circle at + 1, and torus (or Neirnark-Sacker) bifurcations T (black
points) when a complex pair of Floquet multipliers pass through the unit circle. Fig-
ure 8.8 (a) shows bifurcations of the periodic orbit originating from the Hopf curve H"
while Fig. 8.8 (b) shows bifurcations of the periodic orbit originating from the Hopf
curve H2.
Below the double-Hopf point DH, Fig. 8.8 (a) clearly identifies that a saddle-node
bifurcation of limit cycles SL runs close to the curve of subcritical Hopf bifurcations
HI. The stable periodic orbit emerging from the curve SL is destabilised at the curve
of period-doubling bifurcations PD (the first in a route to chaos); see Fig. 7.1 and
Figs. 8.2 (b) and (c). The ensuing unstable periodic orbit is destroyed in a symmetry-
restoring bifurcation at the curve SB. Above the double-Hopf point DH the bifurcation
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Figure 8.8: Bifurcation diagrams in (KT,I)-space; panel (a) shows bifurcations of periodic
orbits originating from the Hopf curve HI' and panel (a) shows bifurcations of periodic orbits
originating from the Hopf curve H2.
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scenario is very different. The saddle periodic orbits originating from the Hopf curve
HI are seen to undergo period-doubling bifurcations PD and, in a small range, torus
bifurcations T. An obvious question is: why is there a sudden change from a curve
of symmetry-breaking bifurcations SB, below the double-Hopf point DH, to a curve of
period-doubling bifurcations PD, above the double-Hopf point DH? With the present
tools we cannot conclusively answer this question. However, initial investigations have
revealed a possible heteroclinic connection to a saddle periodic orbit near the end points
of these curves (around (KT,!) ::::::(2.3,0.0657».
The bifurcation scenario of Fig. 8.8 (b) is somewhat clearer. It is now clear that
the torus bifurcation T, identified in Figs. 8.2 (e) and (f), originates from the double-
Hopf point DH. In the lower half-plane, a large curve of period-doubling bifurcations
PD and a smaller curve of torus bifurcations T are identified. The torus bifurcation T
originating from the double-Hopf point DH leads to interesting dynamics. Theory states
that the curve T comes with narrow resonance tongues, also known as Arnold tongues
[43]. Inside these tongues we find phase-locked periodic solutions on the torus which
lead to additional curves of bifurcations of periodic orbits. Furthermore, away from the
curve Tthe tongues intersect leading complicated bifurcations to chaotic dynamics [43].
A detailed analysis of these resonances is beyond the scope of this study.
We also identify a region bounded by curves of saddle-node bifurcations of limit
cycles SL. On the curve SL we find a codimension-two cusp point C of saddle-node
bifurcations of limit cycles SL at (KT,!) ::::::(2.3,0.0675). Such regions are common
in periodically driven systems [3] and laser models [64]. Inside this region we iden-
tify torus bifurcations T and period-doubling bifurcations PD. It is known that a curve
of torus bifurcations can meet a curve of saddle-node bifurcations of limit cycles at a
Bogdanov-Takens bifurcation point [43]. Here we also expect a change from supercrit-
ical to subcritical of the saddle-node bifurcation of limit cycle curve (this is also known
as a I: 1 resonance). Indeed, the lower curve T inside the bounded region is seen to run
very close to the curve SL. A period-doubling curve can also meet a torus curve. Again
we would expect a change from supercritical to subcritical of the period-doubling bifur-
cation, a codimension-two point known as a 1:2 resonance [43]. However, at present
we cannot accurately identify such points and leave a detailed study of bifurcations of
periodic orbits as an open problem, to be addressed when a continuation of bifurcations
of periodic orbits becomes available.
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8.5 Conclusions
We have provided a state-of-the-art two-parameter bifurcation analysis of the locking
range of the PCF laser. The general picture is that the locking range is bounded by a
saddle-node bifurcation and/or a heteroclinic bifurcation on one side and by Hopf bi-
furcations on the other; this is consistent with the one-parameter study of Chapter 7.
Pitchfork bifurcations were shown to lead to interactions between the trivial steady state
and the non-symmetric steady states of the PCF laser, also forming the laser threshold.
A number of codimension-two bifurcations were found to be organising centres for the
dynamics of the PCF laser. These included pitchfork-Hopf bifurcations, a double-Hopf
point, a Belyakov point and a T-point bifurcation. Finally, we made a first attempt at
mapping out bifurcations of periodic orbits in two parameters. While this led to an
overall consistent picture, in line with what is to be expected from both theory and stud-
ies of other semiconductor laser systems, at present bifurcations of periodic orbits can
only be detected, not continued. Consequently, some questions remain about further
codimension-two points, in particular a cusp bifurcation, and possible Bogdanov-Takens
and 1:2 resonance points.
To our knowledge what was presented here is the first two-parameter bifurcation
study of a DOE with continuation techniques. Our study highlights the usefulness of
continuation tools for DOEs and, we hope, may also serve as an encouragement for the
implementation of software allowing the two-parameter continuation of bifurcations of
periodic orbits.
Chapter 9
Bistability and torus break-up
This chapter is based on the paper [K. Green B. Krauskopf, and K. Engelborghs, "Bistability and torus
break-up in a semiconductor laser with phase-conjugate feedback", Phys. D, 173: 114-129, 2002].
We now apply the new and advanced numerical tools for DOEs (see Section 3.4.2 and
Chapter 5) to investigate the PCF laser. We concentrate on a transition involving the
break-up of a torus and show in Section 9.3 that a crisis bifurcation is responsible for a
sudden transition to chaos: a regular small attractor (a hose-like torus) increases dramat-
ically in size and becomes a large chaotic attractor. Our study is made possible by, firstly,
the package DDE-BIFfOOL [12,13, 14], which allows one to perform continuation and
bifurcation analysis of DOEs, much like AUTO [8] does for ordinary differential equa-
tions (ODEs); see Section 3.4.2. Our second main tool is to compute one-dimensional
(1D) unstable manifolds of saddle periodic orbits in systems of DOEs; see Chapter 5.
These unstable manifolds are important for understanding the global dynamics of dy-
namical systems.
The chapter is organised as follows. In Section 9.1 we show bifurcation diagrams ob-
tained by simulation and by continuation to provide an outline of the dynamics involved
in a route to chaos in system (4.1). This leads to the discovery of regions of bistability
which we detail in Section 9.2. In Section 9.3 we compute unstable manifolds of locked
periodic orbits and show that the mechanism behind the transition to chaos is due to the
break-up of a torus culminating in a crisis bifurcation. Finally, we draw conclusions in
Section 9.4.
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Figure 9.1: Bifurcation diagram obtained by simulation (a), and by continuation with
DDE-BIFrOOL (b). The consecutive arrows correspond to the phase portraits shown
in Fig. 9.2(a)-(e).
9.1 The bifurcation diagram
As was shown in Fig. 4.2, the general picture of the dynamics of the PCF laser is that, as
KT is changed, the laser produces stable periodic output interspersed with 'bubbles' of
more complicated dynamics, which for the most part are chaotic [23, 35]. We consider
in detail a transition to chaos at the beginning of the 'second bubble', in the range of
KT E [2.300, 2.800J. This transition is outlined in Fig. 9.1, which shows two bifurcation
diagrams, one obtained by simulation [Fig. 9.1(a)] and one by continuation [Fig. 9.1(b)].
9.1.1 Simulation
As described in Section 4.1, to obtain Fig. 9.1 (a), for each value of KT we integrated
system (4.1) starting with an initial condition from the attractor for the previous value
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Figure 9.2: Phase portraits shown in projection onto (E,N)-space (top) and onto the E-plane
(middle); along with associated intersections with the plane L == {N = 7.620 x 108} shown
in projection onto the E-plane (bottom). From (a) to (e) KT takes the values 2.300, 2.400,
2.500, 2.562, and 2.700.
of KT and let transients die away. Then we plotted the normalised value of the inversion
N = (N / Nsol - 1) X 103 whenever the intensity P(t) = IE(t) 12 crossed its average value
in the increasing direction. This section was chosen to ensure intersections of the orbit
for distinct values of the inversion N [35]. In Fig. 9.1(a), a small number of points
correspond to a periodic solution. A large number of points correspond to quasiperiodic
or chaotic dynamics.
Figure 9.2 shows the associated representative phase portraits, obtained by simula-
tion, of the dynamics corresponding to Fig. 9.1(a), shown in projection onto (E ,N)-space
(top) and the E-plane (middle). We also show associated intersections of the orbits with
a plane L. (bottom). Throughout this chapter, we fix the plane
L. = {(E,N) 1 N = 7.620 x 108}.
The value N = 7.620 X 108 was chosen because it is a good approximation to the average
value of N for all KT in our region of interest, ensuri ng that all attractors intersect L. over
the entire range of KT considered. We remark that the exact choice of L. is not important,
as long as orbits intersect transversally at least locally near the relevant periodic orbits.
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Figures 9.1(a) and 9.2 indicate the following bifurcation scenario of symmetric at-
tractors. The periodic solution at KT = 2.300 is destabilised in a torus bifurcation T at
KT ~ 2.307. The ensuing dynamics is quasiperiodic and takes place on an attracting
torus, shown in Fig. 9.2(b). At KT ~ 2.441 the dynamics on the torus becomes locked
to a stable periodic solution in a saddle-node bifurcation of limit cycles SL. This stable
orbit can be seen in Fig. 9.2(c) as a period-five solution, and it is responsible for the
five branches in Fig. 9.l(a). This stable solution itself undergoes a torus bifurcation T at
KT ~ 2.556, resulting in quasiperiodic modulations of the laser output. The associated
new torus is essentially a 'hose-like' object wrapped around the remainder of the initial
torus; see Fig. 9.2(d) where we see the torus as a thicker version of the period-five locked
solution [Fig. 9.2(c)]. It is further confirmed by close inspection of the attractor in 1: that
there are indeed invariant circles located around the previously locked solution. This
new torus is destroyed at KT ~ 2.570 and the dynamics becomes chaotic. By comparing
simulations for increasing and decreasing KT, we found that there is no hysteresis in this
transition.
A similar route to chaos has been observed, by simulation, in a semiconductor laser
with COF [48,49]. However, no explanation was given as to why there was a sudden
transition to a large chaotic attractor. Therefore, an immediate question is: What is
the mechanism involved in the sudden transition from the attracting torus to a much
larger chaotic attract or? We answer this question in Section 9.3, where we identify this
transition to chaos as a crisis bifurcation. This requires the new technique of computing
ID unstable manifolds of system (4.1).
9.1.2 Continuation
Figure 9.1(b) was obtained with DDE-BIFTOOL by starting a continuation from the
stable locked periodic solution on the torus. Plotted is the period T, or T /2 for period-
doubled solutions, against KT. We choose to plot T as is often done in continuation stud-
ies to ensure a smooth solution branch as KT is varied. Attracting solutions are drawn as
thick curves, while unstable solutions are thin. By studying the Floquet multipliers of the
system we are able to identify the bifurcations involved, namely, saddle-node bifurca-
tions of limit cycles SL, period-doubling bifurcations PD and torus bifurcations T. Due
to the underlying symmetry of system (4.1) we also find symmetry-breaking bifurca-
tions SB of a symmetric periodic orbit. Here a real Floquet multiplier passes through the
unit circle at + 1. As opposed to a saddle-node bifurcation of limit cycles, this leads to
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the creation of two non-symmetric periodic orbits. Symmetry-breaking bifurcations can
be distinguished from saddle-node bifurcations of limit cycles by looking at where they
appear on branches. Using the new functionality of DDE-BIFfOOL described in Sec-
tion 3.4.2, we switched onto and computed the emanating branches of non-symmetric
periodic solutions. Figure 9.1(b) shows an oval branch SI of symmetric periodic solu-
tions and two branches N I and N2 of non-symmetric periodic solutions. We will refer
to S I as having a lower and an upper part, bounded by the saddle-node bifurcations of
limit cycles SL at the maximum and minimum values of KT.
The main stable solution, indicated by a thick line, lies on the upper part of SI.
Analysis of the Floquet multipliers shows that this stable solution is born at SL at KT ~
2.441, marking the onset of locking. It destabi lises at KT ~ 2.556 in the torus bifurcation
T. This agrees with the simulation in Fig. 9.1(a). The ensuing unstable solution exists
until KT ~ 2.784, where it 'collides' with the lower part of SI and both solutions are
lost at SL. Two additional bifurcations of unstable solutions also exist on SI. They are
symmetry-breaking bifurcations at the points denoted by SR, which are in fact connected
by a branch of non-symmetric solutions NI.
By continuing the branch NI emanating from the point SR on the lower part of SI
at KT ~ 2.532, we detect a period-doubling bifurcation PD. This leads to a period-
doubled bifurcating branch N3 (not shown in Fig. 9.I(b); see Fig. 9.9). We then detect a
saddle-node bifurcation of limit cycles SL, before a second period-doubling bifurcation
PD leading to the branch N2. At KT ~ 2.543 a torus bifurcation T leads to a stable
solution on branch NI, indicated by the thick curve. This stable solution is destabilised
at a saddle-node bifurcation of limit cycles SL at KT ~ 2.530. The unstable branch then
passes two period-doubling bifurcations PD. These are in fact connected via a branch
of period-doubled unstable solutions (not shown). Finally, symmetry is restored in the
symmetry-breaking bifurcation SR on the upper part of S I.
Continuing the period-doubled branch N2, we follow an unstable solution and
rapidly detect a torus bifurcation T at KT ~ 2.5661, this leads to another stable solution.
This stable solution is almost immediately destabilised in a period-doubling bifurcation
PD at KT ~ 2.5675. This small region of stability is invisible on the scale of Fig. 9.I(b),
but it is enlarged in Section 9.2 below. Through further continuation of branch N2, we
detected a saddle-node bifurcation and a period-doubling bifurcation before the branch
leaves the window of Fig. 9.l(b).
By following bifurcating branches of unstable solutions, we have found values of KT
for which there exist regions of bistability and multiple unstable solutions. Figure 9.3
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(a) (b) (c) (d) (e)
Figure 9.3: Periodic orbits shown in projection onto (E,N)-space (top) and onto the E-plane
(bottom) for KT = 2.542. Showing, the symmetric unstable orbit on the lower part of S 1 (a),
the symmetric stable orbit on the upper part of S 1 (b), the non-symmetric unstable orbit on
the lower part of NI (c), the non-symmetric stable orbit on the middle part of NI (d), and
the non-symmetric unstable orbit on the upper part of N 1 (e).
shows an example of such solutions obtained by taking a vertical slice of Fig. 9.1(b),
through the central non-symmetric branch NI, where we observe different stable and
unstable solutions for KT = 2.542; see also Fig. 9.4(a) below. Plotted are two symmet-
ric orbits on branch SI, one stable and one unstable, as well as three non-symmetric
orbits on branch NI, one stable and two unstable. If symmetric counterparts of the
non-symmetric orbits are included, there are eight coexisting periodic solutions, three of
which are attractors and five of which are of saddle-type.
9.2 Windows of bistability
We now investigate in detail the two regions ofbistability that we identified in Fig. 9.1(b).
This bistability is between a symmetric pair of periodic solutions on NI and the main
periodic solution on SI, and between a symmetric pair of periodic solutions on N2
and the 'hose-like' torus shown in Fig. 9.2(d). Both of the symmetric pairs of periodic
solutions have small basins of attraction and, therefore, would be extremely difficult
to observe in simulations without using initial conditions obtained by continuation. We
remark that there is no hysteresis associated with these stable solutions when one follows
the main attractor as in Fig. 9.1 Ca).This is because the windows of stability are connected
to SI via unstable branches, so that, scanning back and forth, in the bifurcation diagram,

















Figure 9.4: Bifurcation diagrams near the stable region of branch NI, obtained by continu-
ation (a) and by simulation Cb), and near the stable region of branch N2, again obtained by




the dynamics is always attracted to the main attractor.
The first region of stability on NI is illustrated in Figs. 9.4(a) and (b). Continuation
shows that a stable periodic orbit is born at KT ~ 2.530 in a saddle-node bifurcation
of limit cycles SL. It exists for KT E [2.530,2.543]. By starting from the attracting
periodic solution found with DDE-BIFfOOL [Fig. 9.4(a)], we can compute a bifurcation
diagram by simulation to see what happens to this solution as we increase and decrease
KT in small steps. This results in the bifurcation diagram of Fig. 9.4(b). As found by
continuation, at KT ~ 2.543, the periodic orbit undergoes a torus bifurcation T. The
dynamics then locks to a periodic solution. This locked solution seemingly undergoes
a period-doubling cascade to a small region of chaos. After this, the solution jumps to
the main attractor of system (4.1), in this case the stable periodic solution on SI. Notice
that Fig. 9.4(a) contains ten branches due to the non-symmetric nature of the solution,
the periodic orbit is still of period five.
The region of stability on N2 is illustrated in Figs. 9.4(c) and (d). Again, by start-
ing from the attracting periodic solution found with continuation [Fig. 9.4(c)] and in-
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gram by simulation shown in Fig. 9.4(d). DDE-BIFTOOL detects a stable solution for
I(T E [2.5661,2.5675]; for this computation the numerical accuracy was increased to en-
sure a significant fourth decimal place. While this range is below present experimental
accuracy, finding this stable region showcases the usefulness of DDE-BIFTOOL. At the
left boundary of stability there is a torus bifurcation T. Simulation shows that the emerg-
ing torus seemingly breaks up quickly to a small region of chaos. At the right boundary
of stability, the stable solution undergoes a period-doubling bifurcation PD. Simulation
shows a cascade to a short region of chaos. When leaving the region of stability, the
solution jumps to the main attractor of system (4.1), in this case the attracting 'hose-
like' torus. Notice that Fig. 9.4(c) contains twenty branches due to the period-doubled
non-symmetric nature of the solution, the periodic orbit is of period ten.
The new attracting periodic solutions, that were found in these simulations, could be
continued with DDE-BIFrOOL, but due to the small parameter ranges in which these
solutions exist, we stop here. However, the overall picture is again that of the break-up
of a torus but on a smaller scale.
9.3 Break-upof a torus
The bifurcation diagrams of Fig. 9.1, along with the phase portraits in Fig. 9.2, present a
good picture of the main attractors involved in the break-up of a torus in a semiconductor
laser with PCF. However, in order to understand this transition fully, in particular, to un-
derstand why we have a sudden change from an attracting torus to a much larger chaotic
attractor, we need to investigate what happens to the underlying torus after locking. For
this it is not sufficient to use mere simulation, because for 2.440 < I(T < 2.555 one will
only get an image of the stable periodic orbit [Fig. 9.2(c)], and not of the torus (or its
remainder) on which it lies. This is where our method for the computation of the ID
unstable manifolds of the saddle periodic orbits is crucial.
The saddle periodic orbits we used are along the lower part of SI and are shown in
the bottom row of Fig. 9.5. The top row shows the corresponding stable orbits. Both
are shown in projection onto the E-plane and the values of parameters are I(T = 2.445,
I(T = 2.450, I(T = 2.480, I(T = 2.500 and I(T = 2.531. At these values of I(T, between SL
and SB on the lower part of SI [Fig.9.1(b)), the saddle periodic orbits have exactly one
unstable Floquet multiplier and therefore, their unstable manifolds are one dimensional.
This allows us to compute them with the methods outlined in Chapter 5.
In Fig. 9.6 we show the trace of these unstable manifolds in the plane ~. The crosses
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Figure 9.5: Symmetric stable orbits (top) and corresponding symmetric unstable orbits (bot-
tom) shown in projection onto the E-plane. From (a) to (e) KT takes the values 2.445, 2.450,
2.480, 2.500 and 2.53 I ; the square is E E [-400, 400J x [-400, 400J.
(+) mark the Ave intersection points with L of the saddle periodic orbit in Fig. 9.5.
From each saddle point there emanate two branches of the unstable manifold, which
converge to neighbouring attracting points (x ) corresponding to the stable periodic orbit
in Fig. 9.5. In this way and much like for ODEs, the torus, or what remains of it is
the closure of these branches of the ID unstable manifold, and it shows up as a closed
curve. Note that there are twenty intersections associated with locking on the full torus
[Fig. 9.2(c)]. They correspond to the torus intersecting four times resulting in four groups
of five intersections. We show only the top five intersections. Recall that the different
branches of the unstable manifold are allowed to intersect each other because we are
looking at a two-dimensional projection of an infinite-dimensional system.
Our computations reveal the following bifurcation scenario as KT is increased
through the locking region. The locking of the quasiperiodic solution [Fig. 9.6(a)] pro-
duces a stable periodic solution that exists on a smooth torus [Fig. 9.6(b)], as one ex-
pects immediately after locking. However, smoothness is lost as the manifold starts
to 'curl up' along the stable periodic orbit. DDE-BIFTOOL detects this transition at
KT ~ 2.4492, where we found that the two Floquet multipliers close to and inside the
unit circle become a complex pair. Figure 9.6(c) shows the manifold just after this tran-
sition at KT = 2.450. Notice that the branches of the manifold are no longer smoothly
connected at the attractors (x) but now spiral into them. Physically, this corresponds to
damped oscillations of the laser output as it settles down to its periodic solution. The
unstable manifold becomes increasingly folded and stretched as KT is increased and the
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Figure 9.6: Break-up of the torus in the plane ~ == {N = 7.620 x lO8}. Except for (a), which
was obtained by simulation, plotted are all branches of the ID unstable manifolds of the
saddle points (+), which converge to the attractors (x). From (a) to (f) KT takes the values
2.400, 2.445, 2.450, 2.480, 2.500 and 2.531; the square is E E [- 300, 300J x [140, 300J.
chaotic region is approached. Nevertheless, the torus is still a continuous (but not a
smooth) object [Figs. 9.6(d) and (ej]. The transients are becoming increasingly compli-
cated as KT is increased. At KT = 2.531 we see the unstable manifold covering a large
part of the upper part of the E-plane [Fig. 9.6(f)] and also making excursions into the
lower part; see already Fig. 9.7(a) which shows the lD unstable manifold of Fig. 9.6(f)
over a larger area of the E-plane. Note that Fig. 9.7 still shows the ID unstable mani-
fold associated with only the top group of five of the twenty intersections of the saddle
periodic orbit with L.
At KT ~ 2.5348 the saddle periodic orbit undergoes a symmetry-breaking bifurcation
SB, resulting in an additional unstable direction of the unstable manifold. However, it
is still possible to compute the strong unstable manifold, corresponding to the largest,
real Floquet multiplier of the associated periodic; see also Fig. 5.6. This strong unstable
manifold is shown in Fig. 9.7 inside the chaotic region for the saddle periodic orbit on the
lower part of Slat KT = 2.700 [Fig. 9.7(b»). It is indeed a continuation of the unstable
manifold for KT = 2.531 [Fig. 9.7(a)].
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Figure 9.7: Break-up of the torus in the plane ~ == {N = 7.620 x 108}. Plotted are all
branches of the j D unstable mani folds for KT = 2.53 j (a) and KT = 2.700 (b) on the lower
part of S I, for KT = 2.700 on the upper part of S I Cc)and the associated intersection of the
main attractor for KT = 2.700 Cd);the square is E E [-400,400] x [-400,400].
We also computed 1D unstable mani folds for the saddle periodic orbits along the
upper part of SI between S8 and SL. Here the saddle orbits have exactly one unstable
Floquet multiplier and, therefore, also have one unstable direction. An associated unsta-
ble manifold, for KT = 2.700, is shown in Fig. 9.7(c). We observe that it is very similar
to the unstable manifold in Fig. 9.7(b). As is generally the case, the unstable manifold
accumulates on the chaotic attractor. To illustrate this, the associated intersection with
L of the upper and lower parts of the main chaotic attractor for KT = 2.700 is shown in
Fig. 9.7(d).
The sudden transition to chaos at KT;::::: 2.570 is indicative of a crisis bifurcation, in
which we see a discontinuous change in the size or shape of an attractor [24, 25, 54].
In our case this attractor is the hose-like torus. At the crisis bifurcation there is a rear-
rangement of stable and unstable manifolds of suitable saddle points. It is not possible to
compute the infinite-dimensional stable manifold of a saddle point in a DOE. However,





Figure 9.8: Crisis bifurcation of the hose-like torus leading to a much larger chaotic attractor.
Plotted is one branch of the ID unstable manifold (grey curve) and the associated main
attractor (black dots) before the crisis for KT = 2.569 (a) and after the crisis for KT = 2.571
(b). Panel (c) is an overlay of the hose-like torus (black) and the chaotic attractor (grey)
that exist before and after the crisis bifurcation, respectively; the square is E E [-95, 105J x
[235,275J.
we can cast more light on this bifurcation by computing the branch of the ID unsta-
ble manifold that ends up at the attractor. This is shown in Fig. 9.8 (a) and (b) for one
(of the five) saddle points corresponding to the saddle periodic orbit; compare Fig. 9.1
(b). Just before the crisis bifurcation at KT = 2.569 [Fig. 9.8 (a)] the unstable mani-
fold is contained in the basin of attraction of the hose-like torus and, hence, eventually
ends up at the corresponding attracting invariant circle. Notice however, that this branch
makes large excursions before settling down. After the crisis bifurcation at KT = 2.571
[Fig. 9.8 (b)] the hose-like torus has seemingly been replaced by a much larger chaotic
attractor. The unstable manifold accumulates on this new atrractor, which has a shape
resembling the manifold just prior to the bifurcation. However, the chaotic attractor is
no longer confined by the stable manifold of the saddle. Overlaying the attractor before
and after the crisis bifurcation [Fig. 9.8 (c)] shows that the hose-like torus is 'part of' the
large chaotic attractor. In other words, in the crisis bifurcation a small 'regular' attractor
(an invariant torus) suddenly and discontinuously changes in size to become a chaotic
attractor.
The crisis bifurcation we found in the PCF laser is much like an interior crisis in that
there is a sudden growth in the size of the attractor. However, the smaller attractor is not
chaotic itself (as is generally assumed in the definition of an interior crisis [24,25,54]).
We remark that the sudden appearance of the much larger chaotic attractor is preceded
by more and more complex transients due to the increasingly complicated geometry of
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Figure 9.9: Bifurcation diagram obtained by continuation showing the branches N2 and N3.
which are connected to a further bifurcating branch N4.
unstable manifolds; see Figs. 9.6-9.8.
9.4 Conclusions
In summary, we have presented a detailed numerical investigation of a route to chaos
via the break-up of a torus in a PCF laser. A simi lar transition has also been observed
in a COP laser [49] but the actual sudden transition to the chaotic attractor has not been
explained. Our results clearly indicate that the chaotic attractor associated with this tran-
sition was created at a crisis bifurcation. We believe this to be the first time that a sudden
transition to chaos has been studied in detail in a system of ODEs. This was only made
possible by advanced numerical tools for DDEs, namely the package DDE-BIFfOOL to
compute saddle periodic orbits, combined with our new technique for computing unsta-
ble manifolds of saddle periodic orbits. This highlights the use of these techniques for
ODEs in general.
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As an indication ofthe overall complexity of the bifurcation diagrams, Fig. 9.9 shows
the further continuation of branch N2 and the continuation of another branch of non-
symmetric solutions N3 from a period-doubling bifurcation of branch NI. Branches N2
and N3 both end in period-halving bifurcations, at KT :::::2.6063 and KT :::::2.5893 re-
spectively, leading to another branch of non-symmetric solutions N4. Here we clearly
see multiple solutions existing for small intervals of KT. Branches N2 and N3 contain a
number of saddle-node bifurcations of limit cycles SL and period-doubling bifurcations
PD, the latter lead to other branches which could be continued. Moreover, at the end
of branch N3 we find a small region of stability which undergoes a period-halving bi-
furcation leading to a small region of stability on branch N4 for KT E [2.5832,2.5893].
We found that these stable solutions have such small basins of attraction that it is nu-
merically very difficult to find the stable solution even when starting from the numerical
approximation provided by DDE-BIFTOOL. We believe that the period-doubling of this
stable solution on branch N4 is the start of a period-doubling cascade to chaos. If this is
the case, it implies the coexistence of two chaotic attractors.
We note here that the symmetry-breaking bifurcation SB on the upper part of SI
[Fig. 9.l(b)] appears to coincide with the value of KT at which we identified the crisis
bifurcation. A possible explanation connecting these two events is as follows. As SB is
approached along branch NI, the non-symmetric orbit tends to the symmetric orbit of
branch SI. The fact that these two periodic orbits come together implies that a much
larger phase space can be visited by the unstable manifold. Eventually at SB the periodic
orbits coincide and we see the sudden emergence of the chaotic attractor.
Chapter 10
Discussion
Using continuation techniques and manifold computations we presented a detailed dy-
namical picture of the single-mode PCF laser, as described by system (4.1). We hope
this knowledge will lead to experiments using phase-conjugate feedback and that our
bifurcation analysis will allow experimentalists to manipulate the PCF laser output to
their requirements.
There is a lot of current interest in the dimensionality of attractors in lasers with
delay, particularly for use in communication schemes [63]. We remark that the transition
outlined in Chapter 9, up to and including the chaotic region, can occur in a phase-space
of minimal dimension three. This leads to the open question: What are the mechanisms
involved in the routes to chaos for higher values of KT? In particular, what happens
during the transition from the third bubble of chaos to the fourth ECM [see Fig. 4.2]?
Are these transitions to 'high-dimensional chaos'?
Using chaotic signals for communication close to a sudden chaotic transition may, in
the presence of noise, result in loss of the chaotic attractor to a periodic solution. This
would be vastly undesirable, especially in encryption schemes. Therefore, other sudden
transitions to chaos should be investigated. A principal tool in these investigations would
be computing unstable manifolds of saddle periodic orbits, as was detailed in Chapter 5.
One such sudden transition is the saddle-node bifurcation of limit cycles between ECM2
and the second bubble of chaos. It appears to involve chaotic transients, and our aim for
the future is to find the chaotic saddle associated with this transition by computing the
one-dimensional unstable manifold of the bifurcating saddle periodic orbit.
The effect on the dynamics of varying other parameters within the PCF laser system
should also be looked at. In this thesis, we predominantly investigated the effect varia-
tions in the feedback strength had on the dynamics because this parameter is easiest to
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vary experimentally. One may also look at other parameters, for example, the parameter
a. Although a may not be changed during an experiment (it is a material property of
the laser), different lasers have different a values and, therefore, an investigation of how
a variation in a affects the dynamics of the laser would be a worthwhile study.
In Chapter 8, we took first steps in investigating what variations in the value of the
pump current (an experimentally accessible parameter) has on the dynamics of the PCF
laser. Our study was restricted to two-parameter continuation of steady states and con-
necting orbits. The development of routines allowing two-parameter continuation of
bifurcations of periodic orbits would be the next logical step in furthering this work and
to the study of DOEs in general.
Any method for growing unstable manifolds in ODEs or maps may be generalised
in the same way to DOEs (or their Poincare maps). We have taken here the first step
by computing 10 unstable manifolds of saddle points. It is an interesting challenge for
future work to compute 20 unstable manifolds of equilibria by generalising the method
in [40], and 20 unstable manifolds of saddle fixed points (corresponding to periodic
orbits of the DOE) by generalising that in [38].
We further plan to integrate our method for computing unstable manifolds of saddle-
periodic orbits in DOEs with DDE-BIFTOOL. Our method requires as starting data a
saddle periodic orbit and an associated linear eigenfunction, specifying the direction of
the local unstable manifold, of the saddle periodic orbit. The saddle periodic orbit is
presently found with DDE-BIFTOOL, but the eigenfunction is computed with an itera-
tive approach. Just as with steady state solutions, DDE-BIFTOOL will be extended to
also compute the eigenfunction and, therefore, automatically provide all necessary start-
ing data needed for a manifold computation. This is not only more accurate, but also
allows for a direct integration of both methods in a single environment, for example, in
a Matlab interface of DDE-BIFTOOL.
In conclusion, we believe that the results presented in this thesis showcase the use-
fulness of continuation and manifold computations for the study of DOEs and that the
techniques described here will contribute to the development of the theory of global
bifurcations in DOEs.
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