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R~um~ 
Soit {gk}k>~l une suite de nombres complexes de s6rie g6n6ratrice G(z)= ~k~l  g kzk" Nous 
d6finissons, en premier lieu, la fonction de Dirichlet associ6e /l {gk}, d'ordre n~>l et de 
param&re t ~ Z*_, comme &ant l'6valuation du mot XlXg -1 par rapport aux formes diff6rentielles 
d~(x0)--dz/z et dcc(xl )- -G(z)dz/z l-t. Nous 6tablissons ensuite les propri6t6s combinatoires de 
cette fonction dans le cadre de l'algObre de mOlange des s~ries formelles en les indOterminOes non 
commutatives t/l l'aide du calcul symbolique. Plus g6n6ralement, avec les formes diff6rentielles 
np de m~me type, nous exprimons l'~valuation des mots de la forme XqXo~...xipx o et, en parti- 
culier, des mots de Lyndon ou de Sir~ov en combinant avec les fonctions de Dirichlet. En 
examinant la reprbsentation matricielle minimale, nous &ablissons l'6valuation des sOries ra- 
tionnelles. En particulier, l'~valuation des fractions rationelles non commutatives de la forme 
xq(clxo)*...xip(CpXo)* nous conduit, via le thOorkme de convolution, aux fonctions spbciales 
du type hyperg~om~trique. 
I .  In t roduct ion  
Les bases de l'alg6bre de Lie libre sur un alphabet munies de l 'ordre lexicographique 
(base de Chen-Fox-Lyndon,  base de Hall, base de Sir~ov . . . .  [25,26,32]) sont ad6- 
quates pour la r6solution des syst6mes dynamiques. L' id~e centrale d'un tel calcul, selon 
le point de vue d'un g~om6tre, est d'6viter les calculs inutiles lors des manipulations 
des crochets de Lie des op6rateurs diff6rentiels d6crivant la trajectoire de l'6tat du 
syst~me (la graduation et la factorisation de la s6rie de Chen [10,11,31], la formule 
de Campbel l -Baker-Hausdorff -Dynkin [30]. . . .  ). Ici, nous transposons ces techniques, 
dans un point de vue dual au pr6c6dent, pour d&erminer l'~valuation avec les entr~es 
rationnelles des skries gknkratrices (les fonctionnelles causales [4,5]): 
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1. En nous plaqant dans le cadre de l'analyse complexe, nous consid6rons, pour sim- 
plifier, les entr6es uivantes: 1 
G2(z) 
Gl(Z) et a2(z) = z--f-~_t2 , 1 a l (z )  - -  zl__t laO(z) = z'  
Off tl,t2 et tl + t2 (~ Z*_,GI(Z)= ~k>>.l #l,k zk et G2(z)= ~--~k>~l 92,k zk sont telles que 
al et a2 soient m6romorphes dans un domaine obtenu en coupant le plan complexe 
depuis z6ro et depuis chaque singularit6 de Gl et G2 jusqu'~ l'infini sans croisement. 
Nous exprimons les 6valuations ~ l'aide des fonctions de Dirichlet, d'ordre net  de 
paramktre ti, obtenues comme &ant l'6valuation des mots xixg -1 (i = 1 ou 2): 2 
zk+ti 
Din(Gi[ti,z) = ~Zo(xix~-I ) : Z gi, k (k -1- ti) n" 
k>~l 
La construction de la fonction g6n6ratrice pour ces fonctions revient ~ calculer 
l'6valuation de la s6rie rationnelle xi(cxo)*. Si, en particulier, Gi(z)=zC(1 - z )  -ai 
alors: 
F(ai)F(ti + 1 - ai)zC+ti2F1 ( ai, ti ) 
Z cnDin+l(Gi[ti'z)=~[xi(cxo)*] = -~ i  -~ 1) \ t i  + 1 [z " 
n>~O 
Avec les m~mes entr6es, nous calculons syst6matiquement, en explorant l'agkbre de 
m~lange des s~ries formelles d6finie sur l'alphabet X = {xo,xl,x2} et en utilisant/es 
fonctions spkciales (voir Section 2): 
nl np • L'6valuation des mots x~,x o . . .x ix  o et en particulier, les mots de Lyndon ou de 
Sir~ov. Cette 6valuation ous conduit aux polylogarithmes de N. Nielsen. 
• L'6valuation des s6ries rationnelles et en particulier, des fractions ratiormelles non 
commutatives xi~ (ClX0)*... xi~ (CpXo)*. Cette 6valuation ous conduit aux fonctions 
hyper g~om~ triques. 
2. Puisque l'analyse du comportement d'entr6e/sortie d'un syst~me consiste ~ 6tudier la 
sortie en fonction des entr6es [27-29], il est alors important de d&erminer la nature 
de la sortie en fonction celle des entr6es et d'expliciter la sortie (par exemple, en 
utilisant les combinaisons de polyndmes exponentiels i nous nous limitons aux 
entr6es polynomiales ou polynomiales exponentielles [2,11]). Ici, nous poursuivons 
l Lorsque t2 =0 et G2(z)=z nous incluons alors le cas avec la d6rive. 
2La fonction Din(Gi[O,z) n'est hen d'autre que la fonction g6n6mtdce polylogarithmique d'ordre n as- 
soci6e ~t {gi,,}k>~] [14]. Lorsque la suite {gi, k}k>~l est constante t 6gale h 1,Din(Gi[O,z) coincide avec 
le n-polylogarithme, Din(GilO, 1) coincide avec la fonetion z&a de Riemann et Din(Gi[ti, 1) avec celle 
d'Hurwitz [20]: 
Lin(z) = Di,(GilO, z)= ~ zk 
k~>l 
~(n)=Din(Gi[O, 1)= )-- ] 1 et ~(n, ti)=Di~(Gilti, 1)= ~--~ 1 (kY, i)n " 
k>~l k>~l 
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la m~me probl6matique en consid6rant les entrkes rationnelles d6crites plus haut. 
Nous explicitons la sortie, non seulement avec les fonctions usuelles, mais aussi 
avec les polylogarithmes, hyperlogarithmes ou hyperg6om6triques n nous basant 
sur le calcul exact, aussi bien que les approximations par les polyn6mes ou les 
approximations par les skries rationnelles des s6ries g6n6ratrices: 
• Lorsqu'une s6rie S est un polyn6me, il suffit de remplaqer chaque mot w dans S 
par son 6valuation. Mais, d'apr~s les propri&6s des int6grales it6r6es [3] et d'apr~s 
le th6or6me de Radford [25], on peut aussi 6crire chaque polyn6me dans la base 
de Lyndon ou dans la base de Sirgov. Puis avec le th6or6me de convolution [13], 
on acc61~re le calcul de l'6valuation de chaque mot de Lyndon ou de Sirgov. On 
acc61~re, en cons6quence, celui des polyn6mes. D'apr~s les m~mes propri&6s, on 
a aussi int6r& h 6crire chaque polyn6me dans la base duale de la base PBW- 
Lyndon ou PBW-Sirgov puisque le calcul de l'6valuation se simplifie grandement. 
Ainsi, il est possible d'exprimer une telle sortie ~ l'aide des polylogarithmes de 
N. Nielsen (voir Section 3). 
• Lorsqu'une s6rie S est infinie, on peut toujours l'approximer 3 en la tronquant 
et on se ram~ne ainsi au cas polynomial. Cependant il n'est pas question de 
tronquer syst6matiquement les s6ries rationnelles puisque certaines e pr&ent rel- 
ativement facilement h l'6valuation (voir Section 4). En outre, Hespel et Jacob 
ont montr6 que l'on peut approximer la s6rie g6n6ratrice S par des s6ries ra- 
tionnelles mieux que par des polyn6mes. Leurs algorithmes ont bas6s sur un 
calcul d'une s6rie R rationnelle ayant les m6mes coefficients que la s6rie S pour 
tous les mots de longueur inf6rieure ou 6gale ~ k et fournissent des approximants 
rationnels de type Pad6 non commutatif [6-9]. 4 Dans le m~me ordre d'id6e, 
des techniques combinatoires, utilisant des arbres croissants et des chemins de 
Motzkin, sont 6galement d6velopp6es par Lamnabhi-Lagarrigue, L roux et Viennot 
[18,19]. L'ensemble des deux approches incluent aussi bien la lin6arisation de 
Carleman que les d6veloppements finis de Volterra [27-29]. Cela nous amine 
calculer l'6valuation des s6ries rationnelles (les s6ries g6n6ratrices des syst~mes 
dynamiques bilin~aires [4]). 
• En examinant la repr6sentation matricielle minimale d'une s6rie rationnelle S, 
nous donnons trois situations permettant d'en calculer exactement l'6valuation 
(voir Section 4). La premiere se base sur une forme gradu~e des s6ries ra- 
tionnelles et exprime les d6veloppements fonctionnels des sorties en combinai- 
son lin6aire de fonctions hyperg6om&riques. La deuxi~me conceme les s6ries 
3 Ici, on suppose que la s6rie formelle S est ~t coefficients dans un armcau commutatif, unitairc et muni de 
la topologie discr&e. On muni l'alg~bre des s6rics formelles de la topologie produit d6finic par une distance 
ultram6trique (voir [1] pour plus de pr6cisions). 
4Los simulations num6riques, avec les entr6cs et sorties polynomiales cxponentielles, ffectu6es par 
Boussemart [2] ont d6jA montr6 que les approximations rationnelles sont plus int6ressantes ant au point 
de rue rapidit6 de calcul d'6valuation qu'au point de vue fiabilit6 des r6sultats par rapport aux approxima- 
tions polynomiales. 
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rationnelles bchangeables et montre que les sorties sont des fonctions analytiques 
des logarithmes (primitives des entr6es). La demi~re utilise des formes factorisOes 
des s6ries rationnelles pour mettre les sorties forme d'un polyn6me en les poly- 
logarithmes de N. Nielsen et leur exponentiel. 
2. Transformation d'6valuation et fonctions sp6ciales 
Rappelons que l'~valuation d'un mot w sur l'alphabet X = {x0 . . . . .  xm}, notre ~(w),  
part rapport aux formes diff~rentielles d~(x0)= dz/uo . . . . .  do~(Xm) = dz/um, est l'int6grale 
it6r6e de Chen associ6e fi w [3]: 
~(w)  = • asl  . ask 
ui,(Sl) uik(s~)" 
L'6valuation de w, not6e ~(~;w) ,  pour le noyau K~ s'annulant en q et par rapport 
aux m6mes formes diff6rentielles, est d6finie r6cursivement comme suit [13, 14]: 
I x~f~z) si w=e, 
~(~;  w) = as  t Jg ~(K~;/))/~ si w:l)xi,(1)EX~C,xiEX). 
Elle est l'unique solution s'annulant en g de l'6quation diff6rentielle alg6brique suivante: 
(Uil"~) 0 "'' O(uikd)(f):~, 
L'6valuation d'une s6rie formelle S sur X, est d6finie (sous conditions de convergence) 
comme suit [13, 14]: 
wGX* 
L'6valuation sans noyau de S est la fonction ~(S)= ~(1;S).  
Dans ce qui suit, nous consid6rons les formes diff6rentielles suivantes: 
dec(x0)= dz dcC(Xl)=Gl(Z)zl~-~_tl et d~z(x2)=G2(Z)zldZ2 Z 
off h, t2 et tt + t2 ~ 77*, Gl(z) = Y~k>>.l gl,k zk et G2(z) = ~k>~l g2,k zk telles que Gl(Z)/ 
z 1-t' et G2(z)/z 1-t2 soient m6romorphes dans un domaine obtenu en coupant le plan 
complexe depuis z6ro et depuis chaque singularit6 de G1 et G2 jusqu'~ l'infini sans 
croisement. Le disque unit6 ouvert centr6 en z6ro est not~ par ~//. 
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nl np 2.1. L'kvaluation des mots xiLXo ...XipX o 
Proposition 2.1. S'il existe un chemin d'intkgration F~ inclus dans ~li alors, pour 
n >>. 1, nous avons: 
n--1 (--1)1+1 ( ) Z z n--l--I log ' ) 
l=l 
( _ l )n -1  z 
q- -~.  f~ l°gn-l(~)d°tS~(xi)' 
O~g(XiX 0 )~-~Zo(XiX 0 )--  Z O~(XiXlo-1) (~_  l)l. logn-I 
1=1 ( -- )" ' 
zk+ti [ ~k+ti ] l 1ogn_ / (~)  " 
~(X iXg-1)=Zgi 'k" - - - - - 'n  ~ ZOi 'k (k~gt ' ) l  J (n - l ) !  
k>~l I, tc q- ti) /=1 k~>l 
Prenve. En utilisant la d6finition r6cursive du produit de m61ange [1], nous avons 
successivement: 
XiXg -1 = X 0 uz XiX~ -2 -- (X 0 LtJ XiXg -3)x 0 
~- X 0 t~ XiX~ -2 -- X 2 ~ XiX~ -3 ~- (X 2 tJ~ XiX~ -4)x 0 
n--I ( _  i+l 1 n-- = 1) XoW(XiX 0 l-l)-q-(--1)n--lxg--lxi. 
1=1 
Ainsi, la premi6re expression est alors une cons6quence directe des propri&6s des 
int6grales it6r6es [3]. I1 en est de m~me pour la seconde expression. La demi~re ex- 
pression peut &re obtenue simplement par r6currence. [] 
Corollaire 2.1. S'il existe un chemin d'intbgration F~ inclus dans ql alors, pour tous 
n ,m~ l, nous avons: 
__  zk+ti 
(i) z . -1  ~_~gi, k( O~o(XiXo ) = ]~ 7 ti) n' 
k>>.l 
n - - lm- -1  [~-'~ gi, lgj, k--I " zk+t,+tj 
4(XiXo XjXo ) = (ii) 
k~>2 /z~.al_/=1 (l q- ti) n (k q- t i q- tj) m' 
(iii) O~o[(XiX n--1 ) ~(XjX~--I)] = ~ [~--~ gi, lgj, k-I 
- -  (l q- ti)n(k - l + tj) m k~>2 / 1=1 
= ~-~Ak(k zk+ti+tJ 
+ ti + tj) n+m' k~2 
zk+ti+tj 
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k-1 [E(ra_:+r)(k+ti+t:)n+r 
avec: A k : Z gi, lQj, k - I  (l+ti)n-r 
1=1 Lr=O 
m -- 1 (k+ti-{-t] )m+s ] + y~ (.-l+s~ 
s=0 ~ s J (k--l+tj)m-~J 
Preuve. (i) D'apr~s la Proposition 2.1, cela est une cons6quence directe du fait que 
lim~__.0 ~+t, logn-t (z/q) = 0. I1 peut s'obtenir aussi par identification des deux demi~res 
expressions de la Proposition 2.1. 
(ii) Si )--]k~>l Oi, kzk+t~/( k + ti) nest  l'6valuation de xixg -1 (voir (i)) alors celle de 
n--1 xix o xj est: 
I k 
4(X ixg- lx j )=  Z ~f'~ gi, lOj, k--l+l Z k+t'+tj+l 
k>~l ~=1 (l + ti)n k + ti + tj + l" 
Par cons6quent, en changeant k + 1 en k et puis en utilisant encore (i), nous avons 
finalement (ii). 
(iii) D'apr~s les propri6t6s des int6grales it6r6es, on a ~(xixg -1 w xjx~ -1 ) = ~(xixg -1 ) 
o~(xjx~-l). Alors d'apr~s (i), le demier produit Cauchy conduit ~ la premiere xpres- 
sion. Pour la seconde expression, en utilisant la d6finition r6cursive du produit de 
m61ange (xixg- 1 ) 02 (XjX~-- 1 ) = Xi[X~--I 02 (XjX~-- 1 )] + Xj[(XiX ~-1 ) 02 Xr~-- 1] et en calcu- 
n-I w(xgx~n-1) et (xix'~-l)02x'~ -1, nous d6duisons: lant x 0 
z "l(r=0 m- 1 + r'~ n--r--1 m+r--1 (x:g-l)02(x:Ul)= ) XiXo XjX 0 , r 
m (n ,x  + xjx~ g+,-1. 
s=O S 
D'apr~s (ii), nous obtenons alors le r6sultat d6sir6. [] 
Proposition 2.2. S'il existe un chemin d'intOoration F~ inclus dans ~ alors, pour tous 
n, p > O, nous avons: 
~(xix~) ----- ~ l°gn-k(z) z 
k=o -~- -~!  I~(~xi)  et 
~(X iXoX jXo)=Y~(-1)k~_~ (p_q) !  ~' o ' o J"  
k =0 q =0 
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z q oft I~(xkoxi) et I~(~XiXoXj) sont les int~grales uivantes: 
I~ (xkOxi) : ~z  [_ l°g(s)]kk[ d0~(xi) et 
i (x x, xqx,) = f z t_lO_gq,(S)lq 
Preuve. D'apr~s le th6or~me de convolution [13], nous avons l'6valuation suivante: 
~r~(N'~'XilXO "''XikX~k)-~- nl[ n, I .  ... t¢¢(Sl)lOgn, s2 
(z) 
. . .  log ~ ~ d~,Cxi,).., d~(x~). 
Par cons6quent, en utilisant la formule binomiale, nous avons: 
n log~-k(z) f z [ -  log(s)] k ~(xix~) = ~ d~(xi), 
k! 
227 
n p (k+q)  logp-q(z) Z 
k=O q=O 
X f z [--logk+q(s)](k + q), f f  [--l°g(r)]n-k(n - k), d°trc(xi)d°tS~(xJ)" 
D'ofi les expressions de I~Z(x o~xi) et de ~(xkoxiXgXj). [] 
Proposition 2.3. Avec les mdmes notations de la Proposition 2.2, pour tous entiers k 
et q, nous avons: 
k l 
( -1)  r. t . z .~ .xZ_t .  Ig(xtox~) = ~--7~.  t,og t ) or ,  o ) - l°gt(g)~(xix~- l ) ]  , 
/=0 
k l+q ( l+q~ (-1) r r k t+q-r 
Ig(xk°xixqxJ) = ~ ~ \ ] l  - - -~ .  v [l°g (z)~(x'x°xjx° ) 
/=0 r=0 
r ¢ l+q--r 
- log  (¢)~o(XiX~oXjXo )] 
k q 1 .l+r -ZZ - l!rt ) logt(~)e~(XiX~--l)[logr(z)4(x~xqo--r) 
/=0 r=O 
--logr ( ¢ )O~(XiXg -r )]. 
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Preuve. En utilisant l'expression de ~o(xi) nous v6rifions que: 
f Z I~(xkOxi) - (--1)k ~_~gi, l logk(s)sl-l+t ds = (--1)k k! k! Zg i ' lN~(k ' l ' t i )  
i>~1 l>>.l 
Nous avons N~(0, l, t) = (z l+t - ql+t)/(l + t) et N{(k, l, t) = [z l+t logk(z) - qt+t logk(q) _ 
kN~(k - 1, I, t)]/(l + t). Nous pouvons alors prouver (par r6currence sur k) que: 
k! ~ ( -1)r  zl+t 1ogr(z) _ ql+t 1ogr(q) 
N~(k ' l ' t ) - ( -1 )k  r=0 r! ( l+t )  k-~+l 
D'apr6s le Corollaire 2.1, cela donne l'expression d6sir6e de I~(xkoxi). Nous d6duisons 
aussi que: 
z k q logl+q(s)off(xix~-l)d~S(xj)__~. ~ - ~-  - I~(XoXiXoXj) : Z l!q! 
l=0  
--logl(q)O~(XiXko-I ) ! z logq(s)dod~(xj)] 
= Z l (l + q)! 
l=0  
-Z  (_ 1)1 l°gt(g)~o(XiX~-l)I~z(xqxi)" 
/=0  
En utilisant l'expression de ~(xix~), de da(xj) et de N~(p,u, ti + tj), nous effectuons 
l'int6grale suivante: 
~ z [_ log(s)] p p! Odo(XiX~) d~(xj) 
E u-' 9i, vgj, u-v] ~ (-1) r z u+ti+tj l ogr (z ) - -g  ~+ti+t: 1ogr(q) = Z..>~ ~= (~ + t;)o j r=O r~ ~; , : ;~1-  
P __1 r 
= Z ~ [l°g~ (Z)~o(XiX~)XjXff -r ) - logr(q)~(xix;xjxff-~)]. 
r=O 
D'apr~s l'int6grale pr6c6dent et d'apr~s l'expression de I~(xkoxi), nous d6duisons celle 
de z k q I~(XoXiXoXj). [] 
2.2. L'Ovaluation des fractions rationnelles non commutatives Xil(ClXo )* ...Xip(CpXO)* 
Proposit ion 2.4. S'il existe un chemin d'int@ration Q inclus dans all alors, pour 
tous nombres complexes Cl et C 2 tels que t i -  Cl , t j -  c2 et ti + t j -  c2 ~ 7Z*_, nous 
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avons: 
k>~l k>~l 
[xi(clXO)*xj(c2XO)*] = E l q- ti -- ¢1J k -+- ti q- tj -- C 2 
k>~2 /=1 
k~>2 l=1 l - -~-/~Cl ' J  k+t i+ty -c2"  
Si, en particulier, Gi(z) =zC~(1 - z) -~' et Gj(z) =z~2(1 - z) -~ alors nous avons: 
fo  l Offo[Xi(ClXO)* ] =Z c'+ti sti-- l( l  -- ZS) -a' ds, 
ago[xi( clxo ) *Xj( C2Xo ) * ] 
fo ' f  I ._a, c,+tj. =zc2+(' (S1S2)ti--l(1 -- ZS1S2) S 2 1,1 -- ZS2) -aj dsl ds2. 
Preuve. D'apr6s le th6orbme de convolution [13], nous avons l'6valuation suivante: 
~[~;xi,(clx0)*...xik(ckx0)*] 
Par cons6quent, en utilisant les expressions de G1 et de G2, nous obtenons: 
9t~[Xi(ClXo)*] =zCl E Oi, k S k-l+ti-O ds, 
k>~l 
k z 
~[xi(clxo)* Xj(C2Xo)*]=zC2 k>lE E,:I gi, tgj, ti ~ f Sk+t~+t;-c2 ds. 
Puis, en int6grant, nous d6duisons les premi6res expressions. Les autres expressions, 
correspondantes aux cas particuliers, sont imm6diates en changeant sen  zs dans les 
formes obtenues avec le thhor6me de convolution. [] 
CoroUaire 2.2. S'il existe un chemin d'intOgration F~ inclus clans qi alors, pour 
tous nombres complexes Cl et c2 tels que t i - c l , t ] - c2  et ti + t ] -c2  ~ 7/*-, nous 
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avons: 
(iv) 
(v) 
(vi) 
zk+ti 
O~[Xi(C1Xo)*] : Z Oi, k k + t i -- Ca' 
k>~l 
rk-1 
~o[Xi(C1Xo)*Xj(C2Xo)*]: ~ [ Z gi, lgj, k-I 
k>~2 I. /=1 1--~/--~Cl 
~o[Xi(ClXo )* ~ Xj(C2Xo )*] : Z 
k>~2 
zk+ti+tj. 
zk+ti+tj 
k + ti + ty - cz' 
t=l ( l+t i - c l ) (k -  l+t j - cz )  
Preuve. (iv) et (v) sont imm6diates d'aprbs la Proposition 2.4. Puisque: 
O~[Xi(ClXo )* taz Xj( C2Xo )* ] = ~[Xi(ClXo )*]O~[Xj(C2Xo )* ] 
alors, d'apr6s (v), nous d6duisons (vi). Nous pouvons obtenir 6galement le m~me 
r6sultat A partir du fait que: 
[xi(clxo )*] ~ [xj(e2Xo ) *] = xi( clxo )*xj[( cl + c2)xo]* + xj(c2xo )*xi[(Cl + c2)xo]* 
et nous concluerons ~t l'aide de (v). [] 
Par cons6quent, les fractions rationnelles non commutatives peuvent &re utilis6es 
pour repr6senter certaines fonctions (et s6ries) hypergkomOtriques gkn&alisbes. En util- 
isant la notation des fonctions hyperg6om6triques, nous avons (pour Gi(z)=zC(1-z) -a` 
et N(ti) >0): 
F(ai)r(ti + 1 - • ( ai, ti ) 
~[xi(cxo)*]= F(ti+ l) a')zC+tizFl\ti+ l Iz 
Les sommations des polylogarithmes peuvent ~tre aussi effectu6es ~l'aide de ces fonc- 
tions hyperg6om6triques. 
Exemple 2.1. Soit k > 1, alors: ~n~O ("'-k-k-1)nLin+l(_Z k) = -kz2Fl(ll/llk 1 [-zk). Par con- 
s6quent, puisque Lin(- 1 ) = -q(n), les sommations )-~n~> 1 (~-~)nq(n) donnent les nom- 
k 2 1,1/k bres irrationnels y~2Fl(a/k+l[-1). Par exemple, nous avons les sommafions 
suivantes (voir [13, 14] pour plus de pr6cisions): 
Z r/(n) = 7t, Z r/(n) = g log2 + --~- ~:, 
n~>l n~>l 
n~>l 
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2.3. Exemple de fonctions de Dirichlet d'ordre n et de paramktre t 
Soient {gl,k}k~>l et {g2,k}k>~l 
cons6quent: 
deux suites d6finies par 91,k = 1 et 92,k=(--1)  k. Par 
dz z t' dz z t~ dz 
d~(xo)=-- ,  do~(Xl)- et d~(x2)= 1 +z '  
Z 1 --Z 
Pour tous entiers n,p>. l  et pour tous nombres complexes Cl,C2 tels que t i -  Cl, 
ty -- C2, ti W tj -- C2 ~ 7/*-, on a: 
z k z n--1 __ tl 
~o(XlX 0 )--2 E (kn t-tl)n' 
k>~l 
z n--1 m--I =z2tl [ 1 
~o(XlXo XlXo ) Z (1 +t l )  n 
k>~2 
Z k 
× 
(k + 2tl)m' 
~(X2Xg--1)=Z'2 Z (--z)k 
k>~l (k "+" t2) m' 
- - + - - + . . . +  
(2 + h )" 
, ] 
(k + h - 1)" 
z n--1 m--1 =zh+t2 [ 1 1 
O~o(XlXo X2Xo ) E L(1 + tl )n (2 + tl )n 
k~>2 
(--Z) k 
X 
(k + tl -}- t2)m' 
z n--1 m--1 z2tz [ 1 1 
~o(X2Xo X2Xo )=  E (1 + t2) ~ q- (2 + t2) n 
k~>2 
( - -Z)  k 
× "(kW2t2)m' 
(--1)k-I ] 
- - + " +  (kyT,-~)n 
1 ] 
+'"+ (k+t2-  1). 
z n--1 m--I zh+t2 [ 1 
Cto(X2Xo XlXo ) = Z L (1 + t2) n (2 -t- t2) n 
k>~2 
Z k 
X 
(k + tl + t2)m' 
(--1)k-1 1 - -  + '+ (k ¥;~---~)" 
eo(XlXo ~-~lXo )--~ Z ( l+t l )~(k- l+t2)  m zk' 
k~>2 LI=I 
zn- -1  m--1 [~ ( -1) l  
~o(X1Xo ~ X2Xo ) =zh+ta Z (l  + tl)n(k - l + t2)  m 
k~>2 LI=I 
( - z )  k, 
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z . -  I~:~ 1 1 (_z )k ,  
~0 (X2X 0 lt~x2x~--l)=z2t2 Z ( l+t l )n (k__ l+t2)m 
k>~2 L/=I 
z k (-z)k 
O~g[Xl(ClXo)*]:zt' Z k ~- t I - c 1 ' o~[x2(c2xo)*]=z'2 Z k ~-~2 =c2'  
k>~I k>~l 
~[x( ) ( )1  9 O~v--I-CIXo-:CX1-C2Xo-*" =z2tl ~ l + tl -- el k + 2tl - c 2 
k~>2 Ll=1 
[~ (-1)~ (-z) k 
O~[XI(CIXo)*X2(C2Xo)*] :ztl+t2 ~ - -  l + tl - ca k + tl + t2 - c2' 
k~>2 //=1 
] O~[X2(ClXo)*X2(C2Xo)*] =Z 2t2 Z l q- t2 -- C1 k + 2t2 - c2'  
k~>2 kl=l 
O~;[X2(CIXo)*XI(C2Xo)*] =zt'+t2 Z l + t2 -- Cl k + tl + t2 - c2' 
k~>2 l./=l 
~[x'(c'x°)*wx'(~x°)*l=z~"~-'k~ L~:~ ( t+t , -  ~ , ) (k -z+ t , -~) j  
('" l,z, ~[Xl(ClXo)* ~ x2(c2xo)*] =z  t'+12 Z (l + t l  - -  C l  )(k - l + t2  - -  C2) 
k>~2 Ll=l 
~[X2(ClXO)* w X2(C2Xo)*] :Z  2t2 Z ( l  q- t2 -- Cl )(k - l q- t2 - c2) ( - -z)k" 
k>~2 k/=l 
Ainsi, pour tl = 0 et pour n, p ~> 1, l'6valuation des mots de la forme xPx~ donne aussi 
les polylogarithmes &udi6s par Nielsen dans [24]: 
Ll ,p(Z) : ~.~ log p fo z ds Ln,p(Z) = L.-l,p(S) s .  
Si on note comme Nielsen [22-24]:  
1 ) :  
k~>l 
~,(k-p) 1 
1 p n -1  Sn'p = ~o(X1 Xo ) = Z ~k k~p (k -  i)! kn' 
1 n--1 p--1 H(n) 1 
¢n,p : 0~0(XlX0 XlX 0 ) : Z k--1 kp' 
k>~2 
,,'slauuot.lna sosqruou sop luos l!p-sns autgu~flod np slua!o~ffaoo sa l'.,t 
aa~ap np ~s ~uosoddm ~nou ~.s sal?mvnb sao suvp (d + u) ,a,t~ap np aua~outot t la 
'a+~s ..... ~s'Zs sasqtuou sa 1 ua aa?lua autgu£lod un,p atu,tof snos aatu~.~dxa,s mad 
d'~S anb?,taumu a!sas D 1 ap auauos o7, :[17E'~Z] onb luotuOle~ ? 9aluotu ~ uosp! N "E 
"(I <d anod) '(l)dqq -~I -- Z[(I)d!'-I] = ~d~/ (a)H ~ 
'(E<d anod) 
v:l.b 
7 
_'~t+dln~ = __ 
~-d 
t'lt 
:(06/~a~ = ( l)~!q 
onb lo 9/zat=(i)z!q onb tssne suoloddei ) aO.tlno!~sed uo SaOle LmP9 p uo uo 
z=f 
f ~ < 
z-d~ I a 
I- d ) '(I<d 'O<U anod) '([--u+d'Id'+-u+dg) E-u+d u(I-)- 
f+@f-ux 
o=f o=f 
~-f+d ~-. [-f+u ~"-(u(~-) 
d'u 3 
t=f 
'(I <d anod) 'f-I+d'f;)~'-~= I+dg 
i--d 
'(I < d'I < u .rood) ,u,a~ + a,~ + d+~ a= ds~ s 
:[EE] onb 9nuotu e UOSlO!N "I 
:S~Ole 
'sonb!uottusq sosqtuou so I luos (.~H soI ~o ~u.qi.q S op so~qtuou so I luos (d~S s°I no 
~ IP?-I~ (g66I) Ogl sat.lvtuaWvP7 ala.os?(I/ttuu~ OOON OUVOH 
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3. L'6valuation des mots de Lyndon et des mots de ~ir~ov 
Nous allons calculer l'6valuation des mots de Lyndon (resp. de Sir§ov) [12, 15-17]. 
Pour cela, 6quipons l'alphabet X de l'ordre total, not6 ' < '. Nous consid6rons sur X*, 
ensuite, l'ordre lexicographique (resp. l'ordre lexicographique inverse) comme suit: 
U<V ¢¢" 
soit 3wEX*,  w#e tel que uw=v 
(resp. wu = v), 
soit 3f ,  9, h E X*, x, y E X, x < y tel que u = fxg, v = fyh  
(resp. u = fxh, v = 9yh). 
D6finition 3.1 (Viennot [32]). Un mot est un mot de Lyndon (resp. de Sirgov) si 
et seulement s i i l  est strictement plus petit que ses facteurs droits (resp. gauches) 
pour l'ordre lexicographique (resp. l'ordre lexicographique inverse). Nous notons 5e 
(resp. 5:) l'ensemble des roots de Lyndon (resp. de Sir~ov) sur X. 
Exemple 3.1. Soit X= {X0,Xl} avec X0<Xl , les mots de Lyndon (resp. de Sirgov) de 
longueur au plus 5 sur X* sont les 14 mots: 
"~<~5 -~- {Xo, XoX41, XoX31, XoXI32, XoXI2, Xo x21XoX1, XoXI22, XoX123, XoX1, XoX1XoX12, 
2 3 4 XoX 1 ,XoX 1 ,XoX 1 ,X1 } 
(resp. 5e.<5 = {xo,x1Xo,X1Xo,xlxo,XlXo,XlXoxlxo,XlXo,xlxo,x1xo,x1xox1xo,4 3 2 3 2 2 2 2 3 2 2 
x xo,x xo,x4xo,x, ) 
Pr6sent6e comme ci-dessus, la liste h°.<5 (resp. 5:.<5) est dans l'ordre lexicographique 
(resp. l'ordre lexicographique inverse) croissante. Les 616merits de 5a.<5 sont l'image 
miroir de ceux de &e.<5. 
Lemme 3.1 (Factorisations standard, Viennot [32]). Si best un mot de Lyndon (resp. 
Sir~ov) alors b peut s'6crit de faqon unique comme suit: 
soit b E X, 
soit b=ml,  off l, mE L# (resp. 5:) et m<l  (resp. l<m). 
Le couple (m, l) est appel6 la factorisation standard de b. 
D6finition 3.2 (Viennot [32]). Pour chaque mot de Lyndon (resp. de Sir~ov), nous 
posons r~cursivement: 
si bEX alors Pb =b (resp.Qb =b) 
si st(b)=(m,l)  alors Pb=[Pm,Pl] (resp.Qb=[Qm, Ql]). 
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Th6or~me 3.1 (Viennot [32]). La famille {Pb}bs_~ (resp. {Qb}bss~) forme une base 
de l'alg~bre de Lie libre Lie(X), appel6e base de Lyndon (resp. de Sir~ov). 
Lemme 3.2 (Viennot [32]). Chaque mot w de X* peut s'kcrire de manikre unique 
comme une factorisation par les mots de Lyndon (resp. de Sirgov): 
w=l'l'l   12, 
o~ chaque li est un mot de Lyndon (resp. de Sirgov) et lk <lk-1 <'"  <l l  (resp. 
11<12< ... <lk). 
Lenune 3.3 (Th6or~me de Radford, [25,261). Soit lil' li2:.., lik  la factorisation de w par 
les roots de Lyndon (ou de Sirgov). Alors on a (les c~ sont les constantes entikres): 
1 .1 ~ il ~ ik 
i l!... ik! 1 ~ . . . .  l k =w+ ~ CuU. 
uEXIwl,u<w 
AinsL pour tout mot w, son Evaluation peut s'effectuer 5 l'aide de l'dvaluation des 
mots de Lyndon ou de Sir~ov. 
Th6or6me 3.2 (Th6or~me Poincar6-Birkoff-Witt [321). Soit l~ l~2.., l~ k la factorisation 
de w par les mots de Lyndon (resp. de Sirgov), on pose: 
i2 ik 
aw = al l, al2.., ark. 
Les {Qw}w~X* forme la base PBW-Lyndon (resp. PBW-Sirgov) de l'algbbre associa- 
tive des polyn6mes ur X. 
D6finition 3.3 (Bases duales [15-17,21,26]). On d6finit les polyn6mes {Lw}w~X* les 
polyn6mes {Rw}wsX., homog~nes de degr6 Iwl, r6cursivement comme suit: 
Lw = xLv 
I, i1!...ik! Lt~ il 
• . .  L w ik taJ t_u lk 
s i  w=e,  
si w=xvE.Le, (xEX, vEX*) ,  
si w = l~ ... l~ k, (li E .El et lk < . . .  < ll ), 
Rw = Rvx 
1 R ~ il 
i l!... ik! ll 
. .  ~R w ik  
tzJ • lk 
si w=¢, 
si w=vx~Se,  (x~X, v~X*) ,  
si w Iil I ik . . . .  l ,( l iEA¢ et 11< "" <lk). 
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Th6or~me 3.3 (Jacob [15-17] and Reutenauer [26]). Les {Lb}beL~ (resp. {Rb}beS~) 
forment une base de transcendance d  l'algbbre des polyn6mes pour le produit de 
m61ange. Elle est la base duale de la base PBW-Lyndon (resp. PBW-Sir~ov). 
Exemple 3.2. Soit X = {Xo,X 1 } avec x0 <x~, alors on v6rifie ais6ment que, pour n, p/> 0, 
xPx~ =Rx~x;. Les autres mots de Sirgov s'expriment aussi en fonction de Rb (et vice 
2_  2 2Rx~x3o et x2xoxlxo versa, voir le Lemme 3.3). Par exemple XlXoXlX 0 --Rx,xoxlxo - = 
R~xo~lxo -- 3Rx~x~, car: 
b E 5P<~5 st(b) Qb Rb 
XO Xo Xo Rx o = X 0 
X1 X4 (XIX3,Xo) [Qx,x30,Qx 0 ] Rxlx30Xo =x1 x4 
Xl x3 (XlX2,Xo) [Qxlx2o,Qx o ] Rxlx2XO =X1 x3 
44 (44,xo) [Ox~4, Qxo] Rx~,4xo =4x~o 
xlx~ (x|xo,xo ) [Qx,xo, Qxo] Rx,xoXO = XlX2o 
XIXOXIX20 (X1Xo,XI x2 ) tQxlxo,Pxlx2] ~'~-XlX 01DLAJ 2X0 =XIXoX1 x2 + 2 X~X 3 
44 (4go,go) [Q+o, Qxo] R+o~O =x~x~o 
44 (Xl,4x~o) [Qx,, o~,4] R4xoXO =x~x~, 
XIXO (Xl ,Xo) [Qx I , Qxo] Rxlxo, = xi xo 
x2xoxlxo (x2xo,x,xo) [Qx~xo,Oxtxo] Rx2xox, XO =x~xoxix 0 ~- 3 x~x 2
l r~t3~ 2 = X~X 0 x~xo (Xl,XlXO) [Ox,, Oxlx 0 ] ~r~x, XO 
1 LXJ3 3 x]xo (Xl,X]Xo) [Qxl,Qx~xo] ~Rx, xo =xlxo 
x4xo (x l, x~xo) [~x,, Qx~xo ] ~ R~T % = x4xo 
Xl Xl Xl Rxl =Xl 
Th6or~me 3.4 (Hoang Ngoc Minh, Jacob and Oussous [12] and Jacob [15-17]). Le 
schbma d'Ovaluation des {Lb} b E ~ (resp. (Rb)  b C 5 p ) est le suivant: 
o¢~(Lw) 
= ~[o~(x); L~] 
~l i ~ !~ V [~(L I  1 )]i l... [O~Z(Llk )P 
si w=e,  
si w=xvC~,  (xEX, vEX*) ,  
si w=lil ~ ...l~, (l iES£ et l k< ' "  </1), 
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~Z(Rw) / 1 
= f~ ct~(R~)dct~(x) 
t~. : 1:: t~. [~#(R,, )]~'... [~(R, k )]ik 
si w=e,  
si w=vxES¢,  (xEX, vEX*) ,  
si w=lil ~ ...li;, ( l iE5 ¢ et /1<' "  <lk). 
D6finition 3.4. Nous d6finissons les polylogarithmes de Nielsen comme 6tant l'6valu- 
ation de {Rb}bE,~ par rapport aux formes diff6rentielles rationnelles. 
4. L'6valuation des s6ries rationnelles 
Nous allons chercher fi calculer syst6matiquement l'6valuation des s6ries rationnelles 
[1]. Pour simplifier, soit S une s6rie rationnelle sur X= {x0,xl} et soit (2,p,7) sa 
repr6sentation matricielle minimale de dimension N. Nous consid6rons aussi le mor- 
phisme de mono'ide p d6fini par p(x)=p(x)x, x EX. 
4.1. L'kvaluation des skries rationnelles mises sous la forme 9raduke 
Puisque {x0,xl}* * * * = x o(xlx o) [32], nous mettons la s6rie rationnelle S sous la forme 
gradu6e suivante: 
s = E ~p(x~)[p(xlxg)]% 
p>~O 
Si la matrice p(x~xl) est nilpotente d'ordre K + 1 alors (et inversement): 
K 
* * p 
S = ~ zp(x 0 )[p(xlx o)] ~. 
p=0 
Ainsi, en observant la nilpotence de la matrice p(x~xl), nous pouvons d6cider si la 
s6rie rationnelle S peut se d6velopper en combinaison lin6aire d'un hombre fini de 
fractions rationnelles non commutatives de la forme (coxo)*xi,(ClXo)*...xip(CpXo)*. 
A la Section 2, nous avons aussi vu que ces fractions peuvent ~tre utilis6es pour 
coder certaines fonctions du type hyperg6om&rique. Par cons6quent, nous pouvons 
d6cider si l'6valuation d'une s6rie rationnelle se d6compose n combinaison lin6aire 
finie de fonctions du type hyperg6om&rique construite fi partir des formes diff6rentielles 
{dx(x)L~x. 
Exemple 4.1. Soit la repr6sentation li 6aire de la s6rie rationnelle, SI, suivante: 
('0 (0 :) (0) 2=(1  0) ,  g(xo)= 1 ' #(x l )= 0 ' Y= " 
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Nous avons 
x xox  
X~ ) et p(XIX~)= (00 0XlX~) 
est nilpotente d'ordre 2. Par cons6quent: 
* * * *=x~'w(xo-x~)  S 1 -~-xOxOxO -x  OX1XO 
Pour les formes diff6rentielles da(xo)= dz/z, da(xl)= dz/(1 - z ) ,  nous avons ~($1)= 
(z/g) log{[z(1 - z)]/[g(1 - ~)]}. 
4.2. L'kvaluation des sdries rationnelles dchangeables 
Si la s6rie rationnelle S est 6changeable (]2(XoXI):~I(XIXo)) alors elle peut se 
d6composer en ~l~ments simples, c'est-~-dire lle peut s'6crire comme une somme 
finie de m61anges de s6ries rationnelles ur une seule lettre: 
s = ~ ,~(w)~ w 
wEX* 
= E ~(x'o)~(x~)~ X~o ~ x~ 
i,j>~O 
i,j>~O 
=~p(X~ )~1 ~ ~lp(X~ )~ -4- " " " + 2p(x~ )~N w ~Np(X~ )r, 
off les vecteurs lignes (resp. colonnes) 2k (resp. ?k) sont tels que la somme 7141 +"  "+ 
?N2N fasse la matrice d'identit6. Par exemple, on peut supposer que les composants 
sont nuls sauf celui ~t la k dme place qui vaut 1. Ainsi, nous pouvons calculer enti~rement 
l'6valuation de la s~rie rationnelle 6changeable S comme un polyn6me en logarithmes 
(primitives des entr6es). 
Exemple 4.2. Soit la repr6sentation li 6aire de la s6rie rationnelle, $2, suivante: 
2 - - (1  0) ,  #(x0,=(10 1)  (1  1 1 )  (01) 1 ' / l (X l  ) = 0 ' Y ~--- " 
Ici, la matrice p(xlx~) = (xix*o XiXo XoXo -XlX0 ~o XtXo* ) n'est pas nilpotente. Par cons6quent, la 
m6thode n 4.1 n'est pas applicable. Par contre, la s6rie est 6changeable et nous avons: 
o,(X 
=~" w x? ~(xo - Xl) 
-xtx,x* 
-xtx,xt 
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Pour les m~mes formes diff6rentielles que pr6c6demment, nous avons 
~($2) -  z l  -g  log ( z l  -~)  
" 
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4.3. L'kvaluation des sdries rationnelles mises sous la forme factoris~e 
Puisque l'6valuation de la s6rie rationnelle S peut s'obtenir comme l'image de la 
s6rie double ~-~-w¢X* w ® w: par le morphisme p @ ~ (rapellons que pest  le morphisme 
de mon6/de pour le produit de Cauchy et ~ est le morphisme de monoide pour le 
produit de m61ange): 
alors la factorisation de cette s6rie double [12,15-17,21,26]: 
wQw = I I  exp(L /®PI )  
wEX* IE.L# 
lexieographique d~croissant 
= I-I exp(Rt ® Qt). 
lexicographique inverse d~croissant 
nous permet aussi de d6duire l'expression exacte ou approch6e cette 6valuation suivant 
que l'alg6bre de Lie engendr6e par les matrices {#(X)}xeX est nilpotente d'ordre K ou 
non (voir les notations de la Section 3): 
k lexicographique d~croissant 
= 2 I-I e~(R')~(Ql) 7- 
lE~e~k 
lexicographique inverse d~croissant 
Dans le cas nilpotent, avec les m6mes formes diff6rentielles que pr6c6demment, l'6valu- 
ation s'exprime en sommes et produits finis de polylogarithmes de Nielsen et leur 
exponentielle. 
Exemple 4.3. Pour les s6ries rationnelles 6changeables, l'alg~bre de Lie engendr6e par 
les matrices {#(X)}xcX est automatiquement nilpotente d'ordre 2. Inversement, si cette 
alg~bre st nilpotente d'ordre 2 alors la s6rie rationnelle correspondante est trivialement 
6changeable. Ainsi, pour l'Exemple 4.2, la technique de factorisation donne le m6me 
r6sultat. La technique n 4.2 est plus avantageuse lorsqu'on a besoin expliciter la s6rie 
g6n6ratrice. 
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