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Knowledge management has emerged as a field of endeavor that blends a systems 
approach with methods drawn from organizational management and learning. In contrast, 
knowledge representation, a branch of artificial intelligence, is grounded in formal 
methods. Research in the separate behavioral and the structural disciplines – knowledge 
management and knowledge engineering – has not traditionally cross-pollinated. This has 
prevented the development of many practical practices useful in organizations. 
Organization managers – line and senior – lack guidance in where to direct improvement 
efforts targeted at specific groups of company knowledge workers. Demonstrated here is 
Knowledge Improvement Measurement Space (KIMS), a model providing a solution to 
that improvement problem. It employs marginal utility theory in a metric space, with 
formal reasoning via software agents realized in Sowa’s conceptual graphs, operating 
over a knowledge management conceptual structure. These components allow repeated 
evaluation of knowledge improvement measurements. Knowledge representation 
technology was applied to organize and encourage knowledge sharing, to achieve 
competitive advantage, and to measure progress toward that achievement. The KIMS re-
entrant process, a method of using the KIMS model, was shown to consist of metrics data 
calculated by executing joined conceptual graphs, consolidated into a distance variable to 
be estimated via a Minkowski metrics space. The metric space was shown to be 
equivalent to a marginal utility, which may be evaluated to determine the new level of 
knowledge capability. The procedure may be repeated until knowledge management 
goals are achieved. The solution took into account the body of knowledge related to 
human understanding and learning, and formal methods of knowledge organization. 
These were shown to include surface ontologies based in a knowledge management 
program, principles of business strategy, and organizational learning. KIMS was 
validated through a demonstration based on empirical data collected over a five-year 
program in a large aerospace company during its progress in applying the Software 
Engineering Institute Capability Maturity Model. 
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 Chapter 1 
Introduction 
In the past 15 years, knowledge management has emerged as a new, recognizable 
field of endeavor, whose study and practice continue to evolve rapidly. Predecessor steps 
were taken in the field of computer technology in the mid-1980s during the development 
of artificial intelligence and expert systems (Barclay & Murray, 1997; Wiig, 1997). By 
1992 the systems approach expanded to include information management systems, 
process reengineering, and groupware and other collaborative software tools used to 
transform the objects and artifacts containing knowledge (Sveiby, 1996; Bertels & 
Savage, 1998, p. 7; Wand & Weber, 1990). 
Late in the 1990s, using a more people-oriented approach, organizational 
management techniques began to be applied to knowledge management (Sveiby, 1996). 
These newer researchers and practitioners came not from systems and technology, but 
from business management (Cyret & March, 1992, p. 43; Brown & Duguid, 1991), 
management science (Nonaka, 1994), psychology (Searle, 1980), anthropology (Bateson, 
1979), sociology and computer science (Earl, 2001), and epistemology (Allix, 2003). 
Their intent was to manage knowledge by manipulating individual and collective 
competencies of workers who access the formal and informal organizational structures 
that embody knowledge. Although this people-oriented track has ancient roots in 
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philosophy (McGuire, 2000), its practical origins lay in the early 20th century 
developments in organizational management (Orlikowski, 2002; Sveiby, 1996).  
Attempts have been made to blend the organizational management track to the 
knowledge representation branch of artificial intelligence field (Bhatt, 2001; Holsapple & 
Joshi, 2001). This coupling, however, is still in its infancy. This dissertation pursued both 
tracks: the organizational management track, examining the tie between organization 
theory, the use of technology, and decision-making for process improvement; and the 
knowledge representation branch of artificial intelligence to provide the structure to join 
the topics from organizational management. The knowledge representation branch of 
artificial intelligence encompasses conceptual structures, knowledge engineering, 
machine learning, and data mining. The first track has behavioral roots; the second is 
structural. 
Exploiting information technology stemming from the explosive growth of the 
Internet and office automation, and consequent decreases in hardware and software costs, 
knowledge management practices continue to emerge as a way to sort through the ever-
increasing volume of data and information flooding people during their workday. Some 
Information Age managers now recognize that knowledge – applied information – is a 
valuable resource that should be managed like other assets (Allee, 2000a; Bovel & 
Martha, 2000; Fensel, 1998; Lanham, 1994; O’Leary, 1998; Robinson & Kleiner, 1996; 
Sveiby, 1997, 2001b). These post-industrial managers lack, however, practical methods 
to measure and to put fully to use workers’ knowledge (Nonaka, 1994; Nunamaker, 
Romano, & Briggs, 2001; Stewart, 2002; Topping, 2003; Villegas, 2000). Filling this 
need was the intent of this dissertation. The remainder of this introductory section first 
defines knowledge, then knowledge management.  
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Knowledge is an organized assemblage of data and information that individuals in 
business and other organizations create and maintain through rules, procedures, and 
operations learned and practiced over time (Bhatt, 2001). Marakas (1999) defined 
knowledge as "the application of instincts, ideas, rules, procedures, and information to 
guide the actions and decision of a problem solver within a particular problem context" 
(p. 264). Bateson (1979), an anthropologist, stated that potential knowledge is a pattern, a 
relation that can be found in collections of data and information (pp. 11-15, 45). When 
the pattern is recognized as being useful – how the implications of the pattern can be put 
to work – the pattern becomes knowledge. Patterns that represent knowledge have 
completeness to them that data or information alone do not contain. Philosopher Polanyi 
(1969a) wrote, “in all cases mental inferences are based on perceived things and events. 
The integration of the set of perceptions and previous inferences forms new individual 
knowledge” (p. 139). This, is in part, the basis for Nonaka’s definition of knowledge as 
justified true belief (Nonaka, 1994; Nonaka & Takeuchi, 1995, p. 21). Justified true belief 
has become a common definition (Nevo & Wand, 2001; Becerra-Fernandez & 
Sabherwal, 2001). From the notion that knowledge is information in action, Turban and 
Aronson (2001) defined knowledge as 
information that is contextual, relevant, and actionable. Therefore, the implication 
is that knowledge has strong experiential and reflective elements that distinguish 
it from information in a given context. Having knowledge implies that it can be 
exercised to solve a problem, whereas having information does not carry the same 
connotation. (p. 349)  
Knowledge entails a knower; information does not. Information seems detached, a self-
contained thing outside the person. Knowledge is possessed data and information (Brown 
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& Duguid, 2001, pp. 119-120). Possessing knowledge means assimilating it (Polanyi, 
1964, p. 250). Assimilated knowledge is hard to acquire, and hard to pass along. Because 
of this impalpable characteristic, managing knowledge as an intangible asset is 
problematic for modern organizations. 
Knowledge is, therefore, a mental representation of relevant information 
structured to solve a problem at hand. Among educators, the awareness of objects, events, 
or ideas is sometimes called declarative or conceptual knowledge (“knowing that”). It is 
knowledge in the explicit form. In contrast, procedural knowledge is assimilated 
knowledge put to use solving problems (“knowing what”) (Jonassen, 2000, pp. 60-61; 
Esposito, Fanizzi, Basile, & Di Mauro, 2006). Becerra-Fernandez and Sabherwal (2001), 
after Nonaka and Takeuchi, determined that knowledge exchange in an organization fits 
into four overlapping contexts: (a) externalization, or tacit to explicit knowledge 
conversion; (b) combination, a compounding of explicit knowledge sources; (c) 
socialization, the sharing of tacit knowledge; and d) internalization, an explicit to tacit 
knowledge conversion. 
The structure of knowledge is strongly influenced by the emotional, social, 
economic, and political context of its possessor (Parker, 2004). As Polanyi (1964) 
described, “people form conclusions about reality based upon their sensory impressions. 
These conclusions comprise their understanding about how things interrelate” (p. 250). 
The notion of knowledge as perceived patterns is the germ of the approaches toward 
formalization. Formalization is the logical structuring of concepts – knowledge 
representation. Concepts formed into patterns as conceptual structures enable formal 
reasoning, usually by some form of first order logic. 
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Knowledge workers once were thought to be managers and professionals like 
physicians, engineers, accountants, planners, or computer analysts. Today, a broader view 
of a knowledge worker encompasses anyone who accesses information to evaluate and 
make independent decisions about alternative courses of action (Brown & Gray, 1995; 
Drucker, 1994; Krogh, Ichijo, & Nonaka, 2000). Examples abound. Skilled blue-collar 
machinists accessing planning papers and diverse on-line systems as they set up or check 
parts fabrication, assembly, and test for quality are knowledge workers. In the service 
sector, help desk and call center staff charged with resolving customer problems are 
knowledge workers, as are sales agents empowered to look up and adjust product prices, 
set on-the-spot discounts, and make warranty decisions. Financial planners apply their 
experience and judgment to information gleaned from reports and databases to decide 
among investment opportunities. 
From the premise that worker knowledge is useful to an organization, it follows 
that knowledge is a valuable resource. Knowledge management is the set of structures, 
methods, and technologies organized to deliver strategically useful knowledge throughout 
an organization. The definition can be elusive. It is broadly defined as work involving 
consulting, research, teaching, even the writing of application software, but with a focus 
on what is brought to the task, rather than the task itself (Guns & Valikangas, 1998). Put 
another way, the value of a task's output depends on the perspective, experience, and 
training or skill brought to bear (Guns & Valikangas). Knowledge management in the 
enterprise entails formally managing knowledge resources, typically by using advanced 
information technology to classify and categorize information into structured and semi-
structured data and knowledge bases according to a previously specified, but evolving, 
ontology (O'Leary, 1998). The overriding purpose of enterprise knowledge management 
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is to make knowledge accessible and reusable to the enterprise. Making the organization 
as independent as possible of the tacit knowledge of its knowledge workers, however, 
contains a paradox. Explicating tacit knowledge essentially advocates reducing the total 
tacit resources for the sake of managerial control. Knowledge, however, is self-creating. 
Individuals form new associations from facts and beliefs held in the mind, and when 
those new associations are found useful, new knowledge is created. An irony arises when 
tacit knowledge is separated from knowledge workers by codifying into an explicit form. 
Those explicit resources do not go home at night, but neither does the now-separated 
knowledge return the next morning ready for work (Kreiner, 2002). It must be re-
absorbed as implicit knowledge by workers. Wiig (1997), one of the early writers in this 
field, defined knowledge management by the two goals to be achieved: 
To make the enterprise act as intelligently as possible to secure its viability and 
overall success. To otherwise realize the best value of its knowledge assets. To 
reach these goals, advanced organizations build, transform, organize, deploy and 
use knowledge assets effectively. (p. 8)  
When asked for a definition of knowledge management, Kelley (2003), the president of 
Knowledge in Motion LLC the field, explained, 
I must first admit that I am not a big fan of that term, for it is impossible to 
manage knowledge. KM is more of a new economy buzzword than anything else 
is. If you want to call the concepts of effectively managing content and 
collaboration knowledge management, then so be it. With that in mind, I have 
assembled this definition: “Knowledge management is a concept that combines 
content (data and information) with organizational processes and people, as well 
as the technologies that enable their effective use.” (p. 25) 
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Following a knowledge management survey of 71 law firms throughout the world, 
Rusanow (2006) offered an operational definition of knowledge management to be 
the leveraging of your firm’s collective wisdom by creating systems and 
processes to support and facilitate the identification, capture, dissemination and 
use of your firm’s knowledge to meet your business objectives. It’s about 
recognizing that practicing law is a knowledge based profession—and managing 
your knowledge is key to managing your business. In essence, knowledge 
management is about working smarter. (¶1) 
Since knowledge is a concept, it cannot be managed directly. The purpose of 
knowledge management is to maximize the effectiveness of the enterprise’s knowledge, 
putting knowledge assets to work, and renewing them constantly. This requires 
systematic, explicit, and deliberate management of knowledge processes. Effective 
knowledge management facilitates collaboration and timely decision-making that 
increases success and adds value to the organization (Villegas, 2000; von Krogh, Ichijo, 
& Nonaka., 2000). The strategically literate employee, armed with the best and most up-
to-date knowledge received in a timely manner, will produce work resulting in more 
satisfied customers. The knowledge of workers is most effectively utilized when 
managers – those who allocate maintenance and improvement resources – can assure the 
best distribution of knowledge throughout the entire organization. 
Problem Statement 
A knowledge management problem exists for those charged with knowledge 
management programs. The problem is that managers lack specific organizational metrics 
to make effective selections from among possible alternatives for knowledge 
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management initiatives that leverage the collective knowledge of collaborating groups of 
knowledge workers. Managers conducting knowledge management programs must select 
from among possible resource allocation alternatives such as training, tool selection, 
authorizing tools purchases, funding, and other enabling resources to be dispersed among 
groups of knowledge workers, who may be competing for such resources. Effectively 
selecting from alternatives is a problem of satisficing. Managers lack guidance in where 
to direct knowledge management improvement efforts targeted at specific groups of 
knowledge workers. Collaborating groups may be found along the company’s value chain 
or in support organizations such as accounting, quality control, and human resources. 
They exercise perspicacity to make decisions based on data and information in job related 
problems, creativity to generate new solutions, and judgment regarding when to abandon 
old solutions or methods for newer ones (Dougherty, 1994, p. 17). This management 
problem in identifying knowledge management program results persists despite 
substantial corporate spending on knowledge management, extensive coverage in the 
business and popular press, the proliferation of knowledge management consultants, 
knowledge management Web sites, and academic journal articles, and existing software 
products inappropriately renamed “KM” and over-hyped in the information systems trade 
press (Stewart, 2002). 
This dissertation synthesizes the many definitions knowledge management as 
having three attributes: (a) the identification and analysis of available and 
required knowledge assets needed to solve problems, (b) the identification and analysis of 
the processes related to knowledge acquisition and use, and (c) the planning and control 
of actions to develop both the assets and the processes so as to fulfill organizational 
objectives. 
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The chief difficulty in applying knowledge management practices arises from lack 
of appreciation of the discipline. Commenting on the situation near the end of the 20th 
century, Bertels and Savage (1998) observed, 
Word is out and the conference factories have begun to schedule conferences on 
knowledge management. They sense business process reengineering (BPR) has 
lost its luster and they want to be the first to offer the new topic. Surely consulting 
firms will suddenly proclaim they are also in the knowledge management 
business, and incorporate the latest buzzwords into their brochures, just as they 
did with BPR. More and more CIOs will change their title to CKO, chief 
knowledge officer. Then, after three years of intense fluff, the lemmings will be 
on to their next topic, without ever having really mined the subject of knowledge. 
Quick solutions will be bandied about, as if a few silver bullets will do the trick. 
(p. 7) 
Existing knowledge management policies and measurements are often broad-
brush corporate programs and strategies. This lack of precision may arise from 
difficulties in understanding the new economy, which Tapscott (1995) referred to as the 
knowledge economy (pp. 44-47), and to the increasing use of communications and 
computing technology to deliver content (p. 329). Botkin’s (2003) view is not that the 
knowledge economy requires new business models, but that knowledge management – he 
prefers the term “knowledge networking” – requires free exchange throughout the 
company hierarchy (pp. 42-43). These new business models are often actualized as 
initiatives and consultancies targeting senior executives in the enterprise. Among the 
more popular of such programs are Kaplan’s Balanced Scorecard, Buckman’s Relative 
Value, Benchmarking, and Sveiby’s Intangible Asset Method (Kaplan & Norton, 1998; 
 
10 
Sveiby, 2001b; O'Dell, Wiig, & Odem, 1999). These programs articulate methods to 
describe what has happened in the recent past. Managing with descriptive metrics, 
however, is self-limiting. Even when compared to a specified, desired target value, these 
trailing indicators result in managing the future by looking at the past. Predictive metrics 
are better than descriptive metrics, especially when directly attempting to increase 
workers’ knowledge capital. This knowledge is a key corporate resource possessed by 
information-age knowledge workers. Managers must identify who possesses it, where in 
the organization structure it is located, and how it should be distributed and shared. 
Identifying who possesses pertinent knowledge requires finding the informal 
groups that function alongside, or even outside, formal organization charts. It means 
finding those machinists in a work cell who consistently produce parts at high rates with 
low defects, the software tester who has a knack to zero-in quickly on software defects, 
the customer service representative with the best call dispatching rate and customer 
satisfaction rating, or the distribution center clerk who, seemingly by magic, resolves 
non-conforming inventory part numbers. 
Identifying where knowledge is located means finding formal and informal 
groups in the value chain and in support organizations that work together effectively. 
Deciding how knowledge should be shared is a question of when to share – that is, where 
to place the emphasis among the many choices to marshal knowledge resources 
effectively to meet corporate goals. 
Goal 
The goal of the dissertation was to formulate Knowledge Improvement 
Measurement Space (KIMS), a marginal utility metric vector derived from principles of 
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organizational learning, management, and knowledge representation that can apply 
technology to organize and encourage knowledge sharing, to achieve competitive 
advantage, and to measure progress toward that achievement.  
The study of knowledge management is traditionally part of business studies, 
particularly as part of organizational learning and behavior. In this paper, this is termed 
the behavioral view of knowledge. In contrast, knowledge representation is a specialty 
within artificial intelligence, the subdiscipline of conceptual structures, knowledge 
engineering, machine learning, and data mining. In this paper, this is termed the 
structural view of knowledge. The goal was to develop KIMS, to answer the problem that 
managers lack specific organizational metrics to make effective selections from among 
possible alternatives. Achieving the goal requires research to blend both views in the 
measurement model that contains elements of both views. 
Research into several subjects from the two views was necessary to meet the goal. 
Research must address culture, which is the basis for the behavioral view of knowledge. 
Because knowledge is contextual, data and information assimilated in the mind, 
knowledge and culture are intertwined. This suggested a research question of how 
knowledge is valuable in terms of its underlying culture, which consequently creates the 
need for knowledge sharing. 
Knowledge management has an economic component, also a field of business 
study in knowledge management (Earl, 2001). A related research question also pursued 
was the evaluation of knowledge as an intellectual asset that is a measurable part of a 
knowledge management program. Systematic, explicit, and deliberate management of 
knowledge processes should follow the general organizational strategy. This suggested 
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research into associating business strategy with knowledge creation and management to 
achieve competitive advantage. 
Judging the results of knowledge improvement practices requires measurements. 
Management and knowledge representation principles may apply technology to organize 
and encourage knowledge sharing. From the structural view, the primary research 
question was how formal structures are necessary for organized knowledge management. 
Understanding of knowledge structures, therefore, provided the philosophical bridge 
between the behavioral view of knowledge management and the structural view of 
knowledge engineering. Answering these questions lead to the problem solution, the 
means to assess and correct an on-going knowledge management improvement process. 
In the most general sense, the goal was to determine whether management of knowledge 
creation leverages effectiveness. 
To date, line managers and individuals charged with managing knowledge 
possess few tactics to identify high-yield areas for improvement efforts among groups of 
line workers. Accounting of expenses or opportunity costs associated with knowledge 
management has not been well-developed (Allee, 2000a; O’Dell & Grayson, 1998; 
Sveiby, 2001a). Reasons include the time-sensitive and context-specific nature of 
knowledge (Leonard, 1999) and lack of appropriate accounting standards (Osborne, 
1998). According to Villegas (2000), the value of knowledge often may not even be 
recognized 
During the era of business process reengineering, cost accountants saw the most 
knowledgeable workers as an unnecessary expense, a liability to be eliminated 
through down sizing or early retirement. Many organizations made the strategic 
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mistake of pushing their intellectual assets out the door. Knowledge hoarding was 
then replaced by a culture of knowledge hiding. (p. 2) 
Later chapters in this dissertation define and elaborate on KIMS, a measurement 
framework for the marginal contribution of iterations of a knowledge management 
improvement program. The resulting metric tool suite can guide both line and senior 
managers in choosing where to direct improvement efforts that promote knowledge 
sharing among knowledge workers.  
The solution is applicable to periodic or event driven assessment of knowledge 
management improvement programs. The measurement method was taken from marginal 
utility theory (Menger, 1871, pp. 114-122; Coase, 1937). Such assessments enable the 
evaluation of when the current state of the program is “good enough,” either reaching a 
predetermined terminus, or in reacting to changing events outside the knowledge 
management program. 
Relevance and Significance 
Successful process measurements require facts and data that accurately trace a 
process over time. Certain activities do not throw off data that can easily generate the 
requisite facts and data that are the raw materials of metrics. Knowledge management is 
one such activity, especially knowledge management improvement programs aimed at a 
structural or strategic breakthrough in organizational practices. This is partly because the 
field is relatively new; because most measurement attempts rely on financial accounting, 
especially cost accounting; and because the desired measurements attempt to codify 
knowledge management itself, a subject that has many conflicting definitions. 
Knowledge management activities are also difficult to measure because the two separate 
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sources of knowledge management thought are not yet integrated into a distinct discipline 
of study and practice. 
Knowledge management may be viewed through filters of its behavioral and 
structural sources. A gap exists, however, between the two sub-disciplines that 
traditionally define knowledge management. While recent work has attempted to bring 
them together, the two have very different origins, and do not yet coexist easily. The 
behavioral view arose in business management and the social sciences of organizational 
behavior and organizational learning. The behavioral side is concerned with putting 
knowledge management on a firm, theoretical basis, as has been done with other 
management practices. Behavioralists leverage costs for competitive advantage on the 
assumption that workers’ knowledge is too valuable to be left alone, and, if properly 
understood, their knowledge can be marshaled for competitive advantage and cost 
reduction. This view holds that knowledge is a thing in itself, something that can be 
controlled and is, therefore, subject to sound management practices just like plant, 
property, equipment, or other resources. The knowledge people possess is a valuable 
intellectual property that differentiates the abilities and competitiveness exhibited in one 
organization from those of some other organization. It is strategic resource. Properly 
deployed, knowledge management is a core competency. 
Research in the separate behavioral and the structural disciplines – knowledge 
management and knowledge engineering – has not traditionally cross-pollinated. This 
dissertation blended concepts from the management of knowledge, especially 
management procedures and measurements, and the transfer between tacit and explicit 
forms of knowledge. 
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The use of conceptual graphs to represent knowledge is well known. They have 
been used to represent knowledge and permit machine reasoning in medicine, software 
engineering, e-tendering in e-business, computer-aided process planning, adaptive 
engineering, distance learning, but only to a limited degree in business process activities. 
This dissertation applied conceptual graphs to the measurements in knowledge 
management processes. (Conceptual graphs are described in detail in Appendix F of this 
dissertation.) 
Specific improvement actions taken by managers typically use expense data to 
show success or failure. This may not be sufficient. Accounting traces the costs and 
revenues thrown off by business operations and summarizes that data into financial 
measurements. Applying cost-benefit analysis has proven inadequate for operations 
heavily supplemented by intangible assets. Knowledge is one such intangible asset; the 
management of knowledge is a further step removed from dollar valuations. Marginal 
utility measurements may, however, be used to show improvement results over time. 
Three levels of knowledge management exist within the business organization, 
assigned according to relative management tier and span of control (Allee, 2000a). The 
three levels are: (a) strategic, defining the "why" connecting knowledge to the business 
model; (b) tactical, describing the "what" connecting people to each other -- tacit to tacit 
knowledge, and connecting people to information – tacit to explicit knowledge; and (c) 
operational, the "how" linking knowledge activities to business objectives. The 
operational level contains the means to codify the methods to share knowledge, defines 
which people connect to other people, and provides resources necessary to access 
knowledge, including repositories of information, training in "best practices" and making 
e-tools available. This dissertation provided a measurement framework for all three 
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levels. The operational level, in particular, has been disproportionately neglected in the 
literature. 
Barriers 
Among highly competitive organizations, knowledge management has emerged 
as a technique to manage knowledge as a strategic resource. “Knowledge management” 
has also unfortunately become a commercial buzzword. Big consulting companies 
interpret knowledge management as business management techniques applied to 
knowledge workers in the information age (Malhotra, 2004; Pepper, 2000). Software 
vendors obfuscate the discipline, repackaging existing collaborative supply chain, 
benchmarking, and database access systems as knowledge management systems. Wilson 
(2002) evaluated knowledge management definitions from the international management 
consulting firms Accenture, Cap Gemini, Deloitte and Touche, Ernst and Young, KMPG 
Consulting, McKinsey and Company, and PriceWaterhouseCoopers, and determined in 
all cases, “knowledge management” was thinly disguised term for “information systems.” 
KMWorld, a trade publication, recently listed 36 knowledge management companies 
(McKellar, 2005). Of these, 13 offered data and content management software, 4 
marketed business intelligence search software or services, 2 sold portals for business 
process re-engineering, and 1 sold customer resource management tools. Only 16 of the 
36 were engaged in knowledge management of the structural form, mainly text mining 
and classification. This re-clothing blurs direct focus on the user of information, the 
knowledge worker. Information systems and software are not a substitute for purpose-
driven knowledge. 
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As previously noted, formal studies of knowledge management can be 
categorized by two sub-disciplines: the behavioral and the structural. Sveiby (2001a) 
described the views as either knowledge focused or information focused. A gulf in 
practice and intent exists between the two. The behavioral view is closely associated with 
management science, organizational behavior, and organizational learning. This view 
deals with management policies to control costs and to encourage sharing of workers’ 
skills and experiences. Those holding the behavioral view wish to improve the workings 
of the enterprise by leveraging knowledge for competitive advantage and cost 
containment. Techniques used in the behavioral view include methods to share the best 
practices of skilled individuals and to capture those skills concretely in databases, 
procedure manuals, and indexed storage and retrieval systems. Earl (2001 suggested an 
economic sub-discipline for knowledge management). Its principal attributes are the 
same as the behavioral sub-discipline, merely emphasizing the income and assets aspects. 
The second sub-discipline is the structural. The structural view, associated with 
engineering and computer technologies, deals in ways to classify existing explicit 
knowledge. Tacit knowledge is not emphasized. This hard science perspective 
concentrates on information organization, storage, and retrieval. It draws variously from 
library science, ontological classification systems, decision support systems, and artificial 
intelligence. This approach views knowledge management as a kind of systems analysis, 
different from traditional information systems development, aiming toward formalism in 
the management of well-defined, explicit knowledge. The domain of technical knowledge 
engineering includes data (facts, measurements, observations with or without context), 
information (data organized and structured to be useful and relevant to a problem solver 
making a decision – the key criteria is usefulness), and knowledge (data and information 
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put to work). Knowledge databases and retrieval systems use database management 
systems that can support explicit knowledge harvesting by end-users (see, for example, 
Fagin, 1999). Turban and Aronson (2001) described ways to evaluate knowledge 
acquisition methods that capture and present explicit knowledge (pp. 467ff). Generally, 
they and similar writers do not show how management can be structured to support 
exchanges between tacit and explicit knowledge. For them, new knowledge is created as 
meta-knowledge when indexed explicit knowledge in databases is joined in new ways. 
Issues 
Recent knowledge management trends have yet to succeed in blending the 
behavioral and structural views into a unified approach. One such attempt is “second-
generation knowledge management,” which emphasizes the accumulated knowledge 
useful to the organization via the acceleration of organizational learning (McElroy, 
1999a, 1999b; 2003, p. xiii). Recent management and information technology trends are 
delaying the adoption of second-generation practices. Since 2001, corporate focus has 
been on cost reduction, standardization, and outsourcing. Most in the industry, however, 
believe knowledge management will prove its value, and will provide the promised 
strategic and tactical advantages (Pelz-Sharpe & Harris-Jones, 2005). Second-generation 
knowledge management will help manage knowledge in business and public 
organizations. There is, however, a key flaw in efforts to blend the views in practical 
applications. The flaw is that no significant guidelines exist to direct managers pursuing 
improvement efforts aimed specifically at the transfer of tacit knowledge among 
knowledge workers. The ever-increasing glut of information bombarding people at all 
levels of organizations points to a need to access appropriate information and summarize 
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it quickly (Charney & Jordan, 2000; SRI, 1998). Maglio and Campbell (2000) 
demonstrated that cognitive overload during information presentation can have 
unintended consequences. He, Sanocki, Gupta, and Grudin (2000) described how the 
increasing crush of available information makes it necessary to supply users with the 
means to summarize and skim multimedia presentations quickly.  
Workers are awash in information and knowledge. Without management 
intervention and guidance, the efforts of knowledge workers will be at cross-purposes as 
individuals and groups try to optimize their own local environments, the only areas they 
control. The consequence is corporate inefficiency and waste. Proper knowledge 
management requires a corporate-wide perspective to prevent inefficiency when local 
efforts to improve knowledge utilization adversely affect other local groups. Management 
needs a way to improve knowledge improvement efforts globally, balancing the 
improvements for the whole organization against the well-founded desires of individual 
groups. All groups must improve equally according to a plan, else bottlenecks at 
unimproved locations in the value chain impede the faster flow of work. 
Specific techniques to improve the management of knowledge in the organization 
are missing in proposed solutions to date. Further, no simple metric exists to measure lost 
opportunity costs when tacit knowledge is not shared, whether by mentoring or by 
transforming the tacit knowledge to an explicit form. This dissertation described a 
suitable management metric. 
Motivation and Organization of this Dissertation 
As previously noted, knowledge management has two aspects, the behavioral and 
the structural. The argument advanced in this dissertation for developing KIMS, a 
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knowledge management improvement metric to aid in selecting future courses of action 
started from that bifurcation. The literature review was organized according to the 
argument advanced below. 
Knowledge management improvement programs must rely on organizational 
strategy. The strategy must also integrate organizational values. The values, in turn, are 
embodied in the knowledge of the workers, at least in part. Maximizing and sharing 
knowledge (measured by progress in a knowledge management program) must be 
performed in a measurement framework. The concepts in the framework have measurable 
properties; the framework must be grounded in some sort of ontology, even if relatively 
informal. 
Because knowledge acquisition is a mental activity, and exists in both tacit and 
explicit forms, it is subject to varying degrees of formalization. The first section of 
Chapter 2, Review of the Literature, looks at ontological foundations, which encompass 
culture and reasoning during the creation of ideas, customs, and material objects in the 
context of a culture. This is followed by a review of conceptual structures, various ways 
to systematize knowledge patterns for reasoning based in logic. The concepts of 
knowledge and belief are related, but are reviewed to differentiate them in terms of 
formalisms. This requires a review of ontological commitment and justified true belief, 
and their place in ontologies. Concluding the section on conceptual structures, and of 
special interest, are conceptual graphs, used in the solution of the problem posed in this 
paper. Framework concepts and attributes are captured in the conceptual graphs, which 
throw off the metrics for the proposed knowledge measurement space.  
Knowledge is valuable in terms of its underlying culture, which creates the need 
for knowledge sharing. Because increasing organizational knowledge is a result of tacit 
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and explicit knowledge transfers among people, it is necessary to examine the way 
organizations learn. Accordingly, the literature review continues with first, an 
examination of the literature regarding how organizations learn, then an examination of 
communities of practice, groups of workers whose informal knowledge sharing increases 
in the collective knowledge of the participants. 
Defining the direction for knowledge management improvement efforts required 
an examination of traditional knowledge management measurements, utility theory, and 
the accounting of intangible assets. The results of the efforts – increased sharing or re-
purposing of knowledge assets (tacit and explicit, codified knowledge), improved 
processes, better products – should be measurable. Judging the results of knowledge 
improvement practices requires measurements. Meaningful knowledge metrics can be 
difficult to develop due to their qualitative nature, especially since metrics of 
organizations are largely financial. This suggested a review of Benchmarking and Best 
Practices, the traditional way to measure activities not readily amenable to accounting 
and financial systems. Management and knowledge representation principles may apply 
technology to organize and encourage knowledge sharing. This, too, requires some 
minimum amount of formalizing, in order for improvement efforts to be measured. A 
look into the accounting of intellectual capital and the economics of knowledge then 
follows, with a goal to differentiating the unique character of corporate knowledge 
compared with other intangible assets. This section of the literature review continues with 
transaction economics and utility theory. 
Organizational culture contains the values, norms, practices, and information 
involving people, processes, and tools and technology. Because organizational culture 
influences strategy, and strategy influences culture, an examination of strategy, the 
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formulation of the means to articulate and achieve organizational goals, concludes the 
literature review. 
Chapter 3, Methodology, develops the proposed knowledge metric. It brings 
together the different threads outlined above. Chapter 3 also describes a body of data 
gathered during a large company’s process improvement program that instilled a 
common way for software developers to approach their work in a large aerospace 
company. In Chapter 4, Results, the process and outcome of applying the knowledge 
metric to that data are described. Chapter 5, Conclusions, Implications, 
Recommendations, and Summary, ties the previous chapters together and suggests 
possible extensions of the knowledge metric. 
Definition of Terms 
Table 1 defines the principal terms and concepts used. These terms appear 
throughout this dissertation.  
Table 1. Key Knowledge Management Terms Used in this Dissertation 
Term Definition  
Behavioral view of 
knowledge 
The phrase used in this dissertation dealing with management 
policies to control costs and to encourage sharing of workers’ 
skills and experiences, and associated with management 
science, organizational behavior, and organizational learning 
(Cyert & March, 1992; Argyris & Schön, 1978; Levitt & 
March, 1988; Levinthal & March, 1993; Sveiby. 2001a). 
Benchmarking A continuous, systematic process for evaluating the products, 
services, and work processes of organizations that are 
recognized as representing best practices for the purpose of 
organizational improvement (Spendolini, 1994, p. 10). 
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Table 1 (continued). Key Knowledge Management Terms Used in this Dissertation 
Term Definition  
Community of practice A collection of individuals who unite to share what they 
know, learning together about some aspect of their work. 
They are groups of people who share a concern, a set of 
problems, or a passion about a topic, and who deepen their 
knowledge and expertise in this area by interacting on an 
ongoing basis (Lesser & Storck, 2001; Bristow, 1997). 
Conceptual graph A bipartite graph with two kinds of vertexes, called concepts 
and conceptual relations. “Bipartite” means that every edge of 
a conceptual graph links one concept and once conceptual 
relation. Edges do not divide or merge. A single edge links 
one concept to only one conceptual relation. Similarly, a 
single edge does not link one conceptual relation to more than 
one concept. Each edge links a conceptual relation to a 
concept (Sowa, 2000, pp. 275-278; 2005). 
CoP See “Community of practice” 
Culture The vehicle by which ideas, customs, and material objects are 
created. It is the collective programming of the mind that 
distinguishes one group of people from another. Culture only 
manifests itself through social action that always takes place 
in a changing context. Individuals experience a variety of 
cultures – national, regional, community, social order, 
workplace, and so forth (Bennett, 1970; Hofstede, Pedersen, 
& Hofstede, 2002). 
Data Facts, measurements, observations with or without context 
(Juran & Gryna, 1980) 
Description logics The name of a related group of formal systems used to 
represent a declarative body of knowledge. Both the concepts 
and the roles they play in an application domain are 
employed. The body of knowledge is formalized into 
descriptions of the domain concepts, and into logic-based 
semantics derived from first order predicate calculus (Nardi & 
Brachman, 2002; Brachman & Levesque, 2004). 
Effective selection Given a set of reasonable alternatives, an effective selection is 
one that is satisfactory for the trade-off between cost, benefit, 
time, and other balancing of resources, given competing 
demands for resources. 
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Table 1 (continued). Key Knowledge Management Terms Used in this Dissertation 
Term Definition  
Effectiveness (of an 
enterprise’s knowledge) 
In terms of knowledge management, effectiveness is the 
indicator of the means that delivers strategically useful 
knowledge throughout an organization. This aims to improve 
knowledge assets applied to meeting strategic goals. 
Explicit knowledge Knowledge codified outside the mind, in text, graphics, 
databases, and other concrete forms (Turban & Aronson, 
2001). 
Intellectual capital The information, knowledge, assets, experience, wisdom, and 
ideas that are structured to enable sharing for reuse, and to 
deliver value to customers and shareholders. It is a kind of 
intangible asset (Huang, 1997). 
KIMS See “Knowledge Improvement Measurement Space” 
KM See “Knowledge management” 
Knowledge Information assembled, assimilated, and put to use to solve 
problems (Turban & Aronson, 2001; Bhatt, 2001; Marakas, 
1999). 
Knowledge engineering Applies principles of philosophical ontology to intelligent 
systems to describe a shared common understanding about the 
kinds of objects, and the relationships among the objects, in 
some shared environment. The application of logic and 
ontology to the task of building computable models of some 
domain for some purpose. A branch of engineering that 
analyzes knowledge about some subject and transforms it to a 
computable form for some purpose (Sowa, 2000). 
Knowledge 
Improvement 
Measurement Space 
A practical metric derived from principles of management and 
knowledge representation that can apply technology to 
organize and encourage knowledge sharing, to achieve 
competitive advantage, and to measure progress toward that 
achievement. It is a measurement framework for the marginal 
contribution of iterations of a knowledge management 
improvement program. 
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Table 1 (continued). Key Knowledge Management Terms Used in this Dissertation 
Term Definition  
Knowledge management a) The identification and analysis of available and 
required knowledge assets needed to solve problems. 
b) The identification and analysis of the processes related 
to knowledge acquisition and use.  
c) The planning and control of actions to develop both the 
assets and the processes to fulfill organizational 
objectives. 
(Jonassen, 2000; Bhatt, 2001; Marakas, 1999; Turban & 
Aronson, 2001; Esposito et al. 2006; Brown & Duguid, 
2001; Polanyi, 1969a; Bateson, 1979). 
Logical positivism Asserts that only scientifically verifiable facts observed by 
the senses form the body of what we know. The 
conventional procedure to advance knowledge was by 
induction from a set of premises, requiring the creation of 
axiomatic systems for each of the sciences. Logical 
positivism holds that only statements that can be verified by 
facts observed by the senses have real meaning, and that 
other statements dealing with abstractions or word meanings 
exist only within the system of language (Uebel, 1995). 
Marginal utility The greater the number of units of a commodity owned by 
an individual, the less each individual unit is valued. The 
difference between two successive values of a unit of the 
commodity is the marginal utility of the commodity 
(Menger, 1871). 
Measurement A quantification of changes in some system. The act of 
measurement consists of the set of operations for 
determining the value of a quantity, whether it is a product, 
process, or attributes of a project (Howarth & Redgrave, 
2003; Antony, Dunn, Farr, Rhodes, Roedler, Tilton, & 
Widmann, 1998). See also Metric. 
Metric The quantified value of a measurement (Price, 1994). See 
also Measurement. 
Ontological engineering See “Knowledge engineering” 
Pragmatism An American philosophy wherein assertions are evaluated 
solely by their practical requirements and consequences 
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(Ormerod, 2006). 
Table 1 (continued). Key Knowledge Management Terms Used in this Dissertation 
Term Definition  
Semantic network A spatial depiction in the form of a directed graph and used 
in knowledge representation. Semantic networks are a 
representational format to illuminate the semantics of words 
and word relationships (Quillian, 1968). 
Structural view of 
knowledge 
The phrase used in this dissertation dealing in ways to 
classify existing explicit knowledge, and is associated with 
engineering and computer technologies (Sveiby, 2001a).  
System A set of interrelated elements in a single domain that 
together exhibit behaviors (Bertalanffy, 1969). 
Systems theory Provides guidance in thinking about and solving 
complicated problems over a set of interrelated elements 
that together exhibit behaviors. It is an approach to 
constructing models that may involve several domains 
(Bertalanffy, 1969; Boulding, 1956). 
Tacit knowledge Knowledge held in the mind (Polanyi, 1966; Kreiner, 2002). 
Validation  A process to insure a product complies with its 
requirements, and that the design meets intended use (IEEE, 
2005; Collofellow, 1988).  
Chapter Summary 
This chapter introduced key terms such as knowledge and knowledge 
management, followed by a discussion of their definitions. The many definitions were 
distilled into (a) the identification and analysis of available and required knowledge 
assets needed to solve problems, (b) the identification and analysis of the processes 
related to knowledge acquisition and use, and (c) the planning and control of actions to 
develop both the assets and the processes to fulfill organizational objectives. Knowledge 
was shown to be contextual, existing as a reaction to the surrounding culture. Tacit and 
explicit knowledge were delineated. 
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Knowledge management was indicated as the means to deliver strategically useful 
knowledge throughout an organization, and to maximize the effectiveness of an 
enterprise’s knowledge, putting knowledge assets to work, and renewing them constantly. 
The need for systematic, explicit, and deliberate control of knowledge processes lead to 
the identification of a knowledge management problem: managers lack specific 
organizational metrics to make effective selections from among possible alternatives for 
knowledge management initiatives to leverage the collective knowledge of collaborating 
groups of knowledge workers. Although knowledge can be seen as an organizational core 
competency, knowledge managers do not have effective metrics to among possible 
resource allocation alternatives. Appreciating the use of metrics suggested that an 
economic component and a strategic component were required to yield effective 
measurement.  
The behavioral view of knowledge was defined to be part of business studies, 
particularly as part of organizational learning and behavior. The structural view of 
knowledge was characterized as a specialty within artificial intelligence. It was noted that 
research in the separate disciplines of knowledge management (behavioral) and the 
knowledge representation (structural) disciplines historically has been separate. This 
provided stimulus to blend concepts from the management of knowledge with the 
representation of knowledge in this dissertation. Since knowledge is managed to 
maximize the effectiveness of the enterprise’s knowledge, systematic, explicit, and 
deliberate management of knowledge processes is required. This was shown to require 
formal structures: knowledge representation methods to structure concepts logically. 
The goal of the dissertation was defined as developing KIMS, the Knowledge 
Improvement Measurement Space, a marginal utility metric vector that satisfies the 
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problem of quantifying the results of stages of knowledge management programs. 
Associated research questions were stated, including cultural issues, economic concerns, 
strategic principles, communities of practice, and formal concept organization. 
Issues regarding the mis-appropriation of knowledge management by sellers of 
databases and other software tools were considered, especially in delaying the adoption 
of second-generation practices, and postponing the achievement of strategic and tactical 
advantages promised by knowledge management practitioners. 
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Chapter 2 
Review of the Literature 
Introduction 
The problem considered in this dissertation was to measure the results of 
continual knowledge improvement efforts. This suggested formal methods may be useful. 
Formalizing a relationship between knowledge management and knowledge engineering 
has not been well addressed in the literature, but was a goal of this dissertation. 
Accordingly, the literature about conceptual structures and formal knowledge 
representation is summarized in this chapter. An historical approach is used, beginning 
with semantic networks and proceeding through description logics and frames, formal 
concept analysis, all leading to conceptual graphs. Conceptual graphs are used in the 
solution for the problem posited in this dissertation. 
Knowledge management is practiced to help preserve and promote the value of 
unique intellectual assets in the firm. It may increase the value of the intellectual assets, 
but as will be shown, valuating knowledge assets is difficult. Here, too, formal or 
mathematical methods can be used. Models for value creation can be viewed either as a 
strategic pattern or as a financial pattern (Roos, 2003). This effectively ties business 
strategy to application knowledge by integrating knowledge creation with strategy (De 
Long & Seeman, 2000; Bhatt, 2001). Further, knowledge as intellectual capital is also 
closely associated with the resource view of the firm, especially in terms of the dynamics 
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of organizational learning (Probst, Buchel, & Raub, 1983) and intellectual capitalization 
(Grundstein, 2000; Kanevsky & Housel, 1998; Bontis, 1998). This chapter includes 
reviews of intellectual property, intellectual capital, and marginal utility. Organizational 
learning and the related field of communities of practice are also reviewed because 
knowledge arises from culture. The literature related to measurements drawn from 
benchmarking and best practices form a bridge to a survey of strategy and tactics. The 
major sections in this chapter are:  
Ontological Foundations of Knowledge Management. The creation of ideas, 
customs, and material objects occurs in the context of a culture. Understanding a 
prevailing culture is necessary to improve the state of knowledge in a society and in an 
organization. A culture is first understood by constructing an ontology of the culturally 
understood concepts. This section, a general treatment of how people structure their 
understanding of things and events in the world, examines both the philosophical origins 
of ontology, and how knowledge engineers have adopted its principles. 
Conceptual Structures for Knowledge. Once conceptualized, a body of knowledge 
may be systematized to varying degrees of formality. A formal specification defines the 
knowledge representation of abstract and instantiated concepts and the relations among 
the concepts. Consistent knowledge improvement processes succeed when practices in 
the organizational culture are tied to strategic goals. (Strategy is reviewed at the end of 
this chapter.) This section extends the ontological foundations to quantitative, formal 
knowledge representations. 
Organizational Learning. Improving an organization’s management of knowledge 
is intimately related to the ability of the organization to retain, expand, and exploit the 
retained learning of its people. Organizational learning is concerned with increasing the 
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ability of its members and teams to perform their tasks, thereby improving the policies 
and processes of the organization to reach its objectives. Knowledge management and 
organizational learning are closely related; practices from one field may be echoed in the 
literature of the other. 
Communities of Practice and Knowledge Sharing. A common pursuit of solutions 
to problems leads to an increase in the collective knowledge of the participants. The 
study of how people collaborate in organizations by instituting formal and informal 
communities is an important component of knowledge improvement programs and 
processes. This section examines how communities of practice form, and their strengths 
and limits in organizational knowledge. 
Benchmarking and Best Practices. Judging the results of knowledge improvement 
practices requires measurements. Meaningful knowledge metrics can be difficult to 
develop due to their qualitative nature, especially since metrics of organizations are 
largely financial. Accounting systems do not easily shed light on intangibles such as 
knowledge. Benchmarking and best practices are techniques used in business, industry, 
and government to compare and improve performance in an organization. Qualitative 
measurements of processes and intellectual performance are surveyed. 
Intellectual Capital and the Economics of Knowledge. Knowledge is intellectual 
capital and may be controlled much like other intellectual property such as patents, 
trademarks, copyrights, trade secrets, and technological capability. Knowledge, however, 
is in the minds of workers. There are no direct correspondents with other intangible 
assets. This section appraises the relative strengths and weaknesses in the accounting of 
intellectual capital. It also summarizes the dynamic process of knowledge exchange as 
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measured by transaction costs, and the closely associated interaction costs incurred when 
transferring or creating knowledge.  
Organizational Strategy. Strategies are formulated to articulate organizational 
goals. This section reviews prevailing thought in 21st century business, and how it may 
apply to knowledge improvement practices. Traditional military strategies, especially 
Eastern concepts that are most closely related to intangible assets like knowledge, and 
which may partly transfer to commercial and non-commercial organizations, are 
compared with Western strategic thought.  
Ontological Foundations of Knowledge Management 
Organizational culture underpins the ability to create, share, and manage workers’ 
knowledge. Similarly, since culture drives part of knowledge formation, the ability to 
develop formal structures of knowledge arises from culture. Formal structures are 
necessary for organized knowledge management; that is, formal structures remove 
barriers by providing knowledge about knowledge through a shared language (Nevo & 
Wand, 2001). After reviewing the cultural basis of knowledge, and, therefore, of 
knowledge management, this literature review traces the historical evolution in 
expressive languages, from simple semantic networks, frame-based systems, description 
logics, relational databases, to conceptual graphs. 
Organizational Culture 
Culture is the vehicle by which ideas, customs, and material objects are created 
(Bennett, 1970). It is the collective programming of the mind that distinguishes one group 
of people from another (Hofstede, 1997, p. 260). Hofstede, Pedersen, and Hofstede 
(2002) stated, “Culture only manifests itself through social action that always takes place 
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in a changing context” (p. 41). An individual thus experiences a variety of cultures – 
national, regional, community, social order, workplace, and so forth (Hofstede, 1997, pp. 
11-18). Implicit knowledge is closely bound to the way people think and reason about 
their shared culture (Chomsky, 2006, p. 69; Lesser & Storck, 2001; Senge, 1990; 
Hofstede et al., 2002, pp. 62, 87; Bateson, 1979). Culture validates individually received 
information (Nonaka, 1994).  
In this study, culture refers primarily to organizational culture, which inherits and 
may adapt the attributes of national and occupational cultures. It emphasizes inherited 
socialization, deemphasizes some values, and encourages common practices and 
collective behavior (Hofstede, 1997, pp. 181-188). In addition to inheritance, Keeney and 
McDaniels (1999) showed that values could be instilled directly into an organization. 
Using a skill effectively is dependent on the expectations of the one possessing the skill, 
as well as the expectations of the people surrounding the problem solver. While the 
method to solve a differential equation, for example, is essentially the same wherever 
such problems present themselves, the learned efficiency with tools to solve them can 
vary. Similarly, the ability to read cloud formations is more useful in rural Kansas than in 
Brooklyn. Recognizing the problem in the first place has as much to do with the 
organizational context as does solving the problem.  
Culture is the basis for knowledge. It is the values, norms, practices, and 
information involving people, processes, and tools and technology. Culture influences 
strategy, and strategy influences culture (Burgelman, 1983; Hofstede, 1997, p. 178). Both 
influence planning for knowledge management. Like strategy, knowledge management is 
implemented as process over time, and has as much to do with human relationships as 
with any specific technologies (Benjamins, Fensel, & Gomez-Perez, 1998). Specific 
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knowledge management processes, however, should take into account the context of a 
particular process tactic (Becerra-Fernandez & Sabherwal, 2001). 
The effective knowledge manager must have an understanding of the underlying 
culture of the organization, its people, work behaviors, and expectations (Guns & 
Valikangas, 1998). Values permeating organizational culture guide decision-making and 
provide a basis for measurement (Keeney, 1994). Before tying information technology to 
business strategy, Betz (2001) emphasized understanding the relationship between culture 
and strategic behavior because corporate strategic vision resides as much in the 
experiential past as in the present goals of senior managers (pp. 290-291). To reach a 
common perception of the real performance being observed, Swanson’s (1994) 
assessment and improvement diagnostics method first examined three characteristics (pp. 
40-41): 
1. Organizational characteristics, which are the internal and external system-
wide components that affect an observed situation, the prevailing culture and 
politics, and the language used to influence behavior. 
2. Decision-maker characteristics, particularly decision-maker expectations, how 
they form consensus, and the level of support they provide to process 
improvement. 
3. Analyst characteristics, not only analysts’ diagnostic skills, but also biases that 
may affect information gathering. 
Knowledge Engineering 
Knowledge is contained in the mind. As such, it is insubstantial in nature. It 
follows that the results of managing knowledge present difficulties of quantification. This 
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was the problem examined in this dissertation. Without a precise definition of terms 
regarding knowledge, knowledge management, and knowledge sharing processes, 
reasoning about and measuring knowledge management programs and results is limited. 
Systematic analysis requires a model for understanding and prediction, particularly when 
attempting to apply information technologies (Wand & Weber, 1990). 
There are two philosophical alternatives for the basis of knowledge engineering. 
The first, logical positivism, influenced most of the 20th century and impeded the 
understanding of knowledge and culture. In contrast, pragmatism offered a practical basis 
for knowledge management in the Information Age. Logical positivism asserts that only 
scientifically verifiable facts form the body of what we know (Uebel, 1995, pp. 836-837). 
In contrast, American pragmatism evaluates assertions solely by their practical 
requirements and consequences (Ormerod, 2006). The pragmatist deals with how things 
are, allowing for knowledge that is formed by culture, and always with a goal of 
usefulness. Pragmatic approaches to knowledge structures, therefore, provide the 
philosophical bridge between knowledge management and knowledge engineering. This 
bridging is one of the themes of this paper. 
Later sections in this chapter, “Organizational Learning” and “Communities of 
Practice,” review the literature about how people work and learn in groups. Prerequisite 
to that, however, the knowledge manager should have an appreciation of the ways 
knowledge can be structured through knowledge engineering. Understanding how 
ontologies are applied aids in understanding how people organize their perceptions about 
how the world works, and is prerequisite to knowledge improvement planning. 
The prevailing approach to scientific understanding during most of the 20th 
century held that only verifiable facts based in direct experience could form the basis for 
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knowledge. Facts about empirical observations, taken together with the a priori 
tautologies of logic were the only valid ways to knowledge. All else – metaphysics, 
theology, ethics – was not literally true and not worthy of interest. 
There are two basic ways to think about knowledge management (Argyris & 
Schön, 1996, p. xix). The first, the behavioral approach, focuses on individual actions and 
group interactions. The second, the structural approach, examines relationships among 
formalizations of knowledge. Sveiby (2001a) contrasted the two views when he defined 
the knowledge management "movement" in terms of two divergent streams of thought, 
knowledge focused and information focused. Both, summarized below, are congruent 
with either the behavioral view or the structural view. 
Knowledge focused. This stream leverages the value in knowledge by managing 
its many forms. The works by Nonaka and by Sveiby influence this stream. Both are 
pioneers in the academic study of knowledge creation and its place in the modern 
organization. The benefits of this approach are in effectiveness. Firms with this 
philosophy invest in people, training, trust, team formation, and management education 
to foster knowledge creation. 
Information focused. This stream values knowledge when it is made explicit in 
the form of information. This is the engineering approach. Information technology 
vendors heavily promote only parts of it. Firms using this engineering tools approach 
invest in computing applications, such as databases, search engines, document-handling 
systems, messaging and collaboration aids, and similar automated systems to reduce 
accounting costs. 
Twenty years ago, most people would have agreed that ontology was of interest 
only to philosophers. Since the beginning of the Information Age, “ontological 
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engineering” has influenced knowledge research. Knowledge engineering, or ontological 
engineering, applies philosophical ontology to intelligent systems. In this usage, an 
ontology is a way of describing a shared common understanding about the kinds of 
objects, and the relationships among the objects, in some shared environment (Sowa, 
2000). Philosophical ontology is the study of what exists; ontologies in the engineering 
sense refer to the output of the study (Uschold & Jasper, 2001). Engineered knowledge 
structures become important in conceptual modeling and artificial intelligence, such as in 
knowledge-enabled technologies like the emerging Semantic Web (Gruninger & Lee, 
2002). 
Defining an ontology as a formalized, shared way of knowing is important in the 
management of knowledge; it provides a starting place for managing information and 
knowledge exchange (Hofstede et al., 2002, p. 62; Huang, 2006). Considerations in 
building structures of knowledge lead to an appreciation of whether facts themselves can 
be known with certainty. Developing ontologies assumes an understanding of mental 
processes because an ontology is intended to model perceived reality. Some models of 
mental processes may be able to overcome delays in information assimilation. Doyle 
(2006) proposed that the field of knowledge representation has matured to the point 
where reconciliation of the physical and mental sciences is possible. 
Fallibilism and Falsification 
In the 20th century science and philosophy, relativity replaced certainty as doubts 
arose about the axiomatic basis of mathematics, the dawning of electromagnetic theories, 
and relativity (Nagel & Newman, 1986, pp. 8-14). Aware of these emerging 
developments, Peirce viewed with suspicion the previously presumed infallibility of 
 
38 
scientific and mathematical methods at discovering truth. Peirce developed the concept of 
fallibilism in philosophical inquiry. Fallibilism asserts there are no absolute facts whose 
exactitude can be known (Knight, 1965, pp. 32-33). Peirce (1897a) defined fallibilism as 
“the doctrine that our knowledge is never absolute but always swims, as it were, in a 
continuum of uncertainty and indeterminacy” (p. 354). His notion of fallibilism extended 
to his logical methods in natural science. In the Peircean classification, philosophical 
logic is distinct from mathematical logic – the first is a natural outgrowth of reasoned 
thought, the second is speculative (1903, pp. 60-62). In terms of knowledge formalisms, 
Peirce (1909) applied principles of fallibilism to his graphical logic calculus of existential 
graphs, a direct precursor to his theory of types in logic and semiotics (Peirce, 1897b, pp. 
98-100) and to Sowa’s conceptual graphs (2000, pp. 275-278; 2005). Conceptual graphs, 
part of the proposed solution to the problem posed in this dissertation, are reviewed later 
in this chapter. 
Despite contemporary physical and mathematical evidence to the contrary, in the 
20th century the Vienna Circle, a group of philosophers and scientists, continued to hold 
that science could produce undisputable knowledge. Arising in the aftermath of World 
War I, the logical positivist movement flourished in the Vienna Circle. Logical 
positivism, which permeated psychology, physics, biology, and naturalism during the 
period from World War I until the Cold War, proposed that the conventional procedure to 
advance knowledge was by induction from a set of premises (despite Peircean fallibilism, 
then relatively unknown). This required the creation of axiomatic systems for each of the 
sciences (the Hilbert program). Intended to mathematize philosophical positivism, logical 
positivism flourished especially around Schlick and the Vienna Circle in the 1920s and 
1930s. Tarski developed the general methodology (1941); Carnap demonstrated the 
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application of symbolic logic to physics and biology (1954). The Vienna Circle greatly 
expanded the positivism begun earlier by the early analytic philosophy of Poincare 
through the 1920s and 1930s, holding that freely created logical structures were verifiable 
by observation and experiment (Uebel, 1995, pp. 836-837). However, in Vienna, in 1934, 
Popper published The Logic of Scientific Discovery, which he translated to English in 
1959. This was a systematic attack on logical positivism. Popper (1995) replaced the 
premises of this early 20th century worldviews by a set of methodological rules called 
falsificationism (pp. 78ff).  
The notion of falsificationism is closely tied to ontological commitment, a 
requisite backdrop for the solution developed in this paper. Falsificationism is the idea 
that science advances by unjustified conjectures formulated into hypotheses, followed by 
critical examination or experimentation. Only those hypotheses verifiable by observation 
and deduction are allowed to count as scientific. For Popper, science should focus on 
refutation – finding one counterexample is sufficient to falsify a theory (Thornton, 2000, 
pp. 138-139). Later, Peirce influenced Popper. Falsificationism is closely related to 
Peirce’s “initial irritation of doubt.” For both of them, expanding a body of knowledge 
begins with an intuitive feeling that something is not quite right with a belief or theory 
(Parker, personal interview, 2004, July 20)1. This first leads to discriminatory 
examination, followed by propositions that are examined, and if sound, are incorporated 
as changes to the body of knowledge. Human intelligence is therefore rationalist, wherein 
beliefs may be revised (Chomsky, 2006, p. 152). (Falsificationism and fallibilism are 
discussed in Appendix B.) Although logical positivism permeated western thinking for 
                                                 
1  Kelly Parker is a philosopher and Peirce specialist. Our conversation followed his invited talk at the 12th 
Int'l Conference on Conceptual Structures. Huntsville, AL. 
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much of the 20th century, its rejection toward the end of the century accompanied the rise 
of applied ontologies, knowledge engineering, and knowledge management. The decline 
of logical positivism and behavioralism in the late 20th century accompanied the rise of 
post-industrial society, in which knowledge is a central preoccupation. 
Problems in Explicit Knowledge Exchange 
Exchanging explicit knowledge via automatic or semi-automatic methods 
assumes at minimum a shared vocabulary, or at least one that resolves and disambiguates 
terms. Gruber (1995) described the need for formal ontologies in the formal, engineering 
view of knowledge management when he examined interoperability among dissimilar 
systems. Knowledge-based systems (KBS), a branch of artificial intelligence, may not be 
interoperable. Each different KBS will differently implement the three primary 
components: a representation language, a communications agent, and a context 
specification. Problems arise because these three components are specific to a particular 
KBS. Agreements about knowledge, such as sharing of assumptions and models of the 
real world, are required to allow dissimilar systems to communicate. Such agreements are 
formal ontologies. Formal ontologies may enable knowledge sharing among knowledge-
based systems. Formal ontologies are organized with these objectives in mind: clarity of 
communications, coherent inferences consistent with the definitions of knowledge, 
extendibility to a shared vocabulary, least bias in encoding of information, and the 
minimum ontological commitment sufficient to support knowledge sharing among 
diverse KBSs. 
Gruber (1995) showed how shared formal ontologies can be developed using KIF, 
a standard knowledge interchange format developed by Genesereth and Fikes (1992). 
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Gómez-Pérez and Corcho (2002) traced the commonality among a number of ontology 
languages developed for the Semantic Web. Uschold and King (1995) suggested 
methodological approaches to ontology construction. 
A limitation in the structural view of knowledge may be seen in the previously 
mentioned notion of ontological commitment, which is the set of assumptions and 
assertions made about the existence of objects. Quine (1969), the American logician, 
showed that in a rigorous theory of reality the objects in the reality must be values of the 
variables in the theory (pp. 93-96). Knowledge engineers such as Sowa (2000) accepted 
this principle that a theory contains an object, or a given class of objects (pp. 51-52, 135). 
Quine, then Sowa, continued the pragmatism begun by Peirce (Ormerod, 2006). 
(Ontological commitment is further elaborated in Appendix B.) 
The Engineering of Ontologies 
Ontologies are important products of knowledge engineering. "Knowledge is 
gained by experience” (Smith, 1996, p. 3). In Smith’s view, knowledge consists of 
symbols (i.e., data and information) to which the knowledge engineer adds relationships 
among the symbols, and rules or procedures to manipulate the symbols. These two add 
greater meaning to the information and make it of much greater use or value. Sowa 
(2000) defined the engineering of knowledge as 
the application of logic and ontology to the task of building computable 
models of some domain for some purpose. Engineering uses science and 
mathematics for the purpose of solving practical problems within the 
constraints of budgets and deadlines. Knowledge engineering can, 
therefore, be defined as the branch of engineering that analyzes knowledge 
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about some subject and transforms it to a computable form for some 
purpose. (p.132) 
Since objects are understood through a cultural context, different individuals may 
interpret the same symbols differently (Hofstede et al., 2002, p. 62). What Hofstede et al. 
call symbols, however, may better be understood as Peircean semiotics stemming from 
symbols and their named signs (Huang, 2006), Taxonomies of objects created this way 
can be used to form the conceptual schema of application domains that can then be 
implemented in database management systems and artificial intelligence systems. 
Different groups of data- and knowledge-base system designers use idiosyncratic terms 
and concepts when building frameworks for information representation, leading to a 
“Tower of Babel” problem (Smith, 2001). Attempts at a common specification language 
– a common formal ontology – depend on the principle of ontological commitment. 
Sugumaran and Storey (2002) developed a set of heuristics for the creation and adoption 
of ontologies useful in database design useful in various applications domains, such as 
on-line auctions or customer relationship management, to share and manage information 
systematically.  
Polanyi’s (1996) analysis of the mental processes of reconciling impressions of 
how the world works into a more or less organized, coherent worldview contributes to 
understanding implicit knowledge (p. 6, see also 1969a). Polanyi (1966) developed an 
ontology of tacit knowledge based around the idea, “we can know more than we can tell” 
(p. 4, pp. 66ff). He then described four successive aspects in acquiring tacit knowledge: 
the functional relation aspect, the phenomenal structure aspect, the semantic aspect, and 
the ontological aspect. Tacit knowledge is a process of association among sensed real 
world things. It arises because we cannot always articulate how we categorize something, 
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decide on a course of action, or solve a problem when the event is a result of “an active 
shaping of experience performed in the pursuit of knowledge” (1966, p. 4).  
Polanyi's description of the act of forming tacit knowledge can be used as the 
basis for an argument against claiming as knowledge the inferences computed in artificial 
intelligence systems. It can also be used to show why the knowledge embodied in an 
organization cannot be captured easily in policy and procedure manuals. This is due to 
the nature of knowledge. Only information, not knowledge, can be transmitted. Received 
information is learned and used to create new knowledge (Jensen, 2005). Expanding on 
his idea of limitations to reification, Polanyi (1969b) cautioned against the process being 
degraded to one of authority rather than intellectual rigor because Polanyi's interest was 
not so much what we know, rightly or wrongly, but in how we come to know it. He 
believed the framework to acquire knowledge is as important as the knowledge itself. 
Sarbo and Farkas (2004) proposed that knowledge is the result of state changes during 
communications. From the observations that using language is really a set of symbol 
interactions, they developed a formal Peircean model, where sentences and clauses lead 
to eventual meaning extraction. They and Polanyi describe tacit knowledge acquisition as 
a process that is validated by the context, rather than by some external, but eventually 
knowable, ideal. Knowledge and culture are intertwined. The knower’s understanding is 
derived from a learned cultural context. 
Knowledge and belief are related, but must be differentiated to develop 
ontological formalisms. The Platonic view that knowledge is “justified true belief” was 
also held by the logical positivists (Allix, 2003) and continues with some knowledge 
management thinkers today, among them the seminal Nonaka (1994; Nonaka and 
Takeuchi, 1995, p. 21), Nevo and Wand (2001), and Krogh and Ichijo (MacKinnon, 
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2001). Justified true belief, to be formalized and not merely personally committed 
through philosophical intention, presupposes the previously discussed ontological 
commitment. (See Appendix B for details of justified true beliefs and the Gettier 
problem.) 
Justified true belief of the Nonaka school is not held by everyone. Firestone 
(2000) defines a knowledge management system as an on-going, persistent interaction 
among agents within a system that produces, maintains, and enhances the system's 
knowledge base (¶¶ 2, 7). (This applies to any intelligent, adaptive system composed of 
interacting agents, human or silicon-based.) The ability to evaluate knowledge requires 
the grounding of the constituent information, publicly expressed and accepted as being 
true by all parties to information and knowledge exchanges. Information may be 
grounded even when some privately disagree, as long as the disagreement is kept out of 
the interchange (Gaudou, Herzig, & Longin, 2006). 
Conceptual Structures for Knowledge 
Philosophical problems in semantic models arise in the nature of the relationship 
between things, and what those things are. Addressing such problems is important when 
implementing consistent knowledge improvement processes. The nature of objects and 
their properties is treated in two ways. For some, conceptual modeling methods do not 
distinguish between things and their properties (Weber, 2003). ORM (Object-Role 
Modeling), typical of the singular treatment, represents real world phenomena in just two 
constructs – objects and rules. Other ontological theories state that a distinction must be 
made between objects and the properties of objects, and that distinction contributes to 
“reality.” The BPD/D Ontological Engineering Method combines both alternative 
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approaches when building knowledge management systems (Kim, 2000). Kim began 
from the premise that a knowledge management system must integrate information from 
disparate sources. A decision-maker using the system manipulates the representation of 
information about the real world as conceptualized by someone else. Ambiguity and 
imprecision must be minimized when conceiving and building the knowledge 
management system.  
Abou-Zeid (2003), commenting on knowledge management practitioners' 
adoption of ontological frameworks to structure knowledge, pointed out that deciding the 
approach is a two-way street because ontological engineering presently is more art than 
science. There is no generic process model for developing an ontology corresponding to 
those found in computer information systems practices, such as the Rational Unified 
Process, the Jackson Methodology, data flow diagramming (systematized variously by 
the Demarco, Ganes and Sarson, or IDEF0 methods) and a host of other analysis and 
design methodologies. Abou-Zeid proposed a spiraling process model for ontological 
engineering based on Nonaka's knowledge creation model. His spiral exploits continuous, 
dynamic interaction between the tacit and explicit knowledge held by the stakeholders of 
the ontology under development. 
Knowledge representation patterns are now considered as residing in a linear 
order of increasing complexity. A major barrier to the application of knowledge 
representation to knowledge management is the “lack of shared understanding and 
agreement about what terms to use and what they mean” (Ushold & Jaspers, 2001, p. 
550). Collectively these structures are all “ontologies,” but among specialists, 
“ontologies” are the most complex. The simplest are controlled vocabularies, followed by 
taxonomies (acyclic directed graphs, usually inverted tree structures), thesauri, 
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conceptual models, and formal ontologies (Uschold, 2006; Obrst, 2006). Formal 
ontologies have an underpinning of some form of first order logic. The choice among 
degrees of formality is based on the amount of semantic richness desired (Ushold & 
Jaspers, 2001, p. 553). Clearly, choices in relative complexity in ontology development 
are influenced by knowledge or information needs, and limited by the sophistication and 
experience of the ontology developers and users. 
Systems theory provides guidance in thinking about and solving complicated 
problems. It is an approach to constructing models that may involve several domains. A 
system is a set of interrelated elements that together exhibit behaviors (Bertalanffy, 1969, 
pp. 55-56). Bertalanffy suggested that different mental models, “systems ontologies,” 
lead to different interpretative approaches, so that a general theory of systems may aid 
clear thinking (p. xxi). 
Once conceptualized, an articulable body of knowledge may be written down in 
some formal specification as an ontology, a systematic account of things that exist in a 
knowledge domain. The ontology specification consists of concrete and abstract 
concepts, relations and functions among the concepts, and other objects needed to 
formalize a body of knowledge. Knowledge representations may be roughly divided into 
two categories: formalisms based in logic, and non-logic-based representations (Nardi & 
Brachman, 2002, pp. 6-7; Doyle, 2006). Most formal specifications useful for 
computation are usually are defined as a subset of first order predicate calculus (also 
called FOL, for first-order logic), or, less frequently, in a higher order logic when unique 
problems such as beliefs or time sequences are present. Representations not based in 
formal logics draw from cognitive science, linguistics, or other behavioral models of 
 
47 
mental processes. Among them are neural networks, and rule-based systems such as 
expert systems and production systems.  
Description and History of Semantic Networks 
The previous section of this chapter, “Ontological Foundations,” reviewed the 
philosophical origins of ontology, its adoption by knowledge engineers, and showed that 
to be effective, developers of knowledge improvement programs must first understand 
people’s underlying organizational culture – their on-the-job behavior and expectations. 
Only then can a knowledge improvement process succeed in tying culture to strategic 
goals. This section extends the ontological foundations to quantitative knowledge 
representations. The approach is to trace the evolution of conceptual graphs from their 
origins as a variation of FOL-based semantic network. Semantic networks form the basis 
for many graphical knowledge representations. 
Semantic networks are simple and intuitive visual forms of knowledge 
representation. Richens coined the term "semantic net" in 1956, during investigations into 
the requirements for an "interlingua" for machine translation from base texts to other 
natural or formal languages. (It is commonly assumed that Quillian introduced the term, 
but Richens predated him by a decade.) 
Machine translation problems arise from the operations to be performed. These 
include the quality of the meaning transfer, transfer of ambiguity (degrees of which may 
be desirable), transfer of structure, injection of terms (for example, attaching plurality to 
an otherwise neutral Chinese noun), and restraint and prevention of excessive semantic 
analysis. Semantic networks were seen as the basis for a neutral and universal 
intermediary language that removed the structural peculiarities of the base language, 
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leaving the relationships among the "naked ideas." Richens (1956) described what is 
involved as 
gross meaning, the subtler overtones, deliberately concealed meanings, 
manifestations of the subconscious mind, the sound of the base words or 
their appearance in script, metrical characteristics, etymology, the 
associations engendered by the communication, the statistical 
characteristics of the communication as a sample of the output of a 
particular author or period, and the pleasure or otherwise engendered by 
communication in an informed or cultivated recipient. (p. 20) 
Logical form should be added to Richens list of semantic translation barriers, especially 
for those translations involving knowledge bases and machine reasoning. Writing from 
the point of view that syntax generates language, Chomsky (2006) termed this a “surface 
structure,” a “representation of the phrases that constitute a linguistic expression and the 
categories to which these phrases belong” (p. 92). 
Graphical displays of knowledge relationships are easier for human users to grasp 
than other forms of knowledge representation, such as natural language text based on 
special rules, or predicate logic. There is considerable evidence to suggest that the format 
of information influences learning (Schnotz, 2002; Larkin & Simon, 1987). 
Psychological research has established a body of literature that the use of diagrammatic 
representations accompanied by self-explaining the presented material is a more effective 
metacognitive strategy than learning from sentential presentations. Ainsworth and Loizou 
(2003) suggested that the features of some diagrams might promote learning and 
retention better than other diagram types. Stenning and Oberlander (1995) proposed a 
cognitive theory of performance for the mental logic needed to complete a task. The 
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difference in interpreting between the two representations may arise in the expertise of 
the viewer. Experts in a discipline will approach a problem according to underlying 
principles, but novices base their representation on the problem's literal features (Chi, 
Feltovich, & Glaser, 1981). 
The remainder of this section provides a background to the field of knowledge 
engineering, which includes conceptual graphs and formal concept analysis. Semantic 
networks underlie most graphical techniques used in the capture of knowledge 
relationships. A brief history of semantic networks, including the more formal versions of 
semantic networks utilizing description logics is reviewed. Next, graphical database 
schema, knowledge base schema, and frames are summarized. These are graphical 
approaches based in formalism of semantic networks applied to different problem 
domains. The three are based on the same principles that gave rise to conceptual graphs. 
This section continues with an introduction to the notation of conceptual graphs, 
including extensions to Sowa’s original work in conceptual graphs, and some of the 
problems to which they have been applied. It concludes with a survey of formal concept 
analysis. 
A semantic network is a spatial depiction used for knowledge representation. It is 
presented as a directed graph. (Graph theory is summarized in Appendix A.) Quillian 
(1968), credited with launching their formalization, described semantic networks as a 
“representational format that would permit the ‘meanings’ of words to be stored, so that 
humanlike use of these meanings is possible” (p. 216). His network is composed of type 
nodes, representing concepts, and token nodes, which are instances of types. Following 
edges from node to node is equivalent to the lexical chain of mental reasoning. Quillian 
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defined six kinds of edge relationships. Later, Collins and Quillian (1972) expanded the 
list by four. 
Semantic networks have three important properties: (a) They are useful for the 
conceptual analysis of language, (b) they can be expressed in first-order logic, and (c) 
they enable inference through an interpreter agent designed to manipulate formal 
representations (Hartley & Barnden, 1997). Graphical notations are easy for people to 
read, but the diagrams only represent the semantic network. Figure 1 shows a simple 
semantic network. The most important relationship among entities is the generalization 
relationship (seen as subclasses, in which an instance is a kind of subclass that is a 
concrete realization of an entity), and the characterization of attributes of an entity. 
Subclass and instance arrows flow from specific entities to entities that are more general. 
Attribute arrows flow from the entity to attributes of the entity.  
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Figure 1. Simple semantic network for buildings. 
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Abstraction into diagrams has inherent dangers. Computer scientist Dijkstra 
(1978) warned, “one of the bad things about pictures is that they are almost always 
overspecific. One cannot make a picture of an ‘arbitrary triangle’: as soon as one has 
made it, it has either an obtuse angle or not” (p. 1). This is the abstraction problem: any 
abstraction removes some information from the domain. The problems of obfuscating 
meaning in graphs may have more to do with poor design than with the ability of 
graphical depictions to convey meaning (Weber, 2003; De Angeli, Coventry, Johnson, & 
Renaud, 2005). Similarly, semantic indeterminacy and insensitivity to sufficiently small 
changes in the objects under examination can lead to incorrect representation and 
reasoning (Rodhain, 1999; Gaifman, 2002). Parsons and Cole (2005) stated that a 
modeling technique should be chosen based on the nature of independent and dependent 
variables, experimental procedures, and the participants (developers and readers). 
Diagrams used as temporary scaffolds may aid thought (Barwise, 2000; Dau, 
2004). Dau further observed that a number of logically rigorous and complete formal 
systems can be based directly in diagramming methods while avoiding Dijkstra’s 
complaints about masking the problem or accidentally applying properties incidental to 
the diagramming technique. Among the formal graphical methods are Frege’s (1879) 
Begriffsschrift, Peirce’s (1909) existential graphs, and Sowa’s (1984) conceptual graphs. 
These three are based in first-order predicate logic. 
In the 1960s, linguists were the first adopters of semantic networks to represent 
the meaning of words (Cawsey, 1988, p. 14). Sowa (1984) traced the history of semantic 
networks from their embryonic origins in Aristotle’s theory of categories, through 
modern linguistics, finally into computer science during the late 1950s to 1984 (pp. 9, 14, 
81). Appearing in many guises, semantic networks have been used by linguists to 
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represent the meaning of words, by data modelers to capture the static relationships 
among concepts, and by artificial intelligence researchers as a mechanism to represent 
knowledge (Sanders, 1995, p. 17). These knowledge models have also been used in 
education and business management. Usually, researchers in knowledge representation 
apply ideas from linguistics and psychology to problems in artificial intelligence. 
Conversely, Hartley and Barnden (1997) examined the link between semantic networks 
used in formal knowledge representation as a three-level abstraction heuristic useful as an 
informal tool for thinking.  
Brachman (1985) defined five interrelated levels of representation commonly 
seen in semantic networks, as shown in Table 2. Brachman’s construct reflects the 
structure of communication. He starts from the syntactical and grammatical and builds to 
the formal and semantic. Brachman’s five levels are not strictly a hypernomic taxonomy. 
Rather, they represent the relative level of problem-solving intentions of the semantic 
network designer. 
Table 2. Brachman's Five Levels of Semantic Representation 
LEVEL COMPONENTS 
 
1. Linguistic Arbitrary concepts, words, expressions 
2. Conceptual 
 
 
 
Semantics or conceptual relations (cases), primitive 
objects and actions 
 
3. “Epistemological” 
(Structural) 
 
Concept types, conceptual sub-pieces, inheritance and 
structuring relations 
 
4. Logical 
 
Propositions, predicates, logical operators 
 
5. Implementational 
 
Atoms, pointers 
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Semantic networks are often used to disambiguate multiple meanings when 
implementing machine-readable dictionaries. An example is WordNet (2004), an online 
English language lexical reference system. 
Several classification schemes grew out of semantic networks. These are now 
summarized. Frame semantics normalize the contexts of discourse according to a theory 
of natural language that attempts to disambiguate word contextual meaning of polysemic 
words or phrases (Fillmore, 1985). FrameNet (2004) is a lexical database for English that 
relating words and phrases to their meanings by identifying the contexts that underlie 
them. FrameNet-like projects exist for other languages, including Spanish, German, 
Japanese, Swedish, and Chinese (Fillmore, Johnson, & Petruck, 2003). 
Semantic networks are also called conceptual models, or, when formalized 
logically or mathematically, conceptual structures. Writing from a perspective of 
computability, Juristo and Moreno (2000) observed that a chosen conceptual model is 
tightly tied to the ensuing development model.  
Semantic networks were rapidly adopted by artificial intelligence researchers. 
Description logics is the name of a related group of formal systems used to represent a 
declarative body of knowledge, both the concepts and the roles they play in an 
application domain. The first description logic descended from Minsky's (1975) frames 
and the semantic networks of Quillian and others, which were not based in formal logic, 
and, therefore, were limited in the degree of reasoning that could be performed (Ohlbach 
& Koehler, 1999; Russell & Norvig, 2003, p. 353; Cawsey, 1988, p. 28; Horrocks, 2001; 
Baader & Nutt, 2003, p. 46; Nardi & Brachman, 2002, p. 7). Description logics trade 
computability at the expense of expressiveness (Brachman & Levesque, 2004, p. 328). 
Description logics form a family of related logical systems. Extended functionality may 
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include any operations or types such as belief assumptions; probability-based reasoning; 
closure assumptions; plurality concepts like records, sets, or aggregations; and the 
ontological primitives of time, action, space, or part/whole constructs (Franconi, 2002, p. 
59). Frames-based knowledge bases have been constructed using description logics, of 
which KL-ONE is the best known (Brachman & Schmolze, 1985). Description logics 
underlay the formalisms of the emerging Semantic Web and the Web Ontology Language 
(OWL) (Baader, Horrocks, & Sattler, 2004; Rector, 2003; W3C, 2002). 
Feature logics were developed for use in linguistics and natural language 
processing. Developed in the late 1980s by Smolka (1992) as a full Boolean algebra, and 
given a formal definition for its set descriptions, axioms, and operations (Manandhar, 
1994), this became a family of logics derived from first order logic that employs only 
conjunctive relations between pairs of attribute values, disallowing disjunction and 
negation. In software engineering, feature logic has been used to detect mismatches 
between software components caused by dynamic and structural mismatches originating 
from the definition of the software architecture (Pettersson, 2002), and to decoupling the 
restrictions between the team-required processes used in software configuration 
management from the processes imposed by software configuration management tools 
(Zeller & Snelting, 1997). Much current research in formal conceptual structures is in the 
area of belief revision systems, including the prioritization of new information 
(Delgrande, Dubois & Lang, 2006), and the reordering of existing information following 
the receipt of new information (Booth, Meyer, & Wong, 2006). 
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Database Modeling 
Databases are also conceptual structures. Such systems abstract relevant features 
about the real world into schemas that represent the structure of the data in some domain 
containing relatively few distinct data types. Chen (1976) addressed limitations in the 
earlier network and hierarchical database schema models by introducing the entity-
relationship model, an important variety of semantic network, to provide semantic details 
about the static nature of the information to be stored in databases. Codd (1970) 
developed a fully relational database model based on normalized n-ary relations. He 
introduced the concept of a universal data sublanguage, which led to the widely used 
SQL query language. When fully elaborated and normalized, databases are constructed 
according to a version of first order predicate logic (Sowa, 2000, pp. 156-166). Relational 
databases, therefore, are mappable to and from conceptual graphs. 
In contrast with databases, knowledge bases arose as a tool of artificial 
intelligence aimed at understanding natural language, analyzing pictures and graphs, or as 
controls for robotics hardware. Knowledge-based systems are databases with more 
powerful front ends that deal with the meaning of data. Compared to databases, 
knowledge bases contain richer semantics about their real-world domain. Sowa (1980) 
developed seven requirements for a conceptual schema general enough to support both 
databases and knowledge bases. The most important of the seven requirements for both 
databases and knowledge bases was a generalization hierarchy for concepts about 
entities. This permitted mechanisms for inference from a parent following the invocation 
of a child entity. 
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The Frames Alternative 
Frames, a semantic network variant, are often used to represent knowledge in 
expert systems as an alternative to FOL (Cawsey, 1988, p. 16; Sowa, 2000, pp.136, 146; 
Russell & Norvig, 2003, p. 24). This use of “frames” is not to be confused with FrameNet 
described earlier in this chapter. Frame-based systems allow for multiple inheritances in 
acyclic taxonomic structures (Jackendoff, 2002, p. 355). An artificial intelligence 
outgrowth of the mind/body philosophy of Searle (1980) and the linguistics theories of 
Minsky (1975), such representations can be shown to be equivalent to semantic networks 
(Cawsey, 1988, p. 16; Grishman, 1986, p. 145). Frames provide conceptual abstraction 
from mental processes, similar to semantic networks, but include descriptive logic and 
structured ontologies (Hartley & Barnden, 1997).  
Figure 2, reproduced from Jackendoff (2002), shows a linguistics frame intended 
to mimic a functional mental construct of the noun phrase “the big star” (pp. 23-25). 
“NP” is a noun phrase; “DET” is a determinant; “AP” and “A” are an adjective phrase 
and an adjective; and “N” is a noun. 
 
NP 
DET AP N 
the A 
big 
star 
 
 
 
Figure 2. Simple linguistics frame. 
 
Frames for computable knowledge representations closely parallel the linguistics 
model. Knowledge representation frames may be either a prototype (for concepts) or an 
instance (for individual objects or situations). Each frame contains labeled slots, which 
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are single-valued properties, component parts, or other frames participating in a situation. 
Slots may be constrained by facets for default values, to a given range of acceptable 
values, or for procedural information like if-then constructs (Turban & Aronson, 2001, 
pp. 495-496; Cawsey, 1988, pp. 16-20; Grishman, 1986, pp. 143-144). The house portion 
of the semantic network in Figure 1 is shown as an equivalent frame set in Figure 3. 
 
Domicile: 
 Subclass: Building 
 
House: 
 Subclass: Domicile 
 Has-Part: Roof 
 
20 Lintel Ln: 
 Instance: House 
 Made-of: Brick 
 
 
 
 
 
 
 
 
Figure 3. House frame, based on Figure 1. 
 
In addition to linguistics and expert systems knowledge bases, frames have been 
used in requirements engineering during software design (Rich & Feldman, 1992). In the 
emerging Semantic Web, the Resource Description Framework (Lassila & McGuinness, 
2001; W3C, 2004) is a foundation for processing metadata in the Semantic Web. The 
Stanford Medical Informatics group (Protégé, 2005), with support from a worldwide 
community of developers and users, released Protégé, a free and open source ontology 
editor and knowledge base with many contributed software extensions.  
Attempts are underway to link frame-based systems with conceptual graphs. 
Common Logic, a first-order logical language, is intended as an intermediary for 
electronic information exchange and transmission. The definition allows a variety of 
different syntactic dialects described by a common XML-based syntax. The proposed 
ISO standard for Common Logic includes the definition of two dialects, the Common 
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Logic Interchange Format (CLIF) and the Conceptual Graph Interchange Format (CGIF), 
whose semantics are defined by their translation to the abstract syntax of Common Logic. 
The standard has been under development since June 2003. The project has been assigned 
to WG2 (Metadata) under SC32 (Data Interchange) of ISO/IEC JTC1. The final draft was 
released in 2007 (ISO/IEC 24707:2007, 2007). 
Other Conceptual Structures 
Formal Concept Analysis (FCA), developed by Wille (1982) is a method to 
structure concepts based on hierarchies and lattices. It has been applied in such 
disciplines as medicine, psychology, musicology, linguistic databases, library and 
information science, software engineering, civil engineering, and ecology (Lindig, 1995; 
Prediger, 1998, Priss, 2004; Cole, 2000). Concepts form a multiple inheritance lattice 
read from bottom to top of the graph; their assigned attributes are organized from top to 
bottom in the same graph (Wille, 2004, 1997; Ganter & Wille, 1999, pp. 18-25). The 
Galois lattices of FCA can be interpreted as ontological structures. This allows them to be 
employed as complements to description logics, conceptual graphs, and other formal 
reasoning systems. Therefore, while the conceptual graphs show linguistic relationships 
in sentences and propositions, the concepts themselves are drawn from a separate 
ontology, normally some concept lattice. Conceptual graphs and formal concept analysis 
have been joined logically, where conceptual graphs are interpreted as semantical 
constructions on underlying relational contexts portrayed in FCA lattices (Prediger, 
1998). (Lattice theory is summarized in Appendix D, which also shows an FCA 
example.) Since 1999, beginning with the 7th ICCS, FCA has joined with conceptual 
graphs advocates in the annual International Conferences on Conceptual Structures. Priss 
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(2006) has provided a history of the mathematical and philosophical foundations of FCA, 
along with current software tools and possible future uses. 
Other methods exist that allow multiple inheritances. From topology and the 
Region Connection Calculus, Gardenfors developed a means to reason about conceptual 
structures (Xia & Li, 2006). Widdows (2004) recently published a geometrical 
description of linguistic meaning, and how graph theory can be used in software 
applications to parse text and determine meaning from context (pp. 98-131). His 
approach is based strongly in distance measurements. 
Topic maps describe conceptual structures and associate them with information 
resources (Pepper, 2000). The graphs are information structures for descriptive metadata 
about arbitrary data types, with document annotation as the most prominent application 
(Quasthoff & Wolff, 2002). The syntax, XTM, is defined by ISO/IEC13250 (2003). It is 
a derivative of SGML and XML, and of the ISO/IEC HyTime standard for multimedia 
information. Because of the XML-like syntax, topic maps naturally join topic definitions 
with information about the topics available through the emerging Semantic Web (Lacher 
& Decker, 2001). 
The K-Discovery project engineered ontologies by extracting relevant semantic 
relations from document collections into topic maps (Böhm, Heyer, Quasthoff, & Wolff, 
2002; Quasthoff & Wolff, 2002). Smolnik and Nastansky (2002) applied topic maps to 
groupware. Groupware systems are typically deployed for internal communications, for 
collaboration, and for coordination.  
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Conceptual Graphs 
In one form or another, semantic networks underlie most graphical knowledge 
representation methods. The preceding reviews of semantic networks and various 
conceptual structures laid the context for conceptual graphs. The existential graphs Peirce 
developed in the early 1900s, and Sowa’s (1984, 2000) expansion of Peirce’s formalism 
into conceptual graphs, can be translated into an extended first-order predicate logic, and 
into computer-based knowledge representation languages for automated logical 
deduction. Conceptual graphs are a method of knowledge representation rooted both in 
FOL and in semantic networks. They are used to represent the meanings of sentences, but 
by adding constraints to natural language, can also represent formal conceptual 
structures. Many popular graphic notations and structures, ranging from type hierarchies 
to entity-relationship and state transition diagrams could be viewed as special cases of 
conceptual graphs (Kayed & Colomb, 2002a). This conceptual graph subsumption of 
other notations, like many mathematical theories, is a retrofitting after the fact. Another 
example is the claim that fuzzy set theory subsumes probability theory, which proceeded 
fuzzy sets by centuries. To see how conceptual graphs may be used in knowledge 
management, a brief background in their formulation is first presented. The examples in 
Figure 4 and Figure 5 present the usual map demonstrated when first studying the subject 
(Sowa, 1984, pp. 69-72; 2000, pp. 23-26; Kayed & Colomb, 2002a, 2002b). Figure 4 
illustrates, “The cat is on the mat.” Figure 5 presents an elaborated version, adding 
ontological information.  
 
Cat Mat On 
 
Figure 4. Simple conceptual graph of “the cat is on the mat.” 
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 Action:  Pet: Cat Location: Mat 
On
 
Figure 5. Elaborated conceptual graph. 
 
The graph of Figure 5 may also be represented textually, as in: 
[Pet: Cat] Æ (Action: On) Æ [Location: Mat]. 
The linear form is slightly more difficult to read but has the advantage that it can be 
parsed by computer software into a schema for a knowledge base. (The full lexicon may 
be found in Appendix F.) Either of the two graphs shown may be represented in first 
order logic as (∃x)(∃y) Cat(x) ∧ Mat(y) ∧ On(x,y).  
Conceptual graphs are thus a middle ground between natural language and first 
order logic, whether the simple predicate calculus or some typed version like the lambda 
calculus. Lambda formulae are often used to solve certain problems in computational 
algorithms. (The lambda calculus, a typed subset of first order logic, is summarized in 
Appendix D.) Conceptual graphs can accommodate simple first order logic, lambda 
formulations, or other versions of logics in the first order. Conceptual graphs are also a 
middle ground between computer representations. Conceptual graphs can be used to 
facilitate communication between knowledge engineers developing such systems and the 
users of the systems, like managers and office workers. They easily convey the core 
concepts of an underlying ontology. 
Knowledge researchers working with conceptual graphs have affirmed and further 
developed the logical basis for conceptual graphs, leading to a general theory of 
conceptual structures. Amati and Ounis (2000) extended the rules of Sowa's method of 
conceptual graphs with the addition of universal and existential quantifiers. One result is 
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that the textual notation of this conceptual graph can be cast into normal forms for use in 
databases, and that their normalization could be algorithmic. Chein and Mugnier (1992) 
provided a firm mathematical basis for the graphical models. Conceptual graphs were 
mathematized for computer science, specifically for automated reasoning in logic 
programming and knowledge bases by means of logical unification – the consolidation of 
separate logical sentences by the joint resolution of their respective variables (Corbett, 
2003; Nguyen & Corbett, 2006). 
Conceptual graphs have been adapted for use in several domains. The 
Macroscope is a knowledge repository for software engineering standards and practices 
(Gerbe, Keller, & Mineau, 1998). Kayed and Colomb (2002a, 2002b) used conceptual 
graphs in Internet e-business for an ontology development life cycle to model e-business 
tendering. Quinian-Rose, Lee, and Lai suggested the use of conceptual graphs to specify 
software requirements via Task-Based Conceptual Graphs (Quinian-Rose, Lee, & Lai, 
1998; Lai, Lee, & Yang, 1999; Lee, Lai, Hsu, & Fanjiang, 2000). Conceptual graphs have 
also been used in controlling feature-based modeling in Computer-Aided Design and 
Manufacturing (CADCAM), and Computer-Assisted Process Planning (CAPP) during 
collaborative development of the functional designs and manufacturing features of parts 
and assemblies (Salomons, van Slooten, van Houten, & Kals, 1995; Andersson, 1993; 
Billo, Henderson, & Rucker, 1989). Hess and Cyre (1999) automatically generated 
conceptual graphs to extract expected behaviors of digital devices. Delugach (1991) 
adapted modal logic to extend the temporal component of conceptual graphs. The actors 
of dataflow graphs have been used in a framework for automatic instructor to student 
feedback in distance learning class work (Richards & Schiffel, 2005). 
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Languages for knowledge representation and for database modeling share similar 
roots in semantic models, but semantic limitations exist in traditional conceptual 
modeling languages used in computer system development (Mineau, Missaoui, & 
Godinx, 2000). Commonly used formalisms such as entity-relationship models and the 
Unified Modeling Language do not lend themselves to knowledge representation. Mineau 
et al. examined how the simplicity of conceptual graphs – the visual representation and a 
small set of constructs – could be used to migrate from database to knowledge base 
environments by comparing it to Telos, a knowledge representation language.  
The syntax and semantics of conceptual graphs are under development as an ISO 
international standard in coordination with the Common Logic ISO standard. Both the 
graphical formulation and a machine-readable representation as character strings are 
proposed as a conceptual graph interchange format to be compatible with the similarly 
under-development Knowledge Interchange Format (KIF). The ISO/JTC1/SC 32/WG2 
(2004) working group delivered the second draft for public comment in April 2001. 
When completed, ISO standards for knowledge representation syntaxes will provide a 
basis for smoother interfaces between differing software applications. Conceptual graphs 
do not have an associated query language – a possible weakness. Eventually, the 
proposed Conceptual Graph Interchange Format portion may be combined with the 
Knowledge Interchange Format, into a proposed standard for Common Logic. The 
Common Logic standard was accepted by ISO in October 2007 (ISO/IEC 24707:2007, 
2007; Delugach, 2006). 
Organizational Learning 
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Organizational learning addresses the way members and teams perform in terms 
of assisting the organization to reach its objectives. Researchers in organizational 
learning and knowledge management often draw from each other. Organizational 
learning theory underlies much knowledge management writing. Knowledge 
management is a natural extension of organizational learning, supplemented with 
strategic business management and techniques drawn from process quality improvement 
programs like Total Quality Management or benchmarking. Organizational management 
of knowledge retains and enhances the skills of its people. 
First generation knowledge management was intended to capture knowledge, 
experience, and information using technology in the form of corporate intranets, 
knowledge bases, and databases. The heavy technology investment, however, led to only 
limited improvements in the way knowledge was applied. The additional work and the 
resultant complexity required to develop the metadata to catalog the information meant 
that few users really understood how to access it. In reaction, McElroy (1999b) codified a 
newer approach into “second-generation knowledge management,” explicitly connecting 
knowledge management with core principles of applied organizational learning into “a 
management discipline that focuses on organizational learning with business innovation 
and competitive advantage in mind” (p. 86). He then demonstrated 10 disciplines and a 
knowledge management life cycle exploit the social aspects of how people interact in an 
organization to create knowledge (2003, pp. 214-219). 
Recognizing that knowledge is not so much a commodity, but that knowledge 
management is a process, second generation practitioners emphasize adaptation to 
internal and external changes so that workers learn the successful ways that others in the 
organization solve problems. This enables the creation of new knowledge. Second-
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generation knowledge management applies ideas first developed in organizational 
learning research – it could be considered a sub-specialty of that field.  
From its modern origins in the 1960s, when system theory began to be applied to 
the dynamics of organizational studies, the field of organization learning expanded in the 
1970s, chiefly through the works of Argyris (1962, 1964,, 1970), and Argyris and Schön 
(1974, 1978). The field achieved popular acceptance in academic and business circles in 
the 1990s. 
Senge (1990), writing from the behavioralist view of knowledge management, is 
associated with the field of systems dynamics, a field that models complex physical and 
social systems using feedback and control principles from engineering. Originated at MIT 
by Forrester (1961), the methodology has applied systems thinking and engineering first 
to social systems, then later to hard sciences, including such dissimilar fields as corporate 
planning, public policy, biological modeling, energy and the environment, knowledge 
discovery in natural and social sciences, decision-making, and nonlinear dynamics. The 
theory and modeling techniques have been discussed by Sterman (2000) and 
Wolstenholme (2000). Systems dynamics have been implemented in computer modeling 
and simulation applications, including Dynamo (Richardson & Pugh, 1981) and VenSim 
(Peterson, 1996). 
Two broad branches of the organizational learning literature can be traced to a 
single root, the publication in 1963 of the pioneering book by, A Behavioral Theory of the 
Firm (Cyert & March, 1992). Cyert and March, along with Simon and Cohen, formed the 
core of the “Carnegie school” of organization theory. This school held that organizations 
offset the limited capacity of individuals to comprehend and address problems due to 
bounded rationality (Crecine & Salomone, 1989, pp. 47-49). Argyris and Schön (1996) 
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claimed the two branches split by the early 1990s (p. xix). The original root continues as 
an academic branch, treating organizational learning as a scholarly, non-prescriptive 
research topic. The more recent branch is prescriptive, practice-oriented, and largely not 
scholarly. The newer branch contains much of the non-critical, popular business literature 
regarding the “learning organization.” Both branches are reviewed below, beginning with 
the non-prescriptive discipline. 
Non-Prescriptive Organizational Learning 
The academic, non-prescriptive branch of organizational learning literature, 
derived from the main stream of original writings, now maintains a separate identity from 
organizational studies in general (i.e., separate from management and organizational 
behavior). Distinct within organizational studies, it expands on theoretical underpinnings 
of that broader field.  
In the 2nd edition of their work, Cyert and March (1992), based on 30 years of 
observation, characterized organizational learning as an adaptive process. They depicted 
process improvement as the blending of goals, documented operating procedures, and 
search rules used in finding solutions to problems. Prior to the 1970s, Argyris (1957, 
1962, 1964, 1970), and later Argyris and Schön (1974), produced several books exploring 
the relationship between individuals and organizations, culminating in their 
Organizational Learning: A Theory of Action Perspective (1978).  
If properly managed, organizational change can be adaptive, reacting to problems 
or environmental changes, similar to a simple feedback cycle. Argyris and Schön (1978) 
recommended “double-loop” learning, a method of organizational learning that not only 
detects and corrects errors, but also changes the underlying organizational processes by 
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modifying its underlying norms, policies, and objectives (p. 3). Compared to adaptive 
learning, this is proactive learning, in which organizational changes are made 
deliberately: the organization learns. A second-order “deutero-learning” model defines 
the learning process itself as improved using double-loop learning. Argyris and Schön 
created a set of behavioral models abstracted from their case studies (p. 3). For contrast, 
some of the case studies outlined good models and some outlined bad models of 
individual behavior. Additional case studies then broadened into examining learning 
models applicable to the entire organization. Deutero-learning was exploited in a 
pharmaceutical company for product development (Haho, 2004). 
The original, behavioral, non-prescriptive branch of organizational learning was 
codified by the early 1990s. Levitt and March (1988) and Levinthal and March (1993) 
espoused organizational actions that were primarily rule-based. In contrast, Brown and 
Duguid (1991) argued that studies of workplace practices show that, in reality, people 
perform work differently than can be captured in procedure manuals, training programs, 
organizational charts, and job descriptions.  
Organizational learning experts disagree whether an organization itself can learn. 
Argyris and Schön (1978, 1996) pointed out that a learning organization is merely 
metaphoric – only individuals learn. Becerra-Fernandez and Sabherwal (2001) preferred 
the term “collective mind” when referring to the location of knowledge retained 
corporately. The contrasting behavioral view is that corporate memory does exist, 
informally through culture and formally in documented procedures, and in physical 
archives like manuals and databases (Cyert & March, 1992; Senge, 1990; Levinthal & 
March, 1993). Durlabhji (2004) speculated that the way organizations learn, particularly 
those that have grown into double-loop learning, can be compared to the flows in the yin-
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yang theory of the Tao. Eastern cultural ideas, more rightly associated with Confucian 
thinking, rather than the Tao, apparently have recently begun to pervade Western 
business strategic thinking (Hofstede, 1997, pp 159-160). This may turn out to be yet 
another infatuation with exotic ideas that periodically invade Western business thinking. 
The behavioralist school most influenced knowledge management thinking. 
Dingley (2001) pointed out that when it comes to information classification, traditional 
computer information systems are not as competent as is the average five-year-old. 
DeBoer, Van den Bosch, and Volberda (1999) elaborated on the limitations of technology 
when they argued that to be useful in generating new product-market combinations a 
firm's organizational form must be matched to appropriate knowledge technologies in 
order to integrate component knowledge into architectural knowledge. The need to match 
the organizational form to appropriate knowledge technologies thus affirms the 
importance of human behavior in the organization. Bhatt (2001), Boer, Caffyn, and 
Corso, et al. (2001), and Dixon (2000) exposed the management science side of corporate 
memory. Drucker (1994) stated that the “technologist” who works with her hands and 
with theoretical knowledge simultaneously is supplanting the traditional, labor-only 
industrial worker.  
Prescriptive Organizational Learning 
The newer branch of organizational learning is prescriptive and practice-oriented. 
Its literature is largely non-critical, and is not typically peer reviewed. It is usually 
targeted to business executives and other individuals without any special interest in 
organizational learning as a discipline for study. For example, Mitri (2003) discussed 
curriculum assessment using principles of knowledge management and organizational 
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learning. She proposed a framework using these principles as the basis for managing such 
assessments in a decision-support system. Ponzi and Koenig (2002) described knowledge 
management as likely just another fad, albeit more long lasting than quality circles, Total 
Quality Management, and business process reengineering. “Knowledge management 
(whatever it is) also shows signs of being offered as a Utopian idea and the results are 
likely to be similar” (Wilson, 2002, ¶3).  
Bristow (1997), a corporate trainer, prescribed methods for managers to harness 
the skills and abilities of people in their organizations. Van der Heijden (1996, 1997) 
described conversational interaction as a means of developing alternative scenarios. This 
is organizational learning in terms of business strategy. Senge (1990) followed his first 
book on this subject, The Fifth Discipline, with a pragmatic field guide for business 
(Senge, Kleiner, Roberts, & Ross, 1994), and a second field guide for education (Senge, 
Cambron-McCabe, Lucas, Smith, Dutton, & Kleiner, 2000). Sometimes no underlying 
theory of learning is even implied by selected prescriptive organizational learning 
literature. Far removed from the academic world, Hutchens (2000) in Outlearning the 
Wolves: Surviving and Thriving in a Learning Organization, presented core concepts of 
collective learning in a 51-page illustrated parable, an effectively told story about a 
disorganized flock of sheep that overcome the status quo and work together toward a 
common goal – not to be eaten by wolves. 
Sellers of software applications and databases tempt buyers by pressing the 
fallacious assumption that "if we all focus hard enough on information, then we will get 
where we want to go most directly" (Brown & Duguid, 2000, p. 1). In addition to 
minimizing the need for careful analysis, this kind of thinking sets aside the broad 
context from which the information is drawn – the history, common knowledge, social 
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structures, and background that is part of transforming information into useful 
knowledge. If the fundamental assumptions underlying the disciplines can be surfaced 
and systematically addressed, then substantial progress can be made in applying the 
results of such research to yield practical contributions for continued growth and 
efficiency in achieving the goals of business, not-for-profits, and governmental 
organizations. 
Communities of Practice and Knowledge Sharing 
People in organizations collaborate through formal and informal communities to 
expand shared knowledge. Understanding how these communities form and share 
knowledge is important to managing knowledge improvement programs and processes. A 
community of practice (CoP) is made up of individuals who unite to share what they 
know, learning together about some aspect of their work (Lesser & Storck, 2001; 
Bristow, 1997). Wenger, McDermontt, and Snyder (2002) defined them as “groups of 
people who share a concern, a set of problems, or a passion about a topic, and who 
deepen their knowledge and expertise in this area by interacting on an ongoing basis” (p. 
4). A common pursuit of solutions through CoPs to domain-specific problems leads to an 
increasing store of knowledge embodied in the minds of the participants. 
While the phrase is relatively new, CoPs have been around a long time. The 
master/apprentice relationship is the traditional method to transfer tacit knowledge to 
junior practitioners of a craft. Today, it is still seen among stonecutters, woodworkers, 
and other crafts trades. It is also found in the degreed professions, when new architects 
join an architectural firm, in the internship of physicians, and in the training of new 
engineers. The persuasive communication inherit in the master/apprentice relationship is 
 
71 
the method of knowledge transmission. McGuire (2000) argued, however, that only in the 
late 20th century have the mechanisms of persuasive communications been subject to 
scientific scrutiny and improvements through planned experimentation. To be transferred 
to a newcomer, personal competence must match both a desire for knowledge, and a 
shared social, cultural context. Koskinen and Pihlanto (2006) described this as a holistic 
sharing of consciousness, situation, corporeality, motivation, and communication. Brown 
and Gray (1995) traced the origins of CoP study to the 1980s, when an anthropologist 
wanted to observe how field technicians actually did their jobs, rather than how they 
described their work, or what their managers assumed they did. 
There are two perspectives on how to control organizational knowledge. One is 
taxonomic, a structural perspective. Starting from the philosophical views of Polanyi 
(1966), writers like Nonaka and Takeuchi (1995), and O'Dell and Grayson (1998) 
focused on transforming tacit knowledge and capturing it in the explicit form. O’Dell and 
Grayson pointed out that attempts to reify collective knowledge into discrete, capturable 
elements fails to appreciate that knowledge is more than a discrete set of elements subject 
to codification. Orlikowski (2002) further described problems with such taxonomic 
approaches that attempt to classify ways of knowing.  
The other approach to control organizational knowledge is based in process 
management, reflecting a behavioral perspective. Advancements in artificial intelligence 
suggest that tacit knowledge can be represented in technology. For example, software 
agents have been used to develop learning agents and knowledge repositories to create 
communities of knowledge. A limitation, however, is that agents do not easily capture or 
convey context, a basic property for learning agents. Context has not been completely 
integrated into agent systems because it is difficult to map learning into inference 
 
72 
(Edmonds, 2002). The position held by researchers like Brown and Duguid (1991, 2001), 
Lesser and Storck (2001), and Senge (1990) is that collective knowledge is contained in 
how organizational processes are executed. Collective knowledge is indeterminate in 
nature, blurring any boundaries between tacit and explicit knowledge. Nevo and Wand 
(2005) proposed the design of an information system to hold and transfer organizational 
memory – a term for the collective knowledge in an organization that also encompasses 
culture and behavior.  
Using the definition of knowledge as “information in action,” the process 
management approach was operationally described by Schulze, former president and 
chief operating officer of the Ritz-Carlton Hotel Company. Commenting on the 
motivation of people in organizations, Schulze (2004) cited an unusual source. 
In 1730, Adam Smith wrote a book – not Wealth of Nations, that was later –
about the behavior of human beings [sic]. And he came to a very simple, 
clear conclusion: a human being cannot buy into directions and orders; a 
human being can only buy into motives and desired outcomes. How can an 
organization [expect employees] to do a job just because they're being told 
to do it? If they're not invited to become part of the organization, that means 
the organization expects them only to function, and not be part of the 
organization. If they want you to just fulfill some function they thought up, 
they're saying, 'You're not worth more than the chairs we have.' That's the 
message being given to the human beings involved. You see, every 
employee, regardless of their position, has the right to have a purpose -- not 
just the leadership. And if you don't do this, it's immoral. (¶11-12) 
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Brown and Duguid (1991) found that the way people perform work is often very 
different from the presumed practices captured in procedure manuals, training programs, 
organization charts, and job descriptions. Nevertheless, organizations tend to rely on such 
artifacts in their attempts to understand and improve workplace efficiency. Using a top-
down approach, Brown and Duguid further argued that conventional descriptions of jobs 
mask both how people work, and the learning and innovation generated in the informal 
communities of practice. Integrating work habits, group-enabled learning, and employee 
innovation lead to an understanding that an organization is a community of communities, 
resulting in improvements in the organization. 
Knowledge held in a CoP reflects a partial perspective regarding the knowledge 
needs of the organization. Members of a CoP are concerned with their own knowledge 
domain, not necessarily with the aims of the organization that contains the CoP, leading 
to difficulties in aligning CoPs with corporate goals and strategic plans (Brown & 
Duguid, 2001; Wenger et al., 2002, pp. 51ff). A difficulty in harnessing CoP knowledge 
lies in finding, organizing, and managing it – CoPs are not centers of excellence, not co-
located groups, and not business or functional units. Such formal structures are planned 
and managed entities. A key requirement for CoPs is that they are not self-managed.  
Dixon (2003) enumerated five categories of knowledge transfer (pp. 28-128): 
1. In serial transfer, a team already performs a task but can repeat the task in a 
new context.  
2. In near transfer, a source team passes knowledge to a receiving team that 
performs a similar task in a similar context but at a different location. 
 
74 
3. Far transfer involves tacit knowledge about a non-routine task, when the 
transfer of tacit knowledge from one team to another does not occur as part of 
a routine task.  
4. In strategic transfer, the complex knowledge to another team separated by 
time and distance is often critical to the continued success or competitiveness 
of a company, such as new product launches, entry into foreign markets, or 
the acquisition of another company.  
5. Expert transfer of explicit knowledge about routine tasks only infrequently 
carried out arises when a team faces technical problems beyond its own scope 
and seeks the expert help of others. 
Wenger et al. (2002) developed six principles derived from city and community 
planning models to promote CoPs:  
1. Design for evolution, 
2. Open a dialogue between inside and outside perspectives,  
3. Invite different levels of participation,  
4. Develop both public and private community “spaces,”  
5. Combine familiarity and excitement, and  
6. Create a rhythm for the community. 
Often seen as a possible solution, CoPs help tackle issues that arise when losing people 
and their knowledge when forced to downsize. Further, effectively transferring 
knowledge across borders depends not on fine-tuning the application of knowledge after 
the transfer, but continuously referencing the original way of applying the knowledge 
(Szulanski & Jensen, 2006). Hildreth and Kimble (1999) studied two forced 
collaborations intended to share knowledge across time and distance among confederated 
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companies, although the two they examined had co-located core groups. Despite the use 
of computers and telecommunication technology, Hildreth and Kimble discovered CoPs 
needed a face-to-face element to evolve quickly. 
In electronic commerce, concern about inter-cultural communication is a major 
influence over the processes of the inter-organization collaboration and organizational 
learning. This apprehension obstructs inter-organizational collaboration in different ways. 
Managing inter-cultural communication may enable organizations of different cultures to 
work together for successful completion of collaborative works. Kwok, Lee, and Turban 
(2001) summarized previous work on inter-cultural communication apprehension and 
identified three potential improvement areas to remove obstacles to inter-cultural 
communication: cultural climate, technology environment, and communication 
leadership. CoP collaboration is an intellectual asset when combined with knowledge 
management activities, which will increase the potential of an organization to create 
value (Qureshi, Briggs, & Hulpic, 2006). 
CoPs appear to be an effective way for organizations to handle unstructured 
problems and to share knowledge outside traditional organizational boundaries. CoPs are, 
however, socially uneven, which might lead to inefficiency and difficulties in 
maintaining focus. Lesser and Storck (2001) found that CoPs are not level playing fields, 
having neither a well-defined number of participants, nor assumptions about rules. 
However unstructured, rules must be present to regulate intercourse among the 
participants. 
Lesser and Storck saw the concept of social capital as the sum of actual and 
available resources embedded within, and available through, the network of relationships 
possessed by members of a social unit. They cast four specific outcomes that positively 
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affect business performance into the context of communities of practice. These include 
(a) decreases in the learning curve, (b) increases in responsiveness to the needs of 
customers, (c) reduction in rework, including the prevention of repeatedly solving the 
same problems, and (d) increases in innovation for improved production, service, or 
customer responsiveness. 
As employees leave, perhaps during downsizing, organizations are likely to lose 
access to large quantities of critical knowledge (O'Leary, 1998). Similarly, as companies 
expand internationally, geographic barriers can affect knowledge exchange and prevent 
easy access to information due to cultural differences in widely dispersed organizations 
(Hofstede, 1980, p. 393). While companies are beginning to recognize the value of tacit 
"know-how," in some cases preserving it appears not to matter in the final analysis. In the 
Wichita Eagle newspaper, McMillin (2001) wrote that following a downturn in air travel 
in an economic recession, jetliner maker Boeing announced it would cut up to 30 percent 
of the staff in its commercial aircraft division. Turner, the Wichita division general 
manager, announced a workforce development plan for future employees. Commenting 
on the layoffs, "it's like saying goodbye to part of the team that helped make you 
champions. They're all wonderful people who have contributed to the success.” McMillin 
concluded, “perhaps Boeing managers think the Boeing cake can be had and eaten too” 
(pp. 1C, 5C). 
Moon, Hollenbeck, Humphrey, West, Ellis, and Porter (2004) annunciated the 
concept of asymmetric adaptation when organizations changed from dynamic to stable 
environments, or in the other direction. Classic structural contingency theory holds that 
organizational structure must match the dictates of the environment. In dynamic 
environments, flexible divisional structures are beneficial, but in mostly stable 
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environments, efficient structures work better. Their study showed that work groups 
migrating from a functional to a divisional structure showed better performance than the 
groups moving from a divisional to a functional style. This is due to individual 
psychological factors – people do not like to lose autonomy. Organizations with highly 
trained knowledge workers need them to have autonomy and responsibility; otherwise, 
their knowledge exchange will occur at an unacceptably low rate. 
Technology may be used to leverage changes in organizations. Captology – based 
on the acronym for “computers as persuasive technologies” – focuses on the design, 
research, and analysis of interactive and pervasive computing products aimed at changing 
people’s attitudes and behaviors (Fogg, 2003, pp. 5, 15). This includes World Wide Web 
and intranet sites, mobile telephones, personal digital assistants, and groupware and 
desktop collaboration software. 
Benchmarking and Best Practices 
This section reviews attempts at quantitative measurements of knowledge held in 
peoples’ minds and of business processes and intellectual performance. A measurement is 
the judgment of some item of interest. A measurement is quantified by a metric. 
Measurements compare the present time to the past, and compare one group with other 
groups. Meaningful metrics can be difficult to develop due to the qualitative nature of 
managing. What is needed is a way to quantify subjective judgments into quantitative 
metrics, a key topic in Chapter 3. 
Benchmarking is “a continuous, systematic process for evaluating the products, 
services, and work processes of organizations that are recognized as representing best 
practices for the purpose of organizational improvement” (Spendolini, 1994, p. 10). The 
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Benchmarking Exchange (2004) states that benchmarking is sometimes called best 
practices, exemplary practices, or business excellence. Benchmarking is a technique for 
business, industrial, and governmental research. Managers use it to compare performance 
in a specific area of their organization to the performance of another organization. 
Benchmark comparisons can be applied to individual business processes across diverse 
industries. The categories first subjected to benchmarking were accounting; 
manufacturing; asset management of properties and capital assets; information systems 
infrastructure; and resource management of risk, outsourcing, inventory, security, and 
service level agreements (Bolon & Weber, 1995). 
Responding to diminishing market share due to competitors’ lower prices, Xerox 
pioneered benchmarking in 1979, where it was first called by that name (Bendell, 
Boulter, & Kelly, 1993, p. 55), although it has been practiced longer than that, especially 
in Japan (Cassell, Nadin, & Gray, 2001). The Kobe Shipyards of Mitsubishi Industries 
used competitive analysis and applied their findings using Quality Function Deployment 
(QFD) techniques (Yasin, 2002). Like QFD and Total Quality Management, 
benchmarking uses the idea of organizing for quality breakthroughs by generating ideas 
for improvement and by providing a standard by which to measure improvement (Project 
Management Institute [PMI], 2000, p. 98).  
Spendolini (1994) listed three basic approaches to benchmarking: (a) Externally, 
competitive benchmarking compares an organization’s services or products, and work 
processes against those of competitors (p. 12), (b) Internal benchmarking uncovers 
performance standards in different parts of an organization by comparing similar work 
processes for effectiveness and efficiency (p. 16), (c) Functional benchmarking is used to 
make the best practices in products, services, and work process available to an 
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organization drawn from outside organizations that may or may not be direct competitors 
(pp. 20-21).  
While significant differences may be observed between the median performances 
of similar projects from similar industry sectors, uncovering best practices is difficult 
(Wheatley, 2003). Citing examples from Ford and from Proctor & Gamble, Wheatley 
argued that adopting best practices directly likely would not work, since the company 
culture has as much to do with execution as do the procedures or policies used to direct 
execution. Since benchmarking information may not easily be available from 
competitors, inferences from dissimilar industries are sometimes used for business 
processes that are common across unlike industries (Benchnet, 2004). 
The American Productivity and Quality Center, of Houston, Texas (APQC, 2003), 
a non-profit organization with almost 500 corporate and governmental organization 
memberships, promotes process and performance improvement. The Benchmarking 
Network (2004), a for-profit organization, conducts benchmarking studies sold to 
companies, and offers eBenchmark, an electronic newsletter. The International Council of 
Benchmarking Coordinators (ICOBC, 2004) sponsors an annual conference and acts as a 
clearinghouse to bring benchmarking professionals together. Some non-profits specialize 
in distinct process areas. Membership in the Corporate Communications Benchmarking 
Association (Houston, Texas) is free to companies with corporate communications 
organizations. 
Organizations such as APQC and ICOBC, long active in benchmarking and best 
practices, are attempting to couple their activities with knowledge management, 
measurement, and customer satisfaction. As is the case with benchmarking and best 
practices, their focus is to provide information to senior managers wishing to achieve 
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strategic advantage through process improvements. ICOBC sponsors the Knowledge 
Management Benchmarking Association, whose mission is to benchmark knowledge 
management practices (KMBA, 2004). The Benchmarking Exchange (TBE), created in 
1991, is a subscription-based, Internet-delivered source of benchmarking studies and 
information exchange with member organizations from over 100 countries and 
governmental agencies. The European Commission (1997) sponsors a Benchmarking 
Coordination Office to expand awareness through working groups and special projects 
involving government and industry. Berlin's Informationszentrum Benchmarking (2003) 
is an association for cooperating companies affiliated with the Global Benchmarking 
Network.  
Because there is no clear theoretical framework, benchmarking could be criticized 
as a bag of tricks and techniques. The academic community “is lagging in terms of 
providing and advancing models and frameworks that integrate the many facets of 
organizational benchmarking” (Yasin, 2002, p. 220). Most benchmarking expertise is 
available from practitioners’ efforts in the workplace. Lack of partnership between 
business and academia can limit advancement due to the absence of practices integrated 
into a coherent business improvement model. This can make it difficult to synchronize 
benchmarking with other corporate planning efforts. 
Closely related to benchmarking are comparisons of practices against a standard. 
The Capability Maturity Model (CMM) is a framework developed and maintained by the 
Software Engineering Institute (SEI) for project management, software engineering, and 
engineering support intended to improve software product quality and development 
process capability (Paulk, Weber, Curtis, & Chrissis, 1994). It consists of five maturity 
levels, each of which has defined practices for project management, engineering, and 
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quality audits. Assessments are conducted by auditors registered with the SEI. A 
variation of the CMM has been suggested for knowledge management and decision-
making, also consisting of five maturity levels that correspond to the CMM (Kaner & 
Karni, 2004). 
Despite its wide acceptance, benchmarking and other comparisons to industry 
norms, the use of predetermined criteria may lead to closed thinking when monitoring 
knowledge improvement efforts. Hebel and Davis (2005) questioned the value of 
evaluations based in economic rationality. The two suggested systems theory and 
continuously looping models could address the shortcomings of benchmarking. 
Intellectual Capital and the Economics of Knowledge 
Knowledge reflects some attributes of other forms of intellectual capital, such as 
patents, trademarks, copyrights, trade secrets, and technological capability. The critical 
difference, however, is that knowledge, especially the tacit kind, is in the minds of 
workers. This section examines the relative strengths and weaknesses in the accounting 
basis for intellectual capital. It also reviews the dynamic process of knowledge exchange 
as measured by transaction costs, and the closely associated interaction costs when 
transferring or creating knowledge. To date there has been little fruitful investigation into 
the economics of knowledge management policies or initiatives in business and 
government organizations. Although Roos (2003) noted that models for value creation 
might be viewed either as financial logic or as strategic logic, investigations have so far 
operated at the level of the corporate balance sheet. There are four standard enterprise-
level approaches to the dollar-valuation of knowledge: (a) direct intellectual capital 
methods; (b) market capitalization methods; (c) return on assets calculations; and (d) 
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scorecard methods, which sidestep dollar valuations (Sveiby, 2001b; Tiwana, 1999; 
O’Dell & Grayson, 1999). None of the four basic approaches provides information on the 
costs vs. benefits of tactics used in daily knowledge management. Of the four, only 
scorecard methods dispense with dollar valuations, but instead are intended to capture the 
important non-financial aspects of a firm. Balance scorecards in application, however, 
usually consist of financial data, or data such as labor hours easily transformed into 
dollars. The non-financial fractions of scorecards are minor. 
Intellectual Capital 
Intellectual capital is at the core of organizational knowledge management 
strategies. “Intellectual capital consists of information, knowledge, assets, experience, 
wisdom and/or ideas that are structured to enable sharing for reuse and to deliver value to 
customers and shareholders” (Huang, 1997). In a global, knowledge-based economy, 
knowledge management has been claimed to be a major driving force for organizational 
change and wealth creation (Chase, 1997). Commenting on this driving force, Villegas 
(2000) wrote, 
During the 1990s chief executives in the consulting trades realized that the 
foundation of our economy had been shifting from natural resources toward 
intellectual assets. They began evaluating how knowledge was being used in 
their organizations. The biggest shock came with the discovery that 80 
percent of corporate knowledge assets were not owned by the companies. 
They went home every night with the employees. As a result, questions such 
as how knowledge is acquired, used and delivered became paramount. As 
CEOs evaluated their knowledge management dynamics, it became apparent 
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that the people who drove their enterprises were those who were creating 
and accumulating knowledge. And as time went on, the value of these 
people and what they knew was exerting an increasing influence on the 
success of their organizations. The challenge then became how to create the 
information, organizational intelligence, business models, communication 
tools, and learning systems around these extremely important people (pp. 2-
3). 
Villegas concluded that knowledge management early adopters learned what knowledge 
was and were able to find who in their companies had it, and then reorganized operations 
to nourish and manage this knowledge, thereby changing the work culture to build 
knowledge networks. 
Intellectual capital can be defined broadly in two ways. In his study of knowledge 
management benchmarking, Chase (1997) found that Skandia defined intellectual capital 
as value creation. Stahle and Hong (2002) claimed the related view that dynamic 
intellectual capital better defines the need for value creation. Dynamic intellectual capital 
refers to a company’s ability for self-renewal, requiring knowledge-intensive 
organizations need to master three different knowledge environments – mechanistic, 
organic, and dynamic – that balance current capabilities against future, desired market 
efficiency. For the second definition, Chase found that the Dow Chemical Company 
defined intellectual capital in terms of value extraction. Intellectual assets embodied as 
intellectual property include patents, trademarks, copyrights, trade secrets, and 
technological capability (Robinson & Kleiner, 1996, p. 1). Smith (1988) similarly listed 
intellectual assets as various rights, contractual or otherwise; patents; copyrights; 
trademarks; and soft tangible assets like computer software, specialized databases, 
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goodwill and patronage, and other business relationships (p. 136), and provided a formal 
definition of intangible assets as “all elements of a business enterprise that remain after 
tangible assets are removed. They are the elements, after working capital and fixed assets, 
that make the business go and contribute to its earning power” (pp. 129-130). This 
definition included knowledge. It is part of the class of intangible assets, a form of 
technological capability. Like all assets, it is subject to capitalization.  
The need to measure the amount of intellectual capital in an organization has 
grown in importance. The consulting firm Accenture reports that 70% of the market 
capitalization of U.S. publicly traded companies is in intangible assets, up from 20% in 
1980. They defined intangible assets as a skilled work force, patents, and know-how 
(Woolridge, 2006, p. 4). Intellectual capital is an asset that must be managed much the 
same as real, tangible assets like inventory, equipment, or property. Valuing intellectual 
capital is useful for setting corporate goals and strategies (Robinson & Kleiner, 1996). 
Smith and Parr (2000) believe intellectual property and intangible assets drive business in 
the post-industrial age. Taxonomies of intangible assets, including balanced scorecard 
measurements, have been built for knowledge-intensive companies (Daniels & 
Noordhuis, 2005) and for information technology companies (Green & Ryan, 2005), 
although balanced scorecards and intellectual capital assets have different theoretical 
underpinnings. Balanced scorecards primarily address competitive advantage, while 
capital asset management supports competitive strategy (Mouritsen, Larsen, & Bukh, 
2005). 
In contrast, a number of market-based approaches to measure intellectual capital 
have been proposed. Brennan and Connell (2000) offered that the difference between 
book value and market capitalization was the value of intellectual capital. Real-options – 
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options based in capital investment rather than the more common financial options – 
were suggested by Andrikopoulos (2005). For example, under real-options, a patent 
would be regarded as an asset. The option holder would be free to decide if the patent 
would be used for commercial or industrial purposes. Knowledge assets in the business-
to-business e-commerce area may even be traded on-line (Apostolou, Mentzas, Abecker, 
Maas, Georgolios, & Kafentzis, 2005). 
Knowledge as Intellectual Asset 
Differentiating between information and knowledge, Sveiby (1997) wrote, 
"information is meaningless and of low value” (p. 43). He explained that managers 
should treat information as a "glut product with little or no economic value" (p. 50). 
When the amount of information available to an organization is so overwhelming – 
Sveiby tagged such an organization as "informatized" – the value of individual pieces of 
information decreases even as the speed of information exchange greatly accelerates (p. 
112). Expanding on the difference between information and knowledge, Lanham (1994) 
asserted a relationship between value and human attention. He noted that human attention 
is a scarce commodity in an information-rich environment. The attention of knowledge 
workers leads to actions that convert information into some work product of value. No 
attention results in only "raw data.” Some attention returns "massaged data." Additional 
attention provides "useful information.” Maximal attention yields “wisdom.” Lanham’s 
attention states correspond to data, information, and wisdom/knowledge. Simon (1971) 
noted, 
What information consumes is rather obvious: it consumes the attention of its 
recipients. Hence a wealth of information creates a poverty of attention, and a 
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need to allocate that attention efficiently among the overabundance of information 
sources that might consume it (p. 41)  
Intellectual capital is created linguistically in a social space relevant to the domain 
of discourse. From the premise that methods and ontologies to manipulate knowledge and 
its value are relative, seemingly unconnected techniques from analytical positivism (n.b., 
not logical positivism), systems theory, hermeneutics, and explanatory semantic analysis 
may be applied to the domain of discourse to discover the value of knowledge 
(O'Donnell, 2004). Knowledge makes sense of information and is best transferred person 
to person. Information in technological systems may contain knowledge, or at least the 
data and information that can be combined into knowledge, but competence arises out of 
the learning process guided by a teacher. The classic example is the master and 
apprentice relationship, which Sveiby (1997) calls "learning by tradition," results in 
retention of 60 to 70 percent of transferred information. In contrast, people remember 20 
percent or less of the content from lectures and presentations, or by reading manuals. This 
less efficient method is "learning by information" (1997, pp. 42-45). 
Intellectual capitalization of knowledge is the valuation of knowledge, which 
allows it to be treated as another asset used to add value just as natural resources, plant 
and machinery, and financial capital add value to products and services (Stewart, 1997). 
Smith and Parr (2000) gave 13 reasons to value intellectual property such as knowledge 
ranging over valuations of sales transactions, valuation by debtors, proprietary licensing, 
estates and gifts, damage assessments, intellectual property transfers and financing, and 
accounting and regulatory requirements (pp. 4-6). 
Knowledge, an intangible asset, consists of “facts and information assembled, 
organized, and maintained by an enterprise in order to enhance its earning power” 
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(Smith, 1988, p. 136). Embedded know-how is knowledge embodied in other assets, such 
as trade secrets or patents. Separating the knowledge component from the asset in which 
it is embedded is difficult because the focus of evaluation is on the primary asset. 
Intellectual assets thus represent the outcomes of individual and corporate aspirations 
(Bertels & Savage, 1998, pp. 9-11). Davenport (2003) suggested a corollary that, rather 
than treat workers as human capital, workers are human capital owners and investors (p. 
183). 
The worth of an organization cannot, however, be given by the values in the 
balance sheet alone. Despite its importance, it is difficult to assign either economic or 
monetary value to intellectual properties. Botkin (2003) even doubted that knowledge 
management and intellectual capital were closely related at all (p. 43). Grundstein (2000) 
noted four problems in capitalizing knowledge: (a) locating the crucial knowledge, 
including classifying it; (b) preserving it, which requires conceptualization and 
formalizing it; (c) enhancing its value by putting it to work to develop and expand the 
company; and (d) maintaining, evaluating, and updating the shared knowledge (pp. 267-
268). 
Knowledge of the company and its processes held in the minds of its workers 
presents the hardest valuation problem of all intangible assets, but is possibly the most 
valuable, regardless of problems inherent in assigning dollar values (Smith & Parr, 2000, 
p. 2). When considering the difficulty in valuing knowledge monetarily for accounting 
purposes, Robinson and Kleiner (1996) compared the problem to discounted cash flow 
analysis. They noted that just as the use of discounted cash-flow analysis was beginning 
to be accepted in the 1990s as a more reliable measure of value and would eventually 
replace other accounting-based valuations, so too the value of intellectual capital would 
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need to be measured and determined. Sveiby (2001a) suggested four additional methods: 
direct intellectual capital methods, (b) market capitalization methods, (c) return on assets 
methods, and (d) scorecard methods. 
Smith (1988) elaborated on difficulties in accounting for intellectual assets when 
he observed that standard accounting theory of intangible assets states that such assets do 
not have physical substance, that they grant rights and privileges to a business owner, that 
they are separable from the enterprise, or that they are assets for which the determination 
and timing of future benefits is difficult. Like all definitions of the valuation of 
knowledge, this definition also has a weakness. Even the Financial Accounting Standards 
Board (FASB) is less than useful for the valuation of knowledge, providing guidance that 
“future economic benefit is the essence of an asset. Uncertainty about the business and 
economic outcomes often clouds whether or not particular items that might be assets have 
the capacity to provide future economic benefits to the entity” (FASB, 1985, p. 62). 
"The value of any commercial asset is a direct function of the cash flow it 
generates" (Morris, 2001). This is especially true of intangible assets. Morris cited the 
Standard and Poor's 500, which showed a 6 to 1 price-to-book ratio in the first quarter of 
2000. This meant the market valued the intangible assets of S&P 500 firms five times 
more highly than those firms' tangible assets. However, the U.S. Generally Accepted 
Accounting Principles (GAAP) is conservative, allowing valuation of assets only for 
which historical costs are known. Intangible assets like knowledge are thus usually off 
the balance sheet, even though the marketplace recognizes them in the value of market 
capitalization, the difference of the total price of the outstanding shares less their book 
value. The consequence is that knowledge becomes even more valuable as companies 
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come to depend more on employee know-how to improve production or service 
processes. 
For valuing intangible assets, investors and managers view the current generally 
accepted accounting principles as outdated. The Financial Accounting Standards Board 
states an asset must have "probable future economic benefit," "exchangeability," and "the 
entity's right to control-ownership” (FASB, 1985, p. 6). In the opinion of Brennan and 
Connell (2000), however, how an asset is used to generate corporate revenue determines 
if the asset is tangible or intangible, and thus where it is placed on the balance sheet. This 
suggests that knowledge should be a bookable asset. 
Importantly, knowledge and other intellectual assets do not suffer scarcity 
problems like tangible assets. Morris’ (2001) example is of a carpet company's sales 
force, showing that information and knowledge are cumulative by nature. The more one 
accumulates, the more valuable that information and knowledge becomes. In contrast, 
some believe that knowledge is distinctly different from other intellectual assets. 
Problems with intellectual capital valuation aside, this group does not hold that 
knowledge can be valued (Drucker, 1994; Wilson, 2002). “Knowledge is, after all, what 
we know. And what we know can’t be commodified” (Miller, 2002). 
Marginal Utility 
Austrian economics contributed the modern definition of marginal utility. Menger 
(1840-1921) founded the Austrian School of economic theory. Further developed by von 
Mises, von Boehm-Bawerk, and Hayek, the Austrian School is a free market monetarist 
theory. A counterpoint to socialism and governmental intervention in markets in the late 
nineteenth century, Austrian economics examined both how people cooperate to reach 
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mutual, non-conflicting goals, and how they compete to meet needs and allocate 
resources. To those economists, entrepreneurship is a critical force in economic 
development, with private property the vehicle for efficient resource allocation.  
In chapter 3 of his Principles of Economics, Menger (1871) developed the well-
known theory of marginal utility (called by him the “Theory of Value”). Marginal utility 
states that the greater the number of units of a commodity owned by an individual, the 
less each individual unit is valued. Cash flow is at the heart of profitability by offsetting 
risk of investment; cash flow underlies value creation through the exchange of strategic 
information, planning knowledge, process knowledge, technical know-how, collaborative 
design, and policy development. These flow around and support the core product and 
service value chain (Allee, 2000b). Capital is the embodied knowledge of productive 
processes and how those processes are carried out (Baetjer, 1998, p. 8). Capital goods 
contain embedded knowledge. In general, capital assets are the materials that produce 
monetary benefit when used to create products and services. On the other side of the 
balance sheet, expenses and depreciation are the costs incurred while generating revenue. 
Regardless of the difficulty in assigning value to intellectual property, knowledge can be 
capitalized. Alternatively, in accounting terms, it can be recognized as an expense. 
Knowledge exhibits the temporal properties associated with expenses during exchanges 
of strategic information, planning knowledge, process knowledge, technical know-how, 
collaborative design, and policy development. Knowledge flows around and supports the 
core product and service value chain (Allee, 2000b). 
Costs other than the money price are incurred in commercial trades. The costs are 
bound up in the trading transaction itself. Before a trade can take place, some party must 
be ready to offer a product or service, find trading partners, announce the opportunity for 
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exchange of money for goods or services, and negotiate the terms of the exchange. All 
these preliminaries involve opportunity costs in terms of time, energy, and money. Six 
types of transaction costs involving commerce between buyers and sellers are well known 
(Rutledge, 2000; Johnson, 2000; Butler, 2000; IBM, 2000). The six transaction 
classifications are (a) search costs to locate products and services, and for suppliers and 
consumers to locate each other; (b) information costs to learn about the product or 
service; (c) bargaining costs to negotiate a sale or transfer of product or service; (d) 
decision costs to evaluate available information; (e) policing costs to assure that the 
bargain is carried out; and (f) enforcement costs to correct deviations from the expected. 
Coase received the 1991 Nobel Prize in economics for his work regarding the 
significance of transaction costs and property rights for the institutional structure and 
functioning of the economy. He first described transaction costs in 1937 (Coase, 1937; 
Boyd, 2002). Coase pointed out that companies are created because the marginal cost of 
organizing them is less than the transaction costs incurred by individuals conducting 
business with each other in an open market. 
A key problem when valuing knowledge as intellectual capital is that it does not 
always depreciate, but may even appreciate. By its nature, existing knowledge actively 
put to work may create additional knowledge. In information-rich organizations, each 
additional piece of information adding to the base of knowledge yields a decreasing 
marginal return (Sveiby, 1997, pp. 50, 112), suggesting that controlling business costs in 
part requires the control of the costs of knowledge exchanges among workers (Lanham, 
1994; Smith, 1988, p. 136; Bertels & Savage, 1998, pp. 9-11). Financial markets with 
millions of hourly pricing decisions collectively are valuable, but an individual buy or 
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sell has little value, except to the buyer and seller, who wish for more perfect information 
in less time. 
Marginal utility theory states that for commodities, as the number of units owned 
increases, each unit is valued less (Menger, 1871, pp. 114-122). Commodities, or the 
equivalent cash value, are created for consumption, and for use in trading for other 
commodities. This also applies to knowledge, even though knowledge is an intangible 
resource. Knowledge and capital are related, involving the exchange of strategic 
information, planning knowledge, process knowledge, technical know-how, collaborative 
design, and policy development, all of which flow around and support the core product 
and service value chain (Dougherty, 1994, p. 17; Allee, 2000b; Baetjer, 1998, p. 8). Like 
other intellectual assets, knowledge does not suffer the scarcity problems of tangible 
assets (Smith & Parr, 2000, p. 2; Morris, 2001). To the contrary, it grows on its own, a 
decided difference between knowledge and other intangible assets (Kreiner, 2002). 
Marginal utility applied to efforts to expand and manage knowledge eventually approach 
diminishing returns on invested time and money (Scott & Markovitch, 1990). 
Measurement and Metrics 
Marginal utility requires some sort of measurement. A measurement is a 
quantification of changes in some system. The act of measurement consists of the set of 
operations for determining the value of a quantity, whether it is a product, process, or 
attributes of a project (Howarth & Redgrave, 2003; Antony, Dunn, Farr, Rhodes, 
Roedler, Tilton, & Widmann, 1998). The quantifiers of measurements are metrics, 
derived attributes of measurements (Price, 1994). A measurement may be direct or 
indirect by quantifying a cause or inferring from an effect. Direct measurements use a 
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graduated reference standard. Indirect measurements transform the observed data to some 
useful form (Juran & Gryna, 1980, p. 402). Metrics should judge process, product, or 
service, but never the people involved (Grady, 1992, p. 103). 
The results from executing strategies may also be measured. A measurement 
system should be adaptable, allowing for assessments not only of the past, but also 
provide guidance into selection of alternative future courses under uncertainty (van der 
Heijden, 1996, 1997; Schwartz, 1996, pp. 29, 34). The assessments should be 
quantifiable results of propositions. Propositions, in this sense, may be construed as sets 
of possible world scenarios. From the notion, "One of the most important aspects of 
strategic planning is the capacity to identify threats and opportunities in a dynamic and 
evolving environment,” Dortmans, Curtis, and Tri (2006) applied conceptual thinking to 
ways in which to construct and measure concepts relevant to strategies. Their 
measurement program assessed attributes of concepts based in “fitness for purpose,” a 
phrase comparable to Juran’s “fitness for use” definition for quality attributes (Juran & 
Gryna, 1980, pp. 1-2, 161). This enables a measurement scheme to use an ontology of 
relevant concepts that account for knowledge management goals and organizational 
culture to support a chosen strategy, and guide tactics toward strategic goals. Strategy is 
the subject of the next section in this literature review. 
Organizational Strategy 
Organizational goals are reached by articulating a strategy, then executing 
business processes according to the strategy. Strategy, therefore, also applies to the 
management and improvement of organizational knowledge. There is a growing trend to 
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use Eastern concepts that are most closely related to intangible assets like knowledge, in 
partial replacement of Western strategic thought.  
In addition to products and services, ideas compete in the marketplace. While 
well-executed strategies are important to companies, it is not companies themselves that 
compete. Rather, it is products or services that compete; companies’ business units 
merely create those products or provide those services. Jacobson and Hansen (2001) 
believed that product competition is a question of resource allocation. 
Profitability, or the lack thereof, signals the direction that firm resources 
should flow to satisfy customer needs. The adjustment of resources and 
output into areas earning excess profits and away from areas earning below 
average profits will, in time, tend to bring returns back towards the firm's 
cost of capital. (p. 252) 
Superior products or services are in demand not only due to quality, but also in price and 
delivery. Efficient and effective business processes normally should produce superior 
products or services. It follows that corporate strategy should be formed around the 
management of business units primarily, and of product management indirectly through 
the business units. Further, knowledge is key to decision-making. A higher quality of 
knowledge, and more shared knowledge lead to better decision-making (Kaner & Karni, 
2004). Therefore, knowledge management is intimately tied to corporate strategy. 
Burgelman (1983) described two conflicting social models regarding how strategy 
develops. On one hand, strategic activities are induced by the firm's current concept of 
corporate strategy. This is "structure follows strategy.” While organizational policy is 
developed from strategic concepts, in a number of case studies Burgelman showed that 
the strategy itself may have resulted not from a priori assessments, but may emerge 
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autonomously from a haphazard process. In either case, the resulting strategy is then used 
to organize resources and people to reach strategic goals. In contrast to the autonomous 
strategy-first concept, the sum of strategic activities at all levels of large, diverse 
organizations can determine the overall strategy. This is induced "strategy follows 
structure.” Figure 6 shows Burgelman’s model that merges the two competing theories of 
strategy development, showing how weak and strong influences from each blend into a 
concept for corporate strategy. This model traces the interactions that change corporate 
strategic concept over time. Strategy follows structure is a bottom-up formulation in line 
with the decision-making concepts developed by Cyert and March (1992). In this 
concept, corporate strategy results from an amalgamation of the strategies of operating 
units. The autonomous, bottom-up strategy promotes knowledge management and 
recruits knowledge workers voluntarily. The induced, top-down strategy attempts to force 
knowledge management from the top. 
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Figure 6. Burgelman’s (1983) strategic behavior, corporate context, and 
strategic concept model. 
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Strategy can be formulated on three different levels: the total or corporate level, 
the divisional or business unit level, and the tactical or functional level (Porter, 1998). 
Strassmann’s (1995) commentary on the need for a political framework in information 
management may be applied to strategic thinking. Just as in the politics of information 
management, a strategic framework is necessary if policies are to be implemented 
successfully. Tactics during broken field running to reach a goal will not succeed if 
business governance and alignment are not stable (p. 13). Policies joined into a 
framework allow a corporate, long-term focus on value and assets. Only long-term, 
articulated strategic goals will permit people's sustained tactical efforts to result in real 
process improvement, resource optimization, and operational excellence. Strassmann 
described information technologies, but his ideas are equally applicable to strategic 
knowledge management, and are readily adaptable to a policy configuration model for 
knowledge management process improvement. Such a configuration policy model for 
knowledge management improvement may also be useful as an aid to concept 
formulation and organization. 
The working manager needs a direct approach to a management framework for 
strategic planning or strategic analysis as long as it is underpinned by well-justified 
research. In contrast, academics may build elaborate structures about how to manage 
strategically, using complex tools and processes, abstract terms, and thick texts. Such 
complicated structures are decoupled from operational management. Commenting on the 
large body of literature on the subject, Whittington (1993) pointed out that there are no 
easy answers regarding strategy creation and use (p. 3). Companies would not need to 
pay senior executives very much if solutions could be purchased for the price of a book.  
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Grundy (1998) believed fewer, simpler tools are better because, by simplifying 
strategic analysis, more time and effort may be devoted to the intricacies of competitive 
analysis and to developing scenarios. Ironically, his approach is to construct elaborate 
Force Field Analysis charts for no fewer than 12 areas of management, both internal and 
external to the firm. FFA is a graphical tool originally developed for personality 
assessment by Gestalt social psychologist Lewin (1993). FFA, with Grundy's 12 areas of 
management focus (growth, market, customer motivators, account management, 
competitive advantage, competitor profiling, value/cost drivers, speed of process, change 
management, stakeholder interests, business performance, and uncertainty/risk 
management), may be associated with knowledge management as an "envelope" for 
improvement of knowledge transfer, while the FFA tools assist in qualitative evaluation 
of the observed situation. 
Grundy (2000) later emphasized the behavioral aspects of managers engaged in 
strategic projects. This sheds further light on Schrage’s (2000) description of how 
managers' mental models of desired project outcomes affect their use of the tools 
employed to analyze the problems at hand (pp. 42ff). Grundy (2000) found that when 
managers used techniques in meetings expressly designed to uncover and remove 
behavioral factors from strategic planning, the teams made significantly better and more 
rapid progress. Mental models are intimately tied to behavior during planning sessions, 
with individual personality and organizational goals sometimes at odds, sometimes 
coordinated, but always a cultural issue. 
Strategic planners attempt to create a good fit between the characteristics of their 
organization and the external business environment. Reasons include achieving customer 
satisfaction (Bovel & Martha, 2000), for better allocation of resources (Krogh, Nonaka, 
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& Aben, 2001), to grow the body of knowledge (McElroy, 1999a), or to increase the 
firm’s market value (Morris, 2001). Drucker (1994) stated that if organizational 
characteristics are not managed, knowledge workers lose a sense of affiliation with the 
organization, which negatively affects the cost model underlying the organization. 
Commenting on this sort of organizational dissonance, De Long and Seeman 
(2000) explained the need to integrate four layers of strategy for effective knowledge 
management. They suggested a series of executive actions to anticipate and manage 
inevitable organizational conflicts accompanying the introduction of knowledge 
management. Carefully crafted strategic goals and goal-oriented leadership better manage 
organizational changes to tie knowledge content to the information technology processes 
that generate that content. This will eliminate the causes of conceptual confusion 
surrounding knowledge management. Optimizing the fit is complicated by uncertainty 
about future events (Mintzberg, 1994). The more dynamic the current environment, the 
more risk must be assumed in deciding the proper future choice of actions. 
Formulating Strategies 
A basic tenet of game theory is that, at its core, it is a theory of decision-making 
(Davis, 1983, p. 3). Executing a strategy upsets the equilibrium between competitors 
(Weirlich, 1998, p. 14). Anticipating an opponent’s strategy forces risk-taking, which is 
even more complicated by time and distance (Levine, 2002). Knowledge – applied 
experience – is the enabler of decision-making under uncertainty. Gaming is often 
applied to conflict resolution. Various methods have been developed, such as GMCR II, a 
game theory model using graphical techniques (Kilgore & Hipel, 2005; Gomes, 2005). 
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A number of techniques are used in strategic planning to aid the process of policy 
evaluation and choosing from alternatives. One strategic planning technique uses 
scenarios. Defined as sets of pre-planned strategies for alternative futures, scenarios are 
designed to allow flexibility of choice based on unfolding of future events. Van der 
Heijden (1996) explored these practical ways to deal with the risk of uncertainties in 
business. His “strategic conversation” approach to managing uncertainty is to construct a 
continuing cycle of alternative scenarios of future events. The purpose is to promote 
shared mental models of behaviors that may enable the scenarios, and to define outcomes 
for the alternative scenarios that describe anticipated future states of the world. This is a 
method to share individuals’ knowledge, a process he termed "strategic conversation," a 
continuing cycle of mapping competencies to alternative scenarios that account for 
external changes in the competitive environment. Van der Heijden labeled strategic 
conversations as "processualist," placing the term between the optimizing, rationalist 
approach of, for example, Porter (1998), credited with the concept of the value chain, and 
the retrospective, evolutionary approach of Mintzberg (1994). 
Van der Heijden (1997) expanded his 1996 work the following year with the 
publication of a scenario methodology. The methodology allows the strategist to be 
explicit about specific strategic characteristics of the organization itself. Even though 
thinking in scenarios is a well-known technique, he suggested that managers have not 
rigorously applied it. This is because they fail to formulate a clear “business idea,” the 
statement of the competitive competencies of the organization. The conjoining of a clear 
business idea with jointly developed scenarios allows the power and robustness of the 
organization’s success formula to be tested in various plausible futures. This process 
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comprises an ongoing deutero-learning loop, which becomes part of the organizational 
memory. 
Schwartz (1996), describing the use of scenarios as the basis for making strategic 
decisions, wrote, "People have an innate ability to build scenarios, and to foresee the 
future" (p. 29). He discussed how scenario building helped the success of large 
companies like Royal Dutch Shell and small companies like gardening equipment 
manufacturer Smith and Hawken. He cited biological findings that show brain activity in 
scenario building is linked closely to abilities to construct language and to speak, that is, 
in pattern formation. All three require the ability to look ahead, an attribute instilled by 
exercised tacit knowledge. The limitation in scenario building is that people readily 
become comfortable with their current environment and cannot, or will not, consider 
other possible futures, especially those that cause discomfort because of dissonance 
between events and the mental picture of how the world works (p. 34). Justified true 
belief revision is not for the incurious. 
Saloner, Shepard, and Podolny (2001) took an organizational behavior approach 
to improving strategic planning efforts. In business, managing strategically means 
developing a set of tools and conceptual maps that can be applied to uncover the 
systematic relationships between choices made and the resulting performance of the firm. 
The choice of a given strategy dictates the framework in which decisions are made. The 
ability to adapt to change, whether external or to the firm's internal context, is derived 
from the ability to think strategically, as compared merely to planning strategically. 
Sound and reasonable decisions are rational decisions. Managers’ abilities to guide 
organizations are constrained, however, because of limits to their rationality (Saloner et 
al., 2001, p. 14; Conner & Prahalad, 1996). Limited rationality results from a lack of 
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complete information about current and future events. Rationality is also limited by 
inertia, the natural resistance to change in a firm's internal context. This argument stems 
from a knowledge-based view of organizations, a variant of resource-based practices. 
Saloner et al. tied together the roles of mission, vision, and values to unify strategic 
thinking. 
Schrage, believing that effective enterprises focus on behavior, looked at how 
technology and people behave together. His thesis is that it is not what people know that 
is important; it is instead what they do with knowledge. A direct corollary to putting 
knowledge into action quickly is through business prototyping (Schrage, 2000, pp. 14-
15). Prototyping, what Schrage calls "serious play," can avoid such common occurrences 
as when a client states, "You've given us what we asked for. But it's not what we want" 
(p. 18). For Schrage, changing behavior is more important than applying technology to 
problems. Serious play can change the mental models of managers, thereby "getting 
greater value from the time and money saved" (p. 98). That is, more design cycles can be 
run in a given period, so more features, better features, and cost reductions in product 
development can be realized.  
Topping (2003) saw a similar situation when writing about the pressures on 
middle managers in managing change. Middle managers are key to a company’s success, 
but they are often squeezed between the bottom line, workers, and several layers of 
bureaucracy. While managing change is a prime success factor, the day-to-day impact of 
change primarily falls to middle management. Topping (2003) commented, “if you are 
striving for significant change, there must be changes in the ways in which the people 
inside the organization operate” (¶ 2). This requires the expenditure of time, effort, and 
resources to foster the new skill sets current employees will need. Vital to this are clear 
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lines of communications to deal with fear of change or of job loss, and uncertainty 
resulting from the impact of changes, even as minor as changing office locations, or new 
work routines.  
Increases in Rates of Change 
Supporting Schrage’s (2000) behavioral view of business in post-industrial 
society, Bovel and Martha (2000) examined information flow along the supply chain. 
From the premise that a supply chain should be managed strategically in order to achieve 
the best results, the need arises to define a value network to work with information flow 
between customer and supplier partnerships. A network of shared values assures that 
customer demands will be met rapidly, reliably, and accurately. 
Adams (2000) drew a similar parallel to the digital battlefield of the future. 
Network-centric digitization on the battlefields – portable, high-speed computer networks 
and embedded systems, including soldiers using land warrior systems – is increasingly 
complex and adaptable. Reducing the influence of centralized command and control role 
shifts making of decisions to the individual – a person in the “value chain,” as it were – 
who will require extensive training in putting to use the collective knowledge of his 
predecessors embodied in embedded systems and in tactics from lessons learned. 
Technological innovation is central to the economic process and cultural beliefs. 
At the same time, however, the need for progress leads to destabilizing stresses in 
organizations, institutions, and individuals (Nygren, 2002). The rate of technological 
change is growing exponentially. Exponentially faster technology advances require 
equally fast adoption of the technologies. The only way for organizations to adapt to 
rapid change is by creating a culture that embraces continuous transformation processes 
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over key areas like strategy and leadership, organization structure, technology adoption, 
and training. Although manufacturing productivity since 1950 has increased at an annual 
rate of 2.84%, the rate increased to 3.62% per year after 1982, and to 4.27% since 1992, 
the year computers and information technology began to affect the economy (Nygren, 
2002). 
Evaluation of the Boeing Company’s practices for the development of the 777 
jetliner effectively validates Nygren’s model. Describing how knowledge management 
became a key strategy for competitiveness, Hoffman and Patton (1996) studied the 
company's design/build approach in developing the 777 jetliner. Boeing applied 
advanced, high-technology computer networks, a new computer-aided design and 
manufacturing software tool, and modified organizational practices to exploit the 
advanced tools through cross-functional, integrated product teams (IPTs) of Boeing and 
non-Boeing business partners around the world. In essence, the IPTs were communities 
of practice. The result was a new jetliner successfully delivered in record time. 
Military Strategy Applied to Organizational Strategy 
No survey of strategy can be complete without reference to military strategists. 
Managers cannot demand their workforce to march and burn down the competition’s 
factories. Still, there are lessons to be transplanted from military strategy to knowledge 
management to guide thinking about the place of knowledge management in strategy. 
One of these lessons is the need to apply knowledge for rapid evaluation and decision-
making, as will be shown. The second lesson from military strategic thinking is the 
difference in approaches between east and west. Eastern thinking strongly endorses tacit 
knowledge. The traditional western approach is hierarchical and command-centric. 
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Sun-Tzu (fl. c. 500-320 BCE) is said to have written the Art of War, likely a 
compilation by an unknown number of closely associated Chinese authors during the 
feudal Warring States period (c. 453–221 BCE) (Lagassé, 2001). It is a short treatise on 
strategy and tactics, logistics, and espionage, later augmented with many commentaries, a 
customary practice due to the nature of written Chinese. The work stresses the 
unpredictability of battle, the importance of deception and surprise, the close relationship 
between politics and military policy, and the high costs of war. Underlying themes are 
lack of clear-cut rules, and the subtle paradoxes in achieving success. The knowledge 
manager can view it as a set of epigrams about the paths and pitfalls during the process of 
managing knowledge. Its basis in Taoist philosophy (particularly the concept that the 
world is knowable, but not codifiable) is attractive to the knowledge manager considering 
workers’ tacit knowledge. 
The early Giles translation, Griffith’s translation, and the more recent versions by 
Sonshi, and the Denma Translation Group are acceptable (Sun-Tzu, ca. 221BCE/1910, 
1963, 2000, 2001). Dubiously claiming to have derived principles applicable to product 
competition in the modern marketplace, IBM business strategist McNeilly (1996) has 
reinterpreted the Griffith translation.  
In his Go Rin No Sho (Book of Five Rings) Miyamoto Musashi (fl. 1600 AD) 
discussed various ways of strategy and tactics, which were the same to him. Harris, 
Cleary, and Wilson have each provided good English translations with commentaries on 
the text and the culture of the time (Musashi, 1645/1974, 1993, 2002). As in the case of 
The Art of War, other dubious translations fall into attitudes of modern martial art 
personal combatives (Kaufman, 1994), or “war as business” (Krause, 2001). 
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The Book of Five Rings is a monograph about anticipating and overcoming 
competition. Musashi repeatedly urges the reader "You must study well," and "You must 
understand this," phrases that suggest the transformation of explicit to tacit knowledge by 
training and reflection. Like others of his military caste, Musashi was heavily influenced 
by the Zen doctrines of immediate apprehension of experience, which was, in turn, was 
heavily influenced by Taoism, the same philosophy underlying Sun-Tzu’s work. 
Musashi’s commentary about evaluating options when making plans, followed by 
speedy, adaptable execution, foreshadows subjects raised by the much later writers van 
der Heijden and Schwartz. Betz applied Musashi’s martial tactics to the management of 
knowledge (2001, pp. 289-290). Nonaka and Takeuchi were partly influence by Musashi 
(Cole, 1999, p. 64). 
Clausewitz’ On War is a strategic summary of the theory of war and politics of 
the Napoleonic period. Because of the dense original German, readers of Clausewitz in 
English may wish to consult more than one source. Bassford (2003) recommends the 
Graham (Clausewitz, 1832/1942) and Paret translations (Clausewitz, 1832/1976). The 
Rapoport edition (Clausewitz, 1832/1968) injects Social Darwinism into On War, and is 
oddly abridged. It should be avoided (Bassford, 2003, ¶ 7). 
In business, some managers inopportunely use military terms and compare their 
work to warfare. Rather, there are three sides to business competition: the company, the 
competitors, and the customers. Customers cannot be compelled to buy. Successful 
businesses concentrate on enticing customers to buy products and services. Karres 
claimed good leadership is essential for good customer service as a core value (2005, ¶¶ 
1, 4). The Boston Consulting Group attempted to relate On War to business strategy 
(Bassford, von Ghyczy, & von Oetinger, 2001). Greene and Elffers (2000) applied ideas 
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from Clausewitz, Sun-Tzu, Machiavelli, and others to business. Using Clausewitzian 
principles as a basis for knowledge management may be misleading, and not only 
because of the risks of applying military thinking to business processes. Clausewitz 
encouraged a drive toward a single, decisive confrontation, forcing what he calls the 
“center of gravity.” In contrast, the exchange of tacit and explicit knowledge – in line 
with the thinking of Sun Tzu and Musashi – is a continuous process not subject to a 
single, pivotal event. The Eastern philosophies of strategy appear more amenable to 
knowledge management than the Western. 
Mintzberg, Ahlstrand, and Lampel (1998), and Whittington (1993) attempted to 
clarify the sometimes-contradictory literature about strategy. Mintzberg et al. brought 
together a number of competing theories of business strategy (1998). They identified 10 
different principles of thought useful to compare and contrast theories strategic 
management. Whittington (1993) listed four generic approaches to strategy classified by 
the strategic method and expected outcomes. The classical approach (p. 11), taught in 
most basic textbooks applies rational thinking that is characteristic of Porter (1998). The 
evolutionary approach (Whittington, p. 17) derives from competition in the sense of 
natural selection, as represented by theories of organizational ecology (Hannan & 
Freeman, 1988). Processualists, following the organizational behavioral thinking of Cyert 
and March (1992), and of Simon’s (1971) microeconomic treatment of decision-making, 
emphasize pragmatic accommodation of fallible processes in both markets and 
organizations (Whittington, pp. 23-24). The systemic approach, drawing from general 
systems theory, is relativistic, linking culture and power allocated by the social systems 
in which strategy formulation takes place (p. 29).  
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Figure 7 shows Whittington’s (1993) placement of the four approaches. It 
illustrates various strategic contexts by charting the continuum of outcomes and 
processes as opposing poles in a plane. Outcome goals are either profit maximizing or 
pluralistic. The pluralistic pole recognizes outcomes other than just profit, such as 
altruism or national interest. Process goals range between the emergent, representing 
chance, conservatism, and confusion, and the deliberate and rational. 
Gordon (2004) compiled a list of 372 instances of different cognitive models of 
strategic planning, strategic reasoning by analogy, and deductive reasoning. Associated 
with knowledge management are such employee relations strategies as line worker 
empowerment, use of experienced workers, and increasing internal communications (pp. 
74-76). 
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Figure 7. Whittington’s generic perspectives on strategy. 
Boyd (1976, 1986, 1987a, 1987b, 1992) originally devised the OODA loop 
(OODA is normally pronounced “ooh-dah”) for jet fighter tactics and later expanded it 
into a strategic doctrine. The OODA loop – Observation-Orientation-Decision-Action – 
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consists of four phases. Hillaker described how Boyd observed, analyzed, and assimilated 
the relative energy states of his 
 
aircraft and those of his opponents during air combat engagements. As Hillaker (1997) 
summarized the OODA loop, 
Boyd postulated that all engagements of opposing forces can be divided into four 
essential elements: (1) observe and interpret the situation, (2) become oriented to 
the condition and intensity of the situation, (3) make a decision as to what 
response to make, and (4) put that response into action. The key is to obscure your 
intentions and make them unpredictable to your opponent while you 
simultaneously clarify his intentions. That is, operate at a faster tempo to generate 
rapidly changing conditions that inhibit your opponent from adapting or reacting 
to those changes and that suppress or destroy his awareness. Thus, a 
"hodgepodge" of confusion and disorder occur to cause him to over- or under-
react to conditions or activities that appear to be uncertain, ambiguous, or 
incomprehensible. (¶ 14) 
Articulation of the OODA loop itself is not new. Thompson (2000) described 
how, in the early 1800s, applying ideas now contained in the OODA cycle saved the 
Hudson's Bay Company, the commercial entity founded in 1670, from its upstart rival the 
North West Company. Elements such as surprise, maneuver, and undermining the 
opponent’s mental stability have been taught since the time of Sun Tzu. Boyd 
coordinated them into a single, integrated theme as a way of strategic thinking, presented 
as a series of briefings (1976, 1986, 1987a, 1987b, 1992, 1996). Central to this was an 
appreciation of the mind-space operating environment, the ability to manipulate the 
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environment, employing tactics of quickness, coordination, and control of change. He 
saw the moral, mental, and physical aspects of conflict as a synthesis. Each of the three 
parts could be analyzed deductively, but the entirety is better understood inductively. The 
OODA loop is eastern thinking applied to knowledge, wherein facts and data are 
integrated for pragmatic reasons using a process that is simultaneously analytic and 
intuitive. 
Boyd’s theories on strategy have been widely influential in contemporary military 
strategy, extending to infantry tactics, and for strategic air power (Fadock, 1994); 
instituted as doctrine in the U.S Marine Corps (Schmitt, 1997); and extended to the unit 
level (Bateman, 1998; Tighe, Hill, & McIntyre, 2000). The Marine Corps applied it 
tactically in Grenada (Hughes, 1997), and in northern Kuwait in the first Gulf War, as did 
the U.S. Army’s III Corps in the “left hook” maneuver (Kelly, 2003). Boyd’s reentrant 
OODA decision cycle has been influential in recent business strategy. The first well-
known publication focused on “fast-cycles,” i.e., Boyd’s notion of fast transients, 
demonstrating that small group initiative and knowledge, support for organizational 
learning, and tracking of cycle time throughout the production or service system could 
improve time to market (Hout & Bower, 1988). Kettle Creek Corporation, a small 
business that specializes in time-based strategies for competition in business maintains a 
site on the World Wide Web (Richards, 2001; Kettle Creek Corporation, 2003). Hummel 
(1988) showed how OODA loops applied to weather forecasting may help situational 
awareness when developing planning alternatives for military missions. Bass (2000) 
suggested ways to apply the OODA loop to intrusion detection systems used in 
cyberspace by mapping the OODA loop into three levels of abstractions for an ID data-
fusion model. Arbaugh (2004) suggested using OODA loop principles in security policies 
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to protect corporate intranets from Internet viruses. Richards stated that he worked with 
Boyd to develop OODA loops for business (Coram, 2002, pp 429-430). Boyd was 
acquainted with the Toyota Production System and believed it embodied many of the 
principles of the OODA loop (Richards, 2004, pp. 164-169; Hammonds, 2002; Sonshi, 
2005). (The Toyota Production System has been researched and reported in the business 
literature because of Toyota’s marketing successes against other Japanese and U.S. 
automakers. Process improvement at Toyota is culturally ingrained and focuses on 
customer satisfaction. See, for example, Spear and Bowen (1999)). These examples 
suggest the OODA sequence is applicable to strategies for information gathering, 
analysis, and decision-making in the business world. The knowledge worker making 
decisions based on complex information interactions from a variety of sources is one of 
these domains. 
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Figure 8. OODA loop from John Boyd’s The essence of winning and losing. 
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Chapter Summary 
This literature review laid the basis for Chapter 3, Methodology, which develops 
KIMS, the proposed metric to measure knowledge management improvement progress. 
From the idea that there are behavioral and the structural aspects of knowledge 
management, the review examined the ontological basis for knowledge, including why 
knowledge – information used in problem solving – is found in terms of the surrounding 
culture; and why understanding and knowledge representations are grounded in culture.  
This led to a review of formal conceptual structures to represent knowledge, 
culminating in conceptual graphs. Conceptual graphs are used in Chapter 3 as the 
formalization of the KIMS metric. Conceptual graphs were also shown to have arisen 
from the pragmatism of Peirce, which is wholly compatible with knowledge as 
information in motion to solve problems at hand. Pragmatic thinking was contrasted with 
logical positivism, which is not supportive of knowledge management as proposed by 
Polanyi, Nonaka, and most current writers on this subject. This also required a brief 
review of justified true belief and ontological commitment. 
The way in which organizations learn – more precisely, the way people in 
organizations learn and transfer that learning into organizational culture – was examined. 
This paved the way to a review of communities of practice and knowledge sharing. 
Having laid the ontological basis for KIMS, the valuation of knowledge was surveyed, 
both in terms of benchmarking and as an intangible asset. Marginal utility was introduced 
as a way of comparing a current measurement to the recent past. Marginal utility 
calculations were used in KIMS developed in the next chapter.  
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Since knowledge management improvement programs are part of an 
organization’s strategy, which must also integrate organizational values implied in the 
culture, strategic principles were reviewed. This included not only strategy from the 
business perspective, but also from the military perspective. It was noted that eastern 
thought has begun to affect western ways of working, especially in the substantial, but 
not physical realm of knowledge.  
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Chapter 3 
Methodology 
Introduction 
This chapter formulates the Knowledge Improvement Measurement Space 
(KIMS), a means to measure knowledge management programs. KIMS is derived from 
principles of organizational learning, management, and knowledge engineering that can 
apply technology to organize and encourage knowledge sharing, to achieve competitive 
advantage, and to measure progress toward that achievement. Contributing principles also 
include organizational strategy, and economic utility and transaction cost theories. This 
introduction states the goal to be met and the problem statement; and an overview of 
KIMS, the proposed solution to the problem posed in this dissertation, that of selecting 
from among possible alternatives for knowledge management initiatives. 
The study of knowledge management is traditionally part of business studies, 
particularly as part of organizational learning and behavior. This is a behavioral view of 
knowledge. In contrast, a structural view of knowledge arises from knowledge 
representation, which is a subdiscipline within artificial intelligence along with 
conceptual structures, knowledge engineering, machine learning, and data mining. 
Concepts from both the behavioral and the structural views are addressed in KIMS. 
Development of KIMS relies on research addressing culture, the basis for the 
behavioral view of knowledge. Because knowledge is contextual, knowledge and culture 
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are intertwined; knowledge is data and information from the environment assimilated by 
the mind. Knowledge is valuable in terms of its underlying culture. It derives value by 
solving problems that exist in its cultural context. Knowledge management thus has an 
economic component (Earl, 2001). Research into the evaluation of knowledge as an 
intellectual asset shows how utility theory enables the measurement of progress in a 
knowledge management program. Systematic, explicit, and deliberate management of 
knowledge processes should follow the general organizational strategy. Consequently, 
research associating business strategy with knowledge creation and management to 
achieve competitive advantage add to the model developed in this chapter. 
KIMS combines these factors to assess knowledge management performance. 
Judging the results of knowledge improvement practices requires measurements. 
Management and knowledge representation principles may apply technology to organize 
and encourage knowledge sharing. This appreciation of objects in the ontological 
structuring of reality, important not only for the technologists interested in conceptual 
structures, is also an element in the behavioral understanding of tacit knowledge. 
Diverse sources lead to elements of the solution methodology. They are 
summarized in the next paragraphs. First, the ontological foundations of knowledge 
management are intertwined with the creation of ideas, customs, and material objects that 
evolve in the context of a culture. From this premise, it follows that first appreciating the 
prevailing culture of an organization is indispensable to improving knowledge 
management. Constructing an ontology – regardless of the degree of formality – based in 
the terms and practices in the prevailing culture facilitates the definition of how workers 
structure their understanding of things and events around them. Discussions of 
knowledge management, whether focused on knowledge acquisition or on information 
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access, require an examination of the underlying assumptions people make as they 
construct mental relationships among the elements that constitute their perception of 
things in the world. Ontology originated as the branch of metaphysics concerned with 
identifying the kinds of things that actually exist. In philosophy, metaphysics investigates 
nature, what constitutes it, and the structure of reality. It is more fundamental than 
analytical science since it investigates questions science does not address, but merely 
assumes, for instance, whether there are physical objects at all (Audi, 1995, p. 489). 
Thus, the "ontological commitments" of a philosophical position include both its explicit 
assertions and its implicit presuppositions about the existence of entities, substances, or 
beings of particular kinds (Quine, 1969, pp. 93-96). Ontological commitment is relevant 
to the structural view of knowledge management because knowledge can be manipulated 
by computer and transferred among systems whenever formal mappings, such as upper 
level ontologies, exist among their specification languages. Tacit knowledge, however, is 
not easily represented this way, especially when abducting or intuiting new knowledge 
creation by blending facts from dissimilar domains of existing knowledge. 
Even before Quine, Popper’s attack on logical positivism contributed indirectly to 
the field of knowledge management (Capurro, 2004). Popper’s refutation of logical 
positivism provided a philosophically sound basis, for if experience and experimental 
observation make a body of belief falsifiable (i.e., untenable and no longer consistent to 
the holder of the belief), then incorporation of a “better” belief changes the held 
knowledge (falsification and fallibilism is summarized in Appendix B). Knowledge 
management is concerned with the consolidation and transmittal of beliefs as knowledge, 
to be used as practical ways to improve the performance of individuals and organizations. 
By rejecting empirical proof as the sole criterion for the assembly of facts, the way was 
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paved for post-industrial concepts of knowledge acquisition as a series of factual, 
intuitionist, and conjectural steps. 
Structural views of knowledge management show how objects relate to each 
other. Behavioral views of knowledge management are concerned with how people 
interact with objects. Ontologies, studied as a specialty within knowledge representation, 
are at the root of both the behavioral and the structural views of knowledge management. 
From the structural view, the primary research addresses the way formal structures may 
aid organized knowledge management. Understanding of knowledge structures therefore 
provides the philosophical bridge between the behavioral view of knowledge 
management and the structural view of knowledge engineering. 
Knowledge management goals target improvements in the ability of an 
organization to exploit the learning of its people by increasing their abilities to retain and 
expand on existing knowledge. The knowledge manager must, therefore, acknowledge 
principles of organizational learning in order to put programs and tools in place to 
increase the ability of teams and team members to execute tasks. Introductions of new 
policies and processes, and improvements in the existing policies and processes that 
affect workers’ knowledge advance the organization toward its objectives. Knowledge 
management and organizational learning are closely related; practices from one field may 
be observed in the other. Closely related to organizational learning is communities of 
practice. The study of how people collaborate in organizations by instituting formal and 
informal communities is an important component of knowledge improvement programs 
and processes. 
KIMS measures progress toward knowledge management goals. Developing and 
gathering meaningful metrics to measure knowledge management efforts can be difficult 
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to prepare due to the qualitative nature of knowledge. This is particularly true since 
metrics of organizations are largely financial. Knowledge, an intangible, is hard to 
measure in an accounting sense. Benchmarks can be taken to compensate for the 
limitations of traditional accounting systems. Knowledge, a form of intellectual capital, 
may be treated much like other intellectual property such as patents, trademarks, 
copyrights, trade secrets, and technological capability. Knowledge reflects some 
attributes of these other forms of intellectual capital. The critical difference, however, is 
that knowledge, especially the tacit kind, is in the minds of workers. The management of 
knowledge must therefore rely only partly on considerations of other intellectual 
properties. Knowledge is dynamic, suggesting that the dynamic process of knowledge 
exchange may be measured by transaction costs – marginal utility, in particular. 
The final thread of the methodology defined in this chapter is strategy. Strategies 
are formulated to articulate organizational goals. In 21st century business, strategy 
evidences a trend toward dispersed, daily, operational decisions at the worker and small 
team level. This trend also exhibits a crossover to the private sector from traditional 
military strategies that are transforming decision-making into distributed, network-
disseminated, situational awareness. 
Problem Statement and Goal 
The problem and goal of this dissertation is recapitulated here from Chapter 1. A 
knowledge management problem exists in that managers lack specific organizational 
metrics to make effective selections from among possible alternatives for knowledge 
management initiatives that leverage the collective knowledge of collaborating groups of 
knowledge workers. Collaborating groups share a culture (Hofstede, 1997, p. 260). 
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Values permeating organizational culture guide decision-making and provide a basis for 
measurement (Keeney, 1994). Knowledge is key to decision-making. A higher quality of 
knowledge and more shared knowledge lead to better decision-making (Kaner & Karni, 
2004). Knowledge management is thus intimately tied to corporate culture and values, to 
strategy, and to competitive advantage. It should be measured. There is, however, a 
knowledge management problem in measuring the results of efforts to improve the 
amount and dissemination of knowledge among workers. Managers want their 
organizations to achieve competitive advantage, but lack specific organizational metrics 
to make effective selections from among possible alternatives in knowledge management 
programs. Although they wish to assess the progress of collaborating groups of 
knowledge workers, managers find it difficult to determine when progress is no longer 
being made compared to the resources expended. 
This chapter develops KIMS, a metric knowledge improvement tool derived from 
two separate disciplines, knowledge management and knowledge engineering. This 
development is the goal of the dissertation. Knowledge management is associated with 
management theory and information technology for competitiveness via problem solving 
efficiency (McElroy, 1999a, 1999b, 2003, p. xiii; Guns & Valikangas, 1998; O'Leary, 
1998; Kreiner, 2002; Wiig, 1997, p. 8; Kelly, 2003, p. 25). Knowledge engineering is 
systems analysis aimed toward formalism in the management of well-defined, explicit 
knowledge and is associated with artificial intelligence to build models of logic and 
ontology for some useful purpose (Brachman & Levesque, 2004, pp. 31-32; Sowa, 2000, 
p. 132; Turban & Aronson, 2001, p. 467ff; Fagin, 1999). After 40 years of research, it is 
likely that knowledge representation has matured to the point where the systems aspects 
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of knowledge engineering can be reconciled with the mental and behavioral aspects 
(Doyle, 2006; Uschold, 2006).  
The plans for knowledge management define the direction and tactics for 
improvement efforts. The results of the efforts – increased sharing or re-purposing of 
knowledge assets (both tacit and explicitly codified knowledge), improved processes, and 
better products – should be measurable. The metric will use knowledge engineering 
technology to organize, encourage, and measure progress in knowledge sharing for 
competitive advantage and value creation (Qureshi et al., 2006). The goal is to develop a 
marginal utility metric vector derived from principles of management and knowledge 
representation to measure progress in organizing and encouraging knowledge sharing for 
competitive advantage. 
Based on knowledge management principles from behavioral science and 
economics, drawing from economic transaction theory, and using the active agents 
extension of conceptual graphs, this improvement metric employs marginal utility theory 
in a metric space to allow formal reasoning via software agents (conceptual graphs and 
active agents are described in Appendix F). This yields distance calculations using the 
city-block technique over the metric space of measurement vectors. This metric may be 
applied to any set of desired measurements. The measurements to be quantified into 
metrics may be similar or dissimilar, based on benchmarks or on financially oriented 
intellectual property measurements. This will enable quantifiable evaluation of 
knowledge improvement measurements. Managers now lacking guidance in where to 
target specific improvement efforts will have a useful tool. 
The remainder of this chapter summarizes the knowledge management resources 
that comprise the KIMS model. This includes the definitions of knowledge and 
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knowledge management, the strategic requirements, the measurement basis, and the 
marginal utility calculations needed for the software agents. It also summarizes the 
conceptual graphs and the actors that implement the software agents that justify KIMS 
tool development, and finally, how these constituents are integrated into KIMS, enabling 
measurement of knowledge management improvement programs. 
Knowledge and Knowledge Management Definitions 
Knowledge is information assembled, assimilated, and put to use to solve 
problems (Turban & Aronson, 2001; Bhatt, 2001; Marakas, 1999, p. 264; Sowa, 2000; 
Smith, 1996, p. 3; Smith, 1988, p. 136). Knowledge cannot be assessed directly; only the 
results of applying the knowledge can be assessed. Knowledge assessment must 
necessarily be indirect, since knowledge is usually applied while in its tacit form. Indirect 
measurements include measuring the rate of problem solving, customer satisfaction, 
internal morale, and cost vs. productivity measurements. The level of knowledge may 
also be inferred by comparison to external criteria such as quality baselines available 
through the Software Engineering Institute or the Project Management Institute, or from 
benchmarks of similar industries.  
Some definitions of knowledge management focus on the operational use and 
maintenance of organizational knowledge to solve problems (Jonassen, 2000, pp. 60-61; 
Bhatt, 2001; Marakas, 1999, p. 264; Turban & Aronson, 2001; Esposito et al., 2006). 
Others emphasize the human mental activity (Brown & Duguid, 2000, pp. 119-120; 
Polanyi, 1969a; Bateson 1979, pp. 11-15, 45). The KIMS tool should be applicable to 
both, since the management of knowledge can be seen primarily as a way to enhance 
problem-solving (Guns & Valikangas, 1998), and knowledge as a corporate asset 
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(O'Leary, 1998; Wiig, 1997, p. 8; Kelly, 2003, p. 25; Villegas, 2000; Krogh, Ichijo, et al., 
2000). Knowledge is "information in motion" – information used by people to solve some 
problem. It follows that knowledge is only in the mind of the problem-solver. This is the 
usual definition of tacit knowledge. Nonaka and Takeuchi adapted Polanyi in terms of 
two knowledge types. Polanyi, however, did not use the term "explicit," although his 
epistemology focused on interior knowledge. This overview of the description of 
knowledge leads to the following definition of knowledge management. 
This dissertation synthesizes the many definitions of knowledge management as 
(a) The identification and analysis of available and required knowledge assets needed to 
solve problems, (b) The identification and analysis of the processes related to knowledge 
acquisition and use, and (c) The planning and control of actions to develop both the assets 
and the processes so as to fulfill organizational objectives. 
Strategy and Decision-Making 
Efficient and effective business processes should produce superior products or 
services. Knowledge is key to decision-making. A higher quality of knowledge, and more 
shared knowledge, leads to better decision-making. Corporate strategies intended to 
increase competitiveness of business units, and consequently of product or service, 
require good decision-making. Knowledge management is thus intimately tied to 
corporate strategy. 
Understanding prevailing culture is key to diagnosing and improving the state of 
knowledge in an organization. This is because problems and solutions are 
organizationally specific. With its collective understanding of how organization processes 
work, the recent past strongly influences the present. Performance diagnosis is a process 
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for recognizing and monitoring cultural characteristics of the organization, and of 
analysts and decision-makers – the people involved in performance improvement 
(Swanson, 1994, pp. 40-41). 
To be useful over the widest variety of strategic concepts, a measurement system 
should be applicable to both imposed strategies that create structure from the top down in 
the organization, (Burgelman, 1983) and synthesized, bottom-up strategies that generate 
structure from individual business units (Burgelman, 1983; Cyert & March, 1992). It 
should avoid excessive complications from elaborate theories, and be direct and practical 
for planning and analysis (Porter, 1998; Strassmann, 1995; Whittington, 1993, p. 3). It 
should be oriented toward customer satisfaction (Bovel & Martha, 2000) in the allocation 
of knowledge resources and value (Drucker, 1994; Krogh, Nonaka, et al., 2001; McElroy, 
1999a; Morris, 2001; De Long & Seeman, 2000). A measurement system should be 
adaptable. Assessments using metrics based on past data should aid the selection of 
alternative future courses of action (van der Heijden, 1996, 1997; Schwartz, 1996, pp. 29, 
34). If future choices result from evaluation of propositions (propositions are sets of 
possible futures), the metrics should be quantifiable results of propositions. Such a metric 
allows comparisons of improvements over time across groups of knowledge workers and 
communities of common practice. Regardless of the strategic orientation of the 
organization – top-down or bottom-up strategy formulation – this knowledge 
improvement metric tool will present graphical and numerical sets of measurements over 
time. Comparisons can be made to previous iterations, or against a pre-determined set of 
goals. 
Knowledge-based views of organizational structure require that the internal 
resources be described in terms of knowledge content. Similarly, knowledge-based views 
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suggest that external opportunities in competition also be supported by knowledge 
(Saloner et al., 2001, p. 14; Conner & Prahalad, 1996; Schrage, 2000; McElroy, 1999b; 
Bovel & Martha, 2000; Krogh, Nonaka, et al., 2001). This further supports the need for 
an adaptable measurement system. 
The prevailing organizational culture defines the structure of decision-making. It 
is key to diagnosing and improving the state of knowledge in an organization. This is a 
consequence of the emotional, social, economic, and political context of its possessors 
(Parker, 2004; Swanson, 1994, pp. 40-41). The culture is the context for policy; policy is 
the frame for decision-making. Just as the prevailing culture is conceptual, so too 
knowledge is conceptual (as compared to plant, property, and equipment). It can be 
managed only indirectly. Knowledge also differs from other resources because it is 
renewable. Like other intellectual assets, knowledge does not suffer the scarcity problems 
of tangible assets, but is self-renewing (Stahle & Hong, 2002; Morris, 2001; Chase, 1997; 
Robinson & Kleiner, 1996, p. 1). A measurement system should accommodate the 
prevailing culture where it is employed, and must be sensitive to the nature of knowledge 
as a resource. Measurements and associated metrics required for KIMS are discussed 
next. 
Measurements and Metrics 
A measurement is a quantification of changes in some system. The act of 
measurement consists of the set of operations for determining the value of a quantity 
(Howarth & Redgrave, 2003). The quantifiers of measurements are metrics, derived 
attributes of measurements (Price, 1994). A measurement can be direct or indirect. Direct 
measurements use a graduated reference standard and are already in metical form. 
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Indirect measurements transform the observed data to some useful form (Juran & Gryna, 
1980, p. 402). 
To support a chosen strategy, its implementing tactics, and the operations of the 
tactics, a measurement system should be adaptable, allowing for assessments not only of 
the past, but provide guidance into selection of alternative future courses under 
uncertainty (van der Heijden, 1996, 1997; Schwartz, 1996, pp. 29, 34). Predictive metrics 
are better than descriptive metrics, especially when directly attempting to increase 
workers’ knowledge capital. Predictive metrics show what may happen, rather than 
describing the recent past. If predictive metrics are difficult or impossible to obtain, 
recent trend metrics may be an acceptable substitute. 
A measurement system should assess not only the past, but help to select from 
alternative future courses that are uncertain (van der Heijden, 1996, 1997; Schwartz, 
1996, pp. 29, 34). The metrics are quantifiable measurement of propositions, which are 
sets of possible world scenarios. The collection of scenarios jointly forms the context for 
understanding situations, an interpretation of the sets. If explicitly organized, the 
interpretation given to the scenarios form an ontology, a structured understanding of the 
context, even if only implied. An important aspect of strategic planning is the 
identification threats and opportunities under uncertainty, suggesting a measurement 
scheme must exhibit “fitness for purpose,” a phrase comparable to the commonly stated 
“fitness for use” for quality attributes. This allows the measurement method based in an 
ontology of relevant concepts to account for knowledge management goals tied into the 
organizational culture to support a chosen strategy. It further can be used to adjust the 
tactics used to reach the knowledge management goals. 
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The propositions that explain operational alternatives that might be expressed as 
some ontological structure at some degree of formality must be quantifiable. There are, as 
stated in the chapter introduction, three aspects of knowledge management: (a) the 
identification and analysis of available and required knowledge assets needed to solve 
problems, (b) the identification and analysis of the processes related to knowledge 
acquisition and use, and (c) the planning and control of actions to develop both the assets 
and the processes so as to fulfill organizational objectives. Each of the three aspects of 
knowledge management has the following attributes for a metric technique applicable to 
the propositions in the proposed solution. 
1. Each metric valuates some aspect of the knowledge improvement program. 
Each metric has a range. The desired minimum and the current actual are the 
endpoints of the current vector (the vector may be discrete or continuous). The 
cross product of all the metrics vectors forms a solution space. 
2. Different actors in different conceptual graphs calculate the city-block 
distance of each different currently observed metric. The distance is the 
deviation from the desired minimum. The conceptual graphs are then also 
joined to other measuring conceptual graphs. The distance calculations are the 
cornerstone of marginal utility assessments. An actor in a conceptual graph 
may calculate each current value. 
Minkowski Metric Spaces 
Widdows (2004) defines a geometric space adaptable for knowledge management 
purposes as follows (p. 100). For a set A, and the function d defined on the cross product 
(d : A X A → ℜ), d is a metric under four conditions. 
 
127 
d(a,b) ≥ 0 for all a, b ∈ A (positive or 0) (1) 
d(a, b) = 0 if and only if a = b (identity) (2) 
d(a, b) = d(b, a) (symmetry) (3) 
d(a, c) ≤ d(a, b) + d(b, c) (triangle inequality) (4) 
Different sets, each containing some aspect of knowledge management, can be 
formed into a metric space where a notion of distance between elements of a given set is 
defined to be the difference between the knowledge management goal for that aspect and 
the currently observed state. This allows the cross product of several dissimilar sets, each 
with different measurements, to be treated together in a single metric space. 
The KIMS solution uses the “city-block” metric to measure distances between 
desired and current values of knowledge management metrics, so called due to the 
analogy of measuring distance by driving about city streets with right-angled 
intersections. Reaching a desired minimum space judged by a calculating the diminishing 
marginal return of the individual metrics in the total knowledge management metric 
space is equivalent to reaching the knowledge improvement goals. 
Also called the “Manhattan,” or “taxi-cab” metric for the typical movement in a 
city, the city-block is a simple case of the Minkowski metric, a distance geodesic tensor 
given by (Gardenfors, 2000, pp. 18-21; Gardenfors & Williams, 2001; Weisstein, 2005). 
(Minkowski, a mathematician, realized around 1907 that a four-dimensional space-time 
tensor could formulate the special theory of relativity developed by Einstein in 1905.) 
The advantage of this metric is that it allows several distinct and independent distances to 
be combined orthogonally into a metric space. 
m
i
k|ixix|md ∑ −= 21  (5) 
For the case k = 2, the Minkowski metric simplifies to the usual Euclidean distance: 
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∑= i 2)i2 x- i1(x    )2 x,1(xed  (6) 
For the case k = 1, the Minkowski metric simplifies to the city-block metric: 
∑= i |i2 x- i1x|    )2 x,1(xcd  (7) 
The city-block metric may be also weighted: 
∑= i |)i2  x- i1x(|iw    )2 x,1(xcd  (7a) 
In relation to other metrics, the weighting can emphasize the metric (wi > 1) or 
de-emphasize the metric (0 < wi < 1). In a knowledge metric space of two or more 
vectors, a given metric can be temporarily removed from the model by setting wi = 0. 
A metric for knowledge management compares a currently observed value to a 
desired goal value. Together, these two values form the end-points of a vector. For 
example, if the current cost for an engineering trade study is determined to be $1,800, and 
the goal is the same quality of trade study content for $1,200, the vector is <1200, …, 
1800>, and the unweighted city block metric is |1800 – 1200| = 600. 
Two different metrics form a two-dimensional space. For example, using the 
same trade study costs as before, and adding a desire to model a CADCAM solid part in 
four days compared to the current seven days, the two vectors <1200, …, 1800> and <4, 
…, 7> form the 2-dimensional space in the first quadrant as shown in Figure 9. 
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Figure 9. Knowledge management 2-dimensional metric space. 
 
 
A set of n different metrics therefore generates an n-space, wherein the goal is to 
minimize the overall volume to a desired minimum. Since each knowledge management 
metric in the space is of a different kind, the values and measurements for the respective 
vectors can vary without affecting the calculation or implications of the complete space. 
Further, since some knowledge management measurements may be more important than 
others, the metric for that measurement may be weighted as shown by equation 7a. 
Reaching a desired minimum can be judged by calculating the diminishing marginal 
return of the individual metrics in the total knowledge management metric space, as 
described in the next section. 
Marginal Utility 
Marginal utility states that the greater the number of units of a commodity owned 
by an individual, the less each individual unit is valued. One aspect of marginal utility is 
that commodities are created not only for consumption, but also for use in trading for 
other commodities. Such trading incurs transaction costs. The simple argument in this 
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section will demonstrate that marginal utility may be coupled with cash management to 
link the value of knowledge and intellectual capital. 
Cash flow underlies value creation through the exchange of strategic information, 
planning knowledge, process knowledge, technical know-how, collaborative design, and 
policy development. These flow around and support the core product and service value 
chain (Allee, 2000b). It follows that investments in knowledge sharing should measure 
the costs of deploying knowledge management practices. At the most basic level, finding 
the transaction costs of exchanging knowledge is the beginning of finding the worth of 
knowledge – the value of knowledge as intangible asset. A fundamental relationship 
between knowledge and capital can be derived from the premise that knowledge is the 
exchange of strategic information, planning knowledge, process knowledge, technical 
know-how, collaborative design, and policy development. 
Capital contains embedded knowledge, the knowledge of productive processes 
and how those processes are carried out (Baetjer, 1998, p. 8). It follows, then, that 
increasing the availability of the specific knowledge a company uses in producing goods 
and services increases its ability to compete with other companies, or to cooperate with 
other companies to achieve an increased competitive position in a market. Significantly, 
for those making decisions about courses of action for knowledge management, it also 
follows from the theory of marginal utility that the returns from knowledge investment 
and knowledge improvement strategies eventually begin to diminish. The obvious 
conclusion to the argument in the preceding paragraphs is that knowledge improvement 
activities eventually reach a point of “good enough,” beyond which additional cost is not 
rewarded by proportional results. 
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Capital assets produce monetary benefit when used to create products and 
services. To utilize assets and generate revenue, expenses and depreciation are incurred. 
Knowledge can be capitalized, although capitalization presents difficulties in assigning 
value to intellectual property. If not capitalized, in accounting terms the alternative is to 
recognize it as an expense. This is because knowledge possesses the temporal properties 
associated with expenses during exchanges of strategic information, planning knowledge, 
process knowledge, technical know-how, collaborative design, and policy development. 
Knowledge flows around and supports the core product and service value chain (Allee, 
2000b). Whether seen as capital or as cost, increasing knowledge has a decreasing utility. 
This suggests there is a limiting point, but that the limit may be arbitrarily assigned. 
In addition to production costs, or costs to provide services, other costs are 
incurred in commercial trades. This second kind is a transaction cost. To initiate a trade, 
some party must be ready to offer a product or service, find trading partners, announce 
the opportunity for exchange of money for goods or services, and negotiate the terms of 
the exchange. All these preliminaries involve opportunity costs in terms of time, energy, 
and money. Coase first described transaction costs in 1937 when he noted that companies 
are created because the marginal cost of organizing them is less than the transaction costs 
incurred by individuals conducting business with each other in an open market (Boyd, 
2002). Drawing a parallel to knowledge management inside a company, knowledge is 
created because the marginal cost of creating it is less than the cost of competing with 
other companies. Effective use of knowledge creation gives competitive advantage. It 
follows, then, that companies would want to minimize the internal costs of knowledge 
transfer. 
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The problem in treating knowledge as intellectual capital is that it does not 
depreciate like other intellectual property. Patents depreciate; trademark values change up 
or down. By its nature, however, existing knowledge creates additional knowledge when 
it is used and shared. Unlike other intangible assets, accountants have not discovered how 
to book knowledge. Almost everyone agrees it has value, but knowledge has other 
unusual characteristics compared to other intangible assets. Patents, for example, do not 
go home with the workers each night but knowledge does because it is in workers’ minds. 
More importantly, the value of individual pieces of information used in knowledge 
formation decreases even as the speed of information exchange greatly accelerates. 
Recalling that knowledge is information in action, a point is reached when an additional 
bit of information does not add significantly to the problem-solving knowledge base. 
In information-rich organizations, each additional piece of information yields a 
decreasing marginal return (Sveiby, 1997, pp. 50, 112), suggesting that controlling 
business costs requires, in part, the control of the costs of knowledge exchanges among 
workers (Lanham, 1994; Smith, 1988, p. 136; Bertels & Savage, 1998, pp. 9-11). 
Marginal utility theory states that for commodities, as the number of units owned 
increases, each unit is valued less (Menger, 1871, pp. 114-122). Commodities are created 
for consumption; services are available for use. When valuated, both can also be used to 
trade for other goods or services (Menger, 1892). This also applies to knowledge, even 
though knowledge is an intangible resource. Since cash flow must offset the risk of 
investment, it follows that investments in knowledge sharing should measure the costs of 
deploying knowledge management practices. Knowledge and capital are related, because 
knowledge applied to the product and service value chain is enables the exchange of 
strategic information, planning knowledge, process knowledge, technical know-how, 
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collaborative design, and policy development, all of which flow around and support the 
core product and service value chain. Like other intellectual assets, knowledge does not 
suffer the scarcity problems of tangible assets, but grows on its own (Kreiner, 2002). 
Marginal utility applied to efforts to expand and manage knowledge eventually approach 
diminishing returns on invested time and money (Scott & Markovitch, 1990). Knowledge 
improvements eventually reach a point of “good enough,” beyond which additional effort 
does not yield proportional results.  
Like other assets, knowledge may be capitalized (as intellectual capital) or may be 
treated as an accounting expense. Transaction costs, one expense approach, are the costs 
of transferring information (Shin, 1997, p. 9). In terms of knowledge, they are the costs 
incurred when knowledge workers consolidate, exchange, and integrate information for 
decision-making and process control. Transaction costs (time, salary, computing systems) 
arise when locating and accessing other knowledge workers, knowledge bases, and 
information sources. The speed of knowledge transmission affects cost. Available time 
and attention to gather and assimilate information is greater when less time is spent 
deciding what to do. For example, information technology deployed with a goal of 
reducing transaction costs has been seen to improve the capabilities of existing supply 
chain equipment by increasing knowledge workers facility to control the machines. 
The previous discussion has provided the background for the development of the 
marginal utility function. This function is formulated in the next section. 
The Marginal Utility Function 
The general definition of the utility function may be defined for knowledge 
management as follows. Let X be an outcomes set, a set of all alternatives some particular 
 
134 
knowledge management improvement could conceivably reach. The knowledge 
management improvement's utility function ℜ→X:u assigns a progress score to each 
alternative in the outcomes set. If u(x) > u(y), then x is strictly a better outcome than y.  
For example, suppose an improvement outcomes set is X = {nothing, gain, gain, gain 
and gain, large gain, very large gain}, and its utility function is u(nothing) = 0, u(gain) = 1, 
u(gain) = 2, u(gain and gain) = 4, u(large gain) = 2 and u(very large gain) = 3. Then this 
knowledge management improvement prefers gain to gain, and also prefers one gain each 
rather than a single very large gain. Dollars expended on knowledge improvement 
programs may provide the cash equivalent commodity for transaction costs. Like other 
funds expended in expectation of greater value return, these dollars are subject to 
marginal utility evaluation. 
The derivation of marginal utility is shown in the following equations. 
Let dn = the city block distance metric for some deviation of observed knowledge 
measurement kn compared to a desired goal.  
Let cn = the cost of the knowledge management program related to that 
knowledge measurement dn.  
Therefore, cn represents the cost of executing a portion of the knowledge management 
program that is allocated to some knowledge area and is measured by the metric dn. The 
pair (dn, cn) is the deviation from desired knowledge for the expenditure cn during the nth 
iteration of the decision cycle. 
Now assume the next decision cycle iteration is again run. Comparing the new 
dn+1 to the previously observed dn yields a new pair as shown by 
(dn + Δd, cn+1), where Δd = (dn+1 - dn).
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This is the marginal improvement resulting from the just-executed cycle. Initially, utility 
was U(dn, cn) and after the change utility is U(dn + Δd, cn+1). Important equations are 
derived from this. The change in total utility is shown below by Equation 8. The rate of 
change in utility is Equation 9. This leads to a cost given in Equation 10. 
ΔU = U(dn + Δd, cn+1) – U(dn, cn)  (8) 
ΔU/Δdn = (U(dn + Δ dn, cn+1) - U(dn, cn))/Δ dn (9) 
|cn – cn+1| (10) 
Conceptual Graphs and Actors 
KIMS requires a special form of cognitive mapping over knowledge concepts and 
relations. Cognitive maps in the form of conceptual graphs can be used to categorize and 
formalize external representations of the state of knowledge. Sowa’s conceptual graphs, 
derived from Peirce’s existential graphs, are formalized cognitive maps for first order 
logic (Sowa, 1984, 2000; Kayed & Colomb, 2002a). Conceptual graphs have a direct 
mapping to and from natural language, and provide a means to represent case relations, 
generalized quantifiers, multiple referents to related concepts, indexicals, and other 
aspects of natural languages (Kayed & Colomb, 2002a). With both a graphical notation 
designed for human readability and a textual formulation, they have the expressive power 
of first order predicate logic. Compared to purely symbolic logic, conceptual graphs are 
closer in form to natural language, and are therefore more intuitive and readable. As an 
intermediary between natural language and first order logic, conceptual graphs are an 
easily comprehended specification language. 
Conceptual graphs lack, however, a structuring mechanism to organize the 
captured domain knowledge. Structuring domain knowledge is the role of ontologies; 
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reasoning with ontologies is the role of conceptual graphs. Conceptual graphs provide a 
complete overview of behavioral and state relationships in some domain of interest. 
Conceptual graphs formalize natural language and can easily map concepts of an 
underlying ontology. They support extensions to first order logic such as lambda typing, 
and sets and set membership. (Note that first order logic as expressed in the usual 
predicate calculus does not encompass set membership. Variables are imprecise in 
sentences such as “Isaac is my ancestor.” Isaac is a member of an unstated set of 
ancestors. Symbolically, in x ∈ {X} the element x must be quantified as a variable, but x 
is not quantifiable, since the set {X} is not quantifiable. This is the problem of ontological 
commitment, which is summarized in Appendix B.) Conceptual graphs may be stated 
simply as direct correspondences to a restricted or controlled natural language, or if an 
organization with more measurement experience and capability desires more coherence, 
as an interpretation of some model-theoretic structure. 
The use of logical joins to unify conceptual graphs from two or more already 
existing graphs allows discovery or extraction of further domain knowledge (Corbett, 
2003; Nguyen & Corbett, 2006). By embedding conceptual graphs in others as referent 
graphs, complex propositions may be expressed. Exploiting this will allow the generation 
of the metric space necessary for the knowledge management measurements. Dataflow 
graphs – conceptual graphs with actor nodes – formalize behavioral and state 
relationships for knowledge management metrics. Logically joined dataflow graphs 
contain the marginal utility calculations. (Appendix D summarizes the notation and 
syntax of conceptual graphs.)  
Assume a situation where a group of knowledge workers produces a product 
according to some process. One wishes to generate metrics regarding some aspect of that 
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process, and also metrics about the products. This generic situation may be expressed as a 
set of conceptual graphs. The graphs use a somewhat arcane form of English, which is 
intended to constrain natural English into a controlled form. The form chosen here 
follows the ontology lattice developed by Sowa (2000, pp. 492-512). The constrained 
statements for the KIMS model are selected to be, “There is a situation where a group of 
knowledge workers use a process to produce a product. There is a proposition that 
measures of the process are metrics. There is a proposition that measures of the product 
are metrics.” (This admittedly arcane syntax is characteristic of the terms used to 
formulate English into conceptual graphs logic. See Appendix F for a full discussion.) 
Figure 10 is shows the dataflow graph of this idea. Agnt (agent) and Use are relations; 
Measure is an actor, which calculates metric sets mprod{*} and mproc{*}. Concepts 
such as KnowledgeWorker have as referents variables such as the set *kw{}. The actor 
GenSpace calculates a metric space from the individual metrics. Finally, the concepts 
Situation and Proposition have conceptual graphs as referents. The conceptual graphs 
were developed using CharGer (Delugach, 2005) before outputting through Microsoft 
Office software (Microsoft Corp, 1999). This, and similar dataflow graphs, form the basis 
for instances of conceptual organization and computation, as shown in the next section. 
Conceptual Structure of the Knowledge Management Program 
At this point in the development of the KIMS model, knowledge, knowledge 
management, metrics, and the graphical method to reason about the metrics have been 
defined. Conceptual graphs, a form of logic, process the concepts and relations. The 
concepts must be provided to the conceptual graphs to define what will be measured. The 
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last element for the model is a surface ontology, to express the relevant concepts and their 
attributes for use in the conceptual graphs reasoner. 
Proposition: &prod
Process: &prod Metric: *mprod{*}Measure
Proposition
Metric: *mproc{ }, *mprod{ } Space: *mspaceGenSpace
Situation
Product: *prodAgnt
Use
Process: *proc
KnowledgeWorker: *kw{*}
Proposition: &proc
Process: &proc Metric: *mproc{*}Measure
 
Figure 10. Conceptual graphs, display form. 
 
The ontology is derived from two sources, the goals of the strategy as they relate 
to the promotion of knowledge exchange for competitive advantage, and the programs, 
plans, and methods used in knowledge management. The ontology concepts must also be 
delineable by metrics. 
Three levels of knowledge management exist within the business organization: (a) 
the strategic, (b) the tactical, and (c) the operational (Allee, 2000a). The strategic level 
defines why knowledge is connected to strategy and the business model. The tactical 
level is concerned with connecting people to each other for tacit to tacit knowledge 
exchange, and connecting people to information to extract tacit knowledge from explicit 
knowledge. The operational level contains the methods to link knowledge and knowledge 
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management activities to business objectives. The operational level contains the means to 
codify the methods to share knowledge, defines which people connect to other people, 
and provides resources necessary to access knowledge, including repositories of 
information, training in "best practices" and making e-tools available. 
Figure 11 shows the relationship of strategy and knowledge management as an 
enabler of strategic goals. The relationship between goals and levels is a subset of their 
cross-product, as is the relationship between levels and measurements. The relationship 
between measurements and metrics, and between methods and metrics is functional. 
Figure 11 is a surface ontology. Its concepts and relationships may be instantiated as 
concrete, attributed concepts and named relationships when applied to a given problem 
domain. Instantiated concepts and named relationships provide the arguments for the 
conceptual graphs. The results of such an instantiation process are discussed in the 
following chapter. 
 
Strategic Tactical Organizational
Goal1 Goal2 Goaln
Strategy
Knowledge Management
Measure1 Measure2 Measuren
Metric1 Metric2 Metricn
Method1 Method2 Methodn
…
…
…
…
Levels
Goals
Methods
Measurements
Metrics
KM Program
Competitiveness
 
 
 
 
 
 
 
 
 
Figure 11. A simple knowledge management ontology of strategic goals. 
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The KIMS Model 
The KIMS model for knowledge improvement metrics is presented in this section, 
which integrates the previous discussions. This is the abstract model; the next chapter 
shows the results of applying the KIMS tool in a case study using process and product 
data.  
A metric space using city block measurements of marginal utilities may be 
generated using the dataflow form of conceptual graphs. The linear form of the display 
graph of Figure 10 is 
[Situation : [KnowledgeWorker : *kw{ }] –> (Agnt) –> [Product : *prod] 
–> (Use) –> [Process : *proc]]. 
[Proposition *proc : [Product : &prod] –> <Measure> –> [Metric : *mprod]]. 
[Proposition *prod : [Product : &proc] –> <Measure> –> [Metric : *mproc]]. 
[Proposition : [Metric : &mproc, &mprod] –> <GenSpace> –> [Mspace : *mspace{}]]. 
If the conceptual graphs are applied to a service organization, the concept [Product : *prod] 
is merely replaced by a service concept, [Service : *serv]. 
The graphs form a canon, a framework for knowledge organization. The graphs in 
this set are unified by joining on the coreferents, concept referents that appear in more 
than one concept, or more than one conceptual graph. The joins yield one composite 
canonic graph. It is canonic because it is abstract, and forms the basis for any number of 
instantiations. Each instantiation uses the canon to represent some aspect of knowledge. 
In this usage, the aspect is the measurement of knowledge improvement. Such an 
instantiation is shown in the case application in the next chapter.  
The four steps to deploy the canonical graphs are now described. 
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1. Collect Metrics. Data is collected by running the data collection actors in the 
individual dataflow graphs of the logically joined conceptual graphs. Any 
execution results in new values for each variable, and a new distance 
calculation for that variable. Actors in the dataflow graphs calculate each 
current value. A distinct dataflow graph exists for each different measurement 
taken. 
2. Consolidate Data. Consolidation blends individual metrics into a metric space 
through execution of the Minkowski metric space actor according to equation 
7: 
∑= i |)i2  x- i1x(|iw    )2 x,1(xcd  
3. Evaluate Current Model. The metric space is evaluated to determine sufficient 
knowledge capability has resulted from the recent improvement efforts. The 
current solution space is created from joins along the actors of the individual 
canonic conceptual graphs. The marginal utility for each component metric is 
calculated according to equation 8, where dn is the city block distance metric 
for some deviation of observed knowledge measurement compared to a 
desired goal, and cn is the cost of the knowledge management program related 
to that knowledge measurement dn  
ΔU = U(dn + Δd, cn+1) – U(dn, cn)  
The rate of change in utility is found from equation 9: 
ΔU/Δdn = (U(dn + Δ dn, cn+1) - U(dn, cn))/Δ dn
This leads to a cost calculation compared to the last loop iteration in equation 
10: 
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|cn – cn+1| 
In this stage, the tactical steps to be taken for knowledge improvement are 
determined. Resources allocated to knowledge improvement may be re-
evaluated or re-allocated. 
4. Evaluate Results. Here the decisions of the previous stage are acted upon by 
evaluating the goals and allowing strategic adjustment. Prior to again 
executing the model, the weights of individual metric weight vectors may be 
adjusted to emphasize or de-emphasize the relative importance of the vectors 
in the metric space. A metric calculation may be zeroed out if the goal for that 
metric has been met. External events, such as a changing business 
environment, the values of external benchmarking, business forecasts, and 
other such external stimuli may affect the overall strategy, leading to 
continuation of the knowledge improvement program.  
Data for the KIMS Model 
The knowledge domain producing the data for the KIMS validation is software 
development and maintenance at a division of The Boeing Company, a large aerospace 
company. The Boeing Company is a worldwide aerospace corporation with major 
commercial jetliner production in the United States. One of the divisions was based in 
Wichita, Kansas. The software systems controlled by the Wichita Information 
Technology (IT) staff comprise the complete repertory typically found in a large (15,000 
total Wichita employees), high technology, aerospace manufacturing plant. The IT 
systems include all sorts of financial and accounting systems, manufacturing planning 
and execution systems, receiving and shipping systems, shop floor systems (e.g., 
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distributed numerical control systems, parts control, and quality systems), engineering 
release systems, engineering workstations for CADCAM and stress engineering, 
simulation and digital product analysis tools, office automation tools, worldwide digital 
product definition data transfer systems, and e-business (principally B2B). 
In the middle 1990s, senior IT managers at the Wichita Division determined that a 
new strategy to increase the competitive position was required. The need for competitive 
advantage was both external and internal. Externally, Airbus threatened the company’s 
worldwide dominance. Responding to this threat required faster manufacturing cycles 
and reduced costs. Wichita’s IT group therefore also needed to respond with 
improvements to the software system process infrastructure of the site. Internally, 
Wichita IT management, already aware that they possessed the most cost-efficient IT 
organization in the company, wanted to maintain the level of support to their site, and did 
not want to disrupt manufacturing operations during IT improvement activities. 
The Wichita IT management intent was to define a strategy and a framework for 
the strategy to increase efficiency and customers' perceived quality in software 
development of new software systems, and in the modification and sustainment of 
existing software applications. Increasing efficiency meant decreasing project cost, 
decreasing project cycle time (schedule), and increasing the quality of work products. 
Increasing perceived quality meant improving customer satisfaction, primarily by 
improved quality of delivered software applications and increased responsiveness to 
customer desires by the IT staff. This decision was reached after reviewing the then-
current trend in the corporation to outsource much of the supporting infrastructure 
throughout all divisions. IT management determined the local labor market could not 
absorb the programmers and software specialists, such as database analysts, that might be 
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released following an outsourcing. This last reflected the loyalty the management saw as 
a two-way avenue between the software staff and managers. In formulating the strategy, 
management also believed that a stable, un-threatened workforce was essential. 
To implement the strategy, senior management directed the IT managers and staff 
to begin work toward compliance with the Capability Maturity Model (CMM). The 
CMM is a framework developed and maintained by the Software Engineering Institute 
(SEI) for project management, software engineering, and engineering support intended to 
improve software product quality and development process capability (Paulk et al., 
1994). Senior management set as the goals those advertised by the SEI as characteristics 
of organizations that reach level 3 of the 5-level CMM model. A return on investment in 
CMM activities was expected. The principal characteristics include 20 percent less 
project cost, 30 percent improved schedule time, and up to 60 percent fewer software 
defects. 
To implement the CMM, the IT site established a Software Engineering Process 
Group (SEPG). This staff, averaging 5 people per year, was tasked with training an IT 
staff of 180 software developers in over 60 separate project teams. The products and 
processes the SEPG put in place to inculcate the CMM body of knowledge to the teams 
included formal training classes; individual and team mentoring; an internal Web site of 
process standards, document templates, and examples; and historical measurements. Each 
project was informally assessed twice yearly, and formal certification assessments were 
conducted with results disseminated to management and staff. 
The improvement program was planned as a means to increase software 
engineering knowledge. Increased knowledge was expected regarding how the 
approximately 180 software engineers approached customer support, software design, 
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change management, quality control, and project management. Such increased 
knowledge among the software engineers – clearly knowledge workers – was to be 
reflected in shared common practices, improvements to software quality, reduced 
development or maintenance cost, and decreases in the cycle time of development or 
maintenance schedules. Aside from meeting the CMM standard, the intent of these 
practices was to integrate a common body of knowledge into the way of executing the 
company’s software business – a large community of practice. Management set 
performance goals to be met, developed a strategy to attain the goals, and monitored 
progress in applying CMM principles. 
Chapter Summary 
This chapter formulated KIMS, the Knowledge Improvement Measurement 
Space. KIMS allows progress in knowledge management programs to be measured. 
KIMS is derived from principles of organizational learning, management, and knowledge 
representation. In particular, it blends knowledge management and knowledge 
engineering. KIMS solves a knowledge management problem, that managers lack 
specific organizational metrics to make effective selections from among possible 
alternatives for knowledge management initiatives that leverage the collective knowledge 
of collaborating groups of knowledge workers. Also drawing from economic transaction 
theory, and using the active agents extension of conceptual graphs, KIMS employs 
marginal utility theory in a metric space to allow formal reasoning via software agents in 
conceptual graphs, yielding a metric space of measurement vectors. 
Topics in this chapter included a definition of knowledge management, the 
strategic requirements for KIMS tool development, city block metric (a simplified 
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Minkowski tensor), and marginal utility calculations needed for the software agent of the 
conceptual graphs and the actors that implement the software agents. The source of real-
world data used to validate KIMS was described. This included the strategy and tactical 
propositions to implement the strategy for knowledge improvements intended to increase 
competitive advantage. 
The next chapter validates KIMS. The method used is a demonstration based on 
historical data from a software engineering improvement program. The data for the 
validation was produced from a knowledge improvement program at an information 
technology division of a large aerospace company. The improvement program was 
planned as a means to increase and share software engineering knowledge. The 
knowledge management program was intended to decrease costs and schedule during 
delivery of software maintenance and new systems, and increase quality and customer 
satisfaction. 
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Chapter 4 
Results 
Introduction 
This chapter validates the KIMS model developed in Chapter 3 by demonstration. 
The validation method is by execution of the conceptual graphs and agents by 
instantiating and executing the models with historical data from a software engineering 
improvement program. Validation is a process to evaluate the KIMS model to insure it 
complies with its requirements, showing that the model design meets its intended use. 
This definition aligns with most standard definitions, such as the Institute for Electrical 
and Electronic Engineers (IEEE, 2005), and the Software Engineering Institute 
(Collofellow, 1988). (Some standards bodies define validation as a kind of verification of 
development tasks, for example the Federal Aviation Administration (RTCA, 1992).) 
This chapter describes the results of applying the KIMS method of the previous 
chapter to generate a Minkowski metric space to portray graphically the progress toward 
(or perhaps regression from) knowledge management goals. The values of the data used 
to execute the actors of the KIMS conceptual graphs is described, then the results of 
successive executions of yearly data are shown, including graphs of the resulting vector 
spaces of marginal utilities. Along with the outcomes of the execution of the KIMS 
conceptual graphs, mention is made in passing of other elements that formed the rationale 
for KIMS development. This is only to clarify certain points of the results. Chapter 5 
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elaborates on these elements. To begin the exposition of the results, the nature of the 
knowledge improvement program depicted in the last sections of the previous chapter is 
reviewed briefly in the following paragraphs to set the context of the demonstration. 
The knowledge sharing and process improvement activities in software 
development and maintenance by the Information Technology (IT) department at the 
Wichita division of The Boeing Company provided five years of data for the 
demonstration of the KIMS model and procedure. Five consecutive years is sufficient to 
demonstrate outcomes for a knowledge management program of the size undertaken by 
the IT department. This IT department maintained and developed manufacturing planning 
and execution systems; receiving and shipping systems; shop floor systems; financial and 
accounting systems; engineering systems for product definition, data transfer, and 
specialized engineering workstations and design tools; and also office automation tools, 
and e-business systems. The management goal was to increase efficiency and customers' 
perceived quality in software development, delivery, and maintenance by articulating a 
strategy for increased competitiveness. The framework chosen was the Capability 
Maturity Model (CMM). The group formed to implement the CMM across all software 
teams was the Software Engineering Process Group. The SEPG stored the measurements 
of the improvement activities in a Software Process Database.  
The methods used in this demonstration to extract data from the SPD for input 
into KIMS that were described in the previous chapter are elaborated in the following 
section with the results of the KIMS validation.  
Results 
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The four-step process to execute KIMS (Collect Metrics, Consolidate Data, 
Evaluate Current Model, Evaluate Results – as detailed on pages 140-141) was applied 
during the following four steps. The KIMS method used the IT department data to 
generate marginal utility vectors. The result of this process demonstrates the validity of 
the KIMS model. 
Step 1 – Collect Metrics 
The Software Process Database (SPD) is the name suggested by the Software 
Engineering Institute as standard nomenclature for a historical repository of site process 
and product data related to CMM goals. A requirement for CMM Level 3, the SPD stores 
data taken to measure the organization’s standard software processes and the resulting 
software work products. Measures of cycle time, defects, and labor effort, and schedule 
are collected. At CMM level 4, the quantitative process management requirement 
software teams must analyze measurements and make adjustments to maintain process 
performance within acceptable limits. Software teams must also assess customer 
satisfaction for the software quality management requirement, which is also retained in 
the SPD. 
Despite its name, the SPD used by the SEPG is not a database. It is, rather, a loose 
repository of a variety of measurements, metrics, and raw data. It is the repository of 
historical process and product data related to CMM goals, containing monthly data of 
metrics for cycle time, work product size, defects, and estimated versus actual effort and 
schedule. SEPG members would monthly collect data extract and consolidate data from 
the spreadsheets into various presentations for management and for the software project 
teams. 
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The data as stored in the federated SPD required some adjustments for this 
dissertation to enable presentation of that data consistently from table to table. The need 
for the adjustments arose because SPD data formats might change (for example, from 
integer to decimal numbers), or because the spreadsheet organization might vary from 
year to year. In some cases, the data was not in the SPD, but was instead extracted from 
Excel add-ins hidden behind charts of PowerPoint presentation slides. In all cases, the 
SEPG-collected data was consistent with its expected purposes as called out by the CMM 
processes. This allowed for year-to-year comparisons. Five specific metrics for the 
measurements are reflected in Table 3 through Table 7. Each is described below. 
The labor hours expended for each software element newly developed or changed 
was extracted from the SPD is shown in Table 3. This was a density measurement of 
labor hours allocated to each software configuration item. Table 3 shows labor hours 
averages for each year. While most data in the SPD is monthly, only yearly averages 
were available for labor hour densities. This difference in stored data did not affect the 
results of the KIMS model because the demonstration of the KIMS method uses yearly 
data, as elaborated later, in the description of Table 8. 
Table 3. Labor Hours per Software Element 
1998 1999 2000 2001 2002
0.57 0.50 0.34 0.24 0.25
 
Defect detection rates from the SPD are tabularized in Table 4, which contains 
monthly data of pre- and post-release defect rates. Defects, also termed pre-release 
escapes, were reported if found during development, and if found after release were 
termed post-release production escapes. 
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Table 4. Defect Detection 
 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1998     
Post-
Release 
1.8 2.4 2.6 1.8 2.2 2.0 2.0 1.8 1.6 4.2 1.6 2.3
Pre-
Release 
1.5 1.2 1.5 1.4 1.7 1.8 1.0 1.8 1.8 1.3 1.0 1.7
1999     
Post-
Release 
3.0 2.3 2.0 1.9 2.0 2.6 2.1 1.3 1.5 1.9 0.7 0.7
Pre-
Release 
1.5 1.5 0.7 0.8 0.5 0.3 1.0 1.0 0.5 2.2 1.0 0.7
2000     
Post-
Release 
1.4 1.2 0.6 0.6 0.5 0.4 0.6 0.8 0.8 0.8 0.8 0.7
Pre-
Release 
0.7 0.4 0.7 0.4 0.5 0.5 1.3 0.6 0.5 1.2 0.3 0.6
2001     
Post-
Release 
0.9 0.8 0.8 0.7 0.4 0.8 0.6 0.9 0.5 0.4 0.4 0.3
Pre-
Release 
0.4 1.1 1.5 1.6 0.5 0.8 0.4 0.5 0.3 0.4 0.9 1.1
2002     
Post-
Release 
0.6 0.7 0.8 0.3 0.6 0.6 0.2 0.4 0.3 0.7 0.6 0.2
Pre-
Release 
0.9 0.3 1.2 0.6 0.7 0.5 0.8 0.9 0.7 1.0 0.4 0.4
 
Table 5 shows the cycle time for small changes to production systems as the 
average number of hours from diagnosis or specification development to re-insertion to 
production for changes previously estimated to take less than 40 hours. Most changes to 
production systems were small in terms of the time from the start of the change to 
production implementation. Changes taking over 40 hours were treated differently and 
not tracked in the SPD. Large changes were considered new development, which during 
this five-year period were not common. Since the prevailing environment was one of 
software systems maintenance, each development project was monitored separately, with 
metrics inconsistent project to project. 
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Table 5. Cycle Time – Small Change (< 40 hours) 
 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1998 30.9 47.4 28.4 128.4 43.7 51.6 34.9 65.8 60.8 41.3 22.2 47.6
1999 50.1 40.5 49.1 28.9 53.7 28.3 30.8 29.3 19.0 53.6 43.6 63.0
2000 66.7 39.7 33.5 45.6 20.7 25.1 65.1 28.3 18.0 16.5 19.8 35.2
2001 18.6 52.7 41.3 23.4 28.7 25.9 39.9 25.2 29.1 38.1 23.8 23.9
2002 28.3 24.4 22.7 29.5 45.3 34.1 25.8 34.1 38.0 24.2 34.9 26.2
 
Table 6 contains average labor hours required for each element changed. An 
element is a software component. It can range from an individual configuration item such 
as a subroutine or configuration file, up to modules, programs, or subsystems. Definition 
of an element was left to the discretion of each software team within the broader 
guidelines defined by the SEPG. This allowed for the differences between projects, such 
as a project team’s relationship with its customer, the nature of the software technology 
(internally developed code, commercially purchased “off the shelf” software, or 
variations in computer languages and make/build tools). Definitional differences between 
teams did not lead to confusion from conflating dissimilar measurements. Behind this 
allowed difference was an implied ontology of data type likeness, an “is-a” relation. 
Unlike cycle time, which measured flow time, this metric showed the actual labor hours 
to make a change. 
Table 6. Labor Hours per Element Changed 
 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1998 0.62 0.87 0.80 0.80 0.85 0.72 0.80 0.94 0.53 0.59 0.51 0.49 
1999 0.41 0.43 0.62 0.20 0.76 0.56 0.64 0.70 0.68 0.24 0.33 1.06 
2000 0.26 1.11 1.27 0.55 0.73 0.58 0.67 0.57 0.23 0.89 0.80 0.47 
2001 0.29 0.38 0.39 0.53 0.23 0.09 0.32 0.39 0.51 0.68 0.31 0.48 
2002 0.39 0.34 0.40 0.39 0.73 0.64 0.19 0.60 0.39 0.52 0.71 0.50 
 
Customers, the owners and sponsors of a system, were surveyed monthly using a 
nominal scale of 0 to 5 for a variety of topics such as perceived quality, value to the 
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business, responsiveness of the software team, and cost. This definition, similar to the 
approach used in defining software elements, was normative. For purposes of this 
dissertation, the raw scores of each surveyed topic were combined into a single composite 
monthly score summarized as Table 7. 
Table 7. Customer Satisfaction 
 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1998 3.74 4.01 3.95 3.88 4.04 3.83 3.94 4.29 3.85 4.13 4.07 4.07
1999 4.18 3.94 4.14 4.02 4.19 4.12 4.05 4.01 3.99 4.02 4.24 3.98
2000 3.98 3.73 3.75 4.14 4.29 4.14 4.14 4 4.44 4.29 4.21 4.22
2001 4.30 3.91 4.22 4.32 4.17 4.24 4.20 4.22 4.24 4.35 4.07 4.43
2002 4.17 3.95 4.13 4.13 4.13 4.44 4.38 3.92 3.90 4.13 4.21 4.27
 
The five metrics covered measurement areas that include financial data and 
intangible data. An assumed knowledge structure of the metrics and their associations 
was informally assumed. Given that a CMM level 2 or level 3 organization has not yet 
reached the degree of maturity for broad and deep penetration of decisions based on 
factual measurements, this was a reasonable expectation of findings in the evaluation of 
the IT department data. This assumed knowledge structure arose in the prevailing shared 
culture of the IT department, and through an appreciation of the goals defined by 
management and conveyed to the software engineering teams by the SEPG. 
The financial data was an indirect measurement. This applied to “labor hours per 
software element,” and to “labor hours per element changed.” Both labor hours 
measurements were translated into dollar metrics. Labor hours were translated into 
accounting costs, since both straight dollars per hour and burdened dollars were known (a 
burdened hourly rate includes allocations for fixed and variable overhead cost). 
Management preferred, however, to measure this factor in terms of engineering staff 
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activity for regular reporting to the staff. This is the form used in the metric space 
calculations. The marginal utility calculations of Step 3 use the dollar values. 
Similarly, “defect detection” and “cycle time” could have been translated into 
dollars, but management believed it was more meaningful to trace the software process in 
terms of quality and schedule. Defect detection is a rate density; cycle time is elapsed 
calendar time. Finally, “customer satisfaction” is an intangible measurement, but a 
critical nominal rating. It is a direct inquiry into achieving competitive advantage, and 
was secured by surveying internal and external customers for their assessments of 
perceived quality in the IT department’s products and services. 
Step 2 – Consolidate Data 
The next step, Consolidate Data, ran the data collection actors in the individual 
dataflow graphs of the logically joined conceptual graphs. From five years of metrics in 
the tables drawn from the SPD, sample year-end metrics were used as inputs to the KIMS 
calculations. While monthly data was collected in the SPD, for purposes of this 
demonstration year-end figures for five consecutive years is adequate to compare and 
contrast the vector spaces. The intent of this demonstration of KIMS is to show how the 
methodology works and to validate the underlying conceptual graphs work. The intent is 
not to revisit the CMM appraisal of the IT department. CMM appraisal was performed 
informally every year, and outside experts certified by the Software Engineering Institute 
performed appraisals for credit. 
The year-end metrics used to validate KIMS are shown in Table 8, reflecting the 
results of the Collect Metrics step of the KIMS process. It is a subset of Tables 3 though 
7. The six elements in each row are the observed knowledge measurements, the kn of 
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each observation, for that year. The first column, “Labor Hours per Software Element,” is 
taken directly from the data row in Table 3. The column, “Labor Hours per Element 
Changed,” is the December column of Table 6. The next two columns of pre- and post-
release defect data are copied from the corresponding two December columns of Table 4. 
In a like manner, “Cycle Time,” and “Customer Satisfaction” columns are the same as the 
December values of Table 5 and of Table 7. The population data progression through 
time is generally linear, although the model does not strictly require linear data. 
Table 8: Year-end CMM Progression Data 
 
Labor Hours 
per 
Software 
Element 
Labor Hours
per 
Element 
Changed 
Defect 
Detection 
(Pre-
Release) 
Defect 
Detection 
(Post-
Release 
Cycle 
Time 
Customer 
Satisfaction
1998 0.57 0.49 1.7 2.3 47.6 4.07 
1999 0.50 1.06 0.7 0.7 63.0 3.98 
2000 0.34 0.47 0.7 0.6 35.2 4.22 
2001 0.24 0.48 1.1 0.3 23.9 4.43 
2002 0.25 0.50 0.4 0.2 26.2 4.27 
 
The data of Table 8 thrown off by the software engineers’ CMM efforts was used 
as inputs to successive runs of KIMS. The first run established the initial results for the 
year 1998. Each subsequent run indicated the knowledge improvement for a year as 
measured by the stated management goal areas. (These were 20 percent less project cost, 
30 percent improved schedule time, and up to 60 percent fewer software defects. Details 
on how these goals were set are on pages 142-143.) Each run following the initial year 
run was compared to the previous year to find the marginal improvement for that year, if 
any. Instantiating and running the model with real-world data extracted from the SPD 
confirmed the objective KIMS model. As stated earlier, the intent here was to validate the 
KIMS model, not to demonstrate the success of the IT department CMM effort. (SEI-
certified outside experts used formal assessments to measure that success.) 
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Conceptual graphs incorporating actor symbols are termed dataflow graphs. The 
KIMS joined dataflow graphs are depicted in Figure 10 of Chapter 3. The linear form of 
this graph from that chapter is reproduced in the four sentences below: 
[Situation : [KnowledgeWorker : *kw{ }] –> (Agnt) –> [Product : *prod] 
–> (Use) –> [Process : *proc]]. 
[Proposition *proc : [Product : &prod] –> <Measure> –> [Metric : *mprod]]. 
[Proposition *prod : [Product : &proc] –> <Measure> –> [Metric : *mproc]]. 
[Proposition : [Metric : &mproc, &mprod] –> <GenSpace> –> [Mspace : *mspace{}]]. 
In the dataflow graphs, KnowledgeWorker is a concept. It is the type that refers to 
the software engineering project team tokens that populate the set *kw{*}. The concept is 
many-valued. Product and Process are each instantiated with project team data from 
Table 8, in *prod and *proc respectively. The actor Measure then calculates metric sets 
mprod{*} and mproc{*} from which GenSpace calculates the KIMS space. 
An example clarifies this process. Recall that management had set goals for 
performance improvement. These goals were 30% reduction in labor hours per software 
element, 50% reduction in labor hours for each element changed, 50% fewer pre-release 
defects, 10% fewer defect escapes into production, 25% less cycle time, and an average 
customer satisfaction score of 4.5. These target values for each metric appear in the 
“Goal” row of Table 9. For 1998, *proc is first loaded with |0.57 – 0.30| process data. 
This corresponds to labor hours per software element. This is the absolute value of the 
captured data for 1998 minus the target value. Similarly, *prod is first loaded with |1.7 – 
0.5|, representing the pre-release defects metric for product data less the defect reduction 
target. The calculation continues for all of the 1998 data, loading each data element by 
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row into either *proc or *prod. This procedure is repeated for each row of Table 8. In the 
table, the dc are the city block distance metrics.  
Step 3 – Evaluate Current Model 
Step 3 produces the first results usable for assessing the process of the knowledge 
management program. The result of repeated running of the datagraphs for each row of 
Table 8 calculates the KIMS spaces of Table 9. 
Table 9. Minkowski Metric Calculations 
  
Labor Hours 
per 
Software 
Element 
Labor Hours
per 
Element 
Changed 
Defect 
Detection
(Pre-
Release) 
Defect 
Detection 
(Post-Release
Cycle 
Time 
Customer
Satisfaction
Goal 0.3 0.5 0.5 0.1 25.0 4.5 
k1998 0.57 0.49 1.7 2.3 47.6 4.07 
dc 0.27 0.01 1.2 2.2 22.6 0.43 
k1999 0.50 1.06 0.7 0.7 63.0 3.98 
dc 0.20 0.56 0.2 0.6 38.0 0.52 
k2000 0.34 0.47 0.7 0.6 35.2 4.22 
dc 0.04 0.03 0.2 0.5 10.2 0.28 
k2001 0.24 0.48 1.1 0.3 23.9 4.43 
dc 0.06 0.02 0.6 0.2 1.1 0.07 
k2002 0.25 0.50 0.4 0.2 26.2 4.27 
dc 0.05 0.00 0.1 0.1 1.2 0.23 
 
The table contains the distance measurements dc for each metric. For example, the 
labor hours per software element in 1998 is dc = d Labor HoursPerSoftwareElement = 0.27. The set 
of six different metrics therefore generates a Minkowski 6-space for each year, where the 
elements of the space conform left to right to the rows of Table 9 as follows: 
M1998 = <  0.27,  0.01,  1.2,  2.2,  22.6,  0.43 > 
M1999 = < 0.20,  0.56,  0.2,  0.6,  38.0,  0.52 > 
M2000 = < 0.04,  0.03,  0.2,  0.5,  10.2,  0.28 > 
M2001 = < 0.06,  0.02,  0.6,  0.2,  1.1,  0.07 > 
M2002 = <  0.05,  0.00,  0.1,  0.1,  1.2,  0.23 > 
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Figure 12. Five years of Minkowski metric spaces. 
These metrics may be illustrated diagrammatically, as shown by the thumbnail 
sketches in Figure 12. Each graph corresponds to the results of the Evaluate Current 
Model step, one for each year-end. In each graph, kyear are the observed metrics, dc 
contain the calculated distance metrics of the measurements, and the dc together in each 
row form the vector representing the Minkowski metric space for that year. 
The format for the graphs of Figure 12 was chosen to present the idea of a metric 
space. These “radar charts” form an enclosed polygon that gives the reader an intuitive 
understanding of relative areas. The perceived area of the successive polygons intuitively 
suggests the progress toward the goals. A smaller area represents improvement over the 
previous year. Similarly, the perceived length of each side of a polygon can be compared 
to corresponding sides of other years. Alternative presentations using such common 
methods as bar charts or line charts, whether stacked or otherwise, do not depict the space 
as clearly as the radar chart form. 
Step 4 – Evaluate Results 
The final step of the KIMS process, Evaluate Results, computes marginal utilities. 
The total costs for years 1998 through 2002 are $1,174;116; $1,191,744; $1,081,516; 
$1,111,192; and $1,117,647, respectively. Each is divided equally among columns of 
Table 4, which are then assigned to the four marginal utility categories of Cost, Quality, 
2.5 
M1998 
2.5 
M1998
2.5 
M2000
2.5 
M2001 M2002 
2.5 
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Delivery, and Satisfaction. Of the six columns in Table 4, “Labor Hours per Software 
Element” and “Labor Hours per Element Changed,” being similar, together account for 
(1/6 + 1/6=) 1/3 of the total cost in a year. In a like manner, “Defect Detection (Pre-
Release)” and “Defect Detection (Post-Release)” account for an additional 1/3 of cost. 
“Cycle Time” and “Customer Satisfaction” are allotted 1/6 of the total cost. 
The yearly marginal utilities from this allocation and according to the marginal 
utility formula of equation 10 for each year are shown in Table 10, below. 
The low utilities for delivery and satisfaction in 1999 and 2001 reflect a 
reallocation of priorities by the IT department as the engineers worked to eliminate any 
Y2K calendar problems. The excellent marginal utilities in the year 2000 reflect the 
results of the IT department reaching the CMM level 3, a major accomplishment. The 
lower values of 2001 represent the Boeing-wide introduction of lean manufacturing 
systems based heavily in commercial off-the-shelf (COTS) software systems. 
Table 10. Yearly Costs and Marginal Utilities 
Year 
Labor 
Cost 
Labor 
Cost 
Utility Quality 
Quality 
Utility Delivery 
Delivery 
Utility Satisfaction 
Satisfaction 
Utility 
1998 $391,372 -- $391,372 -- $195,686 -- $195,686 --
1999 397,248 -5,876 397,248 -5,876 198,624 -2,938 198,624 -2,938
2000 360,505 36,743 360,505 36,743 180,253 18,371 180,253 18,371
2001 370,397 -9,892 370,397 -9,892 185,199 -4,946 185,199 -4,946
2002 372,549 -2,152 372,549 -2,152 186,274 -1,076 186,274 -1,076
 
Validation, Conclusion, and Chapter Summary 
The results of the four steps of the KIMS method have been shown by 
demonstration to validate the KIMS model. The calculated and graphically displayed 
results showed that executing the conceptual graphs and agents with five years of 
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historical data from a software engineering improvement program results in numerically 
and visually meaningful interpretations of knowledge management programs. The KIMS 
model was validated against its requirements as specified in Chapter 3, showing that 
KIMS meets its intended use. The KIMS model and method successfully generated 
Minkowski metric spaces to portray graphically the progress against knowledge 
management goals intended to achieve competitive advantage.  
The results of applying the KIMS model and method have been shown to be 
successful in measuring process improvement in knowledge creation and knowledge 
sharing. This was shown by data derived from the adoption of the CMM framework at an 
IT department at a division of an aerospace company. This department deployed the 
CMM framework as a way to instantiate management goals for increased internal and 
external competitiveness. KIMS correctly measured the progress of knowledge 
promotion and sharing within the CMM framework. 
The ease of applying the model, and the results of the metrics validate that KIMS 
is well suited to calculate and display knowledge improvement metrics for decision-
making regarding knowledge management programs. In particular, conceptual graphs 
were shown as sufficient to produce successive marginal utility calculations, displayable 
graphically, as a means to judge progress toward knowledge management goals. 
If properly managed, organizational change can be adaptive, reacting to problems 
or environmental changes, similar to a simple feedback cycle. Argyris and Schön (1978) 
recommended “double-loop” learning, a method of organizational learning that not only 
detects and corrects errors, but also changes the underlying organizational processes by 
modifying its underlying norms, policies, and objectives (p. 3). Compared to adaptive 
learning, this is proactive learning, in which organizational changes are made 
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deliberately, the organization learns. A second-order “deutero-learning” model defines 
the learning process itself as improved using double-loop learning. KIMS was shown to 
provide the means to review and learn from the successes – or failures – of the recent past 
during continuous knowledge improvement programs. The next chapter further discusses 
the use of the KIMS model and method, along with implications and recommendations. 
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Chapter 5 
Conclusions, Implications, Recommendations, and Summary 
Conclusions 
This dissertation pursued two tracks in the field of knowledge management. One, 
the organizational management track, analyzes the tie between organization theory, the 
use of technology, and decision-making for process improvement. The other track has not 
been traditionally closely associated with knowledge management. It is the knowledge 
representation branch of artificial intelligence, which is concerned with the use of 
structures of concepts. The first track is the behavioral view of knowledge; the second is 
the structural view of knowledge. The joining of the organizational management track to 
the knowledge representation branch of artificial intelligence field is still in its infancy. It 
was a goal of this dissertation to blend the two tracks. This is an avenue of pursuit still in 
its early steps, and not well researched. The means to the goal was through the 
application of the Knowledge Improvement Measurement Space (KIMS) method. KIMS 
answers the problem that managers lack specific organizational metrics to make effective 
selections from among possible alternatives by merging elements from both views into 
the KIMS model. 
The knowledge management problem presented for solution in this dissertation is 
encountered by those charged with knowledge management programs. The problem is 
that managers lack specific organizational metrics to inform decisions. Without 
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appropriate metrics, it is difficult to make effective selections from among possible 
alternatives for knowledge management initiatives. This limits the results of knowledge 
management programs to leverage the collective knowledge of collaborating groups of 
knowledge workers. Knowledge mangers are restricted in their allocation of resource 
alternatives due to limited finite resources and competing demands for those resources. 
Resources to be allocated include elements of knowledge management programs such as 
employee training in communities of practice, in organizational goals, and in new or 
modified business and technological standards and processes. Other resources include 
computerized groupware and organizational infrastructure tool selection and acquisition, 
as well as other enabling resources to be dispersed among groups of knowledge workers. 
Effectively selecting from alternatives is an improvement problem of satisficing. 
The goal of the dissertation was met. It was to formulate KIMS, a tool to aid in 
knowledge management process improvement. KIMS is a marginal utility metric vector 
derived from principles of organizational theory and knowledge representation. KIMS is 
intended to measure progress toward an organization’s management of knowledge to 
achieve competitive advantage. The results of applying KIMS provide managers with 
guidance in where to direct knowledge management improvement efforts targeted as 
specific groups of knowledge workers over time. The knowledge manager needs a direct 
management framework for analysis of knowledge processes that is grounded in well-
justified research. 
The demonstration in the previous chapter validated the KIMS model by 
instantiating the model with real-world data from a subset of actual measurements from a 
knowledge improvement program, in this case an application of the Capability Maturity 
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Model. The model was shown to be easy to use, and yielded valuable numerical 
information with trends that may be understood graphically. 
Two aspects of KIMS were validated, one static and one dynamic. The static 
aspect is an algebraic structure. It is the Minkowski metric space generated by the agents 
of the conceptual graphs. This metric space represents a snapshot in time regarding the 
state of a knowledge management program. Successive spaces over time can be 
compared to determine progress toward meeting knowledge management goals. Metric 
space comparisons can also indicate what portions of a knowledge management program 
are succeeding, or should be adjusted, as revealed by individual marginal utilities of 
successive measurements. 
The dynamic aspect that was validated is the KIMS method. This is the four-step 
process to use KIMS (collect metrics, consolidate into a Minkowski metric space, 
evaluate the current model, and evaluate results). A simple algorithmic procedure 
separates KIMS processes into four easily teachable activities. 
These results show five strengths of the KIMS model and process. 
1. KIMS blends research from several disciplines that is relevant to knowledge 
management. 
2. KIMS is easy to use. It shows that a logical model drawn as conceptual graphs 
with actors is readily computable. 
3. The model and the method are easy to understand. This is due to the 
straightforward process and to the conceptual graphs that yield a model space 
of results. 
4. Graphical depictions allow for more rapid comprehension of groups of 
concepts.  
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5. It applies knowledge management measurements with an underpinning of 
knowledge representation techniques. 
Three weaknesses of KIMS are similar to those of other tools or methods. 
1. It requires a knowledge management program with clearly articulated goals. 
In contrast, many organizations do not develop objectives for knowledge 
management, merely adopting a fad much like business process re-
engineering, and similar trends du jour. As was shown, measurements (and 
the resulting metrics) cannot compensate for a poorly defined program to 
improve and share corporate knowledge. 
2. It requires an underlying organizational strategy. This is a corollary to the first 
weakness. Goals are most easily reached through the application of tactics, 
processes, staffing, and resources marshaled around a formulated and 
disseminated strategy. 
3. A tool is only as useful as the abilities of the tool user. Knowledge managers 
less skilled in their trade, or in organizations that lack process maturity to 
manage through the analysis of data and facts, will be less successful in using 
metrical tools. 
Implications 
The work described in this dissertation contributes to the blending of 
organizational management with artificial intelligence. This coupling of knowledge 
management and knowledge representation is still in its infancy. Academic research into 
organizational learning and knowledge representation is split into disciplinary silos 
variously drawing from organizational studies, computing technologies, and information 
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science. These superficial borders limit integration of the two related subjects. The 
popular business management literature focuses on quick patches and rule-of-thumb 
techniques to be blended into a company’s organizational fabric. The computing and 
information technology trade press further obscures a clear view of the organizational 
learning and knowledge management fields because of its bias toward promoting 
technology deployment through the sale of computer software and database systems. 
This dissertation examined the tie between organization theory, the use of 
technology, and decision-making for process improvement with the knowledge 
representation branch of artificial intelligence. The knowledge representation field is 
structural; the knowledge management field is behavioral. The KIMS model and method 
thus provides the structure to join the two fields through the mechanism of measurements 
and metrics. 
The cultural implications for organizations, ontological structures, organizational 
learning and communities of practice, benchmarking, concepts of intellectual capital, and 
organizational strategy combined in the development of KIMS. The specific 
contributions of each are differentiated below. The elements form the operational and 
philosophical basis for KIMS development. The way each was involved in the KIMS 
demonstration is presented. 
Ontological Foundations of Knowledge Management 
Understanding a prevailing culture is necessary to improve the state of knowledge 
in a society and in an organization. This comprises the ontological foundations of 
knowledge management. Nevo and Wand (2005) enumerated five impediments when 
applying information technology to facilitate organizational memory, relating to 
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contextualized information, to distributed locations and repositories, to the tacit nature of 
knowledge, to its volatility, and to the need to validate at least some knowledge from 
either outside the organization or from an internal, but unfamiliar, source. 
KIMS applied concepts of culture as a means to identify performance 
measurements in the management of knowledge. This may be observed in the selection of 
metrics chosen by the IT department managers as reflective of their understanding of the 
core measurements of the software development and maintenance process. These 
measurements represent management’s understanding of the software context in which 
the IT department provides products and services to the Boeing Company. The software 
context defines the objects of interest. Those objects were instantiated into measurable 
items. While for the IT department this was informal, it just as easily could have been 
derived from a taxonomic description of the business process. That informality is due to 
the relative maturity of the department. As the knowledge of software processes was 
expanded and shared among the software engineers, so too was management learning 
more about the use of facts, data, and metrics analysis of the improvement cycles. 
Performance diagnosis through KIMS was shown to be a process that recognizes and can 
monitor cultural characteristics of the organization. This includes not only the workers, 
but also the knowledge managers and decision-makers – the people involved in 
performance improvement. 
Conceptual Structures for Knowledge 
Consistent knowledge improvement processes succeed when practices in the 
organizational culture are tied to strategic goals. Ontological foundations must be 
quantified to formal knowledge representations. KIMS used concepts of knowledge 
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representations as defined through organizational strategic goals to form the basis of the 
predicates in the conceptual graphs. The conceptual graphs with actors then provided the 
computational engine to calculate the metric space that reflected the measurements drawn 
from the joined predicates. These were shown to portray the results of the underlying 
execution of the knowledge improvement activities of knowledge management. The 
strategic goals of the IT department revolved around increasing competitive capability. 
The specific techniques arose from the choice of the CMM as the methodological 
framework to reach the goals. KIMS metrics show that even dissimilar measurements can 
be combined into a single metric space to allow comparison of results to desired progress. 
Organizational Learning 
Organizationally held knowledge, whether tacitly in workers' minds or explicitly 
in documents, manuals, or knowledge bases, may be managed to achieve organizational 
goals. If codified explicitly in documents, manuals, or knowledge bases, it must first be 
interpreted by a suitably trained and experienced person into tacit form before it can be 
applied to problem solving. Whether tacit or explicit, organizationally held knowledge 
may be managed to achieve organizational goals. Improving an organization’s 
management of knowledge is intimately related to the ability of the organization to retain, 
expand, and exploit the learning of its people. The study of this is organizational learning, 
of which knowledge management can be considered an applied specialty. Organizational 
learning examines the ways to improve the detection and correction of errors in the 
policies and processes of an organization by increasing the ability of its members to 
perform useful work. As an extension of organizational learning, knowledge management 
specifically examines the creation and retention of knowledge with a view to exploit that 
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knowledge by combining information technologies with people’s creative and innovative 
capacity. 
KIMS is intended to measure continual knowledge management processes. The 
results of knowledge management improve the sharing of knowledge and add to the 
existing knowledge pool. Organizational learning and knowledge management is a way 
to help achieve organizational objectives. KIMS reveals the progress toward those 
objectives. 
KIMS is intended to measure continual knowledge management processes. This 
was shown in the metrical and graphical results of applying the KIMS model to the 
Wichita IT department data. The results of knowledge management improve the sharing 
of knowledge and add to the existing knowledge pool. This shows that organizational 
learning and knowledge management is a way to help achieve organizational objectives. 
Communities of Practice 
Communities of practice form to share knowledge. Most emerge independently, 
from workers themselves. It can, however, be fostered by management. Creation of and 
participation in communities of practice cannot be mandated, but managers can put in 
place the environment that encourages them. Regardless of the cause of emergence, once 
in place the development or exploitation of them for organizational objectives is of 
concern to knowledge managers. The study of communities of practice is part of the 
discipline of organizational learning. The development or exploitation of them for 
organizational objectives is of concern to knowledge managers. 
KIMS can help determine the penetration of knowledge sharing. A community of 
practice is a vehicle for applied organizational learning. The diffusion of successful 
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knowledge management programs results in shared understanding among workers. This 
shared understanding is put to work to increase productivity, to reduce costs, and to 
improve competitive position. 
The SEPG, the group charged with implementing the CMM, not only trained the 
software staff in the use of the CMM model tailored to site needs, but also promoted 
commonality in terms and in project teams’ documentation that represented the explicit 
knowledge of the engineering practices. As those practices matured in terms of CMM 
compliance, the SEPG also transferred best practices among the teams. This increased 
process knowledge was reflected in shared common practices, improvements to software 
quality, reduced development or maintenance cost, and decreases in the cycle time of 
development or maintenance schedules. KIMS indirectly measured the communities of 
practice by directly measuring the outcomes in quality, costs, and delivery times. 
Benchmarking and Best Practices 
The need to measure the amount of knowledge, perhaps a kind of intellectual 
capital, has grown in importance in organizations. Judging the results of knowledge 
improvement practices requires measurements, but the traditional ways of business 
management are inadequate. Knowledge does not suffer the scarcity problems of tangible 
assets (Kreiner, 2002). On the contrary, in a stable culture, it is cumulative and grows on 
its own (Morris, 2001). Whether or not knowledge can be capitalized (Drucker, 1994; 
Wilson, 2002; Miller, 2002), it must still be measured by organizations that wish to 
remain competitive. 
Accounting systems do not easily valuate intangibles such as intellectual property. 
Knowledge especially is difficult to valuate since it, uniquely, may increase over time. It 
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is held in the minds of workers. Through their knowledge exchanges, problem-solving, 
and creativity, knowledge grows. Benchmarking techniques measure such intangibles. 
The borrowing and application of best practices is a means to deploy these kinds of 
knowledge sharing processes and business practices. 
The ontological properties recognized in the conceptual graphs account for not 
only financial data of the kind normally generated by the execution of business activities, 
but also those kinds of objectives not easily captured by financial mechanisms. These 
include the successes or failures of communities of practice, employee morale, and job 
satisfaction. KIMS can incorporate such non-physical attributes into the composite 
measurements in the metric space. 
Intellectual Capital and the Economics of Knowledge 
Intellectual properties have become a central resource for companies to create 
wealth. Continual market segmentation defines customers ever more narrowly. The need 
for intellectual property management arises because markets now demand shorter product 
development cycles, with stronger competition that drives cost and pricing reductions. 
This drives a recurring need for marginal improvements in competitive advantage. The 
dynamic process of knowledge exchange may be measured by improvements over time. 
The metric for the measurement of this dynamic process is the transaction costs incurred 
when transferring or creating knowledge, or less directly, by measuring the costs of 
improvement efforts. 
Intellectual capital in the form of corporate knowledge held by workers is at the 
core of KIMS. Knowledge, like other intellectual properties, is problematic due to its 
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intangible nature. The sets of metric spaces from successive KIMS applications permit 
the comparison of the present to past efforts at managing knowledge. 
The dynamic process of knowledge exchange may be measured by improvements 
over time. Knowledge, like other intellectual properties, is problematic due to its 
intangible nature. It is difficult to valuate in an accounting sense. The indirect 
measurements included progress toward meeting the management goals of 20 percent 
less project cost, 30 percent improved schedule time, and up to 60 percent fewer software 
defects. These were the non-financial benchmarks that were selected as targets as 
measured by KIMS in successive knowledge improvement cycles. The intellectual capital 
increase was shown by the KIMS graphs that depicted the marginal utility calculations of 
the conceptual graphs agents. Marginal utilities were implemented in KIMS as a means to 
address the intangible nature of knowledge as intellectual capital. 
Organizational Strategy 
Organizational goals are reached by articulating a strategy. This takes the form 
not only of statements of intent and of goals, but also of methods and tactics. Strategy, 
therefore, also applies to the management and improvement of organizational knowledge. 
Business processes – tactics – then are deployed to implement the strategy. Eastern 
concepts that are most closely related to intangible assets like knowledge are increasingly 
seen in knowledge management, stemming in part from the Nonaka school of knowledge 
management, from such military practices as Boyd’s OODA loop, and in adoption of 
elements of the Toyota Production System. 
Burgelman (1983) described two conflicting social models regarding how strategy 
develops. On one hand, strategic activities are induced by the firm's current concept of 
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corporate strategy. This is "structure follows strategy.” While organizational policy is 
developed from strategic concepts, strategies often emerge from a haphazard process of 
simultaneous top-down from management and bottom-up from lower organizational 
levels. The resulting strategy then forms the basis to organize resources and people to 
reach organizational goals. This induced strategy derives from the organizational 
structure. This kind of bi-directional strategy formation is congruent with the distributed 
decision-making diffused through levels of the organization. This distribution is a 
principle of knowledge management. 
No knowledge management activities can be fully successful unless they are 
aligned with business goals. Strategies are formulated to articulate organizational goals. 
Knowledge improvement practices are thus best viewed as one of the tactics undertaken 
to realize the strategy. KIMS was shown to be a tool that aids in the implementation of 
plans for knowledge management that define the choices made during improvement 
efforts. The results of the efforts for increased sharing or re-purposing of knowledge 
assets (whether tacit or explicit, codified knowledge), improving processes, and 
producing better products or services) should be measurable. KIMS is a suitable metric 
tool to help manage knowledge programs. 
The Wichita IT management intent was to define a strategy and a framework for 
the strategy to increase efficiency and customers' perceived quality in software 
development of new software systems, and in the modification and sustainment of 
existing software applications. Increasing efficiency meant decreasing project cost, 
decreasing project cycle time (schedule), and increasing the quality of work products. 
Increasing perceived quality meant improving customer satisfaction, primarily by 
improved quality of delivered software applications and increased responsiveness to 
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customer desires by the IT staff. The results of the KIMS method demonstrate that it is a 
means to measure the results of the specific methods and tactics used to realize the 
strategy for competitive advantage. 
Recommendations 
Recommendations are presented in two kinds. First, possible direct extensions to 
KIMS and the KIMS method are suggested. This is followed by additional, possible 
research areas in knowledge management and knowledge engineering. Additional 
research areas arise from the blending of the behavioral and structural fields of study, 
areas still sparsely addressed in the literature. 
KIMS is Extendable 
The KIMS model can be extended. The model developed in Chapter 3 used first-
order equations. Some knowledge metrics, however, may be non-linear. Data 
transformation techniques can recast the data into a linear form suitable for metric space. 
An example might be a measurement that by its nature has diminishing returns over time. 
Consequently, the underlying non-linearity might be masked marginal utility. Modeling 
that underlying equation with a different formula, perhaps in this hypothetical example as 
a logarithm, would cast and extend the simple Minkowski metric into a different form. 
Similarly, the standard Laplace transformation may be used for data that appears to 
spread over time. Logarithmic and Laplace transformations are only two of the common 
data transformation used in, for example, statistics to make the numerical domain under 
study easier to manipulate and to understand. In these cases and others needing data 
transformations based in calculus, the resulting equations are Riemann tensors. Such 
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differentiable tensors are subject to a variety of mathematical treatments readily brought 
into the conceptual graph actors in KIMS. 
Since some measurements taken of knowledge management processes may be 
normative (such as an arbitrarily set metric for an improvement goal), or interpretive 
(such as survey scoring 1 to 5 on a Likert scale), nonparametric statistics can be collected 
for KIMS measurements and calculated by the actors of the conceptual graphs. This 
supports the benchmarking measurements that are apparent in many knowledge 
management programs. 
In addition to first-order equations, this implementation of KIMS employs 
conceptual graphs utilizing simple first-order logic. This may also be extended. By 
adjusting the first-order axioms, other basic logics can form the basis for the KIMS 
calculation engine. For example, by redefining equality as similarity, and restricting the 
use of universal quantification, KIMS can utilize description logics such as those used in 
the Semantic Web, allowing for the suite of tools and databases associated with semantic 
technologies. Higher order logics, such as temporal or belief logics, can also be realized 
in properly formulated conceptual graphs. Temporal logics are useful when the truth of 
comparisons change over time. Such would be the case when objectives change, or when 
an organization reaches a higher level of knowledge management capability that changes 
how the present and past should be compared. Belief logics are useful when definite 
statements about conditions are difficult to make. This is the case when reasoning over 
intangible events or imprecise facts, exactly the case when focusing on the intellectual 
asset properties of knowledge. Belief logics and Bayesian belief revision are currently 
subject to active research in quantitative knowledge representation. 
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Areas for Future Research 
Uniting organizational management with knowledge representation is still in its 
infancy. This dissertation blended the two disciplines to develop a method to measure 
knowledge improvement. Other research in the behavioral view (knowledge 
management) and the structural view (knowledge engineering) is not yet well researched. 
The bodies of knowledge in each of these fields are extensive. The two, however, have 
proceeded independently.  
Knowledge management research is fragmented. It is mainly empirical. There is a 
lack of consensus regarding methodology, and theory (Guo & Sheffield, 2007). 
Knowledge management could benefit from an injection of the kind of rigor found in 
knowledge representation and related areas such as logics, machine intelligence, and 
decision sciences. Conversely, knowledge representation could benefit from knowledge 
management in the application of pragmatic approaches to organizational development. 
The use of KIMS is not limited only to the knowledge management domain of 
software process improvement demonstrated in this chapter. It is applicable in any area 
concerning the management of knowledge to achieve organizational goals. Further, as 
long as measurements are required – and after all, what is not measured is not really 
understood – the KIMS model and method may be applied to any goal-oriented process. 
Such subject areas have been outlined in the literature review of Chapter 2. These include 
structured strategy development; organizational management, including attempts to 
change a prevailing culture; organizational learning (which was shown to subsume 
knowledge management); and the valuation of intellectual property. Researchers in each 
of these subjects may find the principles of KIMS applicable. 
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Metrics are only meaningful if the underlying measurements concisely describe 
the subject under study and analysis. For knowledge management, this requires a set of 
concepts to be measured that are coherently organized. Just as the KIMS model is a 
formal method based in conceptual graphs, so too should a knowledge management 
program be organized into a set of goals stated as concepts that are arranged into a 
structure that reflects the goals and practices of management and of knowledge workers. 
This typically is some ontological structure. Such structures can take many forms. The 
simplest, dictionaries and thesauri, merely disambiguate terms, but do not imply an 
underlying structure (although one might exist). Concepts that refer to key ideas and facts 
of interest may be arranged into a taxonomy, or even formal lattices of concepts. 
Taxonomies and lattices better portray a hierarchy of terms. This hierarchy can be 
exploited for knowledge management. 
Ontologists are primarily concerned with developing static descriptions of 
concepts and concept relationships. Lacking in their work is a means assess dynamic 
activity, such as changes to structure over time, or assessment of relative viewpoints of 
different ontology users. A brief summary for possible additional research along these 
lines follows. 
 In a knowledge domain, there are several stakeholders. They range from owners 
and sponsors, to managers, and to knowledge practitioners and ordinary workers. Each 
kind of stakeholder has a different understanding of goals and the utility of improvement 
processes, and each has a different set of expectations. These differences lie in prevailing 
organizational culture. The culture, however, contains subcultures corresponding to the 
experience and expectations of the stake-holding group. KIMS has been shown to be a 
useful measurement system that can account for values held by a group and by 
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subcultures within the group. Improving the interpretation of concepts being measured 
will obviously improve the quality of measurement. This would require a structure for 
concepts and relationships, one of the purposes of a formal ontology. 
Improving the concepts to be measured requires two cooperating activities. The 
first is to develop an ontology of the domain. This is a formal structure with hierarchies 
of related concepts. Each level of the hierarchy represents the interests of a particular 
stakeholder. The second cooperating activity addresses the nature of the concepts, and 
their assignment to a place in the ontology. This is a question of culture, answered by 
evaluating each subculture (Schiffel, 2007). One method to examine cultural issues with 
this intent is through organizational semiotics. Normalizing the concerns of stakeholders 
into an ontological hierarchy can result in better metrics. Organizational semiotics 
coupled into knowledge management metrics can lead to a better appreciation of the 
cultural issues in knowledge management. 
Chapter Summary 
The problem addressed in this dissertation is that managers lack specific 
organizational metrics to make effective selections from among possible alternatives for 
knowledge management initiatives to leverage the collective knowledge of collaborating 
groups of knowledge workers. KIMS satisfies the need for systematic, explicit, and 
deliberate control of knowledge processes. The results of using KIMS demonstrated that 
KIMS is a solution to the problem. The underlying principles and mechanics of KIMS 
need not be taught to users, thus providing managers with a straightforward, algorithmic 
method to assess the results of knowledge management programs. KIMS can easily be 
incorporated into an organization's knowledge management program to measure 
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competitive advantage by increases in shared knowledge. The method (developed in 
Chapter 3 and demonstrated in Chapter 4) met the goal of the dissertation, which was 
identified as developing a marginal utility metric vector that satisfies the problem of 
quantifying the results of stages of knowledge management programs. 
The KIMS method was validated through a demonstration derived from data 
produced by the Information Technology group at the Wichita division of The Boeing 
Company. This IT group determined in the middle 1990s that their competitive position 
needed to be enhanced through increased efficiency and in the quality perceived by 
customers in software development, delivery, and maintenance. The chosen vehicle was 
compliance with the CMM framework. Data thrown off during the implementation of the 
CMM and collected in their Software Process Database was used to instantiate several 
cycles of KIMS execution. Each KIMS run indicated the knowledge improvement for a 
year as measured against the stated management goal areas. Each run following the initial 
year run was compared to the previous year to find the marginal improvement for that 
year. This validated the KIMS model and procedure. 
KIMS creation was guided by the three-fold definition of knowledge management 
as (a) the identification and analysis of available and required knowledge assets needed to 
solve problems, (b) the identification and analysis of the processes related to knowledge 
acquisition and use, and (c) the planning and control of actions to develop both the assets 
and the processes to fulfill organizational objectives. This definition encompasses the 
contextual, tacit, and explicit attributes of knowledge. As a measurement tool, KIMS 
allows progress in a knowledge management program to be evaluated periodically. This 
can chart the progress of delivering strategically useful knowledge throughout an 
organization, satisficing the effectiveness of an enterprise’s knowledge, putting 
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knowledge assets to work, and renewing them constantly. In addition to principles from 
behavioral science, and from knowledge representation and conceptual structures, KIMS 
development drew from economic transaction theory, applying active agents in 
conceptual graphs to gain comparison metrics employing marginal utility theory. These 
elements, blended in a KIMS metric space, yield distance calculations using the city-
block technique over measurement vector spaces. The measurements to be quantified into 
metrics vectors may be similar or dissimilar, based on benchmarks or financially oriented 
intellectual property measurements, but in all cases enable quantifiable metrics for 
knowledge improvement measurements. 
In addition to defining a formal structure for the metric space, a four-step process 
to deploy KIMS was developed. The steps included (a) collect metrics and run the data 
collection actors in the individual dataflow graphs of the logically joined conceptual 
graphs, (b) consolidate the individual metrics into a Minkowski metric space, (c) evaluate 
the current model state to determine whether sufficient knowledge capability has resulted 
from the recent improvement efforts, and (d) evaluate the results in terms of the 
knowledge management program and act on the decisions. 
During the course of this dissertation, several topics related to the history and 
practice of knowledge management were reviewed. From the idea that there are 
behavioral aspects of knowledge management, the basis for knowledge as a response to 
control and adaptation in a surrounding culture was examined. That is, knowledge as 
information put to practical use is grounded in culture. The way in which people in 
organizations learn and transfer that learning into organizational culture led to a review of 
communities of practice and knowledge sharing. 
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From the idea that there are structural aspects of knowledge management, the 
ontological basis for knowledge, formal conceptual structures to represent knowledge 
(culminating in a review of conceptual graphs) and other technologies for knowledge 
representation were examined. Pragmatism, underlying much of the knowledge 
management literature, was contrasted with logical positivism as the preferred way to 
think about knowledge principles and knowledge management. Also contributing to the 
development of KIMS, the economic valuation of knowledge, including marginal utility 
as a way of comparing a current measurement to the recent past was reviewed. Finally, 
since knowledge management improvement programs are part of an organization’s 
strategy, which must also integrate organizational values implied in the culture, principles 
of business strategy were considered. 
Since knowledge is managed to maximize the effectiveness of the enterprise’s 
knowledge, systematic, explicit, and deliberate management of knowledge processes is 
required. This was shown to require formal structures, i.e., knowledge representation 
methods employed to structure concepts logically. Research in the separate behavioral 
knowledge management discipline and the structural knowledge engineering discipline 
has historically been separate. This separation led to the development of the central 
problem posed in this dissertation regarding the lack of metrics for decision-making 
during the course of knowledge management programs. This dissertation blended 
concepts from the management of knowledge with the representation of knowledge in an 
attempt to bring the two disciplines closer. 
A measurement tool such as KIMS was shown to provide suitable metrics of 
knowledge management through a formal, repeatable process based in knowledge 
representation. Derived from the two disciplines of knowledge management and 
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knowledge engineering, KIMS is based on principles of organizational learning and 
knowledge management, and applies knowledge reasoning technology to organize and 
encourage aspects of knowledge management such as knowledge sharing to increase 
organizational capability in competitive advantage. The knowledge management 
discipline lies in management theory and information technology, and arose in response 
to the need for competitiveness via problem solving efficiency. The knowledge 
engineering discipline, in contrast, is artificial intelligence formalism for the description 
and management control of ontologies and logics constructed for some useful purpose. 
The exposition in this paper bridged the gap in previous literature and studies between the 
two fields. Associated research questions were stated, including cultural issues, economic 
concerns, strategic principles, communities of practice, and formal concept organization. 
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Appendices 
These appendices provide the mathematical and logical background and 
definitions that appear in this dissertation, and describe the data source for the KIMS 
model validation. 
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Appendix A 
 
Graph Theory 
A graph is a finite collection of points, called vertexes (or nodes), connected by 
line segments, called edges (arcs). The position of the vertexes and edges is not important 
to the actual layout of a graph, except for readability. There are, however, some 
invariants regardless how a graph is drawn or redrawn. The number of vertexes, and 
edges connecting them, does not change for a given graph. Also invariant is the valence 
(degree) of each vertex. The valence is the number of edges that join to the vertex, 
showing the amount of “connectedness” of the vertex. In the figure below, the valence of 
vertex A is 0. Vertexes C and D each have valence of 3. Vertex B has a valence of 4. 
Even though one of the edges is connected at both ends to B, each connection is counted. 
 
C
A
B
D
 
 
 
 
 
 
Finite graphs can be described completely by specifying the vertexes and edges in 
set notation. Two sets are used, one for the vertexes, one for the edges. In the above 
graph, the vertex set is { A, B, C, D }, and the edge set is { {B, B}, {B, C}, {B, D}, {C, 
D}, {C, D} }. The order of the entries in both sets is not important. 
Formally, a graph G is an ordered pair of disjoint sets (V, E), such that E is a subset of 
the set V2 of unordered pairs of V. V defines the set of vertexes. E defines the set of 
edges. An edge joins the vertexes a and b. Each edge element of E is given either as  
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(a, b) for unordered pairs in an unordered graph, or as <a, b> of ordered pairs in a 
directed graph, or digraph. The graph below illustrates an instance of the formal 
definition. 
 
V = { A, B, C } 
 
V2 = { (A, A), (A, B), (A, C), (B, A), (B, B), (B, C), (C, A), 
(C, B), (C, C) } 
 
E = { (A, B), (B, C), (B, C), (A, C) } 
Because the set E is unordered, (A, B) is the same as (B, A). C
A
B
Further discussions on formal definitions may be found in standard graph theory 
textbooks (Godsel & Royle, 2001, pp. 1-18; Bollobas, 1998, pp. 1-28). 
Euler originated the study of graphs around 1736, after observing a citizens’ 
pastime in Königsberg, Prussia. Townspeople on Sunday outings around Frederick the 
Great’s capital city would try to cross all the bridges across the Pregel River without re-
crossing any bridge. The picture portrays the land, islands, and those bridges. 
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Notice that the following graph is equivalent to the Königsberg Bridges problem. 
The shape of the edges and location of the vertexes are not important. 
 
 
 
 
 
 
 
 
A graph is defined only by its system of connections and nodes. Since graphs can 
be used to represent any system of connections, they are useful in systems and software 
engineering. A few uses include: 
• Data analysis, knowledge representation, semantic networks  
• Connection problems, scheduling problems, transportation problems 
• Network analysis, critical path analysis  
• Set theory, group theory, search algorithms 
Note that in the following graph the edges are directed; they can be traversed only 
in one direction. Note also, as shown earlier, that not every vertex in a graph need be 
connected to another vertex. 
 1 2
3 4
 
 
 
 
 
 
The above digraph could be defined as the two sets:  
N = {1, 2, 3, 4} 
 
A = { (1, 2), (2, 4), (4, 1) } 
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Note that an edge of a digraph is defined as an ordered pair. Edge (a, b) is the arrow 
going from vertex A to vertex B. In non-directed graphs, the edges are a set of unordered 
pairs. Undirected graphs are a subset of directed graphs where each edge (a, b) coexists 
with the edge (b, a). Unordered pairs are usually notated (a, b), while ordered pairs are 
notated with angle brackets: <a, b>.  
Additional definitions and concepts in graph theory are provided below. 
Acyclic. A graph with no cycles is acyclic. A tree is a connected acyclic graph. 
Adjacent. Two vertexes are adjacent if they are connected by an edge.  
Bipartite. A graph is bipartite if its vertexes can be partitioned into two disjoint subsets 
U and V, such that each edge connects a vertex from U to one from V. A bipartite graph 
is complete if every vertex in U is connected to every vertex in V. If U has n elements 
and V has m, then the resulting complete bipartite graph is noted by Kn,m. The graph 
below is K3,3.  
U
 
 
 
V
 
Bipartite graphs are useful when representing relationships between two different concept 
definitions. In knowledge engineering, U could be the set of domain concepts; V could be 
the set of domain relations. The edges connect one concept through its relation to another 
concept.  
Circuit. A circuit is a path that ends at the vertex it began. A loop is a circuit with length 
of 1.  
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Complete graph. A complete graph with n vertexes (denoted Kn) is a graph with n 
vertexes in which each vertex is connected to each of the others (with one edge between 
each pair of vertexes). Complete graphs are planar; they can be drawn in two dimensions. 
Here are the first five complete graphs:  
 
   
 
   
 
 
Connected. A graph is connected if there is a path connecting every pair of vertexes. A 
graph that is not connected can be divided into connected components (i.e., disjoint 
connected subgraphs). The graph below is comprised of three connected components. 
 
 
 
Cycle. A path in a graph that starts and ends at the same vertex and includes other 
vertexes at most once. 
Digraph. A digraph (directed graph) is a graph in which the edges are directed. A 
digraph is a (usually finite) set of vertexes N and set of ordered pairs <a, b> defining the 
edges. The vertex A is the initial vertex of the edge, and B is the terminal vertex.  
 
 
 
 
 
 
Edge. A line connecting vertexes of a graph, also called an arc. 
K1 K2 K3 K 4 K5
A
B
C
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Graph. A graph is a finite collection of points, called vertexes, connected by line 
segments, called edges. 
Path. A path is a sequence of consecutive edges in a graph. The length of the path is the 
number of edge traversed. T
 
 
he next graph has a path length of 4.   
 
 
 
Tree. A tree is a connected acyclic graph. 
Valence. The valence (or degree) of a vertex is the number of edge ends at that vertex. In 
 a valence of 3.  
 
 
 
 a digraph, the valence ma  in-valence and the out-valence. The 
sum is the valence of the vertex in the underlying undirected graph. 
1
2
3 
4
 
 
 
 
the following graph, all of the vertexes have
 
 
 
In y be divided into the
Vertex. The vertex is a point of a graph, which is also called a node.  
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Appendix B 
 
Falsification, Ontological Commitment, and Justified True Belief 
Falsification and Fallibilism 
While Popper’s falsification resembles Peirce’s fallibilism, he was not aware of 
Peirce until the 1950s. In Of Clocks and Clouds, Popper (1966) said he wished he had 
known of Peirce's work sooner. Popper did not dispute Hume’s observation that 
inductively derived principles of science can never be certain. Instead, falsificationism 
essentially reverses the inductive process.  
"Metal is solid at room temperature" is scientific even though false. "Traditional 
Chinese medicine does work" is, taken on its own, unscientific although its basis in yin-
yang theory may be valid. The first is scientific because one can eliminate it if it is false: 
austenite, a strong, flexible form of steel, can be liquid at room temperature, as is the 
metal, mercury. Either of the counter-examples shows modus tollens at work (Modus 
tollens states, “If A then B; not B; therefore not A."). The second assertion is unscientific 
because even if it were false we could not get rid of it by confronting it with an 
observation that contradicted it; there is no scientific way to dispute Taoist yin-yang 
theory. While not scientific or logically valid, such beliefs are often the prevailing state of 
the real world (Popper, 1959, p. 75). 
Falsifiable theories enhance control over erroneous thinking, thus expanding the 
knowledge of what can be said about the world. For Popper, the growth of human 
knowledge proceeded from observed problems and attempts to solve them (Zalta, 2002). 
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Popper emphasized the role of imagination in the creation of theory. To explain 
anomalies with respect to earlier theories, creative thinking must reach beyond existing 
knowledge and therefore requires a leap of the imagination. Popper characterized 
scientists as problem-solvers with the requisite imagination. Their structural view of 
knowledge management arises from the relationships discovered when solving scientific 
problems. 
Ontological Commitment 
Ontological commitment is the set of assumptions and assertions made about the 
existence of objects in a formal system. In a formal theory of concepts and objects, the 
values of the variables in the theory are limited strictly to the concepts and objects in the 
formalism (Quine, 1969, pp. 93-96). This amounts to a logical quantification of the 
Platonic realm of the unobservable. In order to show that a theory contains an object, or a 
given class of objects, ontological commitment principle requires the theory to be true 
only if the object exists. His ontological commitment argument is based in predicate 
calculus, especially in the implications stemming from the use of the existential qualifier 
of logic to assert something exists. This is both the strength and weakness in ontology 
engineering. Knowledge can be manipulated by computer systems, even shared by 
different computer systems where formal mappings exist among their specification 
languages. Tacit knowledge, however, is not easily represented this way. Knowledge 
engineering is not well suited to deriving new knowledge creation from seemingly 
dissimilar domains of existing knowledge. Logically joining dissimilar ontologies will 
lead to a loss of pragmatics and semantics. 
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Ontological commitment is both the strength and weakness of the structural 
viewpoint of knowledge. The strength is that knowledge can be manipulated by computer 
systems, even shared by different computer systems where formal mappings exist among 
their specification languages. The weakness is that tacit knowledge is not easily 
represented this way, especially when attempting a leap to new knowledge creation by 
joining elements of seemingly dissimilar domains of existing knowledge. 
Justified True Belief 
The concepts of “knowledge” and “belief” are related, but should be distinguished 
(Genesereth & Nilsson, 1987, p. 208; Levesque & Lakemeyer, 2000, pp. 196-197). A 
person may “know” something that is in fact false – a belief. Some instances of justified 
true belief exist that are not knowledge (Gettier, 1963, pp. 121-123). 
The view that knowledge is “justified true belief” was widely held by 
philosophers as far back as Plato, who wrote how Socrates and Meno tried to define 
knowledge exactly. In the dialog, Socrates conjectured that knowledge is “a true belief 
that is tied down.” This notion held sway through Descartes, and was accepted by the 
logical positivists (Allix, 2003). It is still held by many knowledge management thinkers 
today, among them the seminal Nonaka (1994), and Krogh and Ichijo (MacKinnon, 
2001). Knowledge and belief are not the same idea (Genesereth & Nilsson, 1987, p. 208; 
Levesque & Lakemeyer, 2000, pp. 196-197). A person might know something to be false. 
The person would not possess a falsehood; rather he or she would believe that something 
to be false. Similarly, an intelligent agent would not have a fact in its database that was 
false: it would have a fact that was formulated as a belief that the fact was false.  
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Gettier (1963) showed, however, that cases of justified true belief exist that are 
not knowledge (pp. 121-123). The Gettier problem demonstrates that justified true belief 
is not itself sufficient to define for knowledge, but that some other condition is also 
necessary. Gettier formulated the problem like this:  
S knows that P if and only if 
1. P is true,  
2. S believes that P, and  
3. S is justified in believing that P.  
An example of this reasoning is as follows (p. 123): Suppose that Smith knows 
that Jones owns a Ford because he has seen it, ridden in it, etc. Also suppose that Smith 
has a friend, Brown, and that Smith currently does not know the location of Brown. 
Therefore, Smith randomly selects three place names at random and constructs the 
following three valid propositions via logical disjunction:  
1. Either Jones owns a Ford, or Brown is in Boston.  
2. Either Jones owns a Ford, or Brown is in Barcelona.  
3. Either Jones owns a Ford, or Brown is in Brest-Litovsk.  
Smith has correctly inferred the three disjunctions from a proposition for which he has 
strong evidence. Smith is therefore completely justified in believing each of these three 
propositions.  
Imagine that Jones does not own a Ford, but is driving a rented car. Also, imagine 
that, by coincidence and unknown to Smith, Brown happens to be in Barcelona. Despite 
these two conditions, Smith does not know that Brown is, in fact, in Barcelona, does not 
necessarily believe it is true, and is not justified in believing that Brown is in Barcelona. 
Justified true belief is not sufficient to form knowledge. 
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Although justified true beliefs originate in cultural and social activities, and 
become codified tacitly or explicitly both by individuals and collectively in the social 
climate of an organization, justified true belief is not the same as knowledge. Ontologies 
that structure knowledge components into coherent relationships must not ignore 
principles of epistemology. The epistemological Gettier problem is important to the 
knowledge engineer because of its effect on the ontologies they develop to model beliefs. 
The process to exchange knowledge between tacit and explicit forms, the process of 
managing that transformation, and the development of knowledge as intellectual capital 
useful to the organization all depend on valid and truthful knowledge. Useful 
understanding, creation, and transfer of knowledge depend on flaw-free reasoning in the 
management of knowledge. Structures built on erroneous beliefs – built on faulty belief 
systems – are worse than useless; they may contribute to organizational failure when 
developing or sustaining competitive advantage. 
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Appendix C 
 
Systems Theory 
Systems theory is a level of theoretical model building that lies between highly 
generalized mathematical models and specific theories of specialized disciplines. A 
system can be defined, “… as a set of elements standing in interrelations. Interrelations 
means that elements, p, stand in relations, R, so that the behavior of an element p in R is 
different from its behavior in another relation R’” (Bertalanffy, 1969, pp. 55-56). In his 
General System Theory (1969), Bertalanffy stated that a system could be defined 
mathematically and in different ways (pp. 19, 56). Different domains – examples are 
psychology and humanities, biology, and the physical sciences and engineering – may 
require different approaches to modeling. He also suggested that different mental models, 
“systems ontologies,” lead to different interpretative approaches (p. xxi).  
Boulding (1956), another pioneer in systems theory, proposed that a general 
theory of systems should provide for a continuum of theories. These can guide the 
construction of knowledge and knowledge systems. He constructed a nine-level hierarchy 
of increasingly complex systems. Beginning with closed frameworks, the hierarchy 
continues to open, transcendental systems. Mechanical systems give rise to social 
systems. This continuity, in order of increasing complexity, is shown in Table 11. 
Boulding noted that one advantage of this systems hierarchy is that it aids in uncovering 
the present gaps in both theoretical and empirical knowledge. In terms of knowledge 
management, without a systems hierarchy, attempts at knowledge sharing will “grind to a 
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stop in an assemblage of walled-in hermits, each mumbling to himself words in a private 
language that only he can understand” (Boulding, 1956, p. 198). 
Table 11. Boulding's Hierarchy of Systems 
System Type Generic Type  
1. Frameworks Closed 
2. Clockworks  
3. Thermostats  
Mechanical Systems 
 
4. Cells  
5. Plants  
6. Animals 
Biological Systems 
 
7. Humans  
8. Social organizations  
9. Transcendental  
Social Systems 
Open 
 
Levels 1, 2, and 3 are physical or mechanical systems. These are the hard systems, 
the province of physical science and engineering. The middle three mainly concern 
biological systems, the province of biologists and botanists. The highest three levels 
concern the social sciences, humanities, and religion. Progressing from level 1 to 9, the 
systems become softer and more open. Closed systems follow the second law of 
thermodynamics; open systems do not – they grow. The conflict between the two 
converging approaches to knowledge management (i.e., the structural and the behavioral) 
may be seen as a conflict of the boundaries of levels 6, 7, and 8. 
Boulding’s hierarchy can also be applied in greatly restricted domains (perhaps 
too restricted, at least in Boulding’s original sense), as seen in Nielson’s (2001) use of it 
to categorize knowledge-based systems. Nielson’s adaptation of Boulding’s hierarchy is 
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shown in Table 12. The examples have been slightly simplified from Nielson’s original 
hierarchy. 
Table 12. Boulding’s Hierarchy of Systems as Modified by Nielson 
Level Name Example 
1 Frameworks: 
Static Structures 
 
Intranet, portals, static Web pages used in-
house 
2 Clockworks: 
Simple Dynamic Systems 
 
Internet, extranet, e-mail, portals used with 
external audiences 
3 Cybernetics (Thermostats): 
Closed Loop Systems 
 
Collaborative systems (e.g. Lotus Notes 
used in-house) 
4 Cells: 
Self-maintaining systems 
 
Information processing in open systems 
(e.g., Lotus Notes used with customers and 
suppliers) 
5 Plants: 
Systems of differentiated 
and interdependent parts 
 
Exchange of “Best Practices” to spur 
growth 
6 Animals: 
Systems displaying self-
awareness and neurological 
control 
 
Neural networked and similar systems of 
training to ingrain individuals with 
identifying patterns; the acquisition of 
knowledge for its own sake. 
7 Humans: 
Systems that display self-
consciousness with the 
ability to abstract. 
 
People as individuals, each with their own 
values, mission, competencies; the 
acquisition of knowledge to guide behavior 
8 Social organizations: 
Systems built on collective 
shared identification, with 
defined roles/symbols 
 
Mission-driven systems to promote 
knowledge-sharing that focus on the 
organization, including the interaction of 
human, intellectual, social, and structural 
capital 
9 Transcendental: 
Systems of unknowns and 
unknowables 
Systems of strategic and future planning, 
capable of responding to unknown 
challenges or threats 
 
 
198 
Appendix D 
 
Lambda Calculus 
In the 1930s, the logician Church (1941) developed the lambda calculus (λ-
calculus) as a way to make calculations easier that involve combinations of functions or 
operators. The basic idea is to simplify the arguments by introducing an auxiliary 
operator to stand in for functions and operators. This allows them to be combined to form 
additional operators. Using his new method, Church could study the foundations of 
mathematics using functions rather that sets. 
Consider the following two functions that yield similar results over the range of 
values the function variables can take on: 
f(x) = x – y, g(y) = x – y 
Church arbitrarily chose the symbol λ to construct expressions to differentiate the 
meaning among operations (in this case, between f(x) and g(y)). λ-converting the above 
two functions, Church would write 
f = λx.x – y, g = λy.x – y 
Below is a λ-conversion of f(0) and f(1). The λ notation specifies what bound 
variable, in this case x, should be replaced by the instances 0 or 1. 
f(0) = 0 – y becomes (λx.x – y)(0) = 0 – y, and 
f(1) = 1 – y becomes (λx.x – y)(1) = 1 – y. 
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While the λ-calculus at first appears to make the situation notationally more 
complicated, it does lend clarity to complicated functions. If instead the original two 
functions were of two variables,  
j(x, y) = x – y, k(y, x) = x – y, the λ-conversion would yield 
j = λxy.x – y, k = λyx.x – y. 
Definitions used in the λ-calculus follow. 
λ-terms. Assume an infinite set of distinct symbols used as variables, each of 
which can take on unique values, and a set (infinite, finite, or empty) of distinct symbols 
uses as constants. In the λ-calculus two basic term definitions hold. 
1. All variables and constants are λ-terms, called atoms. λx and λ5 are atoms. 
2. For any λ-term N and any variable x, (λx.M) is a λ-term, called an abstraction. 
(λy.yz) is an abstraction. 
If S and T are any λ-terms, then (ST) is also a λ-term, called an application. 
(λy.yz)( λz.yz) is an application. 
The λ-calculus is often applied when using conceptual graphs. Conceptual graphs 
may be applied to describe things and relations among them formally. They solve the 
problem of imprecision in natural language. They are also a graphical representation of 
first order logic, the predicate calculus. Because they can express complex, multi-part 
abstractions consisting of many relations, the λ-calculus facilitates computations using 
them. The λ-calculus is at the heart of many programming languages, especially those 
used in linguistics and knowledge representation. The most noteworthy are Prolog, which 
uses the λ canonical forms, and McCarthy’s LISP, which implements the λ-calculus 
directly. Such uses of the λ-calculus enhance the operational compatibility between 
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conceptual graphs and machine representations of them. Detailed presentations of the λ-
calculus may be found in Church (1941) and in Hindley and Seldin (1986). 
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Appendix E 
 
Lattice Theory 
A branch of discrete mathematics and linear algebra, lattice theory is useful in 
formal knowledge representation schema. Definitions in this appendix have been adapted, 
in part, from chapter 2 of Nguyen and Walker (1997), and from chapter 14 of Lipschutz 
and Lipson (1997). 
Background, Sets, and Order Relations 
Many ontologies that structure the relationships about knowledge in some 
problem domain take the form of a lattice. In terms of ontological structures, a lattice is a 
kind of graph that includes generalization relationships. This enables nodes that represent 
knowledge concepts at lower levels of the lattice to inherit properties from related higher-
level nodes.  
A formal definition of a lattice is given in the following pages. What follows is 
some background material: 
Let P (U) be the power set of some set U. Then P (U) is a partially ordered set 
with a supremum and an infimum. Parial ordering will be defined in A.3.2 after the 
following introductory terms and definitions. 
Comments: 
 
• P (U) is the set of all subsets of U.  
• The number of subsets in P (U) is 2 count of U. 
  
Let A ⊆ P (U) and B ⊆ P (U). If A ⊂ B, then A is a proper subset of B. 
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This says: A and B are subsets of the power set of U. If all the elements of the 
subset A are also elements of the subset of B (which has more elements than A), then A 
is a proper subset of B.  
 
efinition 1D : A relation on a set U is a subset R of the Cartesian product U × U.  
Comments
 
: 
 Generally, the Cartesian product of two sets M and N is the set M × N = {(m, n) | 
m ∈ M, n ∈ N}. That is, the product set contains all possible pairs of elements 
where one element is drawn from each set.  
• In addition to a Cartesian product on two different sets, or on a set and itself (like 
in U × U), the idea can be extended to products of any number of sets. If there are 
three sets, D, E, F, the product set will contain triples, {(d, e, f) | d ∈ D, e ∈ E, f in 
F}. 
• In linear algebra, the Cartesian product is sometimes called the cross product. If 
the elements in sets A and B are points along perpendicular axes in a two-
dimensional space, then the elements of the product are the "Cartesian 
coordinates" of points in that space. 
• Cartesian products and power sets are different, but are commonly confused. 
For any elements (x, y) ∈ U× U, either (x, y)∈R or (x, y)∉R. That is, either (x,y) is 
a relation, or it is not. Deciding if it is a relation depends on how a given relational 
operator is defined.  
Comments
 
•
: 
The infix form, xRy, is a common standard mathematical notation to denote  
 
• 
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(x, y) ∈ R. 
• Predicate logic systems often use the prefix form, denoted R(x, y) to denote 
(x, y) ∈ R. 
• Sometimes the suffix form is used, written (x,y,R).  
Partially Ordered Relations and Lattices 
Consider a relation R on a set S that has the following three properties: 
 
• Reflexive –  For any a ∈ S, aRa. 
• Transitive  –  If aRb and bRc, then aRc. 
• Antisymmetric –  If aRb and bRa, then a = b. 
Definition 2: A partial order on a set is a relation with the above 3 properties. Such a 
relation is often denoted using the relational operator “≤". 
Definition 3: A partially ordered set is a pair (U, ≤), where U is a set and ≤ is a partial 
order on U. 
Comments: 
 
• ≤ does not just mean “less than or equal to.” The elements of the partially ordered 
set can be simple elements, or they can be subsets of the set.  
• P (U) is a partially ordered set.  
• If (U, ≤) is a partially ordered set, and if A ⊆ U, then (A, ≤) is also a partially 
ordered set. The partial ordering was induced on A since is a subset of a partially 
ordered set. 
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Definition 4: Let m, n be elements of a partially ordered set S: m ∈ S, n ∈ S. If m 
precedes n, or in n precedes m, then m and n are comparable. If neither precedes the 
other, then they are noncomparable. 
Comments: 
 
• As an example, let the natural numbers N be ordered by divisibility. (2,8) means 2 
divides evenly into 8. 2 and 8 are comparable, as is the ordered pair (5, 15). But 
(6, 8) is not comparable. Thus, the natural numbers are partially ordered, (N, ≤) 
by division. A partial ordering means at least one pair of elements selected from 
the set cannot be compared. 
• Sets can also be comparable. A corollary to the earlier definition of proper subsets 
is that the power set P (U) contains comparable subsets. Other sets can be 
developed as well: Let M be an arbitrary string, M = { d, e, a, g, j }. Among the 
32 subsets of M are: A = { d, e },  
B = { d, e, g }, C = { d, e, g, j }, D = { d, e, a, g }, E = { a, j }, F = { e, d }.  
Observe that the above listed subsets are partially ordered because they can be 
compared lexically: 
A ⊆ Α (reflexive property). 
A ⊆ B, B ⊆ C, and A ⊆ C (transitive property). 
A ⊆ F, F ⊆ A, so A = F (antisymmetric property). 
Notice also that at least some noncomparable subsets exist. In this instance, partial 
ordering means that while some subsets are comparable, at least one subset pair is 
lexically noncomparable. Examples are:  
A ⊆ B, A ⊆ C, A ⊆ C, A ⊆ D, but A ⊄ E, and C ⊄ D. 
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• Start with (U, ≤), a partially ordered set. Now add a further restriction: For all 
pairs of elements x, y in U, if x ≤  y or if y ≤  x, then U is a chain (also called 
linearly ordered). For example, any closed subset of the real numbers R is 
linearly ordered, e.g., the subset [0, 1]. 
Definition 5 (a): Two elements x and y in a partially ordered set may have a supremum. 
This means there may be an element s | x ≤ s, y ≤ s, and s ≤ t for all elements t | x ≤ t and 
y ≤ t. 
Another way of stating it: s is the smallest element greater than (or equal to) both x and y, 
and s is less than or equal to t. It is the least upper bound. 
Definition 5 (b): Two elements x and y in a partially ordered set may have an infimum. 
This means there may be an element s | x ≥ s, y ≥ s, and s ≥ t for all elements t | x ≥ t and 
y ≥ t. 
Another way of stating it: s is the largest element smaller than (or equal to) both x and y, 
and s is greater than or equal to t. It is the greatest lower bound. 
Comments: 
• The supremum or infimum of x and y is denoted sup(x, y) or inf(x, y). 
• Some notations use x∨y for sup(x,y) and x∧y for inf(x, y). In this notation, the ∨ 
and ∧ are operators, called join and meet, respectively. While similar in concept, 
do not confuse these lattice operators with the logical operators “or” and “and.”  
Definition 6: A lattice is a partially ordered set (U, ≤) in which every pair of elements  
(x, y) in U has a sup and an inf in U. Properties of lattices include the following four 
properties: 
idempotence a∧a = a, a∨a = a 
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commutative a∧b = b∧a a∨b = b∨a 
associative (a∧b) ∧ c = a ∧ (b ∧ c), (a∨b) ∨ c = a ∨ (b∨ c) 
absorption identities a∧(a∨b) = a, a∨ (a∧b) = a 
 
Since the join and meet operators satisfy the above algebraic rules, they are equivalent to 
the previous definition of partial ordering. In particular, they define a lattice of the 
relation ≤ on the set U by the following rule: 
a ≤ b if and only if a∨b = b, or equivalently, a∧b = a 
 
Comments: 
• The join operator ∨ may be thought of as “less than or equal” in the following 
broad sense: If ∨ is acting on serial elements, it is the numerical ≤ . If it operates 
on subsets, it is the ⊆ operation, meaning “contained in or identical to.” If it 
operates on concepts and categories, it means “subordinate to.” 
• Similarly, the meet operator ∧ may be thought of as “greater than or equal” in the 
following broad sense: If ∧ is acting on serial elements, it is the numerical ≥ . If it 
operates on subsets, it is the ⊇ operation, meaning, “contains or is identical to.” If 
it operates on concepts and categories, it means “superior to.” 
• The partially ordered set P (U) is a lattice. The original set U is the sup; ∅ is the 
inf. 
• The sup of two sets in P (U) is their union. 
• The inf of two sets in P (U) is their intersection. 
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• Chains are special cases of lattices. For example, the interval [0, 1] is a lattice. 
Chains, unlike lattices in general, always have a sup and inf, which are the 
maximum and minimums of the chain's domain. 
• Here is a summary of operator notations: 
- Least upper bound, supremum, ∨, join 
- Greatest lower bound, infimum, ∧ , meet 
Hasse Diagrams 
Hasse diagrams, named for the mathematician Helmut Hasse (1898-1979), are 
graphs of partially ordered sets. A vertex represents each set element. Its immediate 
successors are placed above the vertex and connected to it by straight edges. The Hasse 
diagram is therefore a directed, acyclic graph. By convention, arrowheads are not used; 
the edges are assumed to point upward. 
Here are simple diagrams for examples. For the set U = { 1, 2, 3, 4 }, x ≤  y or if 
y ≤  x for each pair of elements in U. As seen in section A3.2, the set U is a finite chain. 
Its Hasse diagram could look like the following. 
 4
3
2
1
 
 
 
 
 
For the set U = { 2, 3, 4, 6, 8, 9 } ordered by divisibility, i.e., the sets (2, 4), (2, 6), 
(2, 8), (3, 6), (3, 9), the Hasse diagram is 
 
2 3
4
6
8 9
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Finally, for the lattice L of all subsets of {a, b, c}, and using the subsets as the 
nodes, the Hasse diagram is 
 
{a} {b} {c}
{a, b} {a,c} {b,c}
{a, b, c}
ø 
 
 
 
 
 
 
 
 
 
The table and figure below, derived from Priss (2004), shows an FCA lattice, 
along with the concepts and attributes used to produce it. Conventionally, concepts are 
capitalized and graphed below graph nodes. Attributes are displayed in lower case and 
appear above the nodes. Reading the graph is straightforward. Reading from bottom to 
top, concept Man has attributes adult and male. From top to bottom, the attribute juvenile 
is possessed by concepts Girl and Boy. 
 
female adult
Man
male
BoyGirl Woman
juvenile
female juvenile adult male
Woman
Boy
Man
X
X
Girl X
X
X
X X
X
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Appendix F 
 
Definitions and Notations for Conceptual Graphs 
This appendix summarizes the definitions and notation of conceptual graphs. It is 
adapted primarily from Sowa (2000). Other sources include Sowa (1984), Petersen, 
Schärfe, and Øhrstrøm (2003), Corbett (2003), and Chein and Mugnier (1992). Terms are 
shown in italics, as are symbolic variables. The first section of Appendix F contains 
formal definitions of conceptual graphs and their components. The second section 
contains notations for referents, examples, and miscellaneous usage terms and practices. 
The final section summarizes dataflow graphs, dynamic conceptual graphs with actors. 
Formal Definitions 
Definition 1. A conceptual graph g is a bipartite graph that has two kinds of vertexes, 
called concepts and conceptual relations. “Bipartite” means that every edge of a 
conceptual graph links one concept and once conceptual relation. Edges do not divide or 
merge. A single edge links one concept to only one conceptual relation. Similarly, a 
single edge does not link one conceptual relation to more than one concept. Each edge a 
in g links a conceptual relation r in g to a concept c in g. The edge a belongs to r. It is 
attached to c but does not belong to c. 
• An empty conceptual graph containing no concepts, conceptual relations, or edges is 
called blank. It is a null graph. 
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• A singleton is a conceptual graph containing only a single concept, but no conceptual 
relations or edges. 
• The basic form is a star, containing a single conceptual relation and concepts attached 
to the conceptual relation’s edges.  
• A conceptual graph g of n conceptual relations may be constructed from n star 
graphs, one for each conceptual relation in g. The following two star graphs may be 
combined into a single conceptual graph by overlaying the identical conceptual 
relations: 
1. [Person: John] ← (Agent) ← [Decision: Improve]. 
and 
2. [Decision: Improve] → (Act) → [Skill: TaskEstimation]. 
is overlapped to become 
3. [Person: John] ← (Agent) ← [Decision: Improve] → (Act) → [Skill: TaskEstimation]. 
This may be read, “John decided to improve task estimation skills.” 
Translating Conceptual Graphs. The English translation of conceptual graphs is 
straightforward, and depends on the direction of the arrows. The following two graphs 
are equivalent. 
[A] → (B) → [C]. is read, “A has a B, which is C.” 
[C]  ←  (B) ← [A]. is read “C is a B, namely A.” 
Inside the conceptual graph, the concept and referent are translated in a similar 
fashion: 
[M: N] is read, “M, which is N.” 
The direct translation is often mildly obtuse, requiring a secondary translation: 
[School: NovaSE] ← (Agnt) ← [Grant] → (Thme) → [Degree: PhD]. is parsed, 
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“The School, which is NovaSE, is an agent, namely of grant, and grant has a 
theme, which is degree, which is PhD.” This can be re-phrased into, “The school 
NovaSE grants PhD degrees.” 
Definition 2. Concepts are the objects of interest in some ontology. They may be abstract 
or concrete objects. Concepts are arguments that participate in a predicate relation in 
first-order logic.  
• Every concept c has a type t and a referent t. A concept is notated as  
[Type: Referent]. 
Examples: [Mgr: Jack] states that the referent Jack an instance of the type Manager. 
[Mgr] has no explicit referent. This notation implies the existential 
quantifier, “Some Manager.” 
The [Type: Referent] conceptual graph notation is functionally equivalent to typed 
first-order logic. The traditional formulation, originated by Alonzo Church (1941), is 
the lambda calculus, where bound variables may be denoted by the placeholder 
parameter λ. [Person] can be lambda-converted to (λ Person) in typed first-order logic. 
Definition 3. A type hierarchy is a partially ordered set T. The elements of T are type 
labels t. Each t ∈ T is either primitive or defined in terms of other type labels. The 
partial ordering is defined by subtypes participating in hyponymic relationships. 
• For any concept, the type of the concept is either a type label in T, or a monadic 
lambda expression. 
• The type hierarchy of T contains a primitive supremum, called the universal type T 
and a primitive infimum, called the absurd type ⊥.  
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• Every defined type label has as a definition a monadic lambda expression. A defined 
type label and its definition are interchangeable. 
Example: EmbeddedEngineer = [Engineer: λ] → (Act) → [Skill: Software]. 
This defines the λ parameter as an EmbeddedEngineer. The expression to the right of 
the equals sign can be read as the attributed meryonym, “An Embedded Engineer is a 
kind of Engineer whose skill is software.” 
Definition 4. Conceptual relations are equivalent to the predicates of first-order logic. 
Each conceptual relation r has a relation type t; a non-negative integer for a valence n ≥ 
0; and a signature of r, denoted s = < t1, t2, …, tn >. 
• A conceptual relation of valence n is n-aidic. A 0-adic conceptual relation has no 
edges, and its signature is empty. It is analogous to the null (empty) set.  
• All conceptual relations having the same relation type t have the same valence n and 
the same signature s. 
Examples: The conceptual relation (Agent) has the signature < Person, Decision >. The 
conceptual relation is linked to the first type, Person, which must be a Person or some 
subtype of Person (e.g., Manager, Engineer). Similarly, the second relation type in the 
conceptual relation is attached to a Decision concept, or some subtype of Decision. 
• For a conceptual relation with n edges, the first n-1 edges have arrows pointing 
toward the conceptual relation, and the nth arrow points away. 
Definition 5. A relation hierarchy is a partially ordered set R, whose elements are 
relation labels r. The partial ordering is defined by a hyponymic structure of types and 
subtypes. Each r ∈ R is either a parameter or defined. 
• For each r ∈ R, associate an integer n ≥ 0 called the valence. 
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• For each n-aidic conceptual relation r, the type of r is either a relation label or an n-
aidic lambda expression. The n-aidic lambda expression is the definition of the 
relation label. The relation label and its definition are interchangeable. 
Examples: 
1. Assign a 2-aidic definition of a type, subtype, or instance:  
DecidesToImprove = < John, SystemsEngineer > ≡ < λ1, λ2 > 
2. The conceptual relation [DecidesToImprove] is assigned equivalence to a 
conceptual graph:  
 [DecidesToImprove] =  
[Person: λ1] ← (Agent) ← [Decision: Improve] → (Act) → [Skill: λ2]. 
3. By appropriate lambda conversion using the 2-adic lambda parameters, and 
then by substituting the conceptual relation [DecidesToImprove] by its 
definition, we get an expanded conceptual graph,  
[Person: John] ← (Agent) ← [Decision: Improve] →  
(Act) → [Skill: SystemsEngineer]. 
The resulting expanded conceptual graph can be read, “John decides to 
improve systems engineering skills.” 
Referent Notation, Usage Terms, and Practices 
A referent is made up of two things, a quantifier, and a designator. Either may be 
blank. If present, they appear in that order. Referent syntax is very rich. The following 
summarizes the very rich referent notation. 
Quantifiers. Quantifiers may be existential, defined, or universal. 
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• Existential quantifiers are either implied by a blank referent, or can be made explicit 
by the symbol ∃. It may be paraphrased as "There is a" or simply "A". 
[SystemModel] → [RealWorld]. and  
[SystemModel:∃] → [RealWorld]. 
both mean, “There exists a system model representing the real world,” or simply “A 
system model represents the real world.” 
• Defined quantifiers are those defined in terms of the existential quantifier. There are 
several defined quantifiers that expand on mere existence, shown below by examples. 
– Set quantifier, unspecified set count 
The "{*}" quantifier defines a set of things, which may contain duplicates (i.e., a 
bag rather than a strict set). It can be also indicate plurals. For example: 
[Angel: {*}]  
means, "There are some angels," “Angels exist,” or just “Angels.” The conceptual 
graph 
[Sing]→ (Agnt)  → [Angel: {*}]  → (Loc) → [On High]. 
is "Some angels are the agent of sing. The angels are located on high." That is, 
"Angels singing on high." 
– Set quantifier, specified set count 
Quantities may be represented without the {*} set notation if the meaning is clear. 
Quantities may have delimiters, such as seconds or dollars: 
[Person: Bill Gates] → (Worth) → [Dollars: @46.5 x 1010]. 
"Bill Gates is worth $46,500,000,000." 
 [Meeting: Staff Meeting]→(Dur)→ [Interval: @ 60 min]. 
“A staff meeting lasts 60 minutes.” 
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– Set quantifier, enumerated collection 
Collections, such as {1, 2, 3, 5, 7, 11} or {Tom, Dick, Harry}, may also be 
quantifiers: 
[Past] → 
[Person:{Bill, Paul, Steve, Bob, Bob, Bob, Marc, Andrea, Marla, Gordon}] 
← (Agnt) ← [Found] – 
→ (Thme) → [Company: Microsoft] 
→ (Loc) → [City: Redmond]. 
"Bill, Paul, Steve, Bob, Bob, Bob, Marc, Andrea, Marla, and Gordon founded 
Microsoft in Redmond.” The monadic concept [Past} asserts past tense. 
Quantities with {*} may be augmented with a specific count of the elements in 
the set: 
[Past] → 
[Person: {*}@10] ←(Agnt) ←[Found] – 
 → (Thme) → [Company: Microsoft] 
"Ten people founded Microsoft." 
• Universal quantifiers use the usual logical symbol ∀, so that the referent applies to all 
instances of the given type. For example, 
[Angel: ∀] → (Attr) → [BodilessPower]. 
is the conceptual graph for “All angels are bodiless powers.” 
Designators. Designators may be literals, locators, or descriptors. 
• Literals show the form of the referent through the use of specific syntax. There are 
three kinds of literals: numbers, strings, and encoded literals.  
– Number literals simply show the numerical value of the concept.  
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[DefectCount: 18] states there is a number, in this case 18, associated with 
some instance of “defect count.” 
– String literals are enclosed in double quotations.  
[DefectType: “Coding Error”] assigns the label “coding error” to this instance 
of the concept “defect type.” 
[DefectCount: {*}@18 “CodingError] assigns 18 coding errors to an array 
associated with an instance of “DefectCount.” 
Note: Designators should not be confused with @ quantifiers. [Integer: 7] and 
[Integer: @7] refer respectively to the integer 7 and to seven integers. 
– Encoded literals are shown by guillemets, in the form <literal, string>. The string 
gives the unit types of the literal. 
[DefectDensity: <30, kSLOC>] states that in some software source code, 30 
errors are found in 1,000 source lines of code.  
[Altitude: <25.5, FlightLevel>] states the current altitude is 2,550 feet. 
Locators point to the referent. Pointing can be to some catalog of entities associated with 
the concept. There are two kinds, individual markers, and indexicals. 
– Individual markers specify unique names of individuals from a set of individuals 
associated with the concept.  
– Indexicals are an implementation-defined way of finding the referent. Indexicals 
are prefixed by the "#"-sign. The “#” may precede a pronoun. If the “#” appears 
by itself, it means “this” or “the,” to indicate a specific but unnamed concept 
instance. 
Examples: 
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[Angel: Michael] is the guardian of Moses’ tomb. 
[Angel: #47] is the unique but unnamed individual assigned to 
index 47 in the angelic host. 
[Angel: #he] → (Attr) → [Archangel]. “He is the archangel Michael.” 
[Angel: #]→(Attr)→[Good]. "This angel is good." 
Descriptors are designators that are in turn conceptual graphs. The conceptual graph is 
said to describe the referent. The following example contains a conceptual graph as the 
referent to the concept angel: 
[Angel:[Angel] → (Chrc)→[Substance: Ethereal]] ← (Agnt) ← [God] 
"There is an angel, which can be described as an angel having a characteristic, which is a 
Substance, which is Ethereal, and the angel is an agent of God." In simpler words, "An 
ethereal angel is an agent of God." 
Coreference links 
In conceptual graphs, a dotted line may connect two or more concepts that share 
the same unique referent.. This is more visually apparent in the display form of a 
conceptual graph than the textual form. The two forms below are read, “There is a 
Metric, namely Defect, which has an attribute of Quality. This is the current metric.”  
Metric: #current Metric: Defect Quality Attr 
 
 
[Metric: #current]-----[Metric: Defect] → (Attr) → [Quality]. 
 
Defining labels and bound labels 
The label “*x” is a defining label. The label “?x” is a bound label, which is bound 
in the usual sense of logically bound variables. All appearances of “?x” in a set of 
conceptual graphs in the same context to refer to the concept defined with “*x”. Only one 
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'”*x” is allowed in the same context, to prevent conflicting definitions. Note that some 
notations use a different symbol for binding, “&t” instead of “?t”. 
Defining tense 
Sowa (2000) introduced monadic relations like (Past), (Futr) to express tenses. 
Coupled with relations types like before (Bfor), after (Aftr), and present time (Ptim), 
temporal expressions are possible. The statement “Student: *t wrote a reply {*r} before 
reading the Textbook.” is: 
(Past) Æ  
 [[Student: *t] Å (Agnt) Å [Write] Æ (Thme) –  
 Æ [Reply: {*r}] Æ (Bfor) Æ [Student: ?t] –  
 Å (Agnt) Å [Read] Æ (Obj) Æ [Textbook]]. 
The “?t” is the same student defined by the *t referent. 
Dataflow Graphs 
Sowa (1984) developed the concept of dataflow graphs to represent processes in 
Conceptual graphs. This allows otherwise static conceptual graphs to model dynamic 
behavior. His method introduced the special node <Actor>. An actor is a process that 
responds to messages by performing some services and then by generating messages that 
it passes to other actors. Actors are shown in dataflow graphs inside guillemots: <Actor>. 
Adding actors to conceptual graphs creates dataflow graphs possessing dynamic 
behavior. Just as derived conceptual graphs are built by joining smaller, canonic 
conceptual graphs, actors may be added to form a dataflow graph.  
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Control marks are placed in referent of a concept node, either directly after the 
colon if there is no referent, or, if it is present, after the referent. Control marks placed in 
concepts direct the flow of the computation. There are three types of control marks:  
• Request Marks, written as "?", initiate goal-driven computation that start at the node 
where the desired result is to be returned;  
• Assertion Marks. written as "!", trigger a data-directed computation that start at the 
original data;  
• Neutral Marks, written as "o", have no affect on the computation. Neutral marks may 
be placed explicitly, but are assumed if left out in the absence of request or assertion 
marks.  
For example, the concept [Keyword: ?] has a request mark that asks “which 
keyword,” [Keyword: knowledge!] has an assertion mark that asserts a particular 
keyword called “knowledge,” and [Keyword: Knowledge o] merely presents the concept 
and its referent. Actors are shown in the dataflow graphs of the next section.  
Conceptual and Dataflow Graphs: Display and Graphical Forms 
These four graphs depict both the display and graphical forms of the example 
from Richards and Schiffel (2005) shown in Chapter 3.  
 
a) Conceptual Graph for "Student Writes Reply" 
[Situation:  
 [Student: t] Å (Agnt) – 
  Å [Write: w] Æ (Thme)  
  Æ [Reply: {r}] Æ (Attr) Æ [Keyword: {*tk}]]. 
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b) Conceptual Graph for "Repository of Sentence Keywords 
[Occurent: 
  [Repository: KB] Å (Prod)  Å [Keyword: {*rk}] Æ (Poss) – 
  Æ {Sentence: {*tutorial}]]. 
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c) Dataflow Graph to Extract Keywords from Text 
[Execution:  
 [Reply: {*r}] Æ <Extract> Æ [Keyword: {*tk}] – 
  Æ <Build> Å [Keyword: {*rkey}]  
  Æ [Response: *b]]. 
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d) Three Joined Conceptual and Dataflow Graphs 
[Student: t] Å (Agnt) Æ [Write: w] Æ (Thme) – 
  Æ [Reply: {r}] –  
   Æ (Attr) Æ [Keyword: {*tk}] Æ <Extract> Æ [Keyword: {&tk}] –  
    Æ <Build> Å [Keyword: {*rk}] Æ [Response: *b] 
     Å [Keyword: {&rk}] –  
      Æ (Prod) Æ [Repository: KB] 
      Æ (Poss) Æ [Sentence: {*tutorial}] 
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