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ABSTRAKT
Práce je zaměřena na identifikaci pohlaví z textu výhradně z emailové formy a s tím
spojené současné metody získávání dat a textu. Jejich výhody, nevýhody a možnosti po-
užití. Dále byl realizován program na rozpoznávání pohlaví v programovacím jazyku Java.
V programu Rapid Miner je ukázáno zpracování pomocí různých algoritmů strojového
učení. U obou programů jsou popsány jejich základní vlastnosti, užité metody a pou-
žité operátory při realizaci. Programy byly testovány na reálných datech. Dále jsou zde
uvedeny metody na rozšíření programů. Nakonec jsou zobrazeny příklady jak programy
zpracovávají zadané úlohy.
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ABSTRACT
This bacheor‘s work is focused on gender identification from a text just from an e-mail‘s
form and also contemporary techniques of data mining and text mining. The technique‘s
advantages and disadvantages and options of use. There was realized a program for
recognizing gender in Java. In a program Rapid Miner is demostrated processing various
learning methods. By both programs thete are described their basic attributes, used
methods and operators used in the implementation. The programs were tested ona real
data. Then there are mentioned methods for program‘s extends. eventually there are
given examples as the programs process stated assignment.
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ÚVOD
Rozdíly mezi mluvenou a psanou podobou jazyka jsou způsobeny odlišností situace,
v níž mluvená a psaná komunikace probíhá. V přímém rozhovoru předáváme svá
sdělení nejen slovy. Na našem sdělení se podílejí i neverbální prostředky, kterými
si během mluvení pomáháme. Komunikační partner při přímém rozhovoru snadno
rozezná, zda se jedná o muže či ženu. Při psaném projevu se však můžeme opřít
pouze o jeden kanál a to grafický.
Bakalářská práce pojednává o současné problematice rozpoznávání pohlaví z tex-
tu, o metodách pro jejich zpracování a realizaci algoritmu pro rozpoznávání. Důvodů,
proč se tyto metody vytvářejí a používají, může být celá řada, ale jedním z nich je
obecně celkový nárůst objemu dat, zejména díky internetu a neustále nově vznika-
jícím datovým skladům. Automatické určování pohlaví může být v mnoha ohledech
velikým přínosem. Například z důvodu zkvalitnění služeb zákaznických center, mar-
ketingu nebo vzájemné interakce člověk - stroj.
Cílem této práce je navrhnout program pro rozpoznávání pohlaví z textu pře-
devším z emailové formy. Dále porovnat navržený program s metodami strojového
učení z programu Rapid Miner a v neposlední řadě také vytvořit příslušnou množinu
trénovacích a testovacích dat.
V první kapitole jsou teoreticky rozebrány metody dolování dat z různých forem.
Ať už se jedná o získávání dat z databází, knih, ale i obrazů či videí. Dále jsou zde
uvedeny metody zpracování získaných dat.
V druhé kapitole jsou rozebrány současné metody získávání znalostí textu. Je-
jich rozdělení podle získávání z informačních medií, nebo podle jejich následného
zpracování a jejich další využití v různých odvětvích.
Praktická část je podle realizace algoritmu v různých programech rozdělena na
dvě části. Dále jsou zde uvedeny možnosti využití rozpoznávání pohlaví.
V kapitole zabývající se Javou je navrženo blokové schéma programu, vytvořen
algoritmus pro rozpoznávání pohlaví a popis jak celý algoritmus pracuje. Dále je po-
psána tvorba slovníku, jejich rozdělení a uspořádání hodnot. Nakonec je zde rozbor
hashovací tabulky, která je neodmyslitelnou součástí programu a popis grafické části
programu.
Kapitola o Rapid Miner pojednává o vytvoření algoritmu v programu Rapid
Miner. Je zde zobrazeno blokové schéma programu a rozebrány použité operá-
tory. U každého operátoru je uveden popis a využití v procesu. Dále je rozebrána
tvorba trénovacích a testovacích množin a popsány problémy, vyskytující se při je-
jich tvorbě.
V poslední části jsou v tabulce zaneseny výsledné hodnoty pro program Java
a Rapid Miner. Jsou zde uvedeny vzorce pro výpočty zaznamenané v tabulce a vy-
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obrazena matice záměn pro jednodušší pochopení výsledků. Nakonec jsou nastíněny
možnosti pro rozšíření obou programů.
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1 TEORETICKÁ ČÁST
1.1 DOLOVÁNÍ DAT (DATA MINING)
Data mining je proces analýzy dat z různých perspektiv a jejich přeměna na užitečné
informace. Z matematického a statistického hlediska jde o hledání korekcí, tedy vzá-
jemných vztahů nebo vzorů v údajích.[15] Získávání dat je obecný pojem pro různé
postupy analýzy dat, nemajíc daleko k umělé inteligenci. Nezáleží na tom, jak bylo
znalosti dosaženo, zda dedukcí, vlastním průzkumem, četbou, či snad tradicí. Do-
lování znalostí je zaměřeno na objevování nových forem znalostí pomocí postupů
užívajících jistá data, a to i k potvrzení objevení těchto forem znalostí. Dolování
znalostí se využívá jako soubor uspořádaných dat, kterých je mnoho a jsou větši-
nou nepřehledné. Výsledkem je pak přehlednější forma těchto dat nebo jiné formy,
které se dají dále snáze využít pro jiné účely. Od dolování informací je očekáváno,
že nám ukáže pravdivé informace, které mohly být původně skryté, a které mohou
nově sloužit jako zdroj znalostí pro další rozhodování. Takto nově získané informace
mohou být dále zpracovávány.
Naopak, pokud je hodnot mnoho a jsou zpracovávány do nějakého úhledného
grafu či tabulky, přehlednost a úprava těchto forem dat je mnohonásobně efektiv-
nější, avšak o dolování znalostí se nejedná. Zpracování chybí totiž umělý intelekt
a ten se v tomto případě neuplatní.
Současné metody získávání dat:
• Logické zpracování dat
• Statistické dolování dat
• Shlukové dolování dat
• Neuronové sítě
• Rozhodovací stromy
• Metoda SVM
• Regresní klasifikace
• Metoda rozpoznávání obrazů
Dolování dat může být také rozděleno do různých skupin podle zdrojů a jejich
využití. Jak je vyobrazeno na obr.(1.1)
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Dolování dat
Statistická matematika
Různé metody
zpracováni dat
Různé obsahy databází
Ekonomické a
marketingové potřeby
Obr. 1.1: Příklad rozdělení dolování znalostí
1.1.1 Možnosti zpracování
Následující metody dolování dat mají jednu velkou nevýhodu. Konečně „nekonečné“
množství možností, které je potřeba přebrat a jen ta nejlepší řešení zachovat. To lze
řešit dvěma možnostmi. Buď pomocí tzv. „hrubé síly“, nebo pomocí intuitivního
úsudku. Při využití hrubé síly určitá metoda pracuje sama a očekává se, že skončí
v rozumnou dobu. Toto řešení je velmi náročné na hardware počítače a pro většinu
složitějších analýz není použitelné. V tomto případě bude využit intuitivní úsudek.
Musí být definován algoritmus, který ale nezaručuje korektnost výsledku. Vytváření
algoritmu je součástí každé umělé inteligence. Očekává se, že pokud bude systém
dělat něco podle známých pravidel či z dřívějška získaných poznatků, výsledek bude
zaručený. Intuitivní úsudky jsou tu od toho, aby vždy dobře posloužily. Bohužel
u dolování znalostí tomu tak vždy není. Užívá se například pro náhodnou volbu,
místní vyhledávání, kombinování různých metod, genetické algoritmy a spousty dal-
ších. Každý výrobce či společnost, zabývající se dolováním znalostí, si své metody
dobře skrývá.
1.1.2 Metody dolování dat
Logické zpracování dat
Nynější systémy dolování jsou různé. Záleží na jejich zpracování a vyhodnocování
dat. Data mohou být zpracována například logicky pomocí Booleovy algebry, kde
stačí data převést na dovolené hodnoty. V tomto případě jsou to pouze jedničky
a nuly. Výsledek je pak vyhodnocován pomocí jistých logických pravidel, kterých je
nepřeberné množství. Musí být ale vybrána ta pravidla, která vytvoří pouze zvolená
kritéria. Tato pravidla nesmí být v rozporu s daty a je dosti nepraktické pokud
jsou příliš komplikovaná. V tomto případě stačí označit pouze podmnožiny příčin
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a důsledků, zpracování dat by mělo probíhat automaticky. Podstatou je, že pravidla
se vytváří automaticky „skoro sama“.
Fuzzy logika
Dalším často užívaným algoritmem pro dolování dat je fuzzy logika, kde jsou data
převedena (fuzzyfikována) opět na jedničky a nuly. Zde musí být určen model impli-
kace. Z dat pak jsou použita vytvořená pravidla s největším stupněm pravdivosti.
Statistické dolování dat
Dolování dat též může být prováděno pomocí statistiky, kde je využito metod, jako
je průměrování, rozptyl, korelace, lineární a logistická regrese či četnost vyznačených
případů a dalších.
Na četnosti vyznačených případů je také založen tento projekt. Z textu budou
vybrána a sečtena slova nesoucí hlavní rozdíly v pohlaví. Tato metoda tedy vy-
hodnocuje hodnoty na jisté hladině významnosti. Metod vyhodnocování je několik.
Například lineární, vícenásobná lineární, nelineární a několik dalších. Metoda tak
předpokládá chování systému a z něho pak vyhodnocuje data. Uživatel pak data
musí dále zpracovat a rozdělit pomocí různých kritérií. Většinou postačí příčina, vý-
běr a důsledek. Pomocí výběru bude změněn rozsah dat, která nás zajímají. V zúže-
ném výběru pak budou sledovány změny důsledků na různých příčinách. Vzhledem
k tomu, že zkoumaných příčin v některých případech je mnoho, využívá se metody
umělé inteligence. Výsledkem jsou pak data vyhodnocená danou metodou v zada-
ném rozsahu.
Pomocí statistiky byl ve dvacátém století vytvořen projekt Guha (český vynález),
který umožňuje generovat hypotézy na základě dat uložených v databázích. Guha
se od ostatních systémů liší tím, že je orientován na vytváření hypotéz na základě
dat, pomocí procedur realizovaných na počítači. Základním principem této metody
je nabízet vše zajímavé. U této metody může dojít ke dvěma chybám - chyba zamít-
nutí a chyba nezamítnutí. Chyba zamítnutí - tato chyba nastává, když je původní
hypotéza zamítnuta, i když být zamítnuta neměla. Chyba nezamítnutí je přesný
opak, tedy když by měla být hypotéza zamítnuta a zamítnuta nebyla.
Statistické analýzy jsou objektivní. Existují také analýzy subjektivní, kdy jsou
uživatelé sami přesvědčeni o správnosti analýzy a hledají data pro její nezamítnutí,
a naopak budou více kritičtí na data, která by znamenala zamítnutí analýzy.
Shlukové dolování dat
Shlukové dolování dat se zabývá metodami a algoritmy, pomocí kterých sdružuje
data s podobnými vlastnostmi do skupin (shluků). Snaží se uspořádat získaná data
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do smysluplných struktur, o vytvoření taxonomií. Shluková analýza je nástroj datové
analýzy, který třídí různé objekty do shluků tak, že podobnost dvou objektů náleží-
cích do jedné skupiny je maximální, zatímco podobnost s objekty mimo tento shluk
je minimální. Shlukováním je možné najít vztahy mezi objekty bez jejich dalšího
vysvětlení, nebo interpretace [14]. Je rozdělena do tří skupin podle možnosti shlu-
kování. V prvním případě jsou postupně spojeny malé objekty do větších celků. Ve
druhém případě je postupováno přesně obráceně. To znamená, že na začátku máme
jeden velký shluk (objekt) a ten postupně dekomponujeme na menší objekty. Vý-
sledek je samozřejmě jiný než v prvním případě. Třetí možností jak dolovat data je
globální. Znamená to, že ve shluku je vyhledáno přímo místo rozkladu do zadaného
množství jednotlivých objektů.
Neuronové sítě
Dalším možným způsobem, jak dolovat data, je používání neuronových sítí (ANN
- Artifical Neural Network). První neuronová síť, nazvaná Percepton, byla vytvo-
řena kolem roku 1960 Frankem Rosenblattem. Tato neuronová síť měla modelovat
postupy, jak lidský mozek zpracovává vizuální data a se rozpoznávat objekty. Neu-
ronové sítě pracují na bázi lidského mozku. Tento algoritmus je specifický v tom,
že se může učit a analyzovat obrovské množství dat, které jiné přímočaré algoritmy
jen těžko zvládnou. V praxi se užívá pojem „pokud nevíš, jak vyhodnotit data“,
použij metodu SOM (viz níže). V neuronových sítích však nejsou požadovány žádné
číselné hodnoty, ale naučená neuronová síť je brána jako celek, který nám umožní
z budoucích příčin určit následky, ale nic jiného. Takže neuronová síť pracuje tak,
že vytvoří spojení mezi různými procesy, z nichž je každý neuronem v biologickém
mozku. Neuron dostává mnoho vstupních signálů. Na základě vyvažovacího systému
produkuje data, která jsou jako vstup zasílána jinému neuronu, jako je zobrazeno na
obrázku (1.2). Umělé neuronové sítě se učí tak, že na vstupu jsou náhodné hodnoty
pro všechny neurony. Z toho vyplývá, že na začátku procesu neuronová síť nic neví
a musí být vyškolena na řešení požadovaného projektu. Z obecného hlediska existují
dvě metody jak neuronovou síť vyškolit.
První metodou je už zmíněná metoda SOM, neboli samoorganizující se neuronová
síť. Tato síť vystavena velkému množství dat postupně sama směřuje k zákonitostem
a souvislostem v těchto datech. Druhou metodou je tzv. Back propagation Artifical
Neural Network, neboli zpětně šířící se neuronová síť. Tato neuronová síť je vyško-
lena na speciální úlohy.
Neuronové sítě se ukazují jako velmi užitečné v dnešním světe, kde je většinou
pracováno s neúplnými daty.
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Obr. 1.2: Příklad architektury neuronové sítě
Rozhodovací stromy
Rozhodovací stromy slouží k nacházení pravidel a vztahů v datových souborech.
Data jsou systematicky tříděna do nižších úrovní na základě stanovených podmí-
nek. Kořen rozhodovacího stromu představuje klíčový test (rozhodující podmínku),
jednotlivé uzly představují testy jednotlivých atributů a cesty mezi uzly stromu značí
možný výsledek testu.
Rozhodovací stromy se užívají zejména v případech, kdy má být provedena kla-
sifikace dat nebo při predikování z daného souboru dat. Jsou velice užitečné tehdy,
když lze hodnoty proměnných rozdělit do relativně malého počtu skupin. Nejsou
naopak vhodné pro předpovídání kvantitativních hodnot.
Při analýze textu lze použít stromových struktur pro výběr slov, která se vícekrát
opakují, či mají pro nás nějaký zváštní význam.
Metoda SVM
Support vector machines (SVM) je metoda strojového učení. Jde o binární metodu,
která pomocí lineární hranice rozděluje data do dvou tříd. K nalezení této hranice
slouží právě podpůrné vektory. V zásadě se tímto způsobem řeší složitost nelineárních
funkcí ve vstupním prostoru, převodem do více dimenzionálního prostoru, kde lze
dané funkce řešit lineárně. Data se tedy rozdělí do více dimenzí (tříd) tak, aby se
daly snáze popsat pomocí efektivních algoritmů. Výhodou této metody (a jiných
metod založených na jádrové transformaci) je, že transformace se dá definovat pro
různé typy objektů. Například pro grafy, stromy a další.[10]
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Regresní klasifikace
U tohoto regresního modelu se využívá metody nejmenších čtverců. Metoda nejmen-
ších čtverců slouží k nalezení takového vyrovnání měření, aby součet druhých mocnin
chyb nalezeného řešení byl minimální. Zjednodušeně, aby součet čtverců odchylek
byl co nejmenší [11].
Metoda rozpoznávání obrazů
Metoda spočívá v tom, že různé obrazce jsou převedeny na vektory. Mají tedy koneč-
nou a pevnou délku. Aby se zvýšila vypovídací přesnost, využijeme vhodné lineární
nebo nelineární transformace dat ke zmenšení počtu složek vektoru a získání nových
užitečných vlastností.
Nejjednodušší rozpoznávání lze realizovat ve světě binárních obrazů. Ty jsou
totiž reprezentovány vektory tvořenými pouze logickými hodnotami nula a jedna.
Nejjednodušší rozpoznávání souvisí s tím, že ve velkém prostoru (vektoru nebo ma-
tici) hledáme výskyt určitého seskupení dat [14]. Při nalezení seskupení se většinou
nezajímáme jen o to, kde se seskupení jedniček a nul nachází, ale také o četnost
výskytu v rámci jednoho obrazu. Uvedenou masku pak posunujeme po binárním
obraze v každém směru, a když nalezneme nový, úplně shodný výskyt, zazname-
náme ho i s jeho souřadnicemi. Tato metoda muže být realizována pomocí Fourie-
rovy transformace nebo pomocí autokorelačních funkcí. Na tomto principu funguje
běžné vyhledávání, kdy v textu opakovaně hledáme výskyt znaků (slova).
1.2 DOLOVÁNÍ TEXTU (TEXT MINING)
V poslední době dochází obecně k enormnímu nárůstu objemu dat a každým dnem
jich je více a více. Expertů, kteří jsou schopni tato data zpracovávat, však nijak zá-
vratně nepřibývá, jak znázorňuje obrázek (1.3). Proto dolování znalostí, ať z textu,
záznamu řeči, či jiných kategorií je velkým přínosem. Je užíváno k třídění, vybírání
a připravování dat pro další analýzy. Dolování textových dat (text mining) nebo
také získávání znalostí z textu, spočívá v procesu extrakce zajímavých vzorů z vel-
kých textových databází za účelem objevování důležitých informací. Text mining
uplatňuje stejné analytické funkce jako data mining, ale využívá také analytické
funkce z oblasti přirozeného jazyka a techniky vyhledávání informací (information
retrieval). [1] Pomocí textu lze určit a nalézt mnoho skrytých informací. Tyto infor-
mace lze získávat například z časopisů, článků, e-mailů, knih, textových dokumentů
a z mnoha dalších textových forem. Dříve bylo podobné získávání informací takřka
nemyslitelné. Dnes používá právě tyto techniky celá řada výzkumných center, škol
18
a dalších institucí k obohacení svých vědomostí, získávání nových poznatků či k ex-
perimentálním činnostem. Forma text miningu se vyvíjí samostatně, zejména pomocí
umělé inteligence, kdy během zpracovávání dalších dat sama sebe učí.
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Obr. 1.3: Zdroj: R. Grossman, C. Kamath, V. Kumar, „Data Mining for Scientific
and Engineering Applications“.
Dolování znalostí z textu může být rozděleno do několika skupin, například roz-
dělení podle daného informačního média (obr. 1.4).
Dolování textu
Internet
Dolování z emailové 
formy, článků
Dokumenty, knihy
Různé průzkumy
Obr. 1.4: Příklad získávání textu z informačních medií
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Dále může být dolování textu rozděleno podle toho, jak jsou data zpracovávána
• Analyzování odpovědí z průzkumu
• Analýza zpracování textu
• Kategorizace textů
• Filtrace textu
• Inteligentní zpracování
• Četnost textu
1.2.1 Metody zpracování textu
Analyzování odpovědí z průzkumu
Experti pomocí dotazníků či průzkumů zjišťují odpovědi na různá témata, která jsou
vyžadována. Mohou tak vzniknout názory nebo termíny, které lidé běžně používají
například o výrobku v obchodě. Získávají tak informace, které nemusí být totožné
s informacemi vzniklými při studii.
Kategorizace textů
Tato metoda je založená na výčtu použitých slov a zařazení textu do jednoho či
více odvětví (sport, ekonomika, hudba a další). Tímto způsobem pak ulehčuje práci
pro vyhledávání podobných témat. Ke kategorizaci se používají techniky strojového
učení.
Analýza zpracování textu
Tato metoda slouží k analýze celého textu a rozdělení do skupin. Například spamy
v e-mailech. Filtr, který třídí zprávy od spamů, je založen na užitých slovech, slovních
spojeních, podmínkách a jiných jevech v celém textu. Nemusí to však být jen spamy
v e-mailech, ale také zprávy, které se třídí podle problémů, přání a žádostí do dalších
skupin. Výhodou tohoto zpracování je kvalita, roztříditelnost, snadné vyhledávání
a rychlost analýzy dat.
Přístupy k textu
Dolování textu může být shrnuto jako proces „četnost textu“. Na té nejjednodušší
úrovni budou všechna slova nalezená ve vstupních dokumentech registrována a spo-
čítána za účelem vytvořit seznam dokumentů a slov. Tento seznam nazýváme maticí
frekvencí, jež ukazuje, kolikrát se které slovo v každém dokumentu objeví. Tento zá-
kladní proces může být dále vylepšen o vyloučení běžných slov, jako např. členů
(a, v, ve, atd.), a umožní slučovat různé gramatické slovní druhy stejného základu,
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jako je např. cestování, cestovatel, cesta apod. Nicméně, jakmile bude jednou pře-
hled těchto specifických slov z dokumentů vytvořen, všechny standardní statistické
a dolovací metody mohou být použity k získání rozsahu nebo skupin slov z doku-
mentů, nebo k identifikaci důležitých slov či termínů, které nejlépe předvídají další
výslednou proměnnou.
Inteligentní metody
Pokud bychom chtěli získat informace z daného textu, nemáme většinou jinou mož-
nost, než daný text přečíst, pochopit a následně vyvodit podstatné závěry, na základě
kterých se budeme rozhodovat. Tento proces je obecně velice zdlouhavý, nicméně
právě k těmto účelům byly vytvořeny aplikace, které jsou schopny pomocí inteligent-
ních metod za nás tyto úkony v přiměřeném čase vykonat a to s maximálně uspoko-
jivým výsledkem. Tyto dolovací aplikace závisejí na patentovaných algoritmech pro
získávání znalostí z textu, mohou být dokonce schopny automaticky sumarizovat
velký počet textových dokumentů, zachytit hlavní a nejdůležitější význam souborů.
Ačkoli existují četné algoritmické přístupy na extrahování významu souborů, tento
druh technologie je stále ve vývoji a snaha připravit smysluplný automatizovaný
souhrn velkého počtu souborů může být navždy nespolehlivá.
Existuje však jistá skepse při používání takovýchto algoritmů. Jednak pokud
uživatel plně nechápe, jak tyto algoritmy fungují, nebude následně schopen správně
zpracovat výsledky. Také metody používané těmito programy nelze podrobně kont-
rolovat, např. vědeckou obcí, a získat podrobné zhodnocení.
Při použití inteligentních metod se nabízí zamyšlení nad konkrétním příkladem,
který souvisí s automatizovaným překladem pomocí běžných internetových překla-
dačů. Pokud zkusíme například přeložit jakékoliv komplikovanější slovní spojení
nebo i kratší odstavec textu z jednoho jazyka do druhého a následně provedeme
překlad zpět do původního jazyka, pravděpodobně se nám nepodaří získat původní
text. S velkou pravděpodobností získáme pomocí tohoto zpětného překladu text,
který bude mít spíše humorný nádech nežli původní význam. Tento příklad celkem
jasně demonstruje úskalí automaticky překládaných významů textu.
1.3 Současné metody rozpoznávání pohlaví
V současné době neexistuje mnoho institucí zabývajících se metodou rozpoznávání
pohlaví z textu. Jedná se o tak složitý problém zpracování dat, že není jednoduché
vždy přesně určit, zda se opravdu jedná o muže či ženu. Podařilo se najít dvě apli-
kace zabývající se touto problematikou.
První nalezená metoda rozpoznáváni pohlaví z textu není založená na psaném
21
textu ale na podpisu osoby v knize, článku, e-mailu či jiné publikaci. V této metodě
je implementován textový soubor, ve kterém jsou stažena data z webových stránek
ministerstva vnitra [24], která obsahují aktualizovaný obsah jmen a příjmení žijících
na území České Republiky. Program pak funguje tak, že obsahující text postupně
porovná se slovníkem a pokud nalezne shodu, vyhodnotí výsledek. Program ale ne-
řeší anonymitu uživatele.
Druhý nalezený program je anglického původu. Byl vyvinut v roce 2003 a za-
bývali se jím vědci z Illinoiského institutu a Bar-Ilanské univerzity v Izraeli.[23].
Program je založen na databázi, která obsahuje množinu dat různých literárních
žánrů, z které čerpá znalosti pro následné rozhodovaní. Databázi je možné dále roz-
šiřovat a tím zdokonalovat přesnost programu. Metoda rozpoznávání je založena na
četnosti a váze používaných slov. Proto program vyžaduje nejméně 300 slov k správ-
nému určení pohlaví. Tento program také umí rozeznat zda se jedná o formální či
neformální text. I když existují stejná specifika pro obě skupiny, při rozpoznávání
neformálního textu (například bloků) nám většinou stačí menší množství slov než
pro rozpoznávání formálního textu (například beletrie). Přesnost programu se po-
hybuje mezi 60% - 70% a to vypovídá, o jak složité rozpoznávání se jedná. Faktorů,
které ovlivňují rozpoznávání je mnoho. Jedná se například o to, zda je text psaný
v americké nebo evrovpské angličtině, dalšími aspekty ovliňujícími správnost vý-
sledků může být věk autora, národnost, zkušenosti, vzdělání a další.
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2 PRAKTICKÁ ČÁST
Praktická část obsahuje vlastní návrh algoritmu a aplikace, jejímž hlavním účelem
je rozpoznat pohlaví autora daného textu. Jde o aplikaci, která by měla prová-
dět rozpoznávání pohlaví zejména nad e-mailovou komunikací. Podobné aplikace
jsou využitelné v celé řadě institucí a firem, kdy je třeba například zautomatizo-
vat oslovování jednotlivých zákazníků či jakkoliv rozdělit pisatele na muže a ženy.
Hlavními problémy, se kterými se při vytváření podobných algoritmů musíme po-
týkat je převedení mechanizmů běžné řeči, do počítači srozumitelného jazyka, který
půjde dále zpracovávat. Zatímco při verbálním projevu běžně užíváme i neverbální
komunikaci, tak při psaném projevu ji lze interpretovat pouze velice obtížně. Dalším
z problémů je určení, podle kterých parametrů bude program pohlaví rozeznávat.
Jednou z možností je využít inteligentní algoritmus, který se sám naučí rozpoznávat
pohlaví, strojově algoritmus naučit nebo mu zadat pevná kritéria, podle kterých
bude daný text rozebírat. Současné přístupy k získávání dat a textu jsou rozebrány
v teoretické části.
2.1 Vlastní návrh
Při tvorbě programu bylo třeba nejdříve vymyslet, jakým způsobem bude vlastně
rozpoznávání pohlaví probíhat. Byl navržen algoritmus, implementovaný v jazyce
Java. Výsledný program porovná text na vstupu s vytvořeným slovníkem a na zá-
kladě případné shody data vyhodnotí.
Další množina dat, která musela být vytvořena, byla data pro program Rapid
Miner (RM). Na těchto trénovacích datech se RM učí a postupně zkvalitňuje výsle-
dek při vyhodnocování dat. Pomocí několika metod, které RM standardně obsahuje,
jsem chtěl nastínit přesnost strojového učení.
Vytvořený program se dá využít v různých odvětvích. Například při třídění dat
v bankách či pojišťovnách, kde nemůžeme uvádět jména osob nebo při potřebě per-
sonalizovaného oslovení „vážená paní / vážený pane“. Dále jej můžeme využít při
třídění textových souborů do jednotlivých složek.
2.2 Výběr programovacího Jazyka
K návrhu mé práce jsem se rozhodl pro programovací jazyk Java, zejména kvůli jeho
srozumitelnosti a možnosti spouštět program prakticky kdekoliv, kde je nainstalován
virtuální stroj javy. Dále proto, že se řadí mezi nejpoužívanější programovací jazyky
a kvůli možnosti implementace této práce do programu Rapid Miner.
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Java je otevřený, objektově orientovaný programovací jazyk, vyvinutý firmou
Sun Microsystems v roce 1995 a je jedním z nejpoužívanějších a nejpopulárnějších
programovacích jazyků současnosti. Díky své přenositelnosti a multiplatformovosti
je používán pro programy, které mají pracovat na různých zařízeních, od čteček
čipových karet, mobilních telefonů, až po desktopové a webové aplikace.[26] Tyto
aplikace potřebují ke svému běhu velké množství knihoven. Knihoven stále přibývá,
čímž dochází k přizpůsobování potřebám dalších aplikací. Pro psaní programu bylo
použito vývojové prostředí NetBeans.
2.3 Základní struktura navrženého programu
Program je navržen tak, že po vložení textu a stisku tlačítka „Zpracuj“ si ověří
funkčnost slovníků. Následně text rozdělí na jednotlivé věty a slova. Po rozdělení
větných celků začne program porovnávat jednotlivá slova se slovníkem. Pokud najde
rozhodovací slova, která určí o jakou osobu se jedná, vypíše výsledek. Pokud nenajde
žádná rozhodovací slova, vyhodnotí, že tento text je psán ve třetí osobě a výsledkem
bude „nerozpoznán“. Blokové schéma je uvedeno na obrázku (2.1).
Nalezení klíčového 
rozhodovacího slova
nalezení 
rozhodovacího slova
Vložený text
Rozdělení textu
 do vět
Rozdělení vět
 do slov
Vyhledávání
slov slovník
Prohledávání
zbytku textu
Vyhodnocení
Nenalezení klíčového
rozhodovacího slova
Obr. 2.1: Blokové schéma programu Java
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2.3.1 Logická struktura aplikace
V této sekci jsou podrobně popsány jednotlivé bloky. Celkové chování systému je
znázorněno na vývojovém diagramu (obr. 2.2).
Obr. 2.2: Životní cyklus použitého algoritmu
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Načítání slovníků ze souboru je vyobrazeno na vývojovém diagramu (obr. 2.3).
Obr. 2.3: Načítání slovníku při spuštění programu.
Vstupní data
Do programu lze vložit text různého obsahu. Text lze také načíst ze souboru pomocí
tlačítka v hlavní nabídce nebo pomocí zkratky „Ctrl + O“. Soubor lze vložit pouze
ve formátu s příponou „txt“.
Rozdělení textu na věty
V této části se text rozdělí na jednotlivé věty. V programu se o to stará metoda
TextParser, která funguje tak, že prochází text a kde nalezne tečku, vykřičník nebo
otazník, rozdělí ho. Kód metody TextParser je uveden na obrázku (2.4).
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Obr. 2.4: Ukázka kódu rozdělení textu
Rozdělení vět na slova
Následuje rozklad vět. Zde program prochází text po větách, na které text rozložil
již dříve „TextParser“. Věty jsou rozkládány na jednotlivá slova. Pokud se na konci
slova vyskytuje znak čárka, tečka, dvojtečka, otazník, vykřičník nebo uvozovky,
systém daný znak ignoruje.
Vyhledávání spojení
Po rozdělení vět na slova, následuje vyhledávání klíčových slov. Při procházení textu
porovnává program jednotlivá slova se slovníkem. Při nalezení shody začne program
prohledávat okolí výskytu daného slova. Defaultně je nastaveno prohledávání okolí
na hodnotu nula, což znamená, že věta bude prohledána od klíčového slova jak
vpravo, tak i vlevo v celém rozsahu věty. Tím zaručíme, že bude ke klíčovému slovu
nalezeno příslušné slovní spojení ze slovníku. Při nalezení klíčového slova či spojení
shodného se slovníkovou verzí si program uloží dané spojení resp. nalezené slovo
i s přidělenou váhou a pokračuje dále v hledání. Váha slova je přidělena každému
slovu a spojení zvlášť podle jednotlivých slovníků.
Datová struktura
Pro vyhledávání slov byla použita datová struktura hashovací tabulka, která slouží
k ukládání dvojic klíč-hodnota. Hodnota klíče je spočtena z obsahu položky takového
pravidla, aby klíč byl co nejjednoznačně určen, to je aby pravděpodobnost přiřazení
stejného klíče dvěma i více rozdílným položkám byla co nejnižší a aby rozptyl hodnot
klíčů pro dvě obsahově blízké položky co nejvyšší [12]. Využívá se k tomu tzv.hašovací
funkce. Hashovací tabulka kombinuje výhody vyhledávání pomocí indexu a prochá-
zení seznamu. Má nízké nároky na paměť. Používá se k rychlému vyhledávání v poli
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nebo jiném homogenním datovém typu.
Variantu hashovací tabulky jsem si vybral, protože metoda lineární seznam je
pomalejší při vyhledávání. Další výhoda hashovací tabulky je, že nemusíme řešit
vyhledávání prvku v poli, ale jednoduše hledáme prvky podle daného klíče.
Pro vyhlédávání by bylo možné využít například i vyhledávacích stromů, ale
v průměru platí, že hashovací funkce jsou asymptoticky rychlejší.
U hashovací tabulky může docházet ke kolizím. To znamená že přiřazuje stejné
výstupní hodnoty odlišným vstupním hodnotám. Kolize tabuky se především proje-
vuje při složitých algoritmech nebo při velké délce hashovací tabulky, což je v tomto
případě nepravděpodobné.
Získávání a tvorba slovníků
Slovníky do tohoto programu vznikaly z části z trénovacích dat do programu Ra-
pid Miner a dále byly upraveny slovesa ze systému Sketch Engine, do kterého
poskytla přístup Masarykova univerzita. Tento systém mi umožnil poměrně kom-
plexní vyhledávání pomocí dotazovacího jazyka CQL. Například při zadání dotazu
tag="k5.*gM.*" mi program našel všechna používaná slovesa. Ty byly vyznačeny
ve větách, takže jsem je ještě musel přepracovat do akceptovatelné podoby.
Slovníky jsou rozděleny na šest částí. Tři části obsahují slova specifická pro
muže a tři části, obsahují slova týkající se žen. Jsou tvořeny pomocí slov, která se
běžně vyskytují při konverzaci. Slovníky mají příponu „csv“, jsou uloženy ve složce
„dictionary“ a byly vytvořeny pomocí programu NotePad. Ve skutečnosti jsou slov-
níky čteny jako textový soubor obsahující hodnoty oddělené čárkou. Jde o hodnoty
zapsané ve dvou nebo třech sloupcích. První sloupec obsahuje tzv. klíčové slovo (na-
příklad slovo „bych“ nebo slovo „jsem“, následuje sloupec obsahující specifické slovo
(pro muže například „chtěl“, pro ženy zase „chtěla“) a poslední sloupec obsahuje
číselnou hodnotu, která vyjadřuje pravděpodobnost příslušnosti k danému pohlaví.
V souboru o dvou sloupcích chybí první sloupec tzv. klíčových slov.
V souboru, kde jsou uložena klíčová slova, jako je „jsem byl“, je slovo „jsem“
pouze u prvního spojení, na dalších řádcích je toto slovo nahrazeno „ : “. Díky tomu
je dosaženo menšího objemu dat a tedy i rychlejšího načítání slovníků, a také algo-
ritmus může hledat dané slovo pouze jednou, čímž se jeho časová náročnost zmenší.
Slovníky programu lze libovolně upravovat a přidávat i nová spojení. Jak zná-
zorňuje obrázek (2.5) představující modelovou ukázku slovníku, tak první sloupec
ve slovníku představuje klíčové slovo a pod ním následují dvojtečky, které význa-
mově nahrazují předcházející klíčové slovo. Druhý sloupec obsahuje slova, které jsou
párovány s klíčovým slovem v prvním sloupci, třetí sloupec pak obsahuje číselnou
hodnotu, která vyjadřuje váhu daného spojení.
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Program pak postupuje tak, že porovnává jednotlivá slova se slovníkem a po-
kud nalezne shodu s klíčovým slovem z prvního sloupce, začne procházet ostatní
slova, u kterých hledá shodu se slovy z druhého sloupce ve slovníku. Dochází tak
k párování klíče (zpravidla klíčové slovo představované zájmenem) s jeho hodnotou
(představovanou nejčastěji slovesem). Pokud program danou kombinaci slov nena-
jde, avšak nalezne během procházení jiné klíčové slovo obsažené v prvním sloupci,
přepíše si v paměti hodnotu klíčového slova novým klíčovým slovem a nově hledá
kombinace s tímto novým klíčem. V tomto způsobu procházení je tedy využito dvoj-
tečky („ : “) jako zástupného symbolu pro klíčové slovo. Je třeba dodat, že pokud
program nenalezne žádné z klíčových slov, pokračuje prohledáváním slovníků, které
obsahují slova specifická buď pro muže nebo pro ženy, což je rozebráno v následující
kapitole, zabývající se vyhodnocováním výsledků prohledávání.
Obr. 2.5: Ukázka slovníku
Algoritmus vyhodnocování
Při procházení textu si program ukládá počet a hodnotu nalezených výrazů. Klíčová
slova jsou číselně ohodnocena. Pro muže hodnotou sto a pro ženu hodnotou mínus
sto. Slova, jenž zjevně vypovídají, o které pohlaví se jedná, jsou ohodnocena hodno-
tou deset pro muže a hodnotou mínus deset pro ženy. Výsledkem je pak převyšující
hodnota pro muže nebo pro ženu. Program po analyzování textu vypíše tři možnosti
výsledku zpracování:
a) Pokud se v textu nachází více slov pro mužské pohlaví, pak vypíše počet roz-
hodujících slov a procentuální vyjádření na kolik procent si je výsledkem jist.
b) Pokud se v textu vyskytuje více slov typických pro ženské pohlaví, opět vypíše
kolik slov nalezl a jak si je procentuálně jist.
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c) Pokud dojde ke shodě slov nebo se v textu nenalézá slovo, podle kterého může
program rozhodnout o správnosti pohlaví, vypíše nalezeno 0 vzorů a nerozpo-
znáno.
Základní rozhraní programu
Vizuální vzhled programu je zobrazen na obrázku (2.6).
program vyhodnotí
výsledek
Vymaže 
textové pole
Zavře
 program
text může být načten i z textového souboru
Obr. 2.6: Grafické rozhranní a popis tláčítek programu
Tlačítka programu se dají rozdělit na dvě části. První částí jsou tlačítka v hlavní
nabídce, tedy v horní liště programu. Druhá část tlačítek je umístěna pod textovým
polem. Tyto položky slouží například ke spuštění analyzátoru, ukončení programu,
ulehčení práce nebo jako nápověda programu.
Hlavní nabídka, neboli menu bar, je stavový řádek obsahující položky nabídek.
První položkou je „Soubor“, tato položka obsahuje ještě dvě tlačítka, kterými jsou
tlačítko „Otevřít“ a „Zavřít“. Další položkou je „Nápověda“, která obsahuje taktéž
dvě tlačítka a to „Manuál“ a „O programu“.
Tlačítko „Otevřít“ nám slouží k otevření textového dokumentu ze souboru. Ne-
musíme tak, pokud chceme analyzovat uložený text, otevírat textový dokument
a text z něho složitě kopírovat. Program podporuje dokumenty ve formátu „txt“.
Toto tlačítko má také přidělenou, běžně používanou, zkratku a to „Ctrl + O“, která
nám otevře nabídku pro výběr dokumentu stejně jako po stisku tlačítka.
Tlačítko „Zavřít“, jak v hlavní nabídce, tak pod textovým polem, nám slouží
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k ukončení programu. Toto tlačítko má také přidělenou zkratku „Alt + F4“.
Tlačítko „Manuál“ slouží k popisu celého programu. Nalezneme v něm popis tla-
čítek, popis výsledků a jaké textové soubory program podporuje. Nabídku „Manuál“
můžeme otevřít pomocí zkratky „F1“.
Pod tlačítkem „O programu“ najdeme informace o autorovi a proč byl tento
projekt vlastně realizován.
Posledními nepopsanými tlačítky pod textovým polem jsou tlačítka „Zpracuj“
a „Vymaž“. Po stisku tlačítka „Zpracuj“ nám program vyhodnotí, pokud nalezne
klíčové slovo v zadaném textu, o jaké pohlaví se jedná. Tlačítko „Vymaž“ nám slouží
k vyčištění textového pole bez nutnosti zavřít a znovu otevřít program.
Chybové stavy
Při testování jednotlivých vět z textových souborů bylo vyřešeno i několik zásadních
chyb vyskytujících se běžně u psaní textu. První problém byl nalezen v překlepech
uživatelů, kdy si program nedokázal poradit s více mezerami za sebou. Tato chyba
byla v programu opravena, a tedy při naskytnutí této situace si s ní program dokáže
hravě poradit a pokračuje dále v analyzování textu. Dalším problémem bylo zakon-
čení klíčových slov interpunkcí, například: čárka, tečka, vykřičník a další. Chybou
bylo, že program bral interpunkci jako součást slova a nemohl tudíž toto slovo na-
lézt ve slovníku. Oprava byla vyřešena ignorací těchto znaků. Dalším nevyřešeným
problémem je psaní bez háčků a čárek. Dochází tak v některých případech k dvoj
i více smyslnosti slov a program pak není schopen identifikovat pohlaví.
Při spuštění programu muže dojít k chybovému hlášení, že programu ke své čin-
nosti chybí slovníky. Tato zpráva se objeví pokud programu chybí celý adresář se
slovníky. V chybové zprávě je uvedeno, kde se slovníky mají nacházet. Pokud pro-
gramu bude chybět některý ze slovníku, program vypíše chybové hlášení o chybějí-
cím slovníku a o který slovník se jedná. Program bez tohoto slovníku bude fungovat
s tím, že se sníží jeho rozhodovací schopnost. Pro správnou funkčnost je důležité, aby
součástí spustitelného programu byla složka dictionary, která obsahuje šest slovníků.
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2.4 Rapid Miner
Rapid Miner je prostředí pro strojové učení, data mining, text mining, prediktivní
analýzy a business analýzy. Vychází z projektu YALE (Yet Another Learning Envi-
ronment), který vznikl v roce 2001 na Univerzitě Dortmund. Jeho využití je v oblasti
výzkumu, vzdělávání, školení, rapid prototypingu, vývoje software a průmyslových
aplikací. Rapid Miner je naprogramovaný v jazyce Java, díky čemuž je multiplat-
formní. Program vychází z myšlenky vizuálního programování, kdy si může uživatel
vytvářet algoritmus pomocí nadefinovaných grafických komponent, kterým přiřazuje
jednotlivé vlastnosti.[27] V programu se užívají pojmy proces a operátor. Proces je
označení pro algoritmus nebo jeho část. Proces se skládá z operátorů, které tvoří jed-
notlivé stavební bloky algoritmu. Kořenový operátor procesu je chápán jako hlavní
proces, zpracovávající jednotlivé operátory (bloky).
2.4.1 Strojové učení
Strojové učení spadá do oblasti umělé inteligence, jež se zabývá různými algoritmy
a technikami, které pomáhají k celkovému zdokonalování systému. Zdokonalováním
se rozumí přizpůsobování se okolnímu prostředí.[18] Toto učení má široké uplatnění,
jak v dobývání znalostí, ať v psané nebo ve vizuální podobě, tak i v jiných vědních
oborech, kde se využívají systémy rozhodování. Je třeba předem definovat druh
znalostí, které se bude učit, jejich reprezentaci a navrhnout konkrétní algoritmus
učení. Techniky strojového učení vycházejí z využívání cvičných příkladů. Z prvních
výsledků se vyberou hodnoty, které jsou považovány za rozhodující, a systém podle
nich nastavíme. Nevýhodou je, že strojové učení je velmi závislé na kvalitě a obsahu
učících dat. Obrázek 2.7 znázorňuje obecné schéma strojového učení.
získávání 
dat
předzpracování
 dat
algoritmy 
dolování
znalostí 
prezentační
 vrstva
přizpůsobení
data
Obr. 2.7: Obecné schéma strojového učení
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2.4.2 Implementace pomocí Rapid Mineru
Blokové schéma programu, který jsem vytvořil v Rapid Mineru je zobrazeno na
obrázku( 2.8). Algoritmus je v Rapid Mineru vytvořen jako jediný proces, nazvaný
„Text Process“. Tento proces je složen z operátorů, které jsou v aplikaci graficky
znázorněny pomocí jednotlivých bloků s danými vlastnostmi.Text Process je zob-
razený na obrázku( 2.9) a funguje následovně. Blok nazvaný „Procces document
from File“ načte trénovací data a zpracuje je pomocí vnitřního bloku „Tokenize“
(obr. 2.10). Dále program předá zpracovaná data do bloku „Split Data“, kde se roz-
dělí podle zadaných kritérií na data trénovací a data testovací. V následujícím bloku
se model tzv. natrénuje a uloží si tato natrénovaná data (obr. 2.11). Ta pak dále po-
rovná s testovacími daty, nalezne chyby v natrénovaném modelu a vypočítá přesnost
natrénovaného modelu.
tvorba 
trénovacích 
dat trenovací data
vytvoření modelu
klasifikátoru
testovací data
validační data
data
ověření modelu
krosvalidace,
případně optimalizace
klasifikace
model
klasifikátoru
klasifikované prvky
Obr. 2.8: Blokové schéma programu v Rapid Mineru
2.4.3 Popis bloků programu
Text Process
Tento operátor poskytuje soubor parametrů, které mají globální význam daného
procesu, jako je přihlašování a inicializace parametrů generátoru náhodných čísel.
Každý tento operátor musí být ze skupiny kořenových operátorů procesu.
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Obr. 2.9: Vlastní program v Rapid Mineru
Obr. 2.10: Obsak bloku Process document from file
Process document from file
Proces načítá soubory uložené v definovaných složkách a generuje z nich směrodatná
slova. Soubory jsou uloženy jako textové dokumenty. Každá trénovací věta je uložena
jako jeden soubor.
Tokenize
Dříve než dojde k propracovanému zpracovaní musí být dokument rozdělen do smys-
luplných složek. Tato situace může nastat v několika různých úrovních. Dokumenty
mohou být rozděleny do kapitol, oddílů, odstavců, vět, slov, a dokonce i slabik nebo
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Obr. 2.11: Obsak bloku Validace
významotvorných hlásek. V praxi se nejčastěji užívá dělení textu na úrovni jednotli-
vých vět a slov, které se nazývají „tokeny“ (symboly). Hlavním úkolem při určování
větných hranic je rozlišování mezi koncem věty a slov, která jsou součástí věty, jako
jsou například zkratky. Tokenizér běžně extrahuje tokenové znaky. Toto patří mezi
základní kategorické funkce tokenů, tedy popisovat nějaké běžné vlastnosti posloup-
nosti znaků, které tvoří token.K těmto znakům patří psaní s velkým počátečním
písmenem, zahrnutí číslic, interpunkce, speciální znaky a další.
Split data
V tomto bloku se data rozdělí do jednotlivých oblastí, ve kterých budou zpracová-
vána. V parametrech tohoto operátoru je nastaveno rozdělení na dva oddíly. První
oddíl je nastaven na hodnotu 0, 7 a druhý oddíl na hodnotu 0, 3. To znamená, že
trénovací data jsou rozdělena na dvě části, z nichž je 70% použito na natrénování
modelu a zbylých 30% na testování daného modelu.
X-Validation
X-Validace neboli krosvalidická pravděpodobnost obsahuje operátory, pomocí kte-
rých můžeme získat celkové chování systému. Tento operátor je rozdělen na dvě
sekce - trénovací a testovací. V trénovací sekci lze pro různé účely natrénování mo-
delu postupně vyměňovat rozhodující bloky rozpoznávání pohlaví. Pro účely nau-
čení modelu jsem postupně vyměňoval bloky v následujícím pořadí: SVM (Support
Vector Machine 1.1.2), Decision Tree ( 1.1.2), Lazy Modeling( 1.1.2), Logistic Re-
gression a nakonec Neural Net Training (1.1.2). Bloky se dají i různě kombinovat.
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TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10
TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10
TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10
. . .
TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10
Tab. 2.1: Krosvaliditická pravděpodobnost
Každý z bloků vykazoval jinou přesnost dosažených výsledků. Výsledky přesnosti
jsou uvedeny v tab.( 3.3).
Pomocí X-Validace se model natrénuje na trénovací části dat a vyhodnotí ne-
gativní pravděpodobnost na testovací části dat. Tento proces se n-krát opakuje
s postupnou výměnou skupiny dat pro testovaní (2.1). Výsledky operátor průmě-
ruje. Vybere se pak jen takový počet tříd, pro který byl průměr přes několik pro-
cent. Výhodou je jednoduchá implementace. Nevýhodou je náročnost výpočtu. Blok
X-Validation je zobrazen na obrázku( 2.12).
Obr. 2.12: Rozdělený blok X-Validation
Apply model
Aplikační model porovnává natrénovaný model a kontroluje, zda se v něm nevy-
skytují nějaké chyby. Z bloku X-Validation se do něho nahrají natrénovaná data
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(obr. 2.12), která se v dalším aplikačním modelu porovnávají s testovacími (obr. 2.9).
Zde dochází k porovnání trénovacích a testovacích dat.
Performance
V tomto bloku dochází k vyhodnocování výsledků z bloku Apply model. Blok Per-
formance je použitý v bloku X-Validation proto, že natrénovaná data nejsou potřeba
dále zpracovávat a jsou vyhodnocena a uložena do paměti. V dalším bloku Perfor-
mance pak dochází k vyhodnocení celkového modelu.
Trénovací a testovací data
Trénovací a testovací data byla získávána z různých zdrojů. Jedním z nich byl do-
pravní podnik, dále fóra, komentáře k různým článkům ale i statusy ze sociálních sítí.
Některá data musela být před použitím upravena. Některým chyběla interpunkce,
v jiných byly gramatické a syntaktické chyby. Data jsou rozdělena do dvou slo-
žek pro muže a ženu. Každá složka obsahuje několik textových souborů. V každém
textovém souboru je uložena jedna věta. Příklady trénovacích dat jsou zobrazeny
na obr.( 2.13) pro muže a obr.( 2.14) pro ženu. Trénovací data se nesmí používat
k testování modelu. Došlo by pak ke zkreslení výsledků.
Obr. 2.13: Příklad trénovacích dat pro muže
Obr. 2.14: Příklad trénovacích dat pro ženu
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3 VÝSLEDKY STUDENTSKÉ PRÁCE
3.1 Výsledky mého programu
Vytvořený program v programovacím jazyce Java byl testován na 217 souborech,
které se nepodílely na vytváření slovníků. Z 217 souborů bylo 127 souborů pro muž-
ské pohlaví a 90 souborů pro ženské. Každý soubor obsahoval jednu větu. Výsledky
jsou zaneseny v tabulce přesnosti 3.1. Pro lepší přehlednost jsou jednotlivé procen-
tuální výsledky zaneseny v grafu pro muže (3.1) a pro ženu (3.2). Celková přesnost
a chybovost Javy je zanesena v grafu (3.3).
Můj program Muž Žena
Celkem dat 127 90
Správné určení 112 76
Špatné určení 15 14
Přesnost [%] 88,19 84,44
Celková přesnost [%] 86,64
Tab. 3.1: Tabulka přesnosti pro mužské a ženské pohlaví
Obr. 3.1: Porovnání správných a špatných výsledků pro muže
Jak je vidět z grafů, program dosahoval lepších výsledků pro muže než pro ženy.
Tato situace vznikla tím, že testovací data pro ženské pohlaví byla většinou formál-
ního typu, a s tím si program neumí poradit. Program pracuje pouze s neformálním
38
Obr. 3.2: Porovnání správných a špatných výsledků ženu
Obr. 3.3: Celkové porovnání správných a špatných výsledků
textem v jednotné osobě. Nevadí mu text přímé řeči ani jiná interpretace, tedy
kromě zmíněného formálního textu. Text v tomto tvaru program vyhodnotí jako
„nerozpoznáno“, případně nalezne slova, která neodpovídají určení pohlaví a výsle-
dek je pak nepřesný. Vzhledem k tomu, že program slouží k rozpoznávání pohlaví
z e-mailové formy, je vetší předpoklad, že bude vyhodnocovat spíše neformální texty.
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3.2 Výsledky pro program v Rapid Miner
Výsledky z programu Rapid Miner jsou zaneseny v tabulce( 3.3). Jak je vidět z ta-
bulky, pro rozpoznávání pohlaví je nejvhodnější použití metody „Lazy modeling“,
při které program dosahoval přesnosti 68, 32%. Naopak metody Tree Induction
a Neural Net Training se zde neosvědčily. I když bylo při jejich užití dasaženo přes-
nosti 50, 50%, u hodnot true positive a false negative je hodnota 0 a tudíž výsledná
přesnost je nysmyslná. Obě metody selhaly kvůli nedostatku trénovacích a testova-
cích dat. Přesnost metod vypočteme podle vzorce (3.1), specifičnost podle vorce (3.2)
a senzitivitu podle vzorce (3.3).
3.2.1 Vzorce pro výpočet přesnosti, senzitivity a specifič-
nosti
přesnost = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 * 100, (3.1)
,
specifičnost = 𝑇𝑁
𝐹𝑃 + 𝑇𝑁 * 100, (3.2)
senzitivita = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁 * 100. (3.3)
Výsledné hodnoty podle kterých vypočteme dané procentuální hodnoty objasňuje
tabulka matice záměn (3.2).
Předpověd Skutečná třída
třída=ANO třída=NE
třída=ANO A (TP) B (FN)
třída=NE C (FP) D (TN)
Tab. 3.2: Matice záměn,zdroj: Kaspříková N., „Hodnocení modelů chování v marke-
tingu“
Matice záměn nám určuje v kolika případech se klasifikátor shoduje s učitelem
a v kolika se dopustil chyb. V matici jsou ve sloupcích zaneseny informace o tom, jak
to má (alespoň jak učitel říká) být [18]. Tabulka (3.2) zachycuje situaci, kdy jde o kla-
sifikaci dvou tříd - „třída=ANO“ a „třída=NE“. TP (true positive) neboli správně,
positivní je počet příkladů, které systém správně zařadil do třídy „třída=ANO“, FP
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(false positive) neboli nepravdivě positivní je počet příkladů, které systém chybně
zařadil do třídy „třída=ANO“. TN (true negative) neboli správně negativní je po-
čet příkladů, které systém správně zařadil do třídy „třída=NE“, FN (false negative)
neboli nepravdivě negativní je analogicky počet příkladů, kdy systém špatně zařadil
příklady do třídy „třída=NE“.
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Lazy Modeling (k-NN)
true žena true muž specifičnost [%]
true žena 34 16 68,00
true muž 16 35 68,63
senzitivita [%] 68,00 68,63
přesnost = 68,32%
Support vector machine (evolutionary)
true žena true muž specifičnost [%]
true žena 14 5 73,68
true muž 36 46 56,10
senzitivita [%] 28,00 90,20
přesnost = 59,41%
Tree Induction (Decision Tree)
true žena true muž specifičnost [%]
true žena 0 0 0,00
true muž 50 51 50,50
senzitivita [%] 0,00 100
přesnost = 50,50%
Neural Net Training (Auto MLP)
true žena true muž specifičnost [%]
true žena 0 0 0,00
true muž 50 51 50,50
senzitivita [%] 0,00 100
přesnost = 50,50%
Classification by regression + SVM(Linear)
true žena true muž specifičnost [%]
true žena 13 4 76,47
true muž 37 47 55,95
senzitivita [%] 26,00 92,16
přesnost = 59,41%
Tab. 3.3: Výsledky z programu Rapid Miner
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3.3 Porovnání metod
Z výsledků pro můj navržený program (tab. 3.1) a přesnosti metod v Rapid Mineru
(tab. 3.3) je vidět, že přesnost strojového učení je horší než u vytvořené vlastní
metody pro rozpoznávání. Je to způsobeno tím, že program Rapid Miner se učí data
sám rozeznávat a je čistě závislý na kvalitě trénovacích dat a použitém učícím se
algoritmu. Zatímco vytvořený projekt má pevně stanovené hranice, podle kterých
osobu rozeznává. Pro prezentaci odlišných metod zpracování byly použity analytické
metody programu Rapid Miner s pouze nejnutnějším nastavením. Pro přehlednost
jsou výsledné přesnosti zaneseny v grafu přesnosti (3.4).
Obr. 3.4: Porovnání přesnosti jednotlivých metod
3.4 Možnosti rozšíření programů
Program vytvořený v Javě by bylo možno dále rozšířit o procházení některých slov-
ních spojení, například typické spojení pro muže a pro ženu. Také by bylo na místě
implementovat automatizovaný převod textů do vhodného kódování. Další užitečnou
rozšiřující funkcí by mohlo být automatické třídění textů do předem definovaných
složek.
Program by bylo možné též rozšířit o rozpoznávání pohlaví podle podpisu osoby,
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což by jistě ještě zvýšilo jeho efektivitu. Další možností, jak program rozšířit, je na-
stavení opakovaného prohledávání textu. Při prvním projití by se například nejprve
hledala slova ze slovníku a v dalších například slovní spojení typická pro jednotlivá
pohlaví.
Další zajímavou možností, jak rozpoznávat pohlaví, by bylo vytvořit webové
rozhraní aplikace, kterou vytvořila skupina vědců pro anglickou verzi (1.3) a imple-
mentovat ji i v českém prostředí. Časová náročnost a složitost takovéhoto programu
se však vymyká náplni běžné diplomové práce, načež pak bakalářské. Pro podobnou
práci by bylo třeba předem počítat s náročností algoritmů, které musí být z počátku
usměrňovány. V neposlední řadě by bylo třeba shromáždit obrovské množství tré-
novacích a testovacích množin.
Možností, jak lze ještě program zpřesnit, je vyhledávání slov na internetu. Slovník
Ajka, vytvořený Masarykovou univerzitou, každé slovo ohodnotí podle toho, o který
slovní druh se jedná: podstatné jméno, přídavné jméno, sloveso a další, a přidělí
specifický kód. Program by podle těchto specifických kódů dokázal rozpoznat po-
hlaví a odpadla by tvorba slovníků. Bohužel slovník Ajka je volně přístupný jen v
beta verzi a po analyzování několika slov přestane vyhodnocovat. Plná verze je po
zažádání uživatelského jména a hesla zpřístupněna systémem analýzy jazyka na Ma-
sarykově univerzitě. Pro používání pak stačí doinstalování příslušných doplňků do
internetového prohlížeče. Tím ovšem vzniká problém s jednoduchostí přenositelností
programu.
Program Rapid Miner lze dále upravit nalezením lepších metod zpracování, při
užití jiných operátorů. Dále by šel upravit nalezením optimálního nastavení všech
funkcí v jednotlivých blocích. Pro lepší rozhodování přidat další testovací a trénovací
množiny, na kterých je program zcela závislý.
3.5 Spuštení programu
Pro správné spuštění programu je důležité mít v počítači nainstalovaný virtuální
stroj Javy. Virtuální stroj Javy lze stáhnout ze stránek Oracle [25]. Před samotným
spuštěním programu (enumarated_sex.jar) je důležité zkontrolovat, zda se u tohoto
souboru vyskytuje složka „dictionary“. Pokud se tato složka nebude vyskytovat
přímo u programu, je možné ji zkopírovat ze složky „Program v Javě“.
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Pro správné fungování programu musí složka „dictionary“ také obsahovat šest zá-
kladních slovníků:
1. men jsem 100%.csv
2. men bych 100%.csv
3. men 10%.csv
4. woman jsem 100%.csv
5. woman bych 100%.csv
6. woman 10%.csv
Z konzole spustíme program v systému Windows následovně:
1. Stiskneme kombinaci kláves „Win key + R“, zobrazí se dialog pro spuštění
požadovaného programu:
Obr. 3.5: Dialogové okno
2. Napíšeme příkaz „cmd“ a klikneme na „OK“. Spustí se konzole systému Win-
dows.
3. . Pomocí příkazu „cd“ přejdeme do adresáře, ve kterém máme nakopírovaný
náš program. Obrázek (3.6) znázorňuje, jak postupovat při uložení programu
v adresářové struktuře D:\NA CD\.
Obr. 3.6: Konzole systému Windows
4. Pokud jsme se tedy přesunuli do složky s uloženým programem, zadáme název
programu (enumerated_sex.jar) a program z dané lokace spustíme stiskem
klávesy „Enter“.
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4 ZÁVĚR
Hlavním přínosem práce je vytvoření programu na rozpoznávání pohlaví v progra-
movacím jazyku Java. Další výhodou je zaměření programu na český jazyk, pro
který je to zatím jediná vytvořená práce založena na tomto druhu rozpoznávání.
Systém dosahuje celkové přesnosti 86, 64%. Přesnost pro muže je 88, 19% a pro
ženu 84, 44%. Rozdíl mezi mužskými a ženskými výsledky jsou způsobeny použitými
trénovacími daty, jak je uvedeno ve výsledcích pro program Java.
Jako nástavba práce bylo realizováno rozhodování pohlaví v Rapid Mineru za
použití následujících metod: SVM (Support Vector Machine), Decision Tree, Lazy
Modeling, Logistic by Regression a nakonec Neural Net Training. Metody jsou po-
drobně rozebrány v teoretické části. Nejlepších výsledků dosahovala metoda Lazy
Modeling, která má přesnost 68, 32%. Výsledky ostatních metod a jejich porovnání
je zaneseno v tabulce s výsledky programu Rapid Miner.
V porovnání s vlastním programem jsou výsledky o poznání horší. Je to způ-
sobeno zejména proto, že analytický systém se učí sám a je především závislý na
trénovací množině dat. Zatím co vytvořený projekt má pevně stanovené hranice roz-
poznávání. Podrobnější srovnání metod je uvedeno ve výsledcích.
Výsledky algoritmu mohou být zlepšeny několika kroky. Jedním z nich je napří-
klad rozšíření slovníků či zahrnutí celých vět, jak je uvedeno v možnostech rozšíření
programu.
Jako vedlejší produkt při vytvoření této práce vznikly slovníky pro rozpoznávání
pohlaví, trénovací a testovací množiny dat pro program vytvořený v programovacím
jazyce Java a Rapid Miner.
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A PRVNÍ PŘÍLOHA
A.1 Program Java
A.1.1 Příklad č.1
Obr. A.1: zpracování programu pro muže
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A.1.2 Příklad č.2
Obr. A.2: zpracování programu pro ženu
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A.2.1 Příklad č.1
Obr. A.4: zpracování programu SVM evolutionary
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B DRUHÁ PŘÍLOHA
B.1 Obsah přiloženého cd
Obsah CD
Závěrečná práce.pdf
enumareted_sex.jar
dictionary
Obrázky k práci.zip
Program v Rapid Miner
Muz, Zena, SPjakub.properties, SPjakub.rmp
Program Enumerated_sex
build, dictionary, nbproject, src, test
Tab. B.1: Obsah přiloženého cd
55
