IEEE802.3az working group has recommended LPI based Energy Efficient Ethernet standard in order to efficiently reduce unnecessary waste of energy that might occur while there is no data to be transmitted. This paper proposes an enhanced LPI control mechanism to improve energy efficiency between terminal equipment and Ethernet switch in an EEE environment. The proposed mechanism measures the amount of traffic coming to the terminal during specific period of time. According to the measured traffic amount, ON and OFF duration for the following basic cycle will be decided. The performance evaluation results indicate that the suggested mechanism improves the overall performance in a way of significant reduction of energy consumption while it maintains an average packet delay to similar levels compared to the traditional method.
Introduction
As the demands of supporting multimedia services over Internet get higher recently, data transmission speed of network device has increased consistently. However, high speed network device tends to consume more energy. Therefore there are a number of studies actively conducted on the improvement of networking mechanism enabling to consume less energy as well as studies on the improvement of network device towards high speed capability [1] . Ethernet is the most representative technology in access networking. There is a significant potential for improving energy efficiency in an access network since the period during which data transmission is actually performed is substantially short [2] . To enhance energy efficiency for Ethernet, IEEE working group has started working on EEE (Energy Efficient Ethernet) in 2007, and confirmed the standard, 802.3az LPI(Low Power Idle) in September of 2010 [3] . Regarding the details about operation of LPI client sub-layer which actually controls LPI mode, however, there is no specification made. The mechanism is recommended to be implemented by the manufacturers. Therefore the studies on exploring an optimized mechanism in controlling LPI have emerged as critical issue. This paper proposes an enhanced LPI control mechanism enabling to improve energy efficiency between terminal equipment and Ethernet switch.
Related Works
LPI is a mechanism enabling to save unnecessary waste of energy by switching the Ethernet link to idle mode when there is no frame to be transmitted through the link [3] . According to the performance evaluation on EEE conducted by previous studies, LPI mechanism shows highly varying energy efficiency depending on traffic characteristics of transport layer [4] . The performance of the LPI mechanism can improve by applying packet coalescing capability [4] . For achieving better energy efficiency for small-scale Ethernet switch, a synchronized coalescing mechanism has been suggested [5] . However, the synchronized coalescing mechanism has problem to support real-time multimedia service. To overcome such a drawback, an adaptive synchronized coalescing mechanism has been proposed [6] . It is determined whether the following state will remain in ON state or switch to OFF state depending on the amount of traffic arriving during ON state, rather than alternation between fixed period of ON and OFF [6] . An enhanced synchronizing packet coalescing mechanism measures the amount of incoming traffic during a certain period. Based on the measurement, the method predicts traffic characteristics of following period and adjusts threshold value suitable for the forecasted traffic load [7] .
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The proposed mechanism is applied to the operation between Ethernet switch and Ethernet terminal. The two systems connecting through the Ethernet interface stay in either of two distinctive states, namely ON or OFF. In ON state, the system can send and receive data properly. In OFF state, the system cannot send nor receive data because it blocks the power supplied to most of components in the system. As for the Ethernet switch, state transition between ON and OFF takes place repeatedly in a cycle basis. Basic cycle is set to a constant value (Tcycle). In this paper, there are a number of timers used. The types and roles of the timers are shown in Table 2 . ON_Timer Timer to specify the duration during which it operates in ON state.
OFF_Timer
Timer to specify the duration during which it operates in OFF state.
Wait_Timer
Timer to specify the maximum duration which it waits until getting information about Ton.
Initially the basic cycle consists of sum of Ton_def and Toff_def. After the initial cycle is completed, the cycles from then on will be determined by two variables of Ton and Toff that reflect current traffic conditions. Figure 1 illustrates how the switch and the terminal node operate to achieve better energy efficiency in the Ethernet respectively. The terminal node operates as follows. In IDLE state, once the link gets activated, the terminal node carries out synchronization process with the switch. In an initial state, the value of basic timer is set by negotiation process with the switch. Considering the total amount of packets, the transmission capacity of the tx link and overhead, the terminal node evaluates the expected time how long it will take to send the packets to the switch. Based on this evaluation, Ton is decided. Care should be taken when deciding Ton. Ton needs to be integer multiples of Ton_def without exceeding half of basic cycle duration. The terminal node sends the packets stored in transmit queue only during Ton period. When Ton period expires, data transmission should be aborted. Then it turns to LPI mode, which leads to saving energy consumption. The switch is also allowed to send out data to an internet core network only during Ton period. Once Ton expires, data transmission is aborted. Then it goes to LPI mode while Toff period so as to save energy consumption.
Performance Evaluation
The performance of the proposed mechanism was evaluated by simulation. CSIM 20 simulator was used for simulation. Network architecture used by previous study [6] was applied to our simulation. Ethernet link capacity is set to 10 Gbps. Tcycle, Ton_def and Toff_def are set to 100msec, 5msec and 95msec respectively. Simulation has been carried out using two modelling approaches: (1) aggregate traffic modelling for the traffic through all links connecting to the switch, and (2) independently separate traffic modelling for each link. Incoming traffic arrival pattern is assumed to follow a Poisson distribution with fixed packet size of 1,500 bytes. Script has been coded to decide an average arrival rate according to the varying overload. For an adaptive PPSE mechanism with two threshold values (1,000 packets and 5,000 packets) and the proposed mechanism, the performance evaluation was performed by measuring the energy consumption rate and the average packet delay by varying traffic load ranging from 1% to 30%. Energy consumption rate in ON state is assumed to 100% since all the devices fully operate. For OFF state, the energy consumption rate is assumed to 10%. Packet delay denotes the time duration to be taken for the packet to be delivered to the network interface card from the host terminal.
Simulation result for an aggregate traffic modelling is shown in figure 2 . In this figure, energy consumption rates are compared among three different cases: ideal case, adaptive PPSE mechanism and the proposed mechanism. The existing switch remains in ON state all the time regardless of traffic load. Therefore it shows 100% of energy consumption rate. In ideal case, energy consumption rate is linearly proportional to network load. The performance evaluation results for low and high threshold are shown to be highly consistent with previous studies. The new mechanism shows lower energy consumption rate than the adaptive PPSE mechanism. While the traditional mechanism shows 26.5% of the energy consumption rate, the proposed mechanism shows 23%, which indicates there is a significant improvement in energy efficiency by applying the proposed mechanism. Figure 3 is a graph that shows the simulation result in terms of an average packet delay. The average delay reaches down to the lowest level when the threshold is low. When the traffic load gets more than 12% of link capacity, link stays in ON state all the time. Therefore the average delay becomes zero. For most cases of different traffic loads, the proposed mechanism shows similar or lower average packet delay than the adaptive PPSE with high threshold. When the traffic load drops down below 5%, the proposed mechanism shows 44.8msec of the average packet delay, which is lower than the average delay of the traditional mechanism with high threshold. In range of 6~10% that is an average load observed in access network, the proposed mechanism shows higher average delay than the case with fixed threshold. When the traffic load exceeds 15%, the average delay tends to gradually increase. The performance evaluation results indicate that the mechanism contributes to significant reduction of energy consumption rate while it maintains the average packet delay to similar levels. Hence, the proposed mechanism is considered to enhance the overall performance. For each of four links, we carried out the simulation by varying the amount of load. Fixing the load of link 1 and varying the load of the rest of links, we measured the energy consumption rate and the average packet delay for each link.
Performance evaluation results for an individual traffic are shown in table 3. It is found that the energy consumption is differentiated for the traffic load of each link. Since Ton period for each link is adjusted by traffic load, energy consumption rate decreases in case of low link load, while energy consumption increases in case of high link load. Packet delay is shown differently depending on the energy consumption rate. In case of low energy consumption rate, Ton period gets shorter. As a result, packet delay increases. However, the overall packet delay is less than 50msec so that the amount of increment cannot affect the quality of real-time application service. In an adaptive PPSE mechanism, state transition between ON and OFF for all the ports is determined depending on the condition of a specific port that has the highest traffic load. Therefore the drawback of this method has been pointed out that it does not exactly reflect the characteristics of all the traffics coming to the switch. The suggested mechanism has been designed to overcome the downside of adaptive PPSE.
Conclusion
The proposed mechanism measures the amount of incoming traffic arriving at the terminal. Based on the measured data, ON and OFF durations are determined for the following cycle. Furthermore, the ON and OFF durations are delivered to the switch, so that synchronized data transmission can be carried out. Since the switch operates LPI mode depending on the traffic load, the proposed mechanism is capable of overcoming the drawback of the adaptive synchronized coalescing mechanism effectively. The simulation results indicate that the performance improves by and large since the proposed method contributes reduction of energy consumption rate without significant increasing of an average packet delay. According to the traffic load for each link, the energy consumption shows to be differentiated. Based on the traffic load, the new mechanism applies different Ton duration to an individual link, so that it results to high energy consumption rate with high load and low energy consumption rate with low load. Therefore the proposed mechanism is considered to effectively overcome the problem of the existing method that is not capable of reflecting the characteristics of all traffics incoming to the switch.
