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1. Introduction and main result 
The purpose of this paper is to prove a strong law of large numbers for a class of 
random variables and to explain its scope by means of some examples. This is our 
model: Let F,c F, c . . . be an increasing sequence of c-fields on some probability 
space. We consider real-valued random variables X,,, X, , . . . , such that X,, is 
F,-measurable and such that the following condition is satisfied: 
(A) There are random variables 5,) &, . . . such that a.s. E( &+r ) F,) = 0, and there 
is a positive bounded function h(x), x 3 1, such that for X,, 2 1 and n 2 0, 
X,+,IX*=l+h(X,)+~~+,. 
We are interested in the behaviour of X, on the event 
Em={Xn+cO, as n-+03}. 
Define the sequence of real numbers (a,) by the recursion 
a,+*=a,(l+h(a,)), a,=l. 
Then the following result holds: 
Theorem 1. Let (A) be satisfied. Let q(x), x 2 1, be a positive function such that 
cp(x)/x is decreasing and j: q(x) dx/x < 00. If for 1 s x G y, 
h(y) s h(x)(l+ P(X)), (1.1) 
and if there is a number 1 s p 6 2 such that 
‘W%+~Ip IF,) s h(X,)cp(X,) (1.2) 
on the event {X,, 2 l}, then Xn/an converges to a strictly positive limit a.s. on E_,. If 
h(x) = o(l), then X,/a, + 1 almost surely on kZYa. 
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Note that under (1.1) a, -00, as n -+a. 
Our theorem applies in different contexts. For example one may view X, as 
representing the size of some randomly growing population at time n. In fact this 
study was stimulated by the consideration of more specific population models, such 
as population dependent branching processes. Since applications of our theorem 
to these models are immediate, we shall not go further into it. Related results are 
contained in Keller et al. [2] and Kiister [3]. A special feature of our theorem is 
that (at least in our genera1 context) condition (1.2) cannot be weakened substan- 
tially. This follows from our examples below. 
The paper is organized as follows. In the next section we prove some auxiliary 
results. In particular we give criteria for the almost sure convergence and divergence 
of series of the form ~~=, h(X,)cp(X,). Section 3 contains the proof of Theorem 1. 
In Section 4 we discuss two counterexamples. The appendix contains several analyti- 
cal statements. 
2. On the convergence and divergence of certain random series 
In this section we derive two theorems. 
Theorem 2. Let (A) be satisjied and let q(x), xz 1, be as in Theorem 1. Iffor some 
lSpS2, 
~(1Sn+,lPl~,)~6(X,)~o(X,) 
on the event {X,, 2 l}, then a.s. on 8,, 
~~~~(X,)h(X,).I(X,pl)<oo. 
I(A) denotes the indicator function of the set A. The following converse will be 
useful for the construction of counterexamples. 
Theorem 3. Assume (A) and let X, 2 -C and E(X,+,(F,,)S C U.S. on the event 
{X,, < I}, where C > 0 is some constant. Let q(x), x 3 1, be a positive function such 
that 9(x)/x is decreasing and jp p(x) dxlx=oo. Then a.s. on Zfa, 
j, q(X,)h(X,) . I(& 2 1) = ~0. 
The proof of Theorem 3 is comparatively short, therefore we give it first. 
Proof of Theorem 3. Let 
cp(x)/x, 
+(x) = (c(l), 
if x 3 1, 
if xCl. 
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Then 
f(x) = {x +(Y) dy 
0 
is a concave function. Consequently, if x 3 1, 
Furthermore on {X,, < l}, 
~(f(X,+,)lF,)~(P(l)~(X~+,l~~)~ G(l). 
Now denote 
n--l 
A,= C {h(Xj)cp(Xj).I(X,~l)+C~(l)‘I(X,<l)}, 
;=o 
fix D>O and let 
T = inf{ n 3 0: A,, > D}. 
men un =f(X,,,) -A,.. is a supermartingale. In view of Lemma A.1 of the 
appendix cp (x) is bounded, thus U,, is bounded from below and thus a.s. convergent. 
Therefore f(X,) -A, converges as. on the event {T = KJ} = {sup,, A, s D}. Since 
f(m) = ~0, the intersection of EYm and {sup,, A ,, G D} has zero probability for any 
D > 0. This in turn implies ZYm c {sup, A, = ~0) a.s., from which the desired result 
follows. 0 
We come to the proof of Theorem 2. It follows from Lemma A.1 of the appendix 
that we may assume without loss of generality, 
cp(x) 
- is decreasing, 
X 
while xcp(x) is increasing, (2.1) 
q(x) is differentiable and z +2”(x) 
X2 * 
(2.2) 
Furthermore, there is a function r(x) = o( 1) such that on {X, 2 l}, 
U15,+11P IF,) s h(X??)V(X,)4X,). 
Let 
(2.3) 
I 
m 
g(x) = 
x 
cp(Y) T. 
By the assumptions of Theorem 2, g(x) is finite for x 2 1. 
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Lemma4. Let OGe<l. Thenforx, xfyal andya-ox, 
P(X) 
g(x+y)~g(x)-- 
X ( v-(1-E)p3L2 > x . 
Proof. Let (1 - E)X C z S x. By virtue of (2.I), 
cpoC cp(x)x 3 P(X) 
Z2 Z3 
<(l-E)- - 
x2 . 
Since cp(x)/x is decreasing, this estimate is also valid for z 3 x. Now, if y 2 -EX, in 
view of (2.2) by a Taylor expansion, 
Y2 
z 
s g(x) - dx) -y+(l-E) ~3+~2 ,, 
X x . 
Next choose 0 < E < 1 and define for X,, 2 1, 
2, = X,(1 + WX,)), 
en, = -cp(Z,) xx+, 
(1 - &)322, 
. ~(lXn&+,l~ EZn), 
Then the following result holds. 
Lemma 5. Under the assumptions of Theorem 2 there are p > 0, M 3 1 such that for 
X, 3 M, X,,, 2 1, a.s. 
g(X,+,)cg(X,)+e,-[E(e,l~,)-Ph(X,)cp(X,). 
Proof. Let X,, X,,, 2 1. First we prove the inequality 
g(X,+,) s g(z,) + 0,. 
If IX,,&,+,I > EZ,, (2.4) follows from the estimate 
g(x,+,) s g(I) = k2= 0,. 
In the case IXn&,+rl < EZ,, apply Lemma 4 with x = Z,,, y = X,,&,+, , 
g(x,+,)=g(z,+xn~~+,)~g(z,)+e,,=g(z,)+e,. 
(2.4) 
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Next choose 0 </I < 1. Since h(X,) 3 0, another application of Lemma 4 (with E = 0, 
x =X,, y =X,, min(& h(X,,))) yields 
g(-G)sg(X,+X, min(h(X,),P)) 
s g(X,) - y (1-/3)X, min(h(X,), p). 
n 
Since h(X,) G D for some D > 0, 
g(Z,)~g(X,,)-(l-P)%rp(X,)h(X,). (2.5) 
Next we estimate E( 0,I F,,). I n view of Lemma A. 1 of the appendix q(x) is bounded. 
From (2.3), if X, is large enough, 
+ cp(ZN ~z(lxn~~+ll~~zn)lE > 
s cp(Zn)(&l-p+& ~-'m"+,/'I El 
s C,h(xn)~(x)~(xn). 
Also for large X,,, 
IE(e,,(F,)~g(l)~-~~,p~(lX”s~+,Ipl~~) 
s C*WX,)cp(X,MX,). 
Thus, if X,, is large enough, 
(2.6) 
Our assertion follows from (2.4)-(2.6). 0 
Proof of Theorem 2. Let 
M,= i (e,-~(e,IF,)).z(X,~l). 
k=O 
M,, is a martingale, further by construction for a suitable C > 0 we have 18,) 6 C 
(recall that q(x) is bounded in view of Lemma A.l). By means of a martingale 
theorem [ 1, Theorem 2.141 almost surely either lim inf M, = --OO or M,, converges 
to a finite limit. 
Now there is a (random) N such that on the event E’,,,, X, 2 M 2 1 for all n 2 N. 
From Lemma 5, if n 3 N, 
s g(X,,) + M,, - M,,-I. 
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Therefore, lim inf M, = -cc cannot occur on 8,, thus M,, has to converge, and 
consequently 
z h(Xk)(P(Xk) <cc 
k=N 
a.s. on Em. 0 
3. Proof of Theorem 1 
We divide the proof into several steps. 
(i) First we show that there is a suitable (random) N such that 
n-1 
M,= n l+ 5k+1 
k=N l+h(Xk) ) 
converges to a strictly positive limit a.s. on ‘&. To this end note that from (1.2) 
and Theorem 2, 
k=O 
a.s. on %a. Since 
E(j l!$k+,lp -E(ltk+,lp 1 Fk)l 1 Fk) s 2~(itk+lip IFk), 
we obtain by means of Theorem 2.17 in [l] the a.s. convergence of 
: (ltk+,lP -~~~~k+llp IFk)) 
k=O 
on 8,. Thus c l&+ilP < Co, and since p G 2, 
a.s. on 5Za. Also from (3.1) and Theorem 2.17 in [l] we get the a.s. convergence of 
f ‘tk+l 
k=Ol+h(Xk) 
.1(X, G= 1) 
on 8,. In particular & + 0 a.s. on ga. Now choose N so big that I&] c i and X,, 2 I 
for all n 2 N. Then 
2 
) ktl , 
such that log M,, is a.s. convergent on 8,. 
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(ii) Now we consider the case that there is a m Z= N such that X, s a,, for n 2 m. 
Let us prove the convergence of 
n l+h(a,) 
Jm l+h(xk)=Bn.cny 
where B, denotes the product of all factors bigger than 1 and C, contains the 
remaining factors. Thus B, increases and C, decreases. From (1.1) we obtain 
h(ak)~Ir(Xk)(l+lp(Xk)) for kzm, which entails 
:+‘,“:;\s 1-t h(X,)cp(X,) sexp(h(Xk)cp(Xk)). 
k 
(3.2) 
In view of Theorem 2 B, is bounded from above and thus convergent a.s. on Ea. 
Therefore B; C,, has a limit (possibly zero). Now the following formula holds: 
a, a, M,,, n--l l+ h(a,) -=-- 
X,, X, M,, ,Fm L+h(X,)’ 
(3.3) 
We have shown that the right-hand side converges, thus an/X,, has a limit, which 
by assumption is not less than 1. The case X,, 2 a, for all n large enough is treated 
by interchanging X,, and a,. Note that in view of Theorem 2 (with & = 0), 
: h(ak)dak)<co. 
k-0 
(iii) Now let us consider the case, that there are numbers N =S n, < n, < * . . such 
that 
X,>aa,, 
X,saa,, 
By virtue of (l.l), 
if nZUml S n < nZo, 
if n,, Sn<n,,+,. 
lim,,, h(x) = K exists, thus a,,+,/ U,+l+K. Since &,=0(l) a.S. 
on gm, as shown above, also X,+,/X,, + 1+ K as. on gm. Therefore 
X,Ja,U+l 
a.s. on 8,. Define m(n) by m(n) = n, s n < no+, . If nzv s n < qu+, , by means of 
(3.2) and (3.3), 
a, Urn(n) M n-1 m(n) I<-<---- 
n exp(h(Xk)dXk)). xn X,,,(n) M,, k=m(n) 
A similar estimate holds, if n2v-, d n < nzu. Now in view of Theorem 2 the right-hand 
side in the above estimate converges to 1 a.s. on 8,, since m(n)+ 00, as n +a. 
Thus X,/u,, -, 1. 
(iv) We come to the proof of the last assertion. Let h(x) = o( 1) and assume that 
FX, s a,, for some E > 1 and all n 2 m. From (3.3), 
a, Mm, y,’ I+ h(a,) 
““x,M,k=m l+h(X,)’ 
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Now the right-hand side converges to zero a.s. on ‘Za in view of Theorem 2 and 
Lemma A.3 of the appendix. This is a contradiction, consequently lim,(X,,/a,) 2 1 
a.s. on 8,. Similarly one shows lim,(X,,/a,) c 1 a.s. on ZCm by interchanging X, 
and a, in the proof. 0 
4. Two counterexamples 
We give two examples, which show that condition (1.2) in some sense is the best 
possible. 
4.1. Exponential growth rate 
Let X,, be F,,-measurable random variables such that 
X n+1= Xn(T-CSn+l) 
with r> 1 and 
E(&+* I El) = 0. 
Obviously condition (A) is satisfied with h(x) = T - 1, and 
a, = F. 
The following complement to Theorem 1 holds: 
Proposition 6. Let X,, 2 0 for all n. Zf there is a positive, decreasing function p(x), 
x 3 1, such that jy p(x) dx/x = 00, and if for some E > 0 and X,, 2 1, 
QZ+J(5Z+1 c &) I Fn) 2 cp(xJ, 
then X,, = ~(a,) U.S. 
Proof. Since 
(4.1) 
X*/a,, is a non-negative martingale and thus a.s. convergent. We have to show that 
the event A = {lim(X,/a,) > 0) has zero probability. Now, if lim X*/a,, > 0, & = o( 1) 
in view of (4.1). Therefore on 2, 
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Since X, 2 0, &+, 3 -7, therefore E(&+ll(l&,+I] i T) IF,,) s 0. It follows 
n--l 
-E, dxk)+o(l). 
On 2 X,, + CO, thus from Theorem 3, Cr=‘_, p(X,,) = ~0. On the other hand the first 
sum right hand of the above inequality is a martingale with bounded increments. 
Using Theorem 2.14 in [l] this martingale converges to infinity with zero probability. 
It follows 
lim inf log Z! = --Co 
a, 
a.s. on 2, thus Pr(i) = 0. 0 
4.2. Here we give an example with a subexponential growth rate. Let h(x) and 
p(x) be positive, decreasing functions such that h(x) = o(1) and 5: p(x) dx/x = ~0. 
We consider random variables X,,, given by 
X n+, =X,(1+h(X,)+&l+,), X0=1, 
where 
5,+, =I(sign X).~(l~~+d~ cp(X,)WG)). 
Here v1,v2,... are independent random variables, uniformly distributed on the 
interval (-l,l). Let F, be the a-field generated by n,, . . . , vn. Then 
E(Sn+, 1 Fn) = 0, 
‘Ukn+,lp 1 Fn) = 2-P~(X)h(Xn). 
Furthermore 
Pr(&+, =5X,, k) =&(X,)h(X,), 
and in view of Theorem 3, 
a.s. on 8,. The martingale version of the Borel-Cantelli lemma yields gntI =$X,,, 
thus X nt, 2$X,, infinitely often a.s. on 8,. However, since h(x) =o(l), a,+,/a, = 
1 + h( a,) = 1-t o( 1). Clearly it follows 
Pr x, has a positive, finite limit 8, = 0. 
a, I > 
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We remark that Pr( ZY,J = 1 in this example. In fact it is not difficult to show that 
(X, + c))’ is a supermartingale, if c > 0 is chosen large enough. Thus (X,, + c)-’ is 
a.s. convergent, which in our example implies the a.s. divergence of X,,. 
5. Appendix 
Lemma A.l. Let k(x), x 2 0, be a positive, decreasing function such that 17 k(x) dx < 
cc. Then xk(x) = o( 1) for x + CO. Furtherfor any (Y > 1 there is a positive, continuously 
diflerentiable function r(x) such that 
6) m 
I 
r(x) dx < ~0, 
0 
(ii) r(x) is decreasing, while r(x)xa is increasing, 
(iii) k(x) = o(r(x)), as x+00, 
(iv) 
r(x) 
r’(x) 3 -a~ 
x . 
Proof. Since k(x) is decreasing 
i 
x 
xk(x) s 2 WY) dy = o(l). 
x/2 
As to the construction of r(x) we first consider property (iii). Let 
s(x) =$ k(y)( 11 k(t) dt)-‘l2 
Then s(x) is decreasing, furthermore 
I 
‘=s(x)dx~~~k(x)(~~k(t)dt)~“2dx=2(j-~k(t)dt)”z~~. 
0 
Now, since k(x) is decreasing, for a suitable 0 G z s X, 
2s(x)~k(r)(l:;k(t)dt)~“2~k(x)(jzmk(t)dt)~li2. 
Obviously z + m, as x + a, since s(x) = o( 1). Therefore 
k(x) = o(s(x)). 
Next define 
x 1 
t(x) =x-a I ymm’s(y) dy = I Y’s(tx) dt. 0 0 
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Since s(x) is decreasing, also t(x) is decreasing, whereas t(x)xe is increasing. 
Furthermore, changing the order of integration, 
I:r(x)dx=S:v~~‘J(v)5~~x~~dxdy=~~~~r(y)d~<~. 
Using the monotonicity of s(x), 
consequently k(x) = o( t(x)). Thus we have obtained a continuous function, which 
satisfies properties (i)-(iii). Repeating this construction once again we end up with 
the continuously differentiable function 
I 
X 
r(x) = XP y+‘t(y) dy. 
0 
Again the assertions (i)-(iii) are valid. As to (iv) note that 
r’(x) = --a--- 
4x) I t(x), _ r(x) 
H a- 0 
X X x . 
The next result is a somewhat generalized version of a well known criterion. 
Lemma A.2. Let a,, P,, be real numbers such that a,> -1, /3,, ~0, CY, S& and 
CTCp=, Pn > --co. Then 
fi (1+Ly,)=co, 
n=O 
if and only if Cy==, a, = co. Cl 
The proof is left to the reader. 
Lemma A.3. Let p(x), x2 1, be a positive function such that cp(x)/x is decreasing 
and jy p(x) dx/x <co. Let h(x), x b 1, be a positive function such that h(x) = o( 1) 
and, for any 1 s x s y, 
h(y) s h(x)(l+ p(x)). 
Let an+, = a,(l+h(a,)),ao=l. Letx,sl benumberssuchthat~~~=,cp(x,)h(x,)<~. 
If EX, s a,, for some F > 1 and all n 2 no, then 
O” l+h(x,) 
!!. l+h(a,)=a7’ 
If on the other hand ea, G x, for some c > 1 and all n 2 no, then 
m l+h(x,,) 
“!o l+h(a,) 
= 0. 
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Proof. We only prove the first assertion. 
(i) Let E > 1, 6 = el’*. First note that 
thus 
f (l+cqQk))<CO 
k=O 
for any c > 0. Next consider the equation 
Since h(x) = o(l) and by virtue of (5.1), 
Taking logarithms and using the estimate log x s x - 1 we get 
e*{g (1+Cp(sk-2))-2-1 =a3. I 
(5.1) 
(5.2) 
Note that in view of (1.1) for a suitable 7 > 0, 
thus the series in (5.2) is minorized by a convergent series. Therefore, if -y,, is an 
convergent series such that lim,,, yn > 0, then also 
i*{$g (1+ccp(6k-2))-2-1 yn=CO. 
I 
(ii) Now let 
nk = inf{n: a, 2 Sk}. 
Let nk s n < n&r. Then 6 k c a, < Sk+‘, therefore 
h(a,)~h(6k)(l+rp(6k))~h(6k)(l+S2~(6k-2)), 
thus 
(5.3) 
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Therefore 
f h(%l4-h(4= -’ h(a /&) 
“=lt> l+h(G) 
kz2”;n, (*-I an+‘-an 
> a,(1 + h(G)) 
2 kg;(g+) 
> 
*&d-1 
(1+62qD(6k-2))P2-1 c “n;:,? 
n=*!, 
Now ~,,+,/a~ = l+h(a,)= 1+0(l), thus unx --ak for k+oo. It follows 
“!i+,C’ a 
Yn= c 
n+, -a, 
--I 
%t, dx - 
a 
=logT-log 6, 
therefore by means of (5.3), 
a3 h(Glls) -h(%) 
c =cO. 
II=0 l$-h(a,) 
If now x, s a,,/~ for all n 2 no, then h(a,/.s)s /1(x,)(1 + cp(x,)), thus 
Oc Vx,) - h(a,) 
.zo l+h(u,) z.So 
CC h(a,/e) - h(G) _ ; h(x,)cp(x,) 
1$-h(%) n=O l-th(a,) * 
The second series on the right-hand side converges by assumption, thus 
(5.4) 
Finally 
l+h(a,)~I+h(x,)(I+gp(x,))~(I+h(x,))(l+h(x,)cp(x,)), 
thus, q(x) being bounded in view of Lemma A.l, for a suitable T > 0, 
1 + h(&) 
l+h(%) 
- 12 - Th(X,)P(X,). 
In view of (5.4) and Lemma A.2 we get the desired result. The proof of the second 
statement follows along the same lines by interchanging x, and a,. Note that 
C,, cp(u,)h(u,)<~ in view of Theorem 2 (choose &=O). q 
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