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INTRODUCTION
The following is a central problem in stochastic systems theory: Given a stationary stochastic process {y(t);tE R}, find a (possibly infinite-dimensional) vector Markov process {x(t);tE RI, called the state process, and a function f so that y (t) f(x(t)) for all teR. Moreover, find a stochastic differential equation driven by a Wiener process and having the state process x as its unique solution. The problem of characterizing the family of all such representations is known as the stochastic realization problem.
There is by now a rather comprehensive theory of stochastic realization for the case that {y(t);tE]R} is Gaussian [1] [2] [3] , in which case the representations can be taken to be linear, i.e. both f and the stochastic differential equation are linear. This linear theory can be applied to non-Gzussian processes also, but then we need to give up the requirement that x is Markov and that it is generated by a Wiener process, replacing these concepts by "wide sense Markov" [4] and "orthogonal increment process" respectively. If we are not willing to do so, a noniinear stochastic realization theory is needed. That is the topic of this paper.
In this paper we shall apply Wiener's theory of homogeneous chaos [5, 6] to the nonlinear stochastic realization problem. For simplicity and ease of notation we shall assume that the process y is scalar, although the machinary which we develop is sufficient to accommodate also the vector case. Other assumptions, such as y admitting an innovation representation, are however crucial to our approach. (In this respect, it might be more appropriate to consider a process y with stationary increments, and indeed with minor modifications we could have done so.) In the extension of this work we see the possibility of making contact with nonlinear filtering [7, 8] and that is partially a motivation for this work.
PROBLEM1 FORMULATION
Let {y(t);t eR} be a non-Gaussian stationary stochastic process which is meansquare continuous, purely nondeterministic, and centered, and let V be the sigma-field [We recall that, for two subspaces A and B, X is an (A,B)-spZitting subspace if <EXa,EXs> = <a,8> for all a e A and ~ e B, where E X denotes orthogonal projection on the subspace X.] However, for a non-Gaussian process y, there will be some nontrivial component yn, n >1, and consequently the state space construction will have to involve at least those higher chaoses in which y has a component. To this end define the index set
For reasons which will soon be evident, we shall have to always include the first chaos in our analysis. (In particular, see Section 7.)
Hence we call X a state space for y if n N n (4)
where Xn c H is an (Hn,Hn)-splitting subspace, and X is Markovian in the sense that, if X :=C{X}, X :=c{t\V 0 UtX} and X + :={Vt0Ut X}, X-and X are conditionally independent given X; we shall write this X -X + IX. We say that X is mini.mZl if there is no other state space X' for which X' :=c{X'} is properly contained in X.
The problem at hand is now to construct all minimal state spaces for y and to obtain a dynamical representation (realization) for each of them.
THE STRUCTURE OF H
According to It6's Theorem [10] H n = {In(f;v) IfE L2( For example,
The *-operation is obviously commutative. In particular, (14), PROOF OF THEOREM 1. Let the X described in the theorem be denoted X, and set X:=:aC (1 ) .
Then X is the space of all centered 6-measurable random variables in H [5, 6] , and 6 a(X) =., Moreover, if X :=V UtX, it is not hard to see that X -=C(x ) =~(Xt), since Ut n = (UtX )n* An analogous relation holds for summation over the future.
(if): Show that X is a minimal state space. Since X1 is Markovian, so is X. Hence, in view of Lemma 2, X is a state space for y. Now assume that X is not minimal. Then there is a state space X such that X :=c(X) is properly contained in X. Then, since all i E X are i-measurable and X is the space of all centered X-measurable random variables, Xc R. Therefore X1 must be a proper subset of X1, or else X a(X 1 ) =c(X 1 ) =X.
This contradicts the minimality of X 1 .
(only if): Let X be a minimal state space for y. First let us assume that X 1 is not minimal. Then there is another (H1,H1)-splitting subspace X 1 which is a proper subspace of X 1 . Let X =a(X 1 ), and let X be the space of all 2-measurable elements in H.
Clearly X cX :=a(X). We want to show that this inclusion is proper, contradicting minimality of X. But this is the case, for there is a i e X 1 such that i 1 X Consequently, by the Gaussian property, a{"} and X are independent, while both are subfields of X. Hence X 1 must be minimal, and X =X 1 . Next assume that Xn is not of the form (15b), i.e. Xnt X n . Then since Xn is minimal (Lemma 3), Xn tXn, i.e. there is a i E X which does not belong to X and consequently is not X-measurable. Hence X is a proper subfield of X contradicting minimality of X. Therefore X = X. Finally X is Markovian only if X1 is Markovian. The last statement of the theorem follows from Lemma 3. 0
5-. THE STATE SPACE COMPONENT OF THE FIRST CHAOS
Thus it remains to determine the minimal Markovian (H ,H1) -splitting subspaces X 1 .
This is almost the problem solved in [1] [2] [3] . To explain how it differs, let 5 H 1 n H be defined in the following manner. If Y1(0) O0, set S:=Yl(O), otherwise let it be arbitrary. (Remember that H nH i .) Next define the process z(t) :=UtT. Then z(t) E H 1 for all t. Moreover,
where H!(z) and H+(z) are the closed linear hulls of the random variables {z(t);t <0}
and {z(t);t2 0} respectively. Since y is purely nondeterministic and mean-square continuous, so is z. Therefore z has a spectral density D(iw). A scalar solution W of the equation
will be called a (full-rank) spectral factor of z. Now, if y is Gaussian as assumed in [1, 2] , z =y and we have equality in each of relations (16) . Then there is a procedure in [1, 2] to determine X 1 from a certain pair (W,W) of spectral factors. However, in the non-Gaussian case, z~ y, and we cannot assume that relations (16) hold with equality, not even when z=Y 1 l Hence there is a "mismatch" between the process z and the geometry in H 1 , and consequently the procedure of [1,2] will have to be modified.
Fortunately the basic results of [1, 2] we shall always mean a centered Gaussian process defi-ned on the whole real line by a spectral representation
where dCu is a Gaussian orthogonal stochastic measure such that EjdGuj 2dw. 
HI c H 1 (du) (20b)
H;(du) = H 1 v H 1 (du) .
(20oe)
The processes u and u (which are essentially unique) are called respectively the forward and the backward generating processes of X. (Condition (20a) is equivalent to Hl(du) and Hl(du) intersecting perpendicularly. Moreover, (20d) is an observability and (20e) a constructibility condition [1, 2] .)
The Gaussian space of any Wiener process u in H 1 coincides with H 1 [9] , and consequently any n e H 1 can be written
where f E L 2 R), or equivalently,
where w-+f (iw) is the Fourier transform [9] .
[We shall refer also to the function f as the Fourier-transform, although it properly should be called the (double-sided)
Laplace-transform.] Relations (22) establishes an isometric isomorphism between H 1 and L2OI), where I is the imaginary axis. Let T u :H1 L 2 I I) be the map Tun =f. Then it can be seen that Tu is unitary. Let T* denote the adjoint, i.e. n = T*f, which is relationu (21b)u u tion (21lb).
The shift U corresponds to e under the isomorphism T t Tu 
LEMMA 4. There is a one-one correspondence between Wiener processes u in
where u is the Wiener process (18) with d = Q*dv.
PROOF. We present an appropriately modified version of the proof in [1, 2] . The idea is to translate conditions (20) to the Hardy space setting and apply Beurling's Theorem [13] . In the case studied in [1, 2] , the pairs (W,W) which generate splitting subspaces are precisely those for which WEH , We H2, and K is inner. In the present setting these three conditions must also hold, but in addition we must have W =GQ and W= GQ. These factorizations correspond to the inner-outer factorizations of [1, 2] , but the difference is that now G and G are not outer. Consequently, some of the pairs (W,W) mentioned above will be excluded. Note that the innovation process does not correspond to an outer spectral factor of z, since H is not the predictor space of z. C
THE STATE PROCESS
We recall from Section 2 that
for some gneL2fRn). Let us assume that this innovation representation is given, i.e.
that the functions {gn;n E N} are known.
Let us now consider a minimal state space X with forward generating process u.
Then, since H cH (du),
(n times) and consequently there is a representation 0 tl tn-l
for some L 2 (Cn). Defining wn to be zero whenever some argument is zero, we may write this Yn(0) =In(Wn;u). By the same recipe we write Yn(0) = I(gn;v). We need to determine w from a, To this end, let f L 2 1n) be the n-fold Fourier-transform~~~~~~i
(n) be the operator defined by f = Ff. The following is a multidimensional version of (21).
LEMMA 5. Let fE L 2 CR n ) and set := Fnf. Let u be a Wiener process (18) . Then-
PROOF. First let f be of the form (8) . Then f has this form too, and fi = Flfi. From
Then, by Its's formula, i.e. (11-) with v exchanged for u or u, each member of (29) can be reduced to the same expression in nl^n2.. 'n' Hence (29) holds for functions of type (8) . Then, since finite linear combinations of functions of type (8) Consequently, defining W :=F w and G :=Fngn, Wn can be determined from gn via n n n n n the relation
for d~ = Qdi (Theorem 3).
It is well-known [6] , and we have already used this fact in Section 2, that n-In(f;u) defines an isomorphism between H n and L 2 In). More precisely T(n) :H +L 2 on), 
A (T A)
so that in particular Then the following lemma is a multilinear version of the construction in [14, 15] which is being used in [1, 2] .
The integrand in (28) admits the factorization 
The higher-chaos subsystems are nonlinear. In the next section we shall illustrate this with an example.
Note that a backward realization for X generated by u is obtained by developing -no + n® the above analysis in (H 2 )n3 rather than in (HE 2 ) . Whereas the forward property is characterized by (41), the backward one is determined by X n l Hn (di) for each n E N.
Finally, in the case that X is not regular, other constructions involving rigged
Hilbert spaces are possible [19] .
THE FINITE-DIMENSIONAL BILINEAR CASE
To illustrate our point let us consider the simplest possible nonlinear problem.
Let the process y have the innovation representation
-co -ca and the backward innovation representation Since r is rational, it can be shown that K must be rational, and consequently X 1 is finite-dimensional [17] . In fact, all X 1 have the same dimension n [1, 2] . By using the procedure described in Section 7 of [i3] we can determine an nxn-matrix A 1 and an nxl-matrix B1 from K and a lxn-matrix C 1 from W :=GQ so that
where sp{x l (t),...,xn(t)} =UtXi, H t 1du) Xi and
To each X 1 there corresponds a minimal state space, namely
where
Hence, for each t, the ½n(n+l) random variables x "1:= (t)*xj (t);j< i span Ut 2 .
(Remember that x1 j =x31 .) Let {x 2 (t);tER} be the ½n(n+l)-dimensional stationary vector process with components xj ] (t). Applying Ito's differentiation rule [6] to xl (t) = xl(t)xj(t) -E{x (t)x (t)} we obtain 
Integrating this bilinear equation we get an expression of type is a realization of y, for x = is a Markov process. Note that even if Y 1 were zero we would need to include xl is the state process x, for x 2 by itself is not Markov.~~_ Let x be the state process corresponding to X = EH 1H (in the coordinate-system of (52)). It is shown in [1] [2] [3] that, for any X 1 , E Ix (0) =x1(0 
CONCLUDING REMARKS
The purpose of this paper is to investigate the structural aspects of the nonlinear stochastic realization problem and to clarify basis concepts. This is a first step toward a nonlinear realization theory. Hence we have not concerned ourselves with algorithmic aspects of the problem, and our analysis is based on the availability of an innovation representation, the actual determination of which is a nontrivial problem in itself (see [20] ).
The question of state space construction needs to be further studied. It could be argued that condition (4) is too restrictive since there could well be (en NHneNHn)-splitting subspaces which are not of the form (4) , having a nonzero angle with some (or even all) Hn. Hence, if we can do without realizations of individual Yn but only need their sum y, it is possible that we are missing state spaces of smaller size.
Our interest in the nonlinear realization problem emanates from its potential value as a conceptual framework for certain classes of nonlinear filtering problems.
This will be the topic of a future study.
