An algorithm based on a support vector machine (SVM) is proposed for hydrometeor classification. The training phase is driven by the output of a fuzzy logic hydrometeor classification algorithm, i.e., the most popular approach for hydrometer classification algorithms used for ground-based weather radar. The performance of SVM is evaluated by resorting to a weather scenario, generated by a weather model; the corresponding radar measurements are obtained by simulation and by comparing results of SVM classification with those obtained by a fuzzy logic classifier. Results based on the weather model and simulations show a higher accuracy of the SVM classification. Objective comparison of the two classifiers applied to real radar data shows that SVM classification maps are spatially more homogenous (textural indices, energy, and homogeneity increases by 21% and 12% respectively) and do not present non-classified data. The improvements found by SVM classifier, even though it is applied pixel-by-pixel, can be attributed to its ability to learn from the entire hyperspace of radar measurements and to the accurate training. The reliability of results and higher computing performance make SVM attractive for some challenging tasks such as its implementation in Decision Support Systems for helping pilots to make optimal decisions about changes inthe flight route caused by unexpected adverse weather.
Introduction
During the last few decades, most worldwide weather radar infrastructure has been upgraded to dual-polarization. New meteorological products and applications based on dual-polarization radar measurements have been proposed and made available to end users, likeweather services, to improve precipitation estimation and better understand the nature of precipitating clouds for predicting their evolution in the short term. Among these products, the identification of hydrometeor type has become one of the most popular, having attracted the interest of researchers and weather radar users. Different Hydrometeor Classification Algorithms (HCA) have been proposed so far. Most of the HCAs implemented at operational radars are based on empirical approaches, allowing us to deal with approximate knowledge of the actual relationships between radar measurements and precipitation microphysics such as the fuzzy logic (FL) methods (see [1] [2] [3] [4] [5] among others), but there are also algorithms based on a Bayesian approach [6] . Typically, HCAs classify hydrometeors by analyzing the set of dual-polarization measurements pertinent to a single radar measurement volume. Most of the recent literature on fuzzy logic HCA aimed at improving the membership functions (e.g., [7] ) also focusing on specific classes [8, 9] . Steps forward to improve the robustness of the fuzzy logic approach are the semi-supervised approach in [10] , which improved the spatial coherency of classification maps by exploiting measurements in the neighboring bins, and the unsupervised clustering approach [11] to define the number of classes and the membership functions. More recently, a semi-supervised approach, that exploits fuzzy logic approach for defining the constraints of an unsupervised approach was presented [12] .
Supervised learning models based on a Support Vector Machine (SVM) are widely used for classifying different remote sensing imageries (see [13] for a review), including meteorological satellite observations (e.g., [14] ). Therefore, the SVM approach is worth investigating for hydrometeor classification using dual-polarization radar measurements. Actually, a few HCA implementations based on supervised learning methods can be found in the literature. Neural networks have been used in [1] to automatically adjust membership functions based on observed data and fuzzy logic classification results, while in [15] an SVM model has been used as part of a hydrometeor classification scheme to define hydrometeor classes based on 2D Video disdrometer measurements.
The development of the SVM hydrometeor classification algorithm illustrated in this paper was stimulated by research and development projects funded in the framework of the Clean Sky Joint Technology Initiative (JTI) of the European Commission (www.cleansky.eu). Such projects aimed at improving the state of the art of the weather radars used on-board civil aircrafts to detect adverse weather during the flight. Current systems are pulsed single polarization X-bands radars that estimate the effective radar reflectivity factor. This is then displayed in a few colors according to the specific standards, where, typically, areas in red on the pilot's display need to be avoided. Some radar systems have Doppler capabilities and allow, within a certain distance, the detection of turbulence associated with the motion of cloud particles. Dual polarization offers several appealing advantages for civil aircraft applications. The main advantage is the ability to compensate for the X-band attenuation due to precipitation, thus avoiding to underestimate the risk associated with convective cells. Moreover, the possibility of implementing automated hydrometeor classification procedures to detect the presence of dangerous weather conditions such as that characterized by the presence of hydrometeors like hail or graupel, typically associated with convection, and improving pilot awareness of weather along the route [16] .A scheme of a possible radar data processing on a specific avionic device (the Electronic Flight Bag) that includes a hydrometeor classification module is described in Appendix A. The procedure for classifying hydrometeors based on avionic weather radar (AWR) measurements needs to satisfy some strict requirements in terms of computing time. It was noticed that SVM algorithms perform better from the computational point of view than fuzzy logic. A benchmark test comparing fuzzy logic and SVM classification algorithms was performed; in particular, computational time (namely the number of labels per second) has been tested on a machine running a Linux operating system (details in Appendix A). However, the SVM HCA developed and shown in this paper is generic and can be effectively used for ground-based weather radar. In fact, evaluation shown in Section 4 is applied to dual-polarization ground-based X-and C-band weather radar.
The major implementation problem of the SVM classifier is the learning phase. In fact, performance in classification is strictly dependent on relationships between input variables and class labels, established during the learning phase. For the case of hydrometeor classification, this process has been implemented with the support of results obtained by a fuzzy logic classifier. In case of quasi-real-time classification product, the learning phase is performed offline, reducing the calculation time.
A further challenging task in HCA development is the evaluation of the performance. In fact, it is difficult and expensive to collect independent and coincident measurements of hydrometeors within a radar resolution volume [17, 18] . Even when these measurements are available, the comparison is not easy at all due to the different nature of the measurements involved, such as the radar measurements relative to a wide resolution volume and reference measurements collected by a probe on a research aircraft that samples a much smaller volume. Consequently, most of the validation examples reported in the literature are qualitative (e.g., in [7, 11] ). In this paper, the output of the Weather Research and Forecast (WRF) model with an explicit microphysics scheme is used, jointly with simulation of weather radar measurements, with the objective to validate SVM HCA [18] [19] [20] . This approach is applied to a real weather scenario obtained from an intense convective event that occurred on 15 October 2012 in the Southern Mediterranean. The WRF microphysics output is considered the truth reference for validating the SVM HCA output, where synthetic weather radar measurements are used as input. Such an analysis also allows us to investigate important aspects related to the SVM implementation of HCA, such as the size of the training set. Finally, the SVM HCA is tested on real data collected by a C-band and an X-band dual-polarization ground-based radar. The C-band datasets consist of 16 case studies of intense convective events observed by the C-band Doppler dual polarization radar Polar 55C located in Rome, Italy in 2012 and 2015. The second dataset includes two intense precipitation events that occurred in 2013 in Sicily, observed by the X-band dual-polarization radar of the airport in Catania, Italy.
The paper is structured as follows: Section 2 recalls the concepts of support vector machine classification and its implementation based on a working fuzzy logic classifier; Section 3 illustrates the validation of the approach based on a precipitation microphysics scenario produced by a weather model that is used as a true reference for investigating the performance of the SVM classifier. Evaluation of the performance of the SVM classifier, with respect to the corresponding fuzzy logic classifier by means of weather radar measurements collected at C and X-band is then shown in Section 4. Finally, the main results found are summarized in Section 5.
The SVM Hydrometeor Classification Algorithm

Support Vector Machine Description
Machine learning approaches and supervised models like SVM are used to establish an input-output relationship directly from the data, with no a priori assumptions. Briefly, an SVM classification algorithm consists of two phases: the training phase, in which the relationship between input variables (i.e., radar measurements) and class labels output (i.e., hydrometeor classes) is established, and the prediction phase, in which the most likely class is assigned to input sample measurements. Although updates are possible, the supervised algorithm is trained once and the training is performed outside of the classification prediction scheme: once training is complete, classification prediction can work with a reduced computational time. These characteristics make machine learning models very competitive in terms of applicability to a wide range of problems that require high classification speed.
The SVM classifier usually proceeds for the two-class problem in three stages. The first one is the basic margin classifier, where separation between two classes is tested with a linear decision boundary (a hyperplane). For problems that are not separable by a linear decision, a second step is performed in which the classifier is modified to tolerate misclassification (soft margin) by introducing a penalty. At the last stage, the classifier can be nonlinearly generalized by using a kernel method. In our case, the samples are the set of radar measurements related to each radar resolution volume, while the classes are the types of hydrometeor dominant in a radar resolution volume and can be classified.
An SVM model classifies samples by finding the best hyperplane that separates all data points of one class from those of the other class with the largest margin between the two classes. Therefore the margin can be defined as the maximal width of the slab parallel to the hyperplane that has no internal data points. The support vectors (w) are the data points that are closest to the separating hyperplane. Finding the support vectors corresponds to solve a primal-dual problem [21] . When samples cannot be completely separated by a hyperplane, SVM can use a soft margin (the second step defined above) determining a hyperplane separating a significant number of samples. The typical approach used in SVM to solve the non-linear problem is to make use of the kernel formulation. In this work, the kernel is a radial basis function (RBF).
All the calculations for hyperplane classification do not use more than inner products. Therefore, nonlinear kernels can use identical calculations and solution algorithms, and obtain classifiers that are nonlinear. The resulting classifiers are hypersurfaces in some space S, but the space S does not have to be identified or examined [22, 23] .
In its basic form, the support vector machine [21] is a linear classifier, which finds the best linear separation between samples belonging to two classes. This binary scheme can be extended for multiclass classification by combining several binary classifiers, while one-step multiclass solutions are generally more computationally expensive. An accurate strategy used for this purpose is the one-against-all (OAA) [24] that is used in this work to obtain six hydrometeor classes. The OAA method consists of applying binary SVM to separate members of one class from members of other classes. The algorithm is based on a parallel architecture composed by N SVMs, one for each class.
To build the hydrometeor classification based on SVM, the LIBSVM library [25] has been used. It is composed of a set of libraries written in C and Python languages and run by a MATLAB script for training and validating SVM (software run on a 64-bit Linux Red Hat 4.4.7-4 machine). Following the processing chain of civil aircraft radar shown in Appendix A, the SVM training output is preloaded and the prediction phase need low computational performance. The Electronic Flight Bag (EFB) product, running a Certified Linux Operating System, DO178 Level C, is enough to run the SVM predict phase (see details of EFB characteristics in Table A1 ).
Support Vector Machine Implementation of HCA
The SVM training phase provides the grounds of the algorithm: the support vectors are defined through some unknown linear relations between observations for which labels are known. Thus, going through this phase is critical to the performance of the predict phase and, in the case of hydrometeor classification, it could involve processing of large sets of data. Since fuzzy logic is a rather popular approach for HCA, a FL-HCA is used to support the training phase. Fuzzy logic HCAs differ from each other because of input and output sets (radar measurements and hydrometeor classes, in our case), and membership functions that, calculated for each class for each radar-sampled volume, define the degree of truth of the class of hydrometeor. They can be determined both by investigating physical scattering and propagation behavior of the different hydrometeors and by analyzing empirical measurements. The FL-HCA used in this paper is that used at the Institute of Atmospheric Sciences and Climate of the Italian National Research Council (ISAC-CNR) [26] . It is mostly based on [17] and is tailored to identify meteorological targets, with a particular emphasis on the hydrometeors involved in convective events. Recent updates are described in [9, 27] , for X-band and C-band, respectively, that show the membership functions used. Such functions are not so different from those reported in the literature and therefore the results obtained should not be significantly influenced by the choice of FL classifier. Input measurements are reflectivity factor (Z h ), differential reflectivity (Z dr ), specific differential phase shift (K dp ), copolar correlation coefficient (ρ hv ) [28] , and the height of the 0 • isothermal. For the C-band validation, the standard deviation of differential phase shift σ(Φ dp ) substitutes the copolar correlation coefficient. The output set comprises the six classes of hydrometeors described below:
• Rain: this class includes, light rain, moderate rain and heavy rain (characteristics of convective events). For this reason, Z h spans from 10 to 60 dBZ and Z dr assumes positive values due to the oblate shape of rain. The liquid hydrometeors are typically detectable below the melting layer (ML).
•
Dry Snow: this class includes all the non-wet ice particles, such as aggregates, plates, and columns, which determine the relatively low values of Z h . Such particles are typically detectable above the ML.
Wet Snow: this class typically refers to ice particles in the melting phase, which typically present in the ML. These hydrometeors are usually ice particles or aggregated ice particles covered by a film of water that result in high values of Z h .
• Graupel: these hydrometeors are detectable both above and within the melting layer: usually these particles melt below the ML, but they may reach the ground during convective events with intense downdraft. They are smaller than hail and thus are associated with Z h values lower than those found in hail. They produce Z dr levels around 0, but conical graupel can produce negative Z dr values.
Hail: the presence of hailstones characterizes convective events. They are typically found in the core of the deep convective cells and are detectable from the ground up to several kilometers above the ML. The updraft of the convective cell drives the growth of these particles, whose dimensions can reach the order of centimeters. Hailstones have high variability in their size and shape distribution. A typical signature of these particles is high values of Z h and Z dr and K dp values around 0 (due to tumbling).
Hail Mix: these hydrometeors occur from ground to few kilometers above the ML. The hydrometeors in this class are representative of a mix, present within the radar resolution volume, of raindrops lifted by updraft, supercooled raindrops, hail, small hail, and graupel. The typical signature is high values of Z h and low values of ρ hv (these values decrease for the increase of hail amount of different size and increases with increasing mixing) while Z dr spans from negative to positive values.
Since the training phase of the SVM is the core of the HCA set-up, the training set should be as representative as possible of the physical phenomena to be classified. For this purpose, a large number of cases, including different types of meteorological events, have to be included in the training set. The given set of available weather radar observations is divided into two subsets: the first is selected to perform the training phase, namely training observations (l), while the other one consists of the test observations (m).
A few processing steps are necessary to run both the SVM and FL HCAs:
1.
Unreliable data removal. pixel affected by ground clutter, anomalous propagation, and non-meteorological targets were identified and removed by applying a set of thresholds on Z h and on the standard deviations of φ dp and Z dr [28] .
2.
Estimation of specific differential phase. Different methods are used to estimate K dp from differential phase shift measurements. For C-band datasets, K dp is estimated using the finite difference method [28] , while for X-band datasets an iterative moving-window range scheme was adopted [29] .
3.
Attenuation correction for Z h and Z dr . Measurements propagated along paths below the 0 • C level are corrected using a linear relation of K dp with specific attenuation and specific differential attenuation (A h , A dp , respectively) i.e., A h,dp = γ h,dp K dp . The parameterizations adopted to obtain γ h,dp coefficients at X-band and C-band are performed by T-matrix scattering simulations using three years of disdrometer observations collected in Rome by a disdrometer [30] .
4.
Correction of polarimetric variables for elevation angle. The values of the polarimetric variables of the same ensemble of scatterers change with the elevation angle. The most affected are Z dr and K dp , while Z h typically does not change more than 1 dBZ, which is the intrinsic uncertainty due to noise. In general, Z dr and K dp exhibit their maxima at 0 • elevation and their values gradually decrease to 0 when reaching vertical incidence. In this work, Z dr and K dp are corrected for elevation angles by recalculating their values as observed at 0 • of elevation [31] .
5.
Estimation of 0 • C level. The 0 • C level is estimated using vertical profiling soundings from the closest sounding station. If the processing is referred to the AWR, this level can be estimated directly from measurements collected by devices on-board an airplane.
6.
Input SVM data organization. The dual-polarization measurements Z h , Z dr , K dp , and ρ hv (or σ(Φ dp ) at C-band) and the height of 0 • level are stored in an organized structure. The organization for the data access is made by n-tuples (a row of the whole structure contains a single n-tuple of polarimetric features).
The SVM algorithm is trained on classification maps generated by a FL classification approach. For each class the SVM descriptors (organized in the so-called support vector, SV) are extracted. In the case of operational classification, on the ground or during flight, the training is performed off the processing chain. Before performing the training procedure, input data are prepared. A training set is made up of a certain number (l) of n-tuples, depending on the accuracy needed by the user and on the related computational load (the higher the number of n-tuples, the more time required by the training phase). Furthermore, the data are scaled into a specific range. This step is necessary because, in general, the input features contained in each n-tuple may have values of different scales and therefore are not commensurable. The scaling of the data is performed on the test set as well as on the training set.
Furthermore, for nonlinear SVM using RBF kernel, the penalty parameter, C, and the kernel parameter, γ, need to be estimated. These parameters determine the capability of the algorithm to separate the hyperplanes. The better these parameters are identified, the more accurate is the prediction of the classifier. The identification of the best C and γ is performed during the training phase using a cross-validation (CV) procedure, a standard technique to adjust the parameters of prediction algorithms (details of this procedure are shown in Section 3.2). The SVM model, if trained on a large set of "representative" events, can be used to classify any set of data since its training can reach a high level of reliability. The results are used to configure the SVM model.The SVM model retrieved in the previous step is used to classify the whole dataset, providing as output a label for each n-tuple of input. In this way, a label is associated with each radar sample, providing the spatial distribution of the hydrometeors that build up the weather phenomena occurring in a specific geographical area.
SVM HCA Validation Using a Simulated Scenario
In general, it is very hard to get appropriate simultaneous measurements for physical validation of HCAs, while the microphysical output of a numerical weather model allows the straightforward evaluation of the capability of the HCA of interpreting the input radar variables to find the most probable hydrometeor class. In this section, the validation of the SVM algorithm using a synthetic set of measurements is shown. After having introduced the weather scenario and the radar simulated variables, the algorithm performances are evaluated in terms of accuracy of the prediction of the hydrometeor classes. First, the ability of SVM to find the correct parameters by varying the size of the training set is presented, then the results of the physical validation based on WRF outputs are shown in terms of confusion matrix.
Set-Up of a Weather Scenario and Simulation of Radar Observations
The Weather Research and Forecasting model (WRF) is used to provide a set of microphysical descriptors from which the radar observables are extracted. WRF model implementations exist at different temporal and spatial resolution. In this work, the non-hydrostatic model at the horizontal resolution of 1-3 km, able to simulate moist convection and advanced microphysical processes, is used [32] . The WRF loads the General Regularly-distributed Information in Binary form (GRIB) file describing a meteorological event chosen by the user and generates a synthetic 3D scenario providing several meteorological parameters in output (e.g., pressure, wind, temperature, moisture). Using the Millbrandt-Yau two-moment microphysics option [33, 34] in WRF, microphysical parameters such as the mixing ratio (q, in kg·kg −1 ),which is the ratio of the water vapor mass to the mass of dry air, and the concentration of particles (N T , in m −3 ), can be obtained. Each microphysical parameteris available for four different classes of hydrometeors: rain, snow, graupel, and hail. The WRF outputs are used to generate microphysical parameters and, in combination with the T-matrix code, the corresponding scattering and propagation characteristics are obtained. In particular, in order to set the T-matrix simulation for each hydrometeor class, WRF outputs (wind fields, temperature, and microphysical parameters) have been used to define the size distributions of the particles and the probability density function of the aspect angle and the canting angle. Details on the use of WRF microphysics and additional assumption for running T-matrix are found in [20] . T-matrix provides the covariance matrix of the voltages at the radar receiver for each hydrometeor type from which polarimetric radar parameters can be obtained. Since each element of the WRF volume can contain a mixture of hydrometeors, the sum of individual voltage covariance matrix of the separate components is calculated [28] . This means that the different types of hydrometeors contribute separately to the covariance matrix, and the contributions of the covariance matrices of the different hydrometeor types can be added together to build the bulk covariance matrix.
A problem in training and testing the HCA using WRF outputs is that there are just four hydrometeor classes available from WRF, while for HCA there are sixclasses.
In this work, the classes of WRF are determined using the mixing ratio q in each volume, as shown in Table 1 . To obtain the six HCA classes, some were generated by mixing two separate WRF classes. Differences are in the snow class (HCA splits snow in two classes: wet snow and dry snow), and in the hail mix class (this class is present only in HCA and it is a mixture of rain and hail). This classification will be referred to as WRF-class the following. Table 1 . Hydrometeor Classification Algorithms (HCA) classes determined by values of q obtained from the WRF model. The percentages are the mixing ratio quantity of a given hydrometers with respect to the sum of q of all classes. DS stand for dry snow, WS for wet snow, and HM for hail mix. For instance, the rain class is defined when the percentage of q rain is greater than 90%, while WS class is defined when q rain is greater than 30% and q snow is greater than 60%.
The intense precipitation event that occurred on the afternoon of 15 October 2012 in the Southern Mediterranean and off the coast of Tunisia is selected as the test case to run the WRF model. The WRF scenario selected is composed of a cubic volume of 800 × 682 × 52 elements, whose resolution is 300 m × 300 m × 150 m, the last being the vertical resolution. WRF provides for each element of the cube and for each hydrometeor class the microphysical characteristics (q and N T ), and the meteorological variables (pressure, temperature, wind speed, and direction). Using the T-matrix code, the polarimetric radar parameters are calculated for each element of the WRF scenario. The polarimetric parameters obtained in this way are ideal values. In order to generate realistic polarimetric variables as would be measured by a real radar system, an error term simulating the effect of signal fluctuations is added. A radar system with a three-degree antenna beamwidth (a typical aperture of radar antennas mounted on civil aircrafts), operating at a frequency of 9.353 GHz, with a range resolution of 150 m has been assumed. Then, Gaussian distributed random variables have been added to ideal radar parameters obtained by WRF output. The standard deviations are set to 1 dB for Z h , 0.2 dB for Z dr and 0.01 for ρ hv , while the K dp standard deviation is calculated using the following formula [28] :
where σ(Φ dp ) is the standard deviation of Φ dp , fixed at 5 • , L is the path length along which derivative estimation is performed, fixed at 1.5 km, and N is the number of range bins that are 10 in this case. The resulting value of σ(K dp ) is approximately 0.1 • km -1 .
SVM Parameters Optimization
A SVM HCA algorithm has been implemented for the WRF scenario using realistic radar measurements (with noise added) and the height of 0 • C level given by the WRF model. The training set is obtained random sampling the elements of thevolume of data and includes 10 5 samples, while a test set of 3 × 10 6 samples (randomly sampled and excluding the samples belonging to the training
set) was used to test the classifier. In order to get an estimate of SVM algorithm accuracy on predicting the membership functions of a certain class, typical steps are: (i) finding optimal tuning parameters; (ii) training a model using these optimal parameters on the full training set and (iii) testing this model on the test set. For the SVM scheme used in this work (with RBF kernel) the values of C and γ (see Section 2.1) need to be identified. It is not known beforehand which are the best values of C and γ for a given problem. A cross-validation procedure is used to get an accurate idea of the generalization error when certain tuning parameters are used, and an accurate CV can prevent the overfitting. A "grid-search "on C and γ using CV is performed: different pairs of (C,γ) values are tried and the one with the best CV accuracy is picked. To identify good parameters, a useful method is to try exponentially growing sequences of C and γ. Figure 1 shows the final grid plot of the grid-search process, in which a 94.8% accuracy was found for this SVM model for the best values C = 8 and γ = 2. In order to find how large the training set selected should be to achieve the desired degree of accuracy of prediction, the CV is performed at different size of the training set that varied from 10 2 up to 10 5 . Figure 2 shows that larger training subsets increase the CV accuracy, but also that when a certain size (in this case 10 4 ) is exceeded, the CV accuracy does not increase significantly (the CV increase from 10 4 to 10 5 is around 1%): therefore, when this size is reached the code can be stopped. These processes demonstrate that 10 4 observations are sufficient to train the SVM model with a high accuracy (94.8%) and in a reasonable processing time (less than 1 minute on an x86_64 Linux machine Eight core, Intel-i7@2,80GHz processor).
CV accuracy is a good measurement to optimize a SVM algorithm, but it does not allow us to evaluate whether all the classes in the training set are well represented by the SV. In fact, when the training is performed using random sampling, the classes that have low occurrences could not be sampled enough to establish a robust relationship. In order to allow adequate representation of all the classes in the model, the training set is quasi-equally dived among the classes. To assume such equiprobability of classes, the training set should be partitioned equally in to six classes. In this work, the maximum number of elements of the less numerous class is used to limit the number of element of each class that composed the training set. predicting the membership functions of a certain class, typical steps are: (i) finding optimal tuning parameters; (ii) training a model using these optimal parameters on the full training set and (iii) testing this model on the test set. For the SVM scheme used in this work (with RBF kernel) the values of C and γ (see Section 2.1) need to be identified. It is not known beforehand which are the best values of C and γ for a given problem. A cross-validation procedure is used to get an accurate idea of the generalization error when certain tuning parameters are used, and an accurate CV can prevent the overfitting. A "grid-search "on C and γ using CV is performed: different pairs of (C,γ) values are tried and the one with the best CV accuracy is picked. To identify good parameters, a useful method is to try exponentially growing sequences of C and γ. Figure 1 shows the final grid plot of the grid-search process, in which a 94.8% accuracy was found for this SVM model for the best values C = 8 and γ = 2. In order to find how large the training set selected should be to achieve the desired degree of accuracy of prediction, the CV is performed at different size of the training set that varied from 10 2 up to 10 5 . Figure 2 shows that larger training subsets increase the CV accuracy, but also that when a certain size (in this case 10 4 ) is exceeded, the CV accuracy does not increase significantly (the CV increase from 10 4 to 10 5 is around 1%): therefore, when this size is reached the code can be stopped. These processes demonstrate that 10 4 observations are sufficient to train the SVM model with a high accuracy (94.8%) and in a reasonable processing time (less than 1 minute on an x86_64 Linux machine Eight core, Intel-i7@2,80GHz processor). CV accuracy is a good measurement to optimize a SVM algorithm, but it does not allow us to evaluate whether all the classes in the training set are well represented by the SV. In fact, when the training is performed using random sampling, the classes that have low occurrences could not be sampled enough to establish a robust relationship. In order to allow adequate representation of all the classes in the model, the training set is quasi-equally dived among the classes. To assume such equiprobability of classes, the training set should be partitioned equally in to six classes. In this work, the maximum number of elements of the less numerous class is used to limit the number of element of each class that composed the training set. 
SVM HCA Validation Using WRF Model Output
In addition to the performance of the SVM in separating hyperplanes, i.e., in finding the optimal parameters, we have also evaluated the classification results in terms of ability to identify hydrometeor classes.The validation of the classes predicted by the SVM with respect to the WRF microphysics expressed in terms of the q parameter (WRF-class) has been performed through the following method. The confusion matrix (CM) has been calculated between the truth and the predicted hydrometeor classes applied at the same test set. The element CM(i, j) contains the number of observations classified in the ith class, which in reality belong to the jth class. The diagonal contains the same classification for both algorithms (correct classification). Given the CM, the global performance of the SVM is quantified by the overall accuracy (OA), defined as
and the Cohen's Kappa (K),
where
where L is the total number of classes (L = 6) and m is the total number of observations. K takes into account the correct predictions that might occur by chance (Pe) and is a robust metric in the case of unbalanced classes. In this study, the six classes of WRF-class are used to build up the microphysical validation set. The WRF scenario contains 2.8 × 10 7 samples, each one associated to a vector of five elements (radar measurements and height), which implies a huge amount of data to be processed. In order to reduce the number of samples to be processed, and consequently, to reduce the computation time, 2 × 10 5 elements are randomly extracted from the WRF cubic volume. A Monte Carlo method is applied to each sample of the subset in order to generate 100 sets of polarimetric variables, randomly extracting 100 realizations of a set of radar realistic variables and generating a dataset of 100 × 2 × 10 5 samples. The dataset obtained by the Monte Carlo method is then used to implement the SVM model, 
where L is the total number of classes (L = 6) and m is the total number of observations. K takes into account the correct predictions that might occur by chance (P e ) and is a robust metric in the case of unbalanced classes. In this study, the six classes of WRF-class are used to build up the microphysical validation set. The WRF scenario contains 2.8 × 10 7 samples, each one associated to a vector of five elements (radar measurements and height), which implies a huge amount of data to be processed. In order to reduce the number of samples to be processed, and consequently, to reduce the computation time, 2 × 10 5 elements are randomly extracted from the WRF cubic volume. A Monte Carlo method is applied to each sample of the subset in order to generate 100 sets of polarimetric variables, randomly extracting 100 realizations of a set of radar realistic variables and generating a dataset of 100 × 2 × 10 5 samples. The dataset obtained by the Monte Carlo method is then used to implement the SVM model, splitting it in two sub-datasets, one for training (by extracting 10 4 samples and respecting the equal distribution of samples among the six classes) and the other (consisting of the samples left) for testing. The SVM classification is applied to each set of random variables generating a synthetic dataset of 100 realizations. These synthetic scenarios allow us to estimate the confidence intervals (CIs, namely the 10th and 90th percentile) of the established metrics, calculating for each realization the CM and the respective OA and K coefficients. The CM with the CIs intervals is shown in Table 2 . Main differences are found for wet snow and hail mix, that are additional to the four default classes of the WRF model. The wet snow class of WRF is distributed between rain, dry snow, wet snow and graupel, of SVM classes; the hail class of WRF is mostly associated with the hail mix of SVM class. Details on the radar dual-polarization signatures of WRF-class classes comparing to HCA classes are presented in Appendix B. Table 2 . Confusion matrix per class of the WRF scenario obtained by using 100 × 2 × 10 5 observations for each realization (infinite values are excluded in the CM). For each element, the CIs intervals (found using, the 10th, 50th, and 90th percentiles) are shown. Classifications matched by WRF and SVM are found along the diagonal and misclassifications are in the off-diagonal entries. The structure of the SVM is easily reconfigurable: it possible to train the algorithm using any type of adequate validation dataset available. For hydrometeor classification purposes, different data sources can be investigated to train the algorithm, such as different Numerical Weather Prediction model outputs or other sensor information, e.g., disdrometer measurements [15] .
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Evaluation of the SVM Hydrometeor Classification with Real Measurements
The SVM model presented in Section 2 has been applied to measurements collected by X-and C-band ground based systems. Two datasets have been analyzed: one includes measurements collectedon 2013 by an X-band dual-polarization Doppler radar operating within Catania airport, and the other includes measurements collected on 2012 and 2015 by the Polar 55 C, C-band dual-polarization Doppler located in Rome. The training phase was implemented with the support of the fuzzy logic classification scheme according to the approach explained in Section 2.2.
C-Band Dataset
Sixteen intense precipitation events that occurred over Central Italy in September-October 2012 during the Special Observation Period 1 (SOP1) of the Hydrological cycle in Mediterranean Experiment (HyMeX) and an event that occurred on 12 October 2015 [9, 35] were selected to evaluate the SVM HCA algorithm. Although these events have predominantly convective characteristics, they include parts during which the precipitation was less intense and exhibit stratiform characteristics. These events were observed by the Polar 55C radar located in Rome (latitude: 41.842 • N, longitude: 12.646 • E, 132 m above sea level) at ISAC-CNR. Polar 55C is a research-grade C-band (5.6 GHz frequency) Doppler dual polarization radar (details of the system characteristics can be found in [36] ). The data selected were collected with a volume scanning composed of 7 or 8 Plane Position Indicator (PPI) at different elevations (from 0.6 • to 12 • ) performed every 5 min. In addition, some sweeps along the vertical were performed for Z dr calibration and for detailing the vertical structure of precipitation. Moreover, sweeps at fixed azimuths with varying elevation (Range Height Indicator, RHI) were also performed to scan the most intense convective cells. The range resolution was 75 m, corresponding to a pulse duration of 0.5 µs. The pulse repetition frequency was 1200 Hz while the maximum range was limited to 120 km. To test the classification performance, the SVM HCA was applied to all the volume scans (in total 1257 volumes consisting of 7-8 PPIs depending on the case study) and the 33 RHI scans (in each map 360 × 1600 samples). Data were corrected for attenuation due to propagation as described in Section 2.2. The training set was obtained by a random selection of 100 volumes classified by the FL scheme that contains different type of precipitation regimes (convective and stratiform). After the random selection, a human inspection on the 100 volumes was made in order to check that these volumes include both convective and stratiform precipitation regimes (at least 20% and 80%). Finally, from these datasets 10 4 samples (not empty) were randomly extracted (respecting the equipartition of sampled per the class) to build the training set.
X-Band Dataset
The case studies considered occurred on 21 February and 21 August 2013 in Sicily and were observed by the Selex-Gematronik 50 DX system (with a 3 dB antenna beamwidth of 1.3 • and a transmit peak power of 50 kW) of the Department of Civil Protection of Italy, operational at the airport of Catania [27] . The radar performed a volume scan made of 12 sweeps at different antenna elevation angles ranging from 1 • to 21.6 • , and an additional one at vertical incidence. The range resolution was 200 m and the maximum unambiguous range was 80 km, corresponding to a PRF of 1875 Hz. The dataset consists of 19 volumes collected during the intense part of the 21 February event and 55 volumes during the 21 August 2013 event. Each radar volume contains 1.7 × 10 6 samples. As demonstrated in Section 3.2, 10 4 samples are sufficient to train the SVM model. Ten radar volumes among the 74 available were selected for the training phase (and excluded from the test set), from which a subset of 10 4 samples was obtained by a random selection respecting the equipartition of samples per class.
Comparison of Results from SVM and FL Classification
In order to evaluate the performance of SVM model with real data, qualitative and quantitative comparisons with output provided by the FL classification are discussed in this section. SVM classification results applied to Polar 55C quasi-horizontal sweeps are shown in Figures 3 and 4 for two volumes collected on 15 October 2012 and 12 October 2015 during intense precipitation. Upper panels show a PPI presentation of the classification results pertinent to data collected at 1.6 • elevation, while bottom panels show the pseudo RHI reconstructed from volume data along specific rays. The output of the SVM (panels in left column) is compared, for the same data, with the output of the FL classifier (panels in right column). At first glance, the results do not differ much from each other, as expected. However, it can be noticed that the SVM classifier is able to classify data that are not classified (labeled as "None" and plotted in gray) by the FL classifier. In fact, the last stage of FL process consists in assigning a class based on rule strength. If it falls below a certain threshold [28] , a pixel is labeled as not classified, while the SVM model always assigns a class label to a set of radar measurements. Furthermore, the SVM output appears more homogeneous and less noisy than the FL output. For example, the graupel area detected by the SVM shown on the pseudo RHI of Figure 3 (left panel) is less fragmented than the corresponding area classified by the FL (right panel). Nevertheless, since both classification approaches are applied on a point-by-point basis, such results can be attributed to the ability of SVM to learn from the entire hyperspace of radar measurements and to the accurate training of the model that includes high number of maps used (i.e., each class is assigned by SVM HCA based on relations obtained combining in several ways polarimetric radar variable). More impressive is the performance of SVM applied to the data shown in the RHI plots of Figure 5 , where spatial homogeneity and spatial coherence are more evident with respect to the classification map obtained with the FL. Two convective cells are well distinguished, the first one close to the radar (at less than 20 km) and extended up to 8 km height, and the other one at around 50 km of distance, reaching 5 km height. Both cells are characterized by a core of graupel and rain close to ground, but the SVM classifier (upper panel) well identifies these cells detecting homogenous graupel region, while the FL classification (bottom panel) of these cells is fragmented in non-identified and spurious hydrometeors types. Figures 6 and 7 show the pseudo-RHI for the two X-band case studies classified using SVM model (Figures 6a and 7a ) and FL schemes (Figures 6b and 7b ). Even at X-band, it can be noticed that the SVM classification results appear more spatially homogeneous in terms of image texture.
Besides the qualitative comparison between classification maps, the SVM model performance can be objectively evaluated with respect to the FL classification. Since a "true" reference is not available, some quantitative indicators must be used. A number of quantitative indices have been calculated, such as texture image parameters, connected component labeling (CCN), and labels classified by SVM respect to unclassified by FL. The following parameters have been evaluated from the co-occurrence matrix considering horizontal neighboring resolution cell separated by distance 1, as illustrated in [37] :
where m, n are the position indices and i, jare the indices of the class values (from 1 to 6). The normalized co-occurrence matrix, N d (i, j) is obtained dividing the Co matrix by the sum of its elements ∑ n ∑ m Co(n, m). From N d are derived: Upper panels show the Plane Position Indicator (PPI) at 1.6° and the bottom panels show the pseudo Range Height Indicator (RHI) at 100° azimuth. In the legend of this and of the following figures "R+H" stands for hail mix; "G/S:H" stands for graupel; "WS" stands for wet snow; "DS" stands for dry snow; "none" stands for not classified; "nodat" stands for no data. • and the bottom panels show the pseudo Range Height Indicator (RHI) at 100 • azimuth. In the legend of this and of the following figures "R+H" stands for hail mix; "G/S:H" stands for graupel; "WS" stands for wet snow; "DS" stands for dry snow; "none" stands for not classified; "nodat" stands for no data.
These features are frequently used to characterize images. Energy measures the textural uniformity, i.e., pixel pairs' repetition, by detecting disorders in textures. High energy values occur when the class distribution has a periodic pattern. The entropy is a feature that measures the randomness of class distribution. The entropy is large when the image is not texturally uniform and Co matrix elements have very small values. Complex textures tend to have high entropy. Entropy is strongly, but inversely, correlated to energy. Homogeneity measures image homogeneity as it assumes larger values for small differences in pair elements. It is more sensitive to the presence of near diagonal elements in the Co matrix. It is at a maximum when all elements in the image are identical. In this work these indices are compared one to one for the same image in order to get information on possible improvement of SVM classifications in term of hydrometeor spatial coherence with respect to the FL classification. Energy and homogeneity are features that measure the uniformity of class distribution and their values are expected to be high. The spatial homogeneity is also assessed by the CCN technique. Given a map the number of connected region N r (k), where k is the class label, are identified by the CCL algorithm [38] checking eight connections and the regions are sequentially labeled. A hydrometeor class can be considered spatially homogeneous when the CCL algorithm detects a low number of N r (k) for that class. In this metric, when the two classification maps (SVM and FL) for the same scene are compared, the one that presents the smallest number of CCL, calculated by the index S = ∑ k N r (k), is the one with the highest spatial homogeneity. Quantitative indices are calculated for corresponding classification map pairs. (a) Since RHI maps at C-band and volumes of PPI at X-band are of the order of tens, quantitative indices are calculated for selected maps. The SVM classification for the RHI map (upper panel in Figure 5 ) is clearly spatial homogenous and coherent with respect to the FL classification. These qualitative considerations are confirmed by good performances obtained by the quantitative indices listed in Table 3 . Quantitative indices for classification results obtained by the SVM and FL HCAs. Scores are referred to the C-band RHI shown in Figure 5 . Major improvements are registered in terms of homogeneity and energy, while entropy does not vary. Despite the high number of CCL found in this scene, there are 42 CCL less in the SVM classification map than in the FL one and 2404 pixels not classified in the FL classification map are instead labeled by the SVM HCA. X-band scores related to the SVM classification for the two scenes shown in Figures 6 and 7 , exhibit slight improvements on all indices compared to the scores related to the FL classification (Table 4) . Table 4 . As in Table 3 , scores refer to two X-band classification maps shown in Figure 6 (upper lines) and Figure 7 (lower lines). The number of test maps available for C-band is 1257, considering all the PPI scans in the volumes for all the case studies. In order to obtain a consistent statistical sample, 100 pairs of maps have been randomly extracted (without replacing samples) and the quantitative indices calculated comparing each couple of maps. Table 5 shows the CIs for each quantitative index, calculating the 10th, 50th, and 90th percentiles. The SVM classification exhibits good performances for all indices with respect to the FL classification. Noticeable are homogeneity scores: the SVM values are very close to one (the lower limit of CIs is 0.93 and the upper limit is 0.99). Furthermore, an index of low fragmentation texture of the maps is found in the SVM classification, where they exhibit a smaller CCL (448.5 at 50th percentile) with respect to the FL maps (473.5 at 50th percentile). Finally, 3062.5 non-classified pixels are found at 50th percentile inthe FL classification maps, which are instead assigned in the SVM classification maps. 
None
Conclusions
A supervised hydrometeor classification approach based on a learning machine method, a Support Vector Machine, is presented in this work. The algorithm, after having established robust relations between input variables and known samples (training phase), is able to predict the membership class of an unknown sample (prediction phase). Input variables are four dual-polarization radar measurements and the height of the 0 • C level. Results obtained by a fuzzy logic HCA, one of the most used hydrometeor classification approaches based on empirical rules, have been used as reference to train the SVM algorithm.The challenging task of validation has been achieved with realistic scenarios generated by the numerical weather prediction model WRF. Validation skills in hydrometeor identification of the SVM algorithm have been evaluated by using the output of the WRF model in which microphysical scheme are explicit. Hydrometeor classification has been performed in each grid point of WRF in which microphysics characteristics, denoted by mixing ratio for four hydrometeor class, were known. Six hydrometeor classes that include two additional classes with respect to WRF scheme (obtained by mixing two classes) have been derived by quantifying the mixing ratio. From the WRF model outputs, realistic polarimetric radar measurements were simulated by using the T-matrix code and adding random errors to each radar variable. The HCA-SVM classification and the WRF outputs were compared (on 2 × 10 5 samples of the WRF scenario) by calculating a confusion matrix matching the six hydrometeor classes: good performances were obtained finding 65% of overall accuracy and 0.55 of Cohen's coefficient.
The HCA algorithm has also been applied to real radar measurements collected by two ground based radar systems at X-and C-band. Two case studies occurred during 2015 in Sicily were observed by the X-band dual polarization Doppler radar located at Catania's airport, while several observations were made in Central Italy during 2012 and 2015 by the C-band dual-polarization Doppler radar located in Rome at ISAC. Data collected using scanning modes (PPI volumes and RHI) were included in the dataset. The SVM algorithm has been trained by randomly sampling a part of the dataset and the rest part was used as test. To evaluate the SVM classification results, operational classification product obtained by using the FL approach has been applied to the same dataset. Qualitative comparisons between FL and SVM classification maps have revealed several positive features of the SVM classifier: (i) the texture of the maps is more homogeneous and less noisy; (ii) the maps appear more spatially coherent and homogeneous; and (iii) pixels not classified by the FL classification are classified by the SVM in a manner that appears consistent with the classes of the neighboring pixels. In order to quantify these SVM skills, some quantitative indices, mainly related to textural analysis, have been calculated for each pair of classification maps. Such a quantitative analysis has confirmed the benefits conferred by the SVM classification. In particular, RHIs classification maps have shown the highest scores: energy and homogeneity have increased of 20% and 10%, respectively, and more than 2400 not classified pixels have been assigned to a hydrometeor class by SVM HCA. Thanks to a large availability of PPI volumes at C-band (1257 volumes), a dataset of 100 maps has been selected and quantitative indices calculated at the 10th, 50th, and 90th percentiles. Indices related to texture analysis of image, energy and homogeneity, increased around 21% and around 12% (at the 50th percentile), respectively. The improvements found by SVM classifier with respect to FL, even though both classification approaches are applied pixel-by-pixel, can be attributed: (i) to thousands of pixels classified by SVM (not classified in FL); (ii) to the ability of SVM to learn from the entire hyperspace of radar measurements and (iii) to the accurate training of the model, which includes a large number of maps.
Besides the good performance of SVM in terms of hydrometeor identification shown in this work, the SVM approach has also exhibited a superior computational efficiency with respect to the FL approach. This suggests the possibility of using the SVM HCA in quasi-real-time tasks, as could be required by avionic applications running on devices that process radar measurements collected during the flight, with the purpose of avoiding areas characterized by hazardous weather . Atmosphere 2017, 8, 134 22 of 25 Figure A1 . Histograms of Zh for samples of the WRF scenario at different heights for the six hydrometeors classified using the WRF mixing ratio, as shown in Table 1 . In the legend, DS, WS, G/SH, and HM mean dry snow, wet snow, graupel/small hail, and hail mix, respectively. Figure A1 . Histograms of Z h for samples of the WRF scenario at different heights for the six hydrometeors classified using the WRF mixing ratio, as shown in Table 1 . In the legend, DS, WS, G/SH, and HM mean dry snow, wet snow, graupel/small hail, and hail mix, respectively. Figure A2 . As for Figure A1 , but the classification method is FL. Figure A2 . As for Figure A1 , but the classification method is FL.
