This paper discusses the validation, by simulation, of Behavioural Models of computer systems that are developed as part of a whole lifecycle approach to product development (model-based object oriented systems engineering (MOOSE)). The paper summarizes the MOOSE approach and introduces its notation for defining Behavioural Models, which are logical models of a system, uncommitted to hardware or software implementation. In the MOOSE approach, a Behavioural Model is transformed into a Committed Model of the system that identifies the hardware and software components that make up the system's implementation. This paper concentrates on the dynamics of these models, viewed both as paper models and as executing simulations. It considers the validation techniques that can be employed for both types of model and discusses the design of the software necessary to support the executable simulations. The paper is illustrated by an example model of a video controller system.
INTRODUCTION
Although hardware development normally makes extensive use of methods and tools for simulating and verifying designs prior to fabrication, there is comparatively little tool support for the early part of the product development lifecycle. In contrast, software developers typically use methods and tools to specify and evaluate the behaviour and structure of a projected software system, but detailed designs are not normally tested except through their implementations. Traditional computer system development (i.e. one in which both hardware and software need to be developed) usually inherits both these characteristics, and little provision is made for the specification, modelling, validation and verification of a complete system before the hardware and software development paths diverge to run independently of each other until an integration stage is reached. Not surprisingly integration can be problematical and often the systems produced fail to meet their nonfunctional requirements and market deadlines.
The ever increasing demand for complexity in computer systems, coupled with the pressures to improve time to market and product quality, have highlighted a need for more structured and integrated approaches to their development, in which the partitioning into hardware and software is delayed until a full system specification has been developed and analysed. Such an approach increases the opportunity for exploiting the hardware/software trade-offs, offered through the capabilities of very high performance of processors on the one hand and the relative ease of creating application specific hardware on the other. Furthermore, if the full system specification can be validated early in the life cycle and its content reliably carried through into the implementation most of the trauma is removed from the integration phase.
In addressing these issues, computer systems engineering research has investigated methods and tools that introduce ideas of cospecification, codesign and cosimulation [1] to a complete hardware/software system model. Partitioning can be based on analysis of, or experimentation with, this full system model [1] . The purpose of this paper is to present a contribution to this research, which makes use of models that can be executed at various stages of the development lifecycle. The paper first summarizes the background to executable modelling, describes a model-based development paradigm, and introduces a simple control system example, which is used to illustrate the subsequent discussion.
EXECUTABLE MODELS
Executable Models act as executable specifications, system simulations or prototypes that allow a system's dynamic behaviour to be evaluated. The goal of much of the work in this area has been to produce worthwhile Executable Models that can be used early in a system's development, for instance in the analysis or high-level design stages, before 618 D. MORRIS et al.
implementation details are added. Thus they form high-level abstractions of a system's dynamic behaviour. A further goal of work in this area has been to provide a route from these executable models into an implementation, so that the validated system behaviour is carried forward into the system's detailed design.
Executable systems and prototypes have been available for the development of software since the early 1980s, for example [2, 3] and graphical analysis models with execution plans have been available since the mid-1980s, for example [4] . Tool support has been provided for executing many types of software analysis models, for example WardMellor models and Shlaer-Mellor Object Oriented Analysis models may be executed by a number of tools. For hardware, hardware description languages, such as VHDL, have been used at increasingly high levels of abstraction [5] .
For computer systems in which hardware and software are developed concurrently, a number of tools have appeared. Some of these tools focus on the development of performance models, rather than functional models, such as the SES/workbench [6] . Those that focus on functional validation, together with some degree of performance modelling, can be placed into one of two groups. One group is the hybrid modelling tools. These provide a framework for the co-operation between a set of execution tools (simulators) that use different notations. The aim of such tools is to allow a system developer to specify parts of a system in notations that are thought to be best suited to the task; for instance, to specify DSP algorithms in data flow notations, control algorithms in state machines, etc. One example of such a tool is Ptolemy [7] . Such tools can be extremely useful, but they do presuppose that the system can be divided in such a way that the 'most natural' notation for representation can be discovered before the model is developed. With the increasing interest in codesign approaches that advocate the late partitioning of software and hardware, homogeneous modelling tools have developed. These use a single notation, or at least a small limited set of notations, to represent the system, parts of which can later be allocated to hardware and software. Despite being developed before the current interest in codesign, the Statemate tool [8] is perhaps the best known example of this type of tool. The Statemate tool provides extensive support for executable modelling and translation from models into implementations [9] .
The model-based object oriented systems engineering (MOOSE) approach [10] uses a homogeneous modelling notation in an integrated approach for the engineering of computer systems. The intention is to provide full lifecycle support from initial product specification through to implementation. In using a single notation, it must be flexible enough to allow modelling early in the lifecycle, before components are identified as being implemented in hardware or software, and also the modelling of a component's implementation. The use of a single homogeneous notation is considered desirable, because it allows partitioning to be delayed and avoids the need to remodel components if commitment decisions change.
MOOSE draws upon many of the ideas embodied in the graphical approaches to software development to produce an approach to embedded computer system development. The reasons for the 'object-oriented' nature of the models will not be developed here, except to comment that this kind of structure produces designs with greater stability and safer encapsulation of detail than process centred approaches, and it lends itself well to the provision of library modules (objects) that facilitate the reuse of both designs and implementations [10] . The 'model-based' aspect of the approach is more relevant to this paper. Total system behaviour is specified by a model that is made executable and the simulation that this provides is used to assist the validation of both the behaviour and the architecture of the system. Furthermore, as the design progresses, the role of the executable model develops to support the decisions involved in partitioning the system into its hardware and software parts, and the specification of implementation detail.
Intuitively the advantages of early validation of a system's behaviour and structure are significant. However, whilst such techniques and their supporting tools exist, it does not appear that system simulations are developed and evaluated early in a system development by the mainstream developers of computer-based systems [11] . There may be a number of reasons for this. Firstly, the effort involved in developing the precision necessary to execute a model may be expensive in relation to the number of problems that are found. In the MOOSE approach this effect is significantly reduced by carrying forward most of the code required for execution into an implementation. Secondly, it may not be clear what the advantages of execution are, and the way in which executable models can fit into the product development lifecycle and support the decision-making stages has to be demonstrated. In this paper we examine these issues and consider how, and to what extent, a MOOSE model provides a suitable system simulation. In particular the relationship between the dynamic semantics of the notation, the operation of an executable model and the way in which both relate to the actual behaviour of systems is explored.
DEVELOPING A MODEL-BASED PARADIGM FOR COMPUTER SYSTEM
The first stage in developing a product using MOOSE is to analyse the requirements and separate the functional and non-functional aspects. Next a model is created, which captures the required functional behaviour and presents a system architecture. After review and approval this model is developed into an Executable Model (or behavioural simulation) of the full system. A prime goal for the designers of these models is to avoid commitment to implementation detail, so that they provide a codesign context in which a system can be optimally partitioned into hardware and software components according to the nonfunctional requirements in the following stage [12] . Cost and performance issues are central to the partitioning activity; hence it is desirable that the structure and notation of the models facilitate cost-performance prediction and estimation.
Also tools and techniques are required for validating the predictions, especially with respect to performance. To this end, the MOOSE tools allow a time-aware executable model to be generated, which uses specifications of object timing to simulate the timing behaviour of the full system.
Obviously a simulation of system timing can be no more accurate than the timing models defined for its primitive objects (its basic components), which in practice may come from three sources, namely: estimates or targets; detailed timing simulation of individual objects; or, in the case of previously used objects, their known timing characteristics. In practice, one starts the design cycle with the best estimates available for the new objects in order to decide a provisional partitioning of the system. Implementation specifications are then developed that can be subjected to detailed timing investigations, which feed back to improve the timing models. Where necessary, the partitioning decisions are reviewed.
A CONTROL SYSTEM EXAMPLE
An embedded Video Controller has been chosen as the product on which to demonstrate the principles of the modelling approach. This example is an abbreviated part of an actual product development. Although it has only minimal hard real-time requirements, it presents some interesting opportunities for cost-performance trade-offs during the partitioning phase.
The Video Controller's main function is to digitize, compress and store video input from a local cluster of video cameras. The compressed images from each camera form a time-ordered sequence of user-specified length, captured at a rate fast enough for a replay to approximate to moving video. In the steady state each new frame added to a sequence replaces the oldest previously captured frame. Several Video Controllers will be connected, by means of a LAN, to a Control Station to provide a distributed surveillance system. The Control Station will configure, control and access the information in the Video Controllers by sending commands over the LAN. The available commands allow the setting of various parameters such as the frame rate and the length of the captured sequence for each camera.
The Video Controller must also handle digital inputs from sensors, and it is required that the cameras can be associated with these sensors. The purpose of this association is that inputs from a sensor are interpreted as incidents for which the captured sequence from the associated cameras is retained as an Incident Record, after which the cameras involved continue capturing new images. Also the Control Station is to be notified when sensor inputs occur, and any associated Incident Record can be relayed to the Control Station on demand.
In addition to cameras being linked to sensors, they may be designated 'on-line', in which case the images they produce are transmitted to the Control Station as soon as they are captured. All images transmitted to the Control Station must be labelled with time, date, incident identifier and the identity of the originating camera.
SUMMARY OF THE MOOSE MODELLING NOTATION
A MOOSE model consists of a hierarchy of diagrams called Object Interaction Diagrams (OIDs) [10] . They collectively represent the operation of a system as an interacting set of objects, in which each object has responsibility for a specialized and cohesive share of the system's total functionality. At the higher levels of the hierarchy, the objects represent subsystems whose decomposition is given on subordinate diagrams. Decomposition ends when an object is considered simple enough to be treated as primitive. Class definitions for the primitive objects are then provided, and it is these that are used to produce an Executable Model.
There is a superficial similarity between the appearance of OIDs and the Data Flow Diagrams (DFDs) of Structured Analysis [13] , but the semantics of OIDs, which are based on a communicating network of objects, contrast strongly with those for the inter-working of processes on the DFDs. In fact the semantics of the OIDs are closer to those of the Booch object diagrams [14] used for defining message flows in object-oriented software. However, the OIDs depict uncommitted rather than software (or hardware) objects, and the semantics of the inter-object connections reflect this.
Specifically, an OID shows a network of objects connected by lines that represent interactions, information flows (both time-continuous and time-discrete), event signals, parameterized events and bundles of connections. Connection lines have a distinctive style that defines their type and they are mostly object-to-object connections, although in a model that evolves towards a hardware implementation, connection by means of multiplexed information buses is also permitted.
The kinds of connections used in this paper are summarized in Table 1 . Each connection has a name, and the use of an upper case indicates that the connection is a bundle, i.e. a set of primitive lines that are gathered together and represented as a single line on an OID to enhance readability. The names should be chosen to indicate logical purpose, and associated dictionary entries provide further detail. For example, the dictionary entry for a bundle names its constituents. Entries for interactions and parameterized events define their parameters, and entries for information flows show the information structure.
Example of an object hierarchy
The OID hierarchy for a model begins with an External View, which shows the system as a single object interfaced to the objects of the external world that have contact with it. The system object is assumed to encapsulate every item of hardware and software that is to result from the design process, including appropriate interfaces to the external objects. Clearly in the case of the Video Controller ( Figure 1 ) the external world involves cameras, sensors and the surveillance application software in the Control System. A video monitor is added so that the model may generate visible results, although this would, in practice, be associated with the application software running on the Control System.
Normally the lines connecting external objects to the system object will specify abstract logical behaviour, so as to leave open the decision on how the physical connection is to be made. Thus in Figure 1 we see the commands from the Control System software are represented as logical interactions rather than as messages placed on the LAN, the design of which will be developed within the model. Again for reasons of maintaining implementation flexibility, Figure 1 specifies that the Images sent to the Monitor are time-discrete (packeted) information flows. In contrast, the Camera connections are shown as a bundle of time-continuous information flows, defined in the model dictionary as PAL-encoded video inputs, on the assumption that cameras of this specification have already been selected. Figure 2 , shows the decomposition of the Video Control System into six objects, which encapsulate the system's functionality into a set of cohesive units that communicate with each other either by interactions or events. Typically interactions are used to request actions, pass parameters and return results. They are synchronous in the sense that a sending object is expected to pause until the receiving object accepts the message and returns a response. Depending on the design of the receiving object a response may be given after the requested action is complete or it may be given as soon as the parameter transfer is complete. Normally the latter will be chosen where actions take a significant time and do not return results on which the immediate subsequent actions of the sender are dependent. For instance the Images object, which captures and compresses the video input and passes compressed images to the Transporter object by the Send Image interaction, is able to continue capturing other images when a response is returned, which may be before the image is completely transported. Events are used to signal significant state boundaries, thus in order that the Images object knows when a further image transfer can be requested, an Image Sent event is sent by the Transport object on completion of each transmission.
In general, in any model of a system whose performance targets might impose a need for concurrency, the designer should use techniques such as the above to avoid critical threads of activity waiting for other services to complete. At the same time the designer has to ensure the integrity of the system's behaviour by providing appropriate interlocking by means of event signals.
Four of the objects in Figure 2 are primitive, which is indicated by their names being preceded by class names (class name : object name). The others, Images and Control System Interface, require further expansion and Figure 3 gives the expansion of the former. Figure 4 gives the expansion of the Video Subsystem, which appears on Figure 3 . It is not necessary for the purpose of this paper to complete the model by giving expansions of the remaining non-primitive objects, but it should be noted that the Compression Paths object has a separate (concurrent) compressor object for each camera.
Defining object classes
After the object structure of a model has been expressed by OIDs and approved, the next step in its development is to provide a class definition for each primitive object on the OIDs. The first component of this definition is a class interface specification (CIS), which defines the detail of all the connections to objects in the class.
The actual implementation of a class is based on a class implementation diagram (CID). This has a similar appearance to an OID except the 'bubbles' have only a single outline and they represent the functions of the class. There are also 'store' symbols (parallel lines) that represent private data structures of objects in the class. All the connections specified in the CIS appear as entries or exits on the CID and they are connected to the functions that have the responsibility for dealing with them; other connecting lines on the CID show internal function calls and data accesses. Figure 5 is the CID for Frame Grabber class of which an instance appears on Figure 4 . Note that the names of the connections in Figures 4 and 5 differ, although it should be clear how the connections match. The reason for the difference is that, in general, it is intended that classes may be reused. Developing a class whose connections are sufficiently general to be used in different models and also several times in the same model is difficult. Therefore, MOOSE has a separate name space for OIDs and classes with a mapping between the two. The mapping is specified for each object.
The logic behind Figure 5 is that the (interaction) function servicing the grab frame interaction only sets a grab required marker and issues the select camera interaction. Frame grabbing is actually carried out by the store frame function, which, for reasons explained later, is continuously active although it will not start transferring pixels until the get frame flag is set. In fact this flag will be set by the (event) function wait for frame start, which executes when the frame start event is received, if it finds that grab required is set. After a complete frame has been captured, the frame grabbed event is produced. The function Frame Grabber is the constructor function for the class. The actions of all the functions introduced above are defined by sequences of C++ code. C++ is used so that executable models can be created using standard compilers.
There is one other very important kind of function not used in Figure 5 . This is the state machine function, whose behaviour is defined by a state transition diagram, from which C++ code is automatically generated. There are two classes in the Video Controller model that use state machine functions to control the sequencing of related actions such as the stages along the grab-compress-store path.
In practice significant re-use might be expected of class definitions, and they can be collected in libraries as experience in particular application domains is accumulated. One consequence of this is that it may be appropriate to have alternative implementations, which conform to the same interface (CIS) but have different non-functional attributes. Hence, the structure of class definitions in MOOSE is more complex than outlined here. Some definitions of a class may be for hardware implementations, and therefore their functions will be written in VHDL rather than C++. However, there is always at least one definition that can be used to emulate an object's interface behaviour in an Executable Model. The emulator will have its functions written in C++ and, in practice, an emulator may have an internal structure different from its implementation.
Further detail on the class definitions in our example model will not be needed here except to note that for the purpose of having a meaningful execution of the model, the Video Digitizer on Figure 4 is given a definition that simulates the cameras by taking previously captured images from files, and the implementation of the Control System Interface (Figure 2 ) copies every frame it receives into a window created to represent the Monitor.
From the material presented in this section it might appear that MOOSE models are object-based rather than objectoriented. For example, the Video Controller System contains no class hierarchy based on inheritance. However, the Video Controller System is simple enough not to require a class hierarchy. In the fully documented MOOSE method [10] inheritance is available.
THE DYNAMICS OF AN EXECUTABLE MODEL
The dynamic behaviour of a MOOSE model depends upon its state of development. For example, the marking of objects as hardware or software and the assignment of processors to software objects influence the amount of concurrency available. Here we consider uncommitted models that contain no implementation markings, in which all objects are assumed to have the same idealized behavioural characteristics.
The basic principle that determines the dynamics of a model is that all its objects operate concurrently and that some objects may have internal concurrency. Clearly, internal concurrency of non-primitive objects can arise from the concurrent operation of their constituent objects, but primitive objects can also have internal concurrency stemming from the independent operation of their active, event, state machine and interaction functions. Active functions by definition operate continuously, and the event and state machine functions are executed whenever an associated event occurs. Interaction functions execute when an interaction message is received, which increases the concurrency in the receiving object but does not affect the concurrency level in the system as a whole because interactions are synchronous. More specifically this means that the activity in the sender is paused until a result is returned as, for example, with function calls in software.
In practice, it is best to view the dynamic behaviour of a model in terms of the equivalent 'flat' network of primitive objects that result from substituting, for each nonprimitive object, the object network shown on its OID. This does not lose relevant information because the role of non-primitive objects is simply to provide abstractions to aid understanding, and their behaviour is completely determined by that of their components and the interactions between them. The flattened model has a base level of concurrency determined by the number of active functions that it contains and a possible peak level corresponding to the simultaneous occurrence of all the independent events that activate event and state machine functions.
Multiple simultaneous occurrences of an event are queued, which leads to repeated sequential, rather than concurrent, execution of any particular function.
The underlying assumption behind this policy of biasing the semantics of MOOSE models towards concurrency is that it will be easier to remove concurrency as an implementation develops than to add it. When a model is partitioned, the full concurrency will normally be realized in the hardware objects. For software objects, the concurrency will be reduced according to the number of processors being used, except in so far as additional concurrency can be mapped into the quasi-concurrency afforded by interrupts or a multi-tasking kernel. The obvious device for removing concurrency is to execute functions such as active functions and event functions in sequence.
Reliable and safe operation of a model before its objects are committed to hardware or software implementations is clearly desirable, and this will depend upon appropriate synchronization and interlocking of any concurrent paths that interact.
Interaction between paths may appear explicitly in the graphical model as connections between objects, or it may be concealed inside object definitions by functions on a CID having shared access to data. The latter is not recommended if the associated use of the shared data introduces a mutual exclusion issue.
One way of interlocking objects is by exploiting the synchronous nature of interactions. This is further supported by a feature of the execution mechanism that prevents multiple simultaneous execution of any event or interaction function by queuing new calls if the function is already executing. Another technique for synchronizing objects is to use events to trigger actions. Under no circumstances should timing assumptions be used as a means of obtaining correct operation of a model because the time delays due to processing and signal propagation are not known in a model for which the implementation of its objects has not been decided. It may be assumed, however, that the execution of statements in functions will be sequential, so that the time ordering of actions within such a sequence can be assumed. A general recommendation to designers using the MOOSE notation is to adopt the safe policy of explicitly synchronizing all objects that exchange information through information flows, and avoid using functions inside objects that require mutually exclusive access to shared data.
OPERATION OF AN EXECUTABLE MODEL
There are two basic problems in implementing the execution of the models described. One is the general problem of simulating concurrent activities by a computer with a single thread of execution. In principle several solutions to this problem are possible, which are based on a division of time between the concurrent activities to create the kind of quasi-concurrent operation that is typical of multitasking operating systems. However, special difficulties arise in applying this technique to the models, which concern the synchronization of activity in one object with that of another. These difficulties are compounded in a second problem, which is that in the kind of models described in Section 5, there is no timing information.
The omission of timing information in an uncommitted model is a deliberate choice resulting from the objective of leaving options open on how the objects in the model are to be implemented. To some extent the absence of absolute timing data is not a problem because the model's semantics impose a time ordering on actions through the synchronization rules for interactions and the eventtriggered actions. However, in general, the time at which an action occurs in one object relative to the execution state of another object is not known. In particular, the critical unknowns are the relative timing of events coming from independent concurrent paths, the timing of information flow changes relative to their consumption in other parts of the model, and the rate at which the actions of independent active functions are repeated.
Clearly in the light of these problems, a sequential program that simulates the execution of a MOOSE executable model cannot exactly reproduce the implemented system's behaviour to the extent that snapshots taken at the same moment in time in each would show identical activities at identical stages of execution. Therefore, the results obtained by executing a model cannot be taken as a guarantee that the results produced will be reproduced by any given implementation of the model. Nevertheless, if the simulation is to be useful there must be very close correspondence between the observable results it produces and those of a true implementation of the model's semantics, and the user must be aware of possible deviations. To indicate the degree of correspondence to be expected it is necessary to outline the operation of the Executable Model.
Implementation of an Executable Model
There are two ways in which the execution of the model might be approached. The first would be to allocate a very small time step to each function so that a reasonably accurate simulation of concurrent operation is produced. However, it must be remembered that the overall objective is to emulate the behaviour of a complete computer system over a significant period of real time and this fine grain scheduling would significantly prolong the simulation time. An alternative approach is used, which allows a thread, once started, to run to completion. In practice this means that all interaction functions started in a thread complete. Any events that are generated start new threads that are themselves run to completion some time after the thread that created them.
Supporting tools automatically create a C++ program from the model. This is compiled, together with supporting objects, to form the executable model. Each class interface definition in this program is constructed from information given by its CIS and CID and the code for the member functions of the class is taken directly from the textual definitions associated with the symbols on the CIDs. Instantiations are created of all the objects in the flattened model and provision is made to access their active and event functions. The program is completed by adding other (standard) 'simulation' objects that interpret the semantics of the graphical part of the model in order to schedule the execution of functions, simulate the communications between the objects and propagate external input/output. Figure 6 shows the four principal objects in the synthesized simulation program, one of which is the modelspecific 'Flattened Network'. This object provides a model independent interface to the three (standard) Simulation Objects by including 'inquiry' interactions so that modeldependent detail can be obtained. For example, the interface makes available the number of active functions in the model, the number of event functions, and the means to call them by number. It can also be seen in Figure 6 that events generated by the model and read and write accesses to information flows appear as interactions from the Flattened Network to the Simulation Objects. These interactions into the Simulation Objects are vital to the simulation of concurrency in that they provide the opportunity to pre-empt threads of execution and start new ones.
Simulation of concurrency
The dynamic behaviour of a model is simulated by driving it through a sequence of execution cycles. At the start of each cycle the user can supply new values for the input connections to the system from its environment, effectively emulating the behaviour of external objects. This information can be supplied by a user interacting with the execution system or from a test script, which is a file of inputs for each execution cycle of the system. When the inputs have been collected, an execution cycle begins. The model then executes independently until the execution cycle is complete. An execution cycle consists of the following steps:
1. run all active functions; 2. service all events generated by the active functions; 3. run all threads started by externally generated interactions; 4. service all events generated by the external interactions.
When all functions have run to completion the execution cycle is complete. The user can now simulate more external activity by changing the external interface and starting a new execution cycle. The user has control over the order in which the active and event functions are run. Thus, the user can investigate whether the relative timing of these functions has any effect on the model's behaviour. If it does, it generally indicates that the behaviour of the model needs to be reviewed. There is potentially unsafe behaviour. In each execution cycle, each thread that has useful work to do is scheduled and run to completion. It can be viewed as an execution instance in which each thread runs in zero time; or, alternatively, a short unknown period of time in which all threads run.
The Concurrency Manager in Figure 6 is responsible for implementing the scheduling policy indicated above. This is, of course, governed by the priorities that the user assigns to the active and event functions.
VALIDATING AN EXECUTABLE MODEL
In determining what can be done with an Executable Model the critical questions to be considered are 'how closely does the simulated execution of a model follow the semantically correct operation of the model?' and 'what aspects of a model can be validated by simulated execution?' Section 7
Ideally the validation of a Behavioural Model should aim to show that the correct external behaviour is produced under all working conditions. However, the validation of even a simple model must recognize that it is not realistic to explore its full state space. Nevertheless since the model is the specification from which implementations are to be derived it is important to establish sufficient confidence in its correctness to justify moving on to develop implementations. Of course, after the model has been partitioned, further validation will be needed. In particular it will be necessary to ensure that the concurrent operation is still safe, timing deadlines are met and that deadlock possibilities have not been introduced as a result of there being less concurrency in the implementation than the uncommitted model.
Some analysis of the model is usually needed in order to establish a plan for its validation. This analysis can be based on visual inspections that locate the main information flows, the command flows, and the stimulus response paths through the system. Scenarios can then be designed that exercise the main paths through the model, both in isolation and against a background of activity that could possibly interfere or create a context that causes unexpected effects. It is prudent to design other tests to check that the state space of the model is being correctly initialized and that corrupt or erroneous inputs do not cause malfunction. Although there is no algorithmic approach to establishing satisfactory scenarios, the fact that they are placed in scripts that can be run at any stage in a system's development lends itself to an experimental approach in which confidence in the tests builds up rapidly.
For example, visual inspection of the Video Controller model, Figure 3 , reveals a dominant information flow consisting of analogue video entering the Video Subsystem, captured images passing through Compression Paths to be buffered as Compressed Images, from where they are dispatched to the Control System as live video or, if sensor inputs occur, transferred into Incident Records. The central command flow can be seen on Figure 2 with the commands from the Control System Interface being received and distributed by the Command Receiver. Various stimulusresponse paths can be identified; for example the SENSOR ACTIVATED signals stimulate the Incident Warning to the Control System Interface and the Record Incident interaction to the Incidents object on Figure 3 . A slightly more indirect path is that the command to Set Online Status should lead eventually to live images being sent to the Control System. Possible danger spots for interference exist with respect to the cameras running at different rates with various combinations of on-line and buffer size settings. In general, it is important to try various parameter settings, particularly with the image processing path active, and to include SENSOR ACTIVATED signals with various association patterns. It must be remembered, of course, that the issue of robustness of the model will need to be revisited when the model has been partitioned and timing detail has been added. For the example model and others, it has proved feasible to assemble comprehensive test scripts and, although the models have needed debugging before the scripts execute correctly, the model has been a very comfortable and convenient environment in which to do this.
COMMITTED MODELS
When the behaviour of the executable model is deemed to meet the system's functional requirements, the model is then 'committed'. For the purposes of this paper, the 'commitment' of the model can be viewed has having three closely related phases (for further details see [10] ). The phases are:
1. Assign each of the executable model's primitive objects to either hardware or software. 2. Determine the number and type of processors in the system and assign each 'software object' to a processor. 3. Validate the behaviour of the committed model.
The decisions that need to be made are guided by the system's non-functional requirements. These include cost, performance and timing. The performance and timing of the system can be investigated by executing the committed model with a second version of the execution system (the Time-Aware Execution System).
Executing a Committed Model
After a model has been committed the semantics of its operation change and, whilst some objects have the same degree of concurrency as the uncommitted model, others do not. For example, objects marked as software have been assigned to specific processors. Those assigned to the same processor are forced to run sequentially because they share a common thread of execution, whereas the threads associated with the different processors are concurrent. The objects marked as hardware continue to operate concurrently as in the model prior to commitment. Thus the Concurrency Manager for a Committed Model must recognize that its simulation of concurrency only applies to the functions of the hardware objects and to the sequence of functions running in each processor.
Issues arise concerning the sequence in which the functions assigned to actual processors are run. Since the validation of the model is based on a specific sequence this same sequence should carry forward into the implementation. Thus the user is allowed to determine the sequence by assigning priorities to the active functions and event functions of each software object. Interaction functions run at the priority of the calling function.
Another issue that becomes relevant in a committed model is that, in the Time Aware Execution System, execution time corresponds to a real amount of time. Thus each execution cycle corresponds to a time step that has a fixed duration. Even if this time step is relatively coarse, the time to complete operations implemented in software is significant in comparison with the time step. Therefore, many software operations will span several time steps, and thus the execution of the complete set of active functions assigned to each processor will spread over several execution cycles, extended even further if events occur. Also in a model that is intended to simulate detailed hardware behaviour, a comparatively small time step will be required, and in this case completion of a single hardware function may require more than one execution cycle. It is up to the user to determine the correspondence between the execution cycle's duration and an amount of real time.
In summary, the Concurrency Manager that controls the operation of a committed model makes use of timing information that takes account of the processing time of functions and propagation time of signals. The basic technique it applies is to detect when an object produces an action on its interface that is not due until some future time, whereupon that thread of execution is suspended until the future time arrives. All threads on this processor are halted until the time is reached. However, threads in hardware and on other processors will continue. The required timing information has to be supplied by the user, on a per object basis, in the form of a timing model for the object's class.
Timing models
Timing models in MOOSE specify the elapsed time between detectable actions on the interface of an object. The detectable actions are the following: causing an event; calling an interaction; reading an information flow; writing an information flow; entry to interaction, active and event functions; and completion of interaction, active and event functions. A timing model may specify the elapsed time between any of these. The Concurrency Manager uses this information to maintain its estimate of the real time at which the actions should occur. When this is greater than the real time of the next execution cycle, the thread of activity is suspended. Actions for which no elapsed time is given leave the estimated time unaltered. Elapsed times may be specified in various ways, for example, as constants or as statistical distributions between maximum and minimum values, or in some cases by computed quantities supplied by the executing models.
USING THE EXECUTABLE COMMITTED MODELS
As noted earlier, the execution of Committed Models may be used to experimentally evaluate the performance and timing of a particular commitment of a system. An interesting question arises: namely, where does the timing information for use in these models come from? If classes are reused from previous implementations (library classes), a timing model will be available. For the other objects, estimates must be made. These can be based on either insight into how the objects are to be implemented or, failing that, the targets from the OID model might be used. When all the required timing models have been provided, albeit from estimates and targets in some cases, the execution facility can be used to investigate overall system behaviour and performance. Behaviour should first of all be validated using the scripts that were used with the uncommitted model, to check that the effect of adding timing constraints has not exposed behavioural flaws. Further scripts might be constructed to explore the possibility of unsuitable behaviour resulting from the relative timing in unsynchronized producerconsumer situations. A typical case is where an information flow output from one function is read too early by a consuming function. Correction may involve modifications to the model to add explicit synchronization or changes to the timing models.
The most difficult part of model validation is to assess its robustness, which mainly concerns checking that anomalous behaviour cannot result from race conditions. The validation of safe behaviour in these circumstances is particularly important, because an implementation containing such defects raises major problems, and they are often intermittent according to the actual combination of timing that applies within the variations permitted by the timing models. Careful inspection of the model should at least locate potential problem areas, for example places where stimuli expecting opposing responses converge, or their paths interact.
Validation of performance requirements requires scripts to impose typical workloads. In the Video Controller model the most critical aspects of performance will be the rates at which live and/or Incident Record frames can be captured and delivered over the LAN, against a background of peak organizational activity. Scripts can quite conveniently cover this.
Overall, the mechanism of using scripts to drive the validation tests is of great practical significance because, to arrive at a completely satisfactory behavioural model and implementation, some iteration is necessary, and validations need to be repeated after changes have been made. Initial validation is carried out with a mixture of validated and estimated timing models. The iterations resulting from the information generated by running scripts might change either the structure of the model or the commitment and implementation decisions embodied in the class definitions. Gradually, as the decisions firm up the performance estimates have to be replaced by the 'proven' timing models for the implementations that are used.
Space precludes a full description of how timing models are validated, but the general approach is that Executable Models are synthesized for a single class definition, and tests carried out on this model produce the data that goes into the timing model for the class. Depending on the nature of the implementation these (single object) Executable Models may take several forms: for example, MOOSE Executable Models, C code to be run by cycle accurate simulators or VHDL tools.
Early in this paper the issue of investigating tradeoffs in design decisions was raised. In the example model there are some complex cost-performance trade-offs concerning the compression of images, including whether 628 D. MORRIS et al.
the compressors should be implemented in software or hardware, and the efficiency of the compression scheme used (in terms of image size) versus complexity and cost of implementation. The image size has a significant knockon effect on the performance, and hence cost, of the LAN required. The compression speed has a significant impact on the appearance of the image sequences produced. Another trade-off that can be investigated is the size of memory required to hold the buffered compressed images. This is a trade-off between length of video sequence, cost of memory and the significance of missing the capture of an image. There is a balance between the Control System's ability to consume images and the size of the buffers required. The investigation of these alternatives is carried out by committing the model in these various ways and using the Executable Models to make the necessary comparisons.
SIMULATION OF REAL TIME-DEPENDENT BEHAVIOUR
The Concurrency Manager that controls the scheduling of activities in an executing model experiences a non-linear passage of time, because it has an Execution Cycle that passes the thread of control of the simulation program into objects and receives it back again only at points where there is activity on the interface of the object. If it has timing information, it can set its own clock to a consistent time, and, as stated earlier, it can suspend the activity in the object if it is running in future time. However, the basic assumption is that each activity that starts in a given Execution Cycle starts at the 'current time' and current time is represented by the number of Execution Cycles that have been performed since a simulation run started. These are, in turn, related to a unit of real time determined by the user. In an uncommitted model current time is a very coarse modelling of real time because the time of each execution cannot be calibrated; however, it monotonically increases and thus supports concepts of 'before' and 'after'. The way models execute also supports the modelling of periodic time signals since objects can be created that have active functions incrementing their own time counter each time they are executed, i.e. once per Execution Cycle.
This technique is used in the Video Controller to model the real-time behaviour of the Video Signals. The way that the model has been set up for testing is that an active function inside the Video Digitizer (A to D) treats the time interval between successive calls as the time for one complete row of pixels. It maintains a counter to keep track of simulated position inside a frame or between frames and in the former case makes successive rows of pixels available in a buffer from where they are taken by the GET Next Pixel interaction. Each time the row counter indicates the start of a new frame the Frame Start event is caused.
Another place where time-dependent behaviour is required is in the Sequencer object on Figure 3 . This object has to produce the Grab Frame interactions for each camera at the rate specified by the Set Frame Rate interaction. It uses the Time Pulse generated by the Timer object on Figure 2 , and this object's implementation counts the passing of time by a compatible technique to the one used by the A to D object. Of course the implementation of the A to D and Clock Calendar objects will deviate from their emulators and they will be driven by actual clock signals.
SUMMARY
The work reported in this paper on simulating the behaviour specified by computer system models is part of an ongoing research program aimed at establishing and evaluating an integrated approach to the development of such systems. Since, in this approach, a model of behavioural requirements is iteratively refined into a detailed design model from which implementation source is synthesized; the validation of models is a critical issue. This paper has attempted to outline techniques for validation based on experiments with the simulated execution of the model. Other aspects of the approach are described in [10] .
Tools have been provided to support the design capture and simulation of dynamic behaviour, which are available for educational or evaluation use at http://www.cl.co.umist.ac.uk/moose. The tools include the execution systems described in this paper. A number of models that reverse engineer existing products of similar complexity to the example used in this paper have been constructed and further experience of serious application of the method is being accumulated from ongoing collaborative projects.
The conclusions at this stage are tentative. There is no doubt that models that reproduce a complete system can be made, and they can be tested by execution. The cost of making the models has not been excessive and well-tested implementation source can be synthesized from the models. Ongoing work will quantify some of these claims.
Some aspects of the simulation of model execution are the subject of further investigation. It is not clear at this time how far the MOOSE models can go in producing very accurate timing detail. However, it is clear that full system models are valuable development tools. Also the rate of increase in system complexity, for example in terms of the gates available, prohibits the use of techniques that simulate at a gate or even register transfer level for the complete system. MOOSE attempts to provide a solution by simulating at two (or more) levels. The full system simulation uses timing models derived by component (or object) level simulation.
