Abstract. We prove the existence and uniqueness of the strong solution to the stochastic differential equation (SDE) defined on the homogeneous Carnot group when diffusion is degenerate and drift is singular. It provides an intermediate result between the CauchyLipschitz theorem in ordinary differential equations and the result proved by Krylov and Röckner [35] that states the well-posedness of SDE with additive noise and singular drifts. The proof uses the theory of analysis on nilpotent groups and stochastic calculus.
Introduction
The theory of stochastic differential equations (SDE)
where B t denotes a standard Brownian motion, is central not only in probability theory, but also in analysis and partial differential equations. See for example [12, 11, 43, 44] for its connection to Navier-Stokes equations and [20] for its applications to stochastic transport equations. Due to its wide applications to other problems, it is important to establish qualitative results about the solutions of (1.1) for a broad class of functions b and σ. This has been a fundamental and important question in the probability theory for a long time.
In the absence of noise (σ = 0), it is a classical fact in ordinary differential equations that Lipschitz continuity of b(t, ·) and continuity of b(·, x) ensure the existence and uniqueness of a solution to (1.1) (see also [2, 14] for the theory of Lagrangian flows). Under the presence of noise (σ = 0), due to a classical work of Itô, Lipschitzness of b and σ is enough to guarantee the existence and uniqueness of a strong solution to (1.1). We refer to [50] for a detailed monograph on the theory of SDE.
Well-posedness of (1.1) is known for a broader class of drifts b when noise is additive (σ = Id). Veretennikov [52] proved the well-posedness of (1.1) for bounded drifts b in dimension one. In this context, breakthrough was made by Krylov and Röckner [35] ; they established a well-posedness of (1.1) for drifts b satisfying
2)
The Yamada-Watanabe Principle [53, 54] plays a crucial role in their arguments: the existence of weak solution, combined with the uniqueness of strong solution to (1.1) imply the existence of strong solution and uniqueness of weak solution to (1.1) (see Definition A.2 and Theorem A.3 for details). Fedrizzi and Flandoli [15, 17] studied the regularity of a strong solution to (1.1). Generalizations to multiplicative non-degenerate noise were done in [56] . We refer to [3, 5, 13, 37, 40, 55] for the further results in this direction.
The theory of SDE with singular drifts and additive noise has been successfully applied to solve several problems in fluid dynamics. For example, Flandoli et al. [20] showed that for singular vector fields b on R d satisfying b ∈ L ∞ ([0, T ], C α x ) and divb ∈ L p ([0, T ] × R d ) with α ∈ (0, 1), p ∈ (2, ∞), the following stochastically perturbed transport equation A natural question is whether or not one can generalize the aforementioned results to the case of degenerate noise. We consider the following Stratonovich SDE
(1.3)
for singular drift b and smooth vector fields Z i 's. Here, B i 's are independent standard one dimensional Brownian motions. Note that the set {Z i (x)|1 ≤ i ≤ m} does not necessarily span T x R d , which means that noise may be degenerate. Recall that the Stratonovich SDE has a nice control theoretical interpretation thanks to the Stroock-Varadhan support Theorem [49] . It claims that for smooth functions f i : R d → R d , 0 ≤ i ≤ m, the support of the law of the solution Y t of
is precisely the closure of the set {y h | dh dt ∈ L 2 ([0, T ], R d )} in C α topology. Here, the support of the law of Y t is regarded as a measure on the path space C α , and y h solves the following ODE
In particular, if smooth vector fields b and Z i satisfy a celebrated Hörmander's condition [28] , then the regularization effect happens. We refer to [28] for a purely analytical approach and [39] for a probabilistic approach which is known as Malliavin Calculus. There are analogous results when standard Brownian motion B t is replaced with the fractional Brownian motion [4, 26] , or a rough path [9, 27] . However, it is not even clear that the aforementioned results still hold for a singular drift b. In fact, it is not even obvious that a solution to (1.4) exists.
In this paper, we propose a sufficient condition on b that ensures the existence of strong solutions to (1.4) under the assumption that the Lie algebra generated by Z i 's is the whole tangent space at every x ∈ R d . The precise statement of the main result is as follows. Let us consider the following Stratonovich SDE on the homogeneous Carnot group G = (R N , •, D(λ)):
(1.4)
Here, we assume that G has a homogeneous dimension Q, nilpotency r, and Z i 's (1 ≤ i ≤ m) are left invariant vector fields that are basis of the first layer of the Lie algebra g (see Section 2 for details). Also, suppose that the exponents p and q satisfy
and that the drift b satisfies
Here
Our main result, Theorem 1.1 claims that one can construct a solution to (1.4) for a broad class of singular drifts b. To the author's knowledge, it seems to be the first result of the well-posedness of SDEs with singular drifts and degenerate diffusions in the general context.
) and {Z i |1 ≤ i ≤ m} be as above. Assume that b satisfies conditions (1.6) and (1.7) for exponents p and q satisfying (1.5). Then, for some open set U containing x 0 , there exists a unique strong solution X t to SDE (1.4) before the time at which X t exits U . Remark 1.2. Theorem 1.1 can be regarded as an interpolation result of two extreme cases, the ODE (absence of noise) case and the SDE with additive noise case. Recall that in the absence of noise, it is a classical theory that uniform Lipschitz continuity of
)) ensures the well-posedness of ODE x ′ (t) = b(t, x(t)) for a given initial condition.
In the presence of additive noise (σ = Id) however, Krylov and Röckner [35] have shown the existence of strong solutions to SDE of the form dX t = b(t, X t )dt + dB t for a standard Brownian motion B t under the condition (1.2). It turns out that the additive noise case considered in [35] is the special case of the main Theorem 1.1. In fact, if we consider the homogeneous Carnot group given by
then the homogeneous dimension Q is d and nilpotency r is 1. Therefore, by comparing the condition (1.2) with conditions (1.5)-(1.7), Theorem 1.1 can be seen as a generalization of the results in [35] from the case r = 1 to general r > 1. Also, note that if we write W k,p for the standard Sololev spaces and S k,p for the Sobolev spaces with respect to vector fields {Z i |1 ≤ i ≤ m} (see Section 2 for its rigorous definition), then the following relations [23, Theorem 2] ). Therefore, if the singular drift b satisfies (1.6) and (1.7), then one can conclude
Thus, if noise gets more degenerate in the sense that r → ∞, one has r − 1 r → 1, p → ∞,
) is the class of drifts such that the ODE
is well-posed, the formal limit r → ∞ in Theorem 1.1 exactly coincides with the classical well-posedness result in the ODE theory.
Remark 1.3. In the case r = 1, vector fields Z i 's have to be given by
and this case is considered in [35] (see Remark 1.2). Thus, throughout this paper, we will only consider the case r > 1. Under this condition, (1.5), (1.6), and (1.7) imply that for almost every t, we have b(t, ·) ∈ S r−1,p (G). Since (r − 1)p ≥ p > Q, Theorem 2.8 says that there is a version of b which is continuous in x with respect to the Euclidean distance. For this reason, we assume that b is continuous in x everywhere throughout this paper. Also, since Theorem 1.1 is a local statement, we assume that each b i has a compact support (uniform in t) throughout the paper.
We now give some explanations about the structure of the paper. In Section 2, we give a brief overview about the analysis on the homogeneous group and introduce mixed-norm Sobolev spaces S k,(p,q) associated with vector fields {Z i |1 ≤ i ≤ m}. In Section 3, we study a Kolmogorov PDE associated with the SDE (1.4). Section 4 is devoted to the proof of Theorem 1.1.
Throughout this paper, ∇ = (
) denotes the standard gradient. We define M to be the Hardy-Littlewood maximal function with respect to standard Euclidean distance and the Lebesgue measure. Also, for a matrix A, A denotes a Hilbert-Schmidt norm.
Analysis on nilpotent groups
In this section, we give a quick overview of the homogeneous Carnot group and introduce new function spaces S k,(q,p) , called mixed-norm Sobolev spaces associated with vector fields {Z i |1 ≤ i ≤ m}. We in particular develop a theory of the analysis on homogeneous Carnot groups in terms of the space S k,(q,p) .
2.1.
Overview of the Homogeneous Carnot group. Definition 2.1. We say that G = (R N , •, D(λ)), endowed with a Lie group structure by the composition law •, is called a homogeneous group if it is equipped with a one parameter family {D(λ)} λ>0 of automorphisms of the following form Note that if G is a homogeneous group, then its Lie algebra g is nilpotent. Moreover, if G is a homogeneous Carnot group, then its Lie algebra g has a natural stratification (see [6, Chapter 2.2] for details). More precisely, if α j = 1 for j ≤ m and
then there exists a number r such that
The number r is called a nilpotency of G.
For a homogeneous group G, one can define a homogeneous norm · : G → R, smooth away from the origin, satisfying the following two conditions.
This quasidistance d induces a topology generated by Euclidean distance. Also, Lebesgue measure on G = R N is a bi-invariant haar measure of G, and if we make a change of coordinate x = D(λ)y, then we have dx = λ Q dy. This implies that homogeneous group G can be seen as a homogeneous space in the sense of Coifman and Weiss [10] . This fact plays an important rule in developing a singular integration theory on the homogeneous group G.
. Also, two left invariant vector fields X = ∂ x + 2y∂ t and Y = ∂ y − 2x∂ t generate R 3 as a Lie algebra. Thus, H 1 is a homogeneous Carnot group of homogeneous dimension 4.
) is a homogeneous group with homogeneous dimension Q, then there is a canonical way to induce a homogeneous group structure on R × G. Define a group structure and dilations via (s, x)•(t, y) = (s + t, x • y) andD(λ)(t, x) = (λ 2 t, D(λ)x). Then, one can easily check that homogeneous dimension of (R × G,•,D(λ)) is Q + 2. If we denote · by a homogeneous norm of G, then (t, x) := |t| + x 2 is a natural homogeneous norm on R × G. We assume for a moment that G = (R N , •, D(λ)) is a homogeneous group with homogeneous dimension Q. Let us define kernels of type α and operators of type α. 
holds for λ > 0.
For 0 ≤ α < Q, T is called the operator of type α if T is given by
for some kernel K of type α. In the case α = 0, convolution is understood as a principal value sense. Folland [22] proved the existence of fundamental solutions for suitable homogeneous differential operators defined on the homogeneous group.
for every test function f and λ > 0. Assume that both L and L * are hypoelliptic. Then, there exists a kernel K of type α which is smooth away from 0 and
for every test functions f .
From now on, we assume that G = (R N , •, D(λ)) is a homogeneous Carnot group with homogeneous dimension Q and nilpotency r. We denote m by a dimension of the first layer V 1 of the lie algebra g. Then, sub-Laplacian
and its transpose are hypoelliptic. Therefore, using Theorem 2.3, one can define a fundamental solution Γ of L, which is a kernel of type 2. Similarly, one can define a fundamental solution p of ∂ ∂t − L, which is a kernel of type 2. It satisfies
It turns out that p(t, x) has a nice Gaussian upper bound. 
holds for some constant c independent of k, s, i 1 , · · · , i s .
Now, let us define (inhomogeneous) Sobolev spaces
Note that Z I f is understood as a distributional sense. Similarly, we can define homogeneous Sobolev spacesṠ k,p (G). In the special case of Euclidean space
(see Example 1), S k,p coincides with the standard Sobolev spaces W k,p (see [47] for the classical theory of standard Sobolev spaces). Several properties regarding the space S k,p , for instance characterization of Sobolev spaces S k,p and Sobolev embedding theorem, can be found in [22, 23] . One can prove the following a priori estimate results for the sub-Laplacian L. 
holds for all test functions u ∈ C ∞ c (G). Proof. Since the argument of the proof is crucial to prove Theorem 2.12 later, we sketch a proof given by Folland [23] . First, let us prove theorem in the simple case k = 0. We have the following representation formula (see [7, Theorem 41] )
Note that a kernel K = Z i Z j Γ, which is smooth away from 0, is homogeneous of degree −Q and satisfies
for any 0 < r < R. This implies that K is a singular integral kernel. Using the Calderón-Zygmund theory on the homogeneous space (see [10, 32] ), one can check that operators of type 0 are bounded in L p . Thus, this concludes the proof in the case k = 0. Generalizing this to the higher order estimate requires non-trivial works since differentiation does not commute with convolution, but special structure of homogeneous Carnot group enables us to prove it. In order to overcome this difficulty, we need the following lemma. 
holds for all test functions f .
This Lemma 2.6, together with the fact that operators of type 0 are bounded in L p , implies theṠ 1,p boundedness of type 0 operators. A simple induction yields that operators of type 0 are bounded inṠ k,p for all k ≥ 0. Applying this fact to the representation formula (2.1) concludes the proof.
Remark 2.7. We also have a parabolic analogue of Theorem 2.5. Recall that homogeneous group G naturally yields a homogeneous group structure on R × G whose dilation structure is given by
Then, a priori estimate
holds for all test functions u defined on R × G. This can be proved using the following representation formula
2) holds for k = 0 (note that L p boundedness of type 0 operators hold for general homogeneous groups, see [23] ). In Theorem 2.12, we show the higher order parabolic estimate (2.2) using the similar arguments in the proof of Theorem 2.5.
Furthermore, there are embedding theorems for Sobolev spaces S k,p (G) (see [23] for details). This can be proved using the properties of the operators of type λ > 0 (see [6, Theorem 5.9.1]). In particular, for 1 < α < Q, the operator
This can be regarded as a generalization of the Hardy-Littlewood-Sobolev inequality to the homogeneous groups. This fact enables us to obtain the following embedding theorem for the homogeneous Carnot groups.
is the space of bounded and continuous functions on G with respect to topology induced by the homogeneous norm · . Since homogeneous norm · and Euclidean norm | · | induce the same topology, any function f ∈ S k,p (G) for kp > Q has a version which is continuous with respect to Euclidean distance.
Remark 2.9. The results discussed so far can generalized to the case when Z i 's, 1 ≤ i ≤ m, are general smooth vector fields on smooth manifold M satisfying the Hörmander's condition [28] . Suppose that for some r, commutators of Z i 's with order ≤ r span the whole tangent space at each point in M . Then, it is a classical theory that the operator
is hypoelliptic. One can define Sobolev spaces
, |I| ≤ k} associated with vector fields {Z i |1 ≤ i ≤ m} as before. Rothschild and Stein [45] showed a regularity property of L:
One can also define a control distance d, which is a canonical distance function associated with vector fields Z i 's, via
Here, C(δ) is the class of absolutely continuous curves satisfying
Several properties of the metric d, for instance the volume of metric balls and relations with Euclidean distance, have been studied (see [41] ). Behaviors of the Green kernel and heat kernel associated with L have also been studied by many authors [19, 29, 36, 46, 51] . For instance, Sánchez-Calle [46] obtained lower and upper bounds of Green and heat kernels when M is a compact manifold. Kusuoka and Stroock [36] used a probabilistic method to obtain a long time estimate of the heat kernel. See also [8] for a broad theory in this directions.
Mixed-norm Sobolev spaces S k,(q,p)
. In this section, we generalize the results in the previous section to mixed-norm Sobolev spaces. Let us first define mixed-norm Sobolev spaces with respect to vector fields {Z i |1 ≤ i ≤ m}. Definition 2.10. For 1 ≤ p, q ≤ ∞ and the integer k ≥ 0, let us define (inhomogeneous) mixed-norm Sobolev spaces S k,(q,p) ([0, T ] × G) with respect to vector fields
Its norm is defined by
One can easily check that
is defined similarly. We can similarly define the space
The spaceṠ k,(q,p) is a generalization of the spaceṠ k,(p,p) defined in the Remark 2.7. It is known that operator T :
Proof. Let us denote K(t, x) by a singular integral kernel of T . For t ∈ R, let us define an operator P t :
In Remark 2.7, we already proved that T is bounded in L p (R, L p (G)). In order to extend this to the general cases q = p, it suffices to prove the following inequality
for some constant c > 0 independent of s thanks to Calderón-Zygmund theory. We can represent P t − P t−s via a singular integral kernel K in the following way.
Using the results in [32, Lemma 5.2], since singular integral kernel K(t, x) is homogeneous of degree −(Q + 2), there exist C, δ > 0 such that
Let us define a norm · on R × G by (t, x) := |t| + x 2 . Therefore, for |t| > C 2 |s|,
for some constant C 1 depending on δ. This implies that
thanks to Young's convolution inequality for the unimodular groups. Thus, integrating the above inequality, we obtain |t|≥C 2 |s|
which immediately implies (2.3). Thus, vector-valued Calderón-Zygmund theory concludes the proof. Now, we prove the higher order parabolic estimates of type (2.2).
Theorem 2.12. For any 1 < p, q < ∞, the following estimate
holds for all test functions u.
Proof. Throughout this proof, we use a notation P instead of p for a heat kernel in order to avoid a confusion with the exponent p. The case k = 0 is proved in the previous Theorem 2.11 and let us first prove the case when k = 1. Proof follows the arguments used to prove sub-elliptic estimates (see for example [7, Section 3.3.5] ). Note that if we denote Z R i by right-invariant vector field which coincides with
at the origin, then we have
Here, convolution acts on G. Also, for each 1 ≤ i ≤ m, there exist homogeneous functions β ji of degree α j − 1 such that
holds for all test functions u defined on G (see [7, p.64] ). Since every Z j for 1 ≤ j ≤ N can be written as a commutator of Z i 's (1 ≤ i ≤ m) with order α j and the following identity
holds for all indices i, j, we can write Z R j as
Here, each Z jl is one of
for some Z jl 's of order 1 and Z R jl ′ 's of order α j − 1. Taking Z i 1 derivatives of the above equation for each 1 ≤ i 1 ≤ m, we have
Since p is a kernel of type 2, β ji 2 is homogeneous of degree α j − 1, Z R jl ′ is a differential operator of order α j − 1, and Z i 2 , Z i 3 are of order 1,
This concludes the proof when k = 1. Similar arguments work for general k as well. Now, we generalize Sobolev embedding type Theorem 2.8 to mixed-norm Sobolev spaces
holds for some constant C independent of T and u.
Proof. We begin with the first case. It suffices to prove the estimate (2.4) for smooth u. For any indices |I| ≤ k, let us define w = Z I u. Then, we have for any indices i, j,
If we denote f := w t + Lw, then we have the following representation formula
We will prove the estimate
from the identity (2.5). Let us define a new functionp(t, x) defined on R × G via
Then, from (2.5), we have
Using the heat kernel estiamte (see Theorem 2.4), we have
for some constant C 1 , which in turn implies
If we could choose two exponents r and s satisfying (2.8) and
then we obtain (2.6) by applying a mixed norm version of Young's convolution inequality to (2.7). Note that it is possible to choose such r and s due to the condition
In the second case, argument is same as the previous case, so we just outline it. Applying the heat kernel estimate (see Theorem 2.4) to the following representation formula
we can derive the conclusion as above.
Remark 2.14. Theorem 2.13 can be regarded as a generalization of the classical results in parabolic PDE theory. In [25] , author studied a parabolic Riesz potentials in mixed norm spaces (see also [1] ). If we denote h(t, x) by a standard heat kernel, then the operator defined by
Theorem 2.13 claims that in the case of homogeneous Carnot groups and R replaced with finite time interval [0, T ], one can obtain similar results.
Theorem 2.13 allows us to prove the following theorem.
, and u(0, x) = 0.
as n → ∞. Thanks to Theorem 2.13, for any indices |I| ≤ k,
Since we have
due to Theorem 2.13, one can conclude that
2. Proof is almost same as the first case, so we omit it.
Associated PDE results
In this section, we study the following PDE
on the homogeneous Carnot group (G, •, D(λ)) for singular functions b, f and λ ∈ R. From now on, L denotes a sub-Laplacian
3.1. On the equation u t − Lu = f . In this subsection, we study the following parabolic type PDE
It is convenient to introduce new function spaces to study (3.2) . We say that for
Its norm · Sk,(q,p) is defined by
The following Theorem 3.1 is the main result in this subsection.
. Also, the following estimates
hold for a constant C independent of T and f .
Proof. Throughout the proof, let us define P t to be a semigroup generated by L. It is easy to prove (3.3) with [0, T ] replaced by the whole time interval R. In fact, for the operator Q defined by
the following estimate follows immediately from Theorem 2.12:
Now, let us prove the estimate (3.
2) has initial condition u 0 = 0, we have the representation formula of u:
Therefore, estimate (3.6) immediately yields (3.3) since
Note that C can be chosen independently of T due to the existence of scaling
for λ > 0. Now, let us prove the estimate (3.
. From the equation (3.2) and the estimate (3.3), we obtain
Applying Minkowski's integral inequality and Hölder's inequality to the trivial inequality
. Also, the interpolation type inequality (see [38, Theorem 3.3] )
Thus, combining the above inequalities with (3.3), we obtain (3.4). Existence of the solution to (3.2) in the classS k+2,(q,p) ([0, T ]×G) for each f ∈ S k,(q,p) ([0, T ]× G) can be proved by standard approximation arguments and estimates (3.3), (3.4) hold for all f ∈ S k,(q,p) ([0, T ]× G). Uniqueness of the solution immediately follows from the estimate (3.4).
Remark 3.2. Mixed-norm type estimate of (3.3) for the standard heat equation defined on [0, T ] × R d has been proved by Krylov [33] . He proved the following
for a constant C independent of T and u. We refer to [34] for more general results about the parabolic operators. Theorem 3.1 can be seen as a generalization of mixed-norm estimates of the Krylov's result to the hypoelliptic operators defined on the homogeneous Carnot group.
Kolmogorov PDE.
In this subsection, we prove the well-posedness result of the PDE (3.1). From now on, we define
for any Banach space X. 
Proof. Let us first prove a priori estimate (3.7). For 0 ≤ t ≤ T , let us define
.
Then, using the estimate (3.4), we have
(3.8)
Since p and q satisfy the condition (1.5), according to Theorem 2.13,
Therefore, one can deduce that for each 1 ≤ i ≤ m,
Also, it is obvious that
Therefore, from the inequality 3.8,
holds for some constant C. Using Grönwall's inequality, for each 0 ≤ t ≤ T ,
In particular, the case t = T implies (3.7). Existence of the solution to (3.1) then follows from the method of continuity. More precisely, let us consider the following PDE
and define A to be a set of values α ∈ [0, 1] such that the above PDE has a unique solution u ∈S r+1,(q,p) ([0, T ] × G). It is obvious that 0 ∈ A by Theorem 3.1 and one can easily check that 1 ∈ A thanks to the estimate (3.7). Uniqueness of the solution directly follows from the estimate (3.7).
We prove that one can expect the well-posedness of the following PDE for rougher functions f . The following theorem plays a crucial role in the next section. 
Furthermore, we have the following estimate:
Proof. Proof proceeds by a simple fixed point argument. For u ∈S 2,(r,s) ([0, T ] × G), let us consider the following PDE
For two exponentsp andq satisfying
thanks to the condition (1.5). Thus, using Hölder's inequality and Theorem 2.13, 
It follows that for a small enough T , a map u → F (u) is a strict contraction onS 2,(r,s) ([0, T ]× G). Thus, for a sufficiently small
has a unique fixed point u. Also, for such T 1 and u,
If T 1 is small enough, we have the estimate (3.10) on the interval [0, T 1 ]. We then redefine u(T 1 , x) = 0 and repeat the argument above finitely many steps to obtain the solution defined on the whole interval [0, T ] and the estimate (3.10).
Assume that b satisfies (1.6) and (1.7). Let us consider the following PDE for λ ∈ R and f : [0, T ] × G → G which belongs to S r−1,(q,p) ([0, T ] × G).
Note that G = R N has N Euclidean coordinates, so u being a solution to (3.12) 
The following Proposition 3.5 plays a crucial role in the next section.
Proposition 3.5.
There exist an open set Ω containing x 0 , a sufficiently large λ, and a version u λ ofũ λ such that Φ λ (t, x) := x + u λ (t, x) satisfies the following conditions.
Here, we say u 1 is a version of u 2 if u 1 = u 2 for (t, x) − a.e.
Proof. For the simplicity of notations, we setũ =ũ λ and Φ = Φ λ .
Step 1. Let us first prove that there exist a version u ofũ which is C 1 in x. Choose a smooth approximation u n toũ inS r+1,(q,p) ([0, T ] × G). According to Theorem 2.13, for all indices |I| ≤ r,
Since each ∂ ∂x k can be written as commutators of Z i 's up to order r, it follows that for each bounded set K,
This implies that ∇u n converges to some continuous function w uniformly on K. Also, since a sequence {u n } is Cauchy in sup norm by Theorem 2.13 and converges toũ iñ S r+1,(q,p) ([0, T ] × G) norm, u n converges uniformly to some continuous function u which is a version ofũ. Therefore, since K is arbitrary, u is C 1 in x and its gradient is w. Note that Φ is also continuous in (t, x) and C 1 in x.
Step 2. We now claim that for arbitrary ǫ > 0, there exists a sufficiently large λ such that
holds for all indices |I| ≤ r.
We have the following representation formula for u:
Differentiating the above equation in Z I directions, |I| ≤ r, we obtain
Note that for any function g defined on G, for each 0 ≤ t ≤ T and any indices |I| ≤ r,
holds for an exponent a satisfying
Q . Here, we used the heat kernel estimate for Z I (p t ) (see Theorem 2.4) in the second line, Young's convolution inequality in the third line, and Theorem 2.8 in the last line. Therefore, applying the above inequality to (3.14),
)ds
Using Grönwall's inequality (see [18, Lemma 4 .3]), we have
If we denote q ′ by a conjugate exponent of q, then by Hölder's inequality,
Since the condition (1.5) implies
one can easily check that the quantity
is an arbitrary small positive number for sufficiently large λ. This implies that
is an arbitrary small positive number as well. We similarly have
for some constant C 1 . Therefore, the inequality (3.15) and the above facts imply that (3.13) holds for all indices |I| ≤ r for sufficiently large λ.
Step 3. Now, we conclude the proof. Since each
can be written as linear combination of commutators of Z i 's with order ≤ r, for any bounded set U containing x 0 in R N , there exists a constant C = C(U ) satisfying
Therefore, thanks to the claim proved in Step 2, for sufficiently large λ, we have
Since ∇Φ(t, ·) is continuous and non-singular on U , there exists an open set Ω ⊂ U containing x 0 such that Φ(t, ·) is C 1 diffeomorphism from Ω onto its image due to inverse function theorem. Also, using ∇u L ∞ ([0,T ]×Ω) ≤ 1 2 and the identity
This concludes the proof. (t, x) , C 1 in x, and satisfying
Also, there exist a number λ ∈ R and an open set Ω in R N containing x 0 such that Φ(t, x) = x + u(t, x) satisfies two conditions in Proposition 3.5. From now on, we use these notations u, Φ, and Ω. Finally, let us choose versions of u t , Z i u, and Lu which are continuous in x (this is possible since these functions belong to S r−1,(q,p) ). Since b is continuous in x (see Remark 1.3) and left hand side(LHS) of the equation (3.16) is continuous in x for t-a.e, one can check that for t-a.e, the above PDE (3.16) is satisfied for all x ∈ G.
4.
Proof of the main theorem 1.1
In this section, based on the previous results, we construct a strong solution to (1.4) on [0, τ ] for a suitable stopping time τ . Throughout this section, B t denotes a standard Brownian motion on a filtered space (Ω, F, F t , P ) with F t = σ(B r |0 ≤ r ≤ t). Also, let us add time parameter t to time independent vector fields Z i 's, i.e.
4.1. Conjugated SDE. Since SDE (1.4) has a singular drift, it seems to be hard to prove the uniqueness of strong solution of (1.4) directly. Instead, we study a new SDE, transformed from (1.4), possessing more regular coefficients. This idea is called Zvonkin's transformation method [57] .
Now, we present the crucial estimate that will be used frequently. In particular, it is useful to prove the Itô's formula for non-smooth functions (see Theorem A.1).
Proposition 4.2. Suppose that X t is a solution to SDE (1.4). Then, estimate
Proof. It suffices to prove (4.
which is nonnegative and continuous in x since the space
Fix t ∈ [0, T ] and let us consider the following PDE:
According to Theorem 3.3, one can find a (unique) solution w to (4.2) satisfying
Since w is not necessarily smooth, we introduce mollifiers ϕ n (x) := n Q ϕ(D(n)x) for a test function ϕ and regularized functions
in order to apply Itô's formula. If we denote f n by
then by Itô's formula, we have
Note that w n is smooth in x and not necessarily smooth in t, but one can easily check that the above equation holds by using a smooth approximation in t variable. Since Z i w ∈ L ∞ ([0, t] × G) due to (4.3) and Theorem 2.13,
Thus, taking a conditional expectation with respect to F s to (4.4), we obtain
Here, we used Theorem 2.13 in the third line and Theorem 3.4 in the last line. Since
Also, one can deduce
Note that for each r ∈ [s, t] and x ∈ G,
for some 0 < α < 1 (we used Sobolev embedding theorem Theorem 2.8 in the last line). Therefore,
Since lim n→∞ G |y| α ϕ n (y)dy = 0 and b ∈ S r−1,(q,p) ,
Therefore, using the identity
we have
Here, we used Fatou's lemma in the first line (recall that f is nonnegative and continuous in x), (4.5) and (4.7) in the third line, and (4.6) in the last line. This concludes the proof.
Remark 4.3. Following the proof Proposition 4.2, it is easy to check that for any F tstopping time τ , if X t is τ -solution to SDE (1.4) and denoting
) which is continuous in x. Thus, (4.1) is a special case of (4.8) when τ = ∞. Following the argument in Proposition 4.2, one can also prove that if X t is τ -solution to SDE (1.4), then
hold for all f ∈ S r−1,(q,p) ([0, t] × G) which is continuous in x.
Now, we are ready to introduce a new SDE derived from the original SDE (1.4), which is called a conjugated SDE to (1.4).
Proposition 4.4. For 0 ≤ t ≤ T and x ∈ Φ(t, Ω), let us define vector fieldsb andσ i 's on
(Z ′ i : R N → R N ×N is a standard derivative of the map Z i : R N → R N . Z i u means directional derivative of u in Z i direction.) For a F t -stopping time τ , suppose that X t is a τ -solution to (1.4) and X t ∈ Ω for 0 ≤ t ≤ T . Then, Y t = Φ(t, X t ) is a τ -solution to the following SDE.
Proof. For the simplicity of notations, we omit the summation symbol i . Using Itô's formula for non-smooth functions (see Theorem A.1 and Remark 3.6),
Note that vector fieldsb andσ are defined locally. Let us extendb andσ to the whole space [0, T ] × G in the following way: choose a cutoff function φ such that φ(x) = 1 for x ∈ Ω ′ ⋐ Ω and φ(x) = 0 outside of Ω. Then, let us define vector fields
for x ∈ Φ(x, Ω) and 0 otherwise. Obviously,b new =b andσ new i =σ i for x ∈ Φ(t, Ω ′ ). Now, let us consider the following SDE:
4.2. Strong uniqueness. In this section, we prove that strong solution to (1.1) is unique. The following theorem is the main result in this section.
Theorem 4.5. For a F t -stopping time τ , suppose that X 1 t , X 2 t are τ -solutions to (1.4) and
t 's are τ -solutions to (4.11) due to Proposition 4.4. Throughout this proof, for the simplicity of notations, we denoteb andσ byb new and σ new , respectively. For 0 ≤ t ≤ T ,
(4.12)
Note that vector fieldb is Lipschitz in x ∈ Φ(t, Ω ′ ) (uniform in t) since
is uniformly bounded in t (see Proposition 3.5) and u ∈ S r,(∞,∞) . Therefore, using Itô's formula, we have
for some constant L > 0 and a process W s satisfying
Here,σ denotes a N × m matrix whose columns consist ofσ k 's. In order to deal with the right hand side of (4.13), we need the following lemma.
Lemma 4.6. There exists a continuous and F t -adapted process A t satisfying
and E e cAs < ∞ (4.16)
for all c > 0.
Proof. Let us define A t by
Then, it is obvious that A t satisfies (4.15) and it suffices to prove the estimate (4.16). Note that
Here, we used the Lipschitz continuity of Φ −1 (t, ·) (see Proposition 3.5). For smooth mollifiers ρ n (x) := n N ρ(nx) defined on R N , let us first prove that for any c ∈ R,
If we denote M by a Hardy-Littlewood maximal operator with respect to the Euclidean distance and Lebesgue measure on G = R N , we have
). Here, we used the fact that for some constant C N , inequality
holds for all f ∈ C ∞ (R N ). According to Proposition 4.2, one can deduce
Thus,
since maximal operator M is bounded in L p . Therefore, applying Remark A.5 using (4.19) and (4.20), we obtain the estimate (4.17). Now, let us check that (4.17) implies (4.16). Since φ(Z k + Z k u) is continuous, φ(Z k + Z k u) * ρ n converges pointwisely to φ(Z k + Z k u). Thus, after applying Fatou's lemma to the estimate (4.17), we obtain (4.16).
Let us go back to the proof of the Proposition 4.5. Applying Lemma 4.6 to (4.13), we have Appendix A. Some Lemmas in the probability theory
In this Appendix, we introduce crucial facts in the probability theory used in this paper. First, we prove Itô's formula for non-smooth functions.
Theorem A.1. Suppose assumptions in Theorem 1.1 are satisfied and X t is a τ -solution to Here, b and σ are progressive functions defined on R + × C(R + , R d ) equipped with the canonical filtration F t = σ{x s |s ≤ t}. For a given filtered probability space (Ω, F, F t , P ), F t -Brownian motion B, and an F 0 -measurable random variable ξ, X is a strong solution to SDE if it is a F t -adapted process with X 0 = ξ solving (A.6) almost surely. For a given initial distribution µ, weak solution consists of filtered probability space (Ω, F, F t , P ), F tBrownian motion B, and a F t -adapted process X with P • X −1 0 = µ satisfying (A.6) almost surely.
We say that weak existence holds for the initial distribution µ if there exists a weak solution (Ω, F, F t , P, B, X) satisfying (A.6). Strong existence is said to be hold for the initial distribution µ if there exists a strong solution X for every (Ω, F, F t , P, B, ξ) satisfying P • ξ −1 = µ. We say that strong uniqueness holds for the initial distribution µ provided for any solutions X and Y to (A.6) on the same filtered probability space with a Brownian motion B satisfying X 0 = Y 0 a.s. with distribution µ, X = Y almost surely. Finally, weak uniqueness is said to be hold for the initial distribution µ if each weak solution X has the same distribution.
The following theorem proved by Watanabe and Yamada [53, 54] is crucial to prove the existence of the strong solution to SDE. Theorem A.3 (Yamada-Watanabe Principle, [53, 54] ). Consider the following SDE dX t = b(t, X t )dt + σ(t, X t )dB t (A.7)
with a given initial condition. Suppose that weak solution to (A.7) exists and strong solution to (A.7) is unique. Then, strong existence and weak uniqueness hold as well.
The following lemma is crucial in the proof of Proposition 4.5.
Lemma A. 4 ([42] ). Let X t , 0 ≤ t ≤ T be a nonnegative stochastic process adapted to F t . Assume that for 0 ≤ s ≤ t ≤ T , (ii) lim h→0 + sup 0≤s≤t≤T,|t−s|≤h f (s, t) = α ≥ 0. Then, for arbitrary c < α −1 (α −1 = ∞ for α = 0), This can be proved using the identity t∧τ s∧τ X r dr = t s X r 1 r≤τ dr and the fact that a process X t 1 t≤τ is F t -adapted.
