In this paper, we present characterizations for the level-2 condition number of the weighted Moore-Penrose inverse, i.e., 
Introduction
Condition number measures the sensitivity of the output of a problem with respect to small perturbations of the input data [1] . For instance, the condition number for computing the inverse of a nonsingular matrix A is [2] [3] [4] [5] κ(A) = lim Here · is a matrix norm and ∆A is a perturbation of A.
Thus a condition number records the worst case sensitivity to small perturbations. When the matrix norm is induced by vector norm, it is well known that κ(A) has the characterization [6] κ(A) = A A −1 .
The result was further extended to the condition number of the weighted Moore-Penrose inverse by Wei and Wang [7] from some special case to the general case.
For an arbitrary matrix A ∈ C m×n and Hermitian positive definite matrices M and N of order m and n, respectively, there is a unique matrix X ∈ C n×m satisfying the following equations [8, 9] AXA = A, XAX = X,
where A H denotes the conjugate transpose of A. X is known as the weighted Moore-Penrose inverse of A and denoted by X = A Ď M N . In particular, when M = I ∈ R m×m and N = I ∈ R n×n , the matrix X satisfying (1.2) is called the Moore-Penrose inverse and denoted by X = A Ď . Let A # be the weighted conjugate transpose of A, i.e.
Let Im(A) and Ker(A) be the range space and null space of A, respectively. In this paper, we consider the weighted norm. The weighted inner products in C m and C n are Given x ∈ C m and y ∈ C n , the weighted vector norm can be defined as [9] x M = M 1 2 x 2 , (1.5) 6) and the weighted matrix norm is defined as [9] A M N = max
Ay M , A ∈ C m×n , (1.7)
Bx N , B ∈ C n×m .
(1.8)
It is easy to obtain the relations
2 , A ∈ C m×n , (1.9)
The following lemmas on (M, N ) singular value decomposition and perturbation of (M, N ) singular value will be used in this paper.
Lemma 1.1 ([10]
). Let A ∈ C m×n with rank(A) = r . Let M and N be Hermitian positive definite matrices of order m and n, respectively. There exists U ∈ C m×m , V ∈ C n×n , satisfying U H MU = I and V H N −1 V = I such that 11) and the weighted Moore-Penrose inverse A Ď M N can be represented by 12) where D = diag(µ 1 , µ 2 , . . . , µ r ), µ 1 ≥ µ 2 ≥ · · · ≥ µ r > 0 and µ 2 i is the nonzero eigenvalue of A # A. µ i (i = 1, 2, . . . , r ) are called the nonzero (M, N ) singular values, and 9, 11] ). Let A, E ∈ C m×n and rank(A) = r . If µ i (A + E) and µ i (A) denote the (M, N ) singular values of A + E and A, (i = 1, 2, . . . , r ) respectively, then
(1.14)
Consider the (weighted) linear least squares problem [7] [8] [9] [10] [12] [13] [14] [15] [16] [17] 
It is easy to check that the minimum-norm (N ) and least-sqaures (M) solution is x = A Ď M N b. The following fact on the continuity of the weighted Moore-Penrose inverse should be considered for the condition number.
Proposition 1.1 ( [9, 11] ). Let A ∈ C m×n with rank(A) = r . Let M and N be Hermitian positive definite matrices of order m and n, respectively. Suppose {A k } is an m × n matrix sequence and A k → A, then the necessary and sufficient condition of
(1.15)
Here we face the fact that definition (1.1) would make ill-posed matrices that have a perfectly well-defined weighted Moore-Penrose inverse [14] . A way out is to restrict definition (1.1) to structured perturbations, i.e. perturbations which do not alter the rank of A. As an extension of the classical definition in [6] , condition number of the weighted Moore-Penrose inverse was given as [7] 16) where Im(A) is the range space of A. Also, we can define the condition number of the weighted Moore-Penrose inverse similar to the matrix inversion.
Wei and Wang [7] proved that the above condition numbers are coincident, i.e.
For ∈ N, denote by Σ ( ) the set of m × n matrices with rank . Let rank(A) = r . It is easy to verity that for sufficiently small ∆A M N , the conditions
in (1.16) imply A + ∆A ∈ Σ (r ). On the contrary, it is not true. Let's see the simple examples.
It is easy to check that Im(∆A) ⊆ Im(A), Im((∆A) H ) ⊆ Im(A H ) and
In numerical analysis, condition numbers occur as a parameter in both complexity and round-off analysis and hence there is an obvious interest in their computation. In this way, a problem Π induces a new problem namely, the computation of its condition number cond Π (d) for a given input d. In general, condition numbers can not be computed exactly, and hence it is of interest to know the sensitivity of the problem to compute the condition number, that is, the condition number of the condition number. This level-2 condition number denoted by cond [2] Π (d) was investigated by Demmel [18] and defined by cond [2] 
In [18] , Demmel proved, for some specific problems, that their level-2 condition numbers coincided with their original numbers up to a multiplicative constant. Subsequently, Higham [6] improved this result by sharpening the bounds for the matrix inversion and linear systems solver. More recently, Cheung and Cucker [19] showed that the level-2 condition number and the original condition number satisfying |cond [2] 
Recently, Cucker, Diao and Wei in [20] extended its result to the condition number of the Moore-Penrose inverse (for matrices on finite dimensional space and linear operator on infinite dimensional space). Cucker, Diao and Wei [21, 22] also considered the condition number of Moore-Penrose inverse and the linear least squares problem of the full column rank.
In Sections 2 and 3, we will further extend this result to the computation of the weighted Moore-Penrose inverse and we also sharpen the previous bounds in [7] . Finally, we conclude with some remarks in Section 4.
Condition numbers for the weighted Moore-Penrose inverse
In this section, we present characterizations of condition numbers for the weighted Moore-Penrose inverse under the weaker condition, namely κ M N (A), defined as
which extends previous work of Wei and Wang in [7] . Our previous result in [7] is very special, we had to consider the most general case rank(A) = rank(A + ∆A) for the small perturbation A. We begin with a known result on the perturbation bound for the weighted Moore-Penrose inverse.
The following result on perturbation bound for the Moore-Penrose inverse is quoted from Wedin [23, 24] and Stewart [25] .
Lemma 2.2. Under the assumptions A Ď 2 ∆A 2 < 1 and rank(A) = rank(A + ∆A), the following inequality can be stated:
Remark 1. Here we recall the following supremum conclusions from Wedin [23] , where constructive proofs are given. Assume that rank(A) = rank(A + ∆A) and let σ 1 , σ 2 , . . . , σ r be the nonzero singular values of A.
(1) [23, p. 27] There exists a matrix A with arbitrary σ 1 and σ r such that for suitable ∆A with ∆A 2 ≤ ,
Hence, smaller constants ν in Lemma 2.2 can't be found. Examples can also indicate that sup
. 45] For every matrix A ∈ C m×n with rank(A) = r = m < n and with m ≥ 2, if the smallest singular value of A is double, namely σ r −1 = σ r , there exists a matrix ∆A with ∆A 2 = such that
. 47] For every matrix A ∈ C m×n with Ker(A H ) = {0} and Ker(A) = {0}, if the smallest singular value of A is double, namely σ r −1 = σ r , there exists a matrix ∆A, ∆A 2 = such that 
Now we will present the relationship between the condition number (2.1) and
where the constant value ν is the same as defined in Lemma 2.1.
(2.10)
Now, together with the definition of κ M N (A), we can get
Let A have the (M, N ) singular value decomposition in (1.11). Define ∆A = − U e r e H r V H , where e r is the r -th column of identity matrix. Thus for 0 < < µ r (A), we have A + ∆A ∈ Σ (r ) and ∆A M N = . Note that
where D = diag(µ 1 (A), . . . , µ r −1 (A), µ r (A) − ). It can be obtained from Lemma 1.1 that
and
Again, combining these expressions with the definition of κ M N (A) in (2.1) to obtain
The result follows from (2.11) and (2.12).
Remark 3. The following conclusions can be obtained by constructive proofs.
(1) For every matrix A ∈ C m×n with rank(A) = r = m < n and m ≥ 2, if the smallest (M, N ) singular value of A is double, namely µ r −1 (A) = µ r (A), then the condition number κ M N (A) in (2.1) satisfies
It can be seen from the proof of Theorem 2.1 that the result can be obtained by seeking a matrix ∆A with ∆A M N = and A + ∆A ∈ Σ (r ) such that
In fact, if such matrix exists, then we have
14)
The result of (2.13) follows from (2.9) and (2.14). Now we proceed to construct such a matrix ∆A.
With the decomposition theorem in Wang [9, 11] , denoting B = A + ∆A, we have
Since rank(A) = m, the second term in the right side of (2.15) equals to 0. The weighted norm of the first term can be estimated as follows:
The last inequality holds with (A + ∆A) 
,
We omit the proofs of this fact here. It is a direct extension of similar result on Moore-Penrose inverse studied by Wedin [23] . From this result and decomposition in (2.15), it is of no use to take (A + ∆A) 
Thus we can get
In order to reach the upper bound in (2.16), ∆A should be constructed such that there exists a vector u 1 ∈ C n satisfying the following three conditions:
Now we construct ∆A in the following steps. Take z ∈ Ker(AN −1 ) with z N −1 = 1. Define
Then we have
Notice that (2.21) is a necessary condition of (2.19) . Define 23) and then we can get
Here we introduce some notations, which will be used below. Let M and N be Hermitian positive definite matrices of orders m and n respectively. Let x 1 , x 2 ∈ C m , y 1 , y 2 ∈ C n , S, T ∈ C m×n and W be a nonempty subspace of C m . We denote
And if W = Im(S) ⊕ Im(T ) and Im(S) ⊥ M Im(T ), where ⊕ denotes direct sum, we denote W = Im(S) ⊕ M Im(T ). Then we can write Im(S) = W M Im(T ).
Take an arbitrary v 2 ∈ Im(A) such that
It is easy to get that ∆A M N = and A + ∆A ∈ Σ (r ).
With the definition of ∆A and u 1 , we have 26) and with (2.21),
follows.
With the definition of ∆A and u 2 , we have
and from (2.17),
holds. It follows from (2.18) and (2.25)-(2.29) that
which means ∆A under such construction maximizes weighted norm of the third term in (2.15). 
where L(·) denotes the subspace expanded by the vector (or vectors) in the bracket. Then since u 1 ∈ Ker((A + ∆A)N −1 ) , u 2 ∈ N Im((A + ∆A) ), y ∈ N Im(A ) and z ∈ Ker(AN −1 ), we can get
It follows from the definition of ∆A that
where the last equality holds with rank(A) = m. Then
where the third equality is obtained directly from (2.17). From (2.18) and (2.25)-(2.29), it is easy to verify that,
M N from the left to both sides of (2.31), we have
Then G in (2.30) can be rewritten as
where the second equality holds from (2.20) and (2.23). Together with
It is most suitable to choose v 2 as left singular vector corresponding to (M, N ) singular value µ r −1 (A) in which case
which completes the proof. (2) For every matrix A ∈ C m×n with Ker(A ) = {0} and Ker(A) = {0}, if the smallest (M, N ) singular value of A is double, namely µ r −1 (A) = µ r (A), then the condition number κ M N (A) satisfies
Similarly with the case of full row rank discussed above, the conclusion can be obtained if we can find a matrix ∆A with ∆A M N = and A + ∆A ∈ Σ (r ) such that
Such ∆A can be constructed under the prerequisites of Ker(A ) = {0}, Ker(A) = {0} and the smallest (M, N ) singular value of A being double. We leave out of giving its proof here because the procedure of extending the corresponding result of Moore-Penrose inverse (see Remark 1) to its weighted version is similar with conclusion (1) that has been illustrated above in this remark. 
Perturbation of condition numbers and bounds of level-2 condition numbers
We begin with a result on the perturbation bound for the condition number cond M N (A) defined in (1.17).
Proof. From the definition of cond M N (A) and Lemma 1.1, we have
Note that for all ∆A, we obtain Therefore, for all ∆A, we have
It follows that
and consequently that, for sufficiently small ∆A,
Hence, we get (3.1) and this completes our proof.
Remark 4.
As expected, when the perturbation of A is small, the relative error of cond M N (A) is also small. This perturbation bound is analogous to Lemma 2.1, which can be expressed similarly as
The bound in (3.1) is best possible. Consider the following example. Let A have (M, N ) singular value decomposition in (1.11). Define ∆A = − U e r e H r V H , where e r is the r -th column of identity matrix. Thus for 0 < < µ r (A), we have A + ∆A ∈ Σ (r ) and ∆A M N = . Note that
where D = diag(µ 1 (A), . . . , µ r −1 (A), µ r (A) − ). It is easy to obtain that
With the above ∆A , we have the left hand side of (3.1)
and the right-hand side of (3.1)
If µ 1 (A) is large enough, then the ratio
can be very close to 1. So the both sides of (3.1) can be as close as we wish.
For practical computation, assume t-digit arithmetic is used and the data are approximately accurate, then
Let cond M N (A) = 10 s . Suppose ∆ 1 < 1, i.e., 
So cond M N (A + ∆A) has approximately t − s significant digits. On the other hand, when ∆A M N ≈ µ r , i.e.
according to (3.1), the computed cond M N (A + ∆A) is completely wrong and then useless. This worst case is achievable. Use the aforementioned example ∆A , the right-hand side of (3.2), i.e. The level-2 condition number of the weighted Moore-Penrose inverse, cond [2] M N (A), is defined, for a matrix A with rank(A) = r , by cond [2] M N (A) = lim This proves the upper bound. Now we proceed with the lower bound. Let A have the (M, N ) singular value decomposition in (1.11). The matrix ∆A is defined the same as in Remark 4. Then, we have cond [2] M N (A) = lim This completes the proof.
Remark 5. Our lower bound of (3.4) is sharper than that of (1.19).
Concluding remarks
In this paper, we gave characterizations for the level-2 condition number of the weighted Moore-Penrose inverse. It is of interest to extend our result to the bounded linear operator in Banach space or Hilbert space [27, 28] . This will be the future research topic.
