We find a formula for determinants similar to the Vandermonde. These determinants arise from a problem in differential equations.
of n variables. Next, each term in V(<x, n, m) has joint degree 1+-• • + <x.+m + -■ ■ + (m+n-oL-2) while each term in V" has joint degree 1+2 + -■ • + («-1) so that each term in g(a.,n, m) has joint degree (n-a-\)(m -a-1).
The plan of the computation is to prove the correct formula for g(n-2, n, m) by induction on the number of variables. This is exactly the problem posed by Hirschhorn [1] . Then this identity is used to complete the induction for the rest of the functions.
To simplify the notation we write x for the vector (xu • • • , xn), the size to be understood from the context, and write x¿ for the vector ixx,-■ ■ , x¿_x, xi+x,-■ ■ , xn), that is x, is deleted. For the product [F]}_¿¿ (Xf-*/)]-1 we simply write 7r¿. We note finally that Vnixy'Vn-Áx'i) = (-ly-^i-We now look at F(a, zz, zzz) and expand by elements of the last row.
We get (1) Viat, n, m)ix) = 2 (-l)"+ixf+"-a-V(a, zz -1, m)ix'A.
First we take a=n-2 and note that Vin-2, n-1, m) has not been defined, but in this case the correct replacement for the symbol F(zz-2, zz-1, m)ix'A is Vn_xix'f), i.e. we may defineg(n-l, n, m)=\. Now we divide both sides of identity (1) by Vn(x) to derive the basic recursion for the function ¿•(a, zz, m),
(2) g(a, zz, m)ix) = ¿ «T ~^»if(* n -I, m)(xt').
Specializing to <x=zz-2 we get (3) g(zi -2, n,zn)0) =]>>>,. ¿=i
Finally, we look at identity (1) when0^zzz = a^zz-2. Then V(n-2,n,m) has two identical rows so is zero and F(a, zz-1, m)(x'f) is to be replaced by Vn_x(x'i). Again dividing by Vn(x) we get the useful identity (4) 2 xT^i = 0 for n ^ 2, zzz = 0, 1, • • • , zz -2.
The form of the formula for g(n-2, n, zzz) is not satisfactory since it involves a division. We improve the representation in Lemma 1, whose conclusion is the problem mentioned above. where the sum on the right is to be interpreted as the sum over all vectors (kx, ■ ■• , kn) with fc!=0, k¿ integral, and \k\=kx + -■ -+kn=m-n+l.
Proof. First, if m=n-1, then the left-hand side of (5) is
Thus let w_« and we do an induction on the number of variables. The cases «= 1 and 2 are easily verified, 7r¿ = 1 when there is only one variable. and the proof is completed if we can show that -x[n~n+2 25=2 Xi~Sirt= Xxttx-But this is equivalent to (4). We now introduce the symbol a(j, n) to be defined by <r(;,n) = 0 if j < 0;
We can then combine (3), (4) and (5) into one identity.
(7) g(n -2, n, m) = a(m -n + \,n), « _ 2.
We intend to use the recursion (2) where (7) gives the right-hand side in the first step of an induction. We need an identity that we label Lemma 2.
Lemma 2. aij, n -1) = aij, n) -xflij -1, n)
where the left-hand side is evaluated at x'¡ and the right-hand side at x.
Proof. The cases when y'^1 are easily verified and wheny">l we merely write a as a polynomial in xt. Then aij, zz)(x) = 2 x'i k<y(k, n -1)00 and k=0 aij -1, zz)(x) = 'f xt^oik, n -DO^. Now computing cr(y, n)-x¿aij-l, n) gives the result. We are now in a position to compute g(0, n, m) by use of (2).
Lemma 4. For n^.2, m2A, g(0,n,m)(x) -det(bij) where bu = a(m-l+i-j,n), and B is an (n-l)x(n-\) matrix with constant diagonals.
Proof. By (7) we see that for zz=2 we have g(0, 2, m) = a(m-1, n) so we may proceed by induction. Note that if we define which agrees with the proposed formula for g(0, n+l, m). We are now able to write the general formula for all g(x, n, m). Define h(x, n, m)=g(x, n, m + x). Then the recursion (2) becomes h(x, n, m)(x) =2x?+n-27Tih(x, n -1, m)(x[) ¿=i and (7) becomes h(x, x + 2, m) = g(x, a + 2, m + x) = a(m -1, a + 2).
That is, h(x, n, m) satisfies the same recursion as g(0, n, m) and has the same initial value, i.e. at n = x+2, the only change required is in the number of variables. Thus a proof completely analogous to the proof of Lemma 4 will prove our main theorem.
