Feature extraction is one of the most important, pivotal, and difficult problems in mechanical fault diagnosis, which directly relates to the accuracy of fault diagnosis and the reliability of early fault prediction. Therefore, a new fault feature extraction method, called the EDOMFE method based on integrating ensemble empirical mode decomposition (EEMD), mode selection, and multi-scale fuzzy entropy is proposed to accurately diagnose fault in this paper. The EEMD method is used to decompose the vibration signal into a series of intrinsic mode functions (IMFs) with a different physical significance. The correlation coefficient analysis method is used to calculate and determine three improved IMFs, which are close to the original signal. The multi-scale fuzzy entropy with the ability of effective distinguishing the complexity of different signals is used to calculate the entropy values of the selected three IMFs in order to form a feature vector with the complexity measure, which is regarded as the inputs of the support vector machine (SVM) model for training and constructing a SVM classifier (EOMSMFD based on EDOMFE and SVM) for fulfilling fault pattern recognition. Finally, the effectiveness of the proposed method is validated by real bearing vibration signals of the motor with different loads and fault severities. The experiment results show that the proposed EDOMFE method can effectively extract fault features from the vibration signal and that the proposed EOMSMFD method can accurately diagnose the fault types and fault severities for the inner race fault, the outer race fault, and rolling element fault of the motor bearing. Therefore, the proposed method provides a new fault diagnosis technology for rotating machinery.
Introduction
Rolling bearing is one of the most important parts of rotating machinery. Its operation state directly determines whether the whole machine is safe, efficient, and reliable. However, due to the influences of transferring load and the additional load by the gear meshing in motor bearing, the fault rate of rolling bearing is always high without decreasing, and even shows an upward trend sometimes. Therefore, it is becoming increasingly important to improve the reliability of rolling bearings and to accurately detect bearing faults in time. When motor bearing faults occur, the periodic pulse impact force is generated, the nonlinear vibration of the mechanical system causes a collected vibration signal that often takes on nonlinear and non-stationary characteristics. At the same time, the fault will rapidly develop and the collected vibration signals often contain a large amount of noise. Moreover, the early fault features of the bearing in the vibration signal is relatively weak, which easily overwhelms the signal due to the noise. It is generally known that the bearing is one of the most vulnerable components in the motor and is where faults occur. Bearing damage constitutes about 44% of the total number of motor faults [1] . Therefore, accurately extracting fault features from the motor bearing and successfully separating the fault mode has been a serious and difficult problem.
In order to effectively extract fault features of bearing from the vibration signal, many scholars have proposed many effective methods, such as short time Fourier transform (STFT), wavelet transform (WT), Hilbert-Huang transform (HHT), empirical mode decomposition (EMD), ensemble empirical mode decomposition (EEMD), entropy, and so on [2] [3] [4] [5] . Seker and Ayaz [6] proposed a new method to extract features from the measured vibration signals in motors subjected to accelerated bearing fluting aging and to detect the effects of bearing fluting at each aging cycle of induction motors. Yang et al. [7] proposed a fault diagnosis method based on empirical mode decomposition energy entropy according to the non-stationary characteristics of roller bearing fault vibration signals. Cheng et al. [8] proposed a new fault feature extraction approach based on EMD method and an autoregressive model for roller bearings. Cheng et al. [9] proposed a local rub-impact fault diagnosis method of a rotor system based on empirical mode decomposition. Immovilli et al. [10] compared the bearing fault detection capability obtained with the vibration and current signals. These studies contributed to the use of a simple and effective signal processing technique for both current and vibration signals. Lei et al. [11] proposed an automated and effective fault diagnosis method of a locomotive roller bearing based on ensemble empirical mode decomposition and a wavelet neural network. Wang et al. [12] proposed a bearing fault diagnosis method (named cyclic spike detection method) to extract weak bearing fault features from a multi-component signal mixture. Liu et al. [13] proposed frequency band entropy based on short-time Fourier transform to detect hidden periodical components in signals and extract fault features from strong background noises. Wang et al. [14] proposed a new method for diagnosing faults and assessing the health of bearings by using the Mahalanobis-Taguchi system. Liao and Li [15] proposed a hybrid fault-feature extraction method by detecting localized defects and analyzing vibration signals of rolling element bearings via customized multi-wavelet packet transform and a swarm fish algorithm. Wang et al. [16] proposed an early weak fault feature extraction method of a rolling bearing based on ensemble empirical mode decomposition and tunable Q-factor wavelet transform. Ahn et al. [17] proposed a fault detection method of a roller bearing system by using a wavelet denoising scheme and a proper orthogonal value of an intrinsic mode function covariance matrix. Jiang et al. [18] proposed a novel approach of condition monitoring and fault diagnosis for rolling element bearings based on an improved ensemble empirical mode decomposition. Zhu et al. [19] proposed a roller bearing fault diagnosis method based on hierarchical entropy and a support vector machine with a particle swarm optimization algorithm. Gao et al. [20] proposed a novel time-frequency distribution matrix factorization method based on combining the concepts of a time-frequency distribution with non-negative matrix factorization to enhance representation and identification of bearing faults. Henao et al. [21] reviewed the trends of diagnostic techniques in fault diagnoses for electrical machines in recent years. The total number of operating electrical machines in the world was around 16.1 billion in 2011. Lucia et al. [22] proposed a novel technique based on the stray flux measurement in different positions around the electrical machine, and reports an extensive survey on the stray-flux-based fault detection methods for induction motors. Wang et al. [23] proposed a general sequential Monte Carlo method and a joint posterior probability density function of wavelet parameters by a set of random particles with their associated weights for extracting bearing fault features. He et al. [24] proposed an ensemble super-wavelet transform based on the combination of tunable Q-factor wavelet transform and Hilbert transform for investigating the vibration features of induction motor bearing faults. Wang et al. [25] proposed an early weak fault diagnosis method of rolling bearing based on minimum entropy de-convolution and a fast Kurtogram algorithm.
Wang et al. [26] proposed a novel non-negative empirical mode decomposition manifold method for feature extraction from the fault-related intrinsic mode functions in machinery fault diagnosis. Shi et al. [27] proposed a method of empirical mode decomposition based on a cascaded multi-stable stochastic resonance system. Wang et al. [28] proposed a novel faint signal extraction method by a time-frequency distribution image dimensionality reduction in order to overcome the shortcomings of the fast Kurtogram method. Li et al. [29] proposed a new bearing vibration feature extraction method based on self-adaptive time-frequency analysis, multi-scale permutation entropy, and an improved support vector machine based on a binary tree for rolling bearings.
In recent years, many feature extraction methods based on nonlinear dynamics parameters have been proposed, such as fractal dimension, approximate entropy, sample entropy, and so on. They are widely used in signal analysis and processing of machinery and have become new methods for analyzing nonlinear time series. Approximate entropy was proposed by Pincus and applied to analyze physiological time series [30] . However, the approximate entropy has its matching features [31] . Richman et al. [32] proposed sample entropy for compensating approximate entropy defects. Approximate entropy and sample entropy are statistical indexes for measuring the complexity of the signal. When two models are evaluated to be similar or not, the given threshold is used as the criterion. If the distance between two models shows small changes near the threshold parameter, it will cause different discriminated results and affect statistical stability. For this problem, Chen [33, 34] proposed the fuzzy entropy method. This method used the membership function instead of the hard threshold criterion in fuzzy theory. Fuzzy entropy is used to measure physiological signals and obtain an improved measure effect. On the basis of studies, some new entropy methods are proposed for feature extraction, such as scale entropy [35] , multi-scale entropy [36, 37] , multi-scale permutation entropy [38] [39] [40] , and multi-scale fuzzy entropy [41] . For the vibration signals of mechanical equipment, the vibration signals of different faults have different complexities, and the probability of generating new models are different. Thus, the entropy values are also different. Moreover, some faults usually appear in a certain frequency band. The fault types are different, as are the corresponding characteristic frequency bands. The signal in the fault frequency band changes, and its complexity will change. Thus, the values of multi-scale fuzzy entropy are used as the fault feature index for the pattern recognition of rolling bearing faults in this paper.
These proposed methods have their own limitations in feature extraction and fault diagnosis for rotating machinery. In a mechanical fault diagnosis, wavelet transform has achieved good results, but it is not clear as to how wavelet function can be chosen with improved time and frequency resolution. The threshold of manual operation needs to be determined. The EMD method has been widely used, but there are problems of mode mixing, end effects, over envelope, under envelope, and so on in the decomposition signal. The EEMD method is an improved EMD method, which can adaptively decompose the signal into a series of IMFs with different time scales according to the characteristics of the signal, and can effectively solve existing problems. Multi-scale fuzzy entropy measures the complexity of the time series under different scales and the probability of generating new information under a new dimension. It is a new method based on multi-scale entropy and fuzzy entropy and takes on the advantages of small data, anti-noise, and relative consistency.
Due to the complexity of the mechanical system, the vibration signal contains related fault information, which is often distributed at different scales. The different fault vibration signals have different complexities, the probability of the generated new model is also different, and the entropy is also different. Thus, the multi-scale analysis method is a valid method for calculating the entropy values to generate the fault feature vector. When the bearing fault occurs, the complexity of the vibration signal will change. For different fault types and severities, the frequencies of the friction and impact are different. The complexities of the corresponding vibration signals are also different. Thus, a new fault feature extraction of the motor bearing based on EEMD, mode selection, and multi-scale fuzzy entropy is proposed in this paper. The EEMD is used to decompose the vibration signal into a series of IMFs with specific physical meanings. Then, three more sensitive IMFs are selected to represent the original signal by using the correlation coefficient method. Moreover, the multi-scale fuzzy entropy is used to extract the features of different faults under different scales. The support vector machine (SVM) classifier is used to classify, identify, and determine the working condition and fault type of the motor bearing. The effectiveness of the proposed method is verified by analyzing and testing the fault signal of a real motor bearing.
EEMD, Multi-Scale Fuzzy Entropy, and SVM

EEMD
The empirical mode decomposition (EMD) is an adaptive decomposition technique [8] . It is based on the direct extraction of the energy associated with various intrinsic time scales in order to generate a collection of IMFs. The EMD method can decompose the complicated signal into a definite number of high-frequency and low-frequency components by means of a process called "sifting". However, the reasonable IMFs depend on the existence of the extreme points of the signal and the distribution of the extreme points in the EMD method. The discontinuity of IMFs will result in the generation of mode mixing. Ensemble empirical mode decomposition (EEMD) [16] method is an improvement of the EMD method, which can solve the problem of mode mixing in the process of EMD decomposition by adding the Gauss white noise. It defines the true IMF components as the mean of an ensemble of trials. Each trial consists of the decomposition results of the signal plus with a white noise of finite amplitude. Thus, the EEMD significantly reduces the mode mixing of EMD. The principle of the EEMD method is described as follows. The added white noise uniformly fills the whole time-frequency space, promotes the natural separation of frequency scales, and reduces the occurrence of mode mixing by the discontinuity of IMFs in the EMD method. The EEMD method can be described as follows:
•
Step 1: Initialize the EMD method. The total operation number is M, the amplitude coefficient of added white noise is k, and the execution number is m = 1.
Step 2: The numerically generated white noise x m (t) with the given amplitude to the original signal x(t) is generated:
where x(t) is the original signal, k is the amplitude coefficient, and N m (t) is meant to randomly add the white noise.
Step 3: The EMD method is used to decompose x m (t) into a series of IMF components C j,m . C j,m is the j-th IMF of the m-th decomposition:
where S is the number of IMFs, r j,m (t) is the final residue, which is the mean trend of the signal, and C j,m (t) represents the IMFs, which include different frequency bands ranging from the high frequency to low frequency.
Step 4: If the decomposition number is m < M, then m = m + 1. Then, return to Step 2.
Step 5: The average of the corresponding is calculated for the M-th decomposition. The calculation result is obtained:
where C j (t) is the j-th IMF decomposed by EEMD when m = 1, 2, 3, . . . , M and j = 1, 2, 3, . . . , S.
In the EEMD method, the total operation number M and the noise amplitude α are the two parameters that need to be given. Then, the added white noise series cancel each other in the final average value of the corresponding IMFs in order to increase the signal-to-noise ratio. Thus, the two parameters should be selected carefully. It should be noted that the number of ensemble numbers should increase when the amplitude of noise increases so as to reduce the contribution of added noise in the decomposed results.
Fuzzy Entropy
Entropy is a general concept, which is used to measure the uncertainty of a piece of information. The fuzzy degree is a quantitative index to describe the degree of fuzzy data. Fuzzy entropy is a technique to measure the complexity of time series based on the concept of approximate entropy and sample entropy. The fuzzy entropy is described as follows:
(1) Give an N sample time series {u(i) : 1 ≤ i ≤ N}. For a given m, n, and r, a vector set X m i , i = 1, 2, . . . , N − m + 1 is formed. Each vector contains m sequential elements from u(i) as follows:
where u 0 (i) is the average of vector X m i :
(2) For a certain vector X m i , define the distance d m ij between X m i and X m j (j = 1, 2, 3, . . . , N − m, i = j) as the maximum difference of the corresponding scalar components:
(3) Give n and r, and calculate the similarity degree
(4) Define the function ϕ m as follows:
(5) Similarly, form {X m+1 i
} and obtain the function ϕ m+1 .
(6) Fuzzy entropy of sequence {u(i) : 1 ≤ i ≤ N} as the negative natural logarithm of the deviation of from is defined as follows:
(7) If the length N is finite, FuzzyEn(m, n, r) can be changed as follows:
Multi-Scale Entropy
Because the sample entropy is used to measure the complexity of the time series in one scale. Costa et al. [42] proposed the concept of multi-scale entropy in 2002, which is used to measure the complexity and self-similarity of time series under different scale factors. The multi-scale entropy is defined as the sample entropy of time series under different scales. This takes on the characteristics of fast computation and anti-interference under multi-scale factors. If one sequence of entropy values is larger than the other sequence of entropy values under more scales, the sequence is more complex than the other sequence. If one sequence of entropy values monotonically decreases with increasing scale factors, then the sequence structure is relatively simple. It contains more information in the smallest scales. If one sequence of entropy values monotonically increases with increasing scale factors, then the sequence contains more information in the multiple scales.
The multi-scale entropy is described as follows:
(1) The time series {u(i) : 1 ≤ i ≤ N} with length of N is processed by the multi-scale:
where y τ j is the time series of coarse-grained procedure. τ = 1, 2, . . . is the scale factor, which divides the original sequence u(i) into τ segments.
(2) Construct a vector with m dimensions:
(4) Set the similarity tolerance value r(r > 0). For each i, the total number B m (i) (d < r) is counted, and the ratio is also calculated:
(5) Calculate the average value C m (r) of C m r (r). (6) Add dimension to m + 1, and repeat (2) to (5) . Calculate the C m+1 (r) and C m+1 r (r). When the length of the sequence is N, the estimated value of sample entropy is described as follows:
(7) In one scale factor, the sample entropy value is used to form the multi-scale entropy feature vector:
Multi-Scale Fuzzy Entropy
The multi-scale analysis algorithm was developed to quantify the complexity of the time series in the real world. On the basis of the concept of multi-scale analysis, Zheng et al. [41] proposed multi-scale fuzzy entropy (MFE) for rolling bearing fault diagnosis. The MFE technology contains two steps. Firstly, the coarse-grained procedure is used to obtain a time series with multiple scales from the original time series. Secondly, the fuzzy entropy at each coarse-grained time series is calculated. Two procedures of MFE technology are described as follows:
(1) Obtain the coarse-grained time series at a scale factor of τ (τ is a positive integer). The original time series are divided into disjointed windows with length τ, and the data points are averaged inside each window. Namely, the coarse-grained time series at a scale factor of τ, y τ can be constructed according to the expression.
(2) In MFE technology, the fuzzy entropy of each coarse-grained time series is calculated and then plotted as the function of the scale factor, τ, which can be expressed as
. (17) Note that the r in the calculation for different scales is same, which is obtained by the r = λ × SD and SD is the standard deviation of the original time series.
SVM
The support vector machine (SVM), introduced by Vapnik, is one of the most popular tools in bioinformatics for a supervised machine learning methods based on structural risk minimization [43] [44] [45] [46] [47] . The basic characteristic of SVM is to map the original nonlinear data into a higher dimensional feature space, where a hyperplane is constructed to bisect two classes of data and maximize the margin of separation between itself and those points lying nearest to it (the support vectors). The hyperplane should be used as the basis for classifying unknown data. Thus, the SVM was widely applied in pattern recognition, nonlinear system identification, modeling, predication, control, and so on. The SVM is mainly used to solve the binary classification problem. The theory was originally derived from data classification. The purpose of the SVM is to find one division plane meeting the given requirement in order to keep the point of the training set far away the plane. In other words, it is to find one split plane to keep the largest classification interval (margin). The SVM originated from the optimal classification surface from the linearly separable circumstance. It is used to solve the linear constraint quadratic programming problem by mapping the input space into the high dimensional inner product space to obtain the global optimal solution to guarantee convergence speed and avoid the local minimum.
Fault Diagnosis Method
The key to fault diagnosis is choosing the appropriate method to identify the type, quantity, location, and severity of fault based on the fault mechanism [48, 49] . Extracting mechanical fault feature information from the fault vibration signal using a suitable signal analysis method is one of the most important steps. The EEMD method is an improved EMD method, which can effectively avoid mode mixing in the process of EMD decomposition by adding Gaussian white noise. It uses the statistical properties of Gaussian white noise to decompose the vibration signal in order to obtain an uniform distribution of frequency. Multi-scale fuzzy entropy based on multi-scale analysis and fuzzy entropy can effectively obtain multiple scale time series from the original time series and calculate the fuzzy entropy value of each coarse-grained time series. The SVM based on structural risk minimization is one of the most popular tools. It can map the original nonlinear data into a higher-dimensional feature space. Thus, in order to effectively extract fault feature information and diagnose the faults from the vibration signal, the advantages of each method are fully utilized, and a new fault diagnosis (EOMSMFD) method based on combining EEMD, model selection, multi-scale fuzzy entropy and SVM is proposed to realize fault diagnosis. In the proposed EOMSMFD method, fault vibration signals of the inner ring, the outer ring, and the rolling element of the motor bearing are decomposed into a series of IMFs and residual components by using the EEMD method with appropriate parameters. Then, the correlation coefficient between each component and original signal are calculated in the frequency domain. The value of the correlation coefficient is between 0 and 1. The component correlation with a larger value shows that the component is more related to the original signal. Three components with larger value of correlation coefficient are selected here. Next, the parameters of multi-scale fuzzy entropy are selected according to the characteristics of signal, and the values of multi-scale fuzzy entropy of three selected components are calculated to form a feature vector with the complexity measure. The obtained entropy values are selected as characteristic vectors to train the SVM model and construct a SVM classifier for fulfilling fault pattern recognition. The flow of the proposed EOMSMFD method is shown in Figure 1 . 
Fault Feature Extraction of the Bearing Fault of AC Motor
Experimental Environment and Data
In order to validate the effectiveness of the proposed feature extraction method, the vibration data are used from the Bearing Data Center of Case Western Reserve University [50] . The 6205-2RS 6 JEM SKF deep groove ball bearing is employed in the experiment. The motor with 1.5 KW is connected to a dynamometer and torque sensor by a self-aligning coupling. The data were collected from an accelerometer mounted on the radial vertical direction of the motor. The used vibration data were measured under no-load (0 HP) and load (3 HP) at rotation speeds (1797 r/min and 1730 r/min). Faults were introduced to the bearings using the electro-discharge machining method. The fault diameters were 0.007 and 0.021 in., which are used in the experiment. The three different faults are: (1) the inner race fault; (2) the outer race fault; (3) the rolling element. The bearing vibration data was sampled at a frequency of 12000 Hz, and the duration of each vibration signal was 10 s.
The motor bearing with no-load and a fault diameter of 0.007 in. is selected here, which is used to show the time-domain waveform of the fault vibration signal. The time-domain waveforms of the original vibration signals are shown in Figures 2-4 . Figure 2 is the time-domain waveform of the fault vibration signal of the inner race. Figure 3 is the time-domain waveform of the fault vibration signal of the outer race. Figure 4 is the time-domain waveform of the fault vibration signal of the rolling element. 
Fault Feature Extraction of the Bearing Fault of AC Motor
Experimental Environment and Data
In order to validate the effectiveness of the proposed feature extraction method, the vibration data are used from the Bearing Data Center of Case Western Reserve University [50] . The 6205-2RS 6 JEM SKF deep groove ball bearing is employed in the experiment. The motor with 1.5 KW is connected to a dynamometer and torque sensor by a self-aligning coupling. The data were collected from an accelerometer mounted on the radial vertical direction of the motor. The used vibration data were measured under no-load (0 HP) and load (3 HP) at rotation speeds (1797 r/min and 1730 r/min). Faults were introduced to the bearings using the electro-discharge machining method. The fault diameters were 0.007 and 0.021 in., which are used in the experiment. The three different faults are: (1) the inner race fault; (2) the outer race fault; (3) the rolling element. The bearing vibration data was sampled at a frequency of 12,000 Hz, and the duration of each vibration signal was 10 s.
Vibration Signal Decomposition Based on the EEMD Method
As can be seen from the definition of the EEMD method and the signal decomposition process, the decomposition results by the EEMD method are not only related to the signal itself, but are also related to the standard deviation of added white noise with a noise level and a maximum number of iterations. In order to consider the comprehensive performance, the standard deviation of random white noise is Nstd = 0.2, the white noise level is SNR = 500, and the maximum number of iterations is MaxIter = 5000 here. The motor bearing with no-load and a fault diameter of 0.007 in. is selected.
As can be seen from the definition of the EEMD method and the signal decomposition process, the decomposition results by the EEMD method are not only related to the signal itself, but are also related to the standard deviation of added white noise with a noise level and a maximum number of iterations. In order to consider the comprehensive performance, the standard deviation of random white noise is 0.2 Nstd = , the white noise level is 500 SNR = , and the maximum number of iterations is 5000 MaxIter = here. The motor bearing with no-load and a fault diameter of 0.007 in. is selected. The EEMD decomposition results for three fault conditions are shown in Figures 5-7 . 
Selection of Major Modes
Three IMF components with a larger value of correlation coefficient are selected after the signals are decomposed by using the EEMD method. Compared with the time domain analysis, frequency domain analysis is more concise, profound, and convenient. Therefore, the frequency domain correlation coefficient method is used to measure the correlation between each component and the original signal after the signals are decomposed by using the EEMD method. The frequency domain correlation coefficient The spectrums of original vibration signals and selected three major modes are shown in Figures 8-19. Figures 8-11 are the spectrums of the fault vibration signal of the inner race. Figures  12-15 are the spectrums of the fault vibration signal of the outer race. Figures 16-19 are the spectrums of the fault vibration signal of the rolling element. 
Three IMF components with a larger value of correlation coefficient are selected after the signals are decomposed by using the EEMD method. Compared with the time domain analysis, frequency domain analysis is more concise, profound, and convenient. Therefore, the frequency domain correlation coefficient method is used to measure the correlation between each component and the original signal after the signals are decomposed by using the EEMD method. The frequency domain correlation coefficient ρ x,c i can be expressed by the following equation:
where X( f ) represents the frequency components of the original signal X(t), and C i ( f ) represents the frequency components of C i in Equation (2) . u c i , u x , σ c i , and σ x are the corresponding frequency domain mean and deviation of C i ( f ) and X( f ), respectively. The frequency correlation coefficient ρ x,c i reflects the correlation between the IMF components and the original signal in the frequency domain. The correlation coefficient ρ x,c i is between 0 and 1. When ρ x,c i is equal to 0, it shows that the IMF component is completely uncorrelated to the original signal. When ρ x,c i is equal to 1, it shows that the IMF component is completely correlated to the original signal. If the value of ρ x,c i is larger, it shows that the f k (t) component is more related to the original signal. Thus, the IMF components are rearranged from a high value to a low value according to the ρ x,c i value of each IMF. Then, three IMF components with the larger calculation values are selected as the major IMF components.
The spectrums of original vibration signals and selected three major modes are shown in Figures 8-19. Figures 8-11 are the spectrums of the fault vibration signal of the inner race. Figures 12-15 are the spectrums of the fault vibration signal of the outer race. Figures 16-19 are the spectrums of the fault vibration signal of the rolling element. 
Feature Extraction Based on Multi-Scale Fuzzy Entropy
According to the definition of multi-scale fuzzy entropy, four parameters-embedded dimension m, the scale factor τ, similar tolerance r, and gradient of fuzzy function n-must be fixed for each calculation.
In the previous experiments, the alternative values were tested and modified for some feature exaction case in order to obtain the most reasonable initial values of these parameters. Moreover, according to the references regarding parameter selection, these selected values of the parameters take on an improved effect of feature exaction. The embedded dimension is m = 0.2, the scale factor is τ = 1, 2, 3, 4, 5, similar tolerance is r = 0.15 SD, and the gradient of fuzzy function is n = 2 in this paper.
The values of the multi-scale fuzzy entropy of the three selected major modes are calculated under the scale factor τ = 1, 2, 3, 4, 5. Each feature vector obtains 15 entropy values.
The motor bearing with no-load and a fault diameter of 0.007 in. is selected here. The values of the multi-scale fuzzy entropy of the different vibration signals are shown in Tables 1-3 . The partial values of multi-scale fuzzy entropy are given due to the limited space of paper. 
The Experiment Validation and Result Analysis
Effectiveness Validation and Comparative Analysis of the Proposed Method
The motor bearing with no-load and a fault diameter of 0.007 in. is selected to validate and analyze the effectiveness of the proposed method in this section.
The original data were divided into segments of samples where each sample covered 2048 data points. Each of the three fault states (the inner race fault, the outer race fault, and the rolling element fault) includes 40 samples. There are 60 samples for training and 60 samples for testing. The dataset consists of 120 data samples of three fault states.
The SVM with small sample classification and the short training time is selected as a classifier here. The obtained values of multi-scale fuzzy entropy are selected as characteristic vectors. That is to say, T = [MFE1, MFE2, MFE3, . . . , MFE15] is selected to form characteristic vectors. Then, the characteristic vectors T is input into the SVM model to train the SVM model and obtain the SVM classifier. The diagnosis results of the testing samples are shown in Table 4 . In order to verify the effectiveness of the proposed EOMSMFD method for feature extraction and fault diagnosis, the EDOFSFD method based on EEMD, mode selection, and fuzzy entropy is selected here. In the EDOFSFD method, the fuzzy entropy is used to replace multi-scale fuzzy entropy. Thus, the flow and steps of the EDOFSFD method is quite similar to the proposed EOMSMFD method. The EDOFSFD method is not described due to the limited space. The comparison results for two fault diagnosis methods are shown in Table 5 . As can be seen from Table 5 and Figure 20 , for the fault vibration signal of the inner race and the outer race, it can be seen that the proposed EDOFSFD method and the EOMSMFD method can both obtain a diagnosis accuracy of 100%. However, for the fault vibration signal of the rolling element, it can be seen that the test accuracy of the proposed EOMSMFD method and the EDOFSFD method is 100% and 25% in the experiments, respectively. Thus, the proposed EOMSMFD method has a higher diagnosis accuracy than the EDOFSFD method. For the EDOFSFD method and the EOMSMFD method, the EEMD, mode selection, and SVM are the same. Multi-scale fuzzy entropy is used to extract the feature from the vibration signal in the proposed EOMSMFD method, and fuzzy entropy is used to extract the feature from the vibration signal in the proposed EDOFSFD method. This shows that the multi-scale fuzzy entropy can better extract features from the vibration signal than can fuzzy entropy. Thus, the feature extraction and fault diagnosis capabilities of the proposed EOMSMFD method outperform the EDOFSFD method. The EOMSMFD method is the most effective method for extracting the fault feature from the collected vibration signal and for diagnosing the faults. 
Diagnosis Results and Analysis under Different Loads
In order to verify the effectiveness of the proposed EOMSMFD method under load changes, the fault feature extraction and classification of the inner race fault, the outer race fault, and the rolling element fault of the motor bearing under no-load and 3HP loads are studied and analyzed. Fault diameters of 0.007 and 0.021 in. are selected here.
The original data were divided into segments of samples where each sample covered 2048 data points. For each fault under each fault severity and each load, there were 40 samples. Twenty samples were randomly selected as training samples, and the remaining 20 samples were selected as testing samples. Four hundred eighty samples for the motor bearing were obtained here. For each fault diameter, hybrid samples of no-load and 3HP loads were used to diagnose fault type. The diagnosis results are shown in Table 6 . As can be seen from Table 6 , for the inner race, the outer race, and the rolling element of the motor bearing, the correctness rates of fault diagnosis are 100% for the motors under no-load and the 3HP load and the fault diameters for 0.007 and 0.021 in., respectively. The experiment results show that the proposed method does not have any influence and is very stable for different loads. That is, the proposed method is not sensitive to the load on the motor. It takes on an improved stability and effectiveness in fault diagnosis for the motor under different loads.
Diagnosis Results and Analysis under Different Fault Severities
In order to verify the effectiveness of the proposed EOMSMFD method for different fault severities, the fault types and fault severities of the inner race, the outer race, and the rolling element of the motor bearing are diagnosed. The motor with fault diameters of 0.007 and 0.021 in. under 3HP load is selected here. 
Diagnosis Results and Analysis under Different Loads
Diagnosis Results and Analysis under Different Fault Severities
In order to verify the effectiveness of the proposed EOMSMFD method for different fault severities, the fault types and fault severities of the inner race, the outer race, and the rolling element of the motor bearing are diagnosed. The motor with fault diameters of 0.007 and 0.021 in. under 3HP load is selected here.
The original data were divided into segments of samples where each sample covered 2048 data points. For each fault type under each fault severity, there were 40 samples. Twenty samples were randomly selected as training samples, and the remaining 20 samples were selected as testing samples. Four hundred eighty samples for the motor bearing were obtained here. The hybrid samples of fault diameters of 0.007 and 0.021 in. were used to diagnose fault type and fault severity. The diagnosis results are shown in Table 7 . As can be seen from Table 7 , for the inner race and the outer race faults of the motors with 3HP loads and fault diameters of 0.007 and 0.021 in., the correctness rate of classification and the correctness rate of fault severity are 100%, respectively. For the rolling element fault of the motors with 3HP loads and fault diameters of 0.021 in., the correctness rate of classification and the correctness rate of fault severity are both 100%. However, for the rolling element fault of the motors with 3HP loads and fault diameters of 0.007 in., the correctness rate of classification are 95%, and the correctness rate of fault severity is 100%. The experiment results show that the proposed method does not have any influence and is effective for different fault severities on the motor bearing. That is, the proposed method can effectively diagnose the fault for different severities on the motor bearing. Thus, the proposed method is an effective method for realizing the fault types and fault severities of the inner race, the outer race, and the rolling element of the motor bearing.
To summarize, the proposed EOMSMFD method mainly has the following advantages:
(1) The EEMD can effectively decompose the vibration signal into a series of IMFs and residual components. Moreover, it can effectively avoid the mode mixing phenomenon.
(2) The correlation coefficient method can effectively select three corresponding sensitive IMFs to represent the original signal. It can not only extract the effective mode and reduce the workload, but can also avoid dealing with useless modes.
(3) Multi-scale fuzzy entropy can better extract fault features from the vibration signals than can fuzzy entropy. The extracted fault features take on an improved distinguishing ability.
(4) The proposed EOMSMFD method is an effective fault diagnosis method for motor bearings. Moreover, this method does not have any influence on motors with different loads and different fault severities. It can effectively diagnose fault types and fault severities on motor bearings. Moreover, it takes on an improved stability and effectiveness in fault diagnosis for motors under different loads and different fault severities.
Conclusions
To perfectly extract the multiple scale characteristics of the vibration signal of the motor bearing and well diagnose its faults, a novel feature extraction (EDOMFE) method is proposed in this paper. The proposed method integrates EEMD, mode selection, and multi-scale fuzzy entropy. Moreover, the SVM is used as a classifier to obtain a fault diagnosis (EOMSMFD) method. The EEMD method is used to decompose the nonlinear and non-stationary vibration signals of the inner ring, the outer ring, and the rolling element of the motor bearing, and the IMFs with small modal mixing are obtained. The correlation coefficient analysis method is used to calculate and determine three improved IMFs, which are close to the original signal. Then, the multi-scale fuzzy entropy is used to calculate the entropy values for the three selected IMFs in order to generate the fault feature vector, which is input into SVM classifier to identify the fault types and fault severities. The effectiveness of the proposed method is fully evaluated by experiments and comparative studies. The experiment results show that the proposed method provides an improved recognition performance under the motor with different loads and different fault severities. The recognition rates of the inner race, the outer race, and the rolling element of the motor bearing, with hybrid samples of no-load and 3HP loads, reach 100% under the fault diameters of 0.007 or 0.021 in., respectively. For the motors with hybrid samples of fault diameters of 0.007 and 0.021 in. under 3HP loads, the recognition rate of classification and the recognition rate of fault severity are 100% for the inner race and the outer race of the motor bearing, and the recognition rate of classification is 95% and the recognition rate of fault severity is 100% for the rolling element of the motor bearing. Moreover, the comparative studies with the other mentioned methods show that the multi-scale fuzzy entropy can extract much more diagnostic information compared with fuzzy entropy, and the proposed method can effectively eliminate the influence of the mode mixing. Thus, the proposed method is found to be an effective method for the fault diagnosis of the motor bearing and has potential application for other rotating machinery.
Due to the lower computational efficiency of the proposed method, in future work, we will attempt to improve the computational efficiency for obtaining the fault feature vector by using multi-scale fuzzy entropy. The goal is to develop a real-time fault diagnosis system for rotating machinery.
