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Abstract—As a new coding paradigm, Distributed Video Cod-
ing (DVC) deals with lossy source coding using side information
to exploit the statistics at the decoder to reduce computational
demands at the encoder. The performance of DVC highly depends
on the quality of side information. With a better side information
generation method, fewer bits will be requested from the encoder
and more reliable decoded frames will be obtained. In this paper,
a side information generation method is introduced to further im-
prove the Rate-Distortion (RD) performance of transform domain
distributed video coding. This algorithm consists of a variable
block size based Y, U and V component motion estimation and
an adaptive weighted Overlapped Block Motion Compensation
(OBMC). The proposal is tested and compared with the results
of an executable DVC codec released by DISCOVER group
(DIStributed COding for Video sERvices). RD improvements on
the set of test sequences are observed.
I. INTRODUCTION
Distributed Video Coding (DVC) has been proposed in
[1] to avoid using complex motion estimation and motion
compensation at the encoder and only explore the video
statistics at the decoder side. In many emerging applications,
e.g. wireless video surveillance, wireless PC cameras and
mobile cameras, due to limited memory and computational
power at the encoder side, DVC might be more suitable
than conventional video coding like ISO MPEG-x and ITU-
T H.26x which have one highly complex encoder and (one
or) many simpler decoders. DVC is based on two major
information theoretic results: the Slepian-Wolf [2] and Wyner-
Ziv [3] theorems. According to the Slepian-Wolf theorem, it is
possible to achieve the same rate as a joint encoding system
by independent encoding but joint decoding of two statisti-
cally dependent signals. The Wyner-Ziv theorem extends the
Slepian-Wolf theorem to a lossy case, which becomes the key
theoretical basis of DVC.
A Low-Density Parity-Check (LDPC) based transform do-
main Wyner-Ziv codec released by DISCOVER [4][5] is one
of the best DVC codecs available. It improves on the work
based in [6] by introducing an advanced frame interpolation
for side information generation [7][8], a finer correlation noise
modeling [9][10], and an optimal reconstruction algorithm
[11]. However, there are still significant RD performance gaps
between DVC and conventional video coding schemes as
H.264/AVC. Since the quality of side information frames is a
very natural element influencing the coding efficiency of DVC,
there are several different side information generation schemes
in the literature including interpolation [7][8] and extrapolation
[12][13] based algorithms. In this paper, an interpolation based
side information generation scheme is introduced and applied
to a transform domain DVC to improve the RD performance.
This new scheme improves on the work in [7] and [8], by
introducing Y, U and V based motion estimation with variable
block size to take advantage of more information and obtain
more accurate motion vectors first, combined with an adaptive
weighted Overlapped Block Motion Compensation (OBMC)
to generate better side information.
The rest of this paper is organized as follows: Section II
briefly describes the architecture of the LDPC based transform
domain Wyner-Ziv video coding. In Section III, the proposed
side information generation scheme is introduced. Test condi-
tions and results are presented in Section IV.
II. ARCHITECTURE OF DVC
The architecture of a state-of-art DVC codec [5][6] is
depicted in Fig. 1. A fixed Group of Pictures (GOP=2) is
adopted. The video sequence is first split into odd (key) frames
and even (Wyner-Ziv) frames. The odd frames are intra coded
by using a conventional video coding like H.264/AVC while
the even frames are Wyner-Ziv coded.
In the Wyner-Ziv encoder, Wyner-Ziv frames are partitioned
into non-overlapped 4x4 blocks and an integer discrete co-
sine transform (DCT) [14] is applied on each of these. The
transform coefficients within a given band bk, k ∈ {0...15},
are grouped together and then quantized with 2Mk levels. DC
coefficients and AC coefficients are uniformly scalar quantized
and dead zone quantized, respectively. After quantization, the
coefficients are binarized, each bitplane is transmitted to a
rate-compatible LDPC accumulate encoder [15] starting from
the most significant bitplane. For each encoded bitplane, the
corresponding accumulated syndrome is stored in a buffer
together with an 8-bit Cyclic Redundancy Check (CRC). The
amount of bits to be transmitted depends on the requests from
the decoder through a feedback channel.
In the Wyner-Ziv decoder, based on two intra coded frames
X2i−1 and X2i+1, a motion estimation and compensation
based frame interpolation algorithm is adopted to create a side
information frame Y2i and a motion estimated residual frame
RME (i.e. the difference between X2i−1 and X2i+1 along
978-1-4244-2295-1/08/$25.00 © 2008 IEEE MMSP 2008223
Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on November 6, 2009 at 10:09 from IEEE Xplore.  Restrictions apply. 
Fig. 1. Diagram of LDPC based transform domain Wyner-Ziv codec architecture
the motion vectors). Y2i and RME undergo the same 4x4
integer DCT to obtain coefficients CY2i and CRME . CRME
is utilized on-line to roughly model [9] the noise distribution
between corresponding DCT bands of side information frame
and Wyner-Ziv frame (i.e. CY2i and CX2i). By using the
obtained noise distribution, coefficient values of the side
information frame CY2i and previous successfully decoded
bitplanes, soft information (conditional bit probabilities Pcond)
for each bitplane is estimated. With a given soft-input in-
formation Pcond, the LDPC decoder starts to process the
corresponding bitplanes to correct the bit errors. Convergence
is tested by computing the Hamming distance between the
received syndrome and the one obtained by the decoded
bitplane. If the Hamming distance is different from zero after
a certain amount of iterations, the LDPC decoder requests
more accumulated syndrome bits from the encoder buffer via
the feedback channel. If the Hamming distance is equal to
zero, then the 8-bit CRC sum is requested from the buffer to
verify successful decoding. A decoded bitplane with correct
CRC sum is sent to an optimal reconstruction module [11], a
bitplane with incorrect CRC sum requests more accumulated
syndrome bits from encoder buffer to correct the existing bit
errors until a low error probability is guaranteed. For more
details refer to [5][15].
III. SIDE INFORMATION GENERATION
Based on the architecture of the DVC, the output of side
information generation not only influences the soft input esti-
mation module but also the reconstruction module. Therefore,
the choice of the adopted side information generation scheme
can significantly influence the RD performance. Generally,
more accurate side information frames means that fewer bits
are requested from the encoder for the same decoding quality.
An advanced motion compensated interpolation algorithm [7]
is reportedly adopted in the executable DVC codec [4][5] re-
leased by DISCOVER. It includes forward motion estimation,
bi-directional motion estimation, spatial smoothing of motion
vectors and bi-directional motion compensation. The work has
been improved to extend motion estimation and compensation
to sub-pixel accuracy [8].
Although this scheme can generate good side information
frames, there are some limitations: First of all, it does not uti-
lize all the information available at the decoder side. Secondly,
the block size used for motion estimation and compensation
might not be an optimal choice. Thirdly, only a simple bi-
directional motion compensation is employed. Overcoming
these limitations will improve the side information generation
and further improve RD performance of DVC. Therefore, an
improved side information generation scheme is proposed as
shown in Fig. 2. It is divided into two parts: Y, U and V
based motion estimation with variable block size is applied
to get accurate motion vectors at first. Then an adaptive
weighted Overlapped Block Motion Compensation (OBMC)
is employed to generate better side information frames.
Fig. 2. Improved side information generation scheme
A. YUV based motion estimation with variable block size
In order to take advantage of more information available
at the decoder, the chroma components (U and V) in intra
decoded key frames are utilized to assist luma component (Y)
based motion estimation. Thus the Mean Squared Error (MSE)
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based motion estimation is determined by:
argmin{ξ(m,n)∈block{(XY2i−1(m,n)−
XY2i+1(m + Δm,n + Δn))
2}
+λ · ξ(m′,n′)∈block{(XUV2i−1(m′, n′)
−XUV2i+1(m′ + Δm′, n′ + Δn′))2}} (1)
where XY2i−1(m,n) and XUV2i−1(m′, n′) are the corresponding
luma and chroma values at coordinates (m,n) and (m′, n′) in
key frame X2i−1, respectively. (Δm,Δn) and (Δm′,Δn′)
represent the motion vectors. For 4:2:0 video sequences,
Δm = 2Δm′,Δn = 2Δn′,m = 2m′ and n = 2n′. λ is
a parameter to balance the weight between luma and chroma
values.
Besides YUV based motion estimation, the first three mod-
ules in Fig. 2 are similar to [7][8]. With the given two decoded
key frames X2i−1 and X2i+1, an 8 × 8 block based motion
estimation is applied with full-pixel accuracy first. Since the
rigid block based motion estimation results in overlapped and
uncovered areas after the frame interpolation, the obtained
motion vectors are only seen as candidates. Motion vectors,
MV , are selected from the candidates that intercepts the
interpolated frame closest to the center of each 8×8 block. In
order to obtain more accurate motion vectors MV ′s, a bidirec-
tional motion estimation scheme [7] with sub-pixel accuracy is
applied with a smaller search range. This bidirectional motion
estimation selects a linear trajectory by using MV s as initial
values, then the refined MV ′s are obtained by a bidirectional
symmetric motion search. Afterwards, MV ′s are smoothed by
using a weighted vector median filter [7]. A six tap Wiener
filter [14] is used to interpolate key frames and consequently
motion estimate in sub-pixel accuracy.
Since an 8× 8 block based motion estimation is applied in
[5][7][8], it may not perfectly match the true motion especially
around object boundaries. Variable size block based motion
estimation is more efficient in representing irregular motion.
Therefore, a bi-directional motion estimation with variable
block size (8×8 and 4×4) is adopted after the motion vector
smoothing module. Selecting two predefined thresholds τmse
and τσ , each 8 × 8 block is evaluated to decide whether to
divide it into 4× 4 sub-blocks based on:
MAP4×4 =
⎧⎨
⎩
True if MSE8×8 ≥ τmse
and V ar(MV ) ≥ τσ
False otherwise
(2)
where MSE8×8 is the YUV based MSE value between X2i−1
and X2i+1 over the corresponding 8× 8 block, V ar(MV ) is
a function to calculate the variance of the relevant motion
vectors for the current block in an 3× 3 window.
V ar(MV (m,n)) =
Σ1i=−1(MV (m + i, n + i)− M¯V )2
9 (3)
where M¯V is the mean value of MV s. If an 8 × 8 block
satisfies the above conditions, its MV is taken as initial
MV of each 4× 4 sub-blocks and the relevant MSE4×4 are
calculated. A small refinement search range ρ is chosen to find
the best matching 4× 4 sub-block with minimum MSE4×4.
With variable block size, the smaller blocks are used to
describe irregular motion around the edges of objects, the
larger blocks are used for homogeneous motion. As shown
in Fig. 3, the energy of the motion estimated residual RME
with variable block size is smaller than the one with a fixed
8×8 block. Thus providing an advantage by introducing fewer
inaccurate pixels into the side information frame.
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Fig. 3. Comparison of motion estimated residuals RME with fixed block
size (8× 8) and adaptive block size (8× 8 and 4× 4)
B. Adaptive Weighted Overlapped Block Motion Compensa-
tion
Overlapped Block Motion Compensation (OBMC) is usu-
ally applied to reduce blocking artifacts and improve subjective
quality in frame rate up-conversion. However, it also has a
higher risk of over-blurring the interpolated side information
frame compared with the simple bi-directional motion com-
pensation used in [7]. Since the MSE value over each block of
the YUV based motion estimation approximately reflects the
reliability of its relevant motion vectors, an adaptive OBMC
[16] weighted by MSE is employed to reduce the interpolated
errors and control the blurring. Let j ∈ [0, k] denote the index
of the neighboring blocks. As shown in Fig. 4, the value of k
is varying due to variable block size adopted.
Y2i(m0, n0) =
Σkj=0ωj Yˆj
Σkj=0ωj
(4)
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Yˆj =
1
2
× (X2i−1(m0 + Δm∗j , n0 + Δn∗j ) +
X2i+1(m0 + Δm
#
j , n0 + Δn
#
j )) (5)
RME(m0, n0) =
Σkj=0ωjRˆj
Σkj=0ωj
(6)
Rˆj = (X2i−1(m0 + Δm∗j , n0 + Δn
∗
j )−
X2i+1(m0 + Δm
#
j , n0 + Δn
#
j )) (7)
where (m0, n0) belongs to current block, (Δm∗j ,Δn∗j ) and
(Δm#j ,Δn
#
j ) are backward and forward motion vectors
of Blockj in X2i−1 and X2i+1, respectively. The relation,
(Δm∗j ,Δn
∗
j ) = −(Δm#j ,Δn#j ), i.e. linear motion (with
GOP=2) is assumed. ωj is the weight of Blockj obtained by
calculating the inverse proportion of the YUV based MSE:
ωj = (ξ(mj ,nj)∈Blockj ((X
Y UV
2i−1 (mj + Δm
∗
j , nj + Δn
∗
j )
−XY UV2i+1 (mj + Δm#j , nj + Δn#j ))2))−1 (8)
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Fig. 4. Utilized neighboring motion vectors and blocks for adaptive weighted
OBMC
IV. EXPERIMENTAL RESULTS
First of all, in order to evaluate the proposed Side Informa-
tion Generation (SIG) scheme, different methods were imple-
mented and these are compared in Table I by measuring the
average Peak Signal-to-Noise Ratio (PSNR) of the interpolated
frames over the whole sequence: i) bidirectional motion search
based SIG employed in [13]; ii) advanced SIG employed in
[5]; iii) YUV based SIG; iv) YUV based SIG with Variable
Block Size; v) YUV based SIG with fixed block size (8× 8)
and adaptive weighted OBMC; vi) Y based SIG with VBS and
adaptive weighted OBMC; vii) YUV based SIG with VBS and
adaptive weighted OBMC.
Then the RD performances of DVC implementation with
the proposed SIG method (vii) and the SIG method (ii) based
on [7][8] as in [5] are compared. For testing and comparison,
a DVC codec was implemented in MATLAB 7 combined
with C. The performance of the basic version was brought
in-line with the executable DVC codec[4] (see Figs. 6-9) for
the comparison. The conditions for the tests are:
• All (149) frames of ”Foreman”, ”Coastguard”, ”Soccer”
and ”Hallmonitor” sequences are used. The sequences are
in QCIF@15Hz format, and they are available at [4].
TABLE I
THE AVERAGE PSNR RESULTS FOR DIFFERENT METHODS, KEY FRAMES
ARE INTRA CODED WITH H.264/AVC WITH FIXED QUANTIZATION
PARAMETER (QPS).
Sequence Foreman Coastguard Soccer Hallmonitor
Key frames QP=25 QP=26 QP=25 QP=24
i) 27.8192 29.7681 20.6988 35.0267
ii) 28.9047 31.4664 20.8326 36.3338
iii) 28.9843 31.4681 20.8483 36.3339
iv) 28.9999 31.5371 20.8453 36.3735
v) 29.2358 31.7708 21.2874 36.3331
vi) 29.2296 31.8317 21.2961 36.4548
vii) 29.2537 31.8340 21.2967 36.4593
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Fig. 5. Complexity comparison for different SIG methods
• As in [4][5], half-pixel accuracy motion estimation is
used in the proposed side information generation for fair
comparison.
• The most common GOP length (GOP=2) in [5][6] is used.
The key frames are encoded by H.264/AVC intra and the
QP are chosen so that the average PSNR of Wyner-Ziv
frames is similar to the quality of key frames as in [5].
The chosen QPs in Table I are corresponding to the eighth
RD point.
• All the RD performance results are evaluated by the
average of luminance components (Y) of key frames and
Wyner-Ziv frames.
• Parameter λ in YUV based ME is chosen to be 5. The
thresholds τmse = γ×Mean(MSE8×8) and τσ = 0 are
chosen for variable block size partition, γ = 6 is chosen
experimentally. The refinement search range ρ is defined
in ±1 pixels.
As shown in Table I, each module of the proposed side
information scheme generally improves the PSNR step by
step. The proposed method (vii) gives the best PSNR result
by increasing the complexity of decoder.
The complexity for different SIG methods are evaluated by
calculating the average time (on a 3GHz PC) for generating
one interpolated frame. As shown in Fig. 5, if the complexity
226
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of the decoder should not be significantly increased, the pro-
posed method (vi), which removes YUV based motion estima-
tion from method (vii), gives a good balance between decoder
complexity and PSNR performance. We choose method (vii)
with the best PNSR results. According to RD results shown in
Figs. 6-9, the performance of DVC implementation (with side
information method (ii) as in [5][7][8]) is comparable with the
results of the DISCOVER executable codec. Compared with
the SIG used in [5], the RD performances of DVC for high bit-
rates are improved up to 0.5dB with the proposed SIG scheme
(vii).
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Fig. 6. RD comparison for sequence Foreman
50 100 150 200 250 300 350 400 450 500
28
30
32
34
36
38
Kbit/s
PS
NR
Soccer@15Hz
With Proposed SIG
With SIG in [5]
DISCOVER codec
H.264 Intra
Fig. 7. RD comparison for sequence Soccer
V. CONCLUSION
In this paper, an improved side information generation
scheme is introduced in DVC. It overcomes three limitations of
the current scheme utilized in the DISCOVER DVC executable
codec. This is obtained by using more information (chroma)
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Fig. 8. RD comparison for sequence Coastguard
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Fig. 9. RD comparison for sequence Hall Monitor
at the decoder side, utilizing variable block size for motion es-
timation and compensation and employing adaptive weighted
OBMC. Experimental results show that the proposed scheme
can improve coding efficiency of DVC. Compared with the
current scheme employed in the DISCOVER executable codec,
the proposed scheme improves the RD performance up to
0.5dB at the higher bit-rates.
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