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We explore the evolution of wave-function statistics on a finite Bethe lattice (Cayley tree) from
the central site (“root”) to the boundary (“leaves”). We show that the eigenfunction moments
Pq = N
〈|ψ|2q(i)〉 exhibit a multifractal scaling Pq ∝ N−τq with the volume (number of sites) N at
N →∞. The multifractality spectrum τq depends on the strength of disorder and on the parameter
s characterizing the position of the observation point i on the lattice. Specifically, s = r/R, where
r is the distance from the observation point to the root, and R is the “radius” of the lattice. We
demonstrate that the exponents τq depend linearly on s and determine the evolution of the spectrum
with increasing disorder, from delocalized to the localized phase. Analytical results are obtained
for the n-orbital model with n  1 that can be mapped onto a supersymmetric σ model. These
results are supported by numerical simulations (exact diagonalization) of the conventional (n = 1)
Anderson tight-binding model.
I. INTRODUCTION
Anderson localization is one of the most fundamental
quantum phenomena. In the conventional setting, it is
formulated as a problem of non-interacting quantum par-
ticles moving in d dimensions in a random potential. As
was proven by Anderson1, for a sufficiently strong disor-
der the single-particle wave functions are spatially local-
ized. Changing the disorder strength (or another control
parameter) can drive the system from the localized to the
delocalized phase. Such localization-delocalization tran-
sitions, known as Anderson transitions, exhibit a very
rich physics2. A particularly remarkable feature of these
transitions is the multifractality of critical wave func-
tions. The fractal exponents characterizing the scaling
of moments of wave functions are universal in the sense
of universality of critical indices (i.e. for given spatial di-
mensionality d and underlying symmetry and topology).
The multifractality of eigenfunctions in a d-dimensional
disordered system holds only at the transition point.
Anderson localization has recently attracted a renewed
interest in the context of transport and ergodicity in in-
teracting disordered systems at non-zero temperature.
The effect of interactions on localized excitations was
addressed in an early paper, Ref. 3, where it was ar-
gued that the discretness of the spectrum may prohibit
delocalization by inelastic processes if the interaction
is sufficiently short-ranged. Two decades later it was
demonstrated4 that similar phenomena are also relevant
for quantum dots. In this case, single-particle wave func-
tions are extended over the whole system, and local-
ization happens in the Fock space rather than in the
real space. The authors of Ref. 4 suggested an approxi-
mate mapping between the problem of Fock-space local-
ization in a quantum dot and a single-particle localiza-
tion on a Bethe lattice. (See also subsequent works5–16.)
Later, these ideas were extended to explore the many-
body-localization (MBL) in spatially extended systems
with localized single-particle states and with short-range
interaction17,18. The conclusion of these works on the ex-
istence of a finite-temperature MBL transition was sup-
ported by numerous subsequent numerical and analytical
studies, see, in particular, Refs. 19–28. Recently, exper-
imental realizations of 2D bosonic29 and 1D fermionic30
systems showing MBL transition were implemented for
cold atoms in disordered optical lattices. Signatures of
MBL transition in interacting systems were also observed
in InO films31–33. Further, the MBL was studied experi-
mentally in arrays of coupled one-dimensional optical lat-
tices34,35. The MBL transition takes place also in mod-
els with long-range interaction but the critical disorder
in this case was predicted to show a non-trivial scaling
with the system size36,37. Possible experimental realiza-
tions of such models include ultra-cold polar molecules
or magnetic spin impurities in solid state38,39.
The similarity between the interacting problems (with
interaction matrix elements producing an effective hop-
ping in the Fock space) and single-particle problems on
tree-like lattices triggered a recent increase of interest
to the latter models. In fact, the model of a quan-
tum particle hopping over a Cayley tree with connec-
tivity K = m+ 1 in a potential disorder provided a long
ago40 the first exact solution of a localization problem
exhibiting an Anderson transition. The Hamiltonian of
this model reads
H = t
∑
〈i,j〉
(
c+i cj + c
+
j ci
)
+
∑
i=1
εic
+
i ci , (1)
where the sum is over the nearest-neighbour sites of the
Cayley tree. The energies εi are independent random
variables sampled from a given distribution; the stan-
dard choice is a uniform distribution on [−W/2,W/2].
The analysis of Ref. 40 and its extensions in subsequent
works41–47 made it possible to establish the transition
ar
X
iv
:1
70
8.
04
97
8v
2 
 [c
on
d-
ma
t.d
is-
nn
]  
23
 D
ec
 20
17
2point and the corresponding critical behavior. These
findings have been corroborated and supplemented by
mathematically rigorous results48,49.
The analysis of Refs. 40–47 was carried out in the limit
of an infinite-size system. On the hand, many impor-
tant observables—such as statistical properties of eigen-
functions and of the energy spectrum—are defined only
for a finite system. One natural finite-size modification
of the Cayley tree model is provided by the sparse ran-
dom matrix (SRM) ensemble (also known as Erdo¨s-Re´nyi
graphs in mathematical literature) studied analytically
in Refs. 50–52. A closely related model is that of a ran-
dom regular graph (RRG), which essentially represents
a finite Cayley tree wrapped onto itself. The RRG and
SRM ensembles are very similar tree-like models without
boundary (and with loops of typical size ∼ lnN).
It was found in Refs. 50–52 that, in the limit of large
number of sites N , the delocalized phase on the infinite
cluster of the SRM model has ergodic nature in the sense
of, first, the Wigner-Dyson level statistics, and, second,
the 1/N scaling of the inverse participation ratio (IPR)
P2 =
∑
i |ψi|4 characterizing eigenfunction fluctuations
on the infinite cluster. (Here ψi is the amplitude of a
wave function ψ on site i.) More recently, the ergodicity
of the delocalized phase in the RRG model was ques-
tioned in Refs. 53 and 54. These works motivated an
intensive numerical research on properties of the delocal-
ized phase in the RRG and SRM models55–58. A detailed
numerical investigation of level and eigenfunctions statis-
tics on the delocalized side of the Anderson transition
on RRG carried out in Ref. 55 supported the analytical
prediction of Refs. 50–52. More specifically, the numeri-
cal analysis of Ref. 55 reveals a crossover from relatively
small (N  Nc) to large (N  Nc) systems, where Nc is
the correlation volume. The values of Nc obtained from
numerical simulations are in good agreement with the
analytical prediction lnNc ∼ (Wc −W )−1/2 implying an
exponential divergence of the correlation volume at the
transition point. For N  Nc the system exhibits a flow
towards the Anderson-transition fixed point which has
on RRG properties similar to the localized phase. Only
when the system volume N exceeds Nc, the direction of
flow is reverted and the system approaches its N → ∞
ergodic behavior. This non-monotonous behavior, along
with exponentially large values of the correlation vol-
ume Nc, makes the finite-size analysis very non-trivial.
The key conclusions of Ref. 55 have been corroborated
by subsequent numerical studies of the RRG and SRM
models56,57.
Thus, properties of the delocalized phase on RRG—
in particular, the ergodicity manifesting itself on scales
N  Nc—are now largely understood, both analytically
and numerically. There is, however, another natural way
to define a finite-size model related to the Bethe lattice.
Specifically, one can simply keep only sites with a certain
distance R from a given site (known as “root”), which
yields a finite Cayley tree. Until recently, properties of
delocalized eigenfunctions on a finite Cayley tree have
remained largely unexplored. We recall that the origi-
nal analysis of a hopping problem on a Cayley tree was
performed on an infinite lattice. This formulation is ap-
propriate for determination of the position of the transi-
tion point and for investigation of properties of localized
wave functions as well as of finite-frequency correlation
functions in the delocalized phase. When a “linear size”
(∼ lnN) of the lattice is much larger than Lω (a charac-
teristic displacement of a particle in a time ∼ 1/ω for a
given frequency ω), the boundary conditions should not
play a role and the system can be considered as infinite.
On the other hand, for the case of such observables as
the statistics of eigenfunctions and energy levels on the
delocalized side of the transition, the situation is more
intricate. Indeed, at variance with finite-frequency corre-
lation functions, the mere definition of such observables
requires a consideration of a finite system. Since most
sites of a Cayley tree are located at the boundary, one
can expect that the presence of boundary may crucially
affect the wave-function and level statistics in the de-
localized phase. Indications of a peculiar character of
eigenstates on a Cayley tree were provided by Monthus
and Garel59,60 who studied numerically the statistics of
transmisson amplitudes on a Cayley tree in a scattering
geometry. Recently, two of the present authors stud-
ied, both analytically and numerically, the statistics of
eigenfunctions in the root of a Cayley tree61. Our results
proved that—in line with above expectations of a role of
boundary conditions—the statistics on the Cayley tree
is qualitatively different from that on RRG. Specifically,
we have shown that the eigenfunction amplitudes at the
root of the tree are distributed fractally in the most of
the extended phase, which should be contrasted to the
ergodicity of the extended phase in the RRG model.
Interestingly, it is known on the mathematical level of
rigor62 that that random Schro¨dinger operators on so-
called canopy graphs have pure-point spectrum for any
strength of disorder, at least for some models of disorder
distribution. A canopy graph is an infinite tree that rep-
resents a R → ∞ limit of a sequence of Cayley trees of
“radius” R from the perspective of a boundary site. This
suggests localization of eigenstates near the boundary of
a Cayley tree. It is then natural to ask whether this lo-
calization is compatible with eigenfunction statistics at
the root characteristic for delocalized (ergodic or fractal)
regime, as found in Ref. 61.
The goal of the present work is to explore the wave-
function statistics at an arbitrary location on a finite
Cayley tree, from the root of the tree to the “leaves”
(i.e., sites located on the boundary). We will show that,
very generally, this statistics is of multifractal character
and will determine the corresponding spectrum of multi-
fractal exponents. Our investigation combines analytical
and numerical methods. Specifically, we will first use
the supersymmetric σ-model approach to study analyt-
ically the n-orbital model with n  1 (Sections II and
III). Next, we will analyze numerically the conventional
n = 1 Anderson model in Sec. IV. We will show that the
3results for both models agree with each other very well,
i.e., most of the essential features of the n = 1 Ander-
son model are fully captured by the n  1 limit. Our
central result is the evolution of the multifractal spec-
trum with the position on a tree and with the strength
of disorder. Interestingly, we find that some multifractal
features hold even in the localized phase. Further, while
our results imply the localized character of states at the
boundary (which is in agreement with Ref. 62), we will
show that certain moments of wave functions retain their
multifractal behavior in this case as well.
II. RECURRENCE RELATIONS FOR
N-ORBITAL MODEL
A. Supersymmetry formalism
In order to simplify the analytical treatment of the
problem, we will consider the n-orbital generalization of
the problem defined by Hamiltonian (1), with n  1.
The Hamiltonian of such a “granular” system reads:
H =
∑
〈i,j〉
n∑
p,q=1
(
tpqij c
+
ipcjq + h.c.
)
+
∑
i
n∑
p,q=1
(εpqi c
+
ipciq + h.c.). (2)
Here i, j label sites (“granules”), and p, q states (“or-
bitals”) belonging to each of them. For large n, the n-
orbital problem can be mapped onto a supersymmetric
σ-model41–46. The derivation of the σ-model is simplified
if one assumes that tpqij and ε
pq
i are Gaussian distributed
random variables; the mapping applies, however, under
much more general conditions. In physical terms, the un-
derlying condition is the ergodicity on the scale of a single
granule. Each of the granules i is then described sepa-
rately by a zero-dimensional σ-model. Hopping between
the granules [the first term in the Hamiltonian (2)] cou-
ples these zero-dimensional models into a sigma-model
on the lattice formed by sites i [see the action (5) below].
The mapping works for any geometry of the lattice; in
the case of our interest in the present paper, this is a
finite Cayley tree.
For the n = 1 Anderson model on an infinite Bethe lat-
tice the supersymmetry solution was achieved in Ref. 47.
While the n = 1 model and its n  1 generalization
(σ-model) turn out to exhibit the same gross features,
analytical calculations are somewhat simpler within the
σ-model. For this reason, we find it instructive to carry
out the analytical investigation within the n  1 model
(i.e., the σ-model).
We will assume free boundary conditions (correspond-
ing to an isolated system) and study statistics of wave-
function amplitudes ui = |ψi|2 at a site i located on the
distance r from the root of the tree. As the sites of a finite
tree are clearly not equivalent, the distribution function
of ui depends on r. As we show below, the proper scaling
variable characterizing the position of the point on the
Cayley tree in the limit N → ∞ is s = r/R, where R is
the “radius” of the tree. Specifically, we will show that s
controls (for a given strength of disorder) the spectrum
of multifractal exponents. According to the definition,
we have 0 ≤ s ≤ 1, with s = 0 corresponding to the root
and s = 1 to leaves (i.e., the boundary). In the case of
s = 0, this problem was studied in the previous paper by
two of us61 where it was demonstrated that the distribu-
tion function of amplitudes |ψi|2 at the root exhibits a
transition from ergodic to fractal behaviour as a function
of disorder inside the delocalized phase. In the present
work, we will study the eigenfunction statistics for all s
and for all disorder strengths. We will see that the re-
sults of Ref. 61, as well the localization at the boundary
found in Ref. 62, are limiting cases of a general picture
of multifractality on a Cayley tree.
A powerful analytical approach to the eigenfunction
statistics of a non-interacting disordered system is the
supersymmetry method, see Ref. 63 for detail. The start-
ing point is the expression for moments of wavefunction
amplitudes at a given node j and energy ε:
〈|uj |q〉 = i
q−2
2piνN
lim
η→0
(2η)q−1
〈
Gq−1R (j)GA(j)
〉
, (3)
where GR(A)(j) are retarded and advanced Green func-
tions at coinciding points,
GR(A)(j) = 〈j|
(
ε− Hˆ ± iη
)−1
|j〉 , (4)
Hˆ is the Hamiltonian, and ν is the density of states at
energy ε. Next steps include expressing the Green func-
tions in terms of intergrals over a supervector field and
averaging over disorder. In the case of a model with
n  1 orbitals per lattice site, the resulting supersym-
metric theory acquires a form of the σ-model41 with the
action
S[Q] = −J
∑
〈i,j〉
Str [Q(i)−Q(j)]2 + piη
2δ0
∑
i
Str [ΛQ(i)] .
(5)
HereQ(j) are a 8×8 supermatrices associated with lattice
sites j and satisfying the condition Q(j)2 = 1, the symbol
Str denotes the supertrace (i.e., the trace of the boson-
boson block minus trace of the fermion-fermion block), Λ
is a diagonal matrix with entries equal to 1 and -1 for the
retarded and advanced subspaces, respectively, δ0 = ν
−1
is the mean level spacing on a site, and J = (t/δ0)
2
is
the dimensionless coupling constant. Here t is the char-
acteristic amplitude of the hopping, t2 = 〈|tpqij |2〉. If all
amplitudes are real, the Hamiltonian (2) belongs to the
orthogonal (AI) symmetry class, which determines the
associated symmetry of the σ model. If the time-reversal
symmetry is broken (e.g., the hopping amplitudes tpqij are
made complex with random phases), the symmetry class
changes from orthogonal to unitary (A). While all es-
sential features of the wave function statistics discussed
4Q
′Q
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FIG. 1. Cayley tree: Evaluation of the integral Y (Q(i)) over
all nodes except for Q(i) (blue node) for m = 2, r = 3, R = 5.
Integration over the green nodes gives ΨmR−r(Q(i)), integra-
tion over all red nodes gives ΞR,r(Q(i)). This yields Eq. (7).
Partioning of red nodes into large and small illustrates the
recurrence equation for Ξ, Eq. (9): the integral over large red
nodes yields ΞR,r−1(Q′).
in this paper are the same in both cases, the unitary-
symmetry case is somewhat simpler technically. Thus,
for the sake of transparency of exposition, we will focus
on the model of the unitary symmetry class below. In
this case, Q(i) in Eq. (5) are 4×4 supermatrices, and the
action (5) acquires an additional overall factor of two.
Expressing the average product of Green functions in
Eq. (3) in terms of a sigma-model correlation function,
one brings the expression for the moments of wave func-
tions to the following form63:
〈|ui|q〉 = − q
2N
lim
η→0
(2piη/δ0)
q−1
×
∫
DQQq−111,bb(i)Q22,bb(i) e
−S[Q]. (6)
Here the preexponential factor is a product of elements of
the matrixQ(i) at the point i of the Cayley tree where the
eigenfunction statistics is studied. The first two indices
of Q correspond to the advanced-retarded and the last
two to the boson-fermion decomposition.
For a generic lattice, an analytic evaluation of the func-
tional integral in Eq. (6) is a formidable task. The tree
structure of the lattice greatly simplifies it, making it
possible to express the result in terms of solutions of cer-
tain recursive equations, as illustrated in Fig. 1. The
site i where the statistics is evaluated is blue colored in
the figure. The statistics of wave functions at this site
is determined, according to Eq. (6), by the result of in-
tegration over all other nodes. This integral, which we
denote Y (Q(i)), is factorized:
Yr(Q(i)) = Ψ
m
R−r(Q(i))ΞR,r(Q(i)). (7)
Here ΨmR−r(Q) is a result of integration over m branches
(green-colored in the figure) which “grow” from the site
i towards the boundary. Each such branch yield a factor
ΨR−r(Q), with the subscript R − r indicating the dis-
tance between the site i (which plays a role of the root
for these branches) to the boundary. The second fac-
tor ΞR,r(Q) in Eq. (7) is a result of integration over the
remaining (red-coloured) nodes of the lattice. It is im-
portant that both the functions ΨR−r(Q) and ΞR,r(Q)
can be found recursively. The first of them satisfies the
following recurrence relation:
Ψr+1(Q) =
∫
DQ′e− Str
[
−2J(Q−Q′)2+piηδ0 ΛQ
′
]
Ψmr (Q
′),
(8)
with the initial condition Ψ0(Q) = 1.
The recursive relation for Ξ(Q) is slightly more in-
volved. In order to derive it, we consider again a site
i with a matrix Q(i) and denote by Q′ the matrix as-
sociated with its parent site, see Fig. 1. Further, we
consider a subtree growing from Q′ towards the bound-
ary and cut off a branch containing Q(i). This defines
a set of “small” red nodes shown on the Fig. 1 by small
red circles. The remaining red nodes are termed “large”
ones and are shown by large red circles in Fig. 1. The
integral over the large nodes is exactly ΞR,r−1(Q′). The
integral over small red nodes except for the one directly
coupled to site i (with the matrix Q′) yields Ψm−1R−r+1(Q
′).
Therefore, we find the recurrence relation
ΞR,r(Q) =
∫
DQ′e− Str
[
−2J(Q−Q′)2+piηδ0 ΛQ
′
]
× ΞR,r−1(Q′)Ψm−1R−r+1(Q′) , (9)
with the boundary condition ΞR,0(Q) = ΨR(Q).
As is clear from Eq. (6), the distribution function of
the wave function intensity ui at the given node i is
fully determined by the asymptotic form of the func-
tion Yr(Q(i)), resulting from integrating out all degrees
of freedom on the tree except for the matrix Q(i) at the
node under interest.
The set of equations which we have just derived al-
lows one to evaluated the functional integral in Eq. (6)
at arbitrary value of the level broadening η. Being in-
terested in properties of an isolated system, we now turn
to a discussion of the limit of η → 0 that determines the
eigenfunction statistics according to Eq. (6).
B. From supersymmetry to real numbers
To proceed further, we note that, in view of the symme-
try of the σ-model action, the functions Ψr(Q), ΞR,r(Q),
5and Yr(Q) in the unitary symmetry case depend only on
two variables 1 ≤ λ1 < ∞ and −1 ≤ λ2 ≤ 1, which are
the eigenvalues of the retarded-retarded block of the ma-
trix Q, see Ref. 63. The variables λ1 and λ2 correspond
to the non-compact (hyperbolic) and compact (spherical)
sectors of the σ-model coset space. As we are interested
in the limit of η → 0 at fixed N (and hence at fixed
n and r), we can further simplify the equations (9) and
(8). Specifically, in this limit only the dependence on λ1
persists:
Ψr(Q) ≡ Ψr(λ1, λ2)→ Ψ(a)r (2piηλ1/δ0), (10)
where the superscript (a) indicates that we are dealing
with the asymptotic, small-η form of the function Ψr. A
fully analogous reduction holds for the functions ΞR,r(Q)
and Yr(Q). The function
Y (a)r (u) =
[
Ψ
(a)
R−r(u)
]m
Ξ
(a)
R,r(u) (11)
determines, in view of Eq. (6) the eigenfunction moments
and thus the distribution function P(ui). Specifically,
one finds63
P(ui) = N−1∂2uY (a)r (ui). (12)
In the η → 0 limit, in which the functions Ψr and
ΞR,r depend on a single scalar variable [see Eq. (10)],
the recurrence relations (8) and (9) can be substantially
simplified. It is convenient to introduce t = ln(2piηλ1/δ0)
and to perform the corresponding change of variable
Ψ(a)r (e
t) = ψr(t) , Ξ
(a)
R,r(e
t) = ξR,r(t) . (13)
Equation (8) reduces then to the following asymptotic
recurrence relation for ψr(t):
ψr+1(t) =
∫
L(t− t′)e−et
′
ψmr (t
′)dt′, (14)
where the kernel L(t) is given by
L(t) =
2g ch g + (2g ch t− 1) sh g
2
√
2pig
et/2−g ch t, (15)
with g = 8J . The starting point of this recursion is
ψ0(t) = 1. (16)
In a similar way, Eq. (9) takes the asymptotic form of a
recurrence relation for ξ(t):
ξR,r(t) =
∫
L(t− t′)e−et
′
ξR,r−1(t′)ψm−1R−r+1(t
′)dt′ , (17)
with the initial condition
ξR,0(t) = ψR(t). (18)
It is worth reminding the reader that within the σ-model
formalism (corresponding to the n-orbital model with
n  1) all the information about the degree of disor-
der (and thus of localization) is encoded in the coupling
constant g.
The solution of the recurrence relations (14) and (17)
yield, in view of Eqs. (11) and (13), the function Y
(a)
r (u).
This function determines, by virtue of Eq. (12), the dis-
tribution of the wave function amplitudes and thus the
corresponding moments. However, the analysis of the re-
sulting behavior of functions ψr(t) and ξR,r(t) as well as
of the wave function statistics is far from trivial in view
of non-linearity of the recurrence.
III. FROM RECURRENCE RELATIONS TO
WAVE FUNCTION MULTIFRACTALITY
In this Section, we will perform a detailed analysis of
the solution of recursive relations (14) and (17). Further,
we will explore implications of the properties of this solu-
tion for the statistics of wave functions. This analysis will
be carried out in the full range of the σ-model coupling
constant g.
An important role for the analysis is played by the
spectrum of the linear integral operator with the kernel
L(t− t′), where L(t) is given by Eq. (15). Eigenfunctions
of this operator are eβt, and the corresponding eigenval-
ues β read
41–43
β =
2gKβ+1/2(g) sh g + 2Kβ−1/2(g)(g ch g − β sh g)√
2pig
,
(19)
where Kν(g) is the modified Bessel function of the second
kind. The function β satisfies 1 = 0 = 1 and β = 1−β ,
and has a minimum at β = 1/2. The relevant values of
β belong to the interval 1/2 ≤ β ≤ 1 where the function
β monotonously increases.
A. ψr(t) and wave function moments at the root
We begin by discussing properties of the solution of
Eq. (14). A detailed analysis of this problem was carried
out in the recent paper61 by two of us. Here we briefly
recall the main results that will be used in the present
work.
The function ψr(t) has a form of the kink with the
asymptotic values ψr → 1 and ψr → 0 on the left and
right side of the kink, respectively. More specifically,
there are three asymptotic regimes of the behavior of
the function ψr(t) at large r. At negative t with large
enough |t| the recursive equation can be linearized with
respect to 1−ψr(t). The t dependence of the solution in
this range is determined by the factor e−e
t′ ' 1 − et′ in
the integrand of Eq. (14). This yields, in view of 1 = 1,
ψr(t) ' 1− et+r lnm, t . t−(r). (20)
On the right side of the kink, t & t+(r), the form of
the symmetry-breaking term e−e
t′
guarantees a very fast
6decay of the function ψr, so that it can be safely replaced
by zero for the purposes of our analysis:
ψr(t) ' 0, t & t+(r). (21)
Finally, in the intermediate region one gets
ψr(t) ' 1− ceβ∗(t+rα∗ lnm), t−(r) . t . t+(r), (22)
where c is a numerical constant, β∗ satisfies 1/2 ≤ β∗ ≤ 1,
and
α∗ =
ln(mβ∗)
β∗ lnm
. (23)
While, in analogy with Eq. (20), the asymptotics (22) can
be found as a solution of the equation equation (17) lin-
earized around ψr = 1, the exponent of t dependence of
1 − ψr(t) is modified in comparison with its bare value,
et → eβ∗t, due to nonlinear effects. The borders t−(r)
and t+(r) between the asymptotic regimes can be found
by matching the respective asymptotics and read as fol-
lows:
t−(r) = −1− α∗β∗
1− β∗ r lnm, t+(r) = −α∗r lnm. (24)
Clearly, t+(r) determines the position of the kink as de-
fined by the point where the function ψr crosses the value
1/2 (or any other fixed value between 0 and 1). Accord-
ing to Eq. (22), the velocity with which the kink moves
to the left is
vβ∗ = α∗ lnm ≡
ln(mβ∗)
β∗
. (25)
Let us now explain how the exponent β∗ is selected.
The mechanism for this is different in the localized (g <
gc) and delocalized (g > gc) phases, where gc is the crit-
cial value of the coupling constant corresponding to the
Anderson transition. In the localized phase, the kink
does not move in the limit of large r, which implies that
α∗ = 0 and thus
mβ∗ = 1 , g < gc. (26)
The delocalized phase is in turn subdivided in two
parts61: (i) gc < g < ge in which the wave functions
at the root show fractal properties, and (ii) g > ge where
wave functions at the root are ergodic. In the first of
them (“fractal at the root”), the exponent β∗ is selected
by the condition of the minimal velocity,
∂
∂β
ln(mβ)
β
∣∣∣∣
β=β∗
= 0 , gc < g < ge . (27)
In the second part of the delocalized phase (“ergodic at
the root”), the exponent β∗ takes its maximal possible
value,
β∗ = 1 , g > ge . (28)
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FIG. 2. Exponents β∗(g) (solid) and α∗(g) (dashed) char-
acterizing the drifting kink in ψr(t). The branching number
of the Cayley tree is chosen to be m = 2. The Anderson-
transition point gc ' 0.068 separates the localized phase
(g < gc) with α∗ = 0, i.e. zero drift velocity, and the de-
localized phase (g > gc) where the drift velocity of the kink
is non-zero, i.e., α∗ > 0. The point ge ' 0.65 subdivides
the delocalized phase into parts with ergodic (g > ge, with
α∗ = 1) and non-ergodic (gc < g < ge, with 0 < α∗ < 1) wave
functions at the root. Inset: γ∗ as a function of the coupling
constant g.
Note that in the latter regime α∗ = 1 as follows from
Eq. (23), while the ratio (1− β∗)/(1− α∗β∗) in Eq. (24)
is understood as equal to unity (which is its limit at β∗ →
1).
In Fig. 2 we show α∗ and β∗ as functions of the cou-
pling constant g for a Cayley tree with branching number
m = 2. The Anderson transition point is then gc = 0.068,
while the border between the parts of the delocalized
phase ergodic and non-ergodic at the root is ge = 0.65.
The non-analyticity of dependences α∗(g) and β∗(g) at
these points—which will induce also non-analytic behav-
ior of the multifracality spectrum—is clearly seen. As we
discuss below, the analysis of the function ξR,r(t) reveals
the existence of another singular point located between
gc and ge which manifests itself in the statistics of wave
functions away from the root.
These results are illustrated in Fig. 3 where solutions
of the recursion relation (14) for ψr(t) are shown (blue
curves) for the Cayley tree with a connectivity m = 2
and radius R = 25. To solve numerically the recursion
relation, we discretized the integral recursions with mesh
points chosen to be equally spaced in t, with 1000 points
covering the range t = [−40, 40]. Three panels in the
upper row of this figure show ψr(t) for values of the cou-
pling constant g belonging to three different phases. In
the left panel the coupling is g = 0.05 and the system
is thus in the localized phase, g < gc. Indeed, we see
that that the kink does not drift in the large-r limit, as
expected. The middle panel corresponds to the coupling
g = 0.2, so that the system is in the non-ergodic-at-root
part of the delocalized phase, gc < g < ge. In this case
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FIG. 3. Solution of the recursive relations (14) and (17) for ψr(t) (blue, upper row) and ξR,r(t) (red, lower row) for the Cayley
tree with a connectivity m = 2 and radius R = 25. Left: The coupling constant is g = 0.05 and satisfies g < gc, the system is in
the localized phase, the kink does not drift. Middle: The coupling constant is g = 0.2 and satisfies gc < g < g1 < ge; the system
is in the delocalized phase, non-ergodic at the root; the kink in ψr(t) moves with a velocity corresponding to 0 < α∗ < 1; the
kink in ξR,r(t) moves back with the same velocity. Right: The coupling constant is g = 1 and satisfies g > ge; the system is in
the delocalized phase, ergodic at the root; the kink in ψr(t) moves with a maximum velocity corresponding to α∗ = 1; the kink
in ξR,r(t) moves back more slowly and gets strongly deformed.
the kink does drift, and the velocity corresponds to a cer-
tain α∗ satisfying 0 < α∗ < 1. Finally, in the right panel
the coupling is g = 1 and thus satisfies g > ge, so that
the system belongs to the ergodic-at-root part of the de-
localized phase. The blue kink representing ψr(t) moves
with the maximum possible velocity, α∗ = 1.
In Fig. 4, black lines show schematically ln(1−ψR(t))
and ln(1 − ψR−r(t)). In such a plot each of the regimes
(20), (21), and (22) is represented by a straight line; the
corresponding slopes are 0 for t > t+, unity for t < t−,
and β∗ in the intermediate regime.
Using these results for ψR, one can evaluate, by using
Eq. (12), the distribution of the wavefunction amplitudes
P(u) and thus the wave function moments
Pq = N 〈|ui|q〉 = N
∫
duuqP(u). (29)
The result is that the important part of the distribution
P(u) is of the power-law form, P(u) ∝ uβ∗−2 originating
from Eq. (22). As a consequence, all moments with q >
q∗, where
q∗ = 1− β∗, (30)
are determined by the upper border of this power-law be-
havior, u ∼ N−α∗ (originating from t ∼ t+(R)), while all
moments with q < q∗ are determined by the lower bor-
der, u ∼ N−(1−α∗β∗)/(1−β∗) (originating from t ∼ t−(R)).
This yields the following scaling of the moments:
Pq ∝ N−τq , (31)
with exponents τq given by
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τq =
 qγ∗ − 1, q < q∗ ;α∗(q − 1), q > q∗ , (32)
where
γ∗ =
1− α∗β∗
1− β∗ . (33)
Thus, at the root we have a situation of bifractality: there
are two singularities in the distribution function P(u)—
which result from the corresponding singularities in the
kink ψR(t)—that control all the moments.
Before closing this subsection, it is worth mentioning
that stability conditions corresponding to minimization
of the velocity [i.e., analogous to our Eq. (27)] are known
to emerge in a broad class of related non-linear problems
describing propagation of a front between an unstable
and stable phases (here ψ = 1 and ψ = 0, respectively).
The simplest equation of this type, known as Fisher-
KPP equation, was introduced by Fisher64 and by Kol-
mogorov, Petrovskii, and Piskunov65 to model the prop-
agation of advantageous genes. Later, it was found that
similar problems of traveling waves in reaction-diffusion
systems emerge in a variety of contexts, including fluid
dynamics, propagation of domain walls in liquid crystals
and of combustion fronts, bacterial growth, chemical re-
actions, etc., see Refs. 66–69 and references therein. A
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FIG. 4. Schematic representation of kinks 1 − ψR(t), 1 −
ψR−r(t) (black lines), and 1 − ξR,r(t) (green for g > g1 and
red for g < g1) in the limit of large R on the logarithmic
scale. The roman numbers I, II, III, and IV mark singularities
in ψR(t) and ψR−r(t) that control the behavior of the wave
function moments. The singularities I and III in ψR−r(t)
yield linear-in-q segments of the multifractality spectrum τq,
Eqs. (42) and (48). On the other hand, the singularities II and
IV in ψR(t), which develop into curved parts of ln[1− ξR,r(t)]
(as indicated by arrows), give rise to the non-linear segments
(47) and (50) of the spectrum τq.
connection between the problem of Anderson localization
at Cayley tree and that of traveling wave propagation was
pointed out in Ref. 59.
B. Basic features of ξR,r(t)
After the reminder of general properties of ψr(t), which
are summarized in Eqs. (20), (21), and (22) and illus-
trated in Fig. 4, and of the resulting bifractality at the
root, Eq. (32), we turn to the analysis of ξR,r(t) that is
needed for evaluating the statistics away from the root.
The function ξR,r(t) is determined by the recursion (17)
which should be iterated at fixed R from r = 0 (root)
till r = R (leaves, i.e., the boundary of the tree). While
this recursive relation is linear with respect to ξR,r(t), its
kernel is itself varying with r. Specifically, the behavior
of the kernel is governed by that of ψR−r+1(t) which is
the kink studied in Sec. III A but now moving backward
(i.e., to the right) with increasing r.
In order to get insight into properties of ξR,r(t), it is
instructive to inspect first the numerical solution of the
recurrent relation (17) which is shown by red lines in Fig.
3 for three different values of the coupling constant (be-
longing to three different regimes). The figure allows us
to compare the evolution of ξR,r(t) with that of ψR−r(t)
(shown by blue lines).
The left panels of Fig. 3, correspond to the localized
phase (g < gc) where the velocity of the kink ψR−r [or,
more precisely, of its central part, Eq. (22)] is zero. In
this case the kink ξR,r(t) does not move either, essen-
tially sticking to ψR−r(t). The middle panels represent
a system in the delocalized phase but still at sufficiently
strong disorder. In this case, ψR−r does move with a
finite velocity vβ∗ , Eq. (25), to the right, and ξR,r(t) es-
sentially follow it. From this point of view, this regime is
analogous to the localized phase; the difference between
them is in the velocity vβ∗ being zero in one case and
non-zero in the other case. In fact, as will be discussed
below, the leftmost tail of 1 − ξR,r(t) strongly departs
from 1 − ψR−r(t) also in these regimes. This cannot
be resolved in Fig. 3, however, since both ξR,r(t) and
ψR−r(t) are very close to unity there. Finally, the right
panels correspond to the part of the delocalized phase
with sufficiently weak disorder. Here the function ξR,r(t)
moves more slowly than ψR−r(t) and gets strongly dis-
torted. This regime includes the whole ergodic-at-the-
root (g > ge) and a part of the non-ergodic-at-the-root
(g < ge) domains of the delocalized phase; the only dif-
ference between them is that in the ergodic phase the
kink in ψR−r(t) moves with the largest possible velocity
vβ∗ = lnm.
Let us now turn to explanation of these basic proper-
ties. Let us recall that the initial condition for the recur-
sion, Eq. (18), implies that ξR,r(t) starts at r = 0 equal
to ψR(t). Let us first focus on a region of t where ξR,r(t)
moves essentially more slowly that ψR−r(t), which results
in 1− ξR,r(t) 1− ψR−r(t). (As we explain below, this
is always the case for t that are negative and sufficiently
large by absolute value.) In this region, we can approxi-
mate ψR−r+1(t′) in the kernel of the integral in Eq. (17)
by unity. The factor e−e
t′
can also be replaced by unity
in this region. We are then left with a linear recursion
relation whose kernel is L(t− t′). It is worth mentioning
that such kind of recursions conventionally arise in the
analysis of one-dimensional chains (that can be formally
obtained from the Cayley tree by setting m = 1), see
Refs. 63 and 70. For brevity, we will term the evolution
of ξR,r(t) with r in the considered region the “1D evolu-
tion”. We now ask the question whether the middle part
of the kink ξR,r(t) with the behavior of the type (22),
i.e., 1 − ξR,r(t) ∝ eβ∗t, belongs to such a “1D” regime.
Let us assume that it is the case. Then, this part will be
translated to the right with the velocity
v˜β∗ = −
ln β∗
β∗
, (34)
which can be straightforwardly obtained from Eq. (25) by
setting m = 1 and changing the sign. The sign charge is
related to the fact that Eq. (25) is the velocity of motion
of the solution of Eq. (14) to the left, while Eq. (34) is the
velocity of the motion of the solution of the corresponding
equation with m = 1 to the right. Since β∗ ≤ 1, the
velocity (34) is non-negative, v˜β∗ ≥ 0.
Two scenarios are now possible depending on the re-
lation between the velocities vβ∗ and v˜β∗ . Note that the
velocity vβ∗ is equal to zero at g = gc and monotonously
increases in the interval gc < g < ge. On the other hand,
the velocity v˜β∗ monotonously decreases in the same in-
terval of the coupling g, reaching zero at its right border,
g = ge (where β∗ = 1 and thus β∗ = 1). It follows that
there is a point g1 in this interval where the two velocities
9are equal, which is equivalent to the condition
m2β∗ = 1. (35)
Thus, v˜β∗ < vβ∗ for g > g1 and v˜β∗ > vβ∗ for g < g1. Let
us consider these two situations separately.
In the case of g < g1, the central segment of ξR,r(t)
characterized by the exponent β∗ would drift according to
the 1D regime faster then the corresponding segment in
ψR−r(t). This would, however, violate the underlying as-
sumption of the emergence of the 1D regime. What hap-
pens instead is that ξR,r(t) moves together with ψR−r(t).
Indeed, linearizing Eq. (17) around unity and making an
ansatz
1− ξR,r = C(1− ψR−r), C > 0, (36)
we get an equation for the coefficient C,
1 +
m− 1
C
=
1
m2β∗
, (37)
which has a positive solution for g < g1. In the localized
phase (g < gc) we have C = 1, i.e., ξ and ψ become
asymptotically identical, while in the part gc < g < g1
of the delocalized phase C satisfies 1 < C < ∞. The
latter implies that ξR,r trails ψR−r by moving with the
same velocity and staying a few (lnC/ lnmβ∗) iteration
steps behind. This is exactly what is observed in nu-
merical solution of the recurrence relation for sufficiently
small g, see middle panels of Fig. 3. We emphasize once
more that the conclusion that two kinks move together
for g < g1 concerns the segment characterized by the ex-
ponent β∗ but not the region of the largest (by absolute
value) negative arguments, t < t−. Indeed, the corre-
sponding part of the function ψr(t) is characterized by
the exponent β = 1, see Eq. (20). Since v˜1 = 0 and
v1 = lnm, we have v˜1 < v1. Therefore, for the far left
asymptotics the 1D regime is applicable: this part of
ξR,r(t) exhibits a slower motion than ψR−r(t) and gets
distorted. The evolution of 1−ξR,r(t) on the logarithmic
scale is schematically shown by red line in Fig.4.
When g approaches g1 from below, the constants C—
and thus the distance between the ξ and ψ kinks—
diverges, indicating that a new type of behavior should
emerge for g > g1. Indeed, in the case g > g1 the situ-
ation is qualitatively different. Now v˜β∗ < vβ∗ , so that
the β∗ segment of ξR,r(t) moves with the velocity smaller
than that of the corresponding part of ψR−r(t). This sit-
uation is shown in Fig. 4 by the green line. As we will see
below, both singularities at t− and t+ gets smeared un-
der evolution, giving rise to curved parts of ln[1−ξR,r(t)]
(bold segments of the green line in Fig. 4). As a result,
the whole kink gets strongly distorted. This behavior is
manifest in the numerical solution of the recursive rela-
tion in the right panels of Fig. 3.
Having understood the most salient features of the so-
lution ξR,r(t) and, in particular, the reason for the emer-
gence of two different types of its behavior in the regimes
g < g1 and g > g1, we turn to the quantitative evaluation
of the moments of wave functions. As we show below,
the scaling of moments can be analyzed directly, with-
out first evaluating the segments of the solution ξR,r(t)
represented by curved bold lines in Fig. 4.
C. Wave function moments away from the root
At the root, the scaling of a moment Pq is controlled by
one of the singular points of ψR(t), i.e., t+(R) or t−(R),
depending on the value of q. This yield two different ana-
lytical formulas for the fractal exponents τq in the regions
q > q∗ and q < q∗, see Eq. (32). As we show below, away
from the root four different types of analytical behavior
of τq emerge that we label by roman numbers from I to
IV. More specifically, for any given value of the coupling
g (i.e., of disorder), the axis of q is divided in three re-
gions (that we will term regions of high, intermediate,
and low moments) with distinct analytical forms of τq.
The analytical forms of τq in the regions of high and low
moments are the same for all g; we label them by I and
II, respectively. The behavior of intermediate moments
is different for g < g1 and g > g1 and is labeled by III and
IV, respectively. The emerging “phase diagram” of the
multifractal behavior in the parameter plane spanned by
g and q is shown in Fig. 5. The evolution of the multi-
fractality spectrum τq with g is illustrated schematically
in Fig. 6.
1. High moments: Region I
The distribution function is given by Eq. (12) and
thus determined, in view of of Eqs. (11) and (13), by
the product ψmR−r(t)ξR,r(t). Since in all the regimes
1 − ξR,r(t) is either of the same order as or much larger
than 1−ψR−r(t), the scaling behavior will be always de-
termined by ξR,r(t). For large system, N  1, the lead-
ing behavior of each moment q is controlled, by virtue
of saddle-point approximation, by a certain point on the
distribution function, and thus by a certain value of the
argument t of the function ξR,r(t). With increasing q
this points moves to the right: the larger the moment q
is, the larger are values of the wave function amplitude
that dominate it. This motion of the characteristic t to
the right is limited by t+(R − r) since ψR−r and thus
also ξR,r(t) are negligibly small for larger t. As a re-
sult, sufficiently high moments will be determined by the
point t+(R − r), i.e., by the values of the wave function
intensity u ∼ u+(R− r) ≡ et+(R−r).
The fact that high moments are controlled by the sin-
gularity at t+(R − r) is particularly clear for g < g1.
Indeed, in this case, ξR,r(t) can be simply replaced by
ψR−r(t) for the analysis of scaling of sufficiently high mo-
ments, see red line in Fig. 4. This yields the distribution
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FIG. 5. “Phase diagram”: regions with different analytical
behavior of the multifractal spectrum τq in the parameter
plane spanned by q and coupling constant g. Characteristic
values of the coupling: gc – localization transition, ge sep-
arates regions of the delocalized phase with ergodicity and
non-ergodicity at the root, g1 separates regions with different
types of behavior of ξR,r(t), see Sec. III B and Fig. 4. Roman
numbers from I to IV label four regimes of the multifractal be-
havior as discussed in Sec. III C. The behavior of τq in each of
the regimes originates from a singularity in either ψR or ψR−r;
these singularities are labeled accordingly in Fig. 4. Dashed
lines represent borders between the regimes. Red line: q∗(g),
green line: Q∗(g), blue line: Q(g). The phase boundaries
in the plot have been calculated for the branching number
m = 2, in which case gc ' 0.068, g1 ' 0.215, and ge ' 0.65.
The phase diagram has qualitatively the same form for other
values of m as well. Multifractality spectrum τq in each of the
intervals of the values of g is shown schematically in Fig. 6.
function
P(u) ∼ N−1+(1−s)α∗β∗uβ∗−2,
u−(R− r) < u < u+(R− r), (38)
where we have introduced the parameter s,
s = r/R , (39)
which is the distance from the observation point to the
root divided by the “radius” of the tree. The borders of
the power-law behavior (38) of the distribution function
are
u−(R− r) = et−(R−r) ∼ N−γ∗(1−s) ; (40)
u+(R− r) = et+(R−r) ∼ N−α∗(1−s) . (41)
It follows that the moments Pq with q > q∗, with q∗ given
by Eq. (30), are determined by the right border u+(R−r)
of the interval and scale according to Eq. (31) with the
exponents τq given by
τq = (q − 1)(1− s)α∗ . (42)
III
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FIG. 6. Schematic behavior of the multifractality spectrum
τq (for a generic value of s, i.e., 0 < s < 1) in each of the
intervals of the values of the σ model coupling g from the
phase diagram of Fig. 5. The labels I, II, III, and IV refer to
four different regimes of the multifractal behavior, see Fig.5
and Sec. III C 5. See also right panels of Figs. 8, 9, 10, and
11 below for numerical plots of the evolution of τq with s for
representative values of g in each of these intervals.
Let us now turn to the range of weaker disorder, g > g1.
In this case, the β∗ segment of ξR,r(t) moves with a ve-
locity smaller than that of ψR−r, see Sec. III B. Never-
theless, the front of the kink ξR,r still reaches the frontal
point t+(R − r) of ψR−r, see green line in Fig. 4. This
will be confirmed below by the calculation of moments
with intermediate q that are controlled by the right bold
segment of the green line in Fig. 4 (region IV). Thus,
Eq. (42) for the scaling exponents of high moments ap-
plies at g > g1 as well. The determination of lower bor-
der of the range of q for which the scaling (42) applies at
g > g1 requires, however, an additional analysis. We will
find this border below after evaluating τq in the range of
intermediate q (region IV).
2. Low moments: Region II
Next, we analyze the scaling of low moments Pq (region
II), i.e., those with q smaller than certain value (to be
determined). We will see that the upper border of region
II is positive, so that all negative q belong to this region.
In full analogy with the high moments determined by the
right tail of the function ξR,r(t), see Sec. III C 1, the low
moments are determined by its left tail.
Since the distribution function, Eq. (12), is expressed
as a second derivative, it is useful to intergate twice by
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part in the expression for the moments,
Pq,r ∼
∫
uq∂2uξR,r(t)du ∼
∫
e(q−1)tξR,r(t)dt. (43)
For the convenience of the analysis, we indicated here
by a second subscript that the moment refers to wave
functions at the distance r.
Now we use the recurrent relation (17) for ξR,r(t).
Since low moments are dominated by the region where
1− ξR,r(t) 1−ψR−r(t) (the situation we have termed
the “1D regime”), we can replace ψR−r+1(t) by unity in
the recurrence relation, see the discussion in Sec. III B.
This yields
Pq,r ∼
∫ ∫
e(q−1)tL(t− t′)ξR,r−1(t′)dtdt′. (44)
Since L(t) = etL(−t), a function eβt is a left eigenfunc-
tion of the integral operator Lˆ with the eigenvalue 1−β .
Thus, we come to the following recursion for the mo-
ments:
Pq,r = qPq,r−1. (45)
Iterating this recursion, we get a relation between the
low moments at a point r on the tree and at the root
(r = 0):
Pq,r = 
r
qPq,0. (46)
On the other hand, the scaling of low moments Pq,0 at
the root is given by the first line of Eq. (32). Substituting
this in Eq. (46), we find the fractal exponents τq at the
point r,
τq = qγ∗ − 1− s ln q
lnm
, (47)
where again introduced the variable s, Eq. (39),
parametrizing the position of the observation point on
the lattice.
3. Intermediate moments at g < g1: Region III
We turn now to the behaviour of moments with in-
termediate q. This analysis should be done separately
for the cases of stronger (g < g1) and weaker (g > g1)
disorder. We begin with the regime of relatively strong
disorder, g < g1 (region III). As discussed above, in this
case the segment of ξR,r(t) characterized by the exponent
β∗ follows the function ψR−r. This segment is limited by
two singularity points, t+(R − r) and t−(R − r). The
first of them determines the scaling of high moments (re-
gion I), see Sec. III C 1 above. The second singularity,
t−(R−r), which yields the lower border of the power-law
regime (38), determines the scaling of intermediate mo-
ments. Using Eq. (38) for the distribution function, we
find the following scaling exponents for the moments that
are determined by the lower border (41) of the power-law
regime:
τq = (qγ∗ − 1) (1− s). (48)
The region III is located between the region I of high
moments and the region II of low moments that have
been discussed above. Since the singularities I and III
giving rise to the corresponding regions are separated by
a domain of the power-law behavior of the distribution
function, Eq. (38), the border between these regimes is
q = q∗ given by Eq. (30). Indeed, it is easy to check
that Eqs. (42) and (48) match at that point. To find
the border between the regimes III and II, we equate the
corresponding formulas for τq. This yields q = Q∗ defined
implicitly via the equation
Q∗γ∗ − 1 = ln Q∗
lnm
. (49)
4. Intermediate moments at g > g1: Region IV
Finally, we turn to the analysis of the intermediate
region IV that separates the regions of high and low mo-
ments at weaker disorder (g > g1). We recall that for
g > g1 almost the whole function ξR,r(t) stays well be-
hind ψR−r(t) (apart from its far right tail that deter-
mines the scaling of high moments, region I), see the
green line in Fig. 4. Therefore, not only low moments
but also intermediate moments will be determined in this
case by the recurrence relation (17) for ξR,r(t) in which
ψR−r+1(t) is replaced by unity. In other words, the anal-
ysis of Sec. III C 2 leading to Eq. (46) fully applies in this
case as well. In Sec. III C 2 we combined Eq. (46) with
the first line of Eq. (32) representing low moments at the
root. Now we have to apply this also to higher moments
that are dominated at the root by the singularity t+(R),
see Fig. 4. The scaling of these moments is given by the
second line of Eq. (32). Substituting it in Eq. (46), we
find
τq = (q − 1)α∗ − s ln q
lnm
. (50)
We determine now the borders between the intermedi-
ate region IV and the regions I (high momenta) and II
(low momenta). It is straightforward to check that re-
gions IV and II match at q = q∗ and matching of IV and
I happens at q = Q defined by the equation
α∗(Q− 1) = ln Q
lnm
. (51)
5. Phase diagram
We have thus found four different regimes I–IV of be-
havior of the multifractality spectrum τq. As is clear
from the derivation, each of the four obtained regimes
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originates from a singularity in either ψR or ψR−r; these
singularities are labeled accordingly in Fig. 4. Let us
summarize the obtained results for τq and their origin:
• Region I: High moments, determined by an upper
cutoff of the distribution function, i.e., by t+(R−r)
in Fig. 4: τq = (q − 1)(1− s)α∗.
• Region II: Low moments, determined by the low-
est values of the wave function. The corresponding
behavior of τq originates in the singularity t−(R)
of ψR evolved according to the 1D recurrence, with
the result τq = qγ∗ − 1− s ln q/ lnm.
• Region III: Intermediate moments at high disorder,
g < g1, determined by the lower limit of the power-
law behavior in the distribution function, i.e. by
t−(R− r), yielding τq = (qγ∗ − 1) (1− s).
• Region IV: Intermediate moments at low disorder,
g > g1. Behavior of τq in this region originates in
the singularity t+(R) of ψR evolved according to
the 1D recurrence, which gives τq = (q − 1)α∗ −
s ln q/ lnm.
Here α∗, γ∗, and q are functions of the coupling g as
defined in Sec. III.
The corresponding regions in the (g, q) parameter
plane are shown in Fig. 5. The boundary between the
domains are represented in the figure by dashed lines.
Specifically, the red line is q∗(g) = 1−β∗(g) at 0 < g < ge,
while the green and the blue lines are Q∗ at 0 < g < g1
and Q at g1 < g, respectively, which are defined implic-
itly via Eqs. (49) and (51). The phase boundaries in
Fig. 5 have been calculated for a Cayley tree with the
branching number m = 2; in this case the characteristic
values of the coupling g are gc ' 0.068, g1 ' 0.215, and
ge ' 0.65. The phase diagram retains qualitatively the
same form for other values of m.
In the next Section we will compare these analytical
findings (obtained for the σ model corresponding to the
n-orbital model in the large-n limit) with the results of di-
rect numerical simulations of the n = 1 Anderson model.
IV. WAVE FUNCTION MULTIFRACTALITY:
NUMERICAL RESULTS
We have studied numerically the wave function mo-
ments Pq given by Eq. (29) by performing the exact di-
agonalization of the n = 1 Anderson model on a Cayley
tree with the branching number m = 2. To determine the
mulitfractal exponents τq, we have analyzed the scaling
of the moments with the number of sites N , see Eq. (31).
We have explored systems of radius R in the range from
R = 7 to R = 14, considering states in the middle of
the spectrum (1/8 eigenvalues around the center of the
band, ε = 0). The averaging was performed over 106 to
105 wavefunctions for the system size R from 7 to 14, re-
spectively. For each wave function, we have additionally
averaged over all points of the lattice located at a given
distance r from the root.
In the figures presented in this Section, the obtained
numerical results for the n = 1 model are compared with
the analytical findings of Sec. III for the n  1 model
(i.e., the σ model). Since the σ-model coupling constant
g scales with disorder W as g ∝ W−2 [see the text be-
low Eq. (5)], we establish a correspondence according to
W −→ g = gc(Wc/W )2. This ensures that the Anderson-
transition critical point of both models, Wc and gc (equal
to 17.5 and 0.068, respectively, for m = 2), are mapped
exactly onto each other.
We find that the analytical and numerical results are in
very good agreement: although the σ model is, strictly
speaking, valid only in the n → ∞ limit, it captures
correctly essential features of the n = 1 model. The nu-
merically obtained moments (29) of the wave functions
indeed show a power-law scaling with N , as predicted
by Eq. (31), which allows us to extract the multifractal
exponents τq. Our numerical results confirm that the
proper way to define the position-dependent multifrac-
tal spectrum is to keep the ratio s = r/R fixed in the
thermodynamic limit N → ∞. The multifractal expo-
nents τq depend on the disorder strength W and on the
position s on the Cayley tree. The qualitative evolution
of the multifractal spectrum with W and s is in perfect
correspondence with the analytical results for the n 1
model. Furthermore, the analytical and numerical values
of τq turn out to be quite close quantitatively.
We begin by showing in Fig. 7 the dependence of the
fractal exponents τq on the position s for a relatively weak
disorder, W = 5, and for various q in the range between
0 and 2. For comparison, we show in the right panel
the analytical results for the corresponding value of the
σ-model coupling, g = 0.83 (which is slightly above ge).
The numerical results confirm the linear dependence of
the exponents τq on s. The observed deviations from the
linear dependence (an oscillatory structure near s = 1
and a rounding near s = 0) are attributed to finite-size
effects.The linear dependence of τq on s is supported also
by numerical data for other values of disorder W . The
finite-size oscillatory corrections near s = 1 become much
weaker with increasing disorder.
In Fig. 8 the data of Fig. 7 (i.e., for W = 5) are replot-
ted in the way that allows us to show the multiifractal
spectrum τq for each value of s. Figures 9, 10, 11 rep-
resent analogous plots for other representative values of
disorder. Specifically, in Fig. 9 we show numerical mul-
tifractal spectra for an intermediate disorder W = 8 and
analytical results for the corresponding value of the σ
model coupling g = 0.33 (which belongs to the interval
g1 < g < ge). Further, in Fig. 10 results for stronger dis-
order W = 14 (close to the Anderson transition but still
on the delocalized side) are presented, along with the σ-
model results for the corresponding coupling g ' 0.11 be-
longing to the range gc < g < g1. Finally, Fig. 11 shows
data for the localized side of the transition (W = 18 and
the corresponding σ-model coupling g = 0.064).
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FIG. 7. Dependence of the fractal exponents τq on the po-
sition s = r/R on the Cayley tree with branching number
m = 2 for various q at disorder strength W = 5. Left: nu-
merical results for the n = 1 Anderson model; right: ana-
lytical results for the σ model at the corresponding coupling
g = 0.83.
0.0 0.5 1.0 1.5 2.0
q
1.0
0.8
0.6
0.4
0.2
0.0
0.2
0.4
0.6
τ q
(s
)
0.0 0.5 1.0 1.5 2.0
q
s
0.0
0.2
0.4
0.6
0.8
1.0
FIG. 8. Multifractality spectrum τq at various positions s on
the tree for disorder W = 5. Left: numerical results for the
n = 1 Anderson model; right: analytical results for the σ
model at the corresponding coupling g = 0.83.
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FIG. 9. Multifractality spectrum τq at various positions s on
the tree for disorder W = 8. Left: numerical results for the
n = 1 Anderson model; right: analytical results for the σ
model at the corresponding coupling g = 0.33.
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FIG. 10. Multifractality spectrum τq at various positions s
on the tree for disorder W = 14. Left: numerical results for
the n = 1 Anderson model; right: analytical results for the σ
model at the corresponding coupling g = 0.11.
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FIG. 11. Multifractality spectrum τq at various positions s
on the tree for disorder W = 18. Left: numerical results for
the n = 1 Anderson model; right: analytical results for the σ
model at the corresponding coupling g = 0.064.
Thus, the four figures 8, 9, 10, and 11 represent the
evolution of the multifractal spectrum τq on a Cayley
tree from the root (s = 0) to the leaves (s = 1) and
from weak to strong disorder. A comparison of left and
right panels of these figures shows a remarkable similar-
ity in gross features of this evolution between the n = 1
numerical results and the n  1 theory. Let us discuss
in more detail several key properties of the multifractal
spectra τq. One of them, the linear dependence on s, has
already been emphasized above. Another important fea-
ture is the “localized” character of the spectrum at the
boundary (s = 1) for any disorder W , in the sense that
τq ≡ 0 for all q exceeding a certain value (Q or Q∗ in no-
tations introduced in Sec. III), see Eqs. 42 and 48. Our
numerical results indeed show very clearly this feature
(up to finite-size corrections at weak disorder, W = 5,
that have been already mentioned above). This result is
in full consistency with the pure-point character of spec-
trum of random Schro¨dinger operators on canopy graphs
that has been mentioned in Sec. I. A further interesting
property is that even in the localized phase the spectrum
q characterizing eigenfunction moments retains its mul-
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tifractal character for sufficiently low q. This holds in the
regions II and IV of the phase diagram for all s, as well
as in the region III for s 6= 1.
0.0 0.5 1.0 1.5 2.0
q
1.0
0.8
0.6
0.4
0.2
0.0
0.2
0.4
0.6
s
τ q
(s
)
0.0 0.5 1.0 1.5 2.0
q
W
5
8
14
18
FIG. 12. Slope ∂sτq(s) as a function of q, for disorder
strength W = 5, 8, 14, 18. Left: numerical results for the
n = 1 Anderson model; right: analytical results for the σ
model at the corresponding couplings (g = 0.83, 0.33, 0.11,
and 0.064, respectively).
Finally, in Fig. 12 we show the slope ∂sτq of the linear
s-dependence of τq (which can be alternatively defined
as τq(s = 1) − τq(s = 0)) as a function of q for all four
values of disorder, W = 5, 8, 14, and 18. For the σ model,
this slope is given by − ln q/ lnm in the regions II and
IV, (1 − q)α∗ in the region I, and 1 − qγ∗ in the region
III. Thus, the behavior of this slope at low q (regions
II and IV) yields directly the spectrum of eigenvalues q
of the integral operator L(t). Interestingly, the shape of
the q-dependence of the slope is qualitatively different
for g > g1 (where it is concave) and g < g1 (where it
is neither concave nor convex). The numerical results
for the n = 1 model agree very well with these σ-model
analytical findings.
To further illustrate these results, we show in Fig. 13
a typical spatial image of an eigenfunction for disorder
W = 10. The area of each circle in this figure is pro-
portional to the absolute value |ψ| of the wave function
amplitude on the corresponding site. One can indeed ob-
serve that the fluctuations become much stronger when
one moves from the root towards the boundary.
V. SUMMARY
In this paper, we have explored the evolution of wave-
function statistics on a Cayley tree from the central site
(“root”) to the boundary (“leaves”). We have shown
that the eigenfunction moments (29) exhibit a multifrac-
tal scaling (31) with the number of sites N at N → ∞.
The multifractality spectrum τq depends on the strength
of disorder and on the parameter s characterizing the
position on the lattice. Specifically, s = r/R, where r
is the distance from the observation point to the root,
and R is the “radius” of the lattice. Using analytical and
FIG. 13. Typical spatial image of an eigenfunction on a Cay-
ley tree with 8 generations for disorder W = 10. The area
of each circle is proportional to the absolute value |ψ| of the
wave function amplitude on the corresponding site.
numerical approaches, we have studied the evolution of
the spectrum with increasing disorder, from delocalized
to the localized phase.
The analytical results have been obtained for the n-
orbital model with n  1 that is mapped onto a super-
symmetric σ model. We have derived recurrence relations
that determine the distribution function of wave-function
amplitudes at an arbitrary position on the lattice and
have analyzed the scaling of the corresponding moments.
The key findings are as follows:
1. We have determined the fractal exponents τq as
functions of q, the position s, and the coupling
constant g (that carries the information about the
disorder strength). There are four domains in the
plane spanned by q and g, with distinct analytical
formulas for τq, see Fig. 5 and Sec. III C 5.
2. The exponents τq depend linearly on the position s
on the tree.
3. The statistics on the boundary of the tree, s = 1,
shows a characteristic property of localization for
any g. Specifically, we find τq = 0 for all q above a
certain value (that was denoted Q or Q∗ depend-
ing on the value of g, see Fig. 5). This implies
that, while g > gc is the delocalized phase on an
infinite Bethe lattice (and on RRG), eigenfunctions
on a finite Cayley tree are localized at g > gc near
boundary sites.
4. Despite the localized character of high moments at
g < gc (any s) as well as at s = 1 (any g), the
multifractal behavior of low moments persists also
in these regimes.
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These results have been supported by exact diago-
nalization of the conventional (n = 1) Anderson tight-
binding model. The analytical and exact-diagonalzation
results show a good agreement in most of salient features,
see 7, 8, 9, 10, 11, and 12. This agreement is not trivial,
since (i) the analytical and numerical data correspond
to somewhat different models (n  1 and n = 1 An-
derson models, respectively) and (ii) numerical data are
subjected to finite-size effects. The numerics confirms, in
particular, the localized character of high moments and
the fractal character of low moments at the boundary,
s = 1, for any disorder. The former result (the found
behavior of high moments at s = 1) is consistent with
the localization of eigenstates on canopy graphs that has
been rigorously proven in Ref. 62.
Two additional comments are in order here:
1. Our work demonstrates once more a crucial differ-
ence between the physics of eigenstates on finite
trees, on one hand, and on tree-like graphs without
boundary (RRG and SRM models), on the other
hand. This difference was not always appreciated
in the recent literature71,72.
2. The linear dependence of multifractal exponents τq
on the parameter s = r/R on the Cayley tree bears
analogy with the linear dependence of multifrac-
tal exponents at the Anderson transition point in
a d-dimensional system (d < ∞) on the param-
eter β = ln ρ/ lnR, where R is the system size,
and ρ the distance to the boundary73. Within this
analogy, 1 − s = ρ/R corresponds to β, with zero
value of these parameters corresponding to the sur-
face multifractality and the value unity to the bulk
multifractality. In both cases, the states become
“more fractal” (i.e. closer to localized) when one
moves from the central part of the system towards
the boundary. The fact that ln ρ/ lnR for finite di-
mensionality translates into ρ/R for Cayley tree is
related to the fact that the volume is a power-law
function of the linear size in the first case and an
exponential function in the second case.
Before closing the paper, we briefly discuss prospective
directions for future research.
First, it will be interesting to study manifestations of
multifractality of eigenfunctions in spatial and dynami-
cal correlations. In particular, the analysis of correlations
should provide a more precise quantitative characteriza-
tion for the spatial structure of eigenfunctions illustrated
in Fig. 13.
A second important direction is to extend our analyt-
ical study of multifractality on a finite Cayley tree onto
the n = 1 Anderson model. This should show whether
all non-analiticity points and lines in Figs. 2 and 5 re-
tain their character for n = 1 or some of them become
crossovers. In fact, the analysis in Ref. 62 suggests that
the moments in the n = 1 Anderson model may show
non-ergodicity at root at any disorder, at variance with
the ergodic-at-root domain found at g > ge in the σ
model (n 1 limit of the Anderson model).
Third, as was mentioned in Sec. I, Anderson models
on tree-like graphs attract much attention currently in
view of their similarity to Fock-space representation of
disordered interacting many-body problems. In this con-
text, tree-like graphs without a boundary (like RRG and
SRM models) are of particular relevance. It remains to
be seen whether finite Cayley trees, and in particular the
eigenstate multifractality explored in the present work,
may find some applications in the context of many-body
physics.
Fourth, it is worth pointing out that, in addition to
finite Cayley trees studied in this work and in Ref. 61,
there exists a number of models that show phases (rather
than isolated points as in the case of conventional
Anderson transitions) with multifractal eigenstates.
These include, in particular, power-law random banded
matrices2, small-world networks74,75, Rosenzweig-Porter
model76–78, and random Levy matrices79. It would be
interesting to see whether there are deeper connections
between all these models (or, at least, some of them).
Finally, let us note that we have derived statistical
properties of wave functions on a Cayley tree from the
analysis of Eq. (17), which describes a linear integral re-
cursion with the kernel determined by the solution of a
Fisher-KPP-like equation, Eq. (14). In view of a wide
area of applicability of equations of Fisher-KPP type, it
would be interesting to understand the role of equations
analogous to Eq. (17) in a broader context of front prop-
agation problems. In particular, a similar equation (al-
though with very different initial condition) arises in the
analysis of distribution of a distance between the extreme
points in the problem of branching Brownian motion80.
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