Abstract. We develop a method to deduce the number c(Γ) of components of a graph Γ by consideration of the components of its possible quotient graphs Γ/ ∼. We present an effective procedure for computing c(Γ) when Γ/ ∼ and Aut(Γ) have suitable properties. We apply that procedure to P 0 (G), the proper power subgraph of a finite group G, finding a formula for c(P 0 (G)) which is particularly expressive when G ≤ Sn is a fusion controlled permutation group. We rely on some quotient graphs of P 0 (G): the proper quotient power graph P 0 (G), the proper order graph O 0 (G) and the proper power type graph P 0 (T (G)). We exhibit the strong link between those graphs dealing with G = Sn, finding simultaneously c(P 0 (Sn)) as well as the number of components of O 0 (Sn) and P 0 (T (Sn)).
Introduction and main results
In algebra is very common to study the properties of a set, endowed with some structure, by its quotients. Passing to a quotient reduces the complexity saving some properties and helps in focussing only on those properties disregarding futile details. That idea has revealed to be natural and immensely fruitful especially in group theory, where very manageable theorems describe the link between group homomorphisms and quotient groups.
In graph theory the notion of quotient graph appears less immediate to deal with. This depends, in large part, from the fact that no notion of kernel is possible for a graph homomorphism. As a consequence it is often difficult to understand which properties maintain passing from a graph to a quotient graph. We believe that the reduction of complexity supplied by this kind of construction is instead very useful, in particular with respect to connectivity questions.
In this paper we show how to use information available on the components of a quotient graph to get information on the graph components. To reach this goal we need to set up a rethinking of some aspects of graph theory (Sections 2 and 3). We start observing that the natural projection on the quotient is not a homomorphism but something weaker, because it can take adjacent vertices into the same vertex. We call those kind of maps quasi-homomorphisms and look at the family of the quotient graphs of a graph Γ as the natural quotients Γ/ ∼ ϕ , where ϕ : Γ → Γ ′ is a complete quasi-homomorphism onto some graph Γ ′ . Then we observe that if C is a component of Γ, it can happen that ϕ(C) is not a component of Γ ′ . To guarantee that ϕ(C) is a component, we need to require that ϕ has the further property of being pseudo-covering (Definition 3.7 and Proposition 3.8). Within these assumptions we get a first interesting formula for counting the components of Γ by those in Γ ′ (Lemma 3.15). Anyway some parameters in formula 3.2 could be difficult to compute in the practice. For this reason, we go further in the specialisation of ϕ with the aim to reach a more symmetric and simple formula. The main idea is to consider those ϕ, for which there exists a so called ϕ-consistent subgroup of automorphisms (Definition 3.16). Denoting by C(Γ) the set of components of a graph Γ = (V, E), with c(Γ) the number of those components and with C Γ (x) the component of Γ containing x ∈ V , we can state our first main result as follows.
Theorem A. Let Γ = (V, E), Γ ′ = (V ′ , E ′ ) be two graphs. Assume that:
a) there exists a surjective and pseudo-covering quasi-homomorphism ϕ : Γ → Γ ′ ; b) Γ admits a ϕ-consistent group G of automorphisms. Then
, for all the choices of the x
. . , c(Γ ′ )}}
and all the choices of C i ∈ C(Γ)
For the meaning of the unexplained parameters, the reader is referred to Definitions 3.6, 3.13. We emphasise that a concrete procedure to reach formula 1.1 in a finite number of steps can be easily written (Procedure 3.4.1).
One of the motivation of our research is to produce a rigorous method to count the components of the proper power graph of a finite group G. Recall that Kelarev and Quinn [10] , defined the directed power graph − −− → P (S), of a semigroup S as a directed graph in which the set of vertices is S and for x, y ∈ S, there is an arc (x, y) if x = y and y = x m , for some m ∈ N. The power graph P (S) of a semigroup S, was defined by Chakrabarty, Ghosh and Sen [5] , as the corresponding underlying undirected graph. They proved that for a finite group G, the power graph P (G) is complete if and only if G is a cyclic group of order p a , for some prime p and some a ∈ N∪{0}. In [3, 4] Cameron and Ghosh obtained interesting results about power graphs of finite groups, studying how the group of the graph automorphisms of P (G) affects the structure of the group G. Mirzargar, Ashrafi and Nadjafi [11] considered some further graph theoretical properties of the power graph P (G), such as clique number, independence number and chromatic number and their relation to the group theoretical properties of G. Even though young, the theory of power graphs, seems to be a very promising research area and the most part of its beautiful results are now collected in a survey [1] .
In this paper we are interested on the connectivity level of P (G). Since it is obvious that P (G) is connected of diameter 2, the focus is on the 2-connectivity. Recall that, by definition, a graph Γ = (V, E) is 2-connected if for all x ∈ V , the x-cut subgraph of Γ is connected. Thus P (G) is 2-connected if and only if P 0 (G), the 1-cut subgraph of P (G), is connected. P 0 (G) is called the proper power graph of G and our aim is to find the number c 0 (G) of its components. Recently Curtin, Pourgholi and Yousefi-Azari [6] considered the properties of the diameter of P 0 (G) and characterised the groups G for which P 0 (G) is Eulerian. Moghaddamfar, Rahbariyan and Shi [12] , found many relations between group theoretical properties of G and graph theoretical properties of P 0 (G).
Up to now, the 2-connectivity of P (G) has been studied for nilpotent groups and for some cases of simple groups in [13] ; for groups admitting a partition and for the symmetric and alternating group in [8] , with a particular interest on the diameter of P 0 (G). In those papers the results are obtained through ingenious ad hoc arguments, without developing a general method. Anyway, the reasonings often involve the order of the elements and, when G ≤ S n , the cycle decomposition of the permutations. We interpreted the success of those ideas as a clear indication: it is possible to construct a quotient graph O 0 (G) of P 0 (G) having as vertex set {o(g) : g ∈ G \ {1}} and, when G is a permutation group, it is possible to construct a quotient graph P 0 (T (G)), having as vertex set the partitions of n which collect the lengths of the orbits of the permutations in G \ {id} (Sections 5 and 6).
Our first step is a very useful reduction of complexity. We consider the quotient power graph P 0 (G), obtained from P 0 (G) by the identification of the vertices generating the same cyclic subgroup (Section 4). The natural projection on that quotient behave so well that the number c 0 (G) of components of P 0 (G) is equal to c 0 (G). Thus we can completely rely on this quotient. Fortunately both O 0 (G) and P 0 (T (G)) may be seen also as quotients of P 0 (G), with a main difference between them. The natural projection on O 0 (G) is not, in general, pseudo-covering (Example 1) while, for any G ≤ S n , the natural projectiont on P 0 (T (G)) is (Lemma 6.4 and Proposition 6.5). As a consequence, finding c 0 (G) by O 0 (G) can be hard and not manageable because we dispose only of the rough formula (3.1) in Lemma 3.14. On the other hand, there are some immediate information on P 0 (G) which can be easily deduced from O 0 (G), for instance about the isolated vertices (Remark 9). Moreover, when G is a permutation group, the graph O 0 (G) is also a quotient of P 0 (T (G)) (Proposition 6.7), so that the number c 0 (O(G)) of its components is less or equal to the number c 0 (T (G)) of components of P 0 (T (G)) (Proposition 3.2).
It is instead usually comfortable to understand P 0 (G) through P 0 (T (G)), especially if G is fusion controlled, that is, if for each ϕ, ψ ∈ G with ϕ = ψ x for some x ∈ S n , there exists y ∈ N Sn (G) such that ϕ = ψ y . Indeed a fusion controlled group G admits at-consistent group of automorphisms (Proposition 6.10) and hence Theorem A applies to Γ = P 0 (G) and Γ ′ = P 0 (T (G)), giving an algorithmic method to get c 0 (G). Obviously S n , and A n are both fusion controlled, but they are not the only examples. For instance, if n = mr, with m, r ≥ 2, then the base group G of the wreath product S m ≀S r = N Sn (G) is fusion controlled.
From our discussion, it is apparent how the connection properties of the graphs P 0 (G), P 0 (T (G)) and O 0 (G) are strictly linked when G ≤ S n , especially when G is fusion controlled. In the last section of the paper we consider G = S n , finding in one go c 0 (S n ) as well as c 0 (T (S n )) and c o (O(S n )). Going beyond the counting, we identify also the nature of the components showing, among other things that, for n ≥ 8, all up one of them are isolated vertices.
Throughout the paper we denote by P the set of prime numbers and for b, c ∈ N we set:
Within this notation we state our second main result.
Theorem B. Let n ∈ N, with n ≥ 2 and
Then the values of c 0 (S n ) = c 0 (S n ), c 0 (T (S n )) and c 0 (O(S n )) are given by the following table: Table 1 . c 0 (S n ), c 0 (T (S n )) and c 0 (O(S n )) for 2 ≤ n ≤ 7.
Then: i) all the components of Γ 0 up to one, the main component, are isolated vertices; ii) the main component of
) and c 0 (O(S n )) are given by the following table.
Corollary C. Let n ∈ N, with n ≥ 2. The following facts are equivalent:
Note that the proper power type graph, considered for S n , has a purely arithmetic interest, because T (S n ) = T (n) is the set of the partition of n. Thus Corollary C expresses also a number theoretical result about the partitions of n.
In a forthcoming paper we will treat the alternating group A n [2] computing c 0 (A n ), c 0 (T (A n )) and c 0 (O(A n )) and correcting some mistakes about c 0 (A n ) occurred in [8] .
We firmly believe that, having in hands a general algorithmic method to obtain c 0 (G) by the knowledge of the components of a graph Γ ′ , endowed with a surjective pseudo-covering quasi-homomorphism ϕ : P 0 (G) → Γ ′ , has at least two advantages. First of all it reduces drastically the chance of error in computations which, from our point of view, appear often somewhat slippery. Secondly, Theorem A allows to deal uniformly with any class of groups for which it is possible to isolate a suitable Γ ′ such that P 0 (G) admits a ϕ-consistent group of automorphisms. That idea as well as the consideration of the graph O 0 (G) could help, in particular, in the computation of c 0 (G), where G is a simple group, giving an answer to the interesting question of classifying all the simple groups with 2-connected power graph, posed in [13, Question 2.10] . About that problem, in [2] we show that there exist infinite examples of alternating groups with 2-connected power graph, being n = 16 that of smaller degree.
Notation for graphs
In this paper we deal with simple not oriented graphs. The notation is standard and inspired by [7] . A graph Γ = (V, E) is a pair of sets, with V finite and nonempty and
2 , so that the elements of E are subsets of V of size 2 . The vertex set V and the edge set E are usually denoted by V Γ and E Γ respectively.
A path in Γ is a subgraph P of Γ with V P = {x 0 , . . . , x s }, where the x i are distinct, s ∈ N ∪ {0} and E P = {{x i , x i+1 } : i ∈ {0, . . . , s − 1}}. The number s is called the length of the path. In particular, a path of length 0, has one vertex and no edge. We say that x 0 and x s are the extremities of P or that P is a path between x 0 and x s . Γ is called connected if for each pair of vertices there exists a path between them. For the purpose of the paper, it is convenient to introduce also the more flexible notion of quasi-path. Given x, y ∈ V , a quasi-path γ between them, is an ordered list of s vertices (x 0 , . . . , x s ) such that whenever x i = x i+1 then {x i , x i+1 } ∈ E and x 0 = x, x s = y. For instance, each cycle involving a vertex x ∈ V , may be viewed as a quasi-path between x and x. We usually refer to a path or to a quasi-path by the natural sequence of its vertices and write simply x 0 , . . . , x s . Moreover, given x, y, z ∈ V , if γ is a quasi-path x = x 0 , . . . , x s = y between x and y, and γ ′ is a quasi-path y = z 0 , . . . , z t = z between y and z, then the ordered list of vertices γ ′′ given by x = x 0 , . . . , x s = y = z 0 , . . . , z t is a quasi-path between x and z. We will say that γ ′′ is obtained by glueing together γ and γ ′ . Note that an analogous construction does not work for paths.
Clearly, given x, y ∈ V , there exists a quasi-path between them if and only if there exists a path between them. In particular a graph Γ is connected if and only if for each pair of vertices of Γ there exists a quasi-path between them. A component C of Γ is a connected subgraph of Γ which is maximal, by inclusion of subgraphs, among the connected subgraphs of Γ. In particular a component is always an induced subgraph and so it is completely determined by its set of vertices. We denote the component of Γ containing x ∈ V by C Γ (x). If C Γ (x) = ({x}, ∅), we say that x ∈ V is an isolated vertex in Γ. The set of components of Γ is denoted by C(Γ) and its size by c(Γ).
Let x ∈ V be a fixed vertex in the graph Γ = (V, E). The x-cut subgraph of Γ, is given by Γ x , where V Γx = V \ {x}, E Γx = E \ {e ∈ E : e is incident to x}. A graph is called 2-connected if, for each x ∈ V , the graph Γ x is connected. When the cut vertex x ∈ V is clear from the context, we use the more generic notation Γ 0 = (V 0 , E 0 ) to denote Γ x = (V Γx , E Γx ). This is often useful in the paper to uniform the notation.
2.1. The group power graphs. Let G be a finite group, with unit element 1 and put G 0 = G \ {1}. The power graph of G is P (G) = (G, E), where for x, y ∈ G, with x = y, {x, y} ∈ E if there exists m ∈ N such that x = y m or y = x m . The proper power graph P 0 (G) = (G 0 , E 0 ) is defined as the 1-cut graph of P (G). Passing from a graph Γ to a quotient graph Γ/ ∼ reduces the complexity and helps in focussing only on some properties of the graph Γ. Our scope here is to maintain control on the components, with the aim of computing those in Γ by the knowledge of those in Γ/ ∼. Clearly the easiest case is when c(Γ) = c(Γ/ ∼). This holds if and only if ∼ has the following property.
Definition 3.1. Let Γ = (V, E) be a graph and ∼ be an equivalence relation on V . We say that ∼ is tame if for each x, y ∈ V with x ∼ y, there exists a path in Γ between x and y. Moreover we say that Γ/ ∼ is a tame quotient of Γ, with respect to ∼, if ∼ is tame.
Note that, if Γ is connected, each equivalence relation ∼ on V is tame. Proof. Define the map
We show that f is well posed. Let x, y ∈ V such that C Γ (x) = C Γ (y) and show that
, there exists in Γ a path P between x and y, say:
for some s ∈ N ∪ {0} and x i ∈ V for i ∈ {0, . . . , s}. Look now to the corresponding sequence [P] of equivalence classes
i) The map f is obviously surjective and so
In particular, if c(Γ) = 1, then c(Γ/ ∼) = 1. ii) Let first ∼ be tame. By i), it is enough to show that f is injective. Let , and thus there exists z s , z ∈ V , with z s ∼ x s , z ∼ y, such that {z s , z} ∈ E. Being ∼ tame, we then get a path γ ′ between x s and z s as well as a path γ ′′ between z and y. Glueing together γ, γ ′ and γ ′′ , we obtain a quasi-path between x and y in Γ. Next assume that c(Γ/ ∼) = c(Γ). Then f is surjective between sets of the same size and so it is also injective. Let
, which by injectivity of f gives C Γ (x) = C Γ (y), which says that there exists a path between x and y.
iii) Let Γ be connected. Then, by i), Γ/ ∼ is connected and thus the relation ∼ is tame. Conversely, let Γ/ ∼ be connected and tame. Then, by ii), c(Γ) = c(Γ/ ∼) = 1 and so Γ is connected.
3.2.
Homomorphisms and quasi-homomorphisms. Dealing only with tame quotients is often too restrictive. It turns out to be useful to introduce quotients which reduce the complexity of the graph in a more decisive way, even at the cost of changing, in some controlled way, the number of components. To develop this ideas we must isolate a set of crucial definitions starting from some suitable requirements for the maps between two graphs. Definition 3.3. Let Γ = (V, E) and Γ ′ = (V ′ , E ′ ) be two graphs and ϕ : V → V ′ be a map. Then ϕ is called:
It is immediately checked that each homomorphism is also a quasi-homomorphism and that the composition of quasi-homomorphisms is a quasi-homomorphism. For homomorphisms and quasi-homomorphisms from Γ to Γ ′ , we will use, with abuse, the notation ϕ : Γ → Γ
′ . An important example of quasi-homomorphism is given by the natural projection on the quotient graph. Let Γ = (V, E) be a graph and Γ/ ∼ a quotient graph. Then the natural projection π : Γ → Γ/ ∼ is defined through the map π :
. In this second case, by definition of quotient graph, we have
. Since the concept of quotient graph is crucial in our research, then also that of quasi-homomorphism is. For this reason we reedit some classic facts concerning homomorphisms into facts about quasi-homomorphisms.
Let ϕ : Γ → Γ ′ be a quasi-homomorphism. We define
to be the set of edges in E collapsing into a point by the action of ϕ. Then, we have the map
is a subgraph of Γ, we define the image of Γ by ϕ, as the subgraph
Observe that, generally, the subgraph ϕ(Γ) is not induced. In particular, the condition
For that reason, it is useful a new definition.
′ is a bijection and ϕ is complete.
If there exists an isomorphism between Γ and Γ ′ , those graphs are considered indistinguishable and we write Γ ∼ = Γ ′ .
Clearly the composition of complete quasi-homomorphism is a complete quasi-homomorphism. Moreover, by just changing the codomain, each quasi-homomorphism ϕ : Γ → Γ ′ induces a complete quasi-homomorphism ϕ : Γ → ϕ(Γ). Our interest in completeness is given, first of all, by the following.
Remark 1. The natural projection on the quotient graph is a complete quasi-homomorphism.
, is an equivalence relation. We denote the corresponding quotient graph by Γ/ ∼ ϕ . That graph is very well understood when ϕ : Γ → Γ ′ is a complete quasi-homomorphism.
Lemma 3.5. Let ϕ : Γ → Γ ′ be a surjective quasi-homomorphism and let
Proof. i) The fact that ϕ ′ is well posed, injective and surjective is immediately checked. We show that it is a homomorphism. For
′ is an isomorphism, we note that, by Remark 4, ϕ = ϕ ′ • π is a composition of complete quasi-homomorphisms. Thus ϕ is complete.
The above result is well known when ϕ is a homomorphism (see, for instance, [9, Proposition 2.12]) but we could not find a reference for our more general result. Note that, by Remark 1 and Lemma 3.5, every quotient graph may be interpreted as Γ/ ∼ π , being π the natural projection on the quotient graph.
We close this section observing that the notion of quasi-homomorphism is very natural in treating connectivity. Let ϕ : Γ → Γ ′ be a quasi-homomorphism and γ = (x 0 , . . . , x s ) be an ordered list of s + 1 vertices in V , for some s ∈ N ∪ {0}. We define the image of γ as the ordered list ϕ(γ) = (ϕ(x 0 ), . . . , ϕ(x s )) of s + 1 vertices in V ′ .
Remark 2. Let ϕ : Γ → Γ ′ be a quasi-homomorphism. Then the image of a quasi-path is a quasi-path. In particular, if Γ is a connected subgraph of
Finally, we note how homomorphisms may help in the recognition of isolated vertices.
3.3. Connected components and quasi-homomorphisms. Given a quasi-homomorphism ϕ : Γ → Γ ′ , the relation between the components in the graphs Γ and Γ ′ is quite weak. Indeed, if C ∈ C(Γ), then, by Remark 2, ϕ(C) is surely a connected subgraph of Γ ′ but it is not necessarily a component. The best we can say is that there exists a unique component
Unfortunately also the completeness does not guarantee the natural migration of the components. Consider as a very basic example, the graph Γ with V = {1a, 1b, 2, 3}, E = {{1a, 3}, {1b, 2}} and the equivalence relation ∼ on V defined only by 1a ∼ 1b. Then Γ/ ∼ is connected and is a path of length 2. Now look at the complete homomorphism π : Γ → Γ/ ∼. It takes the component C = ({1a, 3}, {{1a, 3}}) into the connected subgraph
, which is a path of length 1 and thus different from the only component of Γ/ ∼.
This kind of control on the components is instead essential for us: it is the main ingredient of the method, developed in Section 3.4 and applied to the permutation groups in Section 6. This justifies a further last definition.
′ , there exist y ∈ V with ϕ(y) = ϕ(y) and {x, y} ∈ E.
The concept above is not a novelty in graph theory (see [14, Definition 1.7] ). Obviously, we have the following.
Remark 4. A surjective and pseudo-covering quasi-homomorphism is complete. Each isomorphism is pseudo-covering. The class of pseudo-covering quasi-homomorphisms is closed by composition.
Proposition 3.8. Let ϕ : Γ → Γ ′ be a surjective and pseudo-covering quasi-homomorphism.
Proof. i) Let ϕ : Γ → Γ ′ be a surjective and pseudo-covering quasi-homomorphism. Let C ∈ C(Γ) and show that ϕ(C) ∈ C(Γ ′ ). Being ϕ a quasi-homomorphism, by Remark 2, ϕ(C) is connected. We need to see that it is a maximal connected subgraph of Γ ′ . Assume the contrary. Then there exists an edge {x
Being ϕ a surjective pseudo-covering, there exists y ∈ V such that ϕ(y) = y ′ and {x, y} ∈ E. It follows that y ∈ V C , and thus {x, y} ∈ E C , because C is a maximal connected subgraph of Γ. Since
) is a component of Γ ′ and it contains the vertex ϕ(x), which gives exactly ϕ(C Γ (x)) = C Γ ′ (ϕ(x)). Next observe that the map ϕ restricted to the subgraph C Γ (x) defines the complete quasi-homomorphism ϕ CΓ(x) : C Γ (x) → C Γ ′ (ϕ(x)) and so Lemma 3.5 applies, giving
, it follows that there exists x ∈ V C with ϕ(x) = ϕ(x). Thus, by ii), we get
• ϕ is a composition of surjective, pseudo-covering quasi-homomorphisms and so, by Remark 4, it is itself a surjective, pseudo-covering quasi-homomorphism.
We emphasize two interesting consequences: the comparison of the isolated vertices in Γ and Γ ′ and a criterium of connectedness for Γ relying on that of Γ/ ∼ . Corollary 3.9. Let ϕ : Γ → Γ ′ be a surjective and pseudo-covering quasi-homomorphism and x ∈ V. The following holds:
Definition 3.10. Let Γ = (V, E) be a graph and ∼ an equivalence relation on V . We say that the quotient graph Γ/ ∼ is pseudo-covered, with respect to ∼, if the natural projection π : Γ → Γ/ ∼ is pseudo-covering.
Note that, Γ/ ∼ is pseudo-covered if and only if, for each
, there exists y ∈ V with {x, y} ∈ E. 
Proof. By Remark 1, we can apply Proposition 3.8 to π : Γ → Γ/ ∼ obtaining that, for each C ∈ C(Γ), π(C) = Γ/ ∼ . In particular π(V C ) = [V ] and thus each component contains at least one vertex in each equivalence class with respect to ∼ . Since [x] ⊆ V CΓ(x) , we therefore have a common vertex between C and C Γ (x). But the sets of vertices of distinct components are disjoint and so C Γ (x) is the only component in Γ.
To deal with cut subgraphs and quotient graphs, we will use several time the following lemma.
. If ϕ is surjective or complete or pseudo-covering, then also ϕ x is respectively surjective or complete or pseudo-covering; ii) Let ∼ be an equivalence relation on V such that, for each x, y ∈ V , x ∼ y implies
is a quasihomomorphism and ϕ • π = ϕ. If ϕ is surjective or complete or pseudo-covering, then also ϕ : Γ/ ∼→ Γ ′ is respectively surjective or complete or pseudo-covering.
To show that this map defines a quasi-homomorphism, pick e ∈ E x so that e = {y, z} ∈ E for suitable y, z ∈ V with y, z = x and y = z. By ϕ −1 (ϕ(x)) = {x}, we get ϕ(y), ϕ(z) = ϕ(x) and thus, being ϕ a quasi-homomorphism, we get
. If ϕ is surjective, clearly ϕ x is surjective. Assume now that ϕ is complete and show that ϕ x is complete. Let {ϕ x (y),
′ , with ϕ(y), ϕ(z) = ϕ(x) and ϕ(y) = ϕ(z). Since ϕ is complete, there exists y, z ∈ V such that ϕ(y) = ϕ(y), ϕ(z) = ϕ(z) and {y, z} ∈ E. From ϕ(y), ϕ(z) = ϕ(x) we deduce that y, z = x and thus y, z ∈ V x while {y, z} ∈ E x . An obvious adaptation of this argument works also in the pseudo-covering case.
ii) It is obvious that ϕ is well posed. Let
. By definition of quotient graph, there exist x, y ∈ V with {x, y} ∈ E and x ∼ x, y ∼ y. Thus, by the assumption on ∼, we get ϕ(x) = ϕ(x) and ϕ(y) = ϕ(y). Being ϕ a quasi-homomorphism we have ϕ(x) = ϕ(y) and thus
This show that ϕ is a quasi-homomorphism. Trivially we have ϕ•π = ϕ, and thus if ϕ is surjective, necessarily also ϕ is surjective. Assume now that ϕ is complete and show that ϕ is complete. By ϕ • π = ϕ, we immediately get that ϕ is surjective. Let
so that, in particular, ϕ(x) = ϕ(y). Since ϕ is complete, there exists x, y ∈ V such that ϕ(x) = ϕ(x), ϕ(y) = ϕ(y) and {x, y} ∈ E. Then we have [x] = [y] and since the natural projection π is a quasi-homomorphism, we have
). An obvious adaptation of this argument works also in the pseudo-covering case.
When no ambiguity arises, we denote the map ϕ x of the above lemma again by ϕ.
3.4.
Counting the components. Let Γ be a graph and assume to be interested in counting its components. If we dispose of a quasi-homomorphism ϕ : Γ → Γ ′ and c(Γ ′ ) is known, we can produce a first rough link between c(Γ) and c(Γ ′ ).
We say that x ′ is admissible for V or V is admissible for
and say that x ′ is admissible for Γ when x ′ is admissible for V . We denote the set of components of Γ, admissible for a fixed
and its size by c(Γ) x ′ .
Observe that no ambiguity arises between the definition above and Definition 3.6, because the indices are taken in different sets.
Lemma 3.14. Let ϕ : Γ → Γ ′ be a quasi-homomorphism and let
Proof. Define the map
where
and, since the union is a partition, we get the desired equality.
The formula above is very poor in order to compute c(Γ) from c(Γ ′ ) because, usually, it is very difficult to have information about the numbers c(Γ) C ′ i . If ϕ is pseudo-covering, by Proposition 3.8, we have C(Γ) C ′ = {C ∈ C(Γ) : ϕ(C) = C ′ } and we can write a more expressive formula. 
. ii) iii) They follow immediately as an application of i) and of Lemma 3.14.
So far, with formula 3.2, we have made a first progress with respect to formula 3.1 in passing from C 
Proposition 3.17. Let Γ, Γ ′ be two graphs and ϕ : Γ → Γ ′ be a surjective and pseudocovering quasi-homomorphism. Assume that Γ admits a ϕ-consistent group G of automorphisms and let x ′ ∈ V ′ . Then:
In particular, the components of Γ admissible for x ′ , are isomorphic through a graph automorphism of
Being f a bijection, we then get
In particular {f (C) :
The same argument for C guarantees the existence of x ∈ V C , with ϕ(x) = x ′ . Thus we have ϕ(x) = ϕ(x) and by condition b) in the definition of ϕ-consistent group, there exists f ∈ G with x = f (x). It follows that x ∈ f (V C ) = V f (C) . Thus C and f (C) are components with a vertex in common, which says C = f (C). This shows i). Now, in order to get ii), use i) and (3.3).
iii) c(Γ) x ′ is the number of components admissible for x ′ and, by ii), each of those components admits the same number of vertices mapped by ϕ into x ′ . Thus, for each C ∈ C(Γ)
, where the factors are positive integer numbers. iv) By i), all the components in C(Γ) x ′ have the same number of vertices, so that , for each C ∈ C(Γ) x ′ , c(Γ) x ′ |V C | counts the vertices of all the components in C(Γ) x ′ , that is, the size of the set C∈C(Γ) x ′ V C . Since C ∈ C(Γ) x ′ , there exists x ∈ V C with ϕ(x) = x ′ and thus, by Proposition 3.8 ii), we have C Γ ′ (x ′ ) = ϕ(C). So, by Lemma 3.15 i), we get
. Hence, by Proposition 3.8 iii), it follows that
The work done in the previous sections may be condensed in Theorem A. Note that the formula (1.1) is more manageable than (3.1), due to its high level of symmetry. Moreover the terms in the summand are easily computable in many contexts: we will see how to deal with them for fusion controlled permutation groups in Section 6.
We make explicit the method of computation for c(Γ), we have reached, writing a procedure.
Procedure to compute c(Γ).
I) Selection of x 
Basic step
. Stop : the procedure stops in l = c(Γ ′ ) steps.
II) The value of c(Γ)
Compute the integers
and sum them up to get c(Γ).
The procedure exposed may be applied to any ϕ respecting the conditions in Corollary 1. For each specific Γ, one has to choose among the various possibilities, those for which the computation of the numbers
3.5. The isomorphism class of the components. We have showed, thanks to Proposition 3.8, that if ϕ : Γ → Γ ′ is a surjective and pseudo-covering quasi-homomorphism between two graphs, then each component C of Γ admits as quotient the component ϕ(C) of Γ ′ . In this short section, we study when C is indeed isomorphic to ϕ(C). Since ϕ |C : C → ϕ(C) is always a complete quasi-homomorphism, ϕ |C is an isomorphism if and only if it is injective, which can be expressed in terms of k C .
Remark 5. Let Γ, Γ
′ be two graphs and ϕ : Γ → Γ ′ be a surjective and pseudo-covering quasi-homomorphism. Given C ∈ C(Γ), we have C ∼ = ϕ(C) if and only if k C (x ′ ) = 1, for all x ′ ∈ ϕ(C).
When Γ admits a ϕ-consistent group of automorphisms we can check that condition in a easier way.
Proposition 3.18. Let Γ, Γ
′ be two graphs and ϕ : Γ → Γ ′ be a surjective and pseudocovering quasi-homomorphism. Assume that Γ admits a ϕ-consistent group of automorphisms and let C ∈ C(Γ). Then, the following holds:
(C) if and only if there exists
kC (x ′ ) . Since, by Lemma 3.15 ii), we have c(Γ) x ′ = c(Γ) x ′ the equality follows. ii)-iv) They are immediate from i) and Remark 5.
Since to get control on the components of Γ ′ is easier than on those of Γ, this results may be of great help in understanding the isomorphism class of the components of Γ.
The quotient power graphs
Let G be a finite group. To deal with the graphs P (G) = (G, E) and P 0 (G) = (G 0 , E 0 ) and simplify their complexity, we start considering two quotient graphs in which the elements of G, generating the same cyclic subgroup, are identified in a unique vertex.
Define the relation ∼ on G as follows: if x, y ∈ G, then x ∼ y if and only if x = y . It is immediate to check that ∼ is an equivalence relation and that [ , we also have x = y and thus we conclude that {x, y} ∈ E. The converse is trivial.
Since [x] = [1] if and only if x = 1, Lemma 3.12 and Proposition 3.5 applies giving that the [1]-cut graph of P (G), which we denote by P 0 (G), is equal to the quotient graph P 0 (G)/ ∼. We call P 0 (G) the proper quotient power graph of G. Its edge set is [E] 0 = [E] [1] . It is immediate to extend the previous remark to P 0 (G). From now on, in the paper, we reserve E and [E] to denote the edge sets of P (G) and P (G) respectively, as well as E 0 and [E] 0 to denote the edge sets of P 0 (G) and P 0 (G) respectively. Moreover, for short, we put C(P 0 (G)) = C 0 (G) and c(P 0 (G)) = c 0 (G), as well as C( P 0 (G)) = C 0 (G) and c( P 0 (G)) = c 0 (G). Proof. Let x, y ∈ G 0 , with x = y, such that x ∼ y. Then y = x m for a suitable m ∈ N and thus {x, y} ∈ E. This shows that the quotient graph P 0 (G) is tame. Then, Proposition 3.2 applies giving c 0 (G) = c 0 (G). The fact that it is pseudo-covered is a consequence of Remark 7.
The order graphs
We define now another interesting graph associated with G. 
Remark 8. The homomorphism o is not, in general, pseudo-covering.
This can be seen considering an example. (24), (13)(24), (12)(34), (14)(23), (1234) The above example shows also that the reduction of complexity obtained passing from the proper power graph to the proper order graph, is usually too strong to be expressive. For instance, for the group G in the previous example and for the cyclic group C 4 of order 4, we have O 0 (G) ∼ = O 0 (C 4 ). In particular, by the discussion made in Section 3.4, we cannot hope, in general, to count the components of P 0 (G) relying on those of O 0 (G). Anyway, taking into account the graph O 0 (G), we get useful information on the isolated vertices of P 0 (G).
Proof. i) Apply Remark 3 to the homomorphism o of Lemma 5.2.
ii) Let x ∈ G 0 with o(x) composite. Then there exists k ∈ N such that 1 = x k = x and thus
If p is a prime dividing m, then p ∈ O 0 (G) and {m, p} ∈ E O0(G) .
Power graphs of permutation groups
Let G ≤ S n be a permutation group of degree n. We want to apply the procedure described in (3.4.1) to determine c 0 (G), starting from Γ = P 0 (G) and looking for suitable pseudo-covered quotients. We need to find a graph Γ ′ and a surjective pseudo-covering quasi-homomorphism ϕ : Γ → Γ ′ to which apply the ideas of Section 3.4. To start with, we associate to each permutation an arithmetic object.
6.1. Partitions. Let n, r ∈ N, with n ≥ r. A r-partition of n is an unordered r-tuple [x 1 , . . . , x r ], with x i ∈ N for each i ∈ {1, . . . , r}, such that n = k ] is the normal form of T and that t j is the multiplicity of the term m j , for j ∈ {1, . . . , k}. We will accept, in some occasions, the multiplicity t j = 0 simply to say that a certain term m j does not appear in T. Note that, in the normal form, m tj j does not represent a power and that k i=1 t i m i = n. We usually omit to write the multiplicities equal to 1. The partition [1 n ] is called the trivial partition and we put
; the order of T is defined by lcm(T ) and written as o(T ).
Types of permutations.
Let n ∈ N. Given a permutation ψ ∈ S n which decomposes as a product of r pairwise disjoint cycles of lengths x 1 , . . . , x r , we associate with ψ the r-partition T ψ = [x 1 , . . . , x r ] ∈ T (n) which we call the type of ψ. Note that the map t : S n → T (n), defined by t(ψ) = T ψ is surjective, that is, each partition of n may be viewed as the type of some permutation in S n . If X ⊆ S n , we call T (X) = t(X) the set of types admissible for X. The permutations of type [1 n−k , k] are the k-cycles; the 2-cycles are called also transpositions. Note that for every ψ ∈ S n and s ∈ N, we have T ψ = T ψ s if and only if ψ = ψ s . Note also that o(T ψ ) = o(ψ). For ψ ∈ S n , we denote with M ψ = {i ∈ N : ψ(i) = i} the support of ψ. Thus |M ψ | is the sum of the terms different form 1 in T ψ . We denote the number of permutations of type T in G ≤ S n by µ T (G). Due to the fact that two permutations in S n have the same type if and only if they are conjugate, this number is well known if G = S n . Namely, if
Note that, in that formula, the m tj j do represent powers.
Powers of partitions. Given
Note that T a is not necessarily in normal form. Moreover, for each ψ ∈ S n and each a ∈ N, we have T ψ a = (T ψ ) a . As a consequence, the power notation is consistent with a typical property of the powers:
Throughout the section, we will assume the notation in (6.3) without further reference.
Lemma 6.1. Let T ∈ T (n) and a ∈ N. Then:
is a proper power of T if and only if gcd(a, o(T
Proof. i) Let T a = T . Then the number of terms in T a and in T is the same, that is, 
gcd(a,mi) = 1 and thus to m i | a for all i ∈ {1, . . . , k} that is to o(T ) = lcm(m i ) | a.
iii) It follows by the definition of proper power and by i) and ii). iv) Assume that T a is a proper power of
and admits at least one term with multiplicity at least 2; b) let x be a term in T a . If x appears with multiplicity 1, then the exponent a is coprime with x and x is a term in T. ii) Let h ∈ N, with 1 ≤ h < n/2. There exist no type in
Moreover, by Lemma 6.1, it follows that there exists j ∈ {1, . . . , k} with gcd(a, m j ) ≥ 2, and thus the term mj gcd(a,mj ) in T ′ has multiplicity at least t j gcd(a, m j ) ≥ 2. If a term x in T ′ appears with multiplicity 1, then there exists j ∈ {1, . . . , k} with t j gcd(a, m j ) = 1, which implies t j = 1 and gcd(a, m j ) = 1, so that m j = x.
ii) This is a consequence of i) and of k = n − k.
6.4.
The power type graphs of a permutation group. Definition 6.3. Let G ≤ S n . We define the power type graph of G, as the graph P (T (G)) with vertex set the set T (G) of types admissible for G and edge set E T (G) , where {T,
are, in a suitable order, one the power of the other and T = T ′ . We define also the proper power type graph of G, as the [1 n ]-cut subgraph of P (T (G)) and denote it by P 0 (T (G)). Its vertex set is then T (G 0 ) = T (G) \ {[1 n ]} and its edge set is E T (G0) . Note that {T, T ′ } ∈ E T (G0) if and only if T, T ′ ∈ T (G 0 ) are, in a suitable order, one the proper power of the other. Since this graph is empty for n = 1, from now on n we will tacitly assume n ≥ 2. Clearly P (T (G)) is always connected and it is 2-connected if and only if P 0 (T (G)) is connected. For short, we put C 0 (T (G)) = C(P 0 (T (G))) and c 0 (T (G)) = c(P 0 (T (G))). Moreover, we denote the component of P 0 (T (G)) having T as a vertex with C(T ) instead of C P0(T (G)) (T ).
ii) if G is fusion controlled, then t is surjective and pseudo-covering.
Proof. i) We begin showing that t : G → T (G) defines a complete quasi-homomorphism t : P (G) → P (T (G)). Let {ψ, ϕ} ∈ E. Thus ψ, ϕ ∈ G are, in a suitable order, one the power of the other. To fix the ideas, let ψ = ϕ a for some a ∈ N. Then t(ψ) = T ψ = T ϕ a = (T ϕ ) a = t(ϕ) a and thus t(ψ) = t(ϕ) or {t(ψ), t(ϕ)} ∈ E T (G) . This shows that t is a quasihomomorphism. We show that t is complete, that is, t(P (G)) = P (T (G)). The fact that t(G) = T (G) is obvious. Let {t(ψ), t(ϕ)} ∈ E T (G) so that t(ψ), t(ϕ) are, in a suitable order, one the power of the other. To fix the ideas, let t(ψ) = t(ϕ) a for some a ∈ N. So we have T ψ = T ϕ a . Now, define ψ = ϕ a and note that t(ψ) = t(ψ) and {ψ, ϕ} ∈ E. By Lemma 3.12, t induces a complete quasi-homomorphism t : P (G) → P (T (G)) and a complete quasi-homomorphism t : P 0 (G) → P 0 (T (G)). It remains to show that t is a homomorphism: let ii) Let G be fusion controlled and show that t is pseudo-covering. We must show that if
The assumption translates into {T ψ , T ϕ } ∈ E T (G0) . If T ψ is a proper power of T ϕ we argue as for the completeness of t in i). If instead T ϕ is a proper power of T ψ , let a ∈ N be such that T ϕ = (T ψ ) a = T ψ a and observe that T ϕ = [1 n ], T ψ . This means that ψ a ∈ G and ϕ ∈ G are conjugate in S n and, since G is fusion controlled, there exists x ∈ N Sn (G) such that (ψ a ) x = ϕ, which is equivalent to (ψ x ) a = ϕ. Define then ψ = ψ x and note that, being x ∈ N Sn (G), we have ψ x ∈ G x = G. Since ψ = id, we also know that ψ = id. Moreover we have
The homomorphism t transfers the notion of type to the vertices of P (G). [G] all the concepts defined for G in terms of type of its elements. In particular, we say that [ψ] is a k-cycle (a transposition) if ψ is k-cycle (a transposition).
Proposition 6.5. Let G ≤ S n . Then:
Proof. i) and ii) come immediately from Lemma 3.5, Proposition 3.2 i) and Lemma 6.4. For iii) we use Corollary 3.9 i) and apply Remark 3 to the homomorphism t of Lemma 6.4.
It is useful to isolate a fact contained in the previous proposition. Observe that the converse of the above corollary does not hold. Consider, for instance, ϕ = (1234), ψ = (12)(34) ∈ S 4 . We have that T ψ = [2 2 ] is the power of exponent 2 of T ϕ = [4] , but there is no edge between [ϕ] and [ψ] in P 0 (S 4 ), because no power of (1234) is equal to (12)(34).
Let X ⊆ [S n ]. We define the set of types admissible for X by T (X) = t(X). Note that, if
. Both for X ⊆ S n and X ⊆ [S n ], we set also T 0 (X) = T (X) ∩ T 0 (n). If Γ is a subgraph of P 0 (S n ), we define the set of types admissible for Γ by the set of types admissible for its vertex set V Γ and put T (Γ) = T (V Γ ). Thus, in particular, for C ∈ C 0 (G):
Now, an immediate application of Proposition 3.8 ii), with respect to the homomorphism t, identifies the types admissible for a component of P 0 (G) with the vertices of a component of P 0 (T (G)).
It is interesting to observe that, for any permutation group, the graph O 0 (G) may be seen as a quotient of P 0 (T (G)).
Define the map
and recall the map o in Lemma 5.2.
Proposition 6.7. For each G ≤ S n , the map o T defines a complete graph homomorphism
Proof. The map o T is well posed because if T ∈ T 0 (G) there exists ψ ∈ G 0 such that
By Lemma 5.2, the map o defines a complete homomorphism from P 0 (G) in O 0 (G). In particular o is surjective and so also o T is surjective. If {T, T ′ } is an edge in P 0 (T (G)), then T = T ′ and T, T ′ are, in a suitable order, one the power of the other. To fix the ideas, let T ′ = T a for some a ∈ N. By Lemma 6.1 iv), we deduce that o(T ′ ) is a proper divisor of o(T ). This says that o T is a homomorphism. We show that o T is complete.
0 . By Lemma 6.4, the map t is a homomorphism and so also
To close, we apply Proposition 3.5 and Proposition 3.2.
Proof. Apply Remark 3 to the homomorphism (6.4) of Proposition 6.7.
6.5. Automorphisms of the power graph. Let G ≤ S n . For each x ∈ N Sn (G), define the map (6.5)
and recall the homomorphism t defined in Lemma 6.4.
Definition 6.9. A permutation group G ≤ S n is called fusion controlled if N Sn (G) controls the fusion in G, with respect to S n , that is, for each ϕ, ψ ∈ G with ϕ = ψ x for some x ∈ S n , there exists y ∈ N Sn (G) such that ϕ = ψ y .
Proposition 6.10. Let G ≤ S n . Then:
Proof. i) We show, first of all, that for each x ∈ N Sn (G), the map F x is well posed, that is,
0 , then ψ = ψ and thus, applying the conjugation by x ∈ N Sn (G), we get ψ x = ψ x , which, being the conjugation an automorphism in S n , gives ψ
. Then without loss of generality, there exists m ∈ N with ϕ = ψ m and thus also ϕ
. Finally observe that ψ x , being a conjugate of ψ, has its same type, that is, T Fx([ψ]) = T [ψ] . In other words, we have
ii) The map N Sn (G) → Aut( P 0 (G)), associating F x to x ∈ N Sn (G), is a group homomorphism and so G is a subgroup of Aut( P 0 (G)). We show that G is t-consistent. Condition a) of Definition 3.16 has been checked in (6.6) . To show that also condition b) of Definition 3.16 is satisfied, pick [ϕ], [ψ] ∈ [G] 0 with T ϕ = T ψ . Then ϕ and ψ are conjugate in S n and so, being G fusion controlled, they are conjugate also in N Sn (G). Thus there exists x ∈ N Sn (G) such that ϕ = ψ x , which gives
Corollary 6.11. Let G ≤ S n be fusion controlled. Then for each T ∈ T (G 0 ) and
Proof. Apply Proposition 3.17 i).
We say that C, C ∈ C 0 (G) are conjugate if there exists x ∈ N Sn (G) such that C = F x (C). Lemma 6.4 and Proposition 6.10 guarantee that when G is fusion controlled, the assumptions of Corollary 1 are satisfied for Γ = P 0 (G), Γ ′ = P 0 (T (G)) and ϕ = t. Thus all the machinery for counting the components of P 0 (G) by those in P 0 (T (G)) can start providing that we control the numbers k P0(G) (T ) and k C (T ), for T ∈ T (G 0 ) and C ∈ C 0 (G). The first number is easily determined, for any permutation group G, through µ T (G).
is nonempty and each element in G T has the same order given by lcm{m i } k i=1 = o(T ). Consider the equivalence relation ∼ which defines the quotient graph P 0 (G). Since generators of the same cyclic subgroup of G share the same type, it follows that G T is union of ∼-classes, each of them of size φ(o(T )). On the other hand, [σ] ∈ [G] has type T if and only if σ ∈ G T . This means that k P0(G) (T ) is the number of ∼-classes contained in G T , and so
For short, we will write C 0 (G) T instead of C( P 0 (G)) T and c 0 (G) T instead of c( P 0 (G)) T . Thus c 0 (G) T counts the number of components of P 0 (G) in which there exists at least one vertex [ψ] of type T. We can now make explicit a formula for c 0 (G). Lemma 6.13. Let G ≤ S n be fusion controlled. Then:
Proof. i) This comes from Proposition 3.17 and Lemma 6.12; ii) is now a consequence of Proposition 6.5 ii).
Proposition 6.14. Let G ≤ S n be fusion controlled. For all the choices of T i ∈ T (G 0 ) such that C 0 (T (G)) = {C(T i ) : i ∈ {1, . . . , c 0 (T (G))}} and all the choices of C i ∈ C 0 (G) Ti , we have
.
Proof. Apply Corollary 1 and Lemma 6.13 i).
We observe now that Proposition 3.17 imposes a limitation to the types which can appear in a same component of P 0 (G). Indeed, the ratio between their multiplicities must be equal to the ratio between the global number of vertices of those types in [G] 0 .
Corollary 6.15. Let G ≤ S n be fusion controlled and C ∈ C 0 (G). Then, the following holds:
Proof. An immediate application of Proposition 3.18.
Thus we can state an useful criterium of connectedness for P 0 (G). Proof. Let C ∈ C 0 (G) and consider t(C). Then t(V C ) = T (C). By Proposition 3.8 i), t(C) is a component of P 0 (T (G)) and since this graph is connected, we get t(V C ) = T (G 0 ) and so t −1 ( t(V C )) = [G] 0 . By Proposition 3.8 iii), this implies that P 0 (G) is union of the components in C( P 0 (G)) t(C) and, by Lemma 3.15 i) and Corollary 6.11, those coincide with {F x (C) : F x ∈ G}. If C contains all the vertices of [G] 0 of a certain type T, then by Corollary 6.15 iii), it contains all the vertices of [G] 0 of any type T ′ ∈ T (C) = T (G 0 ), that is, contains all the vertices of [G] 0 , which means that P 0 (G) is connected.
The number of components in
In this section, we make clear how the method of computation (3.4.1) could be concrete and operative specializing to S n , which is a particular fusion controlled group. Exploiting the strong link among the three graphs P 0 (S n ), P 0 (T (S n )), O 0 (S n ), we determine simultaneously c 0 (S n ) = c 0 (S n ), c 0 (T (S n )) and c 0 (O(S n )). On the route, we give a description of the components of those three graphs. It turns out that, for n ≥ 8, all the components up to a main one are isolated vertices.
In particular, we find, with a different approach, the values for c 0 (S n ) in Doostabadi and Farrokhi [8, Theorem 4.2] . Recall that T (S n ) = T (n) and that the numbers µ T (S n ) are computed by (6.2) . By Remark 10 and Proposition 6.14, the procedure (3.4.1) to get c 0 (S n ) translates into the following.
7.1. Procedure to compute c 0 (S n ). I) Selection of T i and C i
Start : Pick as you like T 1 ∈ T 0 (n) and choose freely C 1 ∈ C 0 (S n ) T1 . Basic step : if T 1 , . . . , T i ∈ T 0 (n) are chosen together with C 1 , . . . , C i ∈ C 0 (S n ) such that C j ∈ C 0 (S n ) Tj , for j ∈ {1, . . . , i}, then choose T i+1 ∈ T 0 (n) \ i j=1 T (C j ) and choose freely C i+1 ∈ C 0 (S n ) Ti+1 . Stop : the procedure stops in c 0 (T (S n )) steps.
II) The value of c 0 (S n )
Compute the integers c 0 (S n ) Tj = µT j (Sn) φ(o(Tj ))kC j (Tj ) , for j ∈ {1, . . . , c 0 (T (S n ))}, and sum them up to get c 0 (S n ).
7.2. Preliminary lemmas and small degrees. We start with a result about isolated vertices, which follows immediately from Proposition 6.5 iii), Remark 9 and Corollary 6.8. i) The type T ∈ T 0 (S n ) is isolated in P 0 (T (S n )) if and only if each [ψ] ∈ [S n ] 0 of type T is isolated in P 0 (S n ); ii) If m ∈ O 0 (S n ) is isolated in O 0 (S n ), then each vertex of order m is isolated in P 0 (S n ) and each type of order m is isolated in P 0 (T (G)); iii) If, for some ψ ∈ S n , [ψ] is isolated in P 0 (S n ), then o(ψ) is prime.
As a consequence, we are able to analyze the prime or prime plus 1 degrees. Lemma 7.2. Let n ∈ {p, p + 1} for some p ∈ P . Then: i) p is isolated in O 0 (S n ). The type [p] is isolated in P 0 (T (S p )) and the type [1, p] is isolated in P 0 (T (S p+1 )); ii) each vertex of [S n ] of order p is isolated in P 0 (S n ); iii) the number of components of P 0 (S n ) containing the elements of order p is given by c 0 (S p ) [p] = (p − 2)! if n = p and by c 0 (S p+1 ) [1,p] = (p + 1)(p − 2)! if n = p + 1.
Proof. i), ii) Being n ∈ {p, p + 1}, we have p ≤ n so that S n admits elements of order p. But there exists no element with order kp for k ≥ 2. This says that p is isolated in O 0 (S n ). Thus Lemma 7.1 applies.
iii) The counting follows from Lemma 6.13 ii) and formula (6.2) after having observed that the only type of order p in P 0 (T (S p )) is [p] and that the only type of order p in P 0 (T (S p+1 )) is [1, p] . Lemma 7.3. For n ≥ 6, the transpositions of P 0 (S n ) lie in the same component ∆ n of P 0 (S n ). Moreover T (∆ n ) ⊇ { [ with ϕ(7) = 7, ψ ′ (j) = j, for some j = 7 and an edge {[ϕ], [ψ ′ ]} ∈ [E] 0 . But either ϕ is a power of ψ ′ and so ϕ admits j as a fixed point or ψ ′ is a power of ϕ and so ψ ′ admits 7 as a fixed point. In any case, we reach a contradiction. Thus we have k C3 (T 3 ) = µ [6] (S6) φ (6) and so c 0 (S 7 ) T3 = µ [1, 6] (S7)
µ [6] (S6) = 7. Since there are no other types left in S 7 , we conclude that c 0 (T (S 7 )) = 3 and c 0 (S 7 ) = 128. Moreover c 0 (O(S 6 )) = 2 with the two components of O 0 (S 7 ) having as vertex sets {7} and {2, 3, 4, 5, 6, 10}.
We are ready to show that, for n ≥ 8, the main role is played by the component ∆ n = (V ∆n , E ∆n ) defined in Lemma 7.3. Then o(π t ) = pq and in the split of π t into disjoint cycles, there exists either a cycle of length pq or two cycles of length p and q. In the first case pq ≤ n gives p ≤ n/q ≤ n/3 ≤ n − 2. In the second case p + q ≤ n gives p ≤ n − q ≤ n − 3. Thus, being o(π tq ) = p ≤ n − 2, by the previous shown case, we obtain [π tp ] ∈ V ∆n and so [π] ∈ V ∆n .
Proof of Theorem B b).
Let n ≥ 8 be fixed and recall that c 0 (S n ) = c 0 (S n ). First of all, observe that P ∩ O 0 (S n ) = {p ∈ P : p ≤ n}. Therefore we can reformulate Lemma 7.4 by saying that all the vertices in [S n ] 0 of order not belonging to B(n) = P ∩ {n, n − 1} are in ∆ n . In particular, o(∆ n ) ⊇ O 0 (S n ) \ B(n). By Remark 2 and Lemma 5.2, there exists a unique connected component Σ n of O 0 (S n ) such that Σ n ⊇ o(∆ n ).
If n / ∈ P ∪ (P + 1), then B(n) = ∅ and thus all the vertices of [S n ] 0 are in ∆ n . By Proposition 6.5 i) and by Corollary 5.3, both P 0 (T (S n )) and O 0 (S n ) are quotient of P 0 (S n ).
