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Supervisor: Mark F. Hamilton
A Lagrangian formalism presented by Hay, Ilinskii, Zabolotskaya, and
Hamilton [J. Acoust. Soc. Am. 132, 124–137 (2012)] to calculate the pulsa-
tion of a spherical bubble, immersed in liquid and near one or two viscoelastic
layers, is extended here to include bubble translation. The method presented
here is simplified from that given by Hay et al. in that only a single interface
between a liquid and a viscoelastic half-space is considered. In the present
approach the force on the bubble due to the presence of the liquid-solid in-
terface is calculated using a Green’s function that takes into account elastic
waves and viscosity in the layer, and the viscous boundary layer within the
liquid near the interface. Previous models and experiments have shown that
the direction of bubble translation near a viscoelastic layer is correlated with
the direction of a liquid jet often produced by the bubble during collapse. In
this dissertation an attempt is made to model the pulsation and translation of
a spherical bubble near a liquid-solid interface to infer the direction of bubble
viii
translation in reference to material parameters of the liquid and viscoelastic
medium, and the standoff distance of the bubble from the interface. The anal-
ysis is simplified by demonstrating that the direction of bubble translation can
be inferred from the phase of the component of the Green’s function associated
with the reverberant pressure gradient. For linear bubble pulsation it is shown
that the domain of material properties of the viscoelastic medium which gen-
erally corresponds to bubble translation away from the interface occurs when
the effective stiffness of the viscoelastic medium is greater than the effective
damping for both itself and the liquid. The analysis is performed assuming the
viscoelastic medium is similar to soft tissue, and its dynamics are described
by a Voigt, Kelvin, or Maxwell model. The simulations are compared with
existing experimental data. Effects of high-amplitude bubble pulsation are
explored in terms of how the simulations differ as the pulsation amplitude in-
creases. At higher pulsation amplitudes, it is shown that bubble translation is
still described qualitatively by analyzing the phase of the reverberant pressure
gradient.
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Chapter 1
Introduction
In this dissertation we develop a semi-analytic model describing the pul-
sation and translation of a spherical bubble immersed in a viscous liquid and
near a viscoelastic half-space. Within this context, we are primarily interested
in bubble translation because it has been correlated with other bubble phe-
nomena of interest, particularly jetting. The study of the direction of bubble
translation as a function of the material parameters of the fluid and the nearby
viscoelastic medium, distance of the bubble from the fluid-solid interface, and
pulsation amplitude of the bubble is the primary goal of this dissertation.
1.1 Motivation
The motivation for this dissertation is the ubiquitous use of micron-
sized bubbles in various medical applications. For instance, ultrasound con-
trast agents (UCAs) are encapsulated microbubbles which are used to enhance
the contrast of medical imaging using ultrasound. UCAs have been researched
for several decades and greatly increase the usefulness of ultrasound imaging.4
Another medical application involving microbubbles is the delivery of
either drugs or genes to a specific location within a biological specimen (e.g.,
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delivering drugs to a tumor).4 In this application, the bubbles are either
coated with or encapsulate the genes or drugs to be delivered. As such, they
are presented into the blood stream and circulate through it until arriving
at a specified target site. Upon arriving at this intended location, a low-
amplitude external sound field is applied to push the microbubbles near the
wall of the blood vessel. Once attached to the vessel wall, a high-amplitude
pulse of ultrasound induces large radial oscillations which often fragments the
microbubble, thus releasing its contents.5
Other medical applications involving microbubbles driven by high-
amplitude acoustic fields are procedures like shock-wave lithotripsy (SWL)
or high-intensity focused ultrasound (HIFU), which often involve cavitation
of the liquid surrounding the kidney stone6,7 or liquid near the tissue,8,9 re-
spectively. The collapse of these cavitation bubbles is associated with damage
to more rigid structures like boat propellers or the aforementioned kidney
stones,6,10 as well as soft tissue.9,11,12
When a bubble begins to collapse, instability and radial asymmetry of
the flow surrounding the bubble wall generally causes a portion of the bubble
wall to implode more quickly than the rest. This part of the bubble wall
can move through the opposing side of the bubble, creating a high-velocity
liquid jet.13 Jetting is an important feature of how bubbles interact with a
nearby surface. Because the direction of the bubble jet is highly correlated
with the direction of translation,1 more focus has been given here to model
the translational dynamics of microbubbles specifically.
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Much research has been done to improve the agreement between exper-
iment and analytical/numerical models with regard to bubble pulsation. This
has involved decades of research on many aspects of the bubble model, such as
liquid compressibility, frequency of oscillation, constraining media, etc. While
this research has been imperative for other applications, this dissertation fo-
cuses less on the radial pulsation of the bubble and more on the translational
dynamics.
1.2 Overview of Previous Research
The study of gas bubbles immersed in liquid began over a century ago,14
and Lord Rayleigh is often cited as the first to develop a theoretical model.15
Many others have researched various aspects of bubble dynamics in an un-
bounded liquid; an exhaustive review of bubble dynamics in an unbounded
liquid is found in Leighton.16 However, the study of bubbles in constrained
spaces is much less prevalent—especially when one considers tissue-like bound-
aries as the constraining media.
1.2.1 Bubbles in constrained media
One of the first works to consider a single gas bubble within a constrain-
ing environment was by Ogˇuz and Prosperetti.17 They developed a model to
study the natural oscillation frequency of a gas-filled bubble confined within
a rigid tube of varying geometries. They showed that the natural oscillation
frequency of the bubble was altered as the size of both the bubble and the
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tube changed. Chen and Prosperetti18 considered the same environment, but
included thermal damping effects and matched the bubble radius to the ra-
dius of the confining tube within their model. The original model by Ogˇuz and
Prosperetti17 was also extended by Sassaroli and Hynynen,19 also by includ-
ing thermal damping, as they considered bubbles within mesentery capillaries.
They too, however, assumed the capillaries are rigid.
1.2.2 Liquid compressibility
The authors who first created models of bubbles in constraining spaces
assumed an incompressible liquid, which was likely appropriate for their re-
spective applications (actuators in fluid-handling devices). However, when
multiple bubbles or a bubble near an interface (that does not occupy the
entirety of a cross section of the confining space) is considered, liquid com-
pressibility becomes an important feature in the model.20–26
Other authors have expanded another branch of bubble-dynamics re-
search, where they considered multiple-bubble systems.20,24,25 In these works,
liquid compressibility is included via a time delay. Incorporating this time de-
lay in the bubble dynamics can significantly alter the bubble dynamics—even
when the distance between the bubbles is very small.21 Another aspect of liquid
compressibility is the damping of bubble pulsation associated with radiation
into the fluid.22,23,26,27 Including this effect can cause numerical instabilities
in the model,21 and is more relevant when considering high-amplitude bubble
oscillations. The effect of radiation damping is neglected in this dissertation;
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however, liquid compressibility is accounted for via a time delay of reflections
back onto the bubble from the interface.
Including liquid compressibility in models of bubbles in constrained
environments was considered by Leighton et al.28,29 In Ref. 29, they consider
the effect of a rectangular tank on the radial dynamics of an oscillating bubble.
They perform this analysis via a Green’s function, where the tank is replaced
by other sources using the method of images.
Cui et al.30 considered a bubble constrained between two rigid parallel
boundaries, and used the method of images to study the fields created by the
resulting bubble arrays. Their work also included liquid compressibility via
an appropriate time delay for each image source. This approach was then
extended by the same research group to include triangular, rectangular, and
hexagonal boundaries.31
Including compliance in the confining structure was undertaken by Hay
et al.2 They considered a bubble between two viscoelastic parallel layers, and
studied the effects of bubble pulsation due to tissue-like layers. Similar to the
work performed within this dissertation, they employed a Green’s function
approach which accounted for the shear effects within the solid layers and a
viscous boundary layer within the fluid. The model presented in this disserta-
tion is simplified geometrically from that of Hay et al.2 due to the large range
of tissue parameters under investigation. However, the model in this disserta-
tion is also more complex in that it includes bubble translation in addition to
radial pulsation.
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Recently, a portion of the results presented by Hay et al.2 was ques-
tioned by Doinikov and Bouakaz.32 Specifically, Doinikov and Bouakaz32 ques-
tioned the results for a bubble near a single layer of polystyrene—also referred
to as OptiCell, a common material used in microbubble experiments. While
Hay et al.2 showed a decrease in the natural frequency of a bubble near a sin-
gle layer of OptiCell, the model developed by Doinikov and Bouakaz showed
an increase in the natural frequency. With these discrepancies currently being
discussed in the literature, and with very little experimental work published
on this subject, it is important that more research is dedicated to this subject.
1.2.3 Bubble translation and jetting
Translation of sources has long been considered in other fields outside
the realm of bubble dynamics,33–35 while much of the work has application
to the fields of underwater acoustics36–39 and aeroacoustics.40–42 Translation
of bubbles, in particular, has also been studied in great detail, usually in
the context of multiple interacting bubbles.25,43–46 Brujan et al.1,13 considered
translation (and subsequent jetting) of laser-generated cavitation bubbles near
various tissue phantoms with differing elastic properties. They showed that
the direction of jetting and bubble translation was dependent on both the
distance of the bubble from the interface and the shear modulus of the solid.
Chen et al.3,47 also considered various experiments regarding translation of
microbubbles in fluid near a soft-tissue boundary. Their results showed that,
for a soft-tissue boundary, bubble translation is directed away from the nearest
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vessel wall.
Hay et al.48 modeled bubble oscillation and translation of a bubble be-
tween two parallel elastic layers. This model included shape deformation of
the bubble wall and was able to show shape deformation indicative of jetting
away from the nearest elastic layer. However, in this model Hay et al.48 as-
sumed the density and sound speed for each layer was identical to those of the
fluid.
1.2.4 Our model
Because bubble channels can be large, such that the effects of the op-
posite side of the vessel wall seem negligible, we restrict the analysis of this
dissertation to a bubble immersed in a viscous fluid near a viscoelastic half-
space. In other words, only a single elastic half-space is considered here. We
include the effects of viscosity in both the fluid and the solid, and account
for translation and spherical pulsation of the bubble. We do not model shape
deformation of the bubble wall to study jetting. Instead, we infer the direction
of the jet based on the initial direction of translation.
1.3 Summary and Preview of Dissertation
Chapter 2 outlines the basic equations which model a spherically pul-
sating and translating bubble immersed in a fluid and near a solid. Both
the differential equations for the dynamics of the bubble and the surrounding
fluid/solid media are covered in detail. The pressure and its corresponding
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gradient produced by the presence of the interface are derived via a Green’s
function method, which admits solutions for the reflected fields due to an
interface between an arbitrary viscous fluid and viscoelastic medium. The
equations defining the reflected fields are linear for both the fluid and elastic
solid, as required by the Green’s function.
Chapter 3 deals with the numerical implementation of the theory pro-
vided in Chapter 2. We discuss the nondimensionalization of the bubble dy-
namics equations such that numerical simulations are robust and accurate.
We show the various steps required to accurately perform the numerical inte-
grations, inverse transforms, and convolutions inherent in this problem. We
also explore the amount of rigor required to accurately represent a Green’s
function whose spatial coordinates vary as a function of time. Last, we outline
several inaccuracies which are likely to be encountered during the numerical
simulation of this problem.
Chapter 4 verifies the numerical implementation of the bubble-dynamics
equations in three ways. First, we check the numerical implementation of a
pulsating bubble near either a rigid or pressure-release boundary by compar-
ing it with its tractable analytical solution. Low-amplitude simulations show
changes in oscillation frequency as a function of distance from the boundary,
and high-amplitude simulations are compared with the Rayleigh collapse time.
Second, frequency spectra associated with the numerical calculation of the re-
verberant pressure are compared with corresponding results from simplified
interface conditions to ensure that the calculations are performed correctly.
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Third, translation is included and we show that the direction of bubble trans-
lation due to the presence of the fluid-solid interface is consistent with exper-
iments. We also show modifications to the reverberant fields once we include
bubble translation. These modifications alter the overall amplitude and time
of arrival of the reflected fields at the bubble location.
Chapter 5 presents several parametric studies of both bubble and ma-
terial parameters, as pertaining to direction of bubble translation. The varied
bubble parameters are the distance of the bubble from the interface and its
overall size, and the varied material parameters are the fluid shear viscosity
and all of the parameters for the viscoelastic medium. It is shown that, for
low-amplitude pulsation, bubble translation is correlated with the phase of
the reverberant pressure gradient produced by the presence of the interface,
relative to the phase of the bubble pulsation. More specifically, we show that
knowing the phase of the portion of the Green’s function corresponding to the
reverberant pressure gradient, at the oscillation frequency of the bubble, is
sufficient to predict direction of bubble translation. Several different models
commonly used to represent tissue-like media are explored, and the regions of
material parameters which admit bubble translation away from the interface
are described.
Since we only considers low-amplitude bubble pulsation in Chapter 5,
Chapter 6 presents our analysis of how direction of bubble translation is af-
fected for highly nonlinear bubble pulsation. While we consider relatively few
tissue-like media in this chapter, we present several simulations to consider
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the gradual introduction of higher amplitude bubble pulsation. We continue
to analyze the portion of the Green’s function associated with the reverberant
pressure gradient, and show that its phase may still be used to qualitatively
predict direction of bubble translation.
Chapter 7 provides a summary of the dissertation and suggestions for
possible extensions of this work in the future. In addition, there are several
appendices which expound on various supporting topics. These appendices
contain derivations of key results within the main text, and expressions for
simplified models which are used to verify these results.
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Chapter 2
Mathematical Model
In this chapter we develop a model for a pulsating and translating bub-
ble near an arbitrary liquid-solid interface. First, we introduce two coupled
nonlinear second-order ordinary differential equations (ODE) which describe
the pulsation and translation of a spherical bubble over time. Pulsation is
described by a Rayleigh-Plesset type equation, and bubble translation is de-
scribed via a momentum equation. Second, we mathematically describe the
terms present in these equations which are due to the presence of the liquid-
solid interface. The interface affects pulsation through a pressure field re-
flected back onto the bubble, while translation is affected by the gradient of
the reflected pressure. We consider specifically the case of a spherical bubble
immersed in a viscous fluid near a viscoelastic solid, and solve for the rever-
berant fields analytically in the angular-spectrum domain. This is performed
by using a Green’s function method, and by expressing the particle displace-
ment in both the fluid and the solid via scalar and vector potentials. Because
the reverberant fields are expressed analytically in the angular-spectrum do-
main, including them in the temporal ODE’s describing the bubble dynamics
involves expressing them in the time domain. This occurs after numerical in-
tegration in both the angular-spectrum and frequency domains. The approach
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used here is identical in methodology to that used by Hay et al.,2 except that
translation is now included in the analysis and the geometry is simplified.
2.1 Bubble Dynamics
Many theories have been developed to describe the dynamics of pul-
sating and translating gas-filled bubbles in liquid.45,46,49,50 The history of the
relevant experiments performed and models developed to understand bubble
translation is given by Harkin et al.,46 while a thorough review of the recent
literature is performed by Ilinskii et al.45 With a wealth of information at
hand, we merely state without derivation the coupled equations describing
bubble pulsation and translation:
RR¨ +
3
2
R˙2 =
Pliq − P0
ρ1
−
(
pe + prev
ρ1
− 1
4
∣∣∣X˙− (u˙e + u˙rev)∣∣∣2) , (2.1)
d
dt
{
R3
[
X˙− (u˙e + u˙rev)
]}
= −2R3∇
(
pe + prev
ρ1
− 1
4
∣∣∣X˙− (u˙e + u˙rev)∣∣∣2)
+
3Fd
2piρ1
, (2.2)
where R is the bubble radius, X is the position of the bubble and X˙ is its
translational velocity, ρ1 is the fluid density, P0 is atmospheric pressure, Pliq
is the liquid pressure just outside the bubble wall, Fd is the drag force on
the bubble due to liquid viscosity, pe and ue are the external source pressure
and particle displacement, respectively, and u˙e is the corresponding particle
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velocity. Equations (2.1) and (2.2) are modified from Eqs. (42) and (43) of
Ilinskii et al.45 to include the terms prev, ∇prev, and urev. These terms are
included to account for the reflections of the acoustic waves propagating back
onto the bubble (and originally radiated by the bubble) due to the presence
of the liquid-solid interface. Although these terms exist due to motion of the
bubble, they appear as additions to the external external field variables pe,
∇pe, and ue; this is because the reflected fields modify the external dynamics
of the liquid and solid, consequently affecting the overall fields that interact
with the bubble dynamics. Equation (2.1) is a modified form of the Rayleigh-
Plesset equation, and is reduced to such by neglecting bubble translation (the
last term on the right-hand side) and the reverberant field variables, while
Eq. (2.2) is a momentum equation.
The last term on the right-hand side of Eq. (2.2) is also modified from
the expression given in Eqs. (45) and (46) of Ilinskii et al.45 to include the
reverberant field variables:
Fd = −4piηR
[
X˙− (u˙e + u˙rev)
]
, Re 1 and ReR˙
X˙− (u˙e + u˙rev)
 1 , (2.3)
= −12piηR
[
X˙− (u˙e + u˙rev)
]
, Re 1 or ReR˙
X˙− (u˙e + u˙rev)
 1 , (2.4)
where Re = ρ1R[X˙ − (u˙e + u˙rev)]/η1 is the Reynolds number and η1 is the
shear viscosity of the liquid.49–51
The pressure in the liquid adjacent to the bubble wall is given in
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Eq. (4.81) of Leighton16 as
Pliq =
(
P0 +
2σ
R0
− Pv
)(
R0
R
)3γ
+ Pv − 2σ
R
− 4η1 R˙
R
, (2.5)
where σ is the surface tension, R0 is the equilibrium bubble radius, Pv is the
vapor pressure, and γ is the polytropic index.† This pressure is an aggregate
of several different mechanisms such as surface tension, vapor pressure, and
ambient pressure, in addition to the damping due to liquid viscosity which is
accounted for via the last term on the right-hand side.
There are many modifications that have been made to the Rayleigh-
Plesset equation to account for liquid compressibility,21–23 radiation damp-
ing,27,52 thermal damping,53,54 etc. Generally, these modifications are higher-
order corrections to the bubble dynamics and are unnecessary until we consider
high-amplitude bubble dynamics (Chapter 6). By similar logic, the higher-
order term introduced into the translation equation by Ilinskii et al.45 [the
term ∇|X˙− (u˙e + u˙rev)|2/4 in Eq. (2.2)] is also ignored.
Solving numerically for the radius R and position X of the bubble
can be quite simple. Many of the parameters are not functions of time and
are merely inputs into the equations. In fact, in this model the only time
dependent parameters (other than the parameters R and X) are field variables
pe and ue created by a driving source and the reverberant fields prev and urev
created by reflections from the liquid-solid interface.
†The symbol γ usually signifies the ratio of specific heats; however, we use it here to
indicate the polytropic index since the usual symbol κ is used extensively to represent the
angular-spectrum wavenumber.
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2.2 Dynamical Fluid/Solid Field Variables
In order to solve for the fluid pressure and particle velocity acting on
the bubble, we need to model the wave motion in both the fluid and solid. This
model is coupled to the bubble-dynamics model presented in Section 2.1 via
the reverberant field variables (prev, ∇prev, and urev) in Eqs. (2.1) and (2.2).
Assuming the fluid and the elastic solid are viscous, the linearized momentum
equations for the fluid and solid can be written, respectively, as(
L1 − ρ1 ∂
2
∂t2
)
u1 = K1∇S[t,X(t)] , (2.6)(
L2 − ρ2 ∂
2
∂t2
)
u2 = 0 , (2.7)
where u1 represents the displacement field within the fluid, u2 represents the
displacement field within the solid, K1 represents the bulk modulus of the fluid,
and where L1 and L2 are linear operators which can be expressed generally
such that
Lnun =
(
λn + ζn
∂
∂t
+ µn + ηn
∂
∂t
)
∇∇ · un +
(
µn + ηn
∂
∂t
)
∇ ·∇un , (2.8)
for n = 1, 2. Constant λn is the first Lame´ parameter, ζn is the bulk viscosity,
†
µn is the shear modulus, and ηn is the shear viscosity for the n
th material.
Subscript n = 1 represents variables within the fluid and n = 2 represents
variables within the solid, as illustrated in Fig. 2.1. Variable S[t,X(t)] in
†In order to compare with the linearized version of Eq. (15.5) in Landau and Lifshitz,55
let ζ1 = ζ
(L) − 2η(L)/3 and η1 = η(L) where ζ(L) and η(L) are the bulk and shear viscosity
in Ref. 55, respectively. The constant ζ(L) is called the second viscosity in their text.
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Eq. (2.6) is the source function, which is written in terms of both bubble
pulsation and translation as
S[t,X(t)] =
∫ t
−∞
Q(t′)δ[x−X(t′)] dt′ , (2.9)
where Q is the volume velocity of the bubble, and is related to the bubble
radius as Q = 4piR2R˙. The source appears only in Eq. (2.6) since the bubble
resides in the fluid, and not the solid. In addition, because the fluid is assumed
nearly ideal, and only pulsates spherically, the source is only compressional in
nature. While we assume the fluid to have zero shear modulus (µ1 = 0),
including shear viscosity in the fluid allows for the presence of shear effects
within a region of fluid close to the interface, referred to as the boundary
layer. A more intuitive grasp on the source function is obtained by taking a
derivative with respect to time of Eq. (2.6), which then relates the fluid particle
velocity to the volume velocity of the source; this is a more conventional way
of modelling moving sources in fluids.†
We solve Eqs. (2.6) and (2.7) by using a Green’s function method. This
involves replacing the forcing function on the right-hand side of Eq. (2.6) with
delta functions in both space and time. Even though the spatial component of
the Green’s function is already given as a delta function, it is still replaced with
one that does not involve time; in this manner, the temporally-variant spatial
component of the forcing function is involved in final convolution reproducing
particle displacement. The final result is then a convolution of the Green’s
†Equation (11.2.8) of Morse and Ingard35 or Chapter 9 of Dowling and Ffowcs Williams.34
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function with the forcing function.† One advantage of this approach is that we
can now solve the problem at a single instant in time, setting the source at a
single position in space. In other words, even though the source is translating,
this approach allows us to consider the source to be stationary and deal with
its translation as a part of the convolution. Thus, our attention momentarily
shifts to solving (
L1 − ρ1 ∂
2
∂t2
)
g(1) = K1δ(t)∇δ[x−X0] , (2.10)(
L2 − ρ2 ∂
2
∂t2
)
g(2) = 0 , (2.11)
where X0 is the time-independent source position used to determine the
Green’s functions g(1) and g(2). We intentionally leave the fluid bulk mod-
ulus on the right-hand side of Eq. (2.10) for later simplifications. To solve
Eqs. (2.10) and (2.11), we express g(n) in terms of a scalar potential φn and a
vector potential ψ(n) (a Helmholtz decomposition),
g(n) =∇φ(n) +∇×ψ(n) . (2.12)
This decomposition requires an additional condition so that the four func-
tions defined by the decomposition are not arbitrary with respect to the three
components of g(n); this is known as a gauge condition and is chosen to be‡
∇ ·ψ(n) = 0 (2.13)
†Morse and Feshbach,56 Barton,57 and Duffy,58 are exhaustive sources to learn more
about Green’s functions.
‡See pages 210-212 of Morse and Feshbach56 for more background on gauge functions.
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for the nth material. Using this gauge condition along with the vector identity†
∇2g(n) =∇ (∇ · g(n))−∇× (∇× g(n)) , (2.14)
substitution of Eq. (2.12) into Eq. (2.10) with n = 1 and Eq. (2.11) with n = 2
yields
∇
{[
λ1 + ζ1
∂
∂t
+ 2
(
µ1 + η1
∂
∂t
)]
∇2φ(1) − ρ1 ∂
2
∂t2
φ(1) −K1δ(t)δ(x−X0)
}
+∇×
[(
µ1 + η1
∂
∂t
)
∇2ψ(1) − ρ1 ∂
∂t
ψ(1)
]
= 0 , (2.15)
∇
{[
λ2 + ζ2
∂
∂t
+ 2
(
µ2 + η2
∂
∂t
)]
∇2φ(2) − ρ2 ∂
2
∂t2
φ(2)
}
+∇×
[(
µ2 + η2
∂
∂t
)
∇2ψ(2) − ρ2 ∂
∂t
ψ(2)
]
= 0 . (2.16)
Since the terms in both Eq. (2.15) and Eq. (2.16) are taken to be independent
of one another, each must therefore individually be zero. This leads to the
following wave equations for longitudinal and shear wave propagation in both
the fluid and the solid:[
λ1 + ζ1
∂
∂t
+ 2
(
µ1 + η1
∂
∂t
)]
∇2φ(1) − ρ1 ∂
2
∂t2
φ(1) = K1δ(t)δ(x−X0) , (2.17)(
µ1 + η1
∂
∂t
)
∇2ψ(1) − ρ1 ∂
2
∂t2
ψ(1) = 0 , (2.18)[
λ2 + ζ2
∂
∂t
+ 2
(
µ2 + η2
∂
∂t
)]
∇2φ(2) − ρ2 ∂
2
∂t2
φ(2) = 0 , (2.19)(
µ2 + η2
∂
∂t
)
∇2ψ(2) − ρ2 ∂
2
∂t2
ψ(2) = 0 . (2.20)
†Equation (1.5.12) of Morse and Feshbach.56
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In order to express Eqs. (2.17) to (2.20) in the frequency domain, we define the
temporal Fourier transform pair, using the function φ(n) for demonstration:
φ̂(n)(ω,x) = Fω
{
φ(n)(t,x)
}
=
∫ ∞
−∞
φ(n)(t,x)eiωt dt , (2.21)
φ(n)(t,x) = F−1ω
{
φ̂(n)(ω,x)
}
=
1
2pi
∫ ∞
−∞
φ̂(n)(ω,x)e−iωt dω , (2.22)
where throughout this dissertation a hat ·̂ signifies the temporal Fourier trans-
form of the corresponding variable. Hence, setting K1 = ρ1c
2
1 and performing
a forward temporal Fourier transform on Eqs. (2.17) to (2.20) yields
∇2φ̂(1) + k2l,1φ̂(1) = δ(x−X0) , (2.23)
∇2ψ̂(1) + k2t,1ψ̂
(1)
= 0 , (2.24)
∇2φ̂(2) + k2l,2φ̂(2) = 0 , (2.25)
∇2ψ̂(2) + k2t,2ψ̂
(2)
= 0 . (2.26)
where kl,n and kt,n are the longitudinal and transverse wavenumbers within
the nth material, respectively, defined as
kl,n = ω
√
ρn
λ˜n + 2µ˜n
, (2.27)
kt,n = ω
√
ρn
µ˜n
, (2.28)
where λ˜n = λn − iωζn and µ˜n = µn − iωηn.
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2.3 Bubble Near a Viscoelastic Half-space
The study of reflection and transmission from a liquid-solid interface is
not new.† Traditionally, however, the problem is explored from a wave prop-
agation standpoint. In this dissertation the bubble is considered to be very
close to the interface where we anticipate a large portion of the reflected field
to decay exponentially from the interface (i.e., to evanesce). Bearing this in
mind, the general solutions for the field variables are structured differently.
Another difference is that the typical presentation of this problem employs a
Cartesian coordinate system. However, the most convenient coordinate sys-
tem for a spherical bubble near a planar liquid-solid interface is a cylindrical
coordinate system. While cylindrical coordinates have been employed by oth-
ers,60,61 the source term here is different and viscosity is added to the analysis.
The boundary conditions here are identical to those posed by Hay et al.;2 how-
ever, in this dissertation the details of the derivation are explicitly performed
in cylindrical coordinates (r, ϕ, z), and are reduced in complexity due to a
simple half-space geometry.
Mathematically, we are solving Eqs. (2.17) to (2.20) for a point source
located at X0 = (0, 0,−z0). We assume that the bubble translates only along
the z axis, which is normal to the solid-liquid interface located at z = 0, as
shown in Fig. 2.1. Because the problem is axially symmetric, we require that
the angular component of the displacement field be zero. Hence, only the ϕ
†See, for example, Chapter 4 of Brekhovskikh and Godin,59 Chapter 7 of Achenbach,60
and papers by Zhu et al.,61 Hay et al.,2 or de Hoop.62
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Figure 2.1: Geometry of a bubble immersed in a viscous fluid near a viscoelastic
half-space.
component of the vector potentials ψ(n) will have nonzero values. Thus, the
components of Eq. (2.12) may be reduced to
g(n)r =
∂φ(n)
∂r
− ∂ψ
∂z
(n)
, (2.29)
g(n)ϕ = 0 , (2.30)
g(n)z =
∂φ(n)
∂z
+
1
r
∂
∂r
(
rψ(n)
)
, (2.31)
where ψ(n) = ψ(n)eϕ.
Before using Eqs. (2.29)–(2.31) to solve Eqs. (2.23)–(2.26), we ex-
press g(n) through its angular spectrum. The following spatial Fourier trans-
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form pairs are defined to express the potential functions φ(n) and ψ(n) (com-
prising g(n)) as angular spectra within their respective Helmholtz equations
[Eqs. (2.23)–(2.26)]:
Φ(n)(ω, κ, z) = 2piH0
{
φ̂(n)(ω, r, z)
}
= 2pi
∫ ∞
0
φ̂(n)(ω, r, z)J0(κr)r dr , (2.32)
φ̂(n)(ω, r, z) =
1
2pi
H−10
{
Φ(n)(ω, κ, z)
}
=
1
2pi
∫ ∞
0
Φ(n)(ω, κ, z)J0(κr)κ dκ , (2.33)
for the scalar potentials, and
Ψ(n)(ω, κ, z) = 2piH1
{
ψ̂(n)(ω, r, z)
}
= 2pi
∫ ∞
0
ψ̂(n)(ω, r, z)J1(κr)r dr , (2.34)
ψ̂(n)(ω, r, z) =
1
2pi
H−11
{
Ψ(n)(ω, κ, z)
}
=
1
2pi
∫ ∞
0
Ψ(n)(ω, κ, z)J1(κr)κ dκ , (2.35)
for the vector potentials. We define variables r =
√
x2 + y2 and κ as the spatial
analog of angular frequency, where Jm is the Bessel function of the first kind of
order m which is associated with the Hankel transform of the same order Hm.
In cylindrical coordinates we note that the angular spectrum for the scalar
potential is obtained differently than for the vector potential. This is because
the Laplacian of the scalar potential satisfies the corresponding component of
Bessel’s equation for J0, whereas the Laplacian of the vector potential satisfies
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the same component of Bessel’s equation for J1.
† Using the spatial transforms
given in Eqs. (2.32)–(2.35), we transform Eqs. (2.23)–(2.26) to the angular-
spectrum domain, resulting in the following ordinary differential equations:
∂2
∂z2
Φ(1) − κ2l,1Φ(1) = δ (z + z0) , (2.36)
∂2
∂z2
Ψ(1) − κ2t,1Ψ(1) = 0 , (2.37)
∂2
∂z2
Φ(2) − κ2l,2Φ(2) = 0 , (2.38)
∂2
∂z2
Ψ(2) − κ2t,2Ψ(2) = 0 , (2.39)
where
κ2l,n = κ
2 − k2l,n , (2.40)
κ2t,n = κ
2 − k2t,n . (2.41)
General solutions for Eqs. (2.36) to (2.39) are written in the form
Φ(1) =
{
Ae−κl,1z +Beκl,1z for −z0 ≤ z ≤ 0 ,
Ceκl,1z for z ≤ −z0 ,
(2.42)
Ψ(1) = Deκt,1z for z ≤ 0 , (2.43)
Φ(2) = Ee−κl,2z for z ≥ 0 , (2.44)
Ψ(2) = Fe−κt,2z for z ≥ 0 , (2.45)
where A, B, C, D, E, and F are unknown coefficients that are obtained by
satisfying the boundary conditions. This form of a general solution represents
†∇2φ(n)=
(
∂2
∂r2
+ 1r
∂
∂r +
∂2
∂z2
)
φ(n) is the Laplacian of the scalar potential, whereas the
Laplacian for the vector potential is ∇2ψ(n)=−∇×∇×ψ(n)=
(
∂2
∂r2
+ 1r
∂
∂r − 1r2 + ∂
2
∂z2
)
ψ(n)
given that ψ(n)=ψ(n)eϕ.
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waves that travel perpendicular to the interface, as shown in Fig. 2.2. When
κ ≥ kl,n, longitudinal wave propagation ceases and the resulting evanescent
field decays exponentially with distance. Similarly, shear wave propagation
becomes evanescent when κ ≥ kt,n. Because κl,n and κt,n both involve square
roots of complex functions, there are four possible roots that satisfy Eqs. (2.40)
and (2.41), respectively. The root which describes the correct physics (i.e.,
exponential decay from the interface) is when Re{κl,n}≥ 0 and Im{κl,n}≤ 0.†
The same branch is chosen for κt,n.
The general solutions defined for the potential functions in the angular
spectrum domain are used in the boundary-condition equations formulated
in Section 2.3.1. We can also use them to define expressions for the Green’s
function in the angular-spectrum domain, where the non-zero components are
given by
G(n)r = i
(
κΦ(n) +
∂
∂z
Ψ(n)
)
, (2.46)
G(n)z =
∂
∂z
Φ(n) + κΨ(n) , (2.47)
where Eq. (2.46) is multiplied by−i to equate the Hankel transform [Eq. (2.34)]
with the original spatial Fourier transform in Cartesian coordinates.‡ Because
of the Dirac delta function in Eq. (2.36), we consider this problem to have two
boundaries: (1) the solid-liquid interface at z = 0, and (2) the source plane
†Stipulations on the imaginary part of κl,n are determined by how we defined our tempo-
ral Fourier transform pair in Eqs. (2.21) and (2.22). The convention used for this transform
pair is similar to assuming an e−iωt time dependence.
‡Similar to Eq. (7) of Hay et al.2
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Figure 2.2: Directions of wave propagation and corresponding complex am-
plitude coefficients.
parallel to the solid-liquid interface at z = −z0. The Dirac delta function is
thus incorporated in the boundary condition for the source plane, rendering
the ordinary differential equation homogeneous. This methodology is standard
in solving many Green’s function problems.†
2.3.1 Interface boundary conditions
At the liquid-solid interface we require continuity of displacement and
stress. Because the Green’s function is acting as the solution for our displace-
†Pages 22–24 of Duffy.58
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ment field, we treat it as such. Hence, at the liquid-solid interface the radial
component of displacement in the fluid, Eq. (2.29) with n = 1, must be equal
to the radial component of the displacement in the solid, Eq. (2.29) with n = 2,
giving
∂
∂r
φ(1) − ∂
∂z
ψ(1) =
∂
∂r
φ(2) − ∂
∂z
ψ(2) at z = 0 ,
which in the angular-spectrum domain becomes†
−κΦ(1) − ∂
∂z
Ψ(1) = −κΦ(2) − ∂
∂z
Ψ(2) at z = 0 ,
using the relation H1
{
∂φ(n)/∂r
}
= −κH0
{
φ(n)
}
.63 Substitution of the gen-
eral solutions for Φ(n) and Ψ(n) [Eqs. (2.42)–(2.45)] into the previous equation
gives
κ (A+B) + κt,1D = κE − κt,2F . (2.48)
Following an identical procedure, we impose continuity of normal displacement
or, equivalently, continuity of the z component of the Green’s function:
∂
∂z
φ(1) +
1
r
∂
∂r
(
rψ(1)
)
=
∂
∂z
φ(2) +
1
r
∂
∂r
(
rψ(2)
)
at z = 0 .
When expressed in terms of the general solutions and evaluated at the bound-
ary z = 0, the previous expression yields
−κl,1 (A−B) + κD = −κl,2E + κF . (2.49)
†This expression does not match Eq. (2.46) because we have not multiplied the result by
−i, which relates the Hankel transform of order one to the spatial Fourier transform.
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Boundary conditions for the shear and normal stress components are
derived in a similar manner and merely given here, where the derivation is
performed in Appendix A. Continuity of shear stress yields
β1κl,1 (A−B)− α1D = β2κl,2E − α2F , (2.50)
and continuity of normal stress gives
α1 (A+B) + β1κt,1D = α2E − β2κt,2F , (2.51)
where
αn = µ˜n
(
κ2 + κ2t,n
)
, (2.52)
βn = 2µ˜nκ . (2.53)
2.3.2 Source boundary conditions
In the source plane we require continuity of the field variable Φ(1),
which is expressed mathematically by evaluating the field a distance  above
and below the source plane as → 0:
lim
→0
Φ(1)(−z0 + ) = lim
→0
Φ(1)(−z0 − ) .
Substitution of Eq. (2.42) into the preceding expression yields
Aeκl,1z0 +Be−κl,1z0 − Ce−κl,1z0 = 0 . (2.54)
The final source condition defines the discontinuity over the source plane of the
first derivative of Φ(1), which arises since two derivatives of Φ(1) is proportional
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to a spatial Dirac delta function [Eq. (2.36)]. The boundary condition is
derived by integrating Eq. (2.36) over z from −z0 −  to −z0 +  in the limit
as → 0, which simplifies to
lim
→0
∂
∂z
Φ(1)(z)
∣∣∣∣z=−z0+
z=−z0−
= 1 . (2.55)
The integration of the right-hand side of Eq. (2.36) is 1 since, by definition, that
is the area under a delta function.† Substitution of Eq. (2.42) into Eq. (2.55)
produces
Aeκl,1z0 −Be−κl,1z0 + Ce−κl,1z0 = − 1
κl,1
, (2.56)
and combining Eqs. (2.54) and (2.56) allows us to explicitly solve for the
coefficient A:
A = − 1
2κl,1
e−κl,1z0 . (2.57)
This is the result for a free-space Green’s function [Eq. (3.4.3) of Duffy.58],
which is what the coefficient A represents since all energy traveling in its
direction (toward the interface) must be produced by the source (i.e., the
bubble).
2.3.3 Solving for the reverberant fields
Given that A is now known, we are able to solve Eqs. (2.48)–(2.51)
for coefficient B, which is the principle coefficient needed to calculate the
†Equation (1.38) of Williams.64
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fields affecting the bubble dynamics due to reflections from the interface. The
coefficient B is written as
B = −(C1 + C2)− (C3 − C4)
(C1 + C2) + (C3 − C4)A , (2.58)
where
C1 = [(β1 − β2)κl,2κt,1 − (α1 − α2)κ] (α1 − α2)κ ,
C2 = [(β1κ− α2)κt,1 + (β2κ− α1)κt,2] (β2κ− α1)κl,2 ,
C3 = [(β1κ− α2)κt,1 + (β2κ− α1)κt,2] (β1κ− α2)κl,1 ,
C4 = [(β1 − β2)κl,2κt,1 − (α1 − α2)κ] (β1 − β2)κl,1κt,2 .
The details of this result can be found in Appendix B. In order to obtain
results for all coefficients, it is easiest to write Eqs. (2.48)–(2.51) in matrix
form and solve the linear system of equations numerically:
κ κt,1 −κ κt,2
κl,1 κ κl,2 −κ
α1 β1κt,1 −α2 β2κt,2
β1κl,1 α1 β2κl,2 −α2


B
D
E
F
 =

−κ
κl,1
−α1
β1κl,1
A . (2.59)
Once the coefficients are obtained, a solution for the displacement in
the fluid is obtained by convolving the temporal Green’s function for the fluid
with the source function given in Eq. (2.9). This source function, however, is
overly complicated for the problem at hand. One simplification is to evaluate
the particle velocity of the fluid, instead of its displacement. This is achieved
after taking a derivative with respect to time of Eq. (2.6), yielding(
L1 − ρ1 ∂
2
∂t2
)
u˙1 = K1Q(t)∇δ[x−X(t)] . (2.60)
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Reformulation of the entire problem in terms of velocity potentials yields iden-
tical boundary conditions. Thus, the solutions obtained for the displace-
ment potentials are convolved with the derivative of the source function,
Q(t)δ[x−X(t)], producing an expression for the velocity potential. We are
interested in the reverberant pressure and its gradient, and obtain a temporal
form of these quantities by convolving the new source function given here with
the reverberant portion of the fluid scalar potential:
prev = −ρ1 ∂
∂t
∫ ∞
−∞
∫
X0
φrev(t− τ ; x,X0)Q(τ)δ[X0 −X(τ)] dX0dτ . (2.61)
Variable φrev represents the portion of the fluid scalar potential that is prop-
agating back onto the bubble due to the interface. Its angular spectrum is
the term Beκl,1z, originally defined in Eq. (2.42), and is expressed in the time
domain after a spatial and temporal inverse transforms:
φrev[t; x,X(τ)] = F−1ω
{
1
2pi
H−10 {Φrev}
}
= F−1ω
{
1
2pi
∫ ∞
0
B(X0) e
κl,1zJ0(κr)κ dκ
}
. (2.62)
The convolution on the right-hand side of Eq. (2.61) thus represents the rever-
berant velocity potential, where a derivation of the relationship between the
momentum equation used here, and that used to derive the Green’s function,
is given in Appendix C. Equation (2.61) is then simplified through the sifting
property:†
prev[t,x=X(t)] = −ρ1 ∂
∂t
∫ ∞
−∞
φrev[t− τ ; x,X(τ)]Q(τ) dτ . (2.63)
†Equation (1.37) of Williams.64
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The calculation of the reverberant pressure is often performed numerically,
where details of this calculation are explained in Chapter 3.
The reverberant portion of the vector potential ψ(1) is not included in
the computation of the reflected pressure, or its gradient, since the fluid has
no shear modulus, and it ultimately does not contribute to compression of the
bubble. In addition, because all fields are axially symmetric, translation only
occurs in the z direction (perpendicular to the interface). Thus, Eq. (2.62) is
simplified by only considering the field at the bubble position along the z axis,
i.e., r = 0 and z = −zb(t):
φrev = F−1ω
{
1
2pi
∫ ∞
0
B[−zb(τ)] e−κl,1zb(τ)κ dκ
}
. (2.64)
Calculating the translation perpendicular to the interface requires the
pressure gradient in the ez direction, written as
∂prev
∂z
= − ∂
∂t
ρ1
∫ ∞
−∞
grev[t− τ ; x,X(τ)]Q(τ) dτ , (2.65)
where grev = ∂φrev/∂z, which is obtained in a similar manner to φrev:
grev = F−1ω
{
1
2pi
∫ ∞
0
∂
∂z
B(X0) e
κl,1zJ0(κr)κ dκ
} ∣∣∣∣
X0=X(τ)
= F−1ω
{
1
2pi
∫ ∞
0
κl,1B[−zb(τ)] e−κl,1zb(τ)κ dκ
}
. (2.66)
We refer to grev as the transfer function for the reverberant pressure gradient
and always consider it to be evaluated at the center of the bubble [x = X(t)].
Equation (2.65) is the contribution of the reflections from the interface onto
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the bubble in Eq. (2.2). For a free response (no external driving source) it is
the only pressure gradient within the fluid accounted for in the model. This
dissertation focuses on the reverberant pressure gradient since it is the term
involved in describing bubble translation.
In summary, computation of the reverberant fields within the fluid is
somewhat arduous. First, an analytical form of the angular spectrum of the re-
verberant fields within the fluid is obtained by solving the boundary-condition
equations at the liquid-solid interface for the coefficient B. This coefficient
is then combined with the reverberant portion [the portion multiplied by the
coefficient B in Eq. (2.42)] of the general solution of the scalar potential defin-
ing the fluid Green’s function. A time domain signal of the scalar potential
associated with the reverberant pressure is obtained after integration in both
the angular-spectrum and frequency domains, and convolution of this result
with the volume velocity of the source at its current location yields the re-
verberant portion of the velocity potential in the fluid. Both the reverberant
pressure and its gradient are then related to the reverberant velocity potential
and substituted into the bubble dynamics equations, Eqs. (2.1) and (2.2).
2.4 Half-Space Assumption
While the theory developed in Sections 2.2 and 2.3 assumes that both
the liquid and the viscoelastic solid are infinite in extent, actual experiments
involve finite layers.1,3, 65 Thus, it is important to know at what thickness
the viscoelastic layer may be approximated as a half-space—the thickness at
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which the analysis here is comparable to experiments. Figure 2.3 shows the (a)
magnitude and (b) phase of ĝrev(ω) at a distance of 22.5µm from the interface
between the water and the a of the viscoelastic layer nearest to the bubble.
The spectra are normalized with the corresponding spectra for an image source
which is in phase with the bubble dynamics, derived in Appendix D [Eq. (D.5)]:
ĝim = − ∂
∂z
eiωD/c1
4piD
=
(
i
ω
c1
− 1
D
)
eiωD/c1
4piD
, (2.67)
where D = z0 − z, and we evaluate the field at the source location z = −z0.
The material properties for the fluid are those for water and the viscoelastic
layer is assigned values similar to those for tissue. The specific values for both
the fluid and the tissue-like solid are listed in Table 2.1. The theory used to
calculate ĝrev(ω) for a viscoelastic layer is given by Hay et al.
2 As the thickness
of the layer exceeds about 1 mm, we note that all of the undulations in the
spectra disappear, and the spectrum converges to that obtained assuming a
half-space. The thicknesses used by others is generally larger than this
Water Viscoelastic layer
Density (kg/m3) 998 1012
Speed of sound (m/s) 1484 1518
Shear modulus (Pa) 0 5666
Shear viscosity (Pa·s) 10−3 1.5× 10−3
Bulk viscosity (Pa·s) 0 0
Table 2.1: Material properties of water and the viscoelastic layer used to
calculate ĝrev(ω) shown in Fig. 2.3.
value.1,2 Further, for low-amplitude bubble pulsation the only relevant portion
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/ĝ
im
|
(a)
105 106 107 108 109
Frequency (Hz)
−pi/2
0
pi/2
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Figure 2.3: The (a) magnitude and (b) phase of ĝrev(ω), normalized by the
corresponding spectrum for an image source [Eq. (2.67)], calculated a distance
22.5µm (7.5R0 for R0 = 3µm) from the viscoelastic layer. The material
properties for the fluid are water and those for the viscoelastic layer are tissue-
like, where specific values are listed in Table 2.1. The theory used to calculate
the spectra from a viscoelastic layer is given by Hay et al.2
of the spectra is near the oscillation frequency of the bubble, where the natural
oscillation frequency for a bubble of radius 3µm (a common bubble radius
used throughout this dissertation) is denoted by the region of the axes in
Fig. 2.3 shaded in pink. The frequency spectra are evaluated at frequencies
much higher than the natural oscillation frequency of the bubble to resolve
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numerically in time the very small distance between the interface and the
bubble center. While the spectra can vary in phase and amplitude for different
distances from the interface, or for different fluid and solid material properties,
the undulations are not significant enough to wildly alter the physics gleaned
from the half-space approximation considered here. However, we note that
this assumption must be evaluated on a case-by-case basis since the bubble
size and distance from the interface will change how thick the layer must be
such that its corresponding spectrum is similar to that for a half space.
2.5 Conclusion
This chapter introduced the fundamental nonlinear equations used to
model the dynamics of a spherical bubble immersed in a viscous fluid and near
a viscoelastic solid. A Rayleigh-Plesset type equation was used to describe the
bubble pulsation, and was coupled to a momentum equation describing bubble
translation. The effects due to the fluid-solid interface affecting bubble pulsa-
tion and translation were included as terms in the bubble dynamics equations
as a reverberant pressure and a reverberant pressure gradient, respectively.
These terms were obtained via a Green’s function method. The Green’s func-
tion accounts for elastic wave propagation in the solid, and viscosity in both
the liquid and the solid. An explicit analytical expression for the angular
spectrum of the reverberant fields was derived for an arbitrary viscous fluid
and viscoelastic solid, where temporal expressions of these fields are generally
obtained numerically.
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This chapter also justified the use of a viscoelastic half-space to approx-
imate the viscoelastic layers used in experiments. This simplification greatly
reduces the complexity of the problem, and helps to focus on the pertinent
physics of the problem at hand. It was shown that the half-space approxi-
mation is valid when the layer has tissue-like properties and its thickness is
greater than a few millimeters. This is often the case for the experiments with
which we compare.1,2
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Chapter 3
Numerical Implementation
The focus of this chapter is on the details of numerical implementation
of the bubble dynamics equations. The first step will be to outline the nondi-
mensionalization parameters used for these equations; the small bubble size
and its corresponding large natural frequency make this step imperative. Next,
a simplified numerical implementation of the problem is considered where the
bubble is assumed to be in free space. Last, the many details involved in
numerically calculating the reverberant fields are addressed. The bubble dy-
namics equations are temporal differential equations, and are solved for using
a Green’s function method. However, the Green’s function is only expressed
analytically in the angular-spectrum domain. Thus, integration over both the
angular frequency ω and the wavenumber κ must be performed to obtain a
temporal Green’s function, with which we can simulate the bubble dynamics
equations [Eqs. (2.1) and (2.2)]. By accounting for bubble translation in the
model, the Green’s function must be recalculated each time the bubble moves.
Therefore, it is of interest to explore possible alternatives to this procedure.
Analytical treatment of moving sources has previously been given much
attention.34,40,42,66–69 In order to evaluate the fundamental equations, how-
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ever, simplifications are often required. The two most common simplifications
are a constant-velocity source,40,42,66–68 and describing the object in motion as
a Dirac delta function in space.40,42,66,67 Assuming a constant-velocity source
is generally acceptable because the end application is commonly aeroacoustics
or underwater acoustics. In this dissertation, however, this assumption may
not be appropriate due to the lurching motion of a bubble during collapse and
rebound. Fortunately, we are able to describe the bubble as a spatial Dirac
delta function which changes its spatial location as a function of time.
Works relying more heavily on numerical calculations to approximate
the field produced by a moving source are also ubiquitous.36–39,41 However,
most of the work involving this problem assumes a free-space Green’s func-
tion which greatly simplifies the numerical computation. The work done by
Schmidt et al.38 is similar to the method employed in this dissertation, in
that the field calculated for the moving source is affected by a nearby layer.
However, the movement of the source considered by Schmidt et al.38 is always
considered to be parallel to the interface, changing the numerical approach
entirely. Numerically, the work presented here is most similar to that of Sabra
et al.36,37
3.1 General Numerical Implementations
Before delving into the details of the numerical implementation of the
reverberant pressure gradient, we focus on some of the generalities common to
many different calculations.
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3.1.1 Nondimensionalization
A requisite procedure for numerical accuracy for problems with both
large and small scales is nondimensionalization of the expressions at hand.
Because the typical bubble of interest is only a few microns large, the nat-
ural resonance frequency of the bubble is around a megahertz. The inverse
relationship between the length scale of the bubble size and the frequencies of
oscillation can cause inaccuracies in the numerical simulations. In addition,
the spectrum of the Green’s function includes frequencies much higher than
the resonance frequency of the bubble. Under these circumstances, nondimen-
sionalization is imperative.
For these simulations, we choose the length scale to be the equilib-
rium bubble radius R0 and the time scale to the period of natural oscillation
frequency for linear pulsation,
T0 =
2pi
ω0
, (3.1)
where ω0 is natural oscillation frequency of the bubble in free space. The term
used to nondimensionalize pressure is a consequence of the chosen time and
length scales, given to be ρ1R
2
0/T
2
0 .
We solve the nondimensional versions of Eqs. (2.1) and (2.2) for R¨
and X¨, respectively. This coupled set of equations is then solved numeri-
cally by employing a standard numerical integration scheme. The simulations
performed in this dissertation employ the FORTRAN version of the CVODE
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package for both the integration of the bubble dynamics equations and the
inverse spatial transform of the angular spectrum of the Green’s function.70
3.1.2 Free field dynamics
This first and simplest case to implement numerically is to neglect the
interface, assuming the bubble pulsates and translates in free space. For this
case, it is not necessary to compute the reverberant fields prev, ∇prev, and urev
in Eqs. (2.1) and (2.2). We describe the pressure from the drive source as a
sinusoidal plane wave,
psrc = Ad sin [ωd (t− x/c1)] , (3.2)
where c1 is the compressional wave speed in the liquid after neglecting viscosity,
Ad is the amplitude of the drive source, and ωd is the frequency at which the
bubble is driven. For numerical reasons, we gate the sine wave with a sigmoid
function, defined as
W (t) =
1
e−χωd(t−x/c1) + 1
, (3.3)
where χ defines how quickly the sigmoid function changes from zero to one.
Hence, the value of the source pressure at the bubble location is given by
pe = psrc(X) [W (t)−W (t− T )] , (3.4)
where T is the time at which the source turns off, and the source function is
spatially evaluated at the center of the bubble, x = X, as Eqs. (2.1) and (2.2)
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are numerically integrated. The pressure gradient along the x axis of the first
term on the right-hand side of Eq. (3.4) is
∂
∂x
(psrcW ) = −W ωd
c1
{
Ad cos [ωd (t− x/c1)] + χe−χωd(t−x/c1)psrcW
}
. (3.5)
3.1.3 Nonlinear free-field simulation
Figure 3.1 shows the radial pulsation and translation for a typical sim-
ulation of a nonlinearly oscillating and translating bubble of radius 3µm in
free space, driven by an external source. The drive source is a 5-cycle gated
sinusoid, defined by Eq. (3.4) where T = 5, Ad = 5P0, χ = 2.5, and ωd = ω0.
The maximum value of the bubble radius, induced by the drive source, is large
in this simulation and the radial oscillations are highly nonlinear. The bubble
collapse occurs during a region of time where the bubble radius quickly falls
from being several equilibrium radii to a local minimum. The translational
dynamics are coupled to the radial pulsation such that collapse corresponds to
moments of high translational velocity and acceleration. During these times,
the bubble can be seen to quickly accelerate in the direction of the pressure
gradient. The translational motion then comes to an equally abrupt stop as
the bubble radius begins to expand again. Although the bubble trajectory
contains regions of high translational velocity and acceleration, the amount of
translation in between each collapse is very small. It is during these periods of
little movement where most of the simulation takes place. Thus, even though
the computation of the reverberant fields requires a recalculation of the Green’s
function, Fig. 3.1 shows promise that much of the simulation can be simplified
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Figure 3.1: Simulations of bubble (a) pulsation and (b) translation for a bubble
of radius 3µm in free space. The bubble is excited by a five-cycle, gated sine
wave with a 5P0 pressure amplitude.
by assuming a stationary bubble to compute the Green’s function—during
times where bubble translation is minimal.
3.2 Reverberant Fields
As shown in Section 2.3.3, the analytical representation of the reverber-
ant pressure and its gradient involves two inverse transforms: (1) an inverse
spatial transform and (2) an inverse temporal transform. Generally, these
operations cannot be performed analytically and are therefore computed nu-
merically. The details for numerical implementation of each of these inverse
transforms are given here.
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3.2.1 Angular-spectrum domain
Before obtaining the spectra of the reverberant pressure and its gradient
in spatial coordinates, we first perform an inverse spatial transform. As with
the bubble dynamics equations, we also nondimensionalize this operation. In
the angular-spectrum domain we nondimensionalize the wavenumber variables
κ, κl,n, and κt,n with
k0 =
ω0
c1
.
For example, the nondimensional form of κl,1 is
κl,1
k0
=
√√√√( κ
k0
)2
− (ω/ω0)
2
1− iω
(
2η1+ζ1
ρ1c21
) , (3.6)
where κ/k0 is the new nondimensional angular-spectrum variable, and ω is
put in terms of ωT0, the nondimensional angular frequency. Using this nondi-
mensionalization parameter in conjunction with those defined in Section 3.1.1,
the nondimensionalization of the inverse spatial transform for the reverber-
ant scalar potential yields the form given in Eq. (2.62) (except that all of the
variables are now nondimensional), multiplied by k0:
φ̂rev =
k0
2pi
H−1 {Φrev} , (3.7)
where the nondimensional angular spectrum is Φrev = k0Be
κl,1z. The
nondimensionalization of quantities involving both a spatial and an angular-
spectrum variable (i.e., the product κl,1z) result in the quantity k0R0 after
nondimensionalization. This quantity helps maintain numerically calculations
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near unity and is thus desirable in nondimensionalized expressions. This is
achieved, for example, in Eq. (3.7) by expressing the left-hand side as a nondi-
mensional version of φ̂rev divided by R0 and then solving for the nondimen-
sional φ̂rev. This identical procedure may be performed to obtain a nondi-
mensional form of ĝrev = ∂φ̂rev/∂z used to compute the reverberant pressure
gradient, which results in the form given in Eq. (2.66) multiplied by (k0R0)
2.
The final detail for numerical integration is determining an upper bound
of integration. This value may be drastically different for different locations
from the interface. However, we are only interested in the field inasmuch as it
affects the bubble. Thus, evaluating Eq. (3.7) at the bubble center (0,0,−z0)
is the sole location of interest. Thus, we evaluate the integrand of the inverse
spatial transform of ĝrev(ω0) to determine an upper bound of integration.
Figure 3.2 plots the (a) magnitude and (b) phase of the integrand of
the inverse spatial transform of ĝrev(ω0) for an interface between water and a
tissue-like solid at varying distances from the interface. The specific material
properties for the water and the solid are given in Table 3.1. The vertical
dashed lines labeled L1 and L2 near κ/k0 = 1 represent where κ is equal
to the real part of the longitudinal wavenumbers kl,1 and kl,2, respectively.
The line labeled L3 shows where κ is equal to the real part of the transverse
wavenumber kt,2; we do not show a line where κ is equal to the real part
of kt,1 since transverse wave propagation in the fluid is always evanescent.
Lines L1, L2, and L3 help to decipher when the interaction at the interface
generates a field potential that either propagates or decays exponentially from
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Fluid Solid
Density (kg/m3) 998 1030
Speed of sound (m/s) 1484 1580
Shear modulus (Pa) 0 106
Shear viscosity (Pa·s) 10−3 1.5× 10−3
Bulk viscosity (Pa·s) 3.09× 10−3 0
Table 3.1: Material properties assigned to the fluid and tissue-like solid during
calculation of the integrand of H−10 {Grev} [Eq. (2.66)] shown in Fig. 3.2. The
fluid is assigned values for water, while the viscoelastic solid is given tissue-like
properties.
the interface. For example, we recall [Eq. (2.40)] that
κl,n =
√
κ2 − k2l,n , (3.8)
which for values where κ < Re{kl,n} is almost entirely imaginary (since k2l,n
is almost entirely real) and corresponds to a compressional wave which prop-
agates in the nth medium. When κ > Re{kl,n}, however, Eq. (3.8) is mostly
real and therefore corresponds to a compressional wave whose amplitude de-
cays exponentially in the nth medium. This same analysis is also true for the
wavenumbers corresponding to shear waves κt,n, but the shear component in
the fluid admits a large amount of evanescent decay for all κ since k2l,1 is imagi-
nary. Significant decay of the entire spectrum is observed after the longitudinal
waves in both media, and the transverse wave in the viscoelastic medium, are
evanescent (κ > |kl,1|, |kl,2|, |kt,2|). The line labeled L4 corresponds to a min-
imum in the denominator of the coefficient B [Eq. (2.58)]. For a liquid-solid
interface without viscosity, this minimum is consistent with one of the roots
of the characteristic equation defining interface waves [see, e.g., Eq. (15) of
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Zhu et al.61]. Because this peak occurs in a region where evanescent decay is
expected for both compressional and shear waves in the fluid and the solid,
the wave is confined to the surface and is likely the Scholte wave. Another
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Figure 3.2: The (a) magnitude and (b) phase of the integrand of H−10 {Grev}
for an interface between water and a tissue-like solid, evaluated along the z
axis at distances from the interface ranging from 2.5R0 to 7.5R0 for R0 = 3µm.
The vertical, dashed lines labeled L1, L2, and L3 indicate where κ = Re{kl,2},
Re{kl,1}, and Re{kt,2}, respectively. Line L4 represents a minimum in the
denominator of the coefficient B [Eq. (2.58)]. Specific material parameters for
both water and the viscoelastic medium are given in Table 3.1.
feature to recognize is the small region of constant amplitude in between lines
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L1 and L2. This region represents the angles at which total internal reflection
occurs, and only occurs for angles nearly grazing the surface of the interface
since the compressional wave speed in the fluid and the tissue-like solid are
nearly similar. This is more easily seen in Fig. 3.3.
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Figure 3.3: A closeup of the magnitude of the integrand of H−10 {Grev} shown
in Fig. 3.2. As in Fig. 3.2, the vertical dashed lines labeled L1, L2, and L3
indicate where κ = Re{kl,2}, Re{kl,1}, and Re{kt,2}, respectively. Line L4
represents a minimum in the denominator of the coefficient B [Eq. (2.58)].
The amount of evanescent decay in the reverberant field is highly depen-
dent on the distance of the bubble from the interface, which explains the wide
range in amplitudes between the magnitude of the spectra shown in Figs. 3.2
and 3.3 for κ/k0 > 1; the magnitude of the spectrum at distance 7.5µm
from the interface (2.5R0 for R0 = 3µm) contains a much greater magnitude
compared to the corresponding magnitude at distance 22.5µm from the in-
terface (7.5R0). In addition, the phase of the integrand of H−10 {Grev}, shown
in Fig. 3.2(b), does not vary as the distance from the interface is changed.
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Last, because the magnitude of the spectrum is insignificant for κ/k0 > 1000,
numerical integration is only required to this point. This limit was sufficient
for the vast majority of cases we evaluated, while the maximum value for κ/k0
was typically set at a value of around 1900. The inverse spatial transform is
performed using the FORTRAN version of the CVODE package,70 a standard
backwards-differentiation routine.
3.2.2 Frequency domain
With the quantities φ̂rev(ω) and ĝrev(ω) calculated, we outline the steps
required to express the reverberant pressure and its gradient in the time do-
main. Because these reverberant fields are ultimately calculated via a convolu-
tion [Eqs. (2.63) and (2.65)], there is some freedom in the numerical approach.
For a stationary source, a convolution is generally performed in one of two
ways: (1) by explicit evaluation of the convolution integral in the time do-
main, or (2) by multiplication of the spectra in the frequency domain. Because
the reverberant fields are only needed at the current time, the first method is
computationally more efficient than the second.2
When the bubble moves, however, the methods used to calculate the
reverberant fields produced by a stationary bubble are inaccurate. Implemen-
tation of the first method with a moving source can be inaccurate since the
Green’s function may be significantly altered at each time step. While several
Green’s functions may be calculated, this approach would then involve skip-
ping between Green’s functions—computing entire time series of data for each
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Green’s function when only a few time steps are necessary before moving the
next Green’s function. Additionally, the second method does not help with
simplification since the source function is composed of two functions that de-
pend on time. The transform of this source function involves a convolution in
the frequency domain between the spectra of the volume velocity and bubble
translation, with the additional complication of the variable bubble location
being embedded within the Green’s function. Thus, the simplest approach is
to keep the volume velocity and bubble translation as functions of delay time
τ , while transforming the Green’s function into the frequency domain. Mathe-
matically, this is achieved by taking temporal Fourier transforms of Eqs. (2.63)
and (2.65):
p̂rev = iωρ1
∫ ∞
−∞
φ̂rev[ω,X(τ)]Q(τ)e
iωτ dτ , (3.9)
∂p̂rev
∂z
= iωρ1
∫ ∞
−∞
ĝrev[ω,X(τ)]Q(τ)e
iωτ dτ . (3.10)
If the source is stationary, then φ̂rev and ĝrev can be removed from the inte-
grands in Eqs. (3.9) and (3.10), respectively, and by definition the remaining
integrals both become the spectrum of the volume velocity. Because we al-
low the source to move, however, these quantities depend on the integration
variable cannot be removed. The form of Eqs. (3.9) and (3.10) are somewhat
ideal, since we do not transform the volume velocity or translation of the bub-
ble and can use the spectrum of the Green’s function before performing an
inverse Fourier transform. The reverberant fields may then be calculated by
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performing an inverse Fourier transform at only the current time tc,
prev(tc) =
1
2pi
∫ ∞
−∞
p̂reve
−iωtc dω . (3.11)
In order to use Eqs. (3.9) and (3.10) in the numerical simulations, they
are represented as discrete sums for the numerical calculation as
p̂rev = iωρ1∆t
tc∑
k=ti
φ̂rev[ω,X(tk)]Q(tk)e
iωtk , (3.12)
∂p̂rev
∂z
= iωρ1∆t
tc∑
k=ti
ĝrev[ω,X(tk)]Q(tk)e
iωtk , (3.13)
where ∆t represent the time step tk+1 − tk and the summation spans from an
initial time ti to the current simulation time tc. Additionally, in the frequency
domain the delay time τ is the only explicit temporal variable and is thus
replaced with variable t for clarity. At each new time step the spectra for the
reverberant fields are calculated by adding the effects from the current time.
For example, to calculate the reverberant pressure initially, we multiply the
initial values for the volume velocity with φ̂rev:
p̂rev(t0) = iωρ1∆tφ̂rev[ω,X(t0)]Q(t0)e
iωt0 ,
where t0 is the first time step of the simulation. Computation of the next time
step merely involves adding the effects from the current time, since
p̂rev(t1) = iωρ1∆t
{
φ̂rev[ω,X(t0)]Q(t0)e
iωt0 + φ̂rev[ω,X(t1)]Q(t1)e
iωt1
}
= p̂rev(t0) + iωρ1∆tφ̂rev[ω,X(t1)]Q(t1)e
iωt1 , (3.14)
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where t1 is the second step of the simulation. Thus, at each time step the
reverberant fields are calculated by adding the effects from the current time to
the existing spectra and then computing a one-point inverse Fourier transform
at the current time step.
The downside to computing the reverberant pressure and its gradient
in this way is that we maintain the simulation history in the frequency domain;
therefore, the maximum simulation time is
tmax =
N
fmax
, (3.15)
where N is the number of discrete frequencies in the spectrum and fmax is
the maximum frequency at which the spectra are computed. For t > tmax,
the temporal solution will alias and the results are no longer valid. Hence,
computing the spectrum of the Green’s function becomes increasingly more
time consuming for longer simulation times since we require a larger N .
3.3 Numerical Simplifications
If the simulation is performed by calculating the reverberant fields as
described by Eqs. (3.12) and (3.13), a large portion of the computation time
is used to recompute the Green’s function at each time step. An illustrative
example is helpful to understand this point; imagine that the evolution of the
bubble is simulated as given in Fig. 3.4. In this figure the green bubble is
the state of the bubble dynamics at the current simulation time. All white
dashed bubbles to the left of the green bubble represent states of the bubble
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at previous simulations times, while those to the right represent future states.
time
Figure 3.4: Cartoon of the bubble evolution where the current time step is
represented by the green bubble, past dynamical values are drawn as white
dashed circles to the left of the green bubble, and future values are to the right
of the green bubble.
The process involved in calculating the bubble dynamics at the next
time step requires the following three steps:
1. Calculating the spectrum of the Green’s function for the given distance
from the interface (involves bubble location X)
2. Computing the reverberant pressure at the current time (involves bubble
pulsation parameters R and R˙)
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3. Using these values to compute the future bubble dynamics through nu-
merical integration of the coupled differential equations (involves all bub-
ble dynamics parameters: R, R˙, X, and X˙)
3.4 Simplifying the Green’s Function Calculation
As seen in Fig. 3.1, there are several periods of relatively little transla-
tion, which occurs in between bubble collapses. Thus, there are many instances
when the Green’s function does not need to be recomputed. To express this
simplification mathematically, we expand the Green’s function about a sta-
tionary point in space Xm:
ĝrev[X(t)] = ĝrev(Xm) + [X(t)−Xm] ·∇xĝrev[X(t)]
∣∣∣∣
X=Xm
+ · · · , (3.16)
where Xm is a value chosen beforehand about which we perform the expansion,
and ∇x represents the gradient with respect to the bubble coordinates. By
only using the first term in this expansion, translation is ignored in the Green’s
function—reducing it to the case of a stationary bubble at location Xm. For
a bubble near a rigid wall with a slip condition at its surface, the Green’s
function may be reduced to the first term on the right-hand side of Eq. (3.16)
when |X(t)−Xm|  z0, where in this case z0 is the distance from point Xm to
the interface. Figure 3.5 shows the proposed alterations to the calculation of
the Green’s function by choosing only a few locations for Xm. As in Fig. 3.4,
the past and future bubble dynamics are represented by the path white dashed
bubbles, while the green bubble represents the current bubble dynamics. The
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Xm
Xm+1
Xm−1
Figure 3.5: Alteration of Fig. 3.4 by using discrete locations of the bubble
when calculating the Green’s function. Each region is represented by the area
encompassed between the red, dashed lines. For a bubble near a rigid wall
with a slip condition at its surface, the Green’s function may be reduced to
the first term on the right-hand side of Eq. (3.16) when the distance between
the bubble position and the expansion point, |X(t) − Xm|, is much smaller
than the distance from Xm to the interface.
red, dashed lines represent the discretization of the bubble distance from the
interface—used to compute the Green’s function. In other words, the equations
describing the bubble dynamics account for the movement of the bubble—with
exception to the terms involving the reverberant fields, which are computed
assuming a stationary bubble at position Xm on the z axis. Thus, for the
duration of time that the actual bubble location remains inside the region
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appertaining to the discrete point Xm, the same Green’s function is reused.
This simplification greatly decreases the amount of computation time required
for each simulation.
The effect of this simplification is shown in Fig. 3.6. This figure shows
three different simulations of a bubble of radius 3µm immersed in water and
initially located a distance 7.5R0 from a rigid interface and excited by a 3P0
amplitude sine wave. For this example, the excitation source travels parallel
to the boundary and the associated primary Bjerknes force is ignored. In
other words, translation toward the interface is solely due to the reverberant
pressure gradient. The only difference between the simulations is the size of the
discretization. The black curve shows the radial and translational dynamics
when the Green’s function is recomputed at every time step, and represents
the most accurate computation of the reverberant fields within the bubble
dynamics equations [Eqs. (2.1) and (2.2)]. The blue curve employs only one
location (the initial location) of the bubble to compute the reverberant fields—
regardless of the actual bubble location. The red curve uses two discrete
bubble locations separated by 4R0. Hence, after the bubble has translated
2R0 (indicated by the red marker), the Green’s function is recalculated in the
middle of the next discrete region, a distance of 3.5R0 from the boundary for
this example.
Simulations similar to those shown in Fig. 3.6 can take a very long time
to compute when numerical integration of the angular-spectrum of the Green’s
function is required. For this reason, the simulations shown in Fig. 3.6 use the
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Figure 3.6: Bubble (a) pulsation and (b) translation for a bubble of radius
3µm at an initial distance 7.5R0 from a rigid boundary. The bubble is excited
into motion by a 3P0 sinusoid, where the primary Bjerknes force from the
source is neglected. The reverberant pressure and its gradient are computed
in three different ways: the location of the bubble used to calculate the Green’s
function corresponding to the reverberant fields is either updated at each time
step (black); it’s updated once from 7.5R0 to 3.5R0 at the yellow dot (blue);
it’s never updated, i.e., the reverberant fields are computed for a stationary
source (red).
analytical solution for the spectrum of a rigid interface [Eq. (D.5)], bypassing
the numerical integration.
Because the simulations shown in Fig. 3.6 are similar enough to each
other, we resort to the discretized approach when computing the reverberant
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pressure and its gradient for future simulations. This simplification gives us
the latitude to work in any domain (time or frequency) we wish. Evaluating
the reverberant fields in the time domain proves to be most efficient since
we only perform the inverse Fourier transform once for each Green’s function.
The convolution then becomes a simple summation after multiplying the func-
tion grev with the volume velocity Q, and simulations are not restricted to the
maximum simulation time tmax [Eq. (3.15)]. Additional terms of the expan-
sion given in Eq. (3.16) can be added to increase accuracy of the calculation;
however, they do not seem necessary enough given the current accuracy of the
of the calculations only using one term in the expansion, shown in Fig. 3.6.
3.5 Numerical Pitfalls
While many numerical calculations require attention to detail at various
points in the calculation, it is worth mentioning some of the particulars of this
calculation requiring extra attention.
3.5.1 Discretization artifacts
One of the principle problems due to discretizing the bubble location
during the computation of the Green’s function is that the discretization size
too large. Even with small discretization steps, an abrupt jump from one loca-
tion to another can be observed in the computation of the reverberant fields.
As seen in Fig. 3.7, when the bubble location used to compute the Green’s
function is changed, a sharp discontinuity is introduced in the reverberant
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pressure. The subsequent discontinuities in the reverberant pressure are due
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Figure 3.7: The (a) reverberant pressure and (b) bubble translation for the
simulation in Fig. 3.6, but zoomed in where the Green’s function is recom-
puted (at the yellow dot). The large discontinuities present in the reverberant
pressure are due to the discretization of the source location while computing
the Green’s function. Both the reverberant pressure and the bubble transla-
tion are compared with the simulation which recomputed the Green’s function
at every time step.
to the interaction between the reverberant fields and the bubble dynamics. A
discontinuity in the reverberant pressure induces a discontinuity in the bubble
dynamics, which induces yet another discontinuity in the reverberant pressure,
and so on until the effect decays. This can often lead to simulation instabilities,
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and is avoided by reducing the discretization size.
3.5.2 Aliasing
Another problematic feature of implementing these simulations numer-
ically is the effect of aliasing. For a stationary bubble, a maximum frequency
for the spectrum of the Green’s function can be chosen such that negligible
aliasing occurs. However, this spectrum changes when the bubble location
changes. Thus, as the bubble moves toward or away from the liquid-solid
interface, the maximum frequency chosen may no longer be valid and signif-
icant aliasing may be introduced into the simulation. This aliasing can have
a dramatic effect on the direction and overall amount of bubble translation,
as illustrated in Fig. 3.8. The simulations shown in this figure are the same
as those shown in Fig. 3.6, except that the simulations run for more time and
thus allow the bubble to get very close to the rigid interface. As the bub-
ble gets to within a few bubble radii of the boundary, the amount of aliasing
affecting the computation increases. The effect of aliasing not only leads to
erroneous results in the overall magnitude of the translation, but in this case
alters the direction of translation as well. As the maximum frequency used
to compute the reverberant field increases, the aliasing is reduced and the
computation time is increased. Thus, it is advantageous to find a low enough
maximum frequency to optimize the computation, while being high enough to
avoid sacrificing accuracy when the bubble is close to the viscoelastic medium.
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Figure 3.8: The translation of a bubble of radius 3µm immersed in water and
near a rigid wall, where the maximum frequency for computing the spectrum
of the reverberant fields ranges from 3500f0 to 8000f0.
3.5.3 Reversed time sequence
Assuming that the problem employs the discretization routine outlined
in Section 3.4, the inverse temporal transform is performed using a standard
inverse fast-Fourier transform library. It is common that this library assumes
a different sign convention for its forward and backward transforms than what
is defined here. If so, this is remedied by taking the complex conjugate of the
reverberant fields before numerically computing their temporal signals:
prev(t) = p
∗
rev(t)
=
(
1
2pi
∫ ∞
−∞
p̂reve
−iωt dω
)∗
=
1
2pi
∫ ∞
−∞
p̂∗reve
iωt dω , (3.17)
where the symbol ∗ denotes complex conjugation. The reverberant pressure
is equal to its conjugate because it is a real quantity, and thus the conjugate
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of its frequency spectrum is used with an inverse transform of opposite sign
convention.
3.5.4 Zero-frequency component
Another difficulty in computing the Green’s function numerically is that
the denominator of its angular spectrum can be zero when ω = 0. Thus, these
values are determined analytically. In the limit as ω → 0, we express κl,n and
κt,n as series expansions and obtain the following expressions at ω = 0:
Fω
{
∂
∂t
φrev
} ∣∣∣∣
ω=0
= − η1
4piρ1z30
, (3.18)
Fω
{
∂
∂t
grev
} ∣∣∣∣
ω=0
= − 3η1
8piρ1z40
, (3.19)
for simulations including viscosity in the fluid. The derivation of this result is
given in Appendix E.
A quick numerical solution to this problem is to evaluate a very small
nonzero frequency, instead of exactly ω = 0. This method is justified since
the spectra of the time derivative both φrev and grev converge to the constant
values given in Eqs. (3.18) and (3.19), respectively, before the frequency is
exactly zero.
3.5.5 Skipping the resonance frequency
As shown in Section 3.5.2, in order to avoid aliasing while calculating
the reverberant fields, the maximum frequency used when numerically cal-
culating their spectra is on the order of several thousand times the natural
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frequency. Unfortunately, this large maximum frequency inevitably requires
that the sample size N be quite large to ensure that the resonance frequency
is sufficiently resolved. The linear step size between frequencies is calculated
via
∆f =
fmax
N − 1 . (3.20)
In order for the time-domain signal to appropriately include the effects of the
bubble dynamics, it is essential to resolve the spectral information near the
resonance frequency of the bubble. We are ultimately interested in bubble
radii of only a few microns; thus, the maximum frequency needed to resolve
the time delay due to propagation from the interface to the bubble is in the
gigahertz region. For the case at hand, N = O(213) which gives a step size
of around a 105 Hz, where the natural frequency of the bubble is around a
megahertz.
3.6 Conclusions
This chapter covered important steps for implementing the bubble-
dynamics simulations numerically. The relevant equations were converted
to a nondimensional form to help with both the very large and small num-
bers dealt with in the problem. In addition, the numerical calculation of the
reverberant fields—involving a moving source—was shown to be most accu-
rately performed by transforming the Green’s function into the frequency do-
main, and directly integrating the remaining dynamical quantities [Eqs. (3.12)
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and (3.13)]. A practical simplification was shown for the computation of the
reverberant fields, which involved discretizing the space over which the bubble
translated and using these stationary bubble locations to compute the Green’s
function. This simplification greatly reduced the amount of computation time
for each simulation without dramatically changing the results. Finally, we
concluded the chapter by touching on some of the pitfalls due to numerical
implementation.
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Chapter 4
Model Verification
It is imperative to determine the accuracy of any given model before
analyzing its predictions. For the model presented in this dissertation, we
accomplish this as follows. First, we neglect translation and consider low-
amplitude pulsation of a spherical bubble near a rigid wall. This allows us to
compare the Green’s function approach used in this dissertation with the ana-
lytical solution of the linearized Rayleigh-Plesset equation. We then consider
high-amplitude pulsation, which helps to ensure that the reverberant fields are
being calculated correctly—even when the bubble undergoes collapse.
Second, we verify the numerical computation of the reverberant fields
produced by the presence of the liquid-solid interface. Specifically, the nu-
merical computation of the angular-spectrum integration (i.e., the inverse
Hankel transform) is checked by comparing the numerical computation of
φ̂rev(ω) = H−10 {Φrev} in one of two different ways: first, by using the equations
describing a general interface between a viscous liquid and viscoelastic medium
[Eqs. (2.48) to (2.51) of Section 2.3.1]. Second, corresponding solutions where
the interface conditions are simplified (derived in Appendix F) are also used
as a comparison. For example, the numerical computation of φ̂rev(ω) for a
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water-steel interface is compared with its computation for an interface be-
tween water and a rigid wall. Another example is the numerical computation
of φ̂rev(ω) for a water-air interface, which is compared with its computation for
an interface between water and a vacuum. Last, we also compute φ̂rev(ω) for a
water-water interface, where theoretically no reflections should occur, to show
that the numerical computation of similar interfaces is numerically tractable.
We reiterate that the angular spectra for all of the idealized solutions used in
these comparisons are derived in Appendix F.
Third, we reintroduce the translational bubble dynamics and check that
bubble translation agrees qualitatively with experiment. This is performed for
low-amplitude simulations first, such that the effects of translation are almost
negligible. We then consider finite-amplitude simulations near a rigid wall to
show the effects of incorporating bubble translation in the computation of the
reverberant fields.
4.1 Verification for Linear Pulsation
By neglecting translation in Eq. (2.1), the dynamical model for bubble
pulsation reduces to the Rayleigh-Plesset equation:
RR¨ +
3
2
R˙2 =
Pliq − P0 − pe − prev
ρ1
. (4.1)
Verification of the numerical implementation of Eq. (4.1) is performed by sim-
ulating free bubble oscillation for low-amplitude pulsation and comparing this
with the analytical solution of the linearized form of Eq. (4.1). This compari-
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son is first considered for a bubble near a rigid wall, immersed in an inviscid
fluid.
4.1.1 Bubble near a rigid wall in an inviscid fluid
To linearize Eq. (4.1), we first define the radial pulsation as R = R0+ξ.
Then by assuming ξ  R0, we then obtain the following linearized form:
ξ¨ + ω20ξ = −
prev
ρ1R0
, (4.2)
where the natural oscillation frequency ω0 is
ω20 =
1
ρ1R20
[
3γ (P0 − Pv) + (3γ − 1) 2σ
R0
]
. (4.3)
The last term in Eq. (4.2) is computed by convolving the portion of the Green’s
function which corresponds to the reverberant pressure, φrev, with the volume
velocity of the bubble Q. This convolution is proportional to the pressure
in the fluid coming back onto the bubble due to the nearby interface, and is
repeated here for convenience [Eq. (2.63)]:
prev = −ρ1 ∂
∂t
∫ ∞
−∞
φrev(t− τ)Q(τ) dτ (4.4)
= −ρ1 ∂
∂t
∫ ∞
−∞
φrev(τ)Q(t− τ) dτ . (4.5)
Near a rigid wall with a slip condition on its surface, Appendix D shows
the derivation of the frequency spectrum of φrev:
φ̂rev = −e
iωD/c1
4piD
, (4.6)
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where c1 is the compressional sound speed in the fluid, and D = z0 − z. We
recall from Fig. 2.1 that the bubble is located at z = −z0, and since we are
interested in the reverberant pressure field incident on the bubble, we take
D = 2z0. Using the transform relation for a complex exponential,
† the inverse
Fourier transform of Eq. (4.6) yields a temporal Delta function,
φrev = −δ(t−D/c1)
4piD
. (4.7)
The linearized volume velocity is Q = 4piR20ξ˙, and substitution of this and
Eq. (4.7) into Eq. (4.5) produces
prev =
ρ1R
2
0
D
∫ ∞
−∞
δ(τ −D/c1) ξ¨(t− τ) dτ
=
ρ1R
2
0
D
ξ¨(t−D/c1) , (4.8)
which is then substituted into Eq. (4.2) to give
ξ¨ + ω20ξ = −
R0
D
ξ¨(t−D/c1) . (4.9)
Equation (4.9) is similar to Eq. (3.27) of Thomas21 for a two-bubble
case, assuming the bubbles oscillate in phase with one another; however, the
comparison is not identical since we neglect radiation damping.‡ As the liq-
uid becomes incompressible (c1 → ∞), we can combine terms involving ξ¨ in
Eq. (4.9) to produce
ξ¨ +
ω20
1 +R0/D
ξ = 0 . (4.10)
†Equation (1.36) of Ref. 64.
‡The terms due to radiation damping are neglected in this dissertation since they require
derivatives of the Green’s function which can cause significant numerical instability.
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Equation (4.10) is similar to Eq. (3.28) of Thomas21 when the two-bubble case
is again considered and radiation damping is again neglected. Equation (4.10)
shows that the presence of the rigid wall lowers the natural oscillation fre-
quency of the bubble by a factor of 1/
√
1 +R0/D. While neglecting the time
delay in Eq. (4.9) helps us to quantify the change in the oscillation frequency
of the bubble, this time delay is inherent in the numerical computation of
the Green’s function. In addition, including the time delay (due to the fluid
compressibility) in the reverberant pressure provides notable differences in the
decay of a freely oscillating bubble.† Because the time delay is built into the
Green’s function model presented here, comparison with Eq. (4.9), instead of
Eq. (4.10), is necessary.
We obtain an analytical solution to Eq. (4.9) by first assuming a general
form for the linear pulsation of the bubble:
ξ = ξ0e
st , (4.11)
where ξ0 is the initial state of the bubble at time t = 0, and s is an un-
known complex variable. We determine s upon substitution of Eq. (4.11) into
Eq. (4.9), yielding [(
1 +
R0
D
e−sD/c1
)
s2 + ω20
]
ξ = 0 , (4.12)
†Compare models C3-L (compressible liquid) and C4-L (incompressible liquid) in
Fig. (3.5) of Thomas,21 or Fig. 2(b) of Feuillade.20 Both show an increase in damping
of radial pulsation after including propagation delay.
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where a nontrivial solution is obtained by letting[(
1 +
R0
D
e−sD/c1
)
s2 + ω20
]
= 0 . (4.13)
Equation (4.13) is a transcendental equation; thus, a solution for s at a par-
ticular distance D is obtained numerically.
Figure 4.1 displays the temporal pulsation of a bubble of radius 3µm,
where the bubble is located a distance of 2.5R0 from a rigid surface. The
bubble oscillates freely after beginning with an initial radius of 0.9R0. The
blue dashed curve illustrates the analytical solution given in Eq. (4.11) after
solving Eq. (4.13) for s with D = 5R0. The red curve displays the result
obtained through numerical integration of Eq. (4.9). Although the fluid is
inviscid, accounting for propagation delay introduces damping in the bubble
pulsation.
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Figure 4.1: Pulsation of a bubble of radius 3µm in free oscillation, at distance
2.5R0 from a rigid interface, with an initial radius of 0.9R0. The blue dashed
curve shows Eq. (4.11) after numerically solving for s in Eq. (4.13). The red
curve displays the solution obtained after numerical integration of Eq. (4.9).
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4.1.2 Bubble near a rigid wall in a viscous fluid
Because fluid viscosity is essential for the numerical computation of
the Green’s function, it is imperative that we include viscosity to calculate the
reverberant pressure using the Green’s function. Thus, we consider the same
type of analysis we just performed, while including viscosity in the fluid. In or-
der to account for the fluid viscosity, both the linearized Rayleigh-Plesset equa-
tion and the reverberant pressure field are modified. The linearized Rayleigh-
Plesset equation becomes
ξ¨ +
4η1
ρ1R20
ξ˙ + ω20ξ = −
prev
ρ1R0
, (4.14)
where the second term on the left-hand side describes the decay of bubble
pulsation due to the shear viscosity η1 in the liquid. The reverberant pressure
field is related to φrev [Eq. (4.6)], which must now account for viscous losses.
Thus, a more general expression for the frequency spectrum of φrev is
φ̂rev = −e
ikl,1D
4piD
, (4.15)
where
kl,1 = ω
√
ρ1
λ1 − iω(ζ1 + 2η1) . (4.16)
Assuming the fluid has no shear modulus, λ1 = ρ1c
2
1 and Eq. (4.16) is rear-
ranged and expanded as
kl,1 =
ω
c1
[
1− iω
(
ζ1 + 2η1
ρ1c21
)]−1/2
' ω
c1
(1 + iωδ) , (4.17)
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where
δ =
ζ1 + 2η1
2ρ1c21
. (4.18)
By only considering the first term on the right-hand side of Eq. (4.17), the
frequency spectrum of φrev, defined in Eq. (4.15), reduces to that given in
Eq. (4.6).
Substitution of Eq. (4.17) into Eq. (4.15) yields the following analyti-
cally tractable form for φrev:
φrev = − 1
2pi
∫ ∞
−∞
e−iω(t−D/c1)
4piD
e−ω
2δD/c1 dω (4.19)
= − 1
4piD
√
c1
4piδD
e
− (t−D/c1)2
4δD/c1 , (4.20)
where Eq. (4.20) reduces to Eq. (4.7) for ωδ  1 in Eq. (4.19). For the case of
a microbubble in water, ωδ is of order O(10−6). Thus, the additional term in
the expansion of kl,1 is negligible and φ̂rev may again be defined by Eq. (4.7).
Hence, substitution of Eq. (4.8) into Eq. (4.14) gives
ξ¨ +
4η1
ρ1R20
ξ˙ + ω20ξ = −
R0
D
ξ¨(t−D/c1) , (4.21)
which is a linearized Rayleigh-Plesset equation accounting for viscosity and
compressibility in the liquid, while still ignoring damping due to radiation.
Hence, substitution of Eq. (4.20) and the linearized volume velocity into
Eq. (4.5) produces
prev =
ρ1R
2
0
D
√
c1
4piδD
∫ ∞
−∞
e
− (τ−D/c1)2
4δD/c1 ξ¨(t− τ) dτ , (4.22)
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and substitution of Eq. (4.22) for the last term in Eq. (4.14) yields
ξ¨ +
4η1
ρ1R20
ξ˙ + ω20ξ = −
R0
D
√
c1
4piδD
∫ ∞
−∞
e−c1
(τ−D/c1)2
4δD ξ¨(t− τ) dτ . (4.23)
Figure 4.2 shows the temporal pulsation of a bubble of equilibrium ra-
dius 3µm in free oscillation, where the bubble begins with an initial radius
of 0.9R0, at distance 7.5R0 from the rigid wall (D = 15R0). The simulation
is performed by calculating the reverberant pressure in two different ways.
The red curve shows the calculation of the reverberant pressure as given in
Eq. (4.21). Thus, we simply use the bubble acceleration at time t − D/c1 in
the bubble dynamics simulation. In contrast, the blue dashed curve shows
the calculation of the reverberant pressure as given on the right-hand side of
Eq. (4.23), where the reverberant pressure is explicitly calculated via convo-
lution with φrev, as presented in Chapter 3. We note that the methods are
identical to within graphical resolution, and that the oscillation frequency is
correctly lowered by a factor of 1/
√
1 + 1/15 ≈ 0.968. A slight discrepancy
is in the pulsation amplitude and is due to the nonlinear Rayleigh-Plesset
equation [Eq. (4.1)] used to calculate the blue dashed curve.
We also check the numerical computation of the bubble pulsation and
the reverberant pressure for simulations involving moderately high-amplitude
pulsation. In order to do so, however, we can no longer compare with the
linearized Rayleigh-Plesset equation [Eq. (4.14)]. Thus, we model the bubble
pulsation using Eq. (4.1) and calculate the reverberant pressure in two different
ways. For the first method, we compute the reverberant pressure as shown
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Figure 4.2: Pulsation of a bubble of equilibrium radius 3µm at distance
7.5R0 from a rigid interface, where the initial radius of the bubble is 0.9R0.
The pulsation is calculated either via numerical integration of Eq. (4.23) (red),
or Eq. (4.21) (blue, dashed).
on the right-hand side of Eq. (4.23), except that the volume velocity is not
linearized; this method accounts for fluid viscosity in the Green’s function and
computes the reverberant pressure explicitly as a convolution. For the second
method, φrev is approximated as a delta function as in Eq. (4.7), giving
prev = ρ1
Q˙(t−D/c1)
4piD
. (4.24)
Figure 4.3(a) compares the pulsation of a bubble of radius 3µm, where the bub-
ble is located a distance of 7.5R0 from a rigid interface (with a slip condition)
and the reverberant pressure is calculated using these two different methods.
The method which computes the reverberant pressure via Eq. (4.24) is illus-
trated in red, while the method which includes fluid viscosity in φrev is shown
in blue. For these simulations, the initial bubble radius is 3R0; hence, the
subsequent dynamics are nonlinear and include bubble collapse. Figure 4.3(b)
shows the reverberant pressure calculated at the bubble center via both meth-
ods. Regions of high pressure appear to occur during bubble collapse, though
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Figure 4.3: Comparison of the (a) radial pulsation and (b) reverberant pres-
sure using (red) Eq. (4.24) in the fully nonlinear Rayleigh-Plesset equation
[Eq. (4.1)] and the (blue, dashed) Green’s function method for a 3µm radius
bubble in free oscillation, at a distance of 7.5R0 from a rigid interface, with
an initial radius of 3R0. In (a), the time for Rayleigh collapse [Eq. (4.25)] is
indicated by the (black, dashed) vertical line near t/T0 = 1.
they are slightly delayed in time. For larger distances, the time delay is more
apparent. Agreement of these two methods ensures that the numerical com-
putation of the angular-spectrum integration works properly.
To ensure that the first collapse occurs at approximately the correct
time, we compare the time to the first collapse with the Rayleigh collapse
time [Eq. (2.27) of Leighton16]:
tcollapse = 0.915Rinit
√
ρ1
P0
, (4.25)
where Rinit is the initial radius of the bubble. While the Rayleigh collapse
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time is derived by assuming an unbounded incompressible liquid, and a vacuum
inside the bubble cavity, it is still used as an approximate check of the nonlinear
radial dynamics. For the case presented in Fig. 4.3(a), the associated Rayleigh
collapse time is indicated by the vertical, black, dashed line near t/T0 = 1.
While Figs. 4.2 and 4.3 verify accurate simulations for the radial dynam-
ics of the bubble, we reiterate that, up to this point, we have only considered an
interface between water and a rigid wall for the simulations computed via the
Green’s function method. In other words, we have greatly reduced the com-
plexity of the problem by skipping the angular-spectrum integration. Hence,
we must incorporate the angular-spectrum integration in order to consider a
general interface between a viscous fluid and a viscoelastic medium.
4.2 Verification of the Reverberant Spectra
To determine the accuracy of the numerical computation of the Green’s
function for an interface between an arbitrary viscous fluid and a viscoelastic
medium, we compare the angular-spectrum form with various cases for which
analytical solutions exist. Because this computation does not involve transla-
tion, we compute φ̂rev(ω) at z = −z0 (i.e., the bubble location) via an inverse
spatial transform of the angular spectrum Φrev(κ) [Eq. (2.64)]:
φ̂rev(ω) =
1
2pi
∫ ∞
0
Be−κl,1z0κ dκ . (4.26)
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Repeated here for convenience is the coefficient B for a general fluid-solid
interface, which is derived in Appendix B:
B = −(C1 + C2)− (C3 − C4)
(C1 + C2) + (C3 − C4)A , (4.27)
where
C1 = [(β1 − β2)κl,2κt,1 − (α1 − α2)κ] (α1 − α2)κ ,
C2 = [(β1κ− α2)κt,1 + (β2κ− α1)κt,2] (β2κ− α1)κl,2 ,
C3 = [(β1κ− α2)κt,1 + (β2κ− α1)κt,2] (β1κ− α2)κl,1 ,
C4 = [(β1 − β2)κl,2κt,1 − (α1 − α2)κ] (β1 − β2)κl,1κt,2 ,
and [Eq. (2.57)]
A = − 1
2κl,1
e−κl,1z0 . (4.28)
The computation of φ̂rev(ω) is performed for three different cases. First, it is
computed for a water-steel interface. The computed solution for this interface
should be similar to that obtained for an interface between water and a rigid
wall, given by Eq. (4.6). Next we compute φ̂rev(ω) for a water-air interface and
compare it with its analytical counterpart—an interface between water and a
vacuum, which yields the negative of Eq. (4.6):
φ̂rev =
eiωD/c1
4piD
. (4.29)
Last, we compute φ̂rev(ω) for a water-water interface, which theoretically is
zero.
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Because Eq. (4.6) is derived assuming a slip condition at the interface,
viscous effects (i.e., the boundary layer) are not present in its spectrum. In
order to validate the entire frequency spectrum of φ̂rev(ω), we reduce Eq. (4.27)
for the three idealized cases listed in the previous paragraph, and compare
their corresponding results with those obtained with the unreduced form in
Eq. (4.27). Thus, for an interface between water and a rigid wall we assume
the second medium is completely rigid, yielding [Eq. (F.19)]
B = −κ
2 + κt,1κl,1
κ2 − κt,1κl,1A , (4.30)
where a no-slip condition has been enforced. Second, for an interface between
water and a vacuum we assume the pressure in the second medium is zero,
producing [Eq. (F.23)]
B = −α
2
1 + β
2
1κt,1κl,1
α21 − β21κt,1κl,1
A . (4.31)
Last, assuming both media are fluids where their properties are identical to
one another gives [Eq. (F.12)]
B =
ρ2κl,1 − ρ1κl,2
ρ2κl,1 + ρ1κl,2
A ,
= 0 , for ρ1 = ρ2 and κl,1 = κl,2 . (4.32)
While these results are merely presented here, their respective derivations are
detailed in Appendix F.
Figures 4.4 and 4.5 show the comparisons between the numerical com-
putation of φ̂rev(ω) at distance 22.5µm (7.5R0 for R0 = 3µm) from a water-
steel and water-air interface, respectively. The specific material properties
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Water Steel Air
Density (kg/m3) 998 7700 1.21
Speed of sound (m/s) 1484 5741 343
Shear modulus (Pa) 0 75.74× 109 2.85× 10−2
Shear viscosity (Pa·s) 10−3 10−4 10−6
Bulk viscosity (Pa·s) 3.09× 10−3 0 0
Table 4.1: Properties assigned to the materials used to calculate the rever-
berant spectra in Figs. 4.4 and 4.5. The fluid is assigned values for water, and
the viscoelastic medium is given properties of either steel or air.
used for water, steel, and air in these calculations are tabulated in Table 4.1,
where the values for water have been repeated for convenience. Function
φ̂rev(ω) is normalized by Eq. (4.6), where the spectrum in Eq. (4.6) is denoted
as φ̂im since it is the spectrum of an image source of a point source near a
rigid boundary. The blue dashed curves show the ratio of φ̂rev to φ̂im after
numerical integration of Eq. (4.26), using the most general expression for the
coefficient B [Eq. (4.27)].†
Although these calculation of φ̂rev(ω) requires no bubble parameters,
we note that the portion of the axes shaded in pink corresponds to the natural
oscillation frequency of a bubble of radius 3µm. We note that φ̂rev diverges
from φ̂im at very low frequencies and very high frequencies relative to the nat-
ural frequency of the bubble, both of which are due to the absence of liquid
viscosity in φ̂im. The red curves in Figs. 4.4 and 4.5 show the corresponding
frequency spectra of φ̂rev(ω), obtained by numerical integration of Eq. (4.26),
†The coefficient B is obtained numerically after solving the linear system of equations
given in Eq. (2.59).
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Figure 4.4: Comparison of the numerical computation of φ̂rev at a distance of
22.5µm (7.5R0 for R0 = 3µm) from a water-steel interface, and normalized by
Eq. (4.6). The blue line is calculated via numerical integration of Eq. (4.26),
where the coefficient B is calculated using Eq. (4.27). The red dashed line is
also computed through numerical integration of Eq. (4.26), but the coefficient
B is calculated using Eq. (4.30). The magnitude of φ̂rev at ω = 0 is represented
by the black dashed line to show correct convergence of the spectra at low
frequencies.
while using the idealizations of the coefficient B given in Eqs. (4.30) and (4.31),
respectively. Last, the black curves show the corresponding value of the mag-
nitude of φ̂rev when ω = 0, obtained analytically in Appendix E. This constant
is also normalized by the image source given in Eq. (4.6). The frequency spec-
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tra computed using the unreduced form of the coefficient B [Eq. (4.27)] are
the same as those computed with the reduced forms [Eqs. (4.30) and (4.31)]
to within graphical resolution. This verification provides assurance that the
linear system of equations used to compute the spectra [Eq. (2.59)] is correct.
We note that while the magnitudes of the spectra for both a water-air and a
water-steel interface are similar, the phase shown in Figs. 4.4(b) and 4.5(b) of
the two simulations are in antiphase with each other.
Figure 4.6 shows φ̂rev(ω), normalized by φ̂im(ω) for a water-water inter-
face obtained via numerical integration of Eq. (4.26), where the general form
of the coefficient B [Eq. (4.27)] is used. The analytical solution is not shown in
Fig. 4.6 since it is zero. We note that the values computed numerically for this
interface are several orders of magnitude lower than those shown in Figs. 4.4
and 4.5, ensuring that the reverberant field is negligible.
Figures 4.4–4.6 show that φ̂rev(ω) is computed with sufficient accu-
racy for all of the different cases considered. These checks assure us that the
Green’s function method can accurately compute the reverberant field for ar-
bitrary parameters for the viscoelastic half-space, and can be used to correctly
represent the reverberant fields during a time-domain simulation of the bubble
dynamics.
4.3 Verification for Translation
The final test we perform is to check that translation is correctly in-
corporated into the bubble dynamics simulations. Figure 4.7 shows the (a)
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Figure 4.5: Comparison of the numerical computation of φ̂rev at a distance
of 22.5µm (7.5R0 for R0 = 3µm) from a water-air interface, and normalized
by Eq. (4.6). The blue dashed line is calculated via numerical integration of
Eq. (4.26), where the coefficient B is calculated using Eq. (4.27). The red
line is also computed through numerical integration of Eq. (4.26), but the
coefficient B is calculated using Eq. (4.31). The magnitude of φ̂rev at ω = 0
is represented by the black dashed line to show correct convergence of the
spectra at low frequencies.
pulsation and (b) translation of a spherical bubble of radius 3µm, released
from rest with initial radius 0.8R0, immersed in water and at distance 7.5R0
from a water-steel (blue, dashed) or water-air (red) interface. The material
properties assigned to water, steel, and air are the same as those used to com-
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Figure 4.6: Numerical integration of Eq. (4.26), where the coefficient B is
defined by Eq. (4.27), at distance 22.5µm (7.5R0 for R0 = 3µm) from a
water-water interface, and normalized by the corresponding function for an
image source [Eq. (4.6)].
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Figure 4.7: Time-domain simulations for the (a) pulsation and (b) translation
of a 3µm radius bubble in free oscillation, at a distance of 7.5R0 from a water-
steel (black) or water-air (red) interface.
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pute the spectra in Figs. 4.4 and 4.5, and are listed in Table 4.1. As shown in
previous work, bubble translation tends toward a rigid surface and away from
a pressure-release surface.1,3 Since most of the work on bubble translation
involves two or more bubbles in free space (rather than a single bubble near
an interface), we compare with the two-bubble cases by considering the sec-
ond bubble to be an image source due to the nearby rigid or pressure-release
boundary. It is worth noting that the direction of bubble translation is due to
the phase of the field produced by the second bubble—relative to the pulsation
of the real bubble; if the pressure field produced by the second bubble (the
image) is in phase with the pulsation of the real bubble then these two bub-
bles attract. Whereas if the pressure field produced by the second bubble (the
image) is in antiphase with the pulsation of the real bubble (i.e., the image
source due to a pressure-release surface), then the two bubbles repel.44,46,71
Because the bubble pulsation shown in Fig. 4.7 is linear and transla-
tion is small, we expect the resonance frequency to shift as was shown for the
stationary bubble in Section 4.1. Thus, in addition to the bubble translation
being in the right direction, the number of cycles after 5 Minneart periods for
the bubble near the steel interface is approximately correct for a stationary
bubble (4.8 cycles). For the bubble near the air half-space, we expect the res-
onance frequency to increase by a factor of 1/
√
1−R0/D; as seen in Fig. 4.7,
the number cycles for 5 Minneart periods is about 5.2.
Last, Fig. 4.8 shows the (a) pulsation, (b) translation, and (c) rever-
berant pressure for simulations of a spherical bubble of radius 3µm in free
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oscillation, where the bubble is initially located at distance 7.5R0 from a rigid
wall with a slip condition at its surface. In this figure, the only difference
in computation is with regard to the reverberant pressure and its gradient.
The red curve shows the bubble dynamics and subsequent reverberant pres-
sure for the case in which a stationary source is assumed during computation
of the Green’s function. The blue curve, however, shows the dynamics and
reverberant fields after recomputing the Green’s function at every time step.
Figure 4.8(c) shows that including bubble translation in the computation of
reverberant pressure causes significant changes in both amplitude and time
of arrival. Qualitatively, a change in pressure amplitude is expected when
bubble translation is incorporated in the computation of the reverberant pres-
sure since the resulting pressure is due to both the velocity of the bubble
wall and the bubble center. Likewise, by including bubble translation in the
calculation of the pressure field the amount of time that a pressure wave cre-
ated by the bubble takes to travel from the bubble to the interface, reflect
off the interface and travel back onto the bubble is altered . For example,
consider the large pressure wave produced by the bubble during its collapse
at t/T0 = 2.46 in Fig. 4.8(a). In a compressible liquid, the amount of time
that it takes for this pressure wave to travel to the interface and back to the
bubble is D/c1 = 15R0/c1 ≈ 0.039T0. Thus, for a stationary bubble we expect
the pressure wave produced during bubble collapse to arrive back at the bub-
ble at approximately t/T0 = 2.5. We note that the reverberant pressure field
calculated assuming a stationary source (the red curve) shows a large pressure
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Figure 4.8: Time-domain simulations for the (a) pulsation and (b) translation
of a bubble of radius 3µm, where the bubble is initially located at distance
7.5R0 from a rigid interface. The (c) reverberant pressure is calculated in two
ways, either accounting for a bubble translation during computation of φ̂rev
(blue) or assuming a stationary source during computation of φ̂rev (red).
compression arriving back at the bubble at this expected time [t/T0 = 2.5 in
Fig. 4.8(c)]. The same pressure wave calculated assuming a moving source,
however, arrives back at the bubble center sooner since, in this example, the
bubble translates toward the interface. In the example shown in Fig. 4.8,
including bubble translation while computing the reverberant fields does not
seem to have a significant effect on the subsequent bubble dynamics, especially
during regions of low-amplitude pulsation and translation. However, the sig-
nificance of including bubble translation in the computation of the reverberant
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fields is best determined on a case-by-case basis since it depends significantly
on the standoff distance, the strength of the external field, and the properties
of the viscoelastic solid.
4.4 Conclusions
This chapter verified the numerical model developed to simulate pul-
sation and translation of spherical bubbles near an arbitrary viscoelastic half-
space. First, the numerical integration scheme used to model the bubble dy-
namics was checked for a stationary bubble. The dynamics for linear pulsa-
tion were checked against its analytical counterpart, developed in Section 4.1.
These simulations showed that the resonance frequency was lowered by a fac-
tor of 1/
√
1 +R0/D, due to the fields produced by the nearby rigid wall. The
dynamics for nonlinear pulsation were also checked by comparing the time
required for bubble collapse with the Rayleigh collapse time. These two times
were shown to be in very close agreement. These checks validate that nu-
merical computation of the nonlinear equation representing bubble pulsation
correctly reduces to the linear model and correctly incorporates the reverber-
ant pressure.
Second, the numerical computation of φ̂rev(ω), which is used to compute
the reverberant pressure, was verified by comparing the results with various
idealized solutions. In order to do so, the following three cases were considered:
(1) a water-steel interface, (2) a water-air interface, and (3) a water-water in-
terface. The corresponding idealized solutions were interfaces between a fluid
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and rigid surface, a fluid and a pressure-release surface, and two identical flu-
ids (theoretically providing no reflection), respectively. Agreement between
the frequency spectra of φrev produced for all three situations were identical
to within graphical resolution. These solutions were also compared to the
analytical solution for the frequency spectrum of ∂
∂t
φrev at very low frequen-
cies (derived in Appendix E) and correctly converged to the zero-frequency
solution.
Last, bubble translation was introduced into the model to verify that
both pulsation and translation are correctly affected by the reverberant fields.
For low-amplitude free bubble oscillation, the natural frequency was again
shifted due to the presence of the viscoelastic medium. The translational
dynamics were checked in two different ways. First, the direction of bubble
translation was confirmed to move toward a water-steel (rigid) interface and
away from a water-air (pressure release) interface. Second, the reverberant
pressure, which was calculated accounting for bubble translation, was shown
to increase in amplitude and arrive back at the bubble sooner than the rever-
berant pressure which was calculated assuming a stationary source.
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Chapter 5
Translation Near Tissue-like Media
With the bubble dynamics model implemented numerically and veri-
fied for accuracy, we turn our attention to the study of bubble dynamics near
tissue-like media. The main focus of this chapter is the effect of the materials
parameters of the viscoelastic medium on the reflected fields—specifically with
regard to the reverberant pressure gradient, which is responsible for the direc-
tion of bubble translation. Thus, both the temporal dynamics of the bubble
and the frequency spectrum of reverberant pressure gradient are analyzed for a
freely oscillating bubble immersed in water and near various tissue-like media.
A simplified approach to the calculation of bubble translation is also
presented in this chapter. We first show that low-amplitude bubble translation
is correlated with the phase of the portion of the Green’s function correspond-
ing to the reverberant pressure gradient, ĝrev(ω), at the natural frequency of
the bubble, ω0. We demonstrate that bubble translation is toward the interface
when the phase of ĝrev(ω0) is in phase with bubble pulsation, and away from
the interface when this portion of the Green’s function is in antiphase with
bubble pulsation. This approach is used to study direction of bubble trans-
lation for various (1) combinations of material parameters for the viscoelastic
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medium, (2) standoff distances from the interface, and (3) shear viscosity of
the liquid. We then identify combinations of these parameters which correlate
with bubble translation directed away from the interface.
This simplified approach is presented for the three most common tissue
models: the Voigt, Kelvin, and Maxwell models. For each model, it is shown
that bubble translation away from the interface tends to occur when the real
part of the complex shear modulus of the viscoelastic medium is greater than
the magnitude of the imaginary part of the complex shear modulus (i.e., the
loss factor) of either the fluid or the viscoelastic medium. While we implicitly
assume a Voigt model in the dynamical equations for the viscoelastic medium
presented in Section 2.2, the Kelvin and Maxwell models are shown to better
describe the dynamics of tissue-like media.
5.1 Bubble Dynamics Near a Tissue-Like Medium
In the previous chapter, the material properties of the viscoelastic
medium were chosen to correspond with either steel or air. The time-domain
simulations of a freely oscillating bubble in water near these media was shown
in Fig. 4.7. The simulation results display a correct change in oscillation fre-
quency as well as bubble translation directed toward a rigid-like wall and away
from a pressure-release surface. Both of these effects are due to the presence
of the interface. In addition, the only computational difference between the
simulations, which accounts for the difference in direction of bubble transla-
tion, is due to the reverberant pressure gradient. Thus, it is of interest to
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compare the reverberant fields used in these simulations to better understand
the mechanism responsible for the difference in direction of bubble translation.
In addition to the bubble dynamics shown in Fig. 4.7, the magnitude
and phase of φ̂rev = ∂ĝrev/∂z for both a water-air and water-steel interface
were shown in the previous chapter (Figs. 4.4 and 4.5). These spectra were
then used to produce simulations shown in Fig. 4.7, with a notable difference
in direction of bubble translation. While the magnitudes of these spectra
are virtually identical, the phase of the spectrum for the water-air interface
is in antiphase with that for the water-steel interface. In other words, the
magnitude of the force applied to the bubble due to the field created by the
interface is almost identical in these two cases; however, the direction of the
force created by the water-air interface is opposite that for the water-steel
interface.
Near an interface formed by water and a tissue-like solid, the expecta-
tion is that the same reasoning applies; at a particular frequency, the spectrum
of the reverberant pressure gradient (a complex function) supplies a magnitude
and phase which determines the interaction of the bubble with the interface.
If the phase of the spectrum of the reverberant pressure gradient is similar to
that produced near a water-air interface, then we expect translation away from
the interface. On the other hand, if the phase is closer to that for a water-steel
interface, then we expect translation toward the interface. At an arbitrary fre-
quency, the magnitude of the reverberant pressure gradient is thus responsible
for the overall distance of translation, while the phase is responsible for the
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direction it travels. Thus, we analyze the spectrum of the reverberant pressure
gradient by taking a Fourier transform of Eq. (2.65):
∂p̂rev
∂z
= iωρ1
∫ ∞
−∞
ĝrev [ω; x,X(τ)]Q(τ)e
iωτ dτ . (5.1)
Equation (5.1) reveals that the function to explore is ĝrev(ω) since the volume
velocity Q is an explicit bubble parameter. In addition, all of the effects due to
the interface are contained in ĝrev(ω). Therefore, instead of investigating the
phase of the reverberant pressure gradient, the phase of ĝrev(ω) is investigated
in more detail.
Figure 5.1 shows ĝrev(ω0) a distance 22.5µm
† from a water-air interface,
a water-steel interface, and various interfaces between water and a tissue-like
medium. The material properties for water, air, and steel were given previously
in Table 4.1. The tissue-like media are all assigned a density ρ2 = 1050 kg/m
3,
compressional wave speed c2 = 1560 m/s, shear viscosity η2 = 5 × 10−4 Pa·s,
and zero bulk viscosity. Young’s modulus for the tissue-like media is varied
from E = 104 Pa to 107 Pa. As in previous chapters, we normalize these spectra
by Eq. (2.67) to emphasize the variations in amplitude and phase of ĝrev(ω) in
comparison to an image source. We reiterate that the frequency spectra are
evaluated at very high frequencies so that the very small distance between the
interface and the bubble center is resolved during time-domain simulations.
For a bubble of radius 3µm, the natural frequency is within the region
†In this chapter, we principally consider a bubble with a 3µm radius. Using this partic-
ular bubble size, the distance from the interface is thus 7.5R0.
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|ĝ r
ev
/ĝ
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Figure 5.1: The (a) magnitude and (b) phase of ĝrev(ω), normalized with re-
spect to Eq. (2.67), and calculated at distance 22.5µm (7.5R0 for R0 =3µm)
from a water-air interface, a water-steel interface, and various interfaces be-
tween water and tissue-like media with varying shear modulus. Material prop-
erties for water, air, and steel are listed in Table 4.1. The tissue-like media all
have density ρ2 = 1050 kg/m
3, compressional wave speed c2 = 1560 m/s, shear
viscosity η2 = 5× 10−4 Pa·s, and zero bulk viscosity. Young’s modulus ranges
from 104 Pa to 107 Pa. The region of the axes shaded in pink corresponds to
the approximate location of the oscillation frequency of a bubble of radius
3µm.
of the axes in Fig. 5.1 shaded in pink.† By analyzing low-amplitude free bubble
†We do not explicitly annotate where the natural frequency is since the bubble may
oscillate at a different frequency, depending on the properties of the viscoelastic medium
and its distance from the interface.
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oscillation, the only frequency of interest in the spectrum presented in Fig. 5.1
is the oscillation frequency of the bubble. For an interface between water and
soft tissue, this frequency is very close to the natural frequency of the bubble
in free space, ω0, since the reflected pressure field is very low in amplitude.
Near ω0, the phases of ĝrev(ω) for E = 10
4 Pa and 105 Pa align with that
for a water-steel interface, while the phases of ĝrev(ω) for E = 10
6 Pa and
107 Pa are closer to that for a water-air interface. The issue regarding how the
phase of ĝrev(ω) is more like that for a water-air interface (instead of a water-
steel interface) at higher Young’s modulus is addressed later in this chapter.
Currently, we are only concerned with how ĝrev(ω) is correlated with direction
of bubble translation—regardless of the chosen parameters.
Figure 5.2 displays the time-domain simulations of the bubble dynamics
produced with the spectra shown in Fig. 5.1. We emphasize that the spectra
shown in Fig. 5.1 are used to calculate the reverberant pressure gradient. The
direction of bubble translation for the curves corresponding to E = 104 Pa
and 105 Pa is toward the interface. We note that the phase of ĝrev(ω)—at the
natural frequency of the bubble—for the two curves align with that for a water-
steel interface. On the other hand, the direction of bubble translation for the
curves corresponding to E = 106 Pa and 107 Pa is away from the interface.
Again, we see that the phase of ĝrev(ω0) for these curves is similar to that for a
water-air interface. In addition, overall translational distance is qualitatively
described by the magnitudes of ĝrev(ω), shown in Fig. 5.1(a). Only considering
the frequency spectra calculated for an interface between water and a tissue-
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like solid, the spectrum with the largest amplitude at the natural oscillation
frequency of the bubble (E = 107 Pa) corresponds to the temporal simulation
in Fig. 5.2(b) with the largest overall translation. While the magnitude of
ĝrev(ω0) for E = 10
6 Pa in Fig. 5.1(a) is lower than those for E = 104 Pa
or 105 Pa, the overall distance translated by the bubble is about the same.
This is likely due to the fact that the reverberant field for E = 106 Pa is
similar to that for a water-air interface, which facilitates a larger translation
distance. This was seen in Fig. 4.7, where the overall distance traveled by a
bubble near a water-air interface was more than that for a bubble near a water-
steel interface. We point out that overall translation of the bubble for these
simulations is quite small (less than a hundredth of a bubble radius); however,
such a small amount of translation allows us to consider the bubble to be
stationary—when computing the reverberant pressure and its gradient—thus
simplifying the computation.
A comparison of the direction of bubble translation in Fig. 5.2(b) with
the phase of ĝrev(ω0) in Fig. 5.1(b) is one example (of the many that have been
tested) to show that the two parameters are connected. Thus, the direction
of bubble translation may be determined more quickly by evaluating ĝrev(ω)
near the natural oscillation frequency of the bubble rather than performing
the time-domain simulations. This is a substantial simplification of the study
of bubble translation when ĝrev(ω) must be computed numerically. A time-
domain simulation already involves the computation of ĝrev(ω) [and φ̂rev(ω)]
at a number of different frequencies, in addition to the numerical integration
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Figure 5.2: Bubble (a) pulsation and (b) translation calculated using the
various frequency spectra in Fig. 5.1 for an interface between water and a
tissue-like medium.
involved for the time-domain simulation itself. On the other hand, by eval-
uating only the phase of ĝrev(ω0), we eliminate the time-domain simulation
altogether and calculate ĝrev(ω) at a single frequency. This simplification al-
lows us to evaluate several different combinations of material parameters for
both the fluid and the viscoelastic medium, as well as vary the distance of the
bubble from the interface, to ultimately draw a clearer picture with regard to
direction of bubble translation. Indeed, by only calculating ĝrev(ω0) we were
able to compute over 18,000 different simulations; performing this number of
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time-domain simulations would, at best, take a little less than a month of
computation time.
By only evaluating the phase of ĝrev(ω) at a single frequency, the solu-
tion is theoretically relevant only for a stationary bubble in steady state. In
other words, the effects present in a time-domain simulation due to the pulsa-
tion and translation of the bubble starting at rest, for example, are not present
in this analysis. Thus, studying bubble translation within this context restricts
us to low-amplitude pulsation, for which translation is sufficiently weak such
that a single bubble location may be assumed when calculating ĝrev(ω0). We
reiterate that this restriction is valid in Fig. 5.2, where the maximum dis-
tance traveled by the bubble for all the simulations presented is less than a
hundredth of a bubble radius.† Since the time-domain simulations begin with
the bubble at rest, they do not perfectly reflect the analysis gleaned from the
phase of ĝrev(ω0). However, calculating ĝrev(ω0) is an appropriate first step
to quickly determining the relation of material and bubble parameters with
regard to direction of bubble translation.
5.2 Material Parameters
In order to compute ĝrev(ω) at the natural frequency of the bubble,
we must determine relevant ranges for the material parameters describing the
†Even for rigid and air-like boundaries, where the magnitude of ĝrev(ω0) is higher, the
maximum distance traveled for a freely oscillating bubble at low amplitudes is approxi-
mately a tenth of a bubble radius (Fig. 4.7), and is a sufficiently small distance for this
approximation.
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viscoelastic medium. For tissue, these parameters can vary greatly, and de-
pend strongly on frequency and the type of tissue. Tissue is characterized in
several different ways, varying from standard mechanical compression tests1 to
acoustical characterization methods such as elastography,72 shear wave elas-
ticity imaging,73 or exploitation of tissue inhomogeneities.74 One advantage
of an acoustical approach is that both tissue moduli and viscosity may be in-
ferred, making it more comprehensive than mechanical tissue-characterization
methods. Once the tissue has been measured, analytical75 or computational76
models can be fit to the data to determine the density, bulk and shear modulus,
and bulk and shear viscosity.
Ranges of material parameters for soft tissue reported in the literature
are highly frequency dependent. Low-frequency (hertz to kilohertz region)
material parameters are ubiquitous in the literature;1,72–76 however, they are
likely inappropriate for the frequencies at which contrast agents resonate (i.e.,
around a megahertz). The reported material parameters at low megahertz
frequencies can vary from those obtained at low frequencies (e.g., tens of kilo-
hertz or lower) by several orders of magnitude.77–80 We thus attempt to ana-
lyze several combinations of material parameters, using the phase of ĝrev(ω0)
as an indicator for finding relevant combinations which correspond to bubble
translation away from the interface.
The values for density and compressional wave speed are taken from
the those reported in Table 1 of Brujan et al.1 These values describe six
different tissue phantoms created by Brujan et al.,1 and represent a range
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of the differing types of tissue. We use these values to give six physically
realizable combinations for these parameters. The parameters are provided
here in Table 5.1. For soft tissue, the shear modulus is approximately one third
Medium 1 2 3 4 5 6
Density (kg/m3) 1012 1032 1050 1073 1095 1123
Comp. wave speed (m/s) 1518 1560 1575 1605 1623 1634
Young’s modulus (MPa) 0.017 0.124 0.252 0.405 1.04 2.03
Table 5.1: Density, longitudinal sound speed, and Young’s modulus measured
for six different tissue phantoms reported by Brujan et al.1
of Young’s modulus: µ2 = E/3; thus, shear modulus may be inferred from
Table 5.1 as well. However, because other work has shown this parameter to
affect strongly the bubble translation,1 the shear modulus (and shear viscosity)
of the tissue-like solid are varied along the axes of the upcoming plots and are
thus different at times than what is listed in Table 5.1. The bulk viscosity is set
to zero since this parameter has a negligible effect on the results forthcoming.
5.2.1 The Voigt model
The majority of models that have been used to represent the viscoelas-
tic properties of tissue are one of following three: the Voigt, Kelvin, or Maxwell
model.81 We implicitly assumed a Voigt model in the derivation of the dynam-
ical equation for the viscoelastic medium presented in Section 2.2 [Eqs. (2.27)
and (2.28)]; thus, we first study the phase of ĝrev(ω0) using this model. Fig-
ure 5.3 shows the mechanical systems representation of the dynamical behavior
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of tissue for the Voigt model.† This model accounts for both compression and
damping through the spring and dashpot, respectively. The dynamical equa-
tion for this mechanical system is
f = µmu+ ηm
∂u
∂t
, (5.2)
where f is the force, u is the displacement, µm is the spring constant, and ηm
is the coefficient of viscosity. We emphasize that µm and ηm have different
units than those for µ2 and η2, respectively, though they play identical roles
in describing the physics of their respective models. In the frequency domain,
Eq. (5.2) becomes
f̂ = (µm − iωηm)û , (5.3)
and a complex spring constant may be defined as µ˜m = µm − iωηm. This
complex spring constant is phenomenologically the same as µ˜2 [defined after
Eq. (2.28)] for the viscoelastic medium.
f
uµm
ηm
Figure 5.3: Mechanical systems representation of the Voigt model.
†The Voigt, Kelvin, and Maxwell models are all explained in Sec. (2.10) of Fung.81
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If we use the Voigt model to describe the dynamics of the viscoelastic
medium when calculating the phase of ĝrev(ω0), Fig. 5.4 shows the manner in
which we quantify the results presented in later figures [Figs. 5.5–5.8]. Fig-
ure 5.4(a) is divided into two different sections by the black dashed line. The
region shaded in pink represents a region where the magnitude of the imaginary
component of the complex shear modulus (composed of the shear modulus and
shear viscosity) of the viscoelastic medium is greater than its real component,
Re {µ˜2} < |Im {µ˜2}|. Figure 5.4(b) is also divided into two sections; the region
highlighted in pink in this figure describes where the magnitude of the complex
shear modulus describing the fluid is greater than the real component of the
complex shear modulus describing the viscoelastic medium, Re {µ˜2} < | µ˜1|.
Because the complex shear modulus in the fluid is imaginary, the magnitude of
the complex shear modulus for the fluid is equivalent to the magnitude of only
the imaginary component. Thus, the regions shaded in pink in Figs. 5.4(a)
and 5.4(b) both illustrate where the real part of the complex shear modulus
for the viscoelastic medium is greater than the magnitude of the imaginary
component of the complex shear moduli for either the viscoelastic medium
or the fluid, respectively. These regions are indicated in Figures 5.5–5.8 as
the white dashed lines overlaying the color plots which represent the phase of
ĝrev(ω0).
Figures 5.5 to 5.8 show the phase of ĝrev(ω) at the natural frequency
of the bubble while we vary several different bubble and material parameters.
The abscissa for all of these figures shows the shear viscosity of the viscoelastic
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Figure 5.4: Illustration of typical regions seen in the following figures
(Figs. 5.5–5.8) of the phase of ĝrev(ω), calculated using the Voigt model.
The black dashed lines represent where (a) Re {µ˜2} = |Im {µ˜2}| and (b)
Re {µ˜2} = | µ˜1| and help to illustrate where bubble translation away from the
interface generally occurs. These same regions are indicated by white dashed
lines in Figures 5.5–5.8.
medium, which is varied logarithmically from 10−5 to 102 Pa·s. The shear
modulus along the ordinate varies logarithmically from 103 to 109 Pa. The
ranges of these parameters cover the range of values reported in the literature
for tissue,73 and helps us correlate combinations of shear modulus and shear
viscosity of the viscoelastic medium which correspond to bubble translation
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away from the interface. We identify these combinations as the regions where
the phase of ĝrev(ω0) is near pi (regions of red in these figures). We note that
this value of the phase is similar to that for a water-air interface and therefore
bubble translation is directed away from the interface. Bubble translation in
this direction is consistent with experiments involving bubbles immersed in a
liquid and near soft-tissue.1,3
Each plot in Figs. 5.5–5.8 contains three subplots, where a single pa-
rameter is varied to show its effect on the phase of ĝrev(ω0). Figure 5.5 shows
the evolution of the phase of ĝrev(ω0) for a bubble of radius 3µm at distance
5R0 from the interface, while density and compressional wave speed are var-
ied. Figure 5.5(a) shows the phase of ĝrev(ω0) for the least dense medium,
which also has the slowest compressional wave speed and which values are
closest to the respective values of density and sound speed for water (listed
in Table 4.1). As reported by others,1 direction of bubble translation away
from the interface is a function of shear modulus. At a constant shear viscos-
ity, the entire range of shear modulus in any subplot shows the effect of the
shear modulus on direction of bubble translation. For negligible shear viscos-
ity in the viscoelastic medium, Fig. 5.5(a) shows that bubble translation away
from the interface occurs when the shear modulus is approximately between
µ2 = 10
4 Pa and 106 Pa. While these values are somewhat higher than those
reported by Brujan et al.,1 the natural frequency of the bubble sized used here
is several orders of magnitude higher,† and therefore increases the expected
†This assumes that the laser-generated bubbles used by Brujan et al.1 are measured
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Figure 5.5: The phase of ĝrev(ω0) for a bubble of radius 3µm immersed in
water a distance 5R0 from a viscoelastic medium (Voigt) with varying density
and compressional wave speed. Various shades of blue or red correspond to
bubble translation toward or away from the interface, respectively.
after they have been generated by the laser and expanded to an equilibrium state, close to
a millimeter.
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value of the shear modulus.3,82 The important effect of the shear viscosity
of the viscoelastic medium on the phase of ĝrev(ω) is seen by analyzing its
range of values for a constant shear modulus. For all of the plots in Fig. 5.5,
we note that the effect of the shear viscosity of the viscoelastic medium on
direction of bubble translation is negligible until its value—multiplied by the
natural frequency of the bubble—is approximately equal to the shear modulus.
This value, ω0η2 = |Im {µ˜2}|, is equal to the shear modulus of the viscoelas-
tic medium along the diagonal, white, dashed line. When this value is greater
than a given shear modulus, the phase of ĝrev(ω0) is near zero and bubble trans-
lation is consequently directed toward the interface. Thus, bubble translation
away from the interface occurs when the shear viscosity of the tissue-like solid
is less than approximately 10−3 Pa·s and its shear modulus falls between 104 to
106 Pa. As the density and sound speed increase [Figs. 5.5(b) and 5.5(c)], this
region of phase corresponding to bubble translation away from the interface
diminishes. We note that medium 6 of Table 5.1, used to define the material
properties of the viscoelastic medium in Fig. 5.5(c), only represents about a
12% increase in the density over that of water and a 10% greater sound speed.
Thus, the density and compressional wave speed of the viscoelastic medium
must be closely matched to those of the liquid for bubble translation away
from the interface to be observed—as is the case with soft tissue.
Another parameter shown to induce significant variance in the direc-
tion of bubble translation is the distance of the bubble from the interface.1,3
Figure 5.6 shows the phase of ĝrev(ω0) for a bubble of radius 3µm at distances
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ranging from R0 to 10R0 from the interface. Because we are interested in
a soft-tissue interface, we consider the viscoelastic medium to be as soft as
possible; however, the trends for more dense viscoelastic media display the
same trends. As with the previous figure, the values for water are given in
Table 4.1. Figure 5.6 shows that the red regions of the plot, corresponding to
the regions where ĝrev(ω0) is near pi (i.e., where bubble translation is directed
away from the interface), move to higher values of shear modulus for distances
farther from the interface. Thus, we note that bubble translation can change
direction entirely depending on the distance of the bubble from the interface.†
Even for much larger distances (e.g., 100R0), a region of the phase of ĝrev(ω0)
exhibits combinations of µ2 and η2 which correspond to bubble translation
away from the interface; however, at distances this large the magnitude of
ĝrev(ω0) is insignificant, apart from the fact that the combination of values are
likely unachievable.
The next parameter varied is the bubble size, which affects the natural
frequency of the bubble. Figure 5.7 shows the phase of ĝrev(ω0) for an equi-
librium bubble radius ranging from 3µm to 300µm. For all of these plots the
bubble is located at distance 2.5R0 from the interface and the tissue-like solid
is given the density and sound speed parameters listed for medium 1 in Ta-
ble 5.1. The values for water are, again, those listed in Table 4.1. From small-
est to largest, the considered bubble radii correspond to natural frequencies
†This was also observed by Brujan et al.;1 see their Fig. 12.
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Figure 5.6: The phase of ĝrev(ω0) for a bubble of radius 3µm immersed in
water and at varying distances from a viscoelastic medium (Voigt) with density
ρ2 = 1012 kg/m
3 and compressional wave speed c2 = 1518 m/s (material 1 of
Table 5.1). Various shades of blue or red correspond to bubble translation
toward or away from the interface, respectively.
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of approximately 1.28 MHz, 111.5 kHz, and 10.9 kHz.† As the bubble radius
increases, the region of viable shear moduli—corresponding to bubble trans-
lation away from the interface—shifts to slightly lower values. The range of
shear viscosity values corresponding to bubble translation away from the in-
terface increases for larger bubble radius. This increase is a direct consequence
of the lower natural frequency, which therefore requires a larger shear viscosity
before the product of ω0η2 is again equivalent to a given shear modulus. We
also note that Fig. 5.7(c) does not contain a region where the phase is almost
exactly pi (the darkest red), as seen in Fig. 5.7(a).
The final parameter varied while using the Voigt model is the value of
the shear viscosity of the fluid. Figure 5.8 illustrates the phase of ĝrev(ω0) for
a bubble of radius 3µm immersed in water with fluid shear viscosity ranging
from µ1 = 10
−9 Pa·s to 10−1 Pa·s. The bubble is located at distance 2.5R0 from
a viscoelastic medium with density ρ2 = 1012 kg/m
3 and compressional wave
speed c2 = 1518 m/s (material 1 of Table 5.1). Fluid viscosity significantly
alters the range of the shear modulus associated with bubble translation away
from the interface. As the fluid viscosity increases, this region narrows sub-
stantially, and seems to converge to the horizontal white line—indicating where
the fluid viscosity times the oscillation frequency of the bubble, ω0η1 = |µ˜1|,
is equal to the shear modulus of the viscoelastic medium. Generally, µ2 cor-
responding to a phase of ĝrev(ω0) near pi occurs when it is larger than ω0η1.
† The horizontal, white dashed line does not appear in Figs. 5.7(b) and 5.7(c) because
ω0η1 is less than 10
3 Pa.
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Figure 5.7: The phase of ĝrev(ω0) for a bubble of varying radius immersed in
water and near a viscoelastic medium (Voigt) with density ρ2 = 1012 kg/m
3
and compressional wave speed c2 = 1518 m/s (material 1 of Table 5.1) at
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bubble translation toward or away from the interface, respectively.
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While there is a small region in Fig. 5.8(c) where the phase of ĝrev(ω0) indicates
bubble translation away from the interface outside of the upper left quadrant
created by the white lines, this occurs where the shear viscosity of the liquid
and tissue-like solid are equal, and corresponds to a very low magnitude of
ĝrev(ω0).
In summary, bubble translation away from the interface frequently oc-
curs under two conditions: (1) Re {µ˜2} >
∣∣µ˜1∣∣ and (2) Re {µ˜2} > ∣∣Im {µ˜2} ∣∣,
ultimately restricting values of µ2 and η2—which correspond to bubble trans-
lation away from the interface—to the upper left quadrant created by the
white lines in Figs. 5.5–5.8. Visually, this is the region that is not pink after
overlaying Figs. 5.4(a) and 5.4(b). While this is not a sufficient condition for
bubble translation away from the interface, it seems to be generally necessary—
assuming, of course, that the viscoelastic medium is accurately represented by
the Voigt model.
5.3 Alternative Tissue Models
While the form of the complex shear modulus, µ˜2 = µ2 − iωη2, is
consistent with that presented for the Voigt model, it does not contain two
important features observed in experiments. First, experiments have shown
that the shear viscosity (i.e., the magnitude of Im{µ˜2/ω}) of the tissue de-
creases as frequency increases,77 which is the exact opposite of what the Voigt
model predicts. Second, experiments also show that the shear modulus of the
tissue increases as frequency increases,82 whereas the shear modulus remains
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constant using the Voigt model. Because of these inconsistencies, we consider
other models that address these issues, the first of which is the Kelvin model.
5.3.1 The Kelvin model
Figure 5.9 depicts the one-dimensional mechanical systems representa-
tion of the Kelvin model. This model differs from the Voigt model due to the
extra spring µm,M included with the dashpot ηm. In the frequency domain, the
dynamical expression relating displacement to force using the Kelvin model is
f̂ =
(
µm − iωηm
1− iωτ
)
û
=
(
µm + µm,M
(ωτ)2
1 + (ωτ)2
− iµm,M (ωτ)
1 + (ωτ)2
)
û , (5.4)
where τ = ηm/µm,M . As frequency becomes large enough such that ωτ  1,
then Eq. (5.4) becomes purely governed by the stiffness of the springs, increas-
ing the effective stiffness of the entire system by µm,M , and eliminating the
damping of the system:
f̂ = (µm + µm,M) û . (5.5)
When the frequency or shear viscosity become small enough such that ωτ  1,
Eq. (5.4) reduces to the Voigt model [Eq. (5.3)]. These limits better describe
the dynamics of tissue observed in experiment since at high frequencies the
stiffness increases and damping decreases. Thus, we incorporate the Kelvin
model into the model presented in Section 2.3 by letting
µ˜2 = µ2 + µ2,M
(ωτ)2
1 + (ωτ)2
− iµ2,M (ωτ)
1 + (ωτ)2
, (5.6)
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where now τ = η2/µ2,M .
Figure 5.10 shows an illustration similar to that in Fig. 5.4, but for the
Kelvin model. By modifying the definition of µ˜2 to be consistent with the
Kelvin model, we note that the straight lines in Fig. 5.4 now decay for higher
values of shear viscosity. Hence, one consequence of employing the Kelvin
model is that higher values of the shear viscosity of the viscoelastic medium
now contain regions where
∣∣µ˜1∣∣ < Re {µ˜2} and ∣∣Im {µ˜2} ∣∣ < Re {µ˜2} (i.e., the
conditions of the Voigt model which correspond to bubble translation away
from the interface). We reiterate that these two conditions (while employing
the Voigt model) where met for almost all of the regions correlated to bubble
translation away from the interface in Figs. 5.5–5.8. These conditions for the
Kelvin model are indicated by white lines in the subsequent figures [Figs. 5.11–
5.15], to again help correlate direction of bubble translation with specific ranges
of material parameters for the viscoelastic medium.
Figures 5.11–5.15 show the phase of ĝrev(ω0) for several variations of
material/bubble parameters. However, before we alter the same parameters
varied in Figs. 5.5–5.8, we first analyze the effect of the new parameter µ2,M .
All six plots in Fig. 5.11 show the phase of ĝrev(ω0) for a bubble of radius
3µm, located at distance 5R0 from the interface. The density and sound
speed of the viscoelastic medium are ρ2 = 1012 kg/m
3 and c2 = 1518 m/s,
respectively (material 1 of Table 5.1). The new stiffness parameter µm,M is
varied from 1.1 × 104 Pa to 109 Pa, where the specific values are listed on
each plot in Fig. 5.11. As µ2,M becomes large, the quantity ωτ in Eq. (5.4)
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becomes insignificant and the Kelvin model converges to the Voigt model; this
is observed as the phase of ĝrev(ω0) in Fig. 5.11(f) converges to that shown in
Fig. 5.6(b), where we had assigned identical material parameters, but employed
the Voigt model.
In order to present the phase of ĝrev(ω0) for the Kelvin model in a sim-
ilar format to that in Figs. 5.5–5.8, we must choose a single value for µ2,M .
Because this parameter defines additional stiffness for the viscoelastic medium
at high frequencies, we choose its value such that the equivalent stiffness (i.e.,
µ2 + µ2,M) is similar to what is reported in the literature at low-megahertz
frequencies. Thus, if we consider the analysis around a megahertz, the equiv-
alent stiffness is in the range of 0.1 MPa to 10 MPa.78,79 Because this range of
values is orders of magnitude larger than the corresponding values reported for
lower frequencies, the parameter µ2,M must therefore be much larger than µ2—
essentially corresponding to the values reported in the literature at megahertz
frequencies. Thus, Figs. 5.11(b) and 5.11(c) correspond most closely with the
values reported in the literature, and the remainder of the figures presented
for the Kelvin model are therefore assigned µm,M = 1.3 MPa.
112
103
105
107
109
µ
2
(P
a
)
η1=10
−9 Pa ·s(a)
103
105
107
109
µ
2
(P
a)
η1=10
−3 Pa ·s(b)
10−5 10−3 10−1 101
η2 (Pa ·s)
103
105
107
109
µ
2
(P
a)
η1=10
−1 Pa ·s(c) −pi/2
0 (toward)
pi/2
pi (away)
3pi/2
Figure 5.8: The phase ĝrev(ω0) for a bubble of radius 3µm immersed in
water with varying shear viscosity and near a viscoelastic medium (Voigt)
with density ρ2 = 1012 kg/m
3 and compressional wave speed c2 = 1518 m/s
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respectively.
113
fuηmµm,M
µm
Figure 5.9: Mechanical systems representation of the Kelvin model.
µ
2
(a)
η2
µ
2
(b)
Re {µ˜2} >
∣∣Im {µ˜2}∣∣
Re {µ˜2} >
∣∣µ˜1∣∣
Figure 5.10: Illustration of typical regions seen in the following figures of
the phase of ĝrev(ω0) using the Kelvin model [Figs. 5.11–5.15]. The black
dashed lines represent where (a) Re {µ˜2} = |Im {µ˜2}| and (b) Re {µ˜2} = | µ˜1|
and help to define regions where bubble translation away from the interface
generally occurs. These same regions are indicated by the white dashed lines
in Figures 5.11–5.15.
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Figure 5.11: The phase of ĝrev(ω0) for a bubble of radius 3µm immersed in
water and a distance 5R0 from a viscoelastic medium (Kelvin) with density
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As with the Voigt model, the first parameters varied are the density
and compressional wave speed of the viscoelastic medium. Figure 5.12 displays
the phase of ĝrev(ω0) for a bubble of radius 3µm, located at distance 5R0 from
an interface between water and a viscoelastic medium with varying density
and compressional wave speeds. As shown in Fig. 5.5, the increase in density
and sound speed in Fig. 5.12 gradually diminishes the region where bubble
translation away from the interface is expected. The regions of Fig. 5.12 which
correspond to bubble translation away from the interface are much broader
than those for the corresponding figure of the Voigt model [Fig. 5.5]. These
regions, in the left half of both Figs. 5.5 and 5.12, are nearly identical; however,
Fig. 5.12 shows an additional region which corresponds to bubble translation
away from interface with high shear viscosity and low shear modulus (the
orange region in the bottom right corner of each plot in Fig. 5.12).
Figure 5.13 shows the phase of ĝrev(ω0) for a bubble of radius 3µm
immersed in water at distances ranging from 2.5R0 to 7.5R0 from a viscoelastic
medium with density ρ2 = 1012 kg/m
3 and compressional wave speed c2 =
1518 m/s (material 1 of Table 5.1). An interesting feature of the Kelvin model
for varying distance is that the lower-right corner of each plot (corresponding
to high shear viscosity and low shear modulus in the viscoelastic medium)
changes phase fairly uniformly as the bubble moves farther from the interface.
More specifically, while the phase in the region where η2 > 10
−1 Pa·s and
µ2 < 10
6 Pa is approximately pi/2 when the bubble is at distance 2.5R0 from
the interface, the phase becomes roughly 3pi/4 at distance 7.5R0 from the
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Figure 5.12: The phase of ĝrev(ω0) for a bubble of radius 3µm immersed in
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interface. The phase of ĝrev(ω0) corresponding to bubble translation away
from the interface—located up and to the left of the pink region in Fig. 5.10—
behaves like Fig. 5.6, where bubble distance was varied using the Voigt model.
Figure 5.14 shows the phase of ĝrev(ω0) for a bubble of varying size,
where the bubble is immersed in water and located at distance 5R0 from a
viscoelastic medium with density ρ2 = 1012 kg/m
3 and compressional wave
speed c2 = 1518 m/s (material 1 of Table 5.1). Comparable to Fig. 5.7, when
the bubble radius increases, the frequency ω0 decreases. Hence, for larger R0,
the region where the shear viscosity of the viscoelastic medium corresponds to
bubble translation away from the interface expands to include higher values
of shear viscosity.
Last, Fig. 5.15 displays the phase of ĝrev(ω0) for a bubble of radius 3µm,
located a distance 5R0 from an interface between water with varying shear vis-
cosity and a viscoelastic medium with density ρ2 = 1012 kg/m
3 and compres-
sional wave speed c2 = 1518 m/s (material 1 of Table 5.1). For η2 < 10
−3 Pa·s,
Fig. 5.15 is similar to Fig. 5.8; as the shear viscosity of the liquid increases, the
region where the phase of ĝrev(ω0) corresponds to bubble translation away from
the interface narrows. In addition, for higher fluid viscosity, this region occurs
nearer to the white dashed line, where the magnitude of the complex shear
modulus in the fluid is equal to the real part of the complex shear modulus in
the viscoelastic medium, Re {µ˜2} = | µ˜1|. The phase of ĝrev(ω0) corresponding
to bubble translation away from the interface for η2 > 10
−1 Pa becomes similar
to the phase of ĝrev(ω0) seen for a water-air interface as the shear viscosity in
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Figure 5.13: The phase of ĝrev(ω0) for a bubble of radius 3µm immersed in
water at varying distances from a viscoelastic medium (Kelvin) with density
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Figure 5.14: The phase of ĝrev(ω0) for a bubble of varying radius immersed in
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the liquid increases. This effect is not observed in Fig. 5.8, the corresponding
figure employing the Voigt model.
By using the Kelvin model, the possibility exists to assign either low
or high values for η2 to induce bubble translation away from the interface;
however, if we employ the Voigt model, then regions of phase which correspond
to bubble translation away from the interface only exist for lower values for η2.
In addition, the general dynamical features of tissue are more accurate with the
Kelvin model—specifically, that shear viscosity decreases, and shear modulus
increases, as frequency increases. Because of these features, the Kelvin model
seems more complete than the Voigt model.
5.3.2 The Maxwell model
The last model presented is the Maxwell model. It is, in essence, akin
to the Kelvin model, but without the stiffness that acts independent of the
damping. Figure 5.16 shows the mechanical systems representation of the
Maxwell model. Thus, the frequency-domain equation describing the dynamics
of tissue using the Maxwell model is
f̂ = − iωηm
1− iωτ û
=
(
µm,M
(ωτ)2
1 + (ωτ)2
− iµm,M (ωτ)
1 + (ωτ)2
)
û . (5.7)
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We employ the Maxwell model in the dynamics of the tissue model presented
in Section 2.3 by letting
µ˜2 =
(
µ2,M
(ωτ)2
1 + (ωτ)2
− iµ2,M (ωτ)
1 + (ωτ)2
)
û , (5.8)
where τ = η2/µ2,M . Because the Maxwell model does not contain the stiff-
ness parameter µ2, a direct comparison in terms of the previously presented
plots of the phase of ĝrev(ω0) (i.e., Figs. 5.5–5.8 and 5.11–5.15) is not possible.
However, the Kelvin model converges to the Maxwell model as µ2 → 0 in
Eq. (5.6). Hence, the results for the phase of ĝrev(ω0) for the Maxwell model
are approximately those over the range of η2 when µ2 = 10
3 Pa in Figs. 5.11–
5.15. While µ2 = 0 is not included in these plots for the Kelvin model, the
shear modulus 103 Pa is likely low enough. Therefore, the Maxwell model in-
dicates that η2 must be greater than approximately 10
−1 Pa·s for the phase of
ĝrev(ω0) to correspond with bubble translation away from the interface. Con-
sequently, the Maxwell model misses the left-hand region (i.e., approximately
when η2 < 10
−2 Pa·s and 104 Pa< µ2 < 106 Pa) corresponding to bubble trans-
lation away from the interface seen in the Voigt and Kelvin models.
f
ηmµm,M
Figure 5.16: Mechanical system representation of the Maxwell model.
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5.4 External and Reverberant Fields
Because none of the time-domain simulations in this chapter has taken
into account an incident field, one may reasonably wonder how the transla-
tional force of the incident wave on the bubble compares with that due to
the interface. While a rigorous comparison of these two fields involves further
numerical simulations, a qualitative analysis is considered here. If an incident
plane wave traveling parallel to the interface (in the +x direction) is assumed,
the magnitude of the corresponding external pressure gradient is∣∣∣∣∂p̂e∂x
∣∣∣∣ = k0|p̂e| , (5.9)
where k0 = ω0/c1. The magnitude of the reverberant pressure gradient is
expressed as ∣∣∣∣∂p̂rev∂z
∣∣∣∣ ≈ (κ2 − k20)1/2 |p̂rev| , (5.10)
where κ represents the horizontal wavenumber near the maximum in the an-
gular spectrum, where the field is evanescent and thus κ > k0. Unlike the
pressure gradient produced by the external field, the reverberant pressure gra-
dient is not comprised of a single plane wave at a single frequency. An example
of the spectrum associated with the reverberant pressure gradient is shown in
Fig. 3.3. In this figure, the maximum value of the magnitude of the spectrum
occurs where κ/k0 is between approximately 30 and 50, where the value largely
depends on the distance from the interface. The reverberant pressure gradient
is thus one to two orders of magnitude greater than the external pressure gra-
dient. The ratio of the external pressure gradient to the reverberant pressure
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gradient may thus be expressed as∣∣∣∣∂p̂rev/∂z∂p̂e/∂x
∣∣∣∣ ∣∣∣∣ p̂revp̂e
∣∣∣∣ = |p̂rev/p̂im||p̂e/p̂im| , (5.11)
where we have normalized by the pressure due to an image source since the
reverberant pressure is frequently evaluated in terms of this ratio.
Because the bubble is always considered to be very close to the inter-
face, the time for acoustic propagation between the bubble and its image is
negligible, and the pressure from the image (due to a rigid interface) is approx-
imately the same as the pressure generated at the bubble wall. The pressure
produced by an externally driven bubble is obtained from the linear equation
for a spherical bubble in an unbounded viscous medium,
ξ¨ +
ω0
QF
ξ˙ + ω20ξ = −
pe
ρ1R0
, (5.12)
where ξ(t) is the bubble wall displacement and QF is the quality factor of
the resonance behavior of the bubble. If we assume pe = p̂ee
−iωt, then ξ =
Ξ(ω)e−iωt, and Eq. (5.12) yields
Ξ(ω) = − p̂e
ρ1R0ω20
(
1− ω2/ω20 − i
ω/ω0
QF
)−1
. (5.13)
With the particle displacement in hand, and with the volume velocity given
by Q(t) = 4piR20ξ˙(t), the pressure at the bubble wall due to the bubble image,
a distance D from the actual bubble, is given by
pim = ρ1
Q˙(t−D/c1)
4piD
(5.14)
= ρ1
4piR20 ξ¨(t−D/c1)
4piD
, (5.15)
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where substitution of the solution for ξ(t) yields
p̂im = −ρ1R
2
0
D
ω2Ξ(ω)eikD , (5.16)
where pim = p̂ime
−iωt. Substitution of Eq. (5.13) into the right-hand side of
Eq. (5.16), and evaluating the resulting expression at ω = ω0, gives
p̂im = iQF
R0
D
p̂ee
ikD , (5.17)
and Eq. (5.17) may be rewritten as the ratio |p̂e/p̂im|, yielding∣∣∣∣ p̂ep̂im
∣∣∣∣ = DR0 · 1QF . (5.18)
For a bubble of only a few microns the quality factor is O(10). Thus, the value
of |p̂e/p̂im| is O(1) or less for D/R0 ≤ 10.
The ratio p̂rev/p̂im in Eq. (5.11) may be written equivalently as ĝrev/ĝim.
It is convenient to express Eq. (5.11) in terms of this ratio of Green’s functions
since |ĝrev/ĝim| is plotted in several places in this dissertation (e.g., Figs. 2.3,
5.1, or 6.2). Hence, if |p̂e/p̂im| ≤ 1 is assumed, then the ratio of the reverberant
pressure gradient to the external pressure gradient is, when normalized by
|ĝrev/ĝim|,
|∂p̂rev/∂z| / |∂p̂e/∂x|
|ĝrev/ĝim| = O(10) . (5.19)
Note that in Figs. 2.3, 5.1, or 6.2, even for an interface between water and
soft tissue, |ĝrev/ĝim| is O(10−2) or greater near the natural frequency of the
bubble. Thus, we conclude that the reverberant pressure gradient is likely
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of the same order as the pressure gradient produced by an external source.
In addition, experiments do show that the reverberant fields dictate a large
portion of the overall bubble dynamics.3
5.5 Conclusions
This chapter outlined the basic motivation necessary for exploring bub-
ble translation without explicitly performing time-domain simulations. This
was accomplished by correlating the phase of ĝrev(ω) at the natural frequency
of the bubble with the direction of bubble translation. We showed that when
the phase of ĝrev(ω0) for an interface between water and a tissue-like solid
was similar to that for a water-steel interface, bubble translation was directed
toward the tissue-like solid. On the other hand, when the phase of ĝrev(ω0)
for an interface between water and a tissue-like solid was similar to that for a
water-air interface, bubble translation was directed away from the interface.
The phase of ĝrev(ω0) was then explored using both the Voigt and Kelvin
models for various viscoelastic media. The red regions of the several two-
dimensional plots of the phase of ĝrev(ω0) illustrate which combinations of
material parameters correspond to bubble translation away from the inter-
face. These regions generally occur where the real part of the complex shear
modulus for the viscoelastic medium was greater than the magnitude of the
imaginary part of the complex shear modulus for either the fluid or the vis-
coelastic medium, Re {µ˜2} > |Im {µ˜2} |, |Im {µ˜1} |. The only exception to this
condition in over 18,000 different combinations of bubble/material parame-
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ters tested was either when the bubble was very close to the interface (i.e.,
z0 < 2.5R0), or when fluid shear viscosity was high (i.e., η1 > 10
−2 Pa·s). Un-
der these circumstances, combinations of µ2 and η2 corresponding to bubble
translation away from the interface occurred for η2 ≈ η1 and µ2 < ω0η1 [e.g.,
see Fig. 5.6(a), 5.8(c), or 5.15(c)] Changes in the phase of ĝrev(ω0) were illus-
trated with several figures by varying material properties of the viscoelastic
medium, the distance of the bubble from the interface, or the shear viscos-
ity in the fluid. The Kelvin model was very similar to the Voigt model for
η2 < 10
−2 Pa·s; however, the Kelvin model displayed additional regions corre-
lating bubble translation away from the interface which were not displayed in
the corresponding figures for the Voigt model. The Kelvin model was shown to
be a more appropriate model for a tissue-like solid since the effective shear vis-
cosity value decreases, and the effective shear modulus increases, as frequency
increases.
While experiments have shown that shear modulus and standoff dis-
tance from the interface are two main constituents in predicting direction of
bubble translation, we showed that the shear viscosity in both the fluid and the
tissue-like medium are equally important parameters. In fact, almost all the
material parameters for the viscoelastic medium play significant roles in affect-
ing bubble translation. Evaluating the phase of ĝrev(ω0), instead of running a
time-domain simulation, helped to quickly determine which combinations of
material parameters result in bubble translation in a particular direction.
Variations in these results may be considerable once other external
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variables are included in the model. For instance, the pressure changes are as-
sumed here to be nearly adiabatic; however, heat exchange is a relevant effect
involved when the bubbles are laser-generated,1 or undergo violent collapse.
We also note that while we were able to focus on mild bubble pulsation dom-
inated by one oscillation frequency, a more violent collapse will involve many
additional frequencies. Regardless, these results are consistent mathematically
with the results obtained by others,46 in that the phase of the field produced
by some external object (i.e., the fluid-solid interface) relative to the pulsation
of the bubble will dictate overall direction of translation.
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Chapter 6
High-Amplitude Bubble Dynamics
Simulations
The previous chapter showed that the direction of bubble translation for
a linearly pulsating bubble near a fluid-solid interface depends on the phase
of ĝrev(ω0), which is the frequency spectrum of the portion of the Green’s
function corresponding to the reverberant pressure gradient evaluated at the
natural frequency of the bubble, ω0. However, the question regarding the
direction of bubble translation as bubble pulsation becomes nonlinear still
remains. Hence, in this chapter we explore the direction of bubble translation
for high-amplitude bubble pulsation near an interface between water and a
tissue-like viscoelastic medium.
Before performing simulations involving high-amplitude bubble simu-
lations, we must reevaluate the equations of motion for bubble pulsation and
translation. Specifically, we are interested to know if the term that was origi-
nally neglected from the bubble translation equation [the last term within the
parentheses on the right-hand side of Eq. (2.2)] is now important for these
highly nonlinear dynamics. We also analyze a more accurate equation for
bubble pulsation. We then study the direction of bubble translation for a
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freely oscillating bubble near a liquid-solid interface, with the bubble initially
compressed in size. We analyze this scenario for various levels of compression,
standoff distances from the interface, and shear moduli of the viscoelastic
medium.
6.1 Reevaluating the Bubble Dynamics Equations
The equations for bubble pulsation and translation introduced in Chap-
ter 2 [Eqs. (2.1) and (2.2)] are repeated here for convenience:
RR¨ +
3
2
R˙2 =
Pliq − P0
ρ1
−
(
pe + prev
ρ1
− 1
4
∣∣∣X˙− (u˙e + u˙rev)∣∣∣2) , (6.1)
d
dt
{
R3
[
X˙− (u˙e + u˙rev)
]}
= −2R3∇
(
pe + prev
ρ1
− 1
4
∣∣∣X˙− (u˙e + u˙rev)∣∣∣2)
+
3Fd
2piρ1
, (6.2)
Equation (6.1) was unmodified in the preceding chapters, but the higher-order
term 1
4
∇
∣∣∣X˙− (u˙e + u˙rev)∣∣∣2 in Eq. (6.2) was previously ignored. Even without
this neglected term, we may describe nonlinear pulsation and translation of
a spherical bubble using Eqs. (6.1) and (6.2); however, by doing so we must
quantify the loss in accuracy. In previous chapters, this analysis was unimpor-
tant since we considered only mild bubble pulsation. Thus, in this chapter we
determine the relevance of each of the terms in Eqs. (2.1) and (2.2) when the
bubble dynamics are highly nonlinear.
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6.1.1 High-amplitude bubble pulsation
Equation (6.1) can be modified to account for bubble pulsation to order
O(1/c1):
52(
1− R˙
c1
)
RR¨ +
3
2
(
1− R˙
3c1
)
R˙2
=
1
ρ1
(
1 +
R˙
c1
+
R
c1
d
dt
)
(Pliq − P0 − pe − prev) , (6.3)
which is equivalent to Keller’s equation to the same order.23 The derivation of
Eq. (6.3) accounts for liquid compressibility, and is explained in detail by Ilin-
skii et al.26 While including terms of higher accuracy can be important when
pulsation includes bubble collapse, incorporating the extra terms introduced in
Eq. (6.3) requires us to calculate a derivative of the reverberant pressure with
respect to time. By using the Green’s function presented in this dissertation
to calculate the reverberant pressure, the time derivative of the reverberant
pressure exacerbates the numerical instabilities introduced using our numeri-
cal approach (e.g., see Fig. 3.7). Therefore, Eq. (6.3) is much less stable for
the problem at hand. For this reason we choose to leave Eq. (6.1) unmodified.
This simplifies the computational burden for the radial dynamics, allowing us
to focus on the translational dynamics.
6.1.2 High-amplitude bubble translation
In Chapter 2 we reasoned that the higher-order term in Eq. (6.2) (the
last term within the parentheses on the right-hand side) could be ignored on
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the grounds that we consider only moderately low-amplitude bubble pulsation.
Thus, before simulating highly nonlinear bubble translation we must reevaluate
the importance of this term. By solving Eq. (6.2) for bubble acceleration, we
put it in the form used computationally (before nondimensionalization). After
expanding the left-hand side of Eq. (6.2), dividing by R3, and solving for X¨,
we obtain
X¨ = −3R˙
R
[
X˙− (u˙e + u˙rev)
]
− 3
ρ1
∇(pe + prev)
+
1
2
∇
∣∣∣X˙− (u˙e + u˙rev)∣∣∣2 + 3Fd
2piρ1R3
. (6.4)
The magnitude of each term on the right-hand side of Eq. (6.4), at each instant
in time, gives us an estimate of the relevance of each term in calculating the
overall bubble translation. In other words, at a specific instance in time the
magnitude of each term on the right-hand side of Eq. (6.4) indicates which
terms are most important. Terms several orders of magnitude lower than other
terms are unimportant in the overall computation of the bubble acceleration
at that instant in time. Therefore, we gauge the importance of including the
third term on the right-hand side of Eq. (6.4) when simulating nonlinear bubble
translation by comparing its magnitude to the corresponding magnitudes of
the first and second terms at each instant in time.
Figure 6.1 shows the (a) pulsation and (b) translation of a bubble of
radius 3µm at distance 7.5R0 from an interface between water and a vis-
coelastic medium with density ρ2 = 1012 kg/m
3, compressional wave speed
c2 = 1518 m/s, shear modulus µ2 = 10
7 Pa, shear viscosity η2 = 2× 10−3 Pa·s,
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and zero bulk viscosity. We define the dynamics of all the viscoelastic me-
dia in this chapter with the Kelvin model [Eq. (5.4)]; for this simulation, the
parameter µ2,M = 10
5 Pa. The simulation begins with the bubble initially
compressed to a radius of R(0) = 0.2R0. Once released, the bubble radius
grows to a few times the size of the equilibrium radius and then quickly col-
lapses. Figure 6.1(c) compares the magnitudes of the first, second, and third
terms on the right-hand side of Eq. (6.4) for the duration of the simulation.
We note that the magnitudes of the first and second terms (the black and
red lines, respectively) are of the same order, and are both the predominant
term at various stages of the simulation. For example, the term involving
the reverberant pressure (term 2) is largest when the bubble radius is large
(0.25 ≤ t/T0 ≤ 1.25), whereas the first term dominates during bubble collapse
(t/T0 ≥ 1.25). Note that the magnitude of the third term is several orders of
magnitude lower than the other two terms for all time. This disparity, to vary-
ing degrees, was observed in all other simulations which were checked, which
included different types of interfaces, driven versus free bubble oscillation, as
well as various distances from the interfaces and amounts of initial compres-
sion. The third term is more important at closer distances to the interface
and for higher degrees of nonlinearity, but was never found to be significant
when compared to the first and second terms. On average, the third term was
about six orders of magnitude smaller than the most significant term at any
point in time of the simulation. Thus, to the degree of nonlinearity observed
in Fig. 6.1, the third term on the right-hand side of Eq. (6.4) may still be
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Figure 6.1: Simulation of the (a) pulsation and (b) translation of a bubble
of radius 3µm, initially compressed to 0.2R0, at distance 7.5R0 from an inter-
face between water and a viscoelastic medium with density ρ2 = 1012 kg/m
3,
compressional wave speed c2 = 1518 m/s, shear modulus µ2 = 10
7 Pa, shear
viscosity η2 = 2 × 10−3 Pa·s, zero bulk viscosity, and µ2,M = 105 Pa. Plot (c)
shows the magnitudes of the first, second, and third terms on the right-hand
side of Eq. (6.4).
136
dropped from the calculations, and the translation equation is left unmodified
from its form used in previous chapters. Hence, with no modifications to the
bubble dynamics equations used in the preceding chapters, we now analyze
higher-amplitude simulations.
6.2 High-Amplitude Simulations
To better understand the role that the reverberant pressure gradient
plays in determining direction of bubble translation, we slowly increase the
amplitude of bubble oscillation (i.e., the amount of nonlinearity in the bubble
pulsation) and compare this with the magnitude and phase of ĝrev(ω). While
the phase of ĝrev(ω) at the natural oscillation frequency of the bubble indicates
the direction of bubble translation during free oscillation, both the magnitude
and phase of this frequency spectrum are important when we introduce mul-
tiple frequencies. We gradually introduce more frequency content into the
bubble dynamics by initially compressing the bubble to a smaller and smaller
initial radius. For low amounts of initial compression, the bubble will pulsate
linearly, and the only frequencies of interest are those very close to the oscilla-
tion frequency of the bubble. However, as the bubble is compressed by larger
amounts, the group of frequencies involved in the computation increases.
Figure 6.2 shows the (a) magnitude and (b) phase of ĝrev(ω) calculated
at distance 7.5µm (2.5R0 for R0 = 3µm) from an interface between water
and a tissue-like viscoelastic medium. The shear modulus of the viscoelastic
medium is varied from µ2 = 10
4 Pa to 107 Pa, while density ρ2 = 1012 kg/m
3,
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compressional wave speed c2 = 1518 m/s, shear viscosity η2 = 2 × 10−3 Pa·s,
bulk viscosity is zero, and µ2,M = 10
5 Pa. The range in shear moduli may seem
somewhat high when compared to conventional values used for soft tissue, but
we reemphasize that this parameter is highly frequency dependent,78,79 and
can be much larger at higher frequencies.77,82 The frequency spectra produced
for ĝrev(ω) are normalized with the corresponding spectra for an image source,
given in Eq. (2.67) and repeated here for convenience:
ĝim =
(
i
ω
c1
− 1
D
)
eiωD/c1
4piD
, (6.5)
where D = z0 − z and we evaluate the field at the location of the bubble,
z = −z0. We remind the reader that the frequency spectra are evaluated at
very high frequencies so that the very small distance between the interface and
the bubble center is resolved during time-domain simulations.
The pink vertical bands in Fig. 6.2 indicate the approximate oscillation
frequency of a bubble of radius 3µm. We note that near this frequency the
phase for each spectrum shown in Fig. 6.2(b) exhibits various qualities to help
show the contribution of multiple frequencies during high-amplitude bubble
dynamics simulations. For example, the lines corresponding to µ2 = 10
5 Pa and
107 Pa have roughly constant phase ranging from 0.8 MHz to 2 MHz (which cov-
ers the natural frequency of the bubble), with values similar to those produced
by a water-air or water-steel interface, respectively. The line for µ2 = 10
4 Pa
has a phase which decreases with increasing frequency, and is at a phase near
pi/2 at the resonance frequency of the bubble. This is significant since a phase
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Figure 6.2: The (a) magnitude and (b) phase of ĝrev(ω), normalized by the cor-
responding image source [Eq. (6.5)], a distance 7.5µm from the interface. The
fluid is water and the viscoelastic medium is tissue-like. The shear modulus
of the tissue µ2 ranges from 10
4 Pa to 107 Pa, with density ρ2 = 1012 kg/m
3,
compressional wave speed c2 = 1518 m/s, shear viscosity η2 = 2 × 10−3 Pa·s,
and bulk viscosity is zero. The Kelvin model is used to define the dynamics
of the tissue [Eq. (5.4)], where µ2,M = 10
5 Pa.
of pi/2 lies exactly in between the phases for a water-air interface (a phase of
pi radians) and water-steel interface (a phase of 0 radians). Thus, for the line
where µ2 = 10
4 Pa the phase of ĝrev(ω) at frequencies lower than those shaded
in pink is more similar to that for a water-air interface, while the phase is
more similar to a water-steel interface for frequencies greater than the region
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of frequencies shaded in pink. The line for µ2 = 10
6 Pa slopes the opposite
direction of the line for µ2 = 10
4 Pa, where the phase of ĝrev(ω) for the line
for µ2 = 10
6 Pa is more like a water-steel interface at lower frequencies and
approaches the phase for a water-air interface at high frequencies (less than
107 Hz). How important ĝrev(ω) is at a particular frequency, in terms of de-
termining the overall translation of the bubble, depends on the corresponding
magnitude of ĝrev(ω), shown in Fig. 6.2(a).
Another factor to consider when evaluating ĝrev(ω) is the spectrum of
the volume velocity of the bubble, the function with which grev is convolved
to produce the reverberant pressure gradient. For a stationary bubble, the
spectrum of the reverberant pressure gradient can be expressed as
∂p̂rev
∂z
= iωρĝrev(ω)Q̂ , (6.6)
where, for low-amplitude pulsation, Q̂ is essentially a delta function in fre-
quency at ω0. Thus, restricting the analysis of the reverberant pressure gra-
dient to low-amplitude pulsation, as in Chapter 5, allows us to analyze ĝrev
at only ω0. However, as bubble is more nonlinear, Q̂ is no longer similar to
a delta function and the product ĝrevQ̂ must be analyzed instead. Figure 6.3
shows the (a) pulsation of a stationary bubble of 3µm immersed in water and
in free space. The bubble is compressed initially by varying amounts such that
the initial bubble radius ranges from R(0) = 0.9R0 to 0.2R0. The time domain
simulations are computed for 100T0, from which the spectrum of the volume
velocity Q̂(ω) is calculated. The normalized magnitude of Q̂(ω) correspond-
ing to each simulation in Fig. 6.3(a) is shown in Fig. 6.3(b). As the bubble
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begins at a smaller initial radius, we note the presence of higher harmonics at
frequencies above the natural frequency of the bubble. In addition, the peak
amplitude of |Q̂(ω)| shifts to a lower frequency. While Q̂(ω) is determined
for a stationary bubble in a free field, it gives us a qualitative feel for which
regions of the phase of ĝrev(ω) correspond to a large amplitude of |ĝrevQ̂|. In
other words, predicting direction of bubble translation when bubble pulsation
is highly nonlinear likely requires us to evaluate the phase of ĝrev(ω) at fre-
quencies lower than the natural frequency of the bubble. We also stress that
while we have neglected radiation damping in the simulation with a significant
degree of nonlinearity, the spectra produced here are qualitatively the same
when this effect is included. Regardless, changing the spectrum of Q̂ with
more accurate models of the bubble pulsation does not change the outlined
logic.
An example of how one would use the phase of ĝrev(ω), along with
the magnitude of ĝrevQ̂, to predict the direction of bubble translation is illus-
trated by considering a bubble near a viscoelastic medium and under various
amounts of compression. Figure 6.4 shows four different simulations of R(t)
and X(t) for a bubble of radius 3µm immersed in water and at distance 2.5R0
from each of the viscoelastic media defined in Fig. 6.2. Bubble pulsation is
illustrated on the left [Figs. 6.4(a)–6.4(d)], and bubble translation on the right
[Figs. 6.4(e)–6.4(h)]. Bubble translation toward the interface is represented
when X > 0, while X < 0 is when the bubble translates away from the
interface. The bubble oscillates freely near the liquid-solid interface, and is
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Figure 6.3: Temporal (a) pulsation of a bubble of radius 3µm in free space and
initially compressed such that the initial bubble radius ranges from R(0) =
0.2R0 to 0.9R0. The normalized magnitude of the spectrum of the volume
velocity Q̂(ω) is shown for each time-domain simulation in plot (b).
compressed initially by various amounts, as indicated in the column on the
right. Like all the analysis in Chapter 5, mild compression (e.g., an initial
bubble radius of 0.9R0) induces linear bubble pulsation, from which bubble
translation can be inferred by evaluating only the phase of ĝrev(ω0). Thus,
the direction of bubble translation for µ2 = 10
4 Pa to 107 Pa illustrated in
Fig. 6.4(a) is predicted by evaluating the phase of the corresponding spectrum
displayed in Fig. 6.2(b) at the oscillation frequency of the bubble (the region
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Figure 6.4: Pulsation (left) and translation (right) of an initially compressed
bubble of radius 3µm in free oscillation a distance 2.5R0 from an interface
between water and a viscoelastic medium. The viscoelastic medium is assigned
density ρ2 = 1012 kg/m
3, compressional wave speed c2 = 1518 m/s, shear
viscosity η2 = 2 × 10−3 Pa·s, modulus µ2,M = 105 Pa corresponding to the
Kelvin model [Eq. (5.4)], and zero bulk viscosity.
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shaded in pink). However, by increasing the amount of initial compression of
the bubble, Fig. 6.3(b) shows that the spectrum of Q̂ is much broader, where
the majority of the energy in the spectrum is lower in frequency than ω0.
An notable feature of the line corresponding to µ2 = 10
6 Pa in Fig. 6.4 is
the apparent change in direction of bubble translation as the amount of initial
compression is increased. More specifically, we note that the direction of trans-
lation for line corresponding to µ2 = 10
6 Pa in Fig. 6.4(a) is directed away from
the interface; however, for smaller initial bubble radii [Figs. 6.4(b)–6.4(d)],
the direction of bubble translation is toward the interface.† This change in
direction is understood by analyzing the phase of ĝrev(ω) for µ2 = 10
6 Pa in
Fig. 6.2, along with the various spectra shown in Fig. 6.3(b). For R(0) = 0.9R0
in Fig. 6.3(b), the spectrum of the volume velocity is a narrow spike near the
natural frequency of the bubble, and we anticipate that the phase of ĝrev(ω) is
only important at ω0. However, for R(0) < 0.9R0 the frequency corresponding
to the maximum magnitude of Q̂ occurs at frequencies less than ω0. Below
ω0 (i.e., below the portion of the axes shaded in pink), the phase of ĝrev(ω)
for µ2 = 10
6 Pa in Fig. 6.2 approaches that for a water-steel interface, where
the magnitude of ĝrev(ω) is also higher. Thus, as the bubble is compressed
more, these lower frequencies play a more important role in the response of
this dynamical system, and can result in a change in the direction of bubble
†One may argue that translation appears to trend toward the interface later in the
simulation (t/T0 > 0.8); however, the final amount of gross translation (at t/T0 = 2) is away
from the interface. Other simulations shown later will illustrate this change in direction of
bubble translation more convincingly.
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translation.
The direction of bubble translation for several more simulations is pre-
sented in Fig. 6.5. Hence, the overall translation of the bubble is indicated
qualitatively by a blue (up) or red (down) arrow, which indicates bubble trans-
lation toward (up) or away (down) from the interface, respectively. Simulations
were performed for each of the four different viscoelastic media considered in
Figs. 6.2 and 6.4; thus, the shear modulus for the viscoelastic medium is varied
in the plots in Fig. 6.5, ranging from µ2 = 10
4 Pa to 107 Pa. The bubble is ini-
tially compressed such that the radius of the bubble at time t = 0 ranges from
R(0) = 0.2R0 to 0.9R0 in increments of 0.1R0, with R0 = 3µm. A smaller
initial bubble radius corresponds to a larger maximum radius in the overall
simulation. The initial distance from the interface is also varied, ranging from
z0 = 2.5R0 to 15R0 in increments of 2.5R0. The gray lines connecting groups
of six arrows constitute an identical initial bubble radius over the various dis-
tances from the bubble to the interface. The vertical axis is shown in terms of
the maximum radius of the bubble over the life of the simulation. For example,
simulations where the bubble begins at a radius of 0.2R0 correspond to the
arrows displayed near Rmax/R0 = 2.5.
Several comments regarding Fig. 6.5 are in order. First, for all shear
moduli considered, the direction of bubble translation changes as the distance
of the bubble from the interface changes; however, the initial and final di-
rections of translation depend on which shear modulus is considered. For
instance, when µ2 = 10
4 Pa [Fig. 6.5(a)], the direction of bubble translation
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Figure 6.5: Direction of bubble translation for a bubble in free oscillation,
compressed to an initial bubble radius ranging between R(0) = 0.2R0 and
0.9R0 in increments of 0.1R0, where R0 = 3µm. Smaller values of the initial
bubble radius correspond to larger maximum radius values on the y axis. The
distance z0, which describes the distance from the interface to the bubble
center, is also varied between 2.5R0 to 15R0 in increments of 2.5R0. The
bubble is immersed in water, near a viscoelastic medium with density ρ2 =
1012 kg/m3, compressional wave speed c2 = 1518 m/s, shear viscosity η2 =
2×10−3 Pa·s, zero bulk viscosity, and shear modulus ranging from µ2 = 104 Pa
to 107 Pa in (a) through (d). The Kelvin model is used to define the dynamics
of the solid [Eq. (5.4)], where µ2,M = 10
5 Pa. The gray lines connect the
simulations with the same initial bubble radius.
146
is away from the interface when the bubble is nearer to it, and toward the
interface when the bubble is farther away from it. On the other hand, when
µ2 = 10
7 Pa [Fig. 6.5(d)], the direction of bubble translation is toward the
interface when the bubble is nearer to it, and away from the interface when
the bubble is farther away from it. This effect was previously highlighted in
Figs. 5.6 and 5.13, where the region defining bubble translation away from the
interface moves to higher values of shear modulus as the bubble moves away
from the interface. Therefore, lower shear moduli transition out of the region
corresponding to bubble translation away from the interface, while higher shear
moduli transition into this region.
Second, the direction of bubble translation observed for µ2 = 10
6 Pa
and 107 Pa [in Figs. 6.5(c) and 6.5(d), respectively] is directed toward the in-
terface at closer distances and away from the interface at farther distances.
This feature of bubble translation was also observed experimentally by Bru-
jan et al.1 (their Figure 12), and is shown here in Fig. 6.6. The horizontal
axis represents nondimensional distance (γ, which nominally spans a range of
z0/R0 from 0 to approximately 12.5), while the vertical axis represents which
direction, and to what degree, translation from the interface occurs. For val-
ues where bRmin/s > 1 in Fig. 6.6, Brujan et al.
1 observed bubble translation
away from the interface, and for values where bRmin/s < 1, bubble transla-
tion toward the interface was observed. The horizontal purple dashed line in
Fig. 6.6 separates where the change in direction of bubble translation occurs.
The red and orange dotted lines correspond qualitatively to the change in di-
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rection of bubble translation observed in Figs. 6.5(c) and 6.5(d), respectively.
In addition, the trends seen for µ2 = 10
5 Pa [Fig. 6.5(b)] correspond to those
overlaid by the green dotted line. Bubble translation is directed away from
the interface for all the distances simulated for z0/R0 from 2.5 to 12.5. While
the pattern of bubble translation shown for µ2 = 10
4 Pa [Fig. 6.5(a)] is not
z0/R0 = 1 to 12.5
Figure 6.6: Taken from Figure 12 of Brujan et al.1 This figure summarizes the
relationship between distance from the interface and the direction of bubble
translation. The colored dashed lines have been added here for emphasis. In
the legend, the PAA samples (a type of tissue mimicking material) with higher
water content correspond to softer tissue phantoms. Bubble translation toward
the interface corresponds to values of the vertical axis which are less than unity
(i.e., below the purple dashed line), whereas bubble translation away from the
interface occurs for values of the vertical axis which are greater than unity.
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observed in the data presented by Brujan et al.,1 the high-amplitude pressure
waves radiated from the laser-generated cavitation bubbles in their experiment
likely increased the modulus of the sample to exceed this value.
There are other differences between these simulations and their exper-
iment, making it difficult to perform a rigorous comparison with them. One
notable difference is the maximum bubble radius, which was measured to be
around a millimeter in the experiments performed by Brujan et al.,1 whereas
in the present work it is only a few microns. This difference in bubble ra-
dius alters the natural frequency of the bubble by many orders of magnitude,
changing the distances of the bubble from the interface, since the distances
here are measured in terms of equilibrium bubble radius.† The discrepancy in
the natural frequency of the bubble may also indicate that their experiment
involved substantial alterations of the reverberant pressure and its gradient
since the tissue phantom was only 20 mm thick. Because we have assumed a
viscoelastic half-space, this possibility is not accounted for in our model. In
Chapter 2 it was shown that effects of the layer may be ignored for thicknesses
larger than about 100R0. Thus, the samples used by Brujan et al.
1 likely cre-
ate different reverberant spectra than those produced here. Regardless of the
discrepancies between the two scenarios, the simulations in Figs. 6.5(b)–6.5(d)
†Matching the parameters set forth by Brujan et al.1 has been attempted. However,
a nominal equilibrium radius is not given in their paper since the bubbles were generated
by a focused laser. In addition, a larger equilibrium bubble radius makes our numerical
simulations more difficult since the number of frequencies needed to resolve portion of the
spectrum near resonance, while still maintaining a maximum frequency near a gigahertz, is
very large.
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show qualitative agreement with the results published by Brujan et al.1
The third observation regarding Fig. 6.5 is a qualitative comparison
with Chen et al.3 They reported, for their experiments involving micron-
sized bubbles within actual tissue vessels, that translation was always directed
away from nearest vessel wall. Their results are summarized in their Fig. 6,
and shown here in Fig. 6.7. The horizontal axis is a nondimensional distance
which is comparable to a range of z0/R0 from 1 to 10. This result is largely
portrayed for µ2 = 10
5 Pa in Fig. 6.5, where, for all standoff distances but the
z0/R0 = 1 to 10
Figure 6.7: Taken from Figure 6 of Chen et al.3 This figure summarizes the
relationship between distance from the interface and the amount of bubble
translation, where translation is always directed away from the interface.
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farthest, bubble translation is directed away from the interface. As for the
largest standoff distance, the reverberant fields are almost completely negli-
gible at 15R0, making the overall translation observed at this distance likely
unobservable in experiments and outside the distance explored by Chen et al.3
As with Brujan et al.,1 a direct comparison with results reported by Chen et
al.3 is difficult since their experiment involved a bubble entrained by surround-
ing tissue layers and driven by an external source. In the present work, the
viscoelastic medium is only present on one side of the bubble, and the bubble
is in free oscillation. While adding a source to drive the bubble oscillation is
trivial, surrounding the bubble with a tissue-like vessel is not.
The fourth observation regarding Fig. 6.5 is that the oscillation ampli-
tude of the bubble affects the overall direction of bubble translation. This is
seen more clearly in the eight simulations shown in Fig. 6.5 for µ2 = 10
7 Pa
and at distance z0/R0 = 12.5, where the corresponding time-domain simu-
lations for R(t) and X(t) are shown in Figs. 6.8 and 6.9, respectively. Fig-
ure 6.8 shows the pulsation of a freely oscillating bubble of radius 3µm at
distance 12.5R0 from an interface between water and a viscoelastic solid for
0.2 ≤ R(0)/R0 ≤ 0.9. The viscoelastic medium has a density ρ2 = 1012 kg/m3,
compressional wave speed c2 = 1518 m/s, shear viscosity η2 = 2 × 10−3 Pa·s,
zero bulk viscosity, and shear moduli µ2 = 10
7 Pa and µ2,M = 10
5 Pa. While
bubble translation is our main focus, visualizing the bubble pulsation helps
to qualitatively reference the level of nonlinearity under consideration. We
reiterate that as the bubble pulsation becomes more nonlinear, the maximum
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amplitude of the corresponding spectrum of the volume velocity will lower
in frequency [Fig. 6.3(b)]. Thus, as the pulsation becomes more nonlinear,
the phase of Q̂(ω), which helps us predict the direction of bubble translation,
covers a broader region of frequencies below the natural frequency of the bub-
ble. Figure 6.9 shows the corresponding translation of the bubble pulsation
in Fig. 6.8. As with the simulations for µ2 = 10
6 Pa in Fig. 6.4, we note that
the direction of bubble translation changes from away to toward the interface
for R(0)/R0 ≤ 0.5. Thus, we expect that the phase of ĝrev(ω0) is greater than
pi/2, while it is closer to 0 for frequencies below w0.
† In other words, the phase
of the reverberant pressure gradient is more similar to that for a water-air
interface than that for a water-steel interface.
†The limits of the vertical axis for bubble pulsation are constant, but change for bubble
translation; the limits of the vertical axis were modified for bubble translation so that smaller
amounts of translation (corresponding to mild amount of initial compression of the bubble)
are visible.
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Figure 6.8: Pulsation of a bubble of radius 3µm in free oscillation at distance
12.5R0 from an interface between water and a viscoelastic medium with ρ2 =
1012 kg/m3, c2 = 1518 m/s, µ2 = 10
7 Pa, η2 = 2×10−3 Pa·s, zero bulk viscosity,
and µ2,M = 10
5 Pa. The corresponding bubble translation is shown in Fig. 6.9.
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Figure 6.9: Translation of a bubble of radius 3µm in free oscillation at distance
12.5R0 from an interface between water and a viscoelastic medium with ρ2 =
1012 kg/m3, c2 = 1518 m/s, µ2 = 10
7 Pa, η2 = 2×10−3 Pa·s, zero bulk viscosity,
and µ2,M = 10
5 Pa. Bubble translation is directed away from the interface for
R(0)/R0 ≥ 0.6, but toward the interface otherwise. The corresponding bubble
pulsation is shown in Fig. 6.8.
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In order to verify that the phase of ĝrev(ω), at and below ω0, would have
correctly inferred the direction of bubble translation in Fig. 6.9, Fig. 6.10 shows
the (a) magnitude and (b) phase of ĝrev(ω) corresponding to the time-domain
simulations shown in Figs. 6.8 and 6.9. Hence, the spectrum is evaluated at a
distance of 37.5µm (12.5R0 for R0 = 3µm) from an interface between water
and a tissue-like solid with density ρ2 = 1012 kg/m
3, compressional wave speed
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|ĝ r
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/ĝ
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Figure 6.10: The (a) magnitude and (b) phase of ĝrev(ω), normalized by the
corresponding image source [Eq. (6.5)], at a distance 37.5µm (12.5R0 for R0 =
3µm) from the interface. The bubble is immersed in water and near a tissue-
like solid with ρ2 = 1012 kg/m
3, c2 = 1518 m/s, µ2 = 10
7 Pa, η2 = 2×10−3 Pa·s,
zero bulk viscosity, and µ2,M = 10
5 Pa.
155
c2 = 1518 m/s, shear viscosity η2 = 2 × 10−3 Pa·s, zero bulk viscosity, shear
modulus µ2 = 10
7 Pa, and modulus µ2,M = 10
5 Pa associated with the Kelvin
model [Eq. (5.4)]. For low initial compressions, the bubble oscillates linearly
and the phase of ĝrev(ω0) (within the region of frequencies shaded in pink) is
closer to that for an water-air interface (∠ĝrev(ω0) = pi) than that for a water-
steel interface (∠ĝrev(ω0) = 0). Thus, modest translation directed away from
the interface is expected. However, for higher amounts of initial compression,
the frequencies present in the bubble pulsation are predominantly lower than
ω0 (e.g., see Fig. 6.3), where the phase of ĝrev(ω) is more similar to that for
a water-steel interface. Thus, the direction of translation changes. The only
difference in the spectrum shown in Fig. 6.10 and the spectrum for µ2 = 10
7 Pa
in Fig. 6.2 is the distance from the interface. We note that increasing the
distance seems to shift the entire spectrum downward in frequency, such that
the region of ĝrev(ω) with phase similar to that for a water-air interface is
closer to the natural frequency of the bubble.
6.3 Conclusions
This chapter presented qualitative analysis of bubble translation for
moderately nonlinear bubble pulsation. We showed that the higher-order term
originally given in the bubble-translation equation [the third term on the right-
hand side of Eq. (6.4)] was still sufficiently small, compared to other terms, to
be ignored. In addition, because our primary focus was on bubble translation,
the equation describing bubble pulsation was also left unmodified.
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The direction of bubble translation was determined for standoff dis-
tances ranging from z0 = 2.5R0 to 15R0, initial compression of the bubble
radius between 0.2 ≤ R(0)/R0 ≤ 0.9, and shear modulus for a tissue-like vis-
coelastic medium varying from µ2 = 10
4 Pa to 107 Pa. The phase of ĝrev was
still helpful to predict direction of bubble translation; however, the spectrum
of the volume velocity of the bubble was also necessary to determine which fre-
quencies were present in the bubble pulsation. Although one cannot assume
the reverberant pressure gradient is proportional to the product of ĝrev(ω)
and Q̂ without also assuming a stationary bubble, using both these spectra
was necessary to qualitatively approximate the frequency band at which the
phase of ĝrev was most important. For increasingly nonlinear pulsation, the
frequency band associated with the peak magnitude of |Q̂| grew wider and
occurred at lower frequencies. Hence, the phase of ĝrev used to predict the
direction of bubble translation for more nonlinear simulations was, at times,
significantly lower then ω0. Regardless, the phase of ĝrev over the region of fre-
quencies corresponding to a maximum in |Q̂| correctly predicts the direction
of bubble translation, where approximately pi/2 < ∠ĝrev < 3pi/2 corresponds
to translation away from the interface and −pi/2 < ∠ĝrev < pi/2 corresponds
to translation toward the interface.
A lowering in frequency of the peak amplitude of |Q̂| for larger amounts
of initial compression also caused, in some cases, a change in the direction of
bubble translation. This change in direction occurred in this chapter when
the phase of ĝrev at ω0 was slightly greater than pi/2, and then changed to a
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value less than pi/2 for ω < ω0. The research outlined in this chapter only
begins to scratch the surface regarding the physics that may be gleaned from
these types of numerical simulations. It also represents a necessary stepping
stone to better understand bubble translation due to interaction between the
bubble and the fluid-solid interface.
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Chapter 7
Summary and Future Work
The research embodied in this dissertation is two-fold. First, we have
developed a numerical model to simulate a translating and spherically pul-
sating bubble in a viscous fluid near a viscoelastic medium. Second, we have
determined that direction of bubble translation, and hence the likely direction
of jetting, can be inferred from the phase of ĝrev(ω) at the oscillation frequency
of the bubble. While this inherently restricts the analysis to low-amplitude
pulsation, this is a first step in developing a model which can quickly deter-
mine direction of bubble translation. For high-amplitude pulsation, the phase
of ĝrev(ω) is still a viable tool to predict bubble translation; however, the
frequency at which the phase is evaluated is considerably lower than ω0.
Chapter 2 introduced the mathematical theory required to model the
radial and translational dynamics of a spherical bubble near a liquid-solid
interface. The nonlinear temporal differential equations describing spherical
pulsation of the bubble and its translation were introduced. In addition, lin-
ear differential equations describing the particle displacement of the liquid
and the viscoelastic medium were presented. The linear differential equations
were solved for the portion of the field being reflected from the interface and
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coming back onto the bubble by using a Green’s function method. An analyt-
ical expression was obtained for this portion of the pressure and its gradient
(referred to in this dissertation as the reverberant pressure and reverberant
pressure gradient) in the angular-spectrum domain, where a derivation of the
specific boundary conditions and algebraic manipulations used to obtain this
result were found in Appendices A and B, respectively.
Chapter 3 covered the details regarding numerical implementation of
the equations outlined in Chapter 2. Relevant nondimensionalization was
discussed for the bubble dynamics equations, and the details of obtaining
a temporal expression for the reverberant pressure and its gradient were also
detailed. In addition, this chapter also outlined possible simplifications to
simulations involving a translating bubble. It was shown that the reverberant
pressure and its gradient may be computed with enough accuracy with a sta-
tionary Green’s function, where the point of evaluation is altered depending
on the actual bubble location. In other words, once the equation for bub-
ble translation indicated that the bubble had moved outside of a predefined
tolerance, the bubble location used to compute the reverberant fields was up-
dated to a new location closer to the actual bubble location. In this way, the
computation was greatly simplified.
The last topic in Chapter 3 detailed the many inaccuracies which are
likely to be encountered during these numerical simulations. The first topic
covered was a possible numerical instability introduced into the computation
of the reverberant fields by using discrete bubble locations. This instability
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was correlated with the separation of the discrete bubble locations and the
distance of the bubble from the interface. While this was minimally precar-
ious while simulating a bubble near a rigid wall, more care must be taken
when considering a bubble near a tissue-like solid since the direction of bubble
translation may change entirely over a distance of only a few bubble radii.1
The other specifications outlined were the aliasing that is introduced into the
reverberant spectra when the bubble nears the interface, the zero-frequency
component of the frequency spectra of the time derivative of φrev and grev, and
proper resolution of the spectra near the resonance frequency of the bubble.
Chapter 4 showed that, despite all of the numerical difficulties, this
problem can be correctly simulated. Verification of the simulation occurred
over three steps. First, bubble translation was neglected while bubble pulsa-
tion was checked. We showed that the natural oscillation frequency was altered
due to the presence of a rigid or pressure-release boundary. We also showed
that the time of collapse for high-amplitude bubble pulsation was very close
to the Rayleigh collapse time. Second, the function φ̂rev(ω) (which is used to
compute the reverberant pressure) for a water-steel interface and compared to
that for a water-rigid interface. We also compared φ̂rev(ω) for a water-air in-
terface with the that for a water-vacuum interface. Both of these comparisons
were graphically identical. Third, we performed temporal simulations of the
bubble dynamics including translation and showed that the frequency of oscil-
lation was still correctly altered when using the reverberant fields calculated
via the Green’s function outlined in Section 2.3.3, and that direction bubble
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translation due to the liquid-solid interface was consistent with experiment.
Chapter 5 presented several studies regarding direction of bubble trans-
lation near tissue-like media. In this chapter, we first show that the phase of
ĝrev(ω) at the oscillation frequency of the bubble is indicative of the overall
direction of bubble translation—when considering low-amplitude pulsation.
Thus, this metric was computed for different circumstances by varying the
bubble size, the distance of the bubble from the interface, the shear viscosity
of the liquid, and all of the material properties of the viscoelastic medium.
This chapter reported regions where the phase of ĝrev(ω0) corresponds to bub-
ble translation away from the interface.
In addition, Chapter 5 presented the phase of ĝrev(ω0) for various mod-
els used for tissue-like solids. We began with the Voigt model, but also em-
ployed the Kelvin and Maxwell models. The results for the Kelvin model
were presented in almost identical form as those for the Voigt model, while
the results for the Maxwell model were inferred from the Kelvin model. Both
the Kelvin and Maxwell models displayed two basic features that have been
observed experimentally: increased shear modulus, and decreased shear vis-
cosity, for increasing frequency. Thus, the Kelvin model was shown to be
the most realistic and was therefore used in the time-domain simulations pre-
sented in Chapter 6. For all of the tissue models studied, the phase of ĝrev(ω0)
corresponding to bubble translation away from the interface nearly always oc-
curred in regions where the real part of the complex shear modulus for the
viscoelastic medium was greater than the magnitude of the imaginary part
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of the complex shear modulus for either the fluid or the viscoelastic medium:
Re {µ˜2}> |Im {µ˜2} |, |µ˜1|.
Chapter 6 focused on the direction of bubble translation for moderately
nonlinear bubble pulsation. This chapter showed that the phase of ĝrev(ω) was
still useful in predicting direction of bubble translation; however, only after
the magnitude of the volume velocity Q̂ was analyzed in conjunction with the
magnitude of ĝrev(ω). While the product of these two spectra is only valid in
predicting the reverberant pressure gradient for a stationary bubble, this tool
was shown to still be helpful in the context of a moving bubble. Direction of
bubble translation was summarized for several simulations of a bubble in free
oscillation, where the simulations began with the bubble initially compressed
to varying sizes and located at various distances from many different tissue-
like solids. We found that direction of bubble translation could be understood,
even for high-amplitude bubble pulsation, after understanding the frequency
spectrum of the bubble pulsation in conjunction with the phase of ĝrev(ω) at
those frequencies.
In addition to these chapters, there were several appendices written
to support the information presented in the main text. Appendix A covered
the derivation of the remaining boundary conditions used in Chapter 2, while
Appendix B used these boundary conditions to derive an analytical expression
of the coefficient defining the portion of the scalar potential in the fluid which
propagates back onto the bubble, the coefficient B. Appendix C justified the
use of a different momentum equation to compute the reverberant pressure
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than that used to solve the Green’s function in Chapter 2. Appendix D out-
lined the steps to move an analytically-tractable angular-spectrum solution
of the coefficient B—for a moving source—to the time domain. Appendix E
derived analytical expressions for the reverberant spectra when the angular
frequency ω = 0. Last, Appendix F simplified the expression obtained for the
coefficient B for several different limiting cases, which were used in Chapter 4
to validate the computation of the general form of the coefficient B.
Any future work for this project should be carefully considered. While
it is possible to continue to develop the time-domain bubble dynamics simu-
lations to increasing levels of accuracy, there is other low-hanging fruit which
involves less computational rigor. For example, most of Chapter 5 explored
direction of bubble translation by computing the phase of ĝrev(ω) [related to
the reverberant pressure gradient in Eq. (2.65)]. However, this was only done
for a single frequency and a single geometry. Exploring the effect of the phase
of ĝrev(ω0) at frequencies below ω0 (the frequencies which correspond to larger
magnitudes of Q̂ during moderately nonlinear bubble pulsation) could yield
valuable insight. Additionally, more work could be done on analyzing the an-
alytical results in the angular-spectrum domain. This dissertation correlated
direction of bubble translation with the phase of ĝrev(ω) in the spatial and
frequency domains; however, it may be possible to correlate direction of bub-
ble translation with various regions of angular spectrum. An attractive side
of more rigorously exploring the angular-spectrum domain is that the analysis
could be performed almost entirely analytically.
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Experimental work may also be a possible future extension of the work
in this dissertation, since the overall number of experiments supporting this
type of work are relatively few. In order to create a model which better
represents the physical system, we require a more thorough understanding of
the dynamics of tissue-like media—particularly at ultrasonic frequencies. Since
reflection coefficients have previously been employed to characterize tissue at
ultrasonic frequencies,78,79 perhaps one way to obtain a related quantity is
through tracking the direction of bubble translation.
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Appendix A
Derivation of Interface Boundary Conditions
In this appendix we derive Eqs. (2.50) and (2.51), starting with the basic
equations of elasticity. These equations are used to formulate the expressions
for continuity of normal and shear stress at the liquid-solid interface.†
We begin by expressing the stress tensor in terms of scalar and vector
displacement potentials. In index notation, the stress-strain relationship is
σij = λkkδij + 2µij , (A.1)
where λ and µ are the Lame´ parameters, δij is the Kronecker delta, and ij is
a component of the strain tensor, related to the displacement field by
ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
.
In cylindrical coordinates, the relevant components of the strain tensor are
†The boundary conditions which impose continuity of displacement were derived in Sec-
tion 2.3.1 of the main text of the dissertation.
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[Eq. (1.8) of Landau and Lifshitz83]
rr =
∂ur
∂r
,
ϕϕ =
1
r
∂uϕ
∂ϕ
+
ur
r
,
zz =
∂uz
∂z
,
rz =
1
2
(
∂ur
∂z
+
∂uz
∂r
)
,
where substitution of these strains into Eq. (A.1) gives
σzz = λ (∇ · u) + 2µ∂uz
∂z
(A.2)
for the normal stress, and
σrz = µ
(
∂ur
∂z
+
∂uz
∂r
)
(A.3)
for the shear stress. A Helmholtz decomposition of the displacement field
(u =∇φ+∇×ψ), where the field variables are assumed axially symmetric,
produces
σzz = λ∇2φ+ 2µ
[
∂2φ
∂z2
+
1
r
∂(rψ)
∂r
]
, (A.4)
σrz = µ
[
2
∂2φ
∂r∂z
− ∂
2ψ
∂z2
+
1
r
∂(rψ)
∂r
]
, (A.5)
where ψ = ψeϕ. In order to use the general solutions for the angular spectra of
the potential functions φ and ψ [Eqs. (2.42)–(2.45)], we must transform these
equations into the angular-spectrum domain. A temporal Fourier transform
of Eq. (A.4) allows the first term to be simplified since ∇2φ̂ = −klφ̂, and a
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zero-order Hankel transform allows us to simplify the second term, giving
H0{Fω[σzz]} =
(−λk2l + 2µκ2l )Φ + 2µH0{1r ∂∂r (rψ̂)
}
, (A.6)
where the coefficient multiplying Φ can be rewritten as µ(κ2 + κ2t ) = α. Using
integration by parts, we express the Hankel transform on the right-hand side
of Eq. (A.6) in terms of a first-order Hankel transform:
H0
{
1
r
∂
∂r
(
rψ̂
)}
=
∫ ∞
0
∂
∂r
(
rψ̂
)
J0(κr) dr
= ψ̂J0(κr)r
∣∣∣∣∞
0
−
∫ ∞
0
ψ̂
∂
∂r
J0(κr)r dr
= κ
∫ ∞
0
ψ̂J1(κr)r dr
= κH1
{
ψ̂
}
. (A.7)
Therefore, the second term on the right-hand side of Eq. (A.6) can be written
as βΨ, where β = 2µκ, yielding
H0 {Fω[σzz]} = αΦ + β ∂
∂z
Ψ ,
which is consistent with Eq. (7.226) of Achenbach.60 Equating the normal
stress in the fluid with that in the solid and evaluating these expressions at
the interface (z = 0), and in the angular-spectrum domain, produces
α1Φ
(1) + β1
∂
∂z
Ψ(1) = α2Φ
(2) + β2
∂
∂z
Ψ(2) ,
α1 (A+B) + β1κt,1D = α2E − β2κt,2F , (A.8)
where Eq. (A.8) matches Eq. (2.51).
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For the shear stress, we follow a similar method by moving Eq. (A.5)
into the angular-spectrum domain. This time, however, we employ a first-order
Hankel transform. Thus,
H1{Fω[σrz]} = 2µ ∂
∂z
H1
{
∂φ̂
∂r
}
− µ∂
2Ψ
∂z2
+H1
{
∂
∂r
[
1
r
∂
∂r
(
rψ̂
)]}
. (A.9)
The first-order Hankel transform in the first term on the right-hand side of
Eq. (A.9) is expressed in terms of a zero-order Hankel transform by using inte-
gration by parts and a recurrence relation for derivatives of Bessel functions:†
H1
{
∂φ̂
∂r
}
=
∫ ∞
0
∂φ̂
∂r
J1(κr)r dr
= φ̂J1(κr)r
∣∣∣∣∞
0
−
∫ ∞
0
φ̂
∂
∂r
[J1(κr)r] dr
= −κ
∫ ∞
0
φ̂J0(κr)r dr
= −κH0
{
φ̂
}
. (A.10)
Equation (A.9) is further simplified by considering Bessel’s equation of order
one:84
∂2ψ̂
∂r2
+
1
r
∂ψ̂
∂r
− ψ̂
r2
= −κ2ψ̂ . (A.11)
Substitution of Eq. (A.11) into the last term on the right-hand side of Eq. (A.9)
yields −H1
{
κ2ψ̂
}
. Thus, Eq. (A.9) can be rewritten as
H1{Fω[σrz]} = −β ∂
∂z
Φ− µ
(
κ2 +
∂2
∂z2
)
Ψ , (A.12)
†The recurrence relation is ∂∂x [xJ1(x)] = xJ0(x), Eq. (11.15) of Arfken and Weber.
84
169
which is consistent with Eq. (7.227) of Achenbach.60 Substitution of the gen-
eral solutions for the field variables in the liquid and the solid [Eqs. (2.42)–
(2.45)] into Eq. (A.12) and evaluating the resulting expression at the interface
(z = 0) yields
−β1 ∂
∂z
Φ(1) − µ1
(
κ2 +
∂2
∂z2
)
Ψ(1) = −β2 ∂
∂z
Φ(2) − µ2
(
κ2 +
∂2
∂z2
)
Ψ(2) ,
β1κl,1(A−B)− α1D = β2κl,2E − α2F . (A.13)
where Eq. (A.13) is identical to Eq. (2.50).
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Appendix B
Derivation of B
In this appendix, we solve for the unknown coefficient B in terms of
the source coefficient A in Eqs. (2.48) to (2.51). These equations are repeated
here for convenience:
κ(A+B) + κt,1D = κE − κt,2F , (B.1)
−κl,1(A−B) + κD = −κl,2E + κF , (B.2)
β1κl,1(A−B)− α1D = β2κl,2E − α2F , (B.3)
α1(A+B) + β1κt,1D = α2E − β2κt,2F . (B.4)
We begin by eliminating the coefficient E from Eqs. (B.1) to (B.4) in two
steps: (1) by multiplying Eq. (B.1) by α2 and Eq. (B.4) by κ and subtracting
the two expressions, and (2) by multiplying Eq. (B.2) by β2 and adding it to
Eq. (B.3). The results of these operations yield
(β1κ− α2)κt,1D + (α1 − α2)κ (A+B)= (α2 − β2κ)κt,2F (B.5)
for the first step, and
(β2κ− α1)D + (β1 − β2)κl,1(A−B)= (β2κ− α2)F (B.6)
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for the second. In order to eliminate the coefficients D and F from Eqs. (B.5)
and (B.6), we need two additional equations from Eqs. (B.1) to (B.4)—where
the coefficient E has been eliminated. Thus, multiplying Eq. (B.1) by 2µ2κl,2
and subtracting it from Eq. (B.3) gives
− (2µ2 κl,2 κt,1 + α1)D − (β2κl,2 + β1 κl,1)B+ (β1 κl,1 − β2 κl,2)A
= (2µ2 κl,2 κt,2 − α2)F , (B.7)
and multiplying Eq. (B.2) by α2, Eq. (B.4) by κl,2, and adding these expressions
together produces
(β1 κl,2 κt,1 + α2 κ)D + (α1 κl,2 + α2 κl,1)B+ (α1 κl,2 − α2 κl,1)A
= (α2 κ− β2 κl,2 κt,2)F . (B.8)
We eliminate the coefficient F from Eqs. (B.5) to (B.8) by first multiplying
Eq. (B.6) by κt,2 and adding it to Eq. (B.5),
[(β1κ− α2)κt,1 + (β2κ− α1)κt,2]D
+ [(α1 − α2)κ− (β1 − β2)κl,1κt,2]B
+ [(α1 − α2)κ+ (β1 − β2)κl,1κt,2]A = 0 , (B.9)
and multiplying Eq. (B.7) by κ and adding this to Eq. (B.8), yielding
[(β1 − β2)κl,2κt,1 − (α1 − α2)κ]D
+ [(α1 − β2 κ)κl,2 − (β1κ− α2)κl,1]B
+ [(α1 − β2κ)κl,2 + (β1κ− α2)κl,1]A = 0 . (B.10)
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Last, we remove the coefficient D from Eqs. (B.9) and (B.10) by multiply-
ing Eq. (B.9) by the expression multiplying the coefficient D in Eq. (B.10),
[(β1 − β2)κl,2κt,1 − (α1 − α2)κ], multiplying Eq. (B.10) by the expression mul-
tiplying the coefficient D in Eq. (B.9), [(β1κ− α2)κt,1 + (β2κ− α1)κt,2], and
subtracting the two resulting equations. This results in
[(C1 − C4) + (C2 + C3)]B + [(C1 + C4) + (C2 − C3)]A = 0 , (B.11)
where
C1 = [(β1 − β2)κl,2κt,1 − (α1 − α2)κ] (α1 − α2)κ ,
C2 = [(β1κ− α2)κt,1 + (β2κ− α1)κt,2] (β2κ− α1)κl,2 ,
C3 = [(β1κ− α2)κt,1 + (β2κ− α1)κt,2] (β1κ− α2)κl,1 ,
C4 = [(β1 − β2)κl,2κt,1 − (α1 − α2)κ] (β1 − β2)κl,1κt,2 .
Solving for the coefficient B in Eq. (B.11) and rearranging terms thus results
in Eq. (2.58):
B = −(C1 + C2)− (C3 − C4)
(C1 + C2) + (C3 − C4)A . (B.12)
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Appendix C
Derivation of Pressure Equation
In this appendix we discuss the assumptions required to reduce the
momentum equation used to obtain the Green’s function [Eq. (2.6)] to the
momentum equation used to calculate the reverberant pressure [Eq. (2.63)].
For this analysis, we consider an infinite viscous fluid, and the momentum
equation is thus(
λ+ ζ
∂
∂t
+ η
∂
∂t
)
∇∇ · u + η ∂
∂t
∇ ·∇u− ρ∂
2u
∂t2
= 0 , (C.1)
where λ is the first Lame´ parameter, ζ is the bulk viscosity, η is the shear
viscosity, and we have dropped the subscripts used in the main text (to indicate
fluid parameters) for simplicity. The acoustic pressure p in the fluid can be
calculated via†
p = λ∇ · u , (C.2)
which is commonly referred to as Hooke’s law. Substitution of Eq. (C.2) into
Eq. (C.1) allows us to rewrite the first term of Eq. (C.1) in terms of a pressure
gradient, yielding
∇p =
(
ζ
∂
∂t
+ η
∂
∂t
)
∇∇ · u + η ∂
∂t
∇2u− ρ∂
2u
∂t2
, (C.3)
†Equation (4.9) of Landau and Lifshitz.83
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which is given in one-dimensional form in Eq. (9B-1b) of Blackstock.85 By
assuming the displacement field is irrotational u = ∇ϕ, and we simplify
Eq. (C.3) to be
p =
(
ζ
∂
∂t
+ 2η
∂
∂t
)
∇2ϕ− ρ∂
2ϕ
∂t2
. (C.4)
Equation (C.2) is also simplified after assuming an irrotational velocity field,
producing p = λ∇2ϕ. Therefore, we substitute p/λ for ∇2ϕ in Eq. (C.4) to
obtain [
1−
(
ζ + 2η
λ
)
∂
∂t
]
p = −ρ∂
2ϕ
∂t2
. (C.5)
The ratio of either shear or bulk viscosity to the Lame´ parameter λ for water
or blood is on the order of 10−12 seconds. Consequently, the second term on
the left-hand side of Eq. (C.5) can be dropped in this analysis, yielding
p = −ρ∂
2ϕ
∂t2
. (C.6)
It is generally safe to disregard the term involving viscosity in Eq. (C.5)
when considering free-space wave propagation over short distances (pg. 15 of
Dowling and Ffowcs Williams34); however, the contribution of viscosity in al-
tering the field reflected from an interface can be significant.86,87 Thus, while
we use Eq. (C.6) to calculate the reflected fields produced by the liquid-solid
interface, the Green’s function must necessarily include viscosity. Once the cor-
rect amplitude and phase of the portion of the Green’s function corresponding
to the reverberant pressure gradient are known, Eq. (C.6) may then be em-
ployed to calculate the reverberant pressure or its gradient. In other words,
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only after we have computed the Green’s function—incorporating viscosity—
can we calculate the corresponding pressure field via Eq. (C.6).
The last step required to transform Eq. (C.6) into Eq. (2.63) is to ex-
press the scalar displacement potential as a convolution of the source function
S(t,X) [defined in Eq. (2.9)] with the scalar potential of the Green’s function
φ:
ϕ =
∫ ∞
−∞
∫
X0
φ[t− τ ; x,X0]S[τ,X(τ)] dX0dτ ,
or, equivalently,
ϕ =
∫ ∞
−∞
∫
X0
φ[τ ; x,X0]S[t− τ,X(t− τ)] dX0dτ . (C.7)
A more compact solution of Eq. (C.6) is obtained by considering the velocity
potential ϕ˙ instead of the displacement potential, where the dot indicates a
derivative in time. Hence, a time derivative of Eq. (C.7) produces an expression
for the velocity potential, yielding
ϕ˙ =
∫ ∞
−∞
∫
X0
φ[τ ; x,X0]
∂
∂t
S[t− τ,X(t− τ)] dX0dτ , (C.8)
where
∂
∂t
S[t− τ,X(t− τ)] = Q(t− τ)δ[x−X(t− τ)] .
Substitution of (C.8) in Eq. (C.6) admits
p = −ρ ∂
∂t
∫ ∞
−∞
φ[τ ; x,X(t− τ)]Q(t− τ) dτ
= −ρ ∂
∂t
∫ ∞
−∞
φ[t− τ ; x,X(τ)]Q(τ) dτ , (C.9)
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which matches Eq. (2.63) if one assumes p and φ are only the portion of the
field variable which is reflected from the interface. This relationship between
pressure and the volume velocity for a moving source is also employed by
Levine et al. for a source in free-space [Eq. (4) of Levine and Candel41].
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Appendix D
Expressing the Reverberant Fields in the
Time Domain
In this appendix we solve analytically for the reverberant pressure pro-
duced by a point source near a rigid wall with a slip condition at its surface.
We illustrate only the steps needed to express the solution in the time do-
main, beginning with in the angular-spectrum domain. To begin, we evaluate
Eq. (2.63) analytically. The solution for the coefficient B is Eq. (F.13),
B(X0) = A (D.1)
= − 1
2κl,1
e−κl,1z0 , (D.2)
where the coefficient A was given in Eq. (2.57) for a source located at point
(0,0,−z0). Substitution of Eq. (D.1) into Eq. (2.62) produces the result for the
portion of the scalar potential of the Green’s function, φrev, which corresponds
to the reverberant pressure in the fluid:
φrev = F−1ω
{
− 1
2pi
∫ ∞
0
eκl,1(z−z0)
2κl,1
J0(κr)κ dκ
}
= F−1ω
{
− 1
4pi
∫ ∞
0
eκl,1(z−z0)
κl,1
κ dκ
}
for r = 0 . (D.3)
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Because we evaluate the integrand at r = 0, the solution of the reverberant
pressure is restricted to the z axis.† The inverse angular spectrum is further
simplified by rewriting the integrand in terms of κl,1, where κ
2
l,1 = κ
2 − k2l,n
and κl,1 dκl,1 = κ dκ, yielding
φrev = F−1ω
{
− 1
4pi
∫ ∞
−ikl,1
eκl,1(z−z0) dκl,1
}
. (D.4)
The integral is now evaluated over the complex function κl,1, and the lower
limit of the integrand is chosen to be −ikl,1 since kl,1 ≥ 0 and Im{κl,1} ≤ 0.
Performing the integration for the inverse spatial transform produces
φrev = F−1ω
{
e−ikl,1(z−z0)
4pi (z − z0)
}
. (D.5)
The coefficient B is obtained by assuming a lossless fluid, where cl,1 → c1 since
it is not a function of frequency and kl,1 = ω/c1. Hence, the resulting temporal
inverse transform produces‡
φrev =
δ
(
t+ z−z0
c1
)
4pi (z − z0) . (D.6)
After evaluation of Eq. (D.6) at the bubble location, substitution of the re-
sulting expression into Eq. (2.63) gives
prev = −ρ1 ∂
∂t
∫ ∞
−∞
δ
(
t− τ + z−zb(τ)
c1
)
4pi [z − zb(τ)] Q(τ) dτ , (D.7)
†The inverse transform is still analytically tractable without restriction to the axis of
symmetry, known as Weyl’s integral [Eq. (2.64) of Williams64]; however, we are interested
only in the field along the axis of symmetry and therefore make the simplification in the
beginning.
‡The inverse Fourier transform of a complex exponential is a delta function. See, for
example, Eq. (1.36) of Williams.64
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where X(τ) = [0, 0,−zb(τ)]. Equation (D.7) shows that the pressure is cal-
culated after an arbitrary, yet known, path of translation is specified. For a
stationary source [zb(t) = z0], the reverberant pressure traveling back onto the
bubble (z = −z0) reduces to
prev = ρ1
Q˙(t− 2z0/c1)
4pi (2z0)
,
which is the pressure radiated from a point source a distance 2z0 away (an
image source), as given in Eq. (10D-7) of Blackstock.85
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Appendix E
Zero-Frequency Limit of the Reverberant
Field
In this appendix we derive expressions for the frequency spectra of the
reverberant fields at ω = 0. First we obtain a zero-frequency expression for
φ̂rev, which can then be differentiated to obtain a zero-frequency expression for
ĝrev. Both spectra involve the coefficient B [Eq. (2.58)]. Thus, the coefficient
is repeated here for convenience:
B = −(C1 + C2)− (C3 − C4)
(C1 + C2) + (C3 − C4)A , (E.1)
where
C1 = [(β1 − β2)κl,2κt,1 − (α1 − α2)κ] (α1 − α2)κ ,
C2 = [(β1κ− α2)κt,1 + (β2κ− α1)κt,2] (β2κ− α1)κl,2 ,
C3 = [(β1κ− α2)κt,1 + (β2κ− α1)κt,2] (β1κ− α2)κl,1 ,
C4 = [(β1 − β2)κl,2κt,1 − (α1 − α2)κ] (β1 − β2)κl,1κt,2 .
In the limit as ω → 0, the quantities κl,n and κt,n are expanded as
κl,n = κ
(
1− ω
2
2κ2c2l,n
+ · · ·
)
, (E.2)
κt,n = κ
(
1− ω
2
2κ2c2t,n
+ · · ·
)
. (E.3)
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We remind the reader that the region of integration over κ is at κ = 0. While
one may wonder if the expansions in Eqs. (E.2) and (E.3) are valid as κ becomes
very small, we reiterate that ω is also going to zero. Thus, ω is assumed to be
sufficiently small such that ω/κ is at most unity, and the remaining portions
higher-order terms in the expansions (the ratios 1/2c2l,n and 1/2c
2
t,n) are also
assumed sufficiently small that the expansion is still valid. Because we assume
ct,n  cl,n (i.e., a low-shear viscoelastic medium is assumed, µ2  K2), the
second term in Eq. (E.3) dominates the second term in Eq. (E.2). Hence, we
retain only the first term in Eq. (E.2), while we retain the first two terms in
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Eq. (E.3). Substitution of these simplifications into Eq. (E.1) gives
C1 =
[
− (β1 − β2)ω
2ρ1
2µ˜1
+ (ρ1 − ρ2)κω2
]
×
[
(β1 − β2)κ2 − (ρ1 − ρ2)κω2
]
, (E.4)
C2 =
[
− (β1 − β2)ω
2
2
(
ρ1
µ˜1
− ρ2
µ˜2
)
+ (ρ1 + ρ2)κω
2 − ω
4ρ1ρ2
2κ
(
1
µ˜1
+
1
µ˜2
)]
×
[
− (β1 − β2)κ2 + ρ1κω2
]
, (E.5)
C3 =
[
− (β1 − β2)ω
2
2
(
ρ1
µ˜1
− ρ2
µ˜2
)
+ (ρ1 + ρ2)κω
2 − ω
4ρ1ρ2
2κ
(
1
µ˜1
+
1
µ˜2
)]
×
[
(β1 − β2)κ2 + ρ2κω2
]
, (E.6)
C4 =
[
− (β1 − β2)ω
2ρ1
2µ˜1
+ (ρ1 − ρ2)κω2
]
×
[
(β1 − β2)κ2
(
1− ρ2ω
2
2κ2µ˜2
)]
, (E.7)
where the shear wave speeds have been expressed in terms of their complex
shear modulus and density. Using the preceding expressions, the denominator
of Eq. (E.1) is written as
C1 + C2 + C3 − C4
=
ρ1ρ2κ
2ω4µ˜2
µ˜1
[
1 +
2µ˜1
µ˜2
+
µ˜21
µ˜22
− ω
2
2κ2µ˜2
(ρ1 + ρ2)
(
1 +
µ˜1
µ˜2
)]
, (E.8)
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and the numerator as
− (C1 + C2 − C3 + C4)A
=
[
− 4ρ2κ4ω2µ˜2
(
1− µ˜1
µ˜2
)
+
ρ1ρ2κ
2ω4µ˜2
µ˜1
(
1 + 2
µ˜1ρ2
ρ1µ˜2
− 3 µ˜
2
1
µ˜22
)
+ O(ω6)
]
A , (E.9)
where terms of O(ω6) have been dropped.
In order to further simplify this expression, we recall that the shear
modulus of the fluid is determined only by its shear viscosity. Thus, at low
frequencies |µ˜1|  |µ˜2|. Therefore, in this limit we perform a binomial
expansion of the denominator (to first order) and multiply the resulting ex-
pression with the numerator to produce the following approximate solution for
coefficient B:
B = −4µ˜1κ
2
ρ1ω2
B0A+B1A+ O(ω
2) , (E.10)
where
B0 =
(
1− 2 µ˜1
µ˜2
− 2 µ˜
2
1
µ˜22
)
, (E.11)
B1 =
[
1− 4 µ˜1
µ˜2
− 6 µ˜
2
1
µ˜22
(
1 +
ρ2
ρ1
)]
. (E.12)
Equation (E.10) is a low-frequency approximation of the coefficient B, used
in the angular-spectrum integration yielding φ̂rev and ĝrev. A particularly nice
feature of this approximation is that the inverse spatial transform is now ana-
lytically tractable. In addition, the source coefficient A has not been modified;
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hence, Eq. (E.10) is valid for any source configuration in the fluid. Thus, φ̂rev
along the z axis is
φ̂rev =
1
2pi
∫ ∞
0
Beκl,1zκ dκ
= −2µ˜1B0
piρ1ω2
∫ ∞
0
κ3Aeκl,1z dκ+
B1
2pi
∫ ∞
0
Aeκl,1z dκ
=
[
8µ˜1B0
ρ1ω2D2
(1− ikl,1D)−B1
]
eikl,1D
4piD
, (E.13)
where D = z0 − z for −z0 ≤ z < 0, the bubble location being −z0 (see, e.g.,
Fig. 2.1).
The reverberant pressure and its gradient are related to φrev and grev,
respectively, through a derivative with respect to time. Hence, we multiply
φ̂rev and ĝrev by −iω. Considering material 1 to be the fluid, we let µ˜1 = −iωη1,
yielding
−iωφ̂rev =
[
−8η1B0
ρ1D2
(1− ikl,1D) + iωB1
]
eikl,1D
4piD
, (E.14)
and thus
lim
ω→0
−iωφ̂rev = − η1
4piρ1(D/2)3
. (E.15)
The derivative of Eq. (E.15) with respect to z gives the zero-frequency com-
ponent of ĝrev:
lim
ω→0
−iωĝrev = − 3η1
8piρ1(D/2)4
. (E.16)
If the elastic medium is instead rigid, the same zero-frequency com-
ponents given in Eqs. (E.15) and (E.16) are obtained—assuming the fluid is
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viscous. This is verified by expanding the case for an interface between a fluid
and a rigid wall [Eq. (F.19)] using Eqs. (E.2) and (E.3), yielding
B = −
(
4µ˜1κ
2
ρ1ω2
− 1
)
A+ O(ω2) , (E.17)
which is identical to Eq. (E.10) for B0 = B1 = 1. If the elastic medium were
more like air, then the assumption made earlier that |µ˜1|  |µ˜2| would no
longer hold. However, the low-frequency limit for an interface between a fluid
and a pressure release interface is obtained after we substitute Eqs. (E.2) and
(E.3) into Eq. (F.23), producing
B =
(
4µ˜1κ
2
ρ1ω2
− 1
)
A+ O(ω2) . (E.18)
Equation (E.18) is equal in magnitude, and opposite in phase, to Eq. (E.17).
Thus, the magnitudes of the limits given in Eqs. (E.15) and (E.16) also hold
for an interface where |µ˜1|  |µ˜2|.
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Appendix F
Simplifications of the Interface Equations
In this appendix we consider different simplifications of the analysis
of a point source immersed in a viscous fluid near a viscoelastic half-space.
For convenience, the general solutions in the angular-spectrum domain for
compressional and shear wave propagation are given here [Eqs. (2.42)–(2.45)]:
Φ(1) =
{
Ae−κl,1z +Beκl,1z for z ≥ −z0 ,
Ceκl,1z for z ≤ −z0 ,
(F.1)
Ψ(1) = Deκt,1z , (F.2)
Φ(2) = Ee−κl,2z , (F.3)
Ψ(2) = Fe−κt,2z , (F.4)
where all variables are defined in after Eq. (2.45), and the corresponding prop-
agation directions are shown in Fig. 2.2. Additionally, the boundary conditions
written in the angular-spectrum domain and used to determine the unknown
coefficients (A, B, C, D, E, and F ) are also repeated here for convenience:
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[Eq. (2.48) to (2.51)]:
κ(A+B) + κt,1D = κE − κt,2F , (F.5)
−κl,1(A−B) + κD = −κl,2E + κF , (F.6)
β1κl,1(A−B)− α1D = β2κl,2E − α2F , (F.7)
α1(A+B) + β1κt,1D = α2E − β2κt,2F . (F.8)
These equations describe continuity between the fluid and the solid at the
interface, for radial particle displacement, normal particle displacement, shear
stress, and normal stress, respectively.
F.1 Ideal Fluid-Fluid Interface
The first case considered is when both media are ideal fluids. Under
these conditions, neither medium supports shear forces and only compres-
sional wave fields are relevant. Consequently, only continuity of normal stress
(pressure) and normal displacement are required. Therefore, only the general
solutions in Eqs. (F.1) and (F.3) are needed to satisfy the boundary conditions
Eqs. (F.6) and (F.8). Mathematically, the boundary conditions are simplified
by setting µ˜n, D, and F to zero in Eqs. (F.6) and (F.8). Doing so produces
the following simplified boundary conditions:
A−B = κl,2
κl,1
E , (F.9)
A+B =
ρ2
ρ1
E , (F.10)
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for continuity of normal particle displacement and normal stress, respectively.
By adding Eq. (F.9) and (F.10) and solving for E, we obtain
E =
2ρ1κl,1
ρ2κl,1 + ρ1κl,2
A , (F.11)
which represents the portion of the field transmitted into the second fluid.
Substitution of this result back into Eq. (F.10) and solving for B produces
B =
ρ2κl,1 − ρ1κl,2
ρ2κl,1 + ρ1κl,2
A . (F.12)
When the second fluid becomes rigid, its specific acoustic impedance
tends to infinity. Thus, the first terms in the numerator and denominator of
Eq. (F.12) become large and Eq. (F.12) reduces to
B = A . (F.13)
The coefficient A represents the field incident on the boundary, created by the
source. Thus, Eq. (F.13) indicates perfect reflection of the incident wave (i.e.,
B/A = 1). In contrast, if the second medium is a vacuum, then its specific
acoustic impedance tends to zero. Here, the second term in both the numerator
and denominator of Eq. (F.12) become large and the equation reduces to
B = −A . (F.14)
In this case the field reflected from the interface is now in antiphase with the
incident field defined by A.
A more traditional form of Eq. (F.12) can be written by considering the
source amplitude (the coefficient A) to represent a single plane wave incident
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on the interface at an angle θ as measured from the interface normal. Under
these circumstances κ = k sin θ, which is interpreted as the component of wave
propagation parallel to the interface. Substitution of this result into κl,n gives
κl,n = k cos θn. Equation (F.12) then recovers the classical result for reflection
from a two-fluid interface:†
R =
B
A
=
Z2 − Z1
Z2 + Z1
, (F.15)
where Zn = ρncl,n/ cos θn is the impedance of the n
th medium.
Solutions for the coefficient B in Eqs. (F.13) and (F.14) are simple
enough to perform the inverse transform analytically, and are used to check
certain cases of the numerical simulations in Chapter 4 of this dissertation.
F.2 Viscous Fluid Near a Rigid or Pressure-Release
Surface
Now we reduce the boundary conditions [Eqs. (F.5)–(F.8)] and the
general solutions [Eqs. (F.1)–(F.4)] by considering a source immersed in a
viscous fluid near a rigid or pressure-release surface. Consequently, we take
the second medium to either be rigid or a vacuum.
We first consider a source immersed in a viscous liquid and located
near a rigid wall. Thus, the coefficients describing wave propagation in the
second medium [E and F in Eqs. (F.3) and (F.4)] are set to zero. For this
†Eq. (5B–9a) of Blackstock,85 or Eq. (2.2.16) of Brekhovskikh.59
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case we require continuity of particle displacement as the boundary condition.
Therefore, Eqs. (F.5) and (F.6) reduce to
κ(A+B) + κt,1D = 0 , (F.16)
−κl,1(A−B) + κD = 0 . (F.17)
Solving for the coefficients describing reflected waves traveling away from the
interface gives
D =
2κκl,1
κ2 − κt,1κl,1A , (F.18)
B = −κ
2 + κt,1κl,1
κ2 − κt,1κl,1A , (F.19)
for the coefficients corresponding to transverse and longitudinal wave propa-
gation away from the interface, respectively.
The analysis for a source in a viscous fluid near a pressure-release sur-
face is similar in that we do not consider wave propagation in the second
medium. However, under these conditions we require that the stress is zero at
the interface, instead of the displacement. Hence, Eqs. (F.7) and (F.8) become
β1κl,1 (A−B)− α1D = 0 , (F.20)
α1 (A+B) + β1κt,1D = 0 , (F.21)
giving, respectively, for the coefficients corresponding to transverse and longi-
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tudinal fields traveling away from the interface,
D =
2β1α1κl,1
α21 − β21κt,1κl,1
A , (F.22)
B = −α
2
1 + β
2
1κt,1κl,1
α21 − β21κt,1κl,1
A . (F.23)
F.3 Ideal Fluid Near an Elastic Solid
The last case considered is an interface between an ideal fluid and an
elastic solid. Because viscosity is not considered within the fluid, there is
no transverse field in the fluid and the coefficient D is eliminated from the
analysis. For this case we match normal particle displacement and normal
stress between the fluid and the solid, and we set the shear stress at the
interface to zero. Thus, Eqs. (F.6) to (F.8) become
−κl,1(A−B) = −κl,2E + κF , (F.24)
0 = β2κl,2E − α2F , (F.25)
−ρ1ω2(A+B) = α2E − β2κt,2F , (F.26)
where α1 = µ˜1
(
κ2 + κ2t,1
)→ −ρ1ω2 as the shear viscosity of the fluid tends to
zero. Combining Eqs. (F.24) and (F.26) to eliminate B yields
−2ρ1ω2κl,1A =
(
α2κl,1 − ρ1ω2κl,2
)
E − (β2κt,2κl,1 − ρ1ω2κ)F,
and using this expression along with Eq. (F.25) admits explicit solutions for
the coefficients corresponding to the longitudinal and transverse fields in the
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solid, respectively:†
E = − 2ρ1ω
2α2κl,1A
κl,1 (α22 − β22κt,2κl,2) + ρ1ω2κl,2 (β2κ− α2)
, (F.27)
F = − 2ρ1ω
2β2κl,1κl,2A
κl,1 (α22 − β22κt,2κl,2) + ρ1ω2κl,2 (β2κ− α2)
. (F.28)
Last, substitution of Eqs. (F.27) and (F.28) into into Eq. (F.26) gives
the expression for the reflected component of the compressional wave,
B =
κl,1 (α
2
2 − β22κt,2κl,2)− ρ1ω2κl,2 (β2κ− α2)
κl,1 (α22 − β22κt,2κl,2) + ρ1ω2κl,2 (β2κ− α2)
A , (F.29)
which takes on a different form than the first expression in Eq. (11) in Zhu
et al.61 since this analysis assumes a compressional source removed from the
fluid-solid interface.‡ We emphasize that the expression given here can be used
for any axisymmetric source configuration in the fluid, making the expressions
very general for studying transmission and reflection due to a host of different
interfaces or source functions.
The important quantity in all of the cases illustrated in this appendix is
the coefficient corresponding to the reflected compressional wave in the fluid,
B. This quantity is used to calculate the reverberant pressure and its gradient
in the bubble dynamics simulations outlined in Section 2.1.
†Consistent with Eqs. (7.230) and (7.231) of Achenbach,60 or the last two expressions in
Eq. (11) of Zhu et al.61
‡Zhu et al.61 considered a force source in contact with the interface.
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