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Resum 
 
Les xarxes òptiques passives o PONs (Passive Optical Networks) són un tipus 
de xarxa d’accés que permeten als usuaris disposar de gran ample de banda.  
En una PON, els canals de pujada entre els usuaris (ONUs) i el node d’accés 
a la xarxa metro o troncal (OLT) són compartit per totes les ONUs i, per tant, 
cal regular-ne l’accés. Els algoritmes de distribució d’ample de banda per a 
PON es coneixen com a esquemes DBA (Dynamic Bandwidth Assignment). Hi 
ha diferents estàndards de PON però el que s'utilitza en aquest cas és EPON 
(Ethernet Passive Optical Networks). Aquest estàndard es va començar a 
posar en marxa amb la finalitat d'aprofitar les característiques de la fibra òptica 
i d’Ethernet. La velocitat de transmissió del canal en les xarxes EPON és 
simètrica, d’ 1Gbps. 
 
Pel que respecta a la xarxa troncal, el medi de transmissió que predomina 
actualment és la fibra òptica, ja que proporciona gran ample de banda. Tenint 
en compte la dificultat tecnològica d’implementar commutació de paquets a 
nivell òptic (degut principalment a la manca d’un equivalent real a les 
memòries d’accés aleatori, RAMs, en el domini òptic), la tècnica de 
commutació més comuna a les troncals òptiques és la commutació òptica de 
circuits, basada en reservar extrem a extrem un canal òptic (lightpath). Per tal 
d’aprofitar els punts forts del multiplexat estadístic de dades però sense els 
requeriments tecnològics de la commutació òptica de paquets, es va definir la 
commutació òptica de ràfegues (Optical Burst Switching, OBS). En una xarxa 
OBS, les dades dels usuaris s’agreguen als nodes frontera formant unitats de 
dades de longitud superior (anomenades ràfegues). Prèviament a la 
transmissió de cada ràfega s’envia un paquet de control que és processat en 
el domini electrònic en cada node intermedi de la xarxa amb la finalitat de 
reservar els recursos necessaris per a que l’enviament de la ràfega es pugui 
realitzar de forma transparent en el domini òptic.  
 
Aquest treball és la primera fase del desenvolupament d’un escenari de 
simulació que interconnecti una xarxa d’accés EPON amb una xarxa troncal 
basada en la tecnologia de commutació OBS, i on sigui possible desenvolupar 
DBAs que tinguin en compte l’agregació de paquets al node d’entrada a la 
xarxa OBS per tal de minimitzar el retard en la transmissió d’informació extrem 
a extrem. 
4                                                       Estudi i simulació de mecanismes d’assignació d’ample de banda en xarxes EPON  
 
 
 
Title:  Study and simulation of mechanisms of assignment of bandwidth in 
networks EPON 
 
Author:  Ester Luque Ballester 
 
Director: Anna Agustí Torra 
 
Date:  January,  25th 2009 
 
 
 
 
Overview 
 
Passive Optical Networks (PONs) are fiber-based broadband access networks. 
In a PON, the uplink between users (ONUs) and the central office (OLT) is 
shared among all ONUs and, therefore, bandwidth distribution mechanisms 
(known as Dynamic Bandwidth Assignment algorithms) are required to regulate 
the access to this shared link. Among the different standards, this work is 
focused on Ethernet PONs (EPONs), defined to exploit the characteristics of 
both optical communications and Ethernet.  
 
In the backbone, optical fiber is nowadays the predominant transmission 
medium. Moreover, due to the technological impairments of commercially 
deploying optical packet switching or OPS (mainly because of the lack of a real 
equivalent of random access memories, RAMs, in the optical domain), the 
most common switching technique is optical circuit switching or OCS, which is 
based on establishing and end to end path of light (lightpath) across the optical 
network. Optical burst switching or OBS was defined as an alternative solution 
to OCS and OPS. In an OBS network, user data units are aggregated at the 
edge nodes of the network into longer data units (called burst). Before the 
transmission of each burst, a control packet is sent in order to configure the 
switching fabric of each intermediate node, so that the burst transmission can 
take place transparently in the optical domain. 
 
This work is the first phase for developing a simulated scenario in which an 
EPON access network is connected to an OBS network. In such a scenario it 
has to be possible to develop and compare different DBAs that take into 
account the assembly process of the OBS edge node in order to minimize the 
data transmission delay. 
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INTRODUCCIÓ 
 
Fins fa poc temps, el serveis que s'oferien als usuaris de banda ample estaven 
centralitzats en reutilitzar els parells de coure amb tècniques com l’ADSL i el 
VDSL. En els últims anys, s'han instal·lat en moltes cases serveis avançats 
utilitzant tecnologia DSL i un multiplexador d'accés d'abonat ATM. No obstant, 
la tendència dels proveïdors de serveis comença a decantar-se cap a 
proporcionar banda ampla a través de fibra òptica, donant lloc al que es coneix 
com a tecnologia FTTH (fibra fins a l'habitatge) i utilitzant l'arquitectura de les 
PONs (Passive Optical Networks). 
 
Les xarxes òptiques passives són essencials per a la implementació a gran 
escala de la tecnologia FTTH, que permet als proveïdors poder oferir serveis de 
banda ampla  (Internet d’alta velocitat, vídeo, múltiples línies de veu, etc.)als 
usuaris residencials.  
 
Les xarxes PON es composen de tres elements principals: l’ONU (Optical 
Network Unit), l’OLT (Optical Line Teminator) i l’splitter. Les ONUs (que són els 
elements més propers als usuaris finals) es connecten a l’splitter (el divisor de 
potència que constitueix l’element passiu de la xarxa) que es connecta a l’OLT 
a través d’un enllaç únic compartit per totes les ONUs. L’ús d’aquest enllaç 
compartit és regulat per l’OLT. 
 
Dins les xarxes PON es poden distingir diferents topologies segons el medi 
d'accés a la xarxa, però la que s’utilitzarà en aquest treball és EPON (Ethernet 
PON). La xarxa EPON és eficient per al transport de amb el tràfic IP, pot arribar 
a transmetre a una velocitat d’1Gbps i transmet les dades encapsulades en 
trames Ethernet tal i com es defineix a l’estàndard IEEE 802.3.  
 
Pel que respecta a la xarxa troncal, el medi de transmissió que predomina 
actualment és la fibra òptica, ja que proporciona gran ample de banda. Tenint 
en compte la dificultat tecnològica d’implementar commutació de paquets a 
nivell òptic (degut principalment a la manca d’un equivalent real a les memòries 
d’accés aleatori, RAMs, en el domini òptic), la tècnica de commutació més 
comuna a les troncals òptiques és la commutació òptica de circuits, basada en 
reservar extrem a extrem un canal òptic (lightpath). Per tal d’aprofitar els punts 
forts del multiplexat estadístic de dades però sense els requeriments 
tecnològics de la commutació òptica de paquets, es va definir la commutació 
òptica de ràfegues (Optical Burst Switching, OBS). En una xarxa OBS, les 
dades dels usuaris s’agreguen als nodes frontera formant unitats de dades de 
longitud superior (anomenades ràfegues). Prèviament a la transmissió de cada 
ràfega s’envia un paquet de control que és processat en el domini electrònic en 
cada node intermedi de la xarxa amb la finalitat de reservar els recursos 
necessaris per a que l’enviament de la ràfega es pugui realitzar de forma 
transparent en el domini òptic.  
 
L’agregació de les dades dels usuaris per a generar ràfegues es pot realitzar en 
funció de diferents criteris. El més comú és agrupar aquelles dades d’usuaris 
que van destinades al mateix punt de sortida de la xarxa OBS. En aquest 
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treball, cada node de la xarxa OBS rep un identificador APID (Access Provides 
Identifier) i l’agregació de les unitats de dades dels usuaris per a formar 
ràfegues es realitza en funció del APID destí. 
 
En aquest treball s’estudia la integració de les dues xarxes (EPON i OBS) amb 
l’objectiu de reduir el retard extrem a extrem en la transmissió d’informació. Per 
aconseguir-ho cal definir un mecanisme de distribució d’ample de banda (DBA) 
a l’OLT de la xarxa EPON que tingui en compte el criteri d’agregació de 
ràfegues que es realitza a l’entrada de la xarxa OBS. 
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CAPÍTOL 1. INTRODUCCIÓ A LES TECNOLOGIES 
UTILITZADES 
 
 
1.1. Introducció a les xarxes PON 
 
Les xarxes òptiques passives (PON) van començar a aparèixer  al voltant de 
l'any 1988 per dues raons: per una banda, aconseguir una major capacitat de 
transmissió (ample de banda) i per l’altra, substituir el cable de coure per fibra 
òptica que presenta una menor atenuació amb la distància. 
 
Les PONs són xarxes de fibra òptica punt a multipunt (P2MP) sense elements 
actius en el camí dels senyals des de l'origen fins al destí. Una de les principals 
avantatges que presenten aquestes xarxes és que minimitza el número de 
transceptors òptics, centrals locals i metres de fibra òptica. 
 
Dins una xarxa PON hi ha tres elements principals: 
 
• OLT (Optical Line Terminal). Està situat a la central local (CO) i connecta 
la xarxa EPON amb la xarxa metropolitana o troncal. 
• ONU (Optical Network Unit): És l’element més proper a l’usuari final.  
• splitter: És un divisor de potència i constitueix l’element passiu de la 
xarxa.  
  
La figura 1.1 mostra la interconnexió dels diferents elements de la xarxa PON.  
 
 
 
 
Fig. 1.1 Interconnexió dels elements d'una PON. 
 
 
Tal i com s’observa a la figura 1.1, totes les ONUs comparteixen l’enllaç entre 
l’splitter i l’OLT. L’OLT regula l’accés a aquest enllaç mitjançant un algoritme de 
distribució d’ample de banda conegut com a DBA (Distributed Bandwidth 
Assignment). 
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Malgrat que les xarxes PON poden tenir diferents topologies (arbre, bus, anell), 
la més comuna és la topologia d’arbre. 
 
En aquest treball s’ha considerat la xarxa EPON amb una topologia d’arbre que 
es mostra a la figura 1.2, en la qual hi ha 16 ONUs (de les 32 possibles en una 
EPON) connectades a un OLT. 
 
 
 
 
Fig. 1.2 Topologia del projecte. 
 
 
Segons la tècnica d’accés al medi utilitzada en l’enllaç compartit entre l’splitter i 
l’OLT, les xarxes PON es classifiquen en TDMA-PONs (Time Division 
Multiplexing Access PONs) i WDMA-PONs (Wavelength Division Multiplexing 
Access PONs).  
 
A les xarxes TDMA-PON  el senyal de baixada (de l’OLT a les ONUS) es difon 
via broadcast a totes les ONUs. Cada ONU distingeix la informació que va 
dirigida cap a ella a través d’un identificador que hi ha en cada trama. En el 
canal de pujada, la informació de les diferents ONUs es multiplexa en temps 
sobre l’enllaç compartit. La majoria de les xarxes PONs comercials (APON, 
BPON, GPON i EPON) estan dins aquesta categoria. 
 
La figura 1.3 il·lustra l’arquitectura d’una TDMA-PON: 
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Fig. 1.3 Arquitectura de TDMA-PON. 
 
 
A les xarxes WDMA-PON cada ONU té assignada una longitud d’ona diferent. 
Al canal de baixada, la informació transmesa per l’OLT es interceptada per un 
acoplador WDM que envia a cada ONU la longitud d’ona corresponent, la qual 
cosa permet mantenir certa privacitat. L’inconvenient és l’elevat cost d’aquest 
tipus de xarxa.  
 
La figura 1.4 mostra l'arquitectura d’una WDMA-PON: 
 
 
 
 
Fig. 1.4 Arquitectura de WDMA-PON. 
 
  
1.1.1. Característiques de les xarxes EPON (Ethernet PON) 
 
La definició de les xarxes EPON es va iniciar al març del 2001  i l’estàndard 
802.3ah es va publicar el juny de 2004. Les tres avantatges principals de les 
xarxes EPON són: 
 
• S’assoleixen velocitats de l’ordre del gigabit per segon tant en el canal 
de pujada com en el de baixada. 
• La interconnexió de vàries EPON és simple. 
• El cost d’implementació és baix (ja que no utilitza ATM ni SDH). 
 
Segons l'estàndard 802.3ah la velocitat de la xarxa EPON és d’1Gbps i la 
distància màxima entre els nodes finals de la xarxa és de 20Km.  
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1.1.2. Missatges que s’envien entre els components de la EPON 
 
L’estàndard de la EPON defineix diferents tipus de missatges de senyalització 
entre l’OLT i les ONUs. Tots aquests missatges, anomenats MPCPDUs 
(Multipoint Control Data Units) tenen una longitud màxima de 64 bytes i una 
capçalera comuna, els camps de la qual es mostren a la figura 1.5: 
 
 
 
 
Fig. 1.5 Format genèric dels paquets MPCPDU. 
 
 
El camp “Type/Length” té un valor fix de 88-08 (en hexadecimal) en totes les 
MPCPDUs. El camp “Opcode” especifica el tipus de missatge. En funció del 
tipus de missatge, els camps de l’”Opcode specific fields/Pad” poden variar. 
 
Hi ha cinc tipus de missatges diferents: 
 
• Register  
• Register_ack  
• Report  
• Gate  
• Register_req  
 
 
1.1.2.1. Register 
 
Aquest missatge l’envia l’OLT per assignar una identificador (Logical Link 
Identifier, LLID) a una ONU que s’ha incorporat a la xarxa. És l'únic missatge 
que té com a adreça destí la MAC de la ONU. Quan una ONU ja té un LLID 
assignat, tots els missatges que van dirigits a ella, contenen el seu LLID al 
camp d’adreça destí. La figura 1.6 mostra el format del missatge register: 
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Fig. 1.6 Format del missatge register. 
 
 
El camp “Assigned port (LLID)” conté el valor del LLID que l’OLT assigna a 
l’ONU. 
 
El camp “Flags” pot tenir diferents valors: 
 
• 1 (Reregister): L’OLT sol·licita a una ONU que ja està registrada que 
es torni a registrar. 
• 2 (Deregister): L’OLT desregistra una ONU que ja estava registrada 
(alliberant el seu LLID per a poder-lo assignar a una altra ONU). 
• 3 (Ack): L’OLT confirma que el procés de registre s’ha realitzat 
correctament. 
• 4(Nack): L’OLT no permet que l’ONU es registri.  
 
La resta de valors estan reservats. Qualsevol ONU que rebi un register amb  un 
valor al camp “Flags” diferent dels anteriors, ignorarà el missatge. 
 
El camp “Sync time” serveix per sincronitzar l’OLT i l’ONU. 
  
Finalment, el camp “Echoed peding grants” mostra el número màxim de grants 
que es poden assignar a una determinada ONU (Actualment, aquest camp no 
s’utilitza). 
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1.1.2.2. Register_ack 
El missatge Register_ack l’envia una ONU a l’OLT per informar que ha rebut el 
seu identificador (LLID) i que el procés de registre s’ha completat correctament. 
La figura 1.7 mostra els camps d'aquest missatge: 
 
 
 
Fig. 1.7 Format del missatge Register_ack. 
 
 
El camp “Flags” indica que el registre s’ha realitzat amb èxit (1, Ack) o bé que 
no s’ha pogut dur a terme (0, Nack). 
 
El camp “Echoed assigned port” conté el port que l’OLT ha assignat a l’ONU 
per a la connexió entre ambdues entitats. 
 
Finalment, el camp “Echoed sync time”  conté el valor del camp “Sync time” del 
missatge Register. 
 
 
1.1.2.3. Report 
Per a sol·licitar l’enviament de dades, les ONUs envien missatges Report a 
l’OLT. Els missatges Report tenen el camp “Opcode” igual a (00-03)16 i el seu 
format és el que es mostra en la figura 1.8. 
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Fig. 1.8 Format del missatge Report. 
 
 
A l’estàndard 802.3ah s’especifica que cada ONU pot tenir fins a 8 cues 
diferents (corresponents a prioritats diferents). 
 
En cada paquet es pot sol·licitar més d’una quantitat de bytes per a cada cua. 
Així, el camp “Number of queues set” indica el número màxim de peticions 
d’una determinada cua que conté un mateix missatge Report. El “Report 
bitmap” indica per a cada queue set en particular, de quines cues es fa la 
sol·licitud d’enviament de dades. A continuació s’especifiquen els bytes que es 
sol·licita de cadascuna de les cues indicades al report bitmap. 
 
1.1.2.4. Gate 
El camp “Opcode” dels missatges gate  pren un valor de (00x02)16.  
 
Hi ha dos tipus de missatges gate: 
 
- Normal gate: Serveix perquè l’OLT informi de la quantitat d’informació 
que pot enviar cada ONU i de l’instant de transmissió assignat per 
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transmetre aquesta informació tenint en compte la sol·licitud que ha 
realitzat l’ONU. 
- Discovery gate: Serveix per sincronitzar l’OLT i l’ONU.  
 
 
 
 
Fig. 1.9 Tipus de missatges Gate. 
 
 
El camp “Number of grants/Flags”   permet distingir entre un missatge grant de 
tipus discovery (en aquest cas, el byte pren valor 09hex) i un grant de tipus 
normal. El significat dels bits d’aquest camp és el següent:: 
 
 
 
 
Fig. 1.10 Bits del camp “Number of grants/Flags”. 
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Els bits 0-2 s’activen per forçar una ONU a transmetre un Report. El tercer bit 
indica si es tracta d’un missatge discovery gate (bit a 1) o d’un misatge normal 
gate (bit a 0). Finalment, els bits 4-7 especifiquen el número de grants que 
conté el missatge. 
 
Per a tots els missatges grant, la longitud màxima del camp de dades és de 40 
bytes. Així doncs, un normal gate pot contenir un màxim de 4 grants. Cada 
grant assigna a l’ONU un instant de transmissió (“Grant #n Start Time”)   i una 
quantitat d’informació a transmetre (“Grant #n Length”). 
 
 
1.1.2.5. Register_req 
 
L’ONU utilitza els missatges Register_req per sol·licitar el registre a l’OLT o bé 
per sol·licitar que l’OLT la desregistri. 
 
La figura 1.11 mostra el format d’aquests missatges: 
 
 
 
Fig. 1.11 Format del missatge Register_req. 
 
 
El camp “Flags” indica si el tipus petició és de registrar (1) o de desregistre (3).  
 
El camp “Pending grant” indica a l’OLT la capacitat del buffer de la que disposa 
l’ONU. 
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1.2. Introducció a les xarxes OBS 
 
En els darrers anys, la definició de nous serveis i aplicacions ha incrementat 
exponencialment la demanda d’ample de banda en les xarxes troncals de 
telecomunicacions. Actualment, la fibra òptica és el medi de transmissió 
predominant a la xarxa troncal i, per  fer front a demanda creixent d’ampla de 
banda, ja són moltes les xarxes òptiques que incorporen la tècnica del 
multiplexat per divisió en longitud d’ona (Wavelength Division Multiplexing, 
WDM) permeten la transmissió simultània sobre diferents longituds d’ona dins 
una mateixa fibra. 
 
Les primeres xarxes òptiques, utilitzaven la fibra com a medi de transmissió. No 
obstant, el processat als nodes intermedis es realitzava en el domini electrònic. 
De cara a la definició d’una xarxa òptica transparent (on, en la mesura del 
possible, la majoria de funcions es realitzin en el domini òptic) és especialment 
important la tècnica de commutació que s’utilitza. 
 
La tècnica de commutació òptica de circuits (Optical Circuit Switching, OCS) es 
basa en establir un camí de llum (lightpath) entre origen i destí. En aquest cas, 
l’ample de banda està garantit i el retard està acotat. No obstant, com que els 
recursos estan reservats en exclusiva per a una determinada connexió, la 
utilització de la xarxa pot no ser òptima (sobretot quan es tracta de tràfic a 
ràfegues). Per altra banda, la tècnica de commutació òptica de paquets (Optical 
Packet Switching, OPS) permet un ús més eficient de l’ample de banda gràcies 
al multiplexat estadístic de les dades dels usuaris. No obstant, degut a 
l’absència d’un equivalent real a les memòries d’accés aleatori (RAM) en el 
domini òptic ( és a dir, la llum no es pot guardar), i a les dificultats tècniques 
que suposa realitzar el processat de les capçaleres dels paquets directament 
en òptic a les velocitats requerides, la tècnica OPS encara no s’ha pogut 
explotar comercialment.  
 
Com a alternativa a les dues tècniques de commutació anteriors, es va definir 
la commutació òptica de ràfegues (Optical Burst Switching, OBS). En una xarxa 
OBS, les unitats de dades dels usuaris s’agreguen a l’entrada formant unitats 
de dades de longitud superior (ràfegues). Prèviament a la transmissió de cada 
ràfega s’envia un paquet de control amb l’objectiu de configurar els dispositius 
intermedis de la xarxa per tal que la transmissió de la ràfega  associada es 
pugui realitzar directament en el domini òptic. El processat del paquet de 
control als nodes intermedis es realitza, generalment, en el domini electrònic. 
Així doncs, la tecnologia OBS permet un cert grau de multiplexat estadístic que 
permet un ús més eficient dels recursos que la tècnica OCS però sense tantes 
restriccions tecnològiques com les que presenta la tècnica OPS. 
 
La generació de les ràfegues als nodes d’entrada de la xarxa OBS es pot 
realitzar seguint diferents criteris. En general, les unitats de dades dels usuaris 
s’agreguen en funció del punt de sortida de la xarxa OBS. Així, tots els paquets 
que conté una mateixa ràfega van destinats al mateix punt de sortida de la 
xarxa OBS, on la ràfega es desassemblada recuperant els paquets de dades 
originals dels usuaris per continuar la seva transmissió cap al destí final. 
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La longitud de les ràfegues depèn del criteri d’assemblatge que s’utilitzi. Els 
criteris més habituals són: 
 
- Per temps. Es considera que una ràfega està completa quan ha passat 
un temps T des de l’arribada del primer paquet que conforma la ràfega. 
- Per longitud. Es considera que una ràfega està completa quan la seva 
longitud supera un llindar L. 
- Criteris híbrids. Combinen les dues tècniques anteriors, de manera que 
es considera que una ràfega està completa quan ha passat un temps T 
des de l’arribada del primer paquet que conforma la ràfega o bé quan la 
longitud de la ràfega supera el llindar L.  
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CAPÍTOL 2. INTEGRACIÓ DE LES DUES XARXES 
 
 
A [10] es proposa interconnectar una xarxa EPON amb una xarxa OBS (figura 
2.1) i modificar l’algoritme de distribució d’ample de banda de la EPON amb 
l’objectiu de minimitzar el retard en la generació de les ràfegues al node 
d’entrada de la xarxa OBS. 
 
 
 
 
 
Fig. 2.1 Esquema de la interconnexió de la xarxa EPON amb OBS. 
 
 
Aquest escenari és el punt de partida d’aquest treball final de carrera. 
 
Per aconseguir minimitzar el retard en la generació de les ràfegues, cal que la 
xarxa OBS proporcioni informació a la xarxa EPON relacionada amb el criteri 
d’agregació de ràfegues que realitza. En aquest treball es considera que els 
paquets dels usuaris s’agreguen a l’entrada de la xarxa OBS en funció del node 
de sortida. Així, cada node OBS té assignat un identificador, anomenat Access 
Provider Identifier (APID), de 5 bits que caldrà donar a conèixer a les ONUs de 
la xarxa EPON, de manera que les ONUs puguin especificar a l’OLT dins els 
seus missatges report la quantitat d’informació que volen transmetre per a cada 
APID. Amb aquesta informació, l’OLT, pot aplicar un criteri d’assignació 
d’ample de banda (o DBA) que faciliti i optimitzi la generació de les ràfegues a 
l’entrada de la xarxa OBS. 
 
Per tal que la proposta sigui el més estàndard possible, un dels requeriments 
de disseny del nou mecanisme d’assignació d’ample de banda de la xarxa 
EPON és que utilitzi els missatges definits a l’estàndard IEEE 802.3ah (veure 
1.1) per a intercanviar la informació de senyalització necessària entre l’OLT i 
les ONUs. 
 
Així doncs, tal i com defineix l’estàndard, les ONUs utilitzaran els missatges 
report per especificar la quantitat d’informació que volen transmetre. No 
obstant, cada queue set d’un paquet report estarà associat a les diferents 
prioritats d’un mateix APID. Per exemple, si una ONU vol especificar que 
necessita transmetre 200 bytes de prioritat 0, 300 bytes de prioritat 1 i 100 
bytes de prioritat 2 de l’APID#1 i 300 bytes de prioritat 0 de l’APID#2, haurà de 
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generar un report amb 2 queue sets. El primer queue set contindrà la sol·licitud 
dels 200, 300 i 100 bytes de prioritat 0, 1 i 2, respectivament, de l’APID#1 i el 
segon queue set contindrà la petició de 300 bytes de prioritat 0 de l’APID#2. 
Per especificar quin és l’APID associat a cada queue set en particular 
s’utilitzarà el camp “Pad” dels missatges  Report (que en general és un camp 
de farciment que no té cap ús). De manera que, seguint amb l’exemple anterior, 
els primers 10 bits del camp “Pad” del missatge Report contindrien 
l’identificador de 5 bits de l’APID#1 i l’identificador de 5 bits de l’APID#2. 
 
Pel que fa als missatges gate, com que només poden contenir fins a 4 grants 
per a cada ONU, només es podrà especificar en un mateix gate, el número de 
bytes que l’OLT assigna a l’ONU per a, com a molt, 4 APIDs diferents. L’APID i 
la prioritat a la que està associat cada grant també es transmetrà aprofitant el 
camp “Pad” del misatge gate. Per exemple, suposant que l’OLT assigna un 
determinat número de bytes a una ONU per a l’APID#1 prioritat 0, per a 
l’APID#1 prioritat 2 i per a l’APID#3 prioritat 0, el format del camp “Pad” del 
missatge grant seria el següent: 
 
 
 
 
Fig. 2.2 Exemple del camp “Pad”. 
 
 
Com que en un gate només hi caben quatre grants, és possible que l’OLT no 
pugui especificar tots els APIDs i prioritats que pertocarien a l’ONU. Per això es 
reserva l’APID#31 per indicar a l’ONU que el número de bytes del grant 
corresponent a aquest APID#31 els pot extreure de la cua que més l’interessi. 
 
Per tal que les ONUs puguin realitzar la petició de transmissió d’informació per 
als diferents APIDs, cal que tinguin cues independents per a cada APID. Així, 
tal i com mostra a la figura 2.3, caldrà que cadascuna de les 8 cues que 
defineix l’estàndard 802.3ah tingui definides diferents subcues (corresponents 
als diferents APIDs). 
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Fig. 2.3 Exemple de cues en una ONU. 
 
 
L’objectiu d’aquest treball final de carrera és implementar utilitzant un simulador 
de xarxes comercial (l’OPNET) la primera part d’aquest escenari 
d’interconnexió entre les xarxes EPON i OBS. Partint d’una implementació de la 
xarxa EPON (realitzada en diferents treballs final de carrera anterior) caldrà: 
 
- Definir les subcues a les ONUs per emmagatzemar les dades en funció 
dels diferents APIDs. 
- Realitzar una taula de mapeig entre destins IP i APIDs que permeti 
classificar els paquets que generen les fonts connectades a les ONUs 
dins les cues corresponents. 
- Definir les diferents cues per a la generació de les ràfegues al node que 
simula el punt d’entrada a la xarxa OBS i realitzar el classificador que 
permeti encuar els paquets per a la generació de les ràfegues. 
- Modificar el format dels paquets report i gate per a que es pugui 
incloure la informació dels APIDs al camp “Pad” d’ambdós paquets. 
- Implementar el nou DBA que permeti a l’OLT regular a l’accés a l’enllaç 
compartit tenint en compte la informació rebuda de les diferents ONUs 
en relació a les demandes per als diferents APIDs. 
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CAPÍTOL 3. IMPLEMENTACIÓ DE LA INTERCONNEXIÓ 
ENTRE XARXES EPON I OBS AMB EL SIMULADOR 
OPNET 
 
3.1. Característiques principals del simulador OPNET 
 
Per a implementar l’escenari d’interconnexió de les xarxes EPON i OBS en 
aquest treball s’ha utilitzat el simulador de xarxa OPNET Modeler 15.0. Aquest 
simulador té una interfície gràfica molt potent i disposa d’una extensa llibreria 
de models. A més a més, es pot accedir al codi d'aquestes llibreries i introduir i 
modificar els processos relacionats amb els diferents elements de la xarxa.  
 
La figura 3.1 mostra la interfície d’entrada de l’OPNET Modeler 15.0. 
 
 
 
Fig. 3.1 Simulador OPNET. 
 
 
OPNET es basa en la jerarquia de tres nivell que s’especifica a la figura 3.2. 
 
- Model de xarxa: Defineix les xarxes i subxarxes de l’escenari a simular. 
- Model de nodes: Defineix l’estructura interna de la xarxa o subxarxa, és 
a dir, els nodes que la componen. 
- Model de processos: Especifica el comportament de cada node en 
base a un diagrama d’estats. 
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Fig. 3.2 Jerarquia que segueix OPNET. 
 
 
La figura 3.3 mostra un exemple del model de nodes: 
 
 
 
Fig. 3.3 Exemple del model de nodes. 
 
 
Per tal de editar el model de nodes, OPNET Modeler ofereix un editor de nodes 
i un grup de nodes amb processos predefinits o a partir dels quals es poden 
definir els nodes propis. Els nodes que proporciona el simulador són els 
següents. 
 
 
Taula 3.1 Mòduls de l'editor de nodes. 
 
 
Mòdul de processat. 
 
Cua (pot tenir subcues) 
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Transmissió punt a punt. 
 
Recepció punt a punt. 
 
Transmissió en un bus. 
 
Recepció en un bus. 
 
Transmissió per ràdio-freqüència. 
 
Recepció per ràdio-freqüència. 
 
Node de comunicacions per satèl·lit. 
 
Mòdul esys. 
 
 
A l'editor de nodes també es defineixen els enllaços per connectar els diferents 
nodes entre sí. La taula següent mostra els diferents enllaços que es poden 
definir: 
 
 
Taula 3.2 Enllaços de l'editor de nodes. 
 
 
Packet stream. Són connexions que 
porten paquets des d'un node font a 
un node destí. 
 
Statistic wire. Són enllaços pels 
quals s'envien dades des d'un origen 
a un destí. Serveixen per a que el 
node origen pugui compartir dades 
amb el node destí, a més de 
proporcionar informació sobre el seu 
estat. 
 
Logical associations. La seva funció 
és indicar la relació que tenen dos 
nodes en la simulació. 
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Dins de cadascun d'aquests nodes es defineixen els estats que especifiquen el 
funcionament del mòdul. El funcionament intern de cadascun dels estats així  
com de les transicions està programat en llenguatge C/C++.  
 
La figura 3.4 mostra el diagrama estats associat a un determinat node: 
 
 
 
 
Fig. 3.4 Estats d'un node. 
 
 
De la mateixa manera que al model de nodes hi ha un editor, al model de 
processos també n’hi ha un. Les opcions que facilita l’editor de processos són 
les següents: 
 
 
Taula 3.3 Opcions del model de processos. 
 
 
Create State. Crea un estat dins el 
process model. 
 
Create Transition. Crea transicions 
entre els diferents estats. 
 
Set Initial State. Estableix l'estat 
inicial. 
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Edit State Variables. Defineix les 
variables d'estat de la simulació. 
 
Edit Temporary Variables. Defineix 
les variables temporals del process 
model. 
 
Edit Header Block. Permet declarar 
variables, macros i variables globals 
que utilitzaran els diferents estats del 
process model. 
 
Edit Function Block. Permet 
programar funcions en C++ que 
s'utilitzen en el process model. 
 
Edit Diagnostic Block. Conté les 
funcions sobre l'estat de les 
simulacions. 
 
Edit Termination Block. Permet 
especificar el conjunt de funcions 
que s'executen abans d'acabar la 
simulació. 
 
Compile Process Model. Permet 
compilar el codi. 
 
 
Hi ha diferents llocs on guardar els fitxer que formen part d'un projecte en 
OPNET.  
 
Quan es crea un projecte amb l’OPNET, tots els processos que s’utilitzin es 
guarden a la carpeta on s’ha generat el projecte, excepte els processos que 
s’utilitzen a les cues (que emmagatzemen els fitxers de la capa MAC a 
C:\Archivos de programa\OPNET\15.0.A\models\std\ethernet i els de les cues 
on es classifica el tràfic a C:\Archivos de 
programa\OPNET\15.0.A\models\std\base). 
 
 
3.2. Implementació de les cues a les ONUs 
 
En la implementació de partida de la EPON, cada ONU disposava d’una única 
cua on emmagatzemava els paquets de dades que generaven les fonts. Així 
l’estructura inicial d’una ONU és la mostra de la figura 3.5. 
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Fig. 3.5 Estructura interna de l’ONU anterior. 
 
 
Calia, doncs, modificar les ONUs per a que hi haguessin cues diferents per a 
diferents prioritats. De les 8 prioritats que contempla l’estàndard EPON es va 
decidir implementar-ne 3. Per tal de distribuir el tràfic entrant en les diferents 
cues va caler implementar un node classificador. El criteri de classificació es ca 
establir en funció del contingut del camps “ToS” de la capçalera IP dels 
paquets. 
 
La figura 3.6 mostra l’estructura interna modificada d’una ONU: 
 
 
 
 
Fig. 3.6 Estructura interna de la nova ONU. 
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Per verificar el funcionament del classificador i de les cues, es van definir fonts 
que generaven tràfic de tres prioritats diferents (Interactive Voice, Excellent 
Effort i Best Effort) i es va comprovar que els paquets s’emmagatzemaven a la 
cua de la prioritat corresponent. 
 
A continuació es van definir les subcues corresponents als diferents APIDs. De 
manera que, per cada paquet entrant, després d’escollir la cua de la prioritat 
corresponent en funció del contingut del camp “ToS“, s’escull la subcua 
corresponent en funció de l’adreça IP destí que està associada a un APID en 
particular. En la primera instància es va decidir implementar 5 APIDs diferents. 
Cal mencionar que per incrementar el número de cues de les diferents prioritats 
o bé el número de subcues corresponents als diferents APIDs només cal 
duplicar codi i incrementar el nombre de casos possibles del classificador. 
 
La figura 3.7 mostra les 5 subcues corresponents a la cua de prioritat 0 
(“queue_0”). 
 
 
 
 
Fig. 3.7 Cues i subcues de l’ONU. 
 
Tal i com s’observa a les figures 3.6 i 3.7, per tal que el mòdul classificador 
pogués llegir els camps de la capçalera IP necessaris per realitzar la 
classificació en la cua i subcua corresponent, va ser necessari afegir un mòdul 
de capa MAC que entregués el paquet IP al classificador. 
 
A continuació es mostren un conjunt de gràfiques que formen part del procés 
de verificació del funcionament del classificador i de les cues. 
 
La figura 3.8 mostra com els paquets de les diferents fonts es van classificant a 
les cues de prioritat 0, 1 i 2 en funció del camps “ToS”. 
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Fig. 3.8 Paquets que es troben a cada cua de l’ONU 3. 
 
 
La figura 3.9 mostra l’ocupació de les 5 subcues corresponents a la cua de 
prioritat 0. La suma dels paquets emmagatzemats en les 5 subcues dels 
diferents APIDs coincideix amb el total de paquets que hi ha a la cua de 
prioritat 0 (a la part superior esquerra de la figurar 3.9). 
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Fig. 3.9 Paquets de la cua 0 i les seves sucbues. 
 
 
3.3. Implementació de les cues a la OLT 
 
Per tal de comprovar el retard en la generació de les ràfegues, caldria 
connectar l’OLT al node d’entrada a la xarxa OBS. Com que no es disposava 
d’una implementació de la xarxa OBS en OPNET, es va considerar oportú per a 
una primera versió, programar les cues a l’OLT (amb el ben entès que si en un 
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futur s’implemtnea la part OBS de la xarxa, totes les funcions relacionades amb 
l’assembtge de ràfegues es desplaçarien al node d’entrada a la xarxa OBS). 
 
Així doncs, ha calgut programar 5 cues (una per a cadascun dels APIDs pels 
que les ONUs poden sol·licitar la transmissió de dades) i un classificador que 
s’encarrega d’analitzar l’adreça IP destí dels paquets que arriben de les ONUs i 
col·locar els paquets a la cua corresponent. 
 
La figura 3.10 mostra l’esquema de les cues que s’ha definit a l’OLT. 
 
 
 
 
Fig. 3.10 Cues de l’OLT. 
 
 
Per verificar el correcte funcionament de les cues de generació de les ràfegues, 
es va realitzar la transmissió d’informació des de les ONUs a l’OLT utilitzant 
l’IPACT (Interleaved Polling with Adaptive Cycle Time) com a algoritme de 
distribució de l’ample de banda (DBA).. L’IPACT és un dels algoritmes més 
utilitzats en xarxes EPON i s’utilitza sovint com a referència per aaluar les 
propostes de nous DBAs [9]. 
 
Les figures 3.11 i 3.12 mostren els resultats que es van obtenir de les 
simulacions.  
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Fig. 3.11 Gràfiques de les cues de l’OLT. 
 
 
A la figura 3.11 s’observa que totes les cues de l’OLT s’omplen (és a dir, que 
arriben paquets transmesos per les ONUs per als 5 APIDs que es contemplen 
en aquest escenari). 
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Fig. 3.12 Gràfiques de la cua 0 i les seves subcues de l’ONU 1. 
 
 
La figura 3.12 mostra l’ocupació de la cua de prioritat 0 de l’ONU 1 de 
l’escenari, així com el detall de l’ocupació de les 5 subcues que té definides. 
S’observa com les diferents subcues es van buidant a mesura que l’ONU va 
enviant paquets cap a l’OLT. 
 
 
3.4. Descripció de l’algoritme  DBA OBS-aware 
 
Per tal de minimitzar el retard en la generació de les ràfegues a l’entrada de la 
xarxa OBS, es proposa un nou algoritme DBA (Dynamic Bandwidth 
Assignment) anomenat OBS-aware [10], que té en compte les peticions de 
transmisió d’informació per als diferents APIDs que realitzen les ONUs a l’hora 
de realitzar l’assignació de l’enllaç compartit. 
 
El funcionament del DBA OBS-aware és el següent: 
 
A partir de la informació rebuda de les ONUs dins els missatges Report (tal i 
com s’ha comentat al capítol 2), l’OLT omple els camps de la taula que es 
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mostra a la figura 3.13, on apareixen la quantitat de bytes sol·licitats per a cada 
ONU corresponent a cada APID i prioritat. 
 
 
 
 
Fig. 3.13 Taula que genera l’OLT. 
 
 
On: 
 
Q x : cua del tipus de servei x. 
 : bytes que vol enviar una ONU a un APID d'un determinat tipus                 
 de servei. 
 
y : ONU que vol envia informació. 
 
z : cua a la qual pertanyen els bytes que vol transmetre la ONU. 
 
w : APID al que van dirigits els bytes. 
 
A partir de la taula, l’OLT, suma el total de bytes que sol·licita cada ONU (Ri, on 
i és l’identificador de l’ONU) i el total de bytes sol·licitats per a cada APID 
(RAPIDi, on i és l’identificador de l’APID considerat). 
 
 
 
 
Fig. 3.14 Sumatori. 
 
 
A continuació, l’OLT determina una finestra màxima (és a dir, un nombre màxim 
de bytes que pot assignar a una ONU) a partir de l’expressió següent: 
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                                       (3.1) 
 
 
Així doncs, aïllant la finestra màxima ( W max ) de l’equació anterior, s’obté: 
 
 
                                     (3.2) 
 
 
on: 
 
 
T max :  temps de cicle màxim 
 
N : número de ONUs 
 
T g :  temps de guarda 
 
W max :  finestra màxima (per ONU) 
 
REPON :  taxa EPON (bps) 
 
Un cop determinada la finestra màxima, es compara aquest valor amb el 
número de bytes que sol·licita l’ONU i es classifiquen les ONUs en dos grups: 
 
- ONUs underloaded. Són aquelles que sol·liciten la transmissió d’un 
número de bytes menor que la finestra màxima. 
- ONUs overloaded. Són aquelles que volen transmetre més bytes dels 
que permet la finestra màxima. 
 
Tenint en compte que les ONUs underloaded volen transmetre menys 
informació de la que els assignaria la finestra màxima, l’OLT fa un càlcul del 
total de bytes que es poden repartir entre les ONUs overloaded utilitzant la 
següent expressió: 
 
 
                                         (3.3) 
 
 
on: 
 
E total :  “total excess” 
 
U :  ONUs underloaded 
 
W max :  finestra màxima (per ONU) 
 
R j :  bytes que sol·liciten les ONUs underloaded  
 
Aquest total de bytes en excés es pot repartir entre les ONUs overloaded 
segons diferents criteris: 
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• Weighted. Té en compte el número de bytes que vol enviar cada ONU 
segons l’expressió següent: 
 
 
                                               (3.4) 
 
 
on: 
 
E i :  bytes assignats a la ONU overloaded 
 
O :  ONUs overloaded 
 
Ri :  suma de tots els bytes sol·licitats per la ONU i 
 
R j :  bytes que sol·liciten les ONUs overloaded  
 
E total :  “total excess” 
 
 
• Equitatiu. No té en compte la informació que vol enviar cada ONU, 
simplement divideix el total de bytes en excés (“total excess”) entre el 
número de ONUs overloaded. És a dir: 
 
 
E i=
E total
M                                                   (3.5) 
 
 
on: 
 
 
E i :  bytes assignats a la ONU overloaded 
 
M :  ONUs overloaded 
 
E total :  “total excess” 
 
Finalment, s’utilitzi el criteri que s’utilitzi, la finestra assignada a una ONU en 
particular és la següent: 
 
• ONUs underloaded. Se’ls assigna la quantitat de bytes que han sol·licitat. 
 
 
W i= Ri
                                                    (3.6) 
 
 
• ONUs overloaded. Se’ls assigna la finestra màxima més la fracció dels 
bytes en excés (“total excess”) que li han estat assignats. 
 
 
                                             (3.7) 
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3.5. Modificació del format dels paquets Report i Gate 
 
Per tal de permetre que les ONUs sol·licitin la transmissió d’informació per als 
diferents APIDs i prioritats, i permetre que l’OLT especifiqui la quantitat de 
bytes assignats a un ONU per a la transmissió d’informació d’un determinat 
APID i prioritat, calia modificar el format original dels paquets Report i Gate de 
l’OPNET. Tal i com s’ha comentat al capítol 2, el format dels paquets ha de 
seguir l’estàndard 802.3ah de l’EPON, les modificacions dels missatges que 
s’esmenten en aquest apartat són simplement degudes al funcionament del 
simulador. 
 
La figura 3.15 mostra el format original d’un missatge Report: 
 
 
  
 
Fig. 3.15 Part del missatge report original. 
 
 
El missatge Rpoert de la figura 3.15 només permetia la transmissió d’un 
“queue_set” i el “report_bitmap_0“ només especificava que hi havia informació 
al camp “queue_1_report” (ja que només hi havia una única cua a les ONUs). 
 
Així doncs, calia incorporar camps suficients al missatge Report per poder 
sol·licitar la transmissió de bytes per a diferents APIDs i prioritats. La figura 
3.16 mostra el format modificat del missatge Report. Com s’observa a la figura, 
el nou missatge té 5 queue sets (un per a cada APID) i cada queue set permet 
especificar informació per tres cues (corresponents a les tres prioritats definides 
per a cada APID). 
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Fig. 3.16 Missatge report actual. 
 
 
La figura 3.17 mostra el format original del missatge Gate. 
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Fig. 3.17 Part del missatge gate original. 
 
 
Per poder especificar a quin APID i prioritat està associat cadascun dels grants 
del gate, calia incorporar els camps que apareixen al missatge gate modificat 
de la figura 3.18. 
 
Com s’observa a la figura, els camps “weight” que hi havia al camp “Pad” del 
missatge original han estat substituïts per quatre duples (ToS, APID) que 
especifiquen la prioritat i l’APID associat a cadascun dels grants. 
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Fig. 3.18 Part del missatge gate actual. 
 
 
3.6. Modificació del DBA a la OLT 
 
Un cop acabat el procés de registre d’una ONU, l’OLT li envia un primer 
missatge gate per desencadenar l’intercanvi de missatges de senyalització 
associats a la transmissió d’informació entre l’ONU i l’OLT. 
 
Així doncs, quan una ONU rep un missatge gate, extreu els bytes especificats 
al missatge gate de la cua corresponent i genera un nou report. Per a omplir el 
missatge report modificat calia modificar les ONUs per a que incorporessin la 
informació de l’ocupació de les cues descrites a l’apartat 3.2. 
 
Per altra banda, cada vegada que l’OLT rep un missatge report d’una ONU ha 
d’executar l’algoritme DBA OBS-aware explicat a l’apartat 3.4 i generar el 
missatge gate corresponent. Per fer-ho, calia modificar el procés DBA_agent de 
l’OLT i incorporar el nou DBA. La figura 3.19 mostra el DBA agent modificat. 
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Fig. 3.19 Diagrama d'estats del DBA_agent. 
 
 
El funcionament del DBA agent modificat és el següent. Al rebre un report es 
crea una taula (estat SET_TABLE) que inclou el contingut dels camps 
Queue_x_APID_y dels missatge report. A continuació, es suma el total de 
bytes que sol·licita cada ONU i el total de bytes sol·licitats per a cada APID 
(estat LENGHT_APID). Després, es determina el tipus d’ONU i es calcula el 
total de bytes que se li poden assignar (estat TYPES_ONUs). Posteriorment, 
(estat ODER_APID) es crea un vector d’APIDs on apareixen els diferents APID 
en ordre decreixent de total de bytes sol·licitats per a cadascun. Finalment, 
(estat calculate_DBA) assigna el número de bytes i l’starttime de cada grant per 
a l’ONU corresponent tornant a l’estat inicial a l’espera de rebre un nou report. 
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CAPÍTOL 4. CONCLUSIONS I LÍNIES FUTURES 
 
En aquest treball final de carrera s’ha desenvolupat la primera part de la 
implementació al simulador OPNET d’un escenari d’interconnexió d’una xarxa 
EPON i una xarxa OBS segons la proposta presentada a [10]. 
 
Per a realitzar aquesta implementació ha calgut: 
 
- Familiaritzar-se amb el funcionament del simulador de xarxes OPNET. 
- Analitzar el funcionament de la implementació de la xarxa EPON en 
l’OPNET. 
- Incorporar les cues i els classificadors corresponents a les ONUs i a 
l’OLT per tal d’organitzar els paquets en funció de la seva prioritat i/o 
del node de sortida de la xarxa OBS (identificat mitjançant un APID). 
- Verificar el correcte funcionament d’aquestes cues. 
- Modificar el format dels missatges gate i report relacionats amb la 
senyalització de la xarxa EPON. 
- Implementar l’algoritme DBA OBS-aware que té en compte la prioritat i 
l’APID associat a cada paquet per a realitzar l’assignació de l’ample de 
banda de l’enllaç compartit de la xarxa EPON. 
 
La continuació d’aquest treball inclou la finalització i verificació del 
funcionament del DBA OBS-aware, comparant el seu comportament amb 
l’obtingut utilitzant altres algoritmes DBA, com l’IPACT, així com la incorporació 
de modificacions en l’algoritme que permetin minimitzar el retard en 
l’assemblatge de les ràfegues al node d’entrada de la xarxa OBS. 
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GLOSSARI 
 
 
APID: Access Provider Identifier 
ATM: Asynchronous Transfer Mode 
CO: central office 
DBA: Dynamic Bandwidth Assignment 
EPON: Ethernet PON 
FCS: Frame Checksum Sequence  
IP: Internet Protocol 
IPACT: Interleaved Polling with Adaptive Cycle Time 
LLID: logical link identifier 
MAC: Medium Access Controller 
MPCPDU: Multipoint Control Data Unit 
OBS: Optical Burst Switching 
OCS: Optical Circuit Switching 
OLT: Optical Line Terminal 
ONU: Optical Network Unit 
OPS: Optical Packet Switching 
P2MP: point-to-multipoint 
PON: Passive Optical Networks 
SDH: Synchronous Digital Hierarchy 
TDMA: Time Division Multiplexing Access 
WAN: Wide area network 
WDMA:  Wavelength Division Multiplexing Access 
 
 
 
 
 
 
