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iABSTRACT
Active Brownian particles described by Langevin equations are used to model
the behavior of simple biological organisms or artificial objects that are able to
perform self propulsion. In this thesis we discuss active particles with constant
speed. In the first part, we consider angular driving by white α-stable noise and
we discuss the mean squared displacement and diffusion coefficients. We derive
an overdamped description for those particles that is valid at time scales larger
the relaxation time. In order to provide an experimentally accessible property
that distinguishes between the considered noise types, we derive an analytical
expression for the kurtosis. Afterwards, we consider an Ornstein-Uhlenbeck
process driven by Cauchy noise in the angular dynamics of the particle. While,
we find normal diffusion with the diffusion coefficient identical to the white
noise case we observe a Non-Gaussian displacement at time scales that can be
considerable larger than the relaxation time and the time scale provided by the
Ornstein-Uhlenbeck process. In order to provide a limit for the time needed
for the transition to a Gaussian displacement, we approximate the kurtosis.
Afterwards, we lay the foundation for a stochastic model for local search. Lo-
cal search is concerned with the neighborhood of a given spot called home. We
consider an active particle with constant speed and α-stable noise in the dy-
namics of the direction of motion. The deterministic motion will be discussed
before considering the noise to be present. An analytical result for the steady
state spatial density will be given. We will find an optimal noise strength for
the local search and only a weak dependence on the considered noise types.
Several extensions to the introduced model will then be considered. One ex-
tension includes a distance dependent coupling towards the home and thus the
model becomes more general. Another extension concerned with an erroneous
understanding by the particle of the direction of the home leads to the result
that the return probability to the home depends on the noise type. Finally we
consider a group of searchers.
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ZUSAMMENFASSUNG
Das Konzept von aktiven Brownschen Teilchen kann benutzt werden, um
das Verhalten einfacher biologischer Organismen oder künstlicher Objekte,
welche die Möglichkeit besitzen sich von selbst fortzubewegen zu beschreiben.
Als Bewegungsgleichungen für aktive Brownsche Teilchen kommen Langevin
Glei-chungen zum Einsatz. In dieser Arbeit werden aktive Teilchen mit kon-
stanter Geschwindigkeit diskutiert. Im ersten Teil der Arbeit wirkt auf die
Bewegungsrichtung des Teilchen weißes α-stabiles Rauschen. Es werden die
mittlere quadratische Verschiebung und der effektive Diffusionskoeffizient bes-
timmt. Eine überdampfte Beschreibung, gültig für Zeiten groß gegenüber
der Relaxationszeit wird hergleitet. Als experimentell zugängliche Meßgröße,
welche als Unterscheidungsmerkmal für die unterschiedlichen Rauscharten
herangezogen werden kann, wird die Kurtose berechnet. Neben weißem
Rauschen wird noch der Fall eines Ornstein-Uhlenbeck Prozesses angetrieben
von Cauchy verteiltem Rauschen diskutiert. Während eine normale Diffusion
mit zu weißem Rauschen identischem Diffusionskoeffizienten bestimmt wird,
kann die beobachtete Verteilung der Verschiebungen Nicht-Gaußförmig sein.
Die Zeit für den Übergang zur Gaußverteilung kann deutlich größer als die
Zeitskale Relaxationszeit und die Zeitskale des Ornstein-Uhlenbeck Prozesses
sein. Eine Grenze der benötigten Zeit wird durch eine Näherung der Kurtosis
ermittelt.
Weiterhin werden die Grundlagen eines stochastischen Modells für lokale Suche
gelegt. Lokale Suche ist die Suche in der näheren Umgebung eines bestimmten
Punktes, welcher Haus genannt wird. Abermals diskutieren wir ein aktives
Teilchen mit unveränderlichem Absolutbetrag der Geschwindigkeit und weißen
α-stabilem Rauschen in der Bewegungsrichtungsdynamik. Die deterministis-
che Bewegung des Teilchens wird analysiert bevor die Situation mit Rauschen
betrachtet wird. Die stationäre Aufenthaltswahrscheinlichkeitsdichtefunktion
wird bestimmt. Es wird eine optimale Rauschstärke für die lokale Suche,
das heißt für das Auffinden eines neuen Ortes in kleinstmöglicher Zeit fest-
gestellt. Die kleinstmögliche Zeit wird kaum von der Rauschart abhängen.
Wir werden jedoch feststellen, dass die Rauschart deutlichen Einfluß auf die
Rückkehrwahrscheinlichkeit zum Haus hat, wenn die Richtung des zu Hauses
fehlerbehaftet ist. Weiterhin wird das Model durch eine an das Haus ab-
standsabhängige Kopplung erweitert werden. Zum Abschluß betrachten wir
eine Gruppe von Suchern.
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LIST OF ABBREVIATIONS AND SYMBOLS
Abbreviations
• ABP - active Brownian particle
• CLT - central limit theorem
• EQM - equation / equations of motion
• FPE - Fokker Planck equation
• l.h.s. - left hand side
• MSD - mean squared displacement
• OUP - Ornstein Uhlenbeck process
• PDF - probability density function
• r.h.s. - right hand side
• RTP - run and tumble particle
• SDE - stochastic differential equation
Symbols
• ⟨...⟩ - ensemble averaged property
• ⟨...⟩ϕ - ensemble average over ϕ
• δ(...) - Dirac delta distribution
• δij - Kronecker delta
• ξ(t) - noise, or random fluctuating force
• x˙ - total time derivative of x
• e⃗v - unit vector in direction of v
• Θ(x) - Heavyside stepfunction with Θ(x) = 0 for x < 0 and Θ(x) = 1
otherwise

1I. INTRODUCTION
The motion of living organisms has received much interest over the past years
[6]. Modern tracking techniques and other elaborated tools allowed for exper-
iments that lead to the description of observed trajectories, examples are the
works on dicstyostelium [7], also under influence of chemotactic stimulus [8], on
human motile keratinocytes and fibroblasts [9], on motile pieces of physarum
[10], on flagellate eukaryotes (euglena) [11], also in time dependent light fields
[12], and on more complex organisms as gastropods [13], zooplankton [14, 15],
birds [16] and zebra-tail fish [17]. The presence of boundaries has been consid-
ered [18, 19]. Also non-living motile objects, so called self-propelled particles,
have been studied [20–23].
Observed trajectories are often stochastic. They are almost deterministic at
certain short time scales and at diffusive larger times. As the particles are
diffusive at large time scales, they remind of Brownian motion and therefore of
thermal equilibrium. Hence to apply measures from statistical physics seems
reasonable, but self-propelled particles, or living organisms with a propul-
sion mechanism are systems out of thermal equilibrium. So, the physics out
of equilibrium can be researched with seemingly simple objects. Therefore,
velocity distributions [7–11] have been investigated and described. The dis-
tribution of the directions in which the particles move has been considered
[8, 11, 12, 14, 15, 17, 21]. The important properties of random motion like
the mean squared displacement (MSD) and the diffusion coefficient have been
studied [10, 14, 17, 18, 20, 21, 24]. The displacement distribution, a prop-
erty that requires an even better statistics, has been measured [13, 22]. The
escape over a barrier, or from a potential of self-propelled particles has been
discussed [25, 26]. All those investigated properties might differ if a propulsion
mechanism for a particle is present, or absent.
One aspect of studying individual trajectories can be an optimal foraging strat-
egy [13, 15, 16, 27].
Individual motion can lead to the emergence of collective behavior, such as col-
lective motion [28–30] or pattern formation [31–34] and alternating dynamics
[35], while the underlying interactions are still investigated [36–39]. Outgoing
from individual descriptions of the motion the information transfer [40, 41]
and decision making within a group has been investigated [42–44].
To model such motile units different models have been employed [45–47], like
run and tumble motion [48–50], where particles follow a rather straight path
and suddenly change direction or the model employed in [42], or random walks
[51], or so called active Brownian particles (ABP).
In this work we will be concerned with the ABP. The ABP will be formally
introduced in section IB. The word “Brownian” in ABP reminds of the stochas-
tic nature of the trajectories of the particle and the word “active” refers to a
propulsion mechanism that allows the particle to move without external forces
[31]. Concepts considering an intake of external energy and converting it to
motion have been discussed in [46, 52]. Due to the intake and transformation
of energy into motion such particles represent systems far from thermodynamic
equilibrium. We describe such a particle by means of the Langevin equation
[53].
2In this work, we will consider particles with constant speed. Constant speed
can be a good approximation of experimental findings [17, 51] and is concerned
in theoretical literature [54–58]. Existing theoretical work will be extended to
angular driving with α-stable white noise sources and the special case of an
Ornstein-Uhlenbeck process driven by white Cauchy distributed noise. The
chosen cases allow for analytical treatment and are of relevance to experimen-
tal observations as different turning angle distributions [15, 51] are observed in
experiments. Different turning angle distributions result from different noise
sources in the considered model. Turning angle distributions have been con-
sidered to be related to foraging strategies [15].
We focus on stochastic properties. We introduce stable distributions and α-
stable white noise in section IC and discuss the corresponding Fokker-Planck
equation, which is a partial differential equation for the probability densities
for systems described by Langevin equations, in section ID. The numerical
method employed for simulations is also briefly elaborated in IC.
In chapter II we discuss particles with angular driving subjected to a constant
torque as well as α-stable white noise. We will discuss the mean squared
displacement (MSD) of the active particles, as well as the diffusion coefficient
in dependence of the noise type given by the corresponding stable distribu-
tions. We determine the relaxation time and show that in all those considered
cases the active particles perform normal diffusion for times larger than the
relaxation time. By means of an adiabatic elimination, we will derive a coarse
grained description in section IIA 2 for the active particles with constant
speed, constant torque and α-stable noise acting on the direction of motion.
We will discuss that this coarse grained description is valid for times larger
than the relaxation time and at length scales larger than the speed multiplied
by the relaxation time. For the derivation of the coarse grained description, we
first consider Gaussian white noise and discuss the procedure on the basis of
the Langevin equation and afterwards discuss the elimination for the general
α-stable noise on the basis of the FPE. We will derive the long term marginal
probability density for the displacement. It will be Gaussian. It will turn
out that neither the MSD nor the coarse grained description are suitable for
distinguishing the noise type from experimental measurements of the MSD,
we therefore analytically derive the kurtosis for the given system with vanish-
ing torque in section IIA 3. The kurtosis allows the distinction between the
different α-stable noise types.
As second part of chapter II B, we consider a colored noise source for the pre-
vious model, namely an Ornstein-Uhlenbeck process driven by white Cauchy
distributed noise. The motion of particles with this particular colored noise
display a run and tumble behavior. This choice for the noise allows for an
exact calculation of the MSD and the diffusion coefficient. We will show, that
particles subjected to this particular noise source perform normal diffusion.
Surprisingly, due to the specific properties of the colored noise source the re-
sulting MSD is equal to a particle with angular driving by white Cauchy noise
but the transition to the Gaussian displacement will happen on a different time
scale. Through an approximation of the kurtosis we will provide a time scale
for the transition to the Gaussian displacement.
3We will discuss the findings of chapter II in II C.
In chapter III we will lay the foundation for a stochastic model for local search
[59]. Local search is concerned with the neighborhood of a given spot called
home. The particle explores the vicinity of the home and repeatedly returns
towards it. Local search is known to be performed by insects such as flies and
ants [51, 60–63] and is considered to fulfill the purpose of foraging.
The use of noise in global search problems is very popular [64]. For non-local
search the use of Lévy Flights and of α-stable white noise have proven to be
effective [16, 27]. The consideration of noise in models of local search is rare.
The use of power law distributed step lengths to explore the neighborhood of
a certain spot seems to be counterproductive.
The local search is observed for objects which are able to keep track of distances
and orientations as they move and use these information to calculate their
current position in relation to a fixed location. If the position of the home
and the angle towards the home are known then the method is called path
integration [27, 59, 65, 66] and the specific exploration behavior might be
based on some internal storage mechanism [67, 68] or external cues [69] as for
example special points of interest or pheromonic traces, etc.
In our stochastic model we orientate ourselves on studies and experiments
concerned with ants, bees and flies [51, 62, 63]. For these insects local search
is observed. Especially, the various two dimensional spatial patterns which
the local searchers draw during their motion have received a lot of interest
[60–62, 70–72]. A profound mathematical explanation based on principles of
stochastic dynamics seems to be still a challenge.
A better understanding of local search problems is also of technical interest.
Spatial exploration performed by robots [73] are planned for the ocean [74–77]
and space [73, 77]. Autonomous vehicles [76, 78] might move inside an area,
around a chosen point, sometimes visit it and return to the local search using
internal cues instead of external ones [79, 80].
In section IIIA we introduce the model. Our model does not distinguish
between search and return. Both features follow the same law. The introduced
model is similar to the deterministic Mittelstaedt bicomponent model [70–72].
However our model contains a noise source and we can generalize the model to a
class of models by considering different distance dependent couplings in section
III F. We will thoroughly discuss the deterministic system and its properties
in section III B, before we consider the noise to be present in section III C 1.
We consider different turning behavior through α-stable noise. We will discuss
the steady state spatial density of the particles. Surprisingly, the steady state
spatial density will not depend on the noise strength and also not depend on
the noise type.
As local search is often considered to be foraging, we will investigate the av-
erage time for discovering a new food source. We will find an optimal noise
strength for a minimal average time (mean first hitting time) of discovering a
new food source. This optimal noise strength will be for all considered noise
types roughly equal. The minimal average time will not significantly depend
on the noise type. We will explain this optimal noise strength by two counter-
acting effects of the noise.
As the searcher repeatedly returns to the home, we consider in III E a more
4realistic scenario for the mean first hitting time of a new food source, where the
searcher, when it has returned to the home, chooses a new random outgoing
direction. Simulation results will show that the optimal noise strength for
minimal search time still exists, but is shifted to smaller values due to this
additional random effect.
In section III F we extend the studied model to a distance dependent coupling.
For such distance dependent coupling a variety of functions that can be ex-
pressed by a power series can be considered. We derive the steady state spatial
density and other stochastic properties and we argue that an optimal noise for
minimal search time for this class of models exist.
While for the model so far the active particle always needs to know exactly its
position angle, we investigate in IIIG in the most simple way the consequences
of an erroneous understanding of this position angle. We will find approxima-
tions for the steady state spatial density in the small noise strength limit and
in the large noise strength limit. The noise type and strength in the model
relate to turning angles. Those results seem to indicate that a specific turning
behavior might not be related to optimization of the search time but instead
that the specific turning behavior of the searcher is related to the probability
to return to the home, if an erroneous understanding of the position angle is
present. An erroneous understanding of the position angle might arise as the
active particle constantly internally needs to update/redetermine this position
angle.
Finally, we will discuss the findings of chapter III in III I.
While we have used already several times the terms active Brownian parti-
cle (ABP) and α-stable noise, we will formally introduce these terms in the
following sections of this introduction.
A. Brownian Motion
Before considering the “active” part of ABP, we will discuss the “Brownian”
part. The term Brownian reminds of the stochastic nature of the motion,
reminds of the seemingly random influences, in many cases complex or un-
traceable forces acting on the motion, that we call noise. Brown studied the
random motion of pollen of plants in a fluid under a microscope [81]. As we
understand now, through the works of Einstein [82, 83], Smoluchowski [84]
and Langevin [53] the random motion is caused by the interaction of the fluid
molecules with the pollen. Einstein derived results for the overdamped regime,
neglecting inertia. Langevin [53] started from a Newtonian equation of motion
and took therefore inertia into account. He introduced a random force ξ(t)
acting on an observed particle at position x, with velocity v
x˙= v
mv˙= −γv +
√
2γkBTξ(t) . (I.1)
The mass of the particle is given by m, the Stokes friction coefficient is γ and
kBT is the thermal energy, with kB being the Boltzmann constant and T being
the absolute temperature. The first term on the r.h.s. is called: deterministic
drift. Langevin assumed the random forces ξ(t) to be symmetric around zero,
independent of position x and velocity v and also short correlated in time
5t. The square root in front of the random forces is its strength. Langevin
further assumed m⟨v2⟩ = kBT following the Maxwellian velocity distribution
in thermal equlibrium and the equipartition theorem. Ornstein and Uhlenbeck
[85] considered the random force or noise to have zero mean ⟨ξ(t)⟩ = 0. The
correlation at two instances in time t1 and t2 was supposed to exist only for
very small differences |t1 − t2|. Here, we assume a δ-correlation ⟨ξ(t1)ξ(t2)⟩ =
δ(t1 − t2). The noise ξ(t) is Gaussian distributed. The process given by (I.1)
is called Ornstein-Uhlenbeck process [85].
An equation like the second equation in (I.1) is called Langevin equation, or
stochastic differential equation (SDE).
Given the property of the mean of the noise, we can average (I.1) over the
noise realizations and derive the mean velocity [53, 85]
⟨v(t)⟩= v0 exp
(
− γ
m
t
)
(I.2)
with v0 = v(t = 0) being the initial condition. The mean velocity decays
exponentially due to the friction and vanishes in the long time limit t ≫ τγ,
with
τγ = m/γ . (I.3)
The mean displacement
⟨x(t)⟩= v0m
γ
[
1− exp
(
− γ
m
t
)]
, (I.4)
with initial position x(t = 0) = 0, is the distance traveled with the mean
velocity. If the initial velocity vanishes v0 = 0, either because the observed
particle has no velocity at the beginning of the experiment, or by taking an
average over an ensemble of particles immersed in a resting fluid in thermal
equilibrium, then the mean values for the velocity, and the displacement vanish,
as the random fluctuating forces act in positive and negative direction equally.
The second moment of the velocity was calculated in [85]
⟨v2(t)⟩ = kBT
m
+
(
v20 −
kBT
m
)
exp
(
−2 γ
m
t
)
(I.5)
and shows an exponential decay towards the equipartition value. With absent
initial velocity v0 the kinetic energy of the particle
⟨E⟩ = kBT
2
− kBT
2
exp
(
−2 γ
m
t
)
(I.6)
increases with time till the equipartition value is reached for t ≫ τγ. Energy
is pumped into the particle through the fluctuating forces. With large enough
initial velocity v0 >
√
kBT/m energy is drawn from the particle.
The mean squared displacement and the diffusion coefficient are two impor-
tant experimentally accessible properties of random motion and where already
measured in 1913 for ciliate [24]. Integration of (I.1) leads to the mean squared
displacement (MSD)
⟨x2(t)⟩= 2kBT
γ
[
t+
m
γ
(
exp
(
−m
γ
t
)
− 1
)]
, (I.7)
6with the initial conditions x(t = 0) = 0, v(t = 0) = v0 = 0 as was shown
by [53, 85]. In the limit t ≪ τγ the motion is ballistic, while for t ≫ τγ the
motion is normal diffusive. The time scale τγ corresponds to a length scale
lγ = τγ
√
kBT/m, called the brake path [86, 87]. At length scales smaller
than the brake path the motion is ballistic, while at larger ones diffusive. The
diffusion coefficient reads [53]
D =
1
2t
⟨x2(t)⟩ = kBT
γ
, (I.8)
which is the result of Einstein [82], that related mobility µ = 1/γ with the
diffusion coefficient and it is a fluctuation dissipation theorem.
Concluding this section, we say: the Brownian part in ABP refers to stochastic
motion, expressed through a Langevin equation. We will discuss later, the
MSD, the diffusion coefficient and the overdamped limit for the models in
chapter II.
B. Active Brownian Particles
1. Active Brownian Motion
According to the review [46] the term “Active Brownian Particles” was in-
troduced into physics in the year 1995 in [31]. There, the ABP referred to
diffusing particles with the ability to generate a self-consistent field that in
turn influences the motion of the particles [31]. The ABP was introduced in
order to study structure formation. Later on, the emphasis was also put on
active motion, considering particles that are able to perform individual motion
out of gaining and storing kinetic energy from the environment [52] to model
animal mobility. The term “active” can be generally associated with the ability
to transform available energy into systematic motion [45].
A generic expression for the dynamics of a set of N ABPs [31, 46] can be given
by a set of Langevin equations, like
˙⃗ri = v⃗i (I.9)
and
mi ˙⃗vi = −γi(r⃗i, v⃗i)v⃗i + f⃗i(r,v, t) + σiξ⃗i(t) (I.10)
where the index i = 1, .., N represents a particle number,mi the particles mass,
xi its position in space, vi the corresponding velocity. The coefficient γi(r⃗i, v⃗i)
is now not only a friction coefficient but also expresses the active motion, mean-
ing it ensures a finite non vanishing average velocity. Examples for a choice of
active friction would be the Schienbein-Gruler model, see [88] and references
therein, with γi(r⃗i, v⃗i)v⃗i = γv⃗i− γv0v⃗i/|v⃗i|, or the Rayleigh-Helmholtz friction,
see [46] and references therein, with γi(r⃗i, v⃗i)v⃗i = γv⃗i 2v⃗i − γv20 v⃗i. In both ex-
amples v0 > 0 stands for a constant speed and γ > 0 for a constant coefficient.
If the velocity is smaller than the speed |v⃗| < v0 the friction term is negative
and the particle gains speed. If the velocity is larger than the speed |v⃗| > v0
the friction is positive and the particle loses speed. The first term in both
7examples for active friction terms is a dissipative force and causes a loss of mo-
mentum, while the second term causes the gain of it. The Schienbein-Gruler
approach reduces for vanishing v0 and with vanishing interaction term fi in
the Langevin equation to normal Brownian motion. The function fi stands for
possible interactions between the particle i and the surrounding given by the
tuple r = (r⃗0, r⃗1, ..., r⃗i, ..., r⃗N), v = (v⃗0, v⃗1, ..., v⃗i, ..., v⃗N). The kinetic energy
⟨Ei⟩ averaged over the noise of a non interacting particle fi = 0, with the
given Langevin equation (I.10) can be expressed by
˙⟨Ei⟩ = v⃗ ˙⃗v = −γi(r⃗i, v⃗i)v⃗i 2 . (I.11)
Hence, for negative γi < 0, the particle gains energy, energy is pumped into the
system, while for positive active friction γi > 0 the particle loses energy [46].
This way a Brownian particle can become an active Brownian particle. The
system described by such equations (I.10) becomes out of thermal equilibrium.
The Einstein relation is invalid.
The function fi(x,v, t) stands for possible interactions with the environment
and/or other particles. The symbols x and v stand for n-tuple containing
the positions r⃗j and velocities v⃗j of all particles. We have not specified the
noise yet. For now, we assume the noise ξ⃗i(t) = (ξx,i(t), ξy,i(t)) to be Gaussian
white noise, independent for each direction (x, y) and with ⟨ξi(t)⟩ = 0 and
⟨ξm,i(t1)ξn,j(t2)⟩ = 2δmnδijδ(t1 − t2), with m,n ∈ [x, y]. We chose the factor
2 to be consistent with the notation in the following chapters, an explanation
for this particular parametrization follows in section IC. The parameter σi is
the noise strength. If the noise strength σi is a constant as indicated, we call
the noise ”additive“, otherwise the noise will be called ”multiplicative”.
The noise appearing in this thesis will be mostly additive, but multiplicative
noise appears at some points, for instance in sections IIA 2 a and III C. There
the multiplicative noise, will appear in the form
x˙ = σ(x)ξ(t) , (I.12)
with x being a scalar variable. When dealing with multiplicative noise the
matter of interpretation arises. An illustrative introduction into multiplicative
noise is given in [89]. There, the noise ξ(t) in equation (I.12) is considered to
be white shot noise, meaning
ξ(t) =
∑
i
δ(t− ti) (I.13)
that at instances of time ti the noise will cause a jump of x. The amplitude of
the jump is proportional to σ(x) and then in [89] the question is raised, what
is the correct x-value to take for the amplitude: after, before, in the middle
the jump? A long story short: It is not a priori defined, one has to interpret.
If one takes the x value at the beginning of the jump, one interprets the
SDE (I.12) in the Ito sense, if one takes the average value of the end position
and the beginning the interpretation is called Stratonovich [90]. An SDE
interpreted in the Stratonovich sense, can be transformed into a SDE which
is then to be interpreted as Ito, and vice versa. In the given example (I.12)
the Stratonovich interpretation is physically reasonable [89]. If a Langevin
8equation is interpreted in the Stratonovich sense normal rules of calculus can
be applied and in the given example (I.12) it is possible to divide by σ(x)
and therefore transform the equation into an equation with additive noise [89].
Aside from Ito and Stratonovich, other interpretations are possible and depend
on the physical situations [91]. We will point out the chosen interpretation at
the respective situations.
2. The Limit Of Constant Speed
An often found approximation is considering self propelled particles in the limit
of constant speed [54–58]. It can be a good approximation of experimental
findings [17, 51]. Following [46] we derive here Langevin equations for an
ABP with constant speed. Considering Langevin equations for a single, non
interacting particle with mass m = 1 and the Schienbein-Gruler friction
˙⃗r= v⃗ = ve⃗h
˙⃗v= −γ (v − v0) e⃗h + σhξh(t)e⃗v + σϕξϕ(t)e⃗ϕ (I.14)
the dynamics of the speed v = |v⃗| and the angular dynamics ϕ are written
here such that they can be expressed separately, as is elaborated in [46]. The
friction coefficient γ > 0 and the speed v0 > 0 of the Schienbein Gruler friction
term are constants, the unit vector
e⃗v =
v⃗
h
=
(
cosϕ(t)
sinϕ(t)
)
(I.15)
points in the direction of the heading of the particle and the unit vector
e⃗ϕ =
(− sinϕ(t)
cosϕ(t)
)
(I.16)
is orthonormal to e⃗h. Here, we implicitly introduced another concept of ABP’s
- the heading. Thinking of one possible realization of active particles as living
motile objects, we have to consider head and tail. So, our particle has a
head, hence a heading direction and a tail. For negative speed, the particle is
assumed to move backwards.
The noise terms ξv(t) and ξϕ(t) are independent from each other and act inde-
pendently on the speed and the heading direction. They are Gaussian white
noises with ⟨ξi⟩ = 0 and ⟨ξi(t1)ξj(t2)⟩ = 2δijδ(t1 − t2) and i, j being v or ϕ
and with different noise strength σi. For the choice of the factor of 2 for the
variance of the noise, we refer to section IC The way the noise acts on the
velocities in equation (I.14) is different from the way it acts in the generic
example (I.10). In the generic example the noise acted in the directions given
by the Cartesian frame of reference, like something external, here the noise
acts in the heading direction and orthogonal to it, like engine fluctuations and
fluctuations in the choice of the heading. We call this first type passive noise
and the second active noise [46]. The mechanisms acting behind active noise
in propulsion direction might be internal engine fluctuations, or external rea-
sons that can cause a slowing down and speeding up, like moving through a
crowd and the fluctuations in the heading direction might be related to the
9distribution of food, or internal mechanisms like ”thinking“. Active noise can
cause a non Maxwellian velocity distribution even for a quasi Brownian par-
ticle (v0 = 0) [46]. The active noise causes a pronounced peak at v = 0 in
the velocity distribution, while passive noise leads to the thermal equilibrium
distribution, the Maxwell distribution [46]. The noise as given in (I.14) is mul-
tiplicative, so we interpret the equation in the Stratonovich sense [90], which
allows for the normal rules of calculus to be applied.
While equation (I.14) is written in Cartesian coordinates, a description in the
coordinates (v, ϕ) by two decoupled stochastic differential equations was given
in [46]:
v˙= γ (v0 − v) + σhξh(t)
vϕ˙= σϕξϕ(t) , (I.17)
one for the absolute value of the velocity v and one for the heading direction
ϕ. For large friction coefficient γ → ∞ the limit of constant speed is reached
(v = v0) and the dynamics of the active particle reduces to
˙⃗r= v0
(
cosϕ(t)
sinϕ(t)
)
ϕ˙=
σϕ
v0
ξϕ(t) , (I.18)
which was shown in [46].
Note, that the noise in the separated limit is additive (I.18). The appearance
of the speed v0 in the angular dynamics is worth pointing out. It follows
naturally in the derivation and reflects that it is more difficult to change the
direction of motion at higher speed.
The models of active particles considered in this thesis are particles with con-
stant speed and active fluctuations on the angular dynamics. We consider a
class of noise sources called α−stable distributions.
C. Stable Distributions
Gaussian white noise is the most common noise source used in stochastic differ-
ential equations, for instance it approximates the influence of a heat bath very
well [53, 85]. Gaussian white noise is associated with thermal noise. There
are not only physical reasons why it is often used, another reason is more
mathematical, it states that the sum of independent and identical distributed
random numbers with finite variance always converges to a Gaussian distribu-
tion. This is one result of the central limit theorem (CLT). Noise in dynamical
systems is often justified as a sum of random, often not tractable forces, or
influences. So, the use of Gaussian white noise is founded on approximations
of experimental observations as well as mathematical reasoning.
However, in the field of active Brownian particles it must not be the first choice.
Let’s assume for a moment a mosquito, or a fly moving, for simplicity, with
constant speed and Gaussian white noise driving the angular dynamics, as
given in the previous section (I.18). Gaussian white noise means a continuous
diffusive motion of the angular variable ϕ. How easy would it be to catch the
mosquito! Hence, the investigation of different noise sources and therefore of
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different random turning behavior is reasonable and the life of a mosquito de-
pends on it. Experimental evidence for Non-Gaussian noise sources appearing
in the description of the motion of animals are discussed in [15, 16, 51, 92].
We will employ α− stable noise in the considered models. Random variables
are called strictly stable, if for independent random variables X1 and X2 being
elements of the same distribution the linear combination
c1X1 + c2X2
d
= cX , (I.19)
with c, c1, c2 being constants holds [93]. The symbol
d
= refers to equality in
distribution, meaning X belongs again to the same distribution as X1 and X2.
The corresponding distribution is called strictly stable. It can be shown that
the constant c has to fulfill the condition cα = cα1+cα2 [93], with α ∈ (0, 2], hence
the word α−stable with the stability index α. There is a distinction between
strictly stable and stable, as stable allows for an additional constant on the
r.h.s of (I.19). We will always consider strictly stable distributions, although
we write only stable. We will always consider distributions symmetric to zero,
X
d
= −X, - symmetric α−stable noise. Equation (I.19) means that the shape
of a distribution is stable [93].
Stable distributions are of special interest as the central limit theorem states
that the sum of independently and identically distributed random variables
converges to a stable distribution [93]. If the variance of the variables is finite
the stable distribution will be Gaussian.
The probability density P (X) for the random variable X can be best expressed
by its Fourier-transform, or characteristic function
ϕ(k) =
∫ ∞
−∞
dX exp (ikX) P (X) . (I.20)
The characteristic function of a symmetric α−stable distribution, with scale
parameter σ has the form:
ϕ(k) = exp (−σα|k|α) , (I.21)
with α ∈ (0, 2]. The scale parameter is what we called previously noise
strength. Further on we will usually call it noise strength, except in this math-
ematical subsection. Closed form expressions for the densities of symmetric
stable distributions P (X) are known for α = 2, the Gaussian distribution, and
α = 1, the Cauchy distribution, while for other values of α only expressions
as a series exist [94]. Note, that the scale parameter σ is not equal to the
standard deviation of the corresponding Gaussian density (α = 2). The stan-
dard deviation would be
√
2σ. Because of the convention for the characteristic
function, we chose in the previous section IB for the correlation the factor of
2, ⟨ξ(t1)ξ(t2)⟩ = 2δ(t1 − t2).
Figure 1 displays the probability density functions (PDF) P (X) of random
variables X of symmetric stable distributions for various α. The blue solid
line is the Gaussian density α = 2. When decreasing α, the peak of the
density becomes more pronounced and the tails become heavier. The asymp-
totic behavior X → ∞ of the PDF of a symmetric stable distribution is
P (X) ∼ ασαX−(α+1) [93]. Those are the so-called power law tails.
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FIG. 1. Densities of symmetric stable distributions for various α. Parameter: σ = 1
Given a Langevin equation
x˙ = ξ(t) , (I.22)
with x being a scalar and ξ being white noise distributed according to an
α−stable distribution, the increment x˙ becomes the random variable, previ-
ously referenced as X. Hence, presented in figure 1 are the PDFs for the
increments x˙. A trajectory of x is discontinuous for α < 2, it contains jumps.
Decreasing α, the jumps become more frequent and the average length of a
jump increases, as the tails of the distributions become more pronounced and
therefore large increments become more likely. For α < 2 the second and
higher moments ⟨x˙n⟩, n ≥ 2 of the respective distributions do not exist and
for α ≤ 1 the first moment also does not exist [94].
Although the first moment ⟨v⟩ in an OUP with Cauchy distributed white noise
(α = 1)
v˙ = −v + ξ(t) , (I.23)
does not exist, the first term on the r.h.s. can still be interpreted as a drift
[95]. So, from the non existence of moments does not necessarily follow the
non existence of local characteristics [95].
Considering (I.22), a Euler-Maruyama numerical integration scheme [93, 96,
97] like:
x(t+∆t) = X1 ·∆t 1α + x(t) (I.24)
with X1 being a random variable drawn from a stable distribution, still obeys
the stability condition (I.19), as considering two time steps, the scheme be-
comes:
x(t+ 2∆t) = X1 ·∆t 1α +X2 ·∆t 1α + x(t) = X ′1 · (2∆t)
1
α + x(t) , (I.25)
with X2 and X ′ being random numbers drawn from the same α−stable dis-
tribution. This means, for such an integration scheme the integration step ∆t
can be changed and the results will remain the same in a statistical sense.
The symmetric stable random variable X,with scale parameter σ = 1, can be
generated from uniform distributed random numbers U1, U2 ∈ (0, 1) [93, 97],
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by
V= π(U1 − 1/2)
W= − log(U2)
X=
⎧⎨⎩ sin(αV )cos(V )1/α
[
cos((α−1)V )
W
](1−α)/α
α ̸= 1
tan (V ) α = 1
(I.26)
for 0 < α ≤ 2. Comparing this algorithm (I.26) for α = 2 with the Box-Muller
algorithm for Gaussian random variables, with zero mean and variance=1
X=
√
−2 logU1 cos(2πU2) , (I.27)
shows that the standard deviation for the random variables generated by (I.26)
is
√
2. That is in accordance with the characteristic function and the desired
parameterization.
For simulations, we used a Euler-Maruyama method with an increment of ∆t
for the deterministic drift and implemented the noise according to (I.24) with
random numbers according to the algorithm (I.26). As the random numbers
provided by the algorithm (I.26) can be rather large especially for small values
of α, we used for most of the simulations a time step δt = 10−4. Some sim-
ulations were done with δt = 10−3. Also, for most of the simulations CUDA
[98] was used, as the use of parallel simulations allows for small time steps and
short simulation times, if ensembles of particles are considered.
The models discussed in this thesis will be ABP, with constant speed and
angular driving with α−stable white noise, or as colored noise, we consider an
Ornstein-Uhlenbeck process driven by Cauchy distributed white noise (α = 1).
We derive analytical results and compare them with simulations.
D. The Fokker Planck Equation
For a statistical description of a dynamics given by Langevin equations con-
taining α−stable noise the Fokker-Planck equation (FPE) can be used. Given
a stochastic process for the scalar x
x˙= v
v˙= −γ(x, v)v + σξ(t) , (I.28)
with additive noise (σ = const.), the FPE for the conditional PDF
P = P (x, v, t|x0, v0, t0) reads:
∂
∂t
P= − ∂
∂x
vP +
∂
∂v
γ(x, v)vP +
∂
∂|v|ασ
αP . (I.29)
The FPE was derived and discussed in [99–101]. The appearing α−th symmet-
ric Riesz-Weyl fractional derivative expressed through the Fourier transform
P (k)=
∫ +∞
−∞
dv exp (ikv)P (v) , (I.30)
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takes the form:
∂
∂|v|αP (v)= −
1
2π
∫ +∞
−∞
dk|k|α exp (−ikv)P (k) . (I.31)
The drift term in the Langevin equations (I.28) leads to probability flow ex-
pressed through the first order partial derivative of the variables x and v in
(I.29). The noise enters through the fractional derivative. For Gaussian white
noise α = 2 the fractional derivative becomes the usual second order deriva-
tive. Note, the factor in front of the second order derivative in case of Gaussian
white noise. Often, one finds a factor of 1/2 in front of the second order deriva-
tive. Here, in agreement with the convention for the characteristic function
this factor is 1.
There exist corresponding FPEs for multiplicative noise but we do not intro-
duce them here, as they will not appear in this thesis.
The FPE can be used to determine average properties of a system.
E. Adiabatic Elimination For Brownian Particles
An often used technique to reduce the number of variables of a given system is
the adiabatic elimination. This procedure foots on the idea that the relaxation
of one phase space variable is so fast, that it can be replaced by its steady
state value. In this section we revisit this procedure. We will first discuss the
elimination based on the Langevin equation and as second we will discuss the
elimination based on the Fokker-Planck equation. Such an elimination is then
valid for times large compared to the relaxation time and length scales large
against the brake path, the length a particle travels within the relaxation time.
We consider a single one dimensional Brownian particle of mass m with posi-
tion x and velocity v. The EQM are given by:
x˙= v
mv˙= −γv +
√
γkBTξ(t) . (I.32)
Those equations were already discussed (I.1). The friction coefficient is γ,
T is the temperature and kB is the Boltzmann constant. We consider the
noise to be white and Gaussian, i.e. ⟨ξ(t)⟩ = 0, ⟨ξ(t1)ξ(t2)⟩ = 2δ(t1 − t2).
Corresponding to section IC we have the pre-factor 2.
Being interested only in the long term dynamics t ≫ τγ = m/γ, with the
relaxation time from (I.3), and length scales larger than the brake path lγ =
τγ
√
kBT/m of (I.32), one can derive it directly by assuming small mass, or
equivalently large friction coefficient
τγ v˙ = −
(
v +
√
2
kBT
γ
ξ(t)
)
(I.33)
and considering the left hand side to vanish, as τγ ≪ 1. The acceleration is the
fast variable, for time scales t ≫ τγ and length scales x ≫ lγ one can assume
that the particle immediately stops and therefore the l.h.s. of (I.33) vanishes.
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Then, the velocity v is given by the fluctuations and the time evolution of the
position becomes with (I.32)
x˙ =
√
2
kBT
γ
ξ(t) . (I.34)
Here, the appearing minus sign from the elimination was dropped, as ξ(t) is a
random influence that is symmetric to zero.
The MSD can be determined through the autocorrelation function
Kx˙,x˙ = ⟨x˙(t1)x˙(t2)⟩ = 2kBT
γ
δ(t1 − t2) , (I.35)
with the properties of the noise: delta correlation, zero mean, as
⟨x2(t)⟩ =
∫ t
0
∫ t
0
dt1dt2Kx˙,x˙ = 2
kBT
γ
t . (I.36)
This limit is commonly referred to as the overdamped limit, as the friction is
high, or the mass is low, so the particle immediately stops if it had a velocity
and the motion follows the fluctuations. The limit t ≫ τγ can be understood
as a coarse grained description of the Brownian dynamics given by (I.32).
We can also apply this elimination method in the framework of the Fokker-
Planck equation [86, 102]. This approach will prove useful when dealing with
white α-stable noise. Corresponding to section ID the FPE for (I.32) reads:
∂
∂t
P= − ∂
∂x
vP +
γ
m
∂
∂v
vP +
γkBT
m
∂
∂v2
P , (I.37)
with P = P (x, v, t|x0, v0, t0) being the conditional probability density. The
asymptotic solution for the marginal distribution of v is a Gaussian corre-
sponding to the Maxwell distribution of velocities.
For the elimination the spatio-temporal zeroth, first and second moments of the
velocity are introduced, like in the kinetic theory of gases. The zeroth moment
is the marginal probability density for the position ρ(x, t). The first moment
is the mean velocity u(x, t). The second moment is the variance σ2(x, t) of the
mean velocity. They are defined as
ρ(x, t) =
∫
P (x, v, t)dv , ρ(x, t)u(x, t) =
∫
vP (x, v, t)dv , (I.38)
ρ(x, t)σ2(x, t) =
∫
(v − u(x, t))2 P (x, v, t)dv
The moments obey transport equations [103] that can be derived by differen-
tiation, insertion of the Fokker-Planck equation (I.37) and by multiplication
and integration:
∂
∂t
ρ+
∂
∂x
ρ u = 0,
∂
∂t
u+ u
∂
∂x
u = − γ
m
u− 1
ρ
∂
∂x
σ2, (I.39)
∂
∂t
σ2 + u
∂
∂x
σ2 = 2
γ
m
(
kBT
m
− σ2
)
− 2σ2 ∂
∂x
u.
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The third equation was closed by neglecting third moments of deviation from
the mean velocity, i.e. (v − u)3 ≈ 0.
Analogously to the elimination based on the Langevin equation, we now con-
sider the asymptotic behavior at times larger than the relaxation time t ≫ τγ.
For the equation for the variance the first bracket on the r.h.s. becomes domi-
nant since γ/m = τ−1γ is a large parameter. Therefore, we neglect the l.h.s. of
the dynamics, as well as the remaining terms on the r.h.s. In zeroth order of
small τγ the variance becomes
σ2(x, t) ≈ kBT
m
+ O(τγ) (I.40)
and hence time-independent.
Following a similar argument we continue with the mean velocity. The r.h.s
can be assumed to be small compared with the two items at the r.h.s. in the
equation for the mean velocity at time scales large compared to the relaxation
time τγ. At those times the mean velocity follows the evolution of the slowly
developing density. We insert the variance (??) and the mean flux in the
position space becomes
ρ(x, t)u(x, t) =
m
γ
∂
∂x
ρ σ2 ≈ − kBT
γ
∂
∂x
ρ. (I.41)
Finally, what remains for completing the adiabatic elimination is to insert this
approximation into the transport equation for the marginal probability density
∂
∂t
ρ =
kBT
γ
∂2
∂x2
ρ(x, t). (I.42)
This equation describes normal diffusion of Brownian particles. It was de-
rived by Einstein in 1905 [82]. The diffusion coefficient as defined in (I.8) is
recovered.
For the elimination with the help of the FPE, we effectively made the same
approximation as in the Langevin approach. The derived Langevin equation
(I.34) corresponds to this FPE. Both equations describe the diffusive behavior
in the overdamped regime.
In order to derive overdamped descriptions of active particles we will use the
Langevin approach for particles with angular driving by Gaussian white noise
and we will use the FPE for the general α-stable white noise.
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II. ACTIVE BROWNIAN PARTICLE WITH CONSTANT SPEED
AND ANGULAR DRIVING
A. Active Brownian Particle With Angular Driving By White α-Stable
Noise
We consider an self-propelled particle with constant speed v0 in two dimen-
sions. Its position vector r⃗ = (x(t), y(t)) evolves in time according to the
following set of equations:
FIG. 2. Schematic representation of coordinates
˙⃗r = v0
(
cosϕ(t)
sinϕ(t)
)
(II.1)
ϕ˙ = Ω+
σ
v0
ξ(t) . (II.2)
We call the angle ϕ(t) heading angle, its value determines the direction of the
velocity vector ˙⃗r. For a schematic representation of the coordinates see figure
IIA. The particles motion might be subjected to a time and space independent
torque Ω. The noise ξ(t) considered here is a symmetric α-stable white noise,
with the noise strength σ.
Considering only the angular dynamics, the conditional probability density of
the heading angle ϕ at time t, with initial conditions t = t0 and ϕ(t = t0) = ϕ0,
is given by the following FPE [99–101]:
∂
∂t
P (ϕ, t|ϕ0, t0) = − ∂
∂ϕ
ΩP +
(
σ
v0
)α
∂α
∂|ϕ|αP (II.3)
for the transition PDF P = P (ϕ, t|ϕ0, t0). Herein
∂α
∂|ϕ|αP (ϕ) = −
1
2π
∫ ∞
−∞
dk |k|α exp (−ikϕ) P (k) (II.4)
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stands for the α-th symmetric Riesz-Weyl fractional derivative. As mentioned
in section IC, the parameter α corresponds to the particular noise distribution.
The case α = 2 stands for Gaussian white noise. Note, that for Gaussian white
noise the correlation is given by: ⟨ξ(t)ξ(t′)⟩ = 2δ(t− t′).
Equation II.3 has the solution:
Pϕ(ϕ, t|ϕ0, t0) =
1
2π
∫ ∞
−∞
dk exp
(
−ik(ϕ− ϕ0) + ikΩ(t− t0)− |k|α t− t0
τϕ
)
(II.5)
in fourier space. This solution expressed as a series, that takes the 2π-
periodicity of the angle and the initial condition Pϕ(ϕ, t = t0|ϕ0, t0) = δ(ϕ−ϕ0)
into account, is:
Pϕ(ϕ, t|ϕ0, t0) = 1
π
(
1
2
+
∞∑
n=1
cos (n(ϕ− ϕ0 − Ωt)) exp
(
−n
α (t− t0)
τϕ
))
.(II.6)
For Gaussian white noise (α = 2) the result of [46] is recovered. The time scale
τϕ =
(v0
σ
)α
(II.7)
is the relaxation time. This time scale expresses angular memory, or angular
inertia. The probability density to find a specific angle becomes constant
1/(2π) after the relaxation time has passed t ≫ τϕ. The angular memory is
lost. The relaxation time depends through the exponent α on the noise type.
As an initial angle ϕ0 is forgotten after t ≫ τϕ the long term behavior of the
particles will be independent of the noise type, except for a scaling.
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FIG. 3. Colored lines: Sample trajectories according to equations (II.1) and (II.2) for
two different noise distributions and vanishing torque. Particle starts at the green
dot. Left: α = 0.5 Right: α = 1.5. Noticeable is the different influence of the
noise type on the shape of the trajectories. While the trajectory on the left seems
to be composed of rather straight lines with sharp turns, the trajectory on the right
exhibits more small turns. The black lines correspond to coarse grained trajectories
with ∆t = 10 = 10τϕ. At the coarse grained level both trajectories follow the same
uniform distribution for the directional changes. Other Parameters: Ω = 0
We present in figure 3 as colored lines sample trajectories according to equation
(II.1) and (II.2) for vanishing torque and for two different noise types. On the
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left α = 0.5 is shown, on the right α = 1.5. Both trajectories have the same
relaxation time τϕ. With decreasing the parameter α the tails of the respective
noise distributions become more pronounced, making sudden large jumps in
the velocity direction more and more likely. The peak at the center of the
noise distribution becomes more pronounced, so that small changes become
less likely. This can be seen in figure 3, if comparing the left and the right
picture. The trajectory on the left appears to be composed of rather straight
lines with sharp turns, while the trajectory on the right is more wiggling,
indicating small turns. The trajectory on the right looks more like a trajectory
of an active particle with Gaussian angular driving than the left. The black
lines correspond to a coarse grained version of the respective trajectory with
a time step ∆t = 10τϕ. At this coarse grained level the trajectories left and
right follow the same angular turning statistics. A description of the particle
at this coarse grained level is developed in section IIA 2. First we will discuss
the diffusive properties of the motion of the particle.
1. Mean Squared Displacement And Diffusion Coefficient
Here we will calculate the mean squared displacement ⟨r2(t)⟩ and determine
the effective diffusion coefficientDeff . The results of this section were published
in [1]. We consider the particle initially situated at the origin (x(t0), y(t0)) =
(0, 0) of the Cartesian coordinate system. As the mean squared displacement
(MSD) only depends on the distance from the initial position r(t) = |r⃗| =√
x2(t) + y2(t), we can set the initial value ϕ0 = 0. For convenience, we also
put t0 = 0. Using the Green-Kubo relation and equation (II.6) the MSD
becomes:
⟨r2(t)⟩ = 2v20t
∫ t
0
dt′
(
1− t
′
t
)
cos(Ωt′) exp
(
− t
′
τϕ
)
. (II.8)
We integrate over time and introduce a = Ω2τ 2ϕ + 1:
⟨r2⟩ = 2v20
⎛⎝τϕt
a
+
τ 2ϕ
(
1− Ω2τ 2ϕ
) (
cos(Ωt) exp
(
− t
τϕ
)
− 1
)
a2
+
−
2Ωτ 3ϕ sin(Ωt) exp
(
− t
τϕ
)
a2
⎞⎠ . (II.9)
This is the MSD. The time scale τϕ is the crossover time. It separates short
time behavior from long time behavior.
To investigate the short time behavior t ≪ τϕ of the MSD, we expand (II.9)
up to second order of time:
⟨r2(t)⟩ = 2v20
⎛⎝τϕt
a
+
(
τ 2ϕ − Ω2τ 4ϕ
) (− t
τϕ
+ t
2
2τ2ϕ
− (Ωt)2
2
)
a2
+
−
2Ω2τ 3ϕt
(
1− t
τϕ
)
a2
⎞⎠ . (II.10)
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⟨r2(t)⟩ = v20t2 (II.11)
For short times t ≪ τϕ the particle moves ballistic. This ballistic motion
is caused by the angular memory or inertia. The persistence length of that
motion is
lD = v0τϕ = v0
(v0
σ
)α
(II.12)
and depends on the noise type through the parameter α.
For times t≫ τϕ the motion of the particle follows normal diffusion ⟨r2(t)⟩ =
2v20τϕt/a. The effective diffusion coefficient Deff is given by
Deff = lim
t→∞
⟨r2(t)⟩
4t
=
v20
2
τϕ
τ 2ϕΩ
2 + 1
. (II.13)
In the case of Gaussian white noise (α = 2) the result of Weber et al.[56] is
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FIG. 4. Left: Mean squared displacement for various noise distributions. Symbols
from simulations of equations (II.1),(II.2). Dashed line according to (II.9). Param-
eters: σ = 1, v0 = 0.5, Ω = 0.5. Right: The effective diffusion coefficient Deff
for different noise distributions (α) as a function of the inverse relaxation time τ−1ϕ :
Simulation (symbols) and theory according to (II.13) (line). Parameters: Ω = 0.5
and v0 = 0.5.
recovered and for additionally vanishing torque the result of [54]. For vanishing
torque (Ω = 0) the effective diffusion coefficient Deff = v20τϕ/2 = v
2+α
0 /(2σ
α)
is proportional to the relaxation time and decays with the noise intensity σ
as a power law. The power is given by the Lévy stability index α. Expressed
through the persistence length (II.12) the effective diffusion coefficients be-
comes Deff = v0lD/2.
On the left of figure 4 we show as symbols simulation results of the MSD
according to equations (II.1),(II.2) and the analytical result (II.9) as dashed
lines. Simulations and theory fit well. The ballistic regime at the beginning
and the diffusive regime are clearly distinguishable. Parameters as given in
the pictures.
We show on the right in figure 4 the effective diffusion coefficient Deff in de-
pendence of the inverse relaxation time τ−1ϕ from (II.7). The relaxation time
is inverse proportional to the α-th power of the noise strength σα, so from left
to right the noise strength increases. Symbols correspond to simulation results
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according to equations (II.1) and (II.2), with the noise distribution according
to the legend. The line is the diffusion coefficient from (II.13). Simulations and
theory match well. For the torque a value of Ω = 0.5 was chosen. The speed
was set to v0 = 0.5, the noise strength to σ = 0.01. The diffusion coefficient
displays a maximum at 1/τmaxϕ = Ω. The diffusion coefficient at the maximum
is given by: Dmaxeff = v20/(4Ω). This maximal value of the diffusion coefficient
does not depend on the properties of the noise. For Ω ̸= 0 the diffusion coeffi-
cient vanishes for 1/τϕ → 0 and for 1/τ → ∞ and respective σ → 0, σ → ∞.
For high relaxation times τϕ and therefore small noise intensities σ the motion
of the particle is dominated by the torque, the particle moves in circles and
the diffusion is slow. Increasing the noise strength and with that decreasing
the relaxation time stretches the trajectories till the diffusion reaches the max-
imum. Behind the maximum the motion becomes noise-dominated, and the
diffusion coefficient falls again.
2. Coarse Grained Description
In this section, we derive a coarse grained description of the dynamics given
by equations (II.1) and (II.2). The coarse grained dynamics is valid for times
large against the relaxation time (t≫ τϕ) and neglects the ballistic regime, or
angular inertia. So, if only the diffusive motion of the particle is of interest
and the ballistic motion can be neglected then this coarse grained description
might prove useful.
We derive this description from the Langevin equations for the special case
of Gaussian white noise and for the general α-stable noise by following a ki-
netic approach based on the Fokker-Planck equation. We chose to calculate
explicit expressions for the variances and the covariances of the velocities and
the velocities itself by expanding for small relaxation times τϕ, although there
exist a number of other techniques for adiabatic elimination [104–106]. As a
result we derive the Gaussian displacement distribution and reduced Langevin
equations. As we neglect the ballistic regime, one could of course argue that
the resulting dynamics must follow a Gaussian displacement and therefore
the resulting Langevin equations should be passive Brownian motion. The
spatial increments in a given time interval ∆t are of finite length v0∆t, in-
dependent and uniform randomly distributed in all directions (II.6), so the
resulting displacement distribution must be Gaussian according to the central
limit theorem. We already calculated the diffusion coefficient (II.13). We still
chose to explicitly derive the coarse grained description as it elaborates on how
it can be done and also as we will discuss in section II B the time scale when
the Gaussian displacement is reached is not necessarily given by the time scale
τϕ of the transition from ballistic to diffusive motion.
For Gaussian white noise a coarse grained description has been discussed in
[107, 108] on the basis of the Fokker Planck equation. For general α-stable noise
such a coarse grained description has not yet been discussed. The approach to
derive the coarse grained description directly through the Langevin equation
has also not been discussed previously.
The results of this section were published in [3] and [2].
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a. Adiabatic Elimination Using The Langevin Equation For Gaussian White
Noise
In the case of Gaussian white noise (α = 2), it is possible to use the
Langevin equations (II.1) and (II.2) for the elimination the persistent vari-
able. We outline here this approach. To be consistent with our previous
definition, we require ⟨ξ(t)ξ(t′)⟩ = 2δ(t− t′).
Taking the time derivative of the velocity component vx yields
v˙x=
v0(cos(ϕ(t) + dϕ)− cos(ϕ(t))
dt
=
v0(cos(ϕ) cos(dϕ)− sin(ϕ) sin(dϕ)− cos(ϕ))
dt
, (II.14)
with dt→ 0.
According to (II.2) the angular increment reads:
dϕ =
1
τϕ
dWt + Ωdt (II.15)
with dWt being the Wiener process, with the average properties: ⟨dWt⟩ = 0,
⟨dWtdWt′⟩ = 0 for t ̸= t′ and ⟨dWtdWt′⟩ = 2dt for t = t′. The non-averaged
squared increment behaves as (dWt)2 = 2dt + O(dt3/2). Taking dϕ small, the
change in velocity can be rewritten as
v˙x = −
v0(cos(ϕ)
dϕ2
2
+ sin(ϕ)dϕ)
dt
. (II.16)
In the first order in dt this equation reduces to
v˙x = − 1
τϕ
(
vx + Ωτϕvy +
√
v20τϕ sin(ϕ) ξϕ(t)
)
. (II.17)
As here multiplicative noise is involved, we consider this equation in the
Stratonovich [90] sense. We extracted the relaxation time τϕ introduced in
(II.7) for α = 2.
Now we can adiabatically eliminate the change in velocity. For times larger
the relaxation time t ≫ τϕ, we reach the overdamped limit, corresponding to
v˙xτϕ → 0. The overdamped velocity reads now:
vx = −Ωτϕvy −
√
v20τϕ sin(ϕ) ξϕ(t) . (II.18)
The velocity in the y direction can be determined following the same lines:
vy = −Ωτϕvx −
√
v20τϕ cos(ϕ) ξϕ(t) . (II.19)
Both velocities depend on each other. Eliminating these dependencies, i.e.
substituting one equation into the other one, results in the closed equations
vx = − 1
1 + (Ωτϕ)
2 (sin(ϕ) + Ωτϕ cos(ϕ))
√
v20τϕξϕ(t) (II.20)
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and
vy =
1
1 + (Ωτϕ)
2 (cos(ϕ) − Ωτϕ sin(ϕ))
√
v20τϕξϕ(t) . (II.21)
We point out that the same noise ξϕ(t) is acting on both projections of the
velocity. Further on, it should be noted that the angle ϕ(t) and the noise ξϕ(t)
are statistically independent since the former depends only on the values of
ξ(t′) at previous instants of time.
We now can calculate the velocity correlation function Cv,v(t−t′) = ⟨v⃗(t)·v⃗(t′)⟩
and obtain
Cv,v(t− t′) = 4Deff δ(t− t′) , (II.22)
with the diffusion coefficient (II.13). Thus, the velocity is given by a white noise
and the inertia has being eliminated. Nevertheless, the velocity components
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FIG. 5. MSD according to the full dynamics (II.9) (labeled as: full) as dashed line
and according to the coarse grained description (labeled as: c.g.) following from
(II.22) as solid black line. Symbols correspond to simulations results according to
(II.1), (II.2) (blue circles) and according to (II.24) (red x). Indicated is the relaxation
time τϕ. For t ≫ τϕ the coarse grained description becomes valid. The MSD from
the coarse grained description asymptotically approaches the MSD of the full system.
Parameters given in the figure.
are still correlated since a single noise source acts in both directions. Only after
averaging over the angle ϕ with the uniform angular distribution following from
equation (II.6), for t≫ τϕ the components become uncorrelated
⟨⟨vi(t)vj(t′)⟩⟩ϕ = v
2
0τϕ
1 + (Ωτϕ)
2 δ(t− t′) δij . (II.23)
For time scales ∆t larger τϕ both ϕ(t) and ξϕ(t) are statistically independent.
The heading direction ϕ(t) becomes a white noise homogeneously distributed in
[0, 2π) and ξϕ(t) is Gaussian white noise. The process ϕ(t) after the elimination
procedure does not possess any memory and is in the considered case of α = 2
the increment of the Wiener process for t≫ τϕ in addition to the deterministic
drift given by the torque Ω. In this limit the dynamics can be formulated as
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FIG. 6. Simulated trajectories of N = 1000 particles for ∆t = 40τϕ. Left: Simula-
tions according to the full system (II.1) and (II.2) Right: Simulations according to
the overdamped description (II.24). Parameters: Ω = 0.5, v0 = 0.5, σ2 = 1..
that of a Brownian particle driven by two independent noise sources in both
directions:
˙⃗r =
√
Deff ξ⃗(t) , (II.24)
with two independent Gaussian white noise sources ξ⃗ = (ξx, ξy), ⟨ξi⟩ = 0 and
⟨ξi(t1)ξj(t2)⟩ = 2δijδ(t1−t2), i, j ∈ [x, y]. The effective diffusion coefficient Deff
is given by (II.13). The MSD of the coarse grained description given through
(II.22) as solid black line compared with the full dynamics given by (II.9) as
dashed line is presented in figure 5. The parameters are v0 = 0.5, Ω = 0.5,
σ2 = 1. The relaxation time τϕ = 1/4 is indicated. For large times t ≫ τϕ
the angular memory is lost and the coarse grained, or diffusion approxima-
tion becomes valid. The MSD of the diffusion approximation asymptotically
approaches the full dynamics (II.9).
Figure 6 displays thousand simulated trajectories according to the full system
(II.1), (II.2) and thousand trajectories on the left corresponding to the over-
damped dynamics given by (II.24). Both realizations exhibit the same diffusive
behavior. The parameters chosen for this simulation correspond to figure 5.
The diffusion coefficient for (II.24) takes the value Deff = 1/
√
2 (1 + 0.54).
Together with the results from the adiabiatic elimination using the FPE, we
will discuss the displacement and the overdamped limit of a Brownian particle.
b. Adiabatic Elimination Using The FPE
We start from the conditional probability density P (x, y, ϕ, t|x0, y0, ϕ0, t0)
for the full dynamics. The FPE [99, 100] reads:
∂
∂t
P (x, y, ϕ, t|x0, y0, ϕ0, t0) = −v⃗ · ∇P − ∂
∂ϕ
ΩP +
(
σ
v0
)α
∂α
∂|ϕ|αP.(II.25)
The kinetic approach is based on the first three reduced moments of the ve-
locity. We obtain these moments by averaging over the heading angle ϕ. The
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first moment is the marginal probability density
ρ(x, y, t) =
∫ 2π
0
P (x, y, ϕ, t)dϕ . (II.26)
The second moments are the mean velocity components ui, with i ∈ [x, y], and
given by:
ρ(x, y, t)ui(x, y, t) =
∫ 2π
0
viP (x, y, ϕ, t)dϕ . (II.27)
The variances σii and the covariances σij, i, j ∈ [x, y], i ̸= j
ρ(x, y, t)σ2ij(x, y, t) =
∫ 2π
0
(vi − ui(x, y, t))(vj − uj(x, y, t))P (x, y, ϕ, t)dϕ
(II.28)
are the third moments. We note, that moments in our dynamics correspond to
fourier modes of the angular variable, that those moments exist and that those
moments are not to be mistaken with the moments of the angular variable,
for details see appendix A 1. Differentiating the moments (II.26),(II.27),(II.28)
with respect to time, inserting the FPE (II.25) and integrating over the angle
ϕ leads to the continuity equation
∂
∂t
ρ = − ∂
∂x
ρux − ∂
∂y
ρuy , (II.29)
and to transport equations for the momentum
∂
∂t
ρui = −
(
∂
∂xi
ρ(u2i + σ
2
ii) +
∂
∂xj
ρ(uiuj + σ
2
ij)
)
− aiΩρuj − 1
τϕ
ρui , (II.30)
as well as balance equations for the variances
∂
∂t
ρ
(
u2i + σ
2
ii
)
= Aii − 2
α
τϕ
ρ
(
u2i + σ
2
ii −
v20
2
)
− ai2Ωρ
(
uiuj + σ
2
ij
)
, (II.31)
and for the covariances
∂
∂t
ρ
(
uiuj + σ
2
ij
)
= Aij − 2
α
τϕ
ρ
(
uiuj + σ
2
ij
)
+Ωρ
(
ai
(
u2i + σ
2
ii
)
+ aj
(
u2j + σ
2
jj
))
.
(II.32)
In the transport equations above (II.30),(II.31) and (II.32) the indices run over
i, j = x, y and i ̸= j and ax = 1 and ay = −1. We do not sum over a repeated
indices. Later on, the appearing higher moments Aii and Aij will be neglected,
their specific form can be seen in appendix A 2.
The limit of small relaxation time τϕ ≪ 1 allows to adiabatically eliminate the
angular memory, or the angular inertia. Since the angular memory causes the
ballistic part of the motion, we are going to eliminate the ballistic motion. We
multiply equation (II.31) and (II.32) with the relaxation time τϕ. Since this
time scale is now considered to be small (τϕ ≪ 1), the influence of the time
derivatives on the variances and covariances becomes negligible. The higher
moments Aii and Aij are also considered to be negligible, as they are at least
of order O(τϕ). We derive at the following set of three bi-linear equations:
ρ
(
u2i + σ
2
ii
)
+ 2aiΩ
τϕ
2α
ρ
(
uiuj + σ
2
ij
)
= ρ
v20
2
+ O(τϕ), (II.33)
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Ω
τϕ
2α
ρ
(−ai (u2i + σ2ii)− aj (u2j + σ2jj)) + ρ (ujui + σ2ji) = 0 + O(τϕ) . (II.34)
The terms containing the torque Ω have been retained, as Ω might be large.
The above set of equations is solved by:
uiuj + σ
2
ij = δij
v20
2
+ O(τϕ) . (II.35)
Inserting this results in the transport equation for the momentum (II.30) and
assuming again large τϕ yields:
ρ (ui + aiΩτϕuj) = τϕ
v20
2
∂
∂xi
ρ + O(τϕ) , (II.36)
with index i running over x, y and ∂/∂xi being the respective derivative ∂/∂x,
or ∂/∂y. We disentangle the velocity components ui by inserting the equations
into each other, resulting in
ρui = − τϕ
1 + Ω2τ 2ϕ
v20
2
(
∂
∂xi
ρ + aj Ωτϕ
∂
∂xj
ρ
)
+ O(τϕ) . (II.37)
Finally, we derive the diffusion approximation, by inserting the velocities into
the continuity equation (II.29):
∂
∂t
ρ(x, y, t) = Deff
(
∂2
∂x2
+
∂2
∂y2
)
ρ + O(τϕ) , (II.38)
with the effective diffusion coefficient Deff from equation (II.13).
The well known solution to the diffusion equation is:
ρ(x, y, t) =
1
4πDefft
exp
(
−x
2 + y2
4Defft
)
, (II.39)
under the condition that the particles start at (x(t = 0), y(t = 0)) = (0, 0).
Going back to the equations for the average velocities (II.36) and the variances
(II.35), we formally derive:
ux(x, y, t) =
x− Ωτϕy
2t
, uy(x, y, t) =
y + Ωτϕx
2t
(II.40)
for the average velocities,
σ2xx(x, y, t) =
v20
2
− (x− Ωτϕy)
2
4t2
, σ2yy(x, y, t) =
v20
2
− (y + Ωτϕx)
2
4t2
(II.41)
for the variances and for the covariances:
σ2xy(x, y, t) = σ
2
yx(x, y, t) = −
(x− Ωτϕy) (y + Ωτϕx)
4t2
. (II.42)
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c. Discussion
Here, we evaluate the findings of the adiabatic elimination procedure. We
start with the findings for the variances (II.41) and the average velocities
(II.40) and then discuss the validity of the diffusion approximation (II.38).
i) Particles according to the Langevin dynamics (II.1), (II.2) can travel in a
given time interval t a maximal distance of v0t from the initial position (0, 0),
since the particles have constant speed. This has as a consequence that at
the maximal distance the average velocity in radial direction should be the
speed v0 and the variance in radial direction should vanish. This is true for
any radial direction, i.e. ux(x = v0t, 0, t) and σ2xx(x = v0t, 0, t). Our results
from the adiabatical elimination (II.40), (II.41) violate this dependence. The
approximation will fail for r ≈ v0t, with r being the distance from the initial
position, given by r2 = x2 + y2. For Particles far away from the maximal
distance heading directions should have reached the equilibrium distribution
P0 = 1/(2π). Equilibrium distribution of the heading direction means vanish-
ing average velocities ui = 0 and constant variances σ2ii = v20/2. Therefore, we
expect the approximation (II.41) to be valid for r ≪ v0t, when correlations
of the velocities and the (co-)variances with the position are negligible. We
present on the left of figure 7 a comparison between simulation results accord-
ing to the Langevin equations (II.1), (II.2) as symbols and the approximations
found in the elimination procedure as dashed lines. The parameters are given
in the figure. We chose polar coordinates (r, β) for better statistics and plot
the radial variance σ2rr(r, t) and the radial average velocity ur(r, t) as dashed
lines. As the system is radial symmetric the radial average velocity is given by
the average velocity ux(x, 0, t) (II.40) and the coordinate x can be replaced by
the distance r:
ur = v0
r
2t
. (II.43)
Similarly, for the radial variance σ2rr(r, t) we derive:
σ2rr =
v20
2
− r
2
4t2
. (II.44)
from equation (II.41). According to the left of of figure 7, we note the following:
• For distances r ≪ v0t, here r ≪ 10, average radial velocity and radial
variance can be approximated by (II.43) and (II.44). In this regime
the PDF for the heading direction can be assumed to be uniform, i.e.
P0(ϕ, t → ∞) = 1/(2π). This is the overdamped regime where angular
inertia, or memory is lost.
• Both velocity and variance start to strongly deviate from the approxi-
mations (II.43) and (II.44), here at r ≈ 6 the correlations on the position
become stronger.
• As can be recognized by the symbols, higher order approximations should
contain an additional dependency on the noise type other then the relax-
ation time τϕ, as the simulation results according to Langevin equations
(II.1), (II.2) weakly depend on the noise type.
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ii) The particles have constant speed, the kinetic energy is constant for each
particle: Ekin = (x˙2 + y˙2)/2 = v20/2. For an ensemble of particles the kinetic
energy is expressed through
σ2xxρ+ σ
2
yyρ+ u
2
xρ+ u
2
yρ = v
2
0ρ , (II.45)
which can be derived from the definition of the velocities (II.1) and the vari-
ances. The approximation for the variances (II.35), obeys the relationship
(II.45). The equations for the variances express a equipartition theorem, every
degree of freedom acquires half the kinetic energy available energy ⟨Eii⟩ =
σ2ii/2, and the mixed components vanish for particles far away from the maxi-
mal distance r ≪ v0t.
iii) Sevilla [107, 108] investigated the telegraphers equation as approximation
for the given Langevin dynamics (II.1) and (II.2) for the special case of van-
ishing torque Ω = 0 and Gaussian white noise α = 2. He found an excellent
agreement for the kurtosis between the telegraphers equation and the Langevin
dynamics, but pointed out that the telegraphers equation is not suitable to de-
scribe short time scales, as strong correlation between the particles position
and the direction of motion exist. We derived the telegraphers equation for all
the symmetric noise types and torque present
τϕ
∂2
∂t2
ρ +
∂
∂t
ρ = Deff
(
∂2
∂x2
+
∂2
∂y2
)
ρ, (II.46)
for details see appendix A 3. We point out, that this telegraphers does not
distinguish between different α-stable noise sources, except through the relax-
ation time, which can always be scaled. Determining the kurtosis with the
telegraphers equation does not give noise specific results.
iv) The diffusion approximation is valid for times t ≫ τϕ and r ≪ v0t, as
the approximation for the variances requires the uniform distribution of the
heading directions. When correlation are lost the displacement distribution
(II.38) becomes Gaussian as is to be expected from the central limit theorem,
since spatial increments become independent from each other and have a fi-
nite step length, and therefore finite variance, in a given time interval. The
coarse grained description also sets a resolution for the smallest describable
distance, as it should be larger than the persistence length (II.12). At dis-
tances smaller than the persistence length the turning statistics and therefore
the noise distribution matter, while at larger distances not.
As the Gaussian displacement distribution (II.39) is radial symmetric, we ex-
press it in polar coordinates (r, β) and integrate over the angle β
ρ(r, t) =
r
2Defft
exp
(
− r
2
4Defft
)
. (II.47)
This Rayleigh distribution is plotted in figure 7 on the right in comparison
with simulation results for the full Langevin dynamics (II.1) and (II.2) in 7 as
dashed line. Symbols correspond to the full Langevin dynamics. Displayed are
two different noise types α = 0.5 and Cauchy distributed noise (α = 1) and
each evaluated for vanishing torque Ω = 0 and scaled noise strength σα = 2,
as well as torque Ω = 1 and σα = 1. The effective diffusion coefficient is fixed
for all cases Deff = 0.5, the speed is always v0 = 1.
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FIG. 7. Left: Simulation results of the full dynamics (II.1),(II.2) (symbols) for
the radial average velocity ur(r, t) and radial variance σ2rr(r, t) in comparison with
the theory (II.43),(II.44) (dashed lines). Theory and simulation align well for r ≪
v0t = 10, when correlations are absent, and start to mismatch at roughly r ≈ 6.
Parameters given in the picture. Right: Radial displacement distribution according
to (II.1),(II.2) as symbols and theory as dashed line according to equation (II.47).
Speed for all curves v0 = 1 and fixed effective diffusion coefficient Deff = 0.5. Other
parameters are given in the picture. Theory and simulation fit for r ≪ v0t. The two
curves with Ω = 1 correspond to the left picture. Theory and simulation start to
mismatch at the same distance r.
The Gaussian approximation works well for r ≪ v0t, in this picture roughly
till r ≈ 4 and r ≈ 6. As expected, for the simulation result the displacement
distribution drops to zero close to the maximal distance v0t. This decay is
not captured by the approximation. Also not captured is the visible noise
dependent decay of the simulation result for the displacement.
In the overdamped regime, the regime without angular memory t ≫ τϕ and
r ≪ v0t, the active particle, with angular driving by α-stable noise, can be
described by the standard Langevin equations for Brownian motion
˙⃗r(t) =
√
Deff ξ⃗(t), (II.48)
corresponding to the diffusion approximation (II.38), with the effective diffu-
sion coefficient Deff from (II.13) and two independent Gaussian white noise
sources ξ⃗(t) = (ξx(t), ξy(t)). Those noise sources have zero mean ⟨ξi(t)⟩ = 0
and are uncorrelated ⟨ξi(t)ξj(t′)⟩ = 2δijδ(t− t′), with i, j = x, y.
In the overdamped regime, t≫ τϕ and r ≪ v0t at length scales r ≫ lD = v0τϕ,
with the persistence length lD from (II.12), or the relaxation time τϕ from (II.7),
the active particles according to the full Langevin equations (II.1), (II.2) are
statistically indistinguishable from standard Brownian particles according to
equation (II.48). Sample trajectories in the overdamped regime are indicated
in figure 3 as black lines.
3. Kurtosis
None of the so far derived properties, as MSD (II.9), Deff (II.13), diffusion ap-
proximation (II.38) and (II.48) are sensitive to the noise type, except through
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the exponent in the relaxation time τϕ (II.7). We therefore calculate now the
kurtosis
for the given system. We will show, that the kurtosis indeed allows to dis-
tinguish different noise types driving the angular motion. The kurtosis is a
measure that compares the tails of a distributions with the tails of a Gaussian
distribution. For simplicity, we restrict ourselves to one spatial dimension and
vanishing torque of the full Langevin equation:
x˙ = v0 cos(ϕ), (II.49)
with ϕ˙ as given before, in equation (II.2) but vanishing torque. The general-
ization to the two spatial dimensions follows by arguments of symmetry. The
kurtosis is defined as:
κx =
⟨(x− ⟨x⟩)4⟩
⟨(x− ⟨x⟩)2⟩2 , (II.50)
with ⟨x⟩ being the mean value. We set as initial conditions t0 = 0 and assume
uniform distribution of initial angles ϕ0. This symmetric choice leads to van-
ishing mean value ⟨x⟩ and can be generalized to two dimensions. The MSD in
one dimension is given by the MSD from equation (II.9) divided by two
⟨x2⟩ = v20
(
τϕ t+ τ
2
ϕ
[
exp
(
− t
τϕ
)
− 1
])
. (II.51)
For the fourth moment ⟨x4⟩ the following integrals have to be evaluated:
⟨x4⟩ ∼ v40
∫ 2π
0
dϕi cos(φi)
4∏
i=1
∫ ti+1
t0
dtiP (ϕi, ti|ϕi−1, ti−1) , (II.52)
with P (ϕi, ti|ϕi−1, ti−1) as given by equation (II.6) and t5 = t. As the cosine
functions form an orthogonal system, the evaluation of the integrals over the
angles ϕi in equation (II.52) leads to :
⟨x4⟩ ∼v
4
0
8
∫ t
0
dt4
∫ t4
0
dt3
∫ t3
0
dt2
∫ t2
0
dt1 2Pα (1, t4, t3)Pα (1, t2, t1) +
+Pα(1, t4, t3)Pα(2, t3, t2)Pα(1, t2, t1) , (II.53)
with
Pα(k, ti, tj) = exp
(
−|k|α (ti − tj)
τϕ
)
. (II.54)
We split the integrations. First, we integrate the first addend on the r.h.s then
the second. Integration of the first addend over t1 and t2 leads to the one
dimensional MSD (II.51)
v40
8
∫ t
0
dt4
∫ t4
0
dt3
∫ t3
0
dt2
∫ t2
0
dt1 2Pα (1, t4, t3)Pα (1, t2, t1) =
v20
8
∫ t
0
dt4
∫ t4
0
dt3 2Pα (1, t4, t3) ⟨x2(t3)⟩ = .
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Further integration gives the first term:
=
v40
8
(
τ 2ϕ t
2 − 4 τ 3ϕ t− 2 τ 3ϕ t exp
(
− t
τϕ
)
− 6 τ 4ϕ
(
exp
(
− t
τϕ
)
− 1
))
.(II.55)
Now, we consider the second addend of equation (II.53):
v40
8
∫ t
0
dt4
∫ t4
0
dt3
∫ t3
0
dt2
∫ t2
0
dt1 exp
(
−t4 − t3 + 2
αt3 − 2αt2 + t2 − t1
τϕ
)
= .
(II.56)
We perform the integration over t1 and t2
=
v40τ
2
ϕ
8
∫ t
0
dt4
∫ t4
0
dt3
1
2α
exp
(
−t4 − t3
τϕ
)
− 1
2α − 1 exp
(
− t4
τϕ
)
+
+
1
2α(2α − 1) exp
(
−t4 + (2
α − 1)t3
τϕ
)
.
The first term on the r.h.s. gives again the one dimensional MSD (II.51), with
an additional factor. Evaluating the other two terms leads to:
v40τ
4
ϕ
8
(
1
22α(2α − 1)2
[
exp
(
−2α t
τϕ
)
− 1
]
+
22α − 2α − 1
2α(2α − 1)2
[
exp
(
− t
τϕ
)
− 1
]
+
+
1
(2α − 1)τϕ t exp
(
− t
τϕ
))
. (II.57)
Collecting now the one dimensional MSD (II.51) and the terms (II.55),(II.57)
leads to the forth moment ⟨x4⟩, which is given by the solution of equation
(II.53) multiplied with 4!
⟨x4⟩ =4!v
4
0τ
4
ϕ
8
{
t2
τ 2ϕ
− 2
α+2 − 1
2α
t
τϕ
− 2
α+1 − 3
2α − 1
t
τϕ
exp
(
− t
τϕ
)
+
+
−6 22α + 14 2α − 9
(2α − 1)2 exp
(
− t
τϕ
)
+
1
22α(2α − 1)2 exp
(
−2α t
τϕ
)
+
+6− 1
22α(2α − 1)2 −
22α − 2α − 1
2α(2α − 1)2 −
1
2α
}
. (II.58)
The factor 4! takes permutations of the angles ϕi into account. With equation
(II.50) the kurtosis follows as
κx =3 +
3v40τ
4
ϕ
⟨x2⟩2
{
−2
α+1 − 1
2α
t
τϕ
− 2
α+2 − 5
2α − 1
t
τϕ
exp
(
− t
τϕ
)
+
+
−4 22α + 10 2α − 7
(2α − 1)2 exp
(
− t
τϕ
)
+
1
22α(2α − 1)2 exp
(
−2α t
τϕ
)
+
− exp
(
−2 t
τϕ
)
+ 5− 1
22α(2α − 1)2 −
22α − 2α − 1
2α(2α − 1)2 −
1
2α
}
. (II.59)
This result for the forth moment can be generalized to two dimensions. Our
system with the uniform distributed initial angles ϕ0 has rotational symmetry.
We know from section IIA 2 b, that for large times t ≫ τϕ the displacement
follows a Gaussian distribution (II.39). In one dimension the kurtosis of a
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FIG. 8. Simulation results according equations (II.1) and (II.2) for the kurtosis as
symbols and analytical results as dashed line according to (II.60). Left: Vanishing
torque. Right: Ω = 1. The inset displays a time frame corresponding to the left
picture, while the main figure displays in more detail a time frame up to t = τϕ. Other
parameters as given in the figure. A value κ = 2 corresponds in two dimensions to a
Gaussian PDF. For small times the curves start at a value of κ = 1, corresponding
to the ballistic motion and therefore ⟨r2⟩2 = (v20 t2)2 and ⟨r4⟩ = v40 t4. On the
left, for vanishing torque the analytical result and simulations align well. On the
right, with torque present the kurtosis according to equation (II.60) approximates
the simulations for Ωt ≪ 2π. Deviations from the kurtosis for vanishing torque are
more pronounced for larger values of α at times t ≈ τϕ. With torque present the
Gaussian limit is reached faster, than without torque. The violet and blue symbols
correspond to the displacement PDF given in figure 7.
Gaussian is κx = 3, while in two dimensions it is κ = 2. So, the two dimensional
kurtosis κ is given by
κwhite =2 +
2 · 4v40τ 4ϕ
⟨r2⟩2
{
−2
α+1 − 1
2α
t
τϕ
− 2
α+2 − 5
2α − 1
t
τϕ
exp
(
− t
τϕ
)
+
+
−4 22α + 10 2α − 7
(2α − 1)2 exp
(
− t
τϕ
)
+
1
22α(2α − 1)2 exp
(
−2α t
τϕ
)
+
− exp
(
−2 t
τϕ
)
+ 5− 1
22α(2α − 1)2 −
22α − 2α − 1
2α(2α − 1)2 −
1
2α
}
(II.60)
and does display in addition to the relaxation time τϕ another dependency on
the noise type.
Figure 8 shows the analytical results of the kurtosis κ (II.60) as dashed lines
and simluation results according to equations (II.1), (II.2) as symbols. Param-
eters are given in the figures. On the left, for vanishing torque simulations and
theory match well. For small times t≪ τϕ the kurtosis is κwhite = 1 , as here
the ballistic motion causes the forth moment to be ⟨r4⟩ = v40 t4 = ⟨r2⟩2. In
the limit of t≫ τϕ the kurtosis behaves as
κwhite = 2− 22
α+1 − 1
2α
τϕ
t
, (II.61)
reaching the value of κ = 2, corresponding to a Gaussian displacement PDF
in two dimensions. The transition to a Gaussian displacement distribution
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happens on the same time scale τϕ as the transition from ballistic to diffusive
motion. Decreasing the relaxation time τϕ through adjusting the noise strength
σ, or the speed v0 would lead to faster relaxation to the Gaussian displacement.
The violet and the blue symbols in figure 8 use the same set of parameters as
the displacement PDF in figure 7.
On the right of figure 8 simulation results for non-vanishing torque (symbols)
are compared with the analytical result for Ω = 0. The main picture displays
detailed a small time frame up to t = τϕ, while the inset displays a time frame
large enough till the kurtosis reaches the value of κ = 2, corresponding to a
Gaussian PDF. The parameters are given in the figure. For times t ≪ 2π/Ω
the kurtosis can be approximated by equation (II.60). The kurtosis reaches
the value for the Gaussian PDF faster as for vanishing torque and the effect
of the torque appears to be more pronounced for larger values of α at times
t ≈ τϕ. In general the Gaussian limit is reached faster with torque present,
than without.
While the MSD (II.9) does allow the determination of the relaxation time from
experimental data, the kurtosis (II.60) allows the determination of the noise
type, represented through the parameter α.
33
B. Active Brownian Particle With Angular Driving By An
Ornstein-Uhlenbeck Process For The Cauchy Distribution
We now consider colored noise in the angular dynamics. The resulting trajec-
tory can be considered as a run and tumble motion [48, 49, 109, 110]. Run and
tumble consists of two parts: the running, where the active particle travels a
rather large distance and the tumbling, where the particle practically stays on
the spot and changes its heading. Running and tumbling periods alternate.
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FIG. 9. Sample trajectory for the active particle with OUP driven by Cauchy
noise for three different sampling times. Left: sampling time: ∆t = 0.05 (black) and
∆t = 5.0 (blue), Right: ∆t = 0.05 (black) and ∆t = 40 (red), colored trajectories
shifted for better visibility
We discuss the MSD, the effective diffusion coefficient and the transition to the
Gaussian displacement distribution. The results of this section were published
in [1]. To model run and tumble behavior, we use the Ornstein-Uhlenbeck
process (OUP) with a Cauchy noise (α = 1) [85, 94, 95] as stochastic torque.
This particular choice of colored noise allows an exact calculation of the MSD
contrary to the OUP with Gaussian white noise [56]. The equations for the
time evolution of the velocity (II.1) remain the same as before. The heading
dynamics is now given by
ϕ˙ = Ω+
1
v0
θ(t) , (II.62)
θ˙ = − 1
τc
θ(t) +
σ
τc
ξ(t), (II.63)
where ξ(t) is white noise with increments following the Cauchy distribution.
The new parameter τc is a time scale and introduces a new correlation time.
In the limit τc → 0 in equation (II.63) this model coincides with the model
from section IIA for α = 1. Figure 9 shows always the same trajectory but
three different sampling times, black lines with sampling ∆t = 0.05, blue lines
∆t = 5.0 and red lines ∆t = 40.0. The other parameters are given in the
figure. The black lines remind of a run and tumble motion, rather smooth
motion interrupted by spirals or curls. At the curls the particle moves in an
outward spiral at a rather confined spot. The correlation time τc influences
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the spirals. Higher correlation time increases the length of a spiral, vanishing
correlation time leads to the white noise limit α = 1 with similar trajectories
as given in figure 3. For higher sampling times, positions every ∆t where
taken and connected by a line. Increasing the sampling time of the trajectory
leads to the blue curves and further increasing to the red. Here, the sampling
matters as at the time scale of the blue curve normal diffusive motion can
be observed but the displacement is not Gaussian, indicating a correlation of
the step length caused by the curly structure, as might be inferred from the
curve. At a time scale for the red curves the displacement will be Gaussian,
no remnants of the curly structure are visible.
We will show, the expressions for the relaxation time (II.7), the MSD (II.9) and
the diffusion coefficient coincide with equations (II.13) of the previous section.
The onset of the asymptotic Gaussian displacement distribution is however
characterized by a new time scale τG which is in general different from τϕ as
given by equation (II.7). Such behavior of observable normal diffusion but a
Non-Gaussian displacement distribution was reported by Wang [111, 112] for
the passive motion of beads on macro-molecules, was shown in simulations
of two dimensional colloids [113] and theoretical investigated in [114, 115].
We present here a model for active particles where such behavior might be
observed.
1. Mean Squared Displacement And Diffusion Coefficient
The FPE for the OUP with Cauchy noise (II.63), has the following form:
∂
∂t
P (θ, t) =
(
∂
∂θ
θ
τc
+
σ
τc
∂
∂|θ|
)
P (θ, t). (II.64)
The transition probability for this equation, given the initial condition θ0 at
time t0, was first obtained by West [94]:
P (θ, t|θ0, t0) = 1
π
σ(1− exp (−(t− t0)/τc))
(θ − θ0 exp (−(t− t0)/τc))2 + σ2(1− exp (−(t− t0)/τc))2 .
(II.65)
The width of this Cauchy distribution (II.65) for θ depends in the stationary
limit t→∞ only on the noise strength σ. In the limit of vanishing correlation
time τc → 0, the PDF P (θ) becomes time independent and the Cauchy dis-
tributed white noise limit. The transition probability density for the heading
angle ϕ and vanishing torque was determined by Garbaczewski in [95]:
P (ϕ, t|ϕ0, θ0, t0) = a
π
1
(ϕ− ϕ0 − θ0 τcv0 (exp (−t0/τc)− exp (−t/τc)))2 + a2(t, t0)
(II.66)
With a = 1
τϕ
(t− t0 − τc(exp (−t0/τc)− exp (−t/τc))), the relaxation time τϕ
from equation (II.7) and θ0, ϕ0 being the initial values at time t0.
The PDF (II.66) does fulfill the Chapman-Kolmogorov equation and represents
therefore a Markov process as in [95] was pointed out. The Cauchy case is the
only case of an OUP with an α-stable noise where the integrated process is
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Markovian, and therefore the simplest one for the further analytical treatment.
Adding the torque and setting the initial time t0 to zero results in
P (ϕ, t|ϕ0, θ0, 0) = a
π
1
(ϕ− ϕ0 − Ωt− θ0 τcv0 (1− exp (−t/τc)))2 + a2(t, 0)
.
(II.67)
Using equation (II.67) one easily derives the expression for the MSD. We av-
erage, in Fourier space, the initial angle θ0 over the stationary limit:
P (ϕ, t|ϕ0, 0) =
∫ ∞
−∞
dθ0 P (ϕ, t|ϕ0, θ0, 0)P (θ0, t→∞|θ−1, 0) = (II.68)∫∫∫ ∞
−∞
dθ0dk0dk1 exp
(
−ik1
(
ϕ− ϕ0 − Ωt− θ0 τc
v0
(1− exp (−t/τc))
))
×
exp (−|k1|a− ik0θ0 − |k0|σ) .
The integration over the initial angle θ0 leads to a Dirac δ-distribution, which
gets evaluated when integrating over k0, leading to the simplified expression:
P (ϕ, t|ϕ0, 0) =
∫ ∞
−∞
dk1 exp (−ik1 (ϕ− ϕ0 − Ωt)− |k1|t/τϕ) . (II.69)
This expression (II.69) is the continuous form of the PDF for the heading
angle for Cauchy distributed white noise (α = 1) from equation (II.6) and
does surprisingly not depend on the correlation time τc at all. As consequence
the MSD ⟨r2⟩ and the effective diffusion coefficient Deff take the same form
as (II.9) and (II.13) for α = 1. Neither the MSD, or the effective diffusion
coefficient Deff depend on the time scale τc. The averaging over the initial
condition θ0 cancels any additional time dependence which would reflect the
correlation behind the evolution of the direction of motion. This result is in
contrast to the OUP with Gaussian white noise [56]. The MSD ⟨r2⟩ for two
different correlation times τc is shown in figure 10. The symbols correspond to
simulation results according to equations (II.1),(II.62) and (II.63), the black
line to (II.9). Comparing the position of the different symbols shows, that the
MSD does not depend on the correlation time τc. Theory (II.9) and simulations
align. As the MSD in the correlated case is the same as for an active particle
with Cauchy distributed white angular noise (α = 1), the following properties
stay the same: The particles move ballistic for times t ≪ τϕ with τϕ from
equation (II.7). Normal diffusion is observed for times t ≫ τϕ. In figure 10
the crossover from ballistic to diffusive behavior is indicated. The effective
diffusion coefficient in dependence on the inverse relaxation time 1/τϕ was
shown in figure 4 for α = 1. For non-vanishing torque this diffusion coefficient
has a maximum and tends to zero for large and for small noise intensities.
2. Displacement Distribution
Measurements of the MSD and the diffusion coefficient can not reveal the
underlying correlations as they are independent of the time scale τc . Observing
normal diffusion one might expect to observe a Gaussian distribution for the
displacements equation (II.39), or the respective Rayleigh distribution (II.47)
in polar coordinates, for times t≫ τϕ as in the previous section IIA. It turns
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FIG. 10. Colored symbols show the MSD obtained from simulations of equations
(II.1),(II.62), (II.63) for two different correlation times τc. Other parameters Ω = 0.
The black line corresponds to equation (II.9) with α = 1. Theory and simulation
align perfectly, the MSD does not depend on the correlation time τc the crossover
time from ballistic to diffusive motion is indicated by dashed line at time τϕ.
out, that the crossover from a Non-Gaussian displacement distribution to a
Gaussian displacement PDF can happen for times well beyond the relaxation
time τϕ and also well beyond the correlation time τc.
Figure 11 displays as symbols displacement distributions obtained through
simulations of equations (II.1), (II.62) and (II.63) for three different correla-
tion times τc at time t = 29.9. This time is well beyond the relaxation time
t ≫ τϕ and also larger than correlation time, t ≫ τc. For better statistics,
we plot polar coordinates and integrated over the angle. All three distribu-
tions are different. For the shortest correlation time (blue symbols), close to
the white noise limit (tc → 0), the displacement can be well approximated by
the Rayleigh distribution from equation (II.47) plotted as solid line. The red
symbols, corresponding to tc = 3 deviate already at small distances from the
Rayleigh distribution. At the highest displayed correlation time (green circles)
the displacement can be approximated by a exponential distribution in Carte-
sian coordinates, plotted as dashed line. For the exponential approximation,
we make the following ansatz with the time dependent characteristic length
scale l(t):
P (x, y, t|x0 = 0, y0 = 0, t0 = 0) = 1
2πl2(t)
exp
(
−
√
x2 + y2
l(t)
)
(II.70)
This length scale l(t) should vanish at the initial condition, i.e. l(t0) = 0. In
polar coordinates the displacement distribution reads:
P (r, t) =
r
l2(t)
exp
(
− r
l(t)
)
(II.71)
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FIG. 11. Left: Simulation results (symbols) for the displacement distributions at
t = 29.9 ≫ τϕ for the indicated correlation times τc. Black line corresponds to
the Rayleigh displacement distribution (II.47) at the given time t, with Deff from
equation (II.13),(α = 1). The black dashed line shows the distribution from equation
(II.73) with Deff from equation (II.13), with α = 1. Right: Simulation results
for the kurtosis of the displacement distributions for different correlation times as
symbols. The values approach asymptotically the Gaussian limit (dashed black line)
indicating the crossover to a Gaussian displacement distribution. The black solid
line corresponds to the white noise limit (II.60). The dashed lines correspond to the
numerical evaluation of approximation (II.83), while the dashed dotted lines are the
asympotic limit t≫ τϕ from equation (II.84).
We require, that the expectation value ⟨r2(t)⟩ from this equation (II.71) and
the previous calculated MSD (II.9) should be equal. This leads to:
6l2(t) = 4Defft (II.72)
Therefore, the displacement distribution P (r, t) reads:
P (r, t) =
3r
2Defft
exp
⎛⎝− r√
2
3
Defft
⎞⎠ (II.73)
Equation (II.73) is independent from the the correlation time τc but still fits
the simulation results for times when the displacement distribution is not yet
Gaussian well, as can be seen on the left of figure (11). The dashed line
corresponds to equation (II.73). The green circles and the dashed line match
well. On the right of figure 11 the kurtosis κ obtained from simulations is
shown. The same correlation times as for the displacement where chosen. The
value of κ = 2, indicated by the dashed line, is the value for the kurtosis of a
Rayleigh distribution. For small correlation time tc = 0.1 the kurtosis can be
approximated by the white noise limit (II.60) for α = 1 (black line). Increasing
the correlation time leads to the formation of a peak in the kurtosis, indicating
the observed distribution from (II.73). The peak grows with the correlation
time and so the deviation from the Rayleigh distribution. The time till the
asymptotic limit is reached also grows with the correlation time, as can be
seen by comparing the red and green symbols.
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3. Kurtosis
To provide an estimate for the time τG needed for the transition to the Rayleigh
distribution, we approximate the forth moment. In section IIA 3, we saw that
the one dimensional kurtosis (II.50) for uniform distributed initial angle ϕ0 and
differs from the two dimensional kurtosis only by a factor. So we write down
the equation for the fourth moment for the x-direction (II.52) but multiply it
with correct factor for the radial direction and derive so at the radial forth
moment. We restrict ourselves to the case of vanishing torque Ω = 0. The
forth moment can be calculated through:
⟨x4⟩ ∼ v40
∫ 2π
0
dϕi cos(φi)
4∏
i=1
∫ ti+1
t0
dtiP (ϕi, ti|ϕi−1, θi−1, ti−1)P (θi, ti|θi−1, ti−1) ,
(II.74)
with P (ϕi, ti|ϕi−1, θi−1, ti−1) as given by (II.66), P (θi, ti|θi−1, ti−1) given by
(II.67) and t5 = t. Performing the Fourier transformations for P (ϕ, t) and
P (θ, t), allows the evaluation of the angular integrals by means of Dirac δ-
functions, resulting in:
⟨x4⟩ ∼1
8
[
1 + exp
(
− τc
τϕ
f
)]
P (1, t4, t3)P (1, t2, t1) +
+
1
8
P (1, t4, t3)P (2, t3, t2)P (1, t2, t1) , (II.75)
where the time integration still has to be performed and we neglected the
factor in front of the integrals. The functions f and P (k, ti, tj) have the form:
f =− exp
(
− t1
τc
)
+ exp
(
− t2
τc
)
+
− exp
(
−t3 − t1
τc
)[
exp
(
− t3
τc
)
− exp
(
− t4
τc
)]
+
+
⏐⏐⏐⏐− exp(− t1τc
)
+ exp
(
− t2
τc
)
+
+exp
(
−t3 − t1
τc
)[
exp
(
− t3
τc
)
− exp
(
− t4
τc
)]⏐⏐⏐⏐ (II.76)
and as before (II.54), but now only for Cauchy distributed noise (α = 1),
P (k, ti, tj) = exp
(
−|k|(ti − tj)
τϕ
)
. (II.77)
For vanishing correlation time τc → 0 equation (II.75) becomes the white noise
limit from (II.53) (α = 1) as f → 0. As the absolute value in the function f
makes the further analytical treatment somewhat complicated, we approximate
the function f . The terms outside the absolute value are together always
lower or equal to the absolute value term. That means, if we approximate the
function f by not considering the terms within the absolute value,
f ∗ = − exp
(
− t1
τc
)
+ exp
(
− t2
τc
)
− exp
(
−t3 − t1
τc
)[
exp
(
− t3
τc
)
− exp
(
− t4
τc
)]
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the integration will lead to too large values. Too large values mean an over-
estimation of the forth moment and by that provide an upper limit for the
transition time τG to a Gaussian, or Rayleigh distribution for all the cases
where the limit κ = 2 is approached from above. If the limit is approached
from below, then of course we will underestimate the time of the transient, as
the right picture of figure 11 indicates, this happens for approximately τc ≤ 1.
This expression f ∗ is analytical tractable, as the exponential containing f could
be expanded into a series. But we will go a step further in order to reduce the
complexity and the length of the final result. Evaluation of the absolute term
in (II.76) and considering that t4 ≥ t3 ≥ t2 ≥ t1 leads to
f= −2 exp
(
− t1
τc
)
+ 2 exp
(
− t2
τc
)
(II.78)
for
exp
(
− t1
τc
)
− exp
(
− t2
τc
)
≤ exp
(
−t3 − t1
τc
)[
exp
(
− t3
τc
)
− exp
(
− t4
τc
)]
and
f= −2 exp
(
−t3 − t1
τc
)[
exp
(
− t3
τc
)
− exp
(
− t4
τc
)]
(II.79)
for
exp
(
− t1
τc
)
− exp
(
− t2
τc
)
> exp
(
−t3 − t1
τc
)[
exp
(
− t3
τc
)
− exp
(
− t4
τc
)]
Comparing these equations shows that
fa(t1, t2) =−2 exp
(
− t1
τc
)
+ 2 exp
(
− t2
τc
)
≤ f(t4, t3, t2, t1) . (II.80)
As the function f enters the integrals through a minus sign, the value of the
integral will be overestimated by considering fa instead of f . Therefore, if
the asymptotic value is approached from below for roughly τc < 1 as figure
11 (right) suggests, the time τG needed till the asymptotic is reached will be
underestimated and otherwise it will be overestimated. In the latter case the
time τG provides an upper boundary.
We continue, our estimate for the transition time τG. We only have to consider
the integrals:
2·4v40
∫ t
0
dt4
∫ t4
0
dt3
∫ t3
0
dt2
∫ t2
0
dt1 P (1, t4, t3)P (1, t2, t1) exp
(
− τc
τϕ
fa(t1, t2)
)
= ,
(II.81)
since we already calculated the remaining ones (II.55),(II.57) in section IIA 3.
We integrate partially over t4:
= −2 · 4v40τϕ
∫ t
0
dt3
∫ t3
0
dt2
∫ t2
0
dt1
(
exp
(
− t
τϕ
)
− exp
(
− t3
τϕ
))
×
exp
(
−−t3 + t2 − t1
τϕ
)
exp
(
− τc
τϕ
fa(t1, t2)
)
= ,
40
and repeat the partial integration for t3
= −2 · 4v40τ 2ϕ
∫ t
0
dt2
∫ t2
0
dt1
(
1− t
τϕ
− exp
(
−t− t2
τϕ
)
+
t2
τϕ
)
×
exp
(
−t2 − t1
τϕ
)
exp
(
− τc
τϕ
fa(t1, t2)
)
. (II.82)
We use this intermediate result (II.82) and collect all the terms (II.55),(II.57)
belonging to equation (II.75) to express the kurtosis κ = ⟨r4⟩/⟨r2⟩2 as
κ= κwhite − 2 · 4v
4
0
⟨r2⟩2 τ
2
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2
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+
+
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)
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t2
τϕ
)
×
exp
(
−t2 − t1
τϕ
)
exp
(
− τc
τϕ
fa(t1, t2)
) }
, (II.83)
where we used κwhite from (II.60). The numerical evaluation of this equation
(II.83) was used to plot the dashed lines in figure 11. For small correlation
time (τc = 0.1) the approximation align with the simulation results (blue
symbol +), with the white noise limit κwhite from (II.60) and only deviates
for small times t. For larger correlation times the approximation reflects the
principal trend of the simulations, such as the existence of the maximum, the
approximate position of the maximum and the approaching of the Gaussian
limit form above indicating a transient distribution with heavier tails. The
approximation largly overestimates the simulation results for the kurtosis.
As further evaluation of the integrals in (II.83) leads to a rather long expression
we wrote it in the appendix A 4 and write here only the resulting asymptotic
behavior t≫ τϕ and t≫ τc:
κ= 2− 3τϕ
t
+ 2τ 2c
∞∑
n=1
(
2τc
τϕ
)n n∑
m=0
1
(n−m)!m!
(−1)m
n (τc +mτϕ)
1
t
. (II.84)
This equation requires that τc is not any integer multiply of τϕ. It is possible to
consider this case too, but we do not do so, such cases might be approximated
by τc plus a small quantity ϵ≪ 1. The first to terms of this asymptotic (II.84)
are the result for the white noise case (II.60). The third term considers the
influence of the correlation time τc. The asymptotic (II.84) provides a time
scale τG for the transition to the Rayleigh distribution and does in contrast to
white noise case depend on the time scale τc and might be significantly larger
than the time scales relaxation time τϕ and correlation time τc. The dashed
dotted lines in figure 11 correspond to the asymptotic (II.84), where we chose
τG to be slightly larger than in the simulations, i.e. τc = 3.1 and τc = 6.1,
due to the restriction imposed on (II.84). Comparing the dashed dotted lines
with the symbols indicates that this asymptotic sets an upper boundary for
the transition, at least for approximately τc ≥ 1. For n = 1 and m = 0 in
equation (II.84) our previous estimate [1] is recovered.
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FIG. 12. Left: Time evolution of the displacement distribution for indicated times
and parameters. Colored symbols correspond to simulations of the Langevin equa-
tions (II.1),(II.62), (II.63). The black line corresponds to the Rayleigh distribution
(II.47) for (t = 49.9). The black dashed line shows equation (II.73) with Deff from
equation (II.13),(α = 1) at t = 20. At this time the displacement distribution (blue
circles) displays an behavior well described by (II.73), with a cut off at the maxi-
mal distance v0 t = 20 and at time t = 49.9 (red triangles) it has come closer to
a Rayleigh distribution and therefore to a Gaussian PDF in Cartesian coordinates.
Right: Probability densities of displacement distributions for various noise intensities
σ in equation (II.63). Colored symbols correspond to simulations. The black dashed
lines are the approximation from equation (II.73) and fit the simulations well.
The convergence to a Rayleigh displacement distribution according to equation
(II.47) can be observed on the left of figure 12. The displacement is plotted at
indicated instances of time t for fixed correlation time τc = 6. Symbols belong
to simulations of the Langevin equations, the dashed line to the approximation
(II.73), the solid line to the Rayleigh approximation (II.47). At the smallest
time t = 20 = 20τϕ, which is still large against the relaxation time τϕ and three
times larger than the correlation time the displacement is well approximated
by equation (II.73), while at the largest time t = 49.9 the displacement follows
still not yet the Rayleigh distribution but is close. On the right of figure
12 the influence of the noise strength σ on the displacement is shown. The
symbols again are simulation results, the dashed line is according to (II.73).
The time is fixed at t = 49.9, the largest time of the picture on the left. The
distributions are plotted for different noise strength and align with the dashed
lines. Increasing the noise strength extends the transient regime. The faster
decay of the distributions at higher noise strength correspond to an increase in
the directional changes of the particles in a given time interval and with that
to small spatial increments in that given time interval.
C. Discussion
We considered an active particle with constant speed. The direction of motion
can be subjected to a constant torque. As new feature we considered for the
angular driving the broad class of α-stable noise. This choice of noise might
allow a more accurate description of active motion observed in experiments
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as directional changes not necessarily have to follow a Gaussian distribution.
One also might consider the described active motion as a run and tumble
process with vanishing tumbling time. We found the relaxation time τϕ sep-
arates ballistic motion of the particle at small time scales t ≪ τϕ and normal
diffusive motion at large time scales t ≫ τϕ. We calculated the MSD (II.9)
and the effective diffusion coefficient (II.13). Both quantities scale with the
relaxation time τϕ. The diffusion coefficient exhibits a maximum depending on
the torque. We elaborated on an adiabatic elimination procedure and found
a coarse grained or overdamped description, that might be used if only the
diffusive regime of the particle is of interest and the ballistic motion can be
neglected. The overdamped equations are valid for time scales t≫ τϕ and dis-
tances smaller than the maximal possible distance
√
x2 + y2 ≪ v0t and lead
to an approximation for the displacement distribution (II.39), the average ve-
locities (II.40) and the variances of the velocities (II.35). This coarse graining
also enabled us to write down the overdamped Langevin equation (II.48). We
found as coarse grained equation passive Brownian motion with the effective
diffusion coefficient (II.13). The overdamped description does only through
the exponent in the relaxation time depend on the noise type. In order to
distinguish different noise types from experimental data the kurtosis (II.60) is
useful. This quantity was derived in section IIA 3. The kurtosis also reveals
that the convergence to a Gaussian displacement distribution happens on the
same time scale as the transition from ballistic motion to diffusive motion.
As a description of a run and tumble process with non vanishing tumbling time,
we considered angular driving by a colored noise process. This process was an
OUP with Cauchy distributed white noise and introduced an new time scale
τc. Surprisingly, the MSD and the effective diffusion coefficient are indepen-
dent of that correlation time τc and in fact equal to the MSD and the effective
diffusion coefficient of an active particle with angular driving by Cauchy dis-
tributed white noise (II.9),(II.13) (α = 1). We discovered and showed, that
the transition to a Rayleigh (II.47), or Gaussian displacement distribution
(II.39) does however depend on the correlation time τc and might exceed both
relaxation time τϕ and correlation time τc significantly. We provided an ap-
proximation for the Non-Gaussian displacement (II.73). Approximating the
kurtosis allowed us to provide an upper boundary for the transition between
seemingly exponentially distributed displacements and Gaussian distributed
displacements.
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III. A MODEL FOR LOCAL SEARCH
In this chapter, we introduce a model for local search. By “local search” we
mean foraging behavior in the neighborhood of a specific spot. Local search
consists of two parts: The search and The return. In our model both parts
are described by the same law. Local search is for instance observed for the
fruit fly Drosophila melanogaster. In case of the fly the specific spot is a food
source and the fly explores the vicinity of the food and returns to it and starts
exploring again. This way an oscillatory motion is created. The distance to the
food source oscillates. In our model, we will call the mentioned specific spot
“home”, as in animals the ability of keeping a reference location and returning
to it is called “homing” [59]. If the angle towards the home and the distance
to it are used for homing then the method employed by the animal is called
“path integration” [51, 59, 65, 66]. Path integration does not specify by what
means angle and distance come to be known, it can be either by external cues,
called allothetic, or by internal cues, called idiothetic [69]. The position of the
sun can be an allothetic cue, while idiothetic cues are based on some internal
storage mechanism [67, 68]. The mentioned fly is able to use idiothetic cues
to perform the homing and local search [51].
Other insects such as ants, bees and flies [60–63] are known to perform hom-
ing. In the mentioned examples of living objects the trajectories always appear
stochastic. Furthermore, a new age of exploration starts to develop, from the
technology point of view [73]. Explorer robots are being projected for missions
in the ocean [74–76] and space [73, 77]. Autonomous vehicles [76, 78–80] will
be used for data collection and local search. In the development of an scien-
tific understanding of these technologies and their devices, research in this field
relates in many cases successfully on data and/or numeric models developed
for animal navigation [73]. Often such devices are inspired by research on bi-
ological objects fulfilling different purposes, as for example, local search as a
permanent search and return process. A better theoretic-mathematical under-
standing of local search, might also explain the performance of self-navigating
objects.
The Lévy Flight Hypothesis [27] is concerned with non-local search. Here we
are concerned with the neighborhood of a certain spot, so a power law dis-
tributed step length might be counter productive. Often in the concept of
search oversampling is to be avoided. Here in the local search it is wanted,
at least for the home. There is another a reason why oversampling can be
considered useful: If using allothetic cues to determine ones position oversam-
pling allows of constructing a map of the surrounding and by that increase the
accuracy of the internal understanding of the position and angle.
Like in the previous chapter II, we consider an active particle with constant
speed. We orient ourselves on the fruit flies [51]. Although the fly performs
a run and tumble motion the walking can be approximated by a constant
speed [51]. While in [51] the walking distance is considered as the parameter
against many quantities are plotted, the authors say that while exploring the
fly moves almost continuously, so we use time as the corresponding parameter.
Figures here and in [51] will be comparable by replacing time trough the linear
relationship: walked distance divided by speed, or vice versa.
The local search is implemented through a coupling term between the position
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angle and the heading direction in the time evolution of the heading angle. This
implies that the active particle is able by some means to acquire information
about its relative position towards the home. We are not concerned, how the
particle does acquire these information. In a Cartesian frame of reference the
heading angle and the angle towards the home needs to be available, while
in polar coordinates the angle between the heading direction and the home
direction and the distance towards the home needs to be known. We introduce
additive α-stable noise in the time evolution of the heading direction. There
are three possible origin of the noise. The first noise source can be the limited
capability of the particle to choose an exact heading direction. The second
one is general and given by random outside events which might influence the
direction of motion, or internal noise, as for instance in flies the bio-computer
that calculates are neurons and these are stochastic. The third noise source
is lack of information. As the fly is considered to be foraging and having no
knowledge of its surroundings, it has to make decisions that can not be based
on information. The question, whether to turn left or right becomes a random
choice. Choosing α-stable noise allows for a variety of distributions. The
turning behavior of the mentioned flies is reported to follow a non Gaussian
statistics, for details see [51] figure 4. The noise in our model causes a steady
state spatial distribution. The results of this chapter were published in [4].
This chapter is organized as follows. In section IIIA, we introduce the model.
In the following section we discuss the deterministic model, while we consider
the dynamics with noise in III C. Afterwards in section IIID, we show that
an optimal noise strength to discover new food sources exist. In the following
sections, we discuss several extensions to the model, such as random reset
at the home III E, a possible uncertainty of the position angle IIIG distance
dependent coupling III F and lastly we discuss briefly the collective search of
a group IIIH, before we summarize this chapter III I.
The main part of this chapter has been submitted for publication [4].
A. The Model
As in chapter II the position of the active particle is given by the position
vector r⃗(t) = (x(t), y(t)). Its time evolution is given, as before, by:
˙⃗r = v⃗ = v0
(
cosϕ(t)
sinϕ(t)
)
. (III.1)
As mentioned in the introduction the active particle has constant speed v0.
The heading direction is given by the angle ϕ(t) ∈ [0, 2π) and is depicted
in figure 13. In addition to figure IIA, we introduce the home at (xh, yh),
the direction of the vector from the home to the actual position of the agent
given by the angle β(t) and the angle z(t) given as the difference between the
heading direction ϕ and the direction of the position relative towards the home
β(t) ∈ [0, 2π). For convenience the home is always situated at the origin of
the Cartesian reference frame (xh, yh) = (0, 0). As we choose the home at the
origin, the position vector always points out of the home in direction of the
particles current position and is given by the corresponding angle β(t) in polar
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FIG. 13. Schematic representation of coordinates. The angle ϕ(t) defines the cur-
rent heading direction pointing along the actual velocity. For convenience the home
(xh, yh) is situated at the origin. The angle β(t) is the direction of the vector from
the home to the agent positioned at r⃗(t) = (x(t), y(t)). The angle z is the difference
between the heading angle and the position angle and will be formally introduced in
section III B.
coordinates
β(t) = arctan
y(t)
x(t)
, (III.2)
as sketched in Figure 13. Directly at the home the angle β is undefined, we
choose β = ϕ+ π for (x, y) = (xh, yh). With this choice, we continue the angle
β for the situation of a particle radially approaching the home. For a motion
directly approaching the home the velocity vector v⃗ and the position vector r⃗
are antiparallel. Passing straight through the home the angle β jumps by π
and the direction of the particles position vector and the heading coincide.
In difference through the freely moving active particles from IIA, we consider
an additional coupling term towards the home in the time evolution of the
heading direction ϕ
ϕ˙ = κ sin(ϕ− β) + σ
v0
ξ(t). (III.3)
As we will elaborate in section III B, this coupling, given by the the determin-
istic drift term of equation (III.3), causes an oscillatory motion towards and
away from the home in the two spatial dimensions. The introduced model is
similar to the deterministic Mittelstaedt bicomponent model [70–72] but even
the deterministic properties of this system do not seem to be analyzed detailed.
Also our model contains a noise source and we can generalize the model to a
class of models by considering different distance dependent couplings in sec-
tion III F. Additionally worth mentioning seems, that these kind of coupling
has been used as a repulsive pairwise interaction between active particles in
collective phenomena [34] and can be used as an pairwise attraction to reach
cohesion in a swarm. The parameter κ > 0 is the coupling strength. We
consider here the coupling strength to be positive but mention that for values
smaller zero κ < 0 the cited repulsion [34] can be realized. For κ = 0 the
particle becomes the freely moving particle from section IIA. The determin-
istic drift vanishes if position vector and velocity vector are either parallel, or
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antiparallel. Parallel corresponds to motion radial away from the home, while
for motion towards the home the vectors are antiparallel. The deterministic
drift itself has a stable fixed point for ϕ−β = π (antiparallel) and an unstable
one for ϕ − β = 0 (parallel), for coupling strength positive κ > 0 and consid-
ering the interval (−π, π]. One might now think, that the deterministic drift
will always causes an attraction towards the home-pointing direction. We will
show in the following section III B that in fact the home-pointing direction is
stable, or attractive for distances larger than a characteristic length scale rc
and repulsive for distances smaller this length scale. The length scale rc arises
out of the different time evolution of the angle of the position vector β and the
angle ϕ of the velocity vector. If the direction of the position vector changes
faster than the direction of the heading then the home pointing direction is
repulsive and vice versa.
The second term ξ(t) in (III.3) is the α−stable noise term. The noise is sym-
metric and σ is the noise strength.
We introduce the dimensionless time
t′ = κt (III.4)
and the dimensionless position vector
r⃗ ′ =
r⃗
rl
, (III.5)
with the characteristic length scale
rl = v0/κ . (III.6)
We also introduce the noise intensity
σ′ =
σ
rl κ(α+1)/α
. (III.7)
For convenience, we will drop the prime and continue to write t, r⃗, σ, but
mean t′, r⃗ ′ and σ′. The EQM (III.1),(III.3) become
˙⃗r = v⃗ =
(
cosϕ(t)
sinϕ(t)
)
. (III.8)
and
ϕ˙ = sin(ϕ− β) + σξ(t). (III.9)
The angle β remains (III.2), as we dropped the prime.
The equations of motion (III.8) and (III.9) take in polar coordinates r(t) =√
x2(t) + y2(t) and β(t) given by (III.2) an especially simple form:
r˙ = cos(ϕ− β), (III.10)
for the radial velocity and
β˙ =
1
r
sin(ϕ− β), (III.11)
for the angular velocity of the position angle. Although the distance r(t)
and the position angle β(t) are stochastic values their respective equations of
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motion do not contain noise sources, as the Cartesian velocities also do not
contain noise sources. Despite the stochastic character the speed of the particle
is always constant i.e. r˙2 + (rβ˙)2 = 12.
Defining now the angle z(t) ∈ (−π, π] as the difference of the heading and the
position angle, i.e. z(t) = ϕ(t)− β(t), we derive
r˙ = cos(z), (III.12)
β˙ =
1
r
sin(z) (III.13)
and consequently
z˙ = ϕ˙− β˙ =
(
1− 1
r
)
sin(z) + σξ(t). (III.14)
These three equations are the stochastic nonlinear dynamics of the local
searcher in polar coordinates. One immediately notices that the β(t)-dynamics
(III.13) separates from the stochastic motion on the (r, z) plane. The solutions
of (III.12) and (III.14) determine after insertion in (III.13) and its integration
the further behavior of the angle β(t).
We also point out that in equation (III.14) the length scale rc has emerged. It
reads
rc = 1 , (III.15)
and defines the relative angular speed between the position vector and the
heading vector. In the noise free setting (σ = 0) both vectors rotate always in
the same direction. But for distances smaller rc the heading rotates slower then
the position vector. Otherwise the heading is faster. The search and return
motion will be an oscillatory sequence around rc defined by the interplay of
the two vectors.
We will now discuss in detail the deterministic trajectories of the particles
(σ = 0). Later on, in section III C the stochastic properties of the motion will
be investigated.
B. The Deterministic Model
In this section we derive, deterministic trajectories and discus their properties,
such as period length of one away and return cycle and apsidal precession.
The trajectories will be expressed through the distance r from the home as
parameter.
Without noise the time evolution (III.14) of the angle z becomes:
z˙ =
(
1− 1
r
)
sin(z) . (III.16)
Equations (III.12), (III.13) and (III.16) define the dynamics of our determin-
istic searcher and have to be supplemented by initial conditions r0 = r(t =
0), z0 = z(t = 0), β0 = β(t = 0).
Resulting trajectories will depend on initial conditions for the spatial coordi-
nates r⃗(t = 0) = (x0, y0) and the heading angle ϕ(t = 0) = ϕ0.
48
1. Fixed Points And Separatrices
As the (r, z) dynamics separates from the β dynamics, we discuss first the
reduced dynamics and the complete one later. The simplest solution are the
fixed points. In the (r, z) plane, there are stationary fixed points at z0 =
±π/2 and r0 = rc, with r˙ = z˙ = 0. The fixed points have purely imaginary
eigenvalues λ. They are of the center type. The eigenvalues are λ = ±i. Those
solutions correspond to circular trajectories in the (x, y) plane with radius
r0 = rc. In dependence on the initial sign of z0 the particles rotate either
clockwise or anticlockwise. The initial heading direction is perpendicular to
the position vector and remains so for all time.
The second class of trivial solutions belongs to states with z(t) = 0, π. States
with z(t) = 0 define the radially unbounded case. Since ϕ(t) = β(t) the
particle always moves radially away for r > 0, as the angular velocity vanishes
(z˙ = 0) in the noise free situation. The trajectories become straight lines and
the distance to the home grows unbounded. The particles escape to infinity
r(t) = t+ r0
β(t) = β0
z(t) = 0 . (III.17)
The state z = 0 can be only approached if either z0 = 0 or through an incoming
trajectory z0 = π. In the second case the particle started with z = π at r0 > 0
will radially approach the home z = π, pass through it while the angle z jumps
to z = 0, as the position angle jumps β = β0 + π and then move away with
z = 0. Any trajectory directly started at the home, also escapes to infinity, as
we set at the home β = ϕ.
The behavior of a particle radially approaching the home is consistent with a
repelling boundary at r = 0. Trajectories running nearby this boundary are
unable to attach to the boundary due to the 1/r item in the z dynamics. In
consequence the state r = 0 plays the role of an extended saddle point with
an incoming separatrix at z = π and an outgoing one along z = 0. This is
also confirmed by the fact that the two lines play the role of a separatrix.
We show that both lines divide the (r, z) space into two half planes on which
either a clockwise or and anticlockwise periodic motion takes place. Both sets
of solutions do never merge.
2. The Oscillatory (r, z) Dynamics
Aside from the spatially unbounded solutions, all other solutions are spatially
bounded. For each remaining trajectory there exists a minimal and a maximal
distance from the home. The angle z oscillates between maximal and a minimal
value. Alternating attraction towards and repulsion from the outward direction
(z = π) results in the formation of closed loops in the (r, z) plane.
The (r, z) dynamics is presented in figure 14. The arrows indicate the direction
of motion. This figure is obtained by elimination of the time dependence of z
through expressing the angle z(r) with r as parameter. We differentiate z wit
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respect to the position r:
dz
dr
=
z˙
r˙
= −
(
1
r
− 1
)
tan(z). (III.18)
In this equation (III.18) the distance and the angle can be integrated separately
and we find parametrically z(r). With the initial conditions r0 and z0, we can
formally write the angle in dependence of the position as:
sin(z(r)) exp (−r) r = X(z0, r0) = sin(z0) exp (−r0) r0 = const. (III.19)
This is the formal solution z(r). The introduced X is an integral of motion for
the (r, z) dynamics. It depends only on the initial conditions. As this integral
of motion exists the (r, z) dynamics is conservative. In particular, the sign of
the initial angle also determines the sign of z(t) during the motion. The sign
does not change.
The solutions in the (r, z) plane are closed loops. Therefore, we can fix one
initial condition. Every parametrized trajectory z(r) at least crosses r = rc.
Therefore, we set r0 = rc. The integral of motion becomes a function of z0,
only, i.e. X = X(z0). This angle z0 can be restricted to z0 ∈ [−π/2, π/2]. The
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FIG. 14. Left: Sample trajectories in (r, z) plane according to equation (III.19).
Color-bar corresponds to initial starting angle z0 and thus colored trajectories belong
also to different values ofX(z0). Right: minimal and maximal distance in dependence
of the initial angle z0 for r0 = rc.
motion along z0 = 0 corresponds to X = 0. The fixed points have z0 = ±π/2
with the X-value according to (III.19).
The solutions of (III.19) are shown on the left of figure 14 in the (r, z) plane.
The color of each trajectory corresponds to an initial angle z0 according to
the color-bar. For the colors, we fixed r0 = rc. As already mentioned the
sign of the angle z(t) does only depend on the initial condition and does not
change over time. Hence, there is no trajectory which crosses the separatrices
z = 0 or z = ±π, in fact the angle z(t) is bounded when considering a specific
trajectory. Like the angle z, the angular momentum
L = r2β˙ = r sin(z) = exp (r)X(z0), (III.20)
does never change its sign along a trajectory. It follows that in the deterministic
model the particles either move with z > 0 in a clockwise, or with z < 0 in a
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counterclockwise fashion around the home in the Cartesian coordinate system.
The upper and lower half plane in figure 14 correspond to particles starting
with either z0 > 0 or z0 < 0, respectively.
The derivative dr/dz vanishes at the maximal rmax and minimal rmin distances
(perihelion and aphelion). This is at z = ±π/2 the case. Following equation
(III.18), we set z = ±π/2 in equation (III.19) and obtain for both distances:
rmax/min exp
(−rmax/min) = |X(z0)|. (III.21)
We present on the right of 14 the extremal distances in dependence of the
initial angle z0, with r0 = rc.
The kinetic energy of the active particle with constant speed is given in Carte-
sian coordinates by Ekin = (x˙2 + y˙2)/2 = 1/2. In polar coordinates the energy
reads Ekin = (r˙2 + r2β˙2)/2. The energy in coordinates (r, z) becomes:
Ekin =
1
2
r˙2 +
1
2
sin2(z(r)) =
1
2
, (III.22)
where we used (III.13).
From the kinetic energy the radial velocity follows as:
r˙2 =
(
1− sin2(z(r))) . (III.23)
At rmax/min the radial velocity vanishes r˙(r = rmax/min) = 0. At those turning
points, the motion away from the home turns to motion towards the home
and vice versa. The corresponding circular velocity becomes maximal β˙(r =
rmax/min) = ±1. The radial velocity is maximal at r = rc, as the derivative
0 = dr˙/dr = sin(z) tan(z)(1/r − 1) vanishes at rc = 1. The value of the
maximal radial velocity is given by r˙(r = rc) = ±
√
1− sin2(z0), under the
condition that we set r0 = rc. The angular velocity of the position angle is
then given by β˙(r = rc) = sin(z0).
3. Period Length And Shift Of The Position Angle
The motion of the particle in the (r, z) plane is periodic. Hence, a period
length can be calculated for the time T between to consecutive visits of the
minimal distance. We determine the period T of one cycle following equation
(III.23). We express the angle z through equation (III.19) and derive for the
period the expression
T (z0) = 2
∫ rmax
rmin
dr
1√
1−
(
X(z0)
r
)2
exp (2r)
. (III.24)
The numerical evaluation of this equation is presented on the left of figure
15 as solid line. The periods are shown dependence of the absolute value of
the angle |z0|. Additionally as symbols we show the period obtained from
simulations of the deterministic version of equations (II.1) and (III.3). The
value of the period length decays monotonously with growing z0. At z0 = 0
the particle escapes r → ∞. Hence the period T diverges. As |z0| grows the
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FIG. 15. Left: Period length of one cycle in dependence of the initial angle z0 with
r0 = rc. The solid line corresponds to equation (III.24). Symbols from simulations of
equations (II.1) and (III.3) with vanishing noise (σ = 0). Right: Value of the apsidal
precession of the orbit in the (x, y) plane during one revolution as line corresponding
to equation (III.26). Symbols from simulations of equations (II.1) and (III.3) with
vanishing noise.
particle performs smaller and smaller excursions until the limit of the circular
orbit at the stationary center |z0| = π/2 is reached. Considering our definition
of the period as two consecutive visits of the minimal distance, the particle is
always at the minimal distance. Therefore, as a continuation of the previous
definition, we chose the natural definition of T = 2πr/v0 = 2π for |z0| = π/2.
We leave the reduced (r, z) dynamics and determine now the value of position
angle β in dependence of the distance r. Using the equation for the angular
velocity of the position angle (III.11) and equation (III.19), we write the dif-
ferential for the angle β in dependence of the radial position r as dβ/dr and
integrate formally with initial distance r0 and angle β0:
β(r) = β0 +
∫ r
r0
dr
r
1√(
r
X(z0)
)2
exp (−2r)− 1
. (III.25)
After one cycle the trajectory has moved through the maximal and the minimal
distance rmax/min, reaches again r0 and has accumulated an angular shift ∆β
of
∆β(z0) = −2π + 2
∫ rmax
rmin
dr
r
1√(
r
X(z0)
)2
exp (−2r)− 1
. (III.26)
On the right of figure 15 we show values of the shift at the extremal elongations
in dependence of the initial angle difference z0. The shift according to equation
(III.26) is shown as line, while the symbols correspond to the simulation results
of (II.1) and (III.3) for vanishing noise σ = 0.
4. Dynamics In The (x, y) Plane
Corresponding to the oscillatory trajectories in the (r, z) plane the searcher
performs a motion around the home in the (x, y) plane. The motion in the
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(x, y) space is reminiscent of the apsidal precession of the planetary motion,
where the aphelion and perihelion shift during one revolution around the center
of gravity. The shape of the trajectories is also reminiscent of Lissajous curves,
or Rose curves and the motion is in general quasiperiodic. An interesting value
is the time Tros needed for the precession to rotate more than 2π meaning that
a rosette has completely formed. One can estimate this time after determining
the number of leaves K(z0) necessary for the completion of the rosette. It
reads K(z0) = 2π/∆β(z0). Therefore, it becomes
Tros(z0) =
2π
∆β(z0)
T (z0) , (III.27)
with expressions from (III.24) and (III.26).
Finally, we express the spatially bounded trajectories in the (x(r), y(r)) plane
through the parameter r
x(r) =
{
cos (β) , z0 = ±π/2, r0 = rc = 1, ∀β ∈ [0, 2π)
r cos (β(r) + l∆β) , otherwise
(III.28)
y(r) =
{
sin (β) , z0 = ±π/2, r0 = rc = 1, ∀β ∈ [0, 2π)
r sin (β(r) + l∆β) , otherwise
(III.29)
where β(r) is due to (III.26) and with r ∈ [rmin, rmax], and the positive number
of revolutions around the home l ∈ N+. The first case is the circular trajectory.
If the home (xh, yh) is not situated at the origin of the coordinate system one
can shift x′(r) = x(r)− xh and y′(r) = y(r)− yh.
Figure 16 shows sample trajectories according to equations (III.28) and
(III.29). The location of the home is marked as green dot. The pictures
correspond to three different initial angles z0, i.e. top left: z0 = π/2.2, top
right: z0 = π/4, bottom: z0 = π/8. The initial position in the (x, y) plane
is chosen by x0 = 0 and y0 = rmin(t0). The arrows indicate the direction of
motion for these specific initial conditions. While for z0 = π/2.2 the trajectory
is almost circular, it becomes more and more stretched the smaller z0 becomes,
the maximal distance increases, while the minimal distance gets closer to zero.
5. Newtonian Mechanics
In this subsection, we will expand on the analogy to celestial motion. This
subsection elaborates on a particle with constant speed moving in a potential
around a central body. Taking the time derivative of the radial velocity (III.12)
leads to the Newtonian equation
r¨ =
(
1
r
− 1
)
sin2(z) . (III.30)
Using the integral of motion X(r0, z0) (III.19) the acceleration becomes
r¨ =
(
1
r
− 1
) (
X(r0, z0)
r
)2
exp (2 r) . (III.31)
53
−1 0 1
x
−1
0
1
y
−2 −1 0 1
x
−2
−1
0
1
y
−3 −2 −1 0 1
x
−3
−2
−1
0
1
2
3
y
FIG. 16. Typical trajectories in (x, y) plane, green dot marks the home. The particles
for all trajectories start at the minimal distance from the home x0 = 0, y0 = rmin(z0)
and the trajectories are plotted till the maximal distance is reached the fourth time.
Shown are three different initial z0. Top Left: z0 = π/2.2, Top Right: z0 = π/4,
Bottom: z0 = π/2.2, z0 = π/4, z0 = π/8. The arrows indicate the direction of
motion. The inverse motion is also possible.
This is conservative motion, as the force on the r.h.s. can be written as deriva-
tive of an effective potential, with
Ueff(r) =
1
2
(
X(r0, z0)
r
)2
exp (2 r) , (III.32)
leading to
r¨ = − ∂
∂r
Ueff(r) . (III.33)
So, the motion of the particle is conservative and it moves through a central
field, with the potential energy given by (III.32). The particles motion is
oscillatory. At perihelion and aphelion the potential energy is extremal Ueff =
1/2, as the radial velocity vanishes at those distances in the total energy E =
r˙2/2 + Ueff = 1/2 of the particle.
C. The Stochastic Model
As we have discussed the deterministic we now consider the system with noise.
The equations of motion are given by (III.12),(III.13) and (III.14). Compared
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to the discussion so far, now two more parameters have to be considered:
(i) the parameter α for the noise type and (ii) the parameter σ - the noise
strength. The noise acts only on the ϕ(t) dynamics, respective z(t) dynamics.
This is of central importance for the stochastic system. The radial dynamics is
perpendicular to the z dynamics. The speed of the particle is always constant.
In the stochastic system the unbounded motion is unlikely. Trajectories remain
with high probability at finite distances from the home. Therefore, generally
the noise stabilizes the motion of the searcher.
1. Stochastic Dynamics
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FIG. 17. Typical trajectories with small noise strength σα = 0.01. Trajectory in
the (x, y) plane. Green dot marks the home. Particle starts at (0, 0) and moves for
∆t = 50 (red dot). Left: α = 2, Right: α = 0.5.
The noise type controls jumps of the heading angle. This behavior is illustrated
in figure 17. Typical trajectories in the (x, y) plane for small values of the
noise strength but two different noise sources are shown: Gaussian white noise
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FIG. 18. Typical trajectories in (x, y) plane for larger values of the noise strength,
i.e. σα = 0.5. Particle starts at (0, 0) (green dot) and moves for ∆t = 50 (red dot).
Left: α = 2, Right: α = 0.5.
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α = 2.0 on the left and α = 0.5 on the right. The noise strength is chosen such
that the influence of the deterministic part of the time evolution of the heading
(III.3) is clearly recognizable, i.e. σα = 0.01. The particle starts at the home,
marked as green dot at (x, y) = (0, 0) and a time frame of ∆t = 50 is shown.
On the left for Gaussian white noise the trajectory is wiggling. This behavior
is due to a lot of small noise induced changes in the direction of motion: The
trajectory on the right with α = 0.5 is rather smooth corresponding to almost
no change in the deterministic heading and with one clear sudden jump at
(x, y) = (4, 2).
The deterministic influence on the trajectories becomes suppressed when in-
creasing the noise strength. This can be seen in figure 18. The noise strength
σα = 0.5 was increased compared with the previous figure 17. The trajectory
starts at the home (x, y) = (0, 0) and the particle moved for the same time
interval ∆t = 50 as before. The deterministic part of the motion is no longer
visible and also the trajectory on the right (α = 0.5) appears to be confined to
a smaller region of space compared with the left figure. Although the trajec-
tory seems to be confined to a smaller region, we show in the following section
III C 2, that the overall probability density function to find a particle at a
specific point (x, y) is independent of the noise type α and the noise strength
σ.
2. Spatial Distribution
We derive the marginal density of the distance from the home, as it is a mea-
sure to characterize the spatial extension of the search. By solving of the
corresponding Fokker-Planck equation (FPE) we derive the asymptotic sta-
tionary expression for the marginal density. To find this marginal density we
inspect the the probability density function (PDF) of the stochastic dynamics
under consideration. The transition PDF P (r, z, β, t|r0, z0, β0, t0) determines
the density in three dimensional space r, z, β at time t, if started with the
initial conditions r0, z0, β0 at t0. Likewise in the deterministic case, we the
stochastic β dynamics separates from the two other variables (r, z). It holds
that P (r, z, β, t) = P (r, z, t)P (β, t|r, z)meaning that the r, z dynamics is inde-
pendent of the β dynamics. We omitted the initial conditions for simplicity.
To get the marginal spatial density, we may restrict to the consideration of
the PDF P (r, z, t|r0, z0, t0) for finding a particle at distance r and having the
angle z at time t if started at time t0 at distance r0 with z0.
We omit further the initial conditions in the notation of the PDF, as we are
only interested in the asymptotic stationary limit when initial conditions are
forgotten. Given equations (III.12) and (III.16), we can write down the corre-
sponding Fokker Planck equation[99–101].
∂
∂t
P (r, z, t) =
[
− ∂
∂r
cos(z) +
∂
∂z
(
1
r
− 1
)
sin(z) + σα
∂α
∂|z|α
]
P (r, z, t)
(III.34)
We assume a steady state P (r, z, t → ∞) = P0(r, z), with ∂P0(r, z, t)/∂t = 0
and make a separation Ansatz
P0(r, z) = P0(r|z)P0(z). (III.35)
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FIG. 19. The stationary radial PDF P0(r). Symbols from simulations of equations
(III.8) and (III.9), with (III.2). Black line according to equation (III.37)
Since the noise spreads the probability homogeneously around the angular
dynamics and as no effective force repels the noisy shifts, no direction z is
preferred. Therefore, we assume that z(t) becomes equidistributed after the
relaxation time τ from equation (II.7) and we set P0(z) = 1/2π. The fractional
derivative for the constant distribution vanishes. Further on, it turns out that
this homogenization in the angular dynamics results also in an independence
of the asymptotic spatial distribution on z, i.e. P0(r|z) −→ P0(r). Afterwards,
we find for the latter radial PDF the equation:
0 =
[
− ∂
∂r
+
1
r
− 1
]
cos(z)P0(r) . (III.36)
The PDF does no longer depend on the angle z, so we can drop the cosine
function, integrate and the radial PDF is given by
P0(r) = r exp (−r) . (III.37)
Including the angle z, we get
P0(r, z) =
r
2π
exp (−r) . (III.38)
It is surprising that the spatial density and therefore the probability to find
a particle at a specific distance from the home, does neither depend on the
noise type, nor on the noise strength. The reason behind this is that the noise
acts perpendicular to the motion of particles. The distribution (III.37) is even
valid and holds true for σ = 0 if the system is initially distributed according
to (III.37). The spatial distribution P0 has a maxima at r = rc = 1.
If considering dimensions of the coordinates the length scale becomes rc =
v0/κ. Increasing the coupling strength κ and keeping the speed v0 fixed shifts
the maxima closer to the home and the peak becomes more pronounced. The
stronger the coupling towards the home the closer to the home is the maxima
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situated. Increasing the speed v0 leads to a growth of the distance between
home and maxima and it broadens the spatial distribution P0(r).
Returning to dimensionless Cartesian coordinates the PDF reads:
P0(x, y) =
1
2π
exp
(
−
√
x2 + y2
)
(III.39)
This PDF has maximal probability density to find the particle at the home
(0, 0). We mention that the stationary PDF of the angle β is also uniform at
all distances.
Figure 19 shows the stationary radial PDF P0 from (III.37) as line in compar-
ison with simulation results of equations (II.1) and (III.3), with the position
angle defined as (III.2). The simulations confirm that indeed the radial PDF
is independent of noise type α and noise strength σ. We underline that the
stationary spatial density qualitatively agrees with the experimental findings
for the observed residence probability of a fruit fly as reported in [51]. Consid-
ering dimensions again: Taking the speed v0 = 10mm/s from [51] and judging
from figure S4 in [51], we consider κ = 0.5/s to be realistic values for a fly.
3. The Relaxation Time τ
We investigate now the time scale that determines how the stationary radial
PDF is approached. It will turn out, that the determining time scale is equal
to the time scale τ after which an freely moving active particle has forgotten its
initial direction of motion (II.7). We consider the integral of motion X(z0, r0)
from (III.19) together with the distance r as variables, as shown in figure
20. Deterministic trajectories with initial conditions (r(t = 0) = r0, z(t =
0) = z0) are straight lines in the (r,X) space, as X is a constant, i.e. X˙ = 0.
Deterministic trajectories in dependence of the initial conditions z0 and r0 = rc
are shown in the (r,X) space in figure 20 as color-coded lines. The colors
correspond to the respective trajectories of figure 14.
The envelope equals the not normalized spatial distribution (III.37). The
transformation from the (r, z) plane to the (r,X) plane does not preserve
the direction of motion towards and away from the home, both happen on the
same line.
In the noise driven system the value of X becomes stochastic and as conse-
quence time dependent. It looses the meaning of an integral of motion. The
noise facilitates vertical motion in figure 20. This is contrary to the determin-
istic case where no vertical motion is possible. We plot as black lines in figure
20 the previous trajectories of figure 17 with low noise intensity σα = 0.01 in
the top row and in the middle row the trajectories of figure 18 with σα = 0.5.
We chose a noise strength of σα = 4.0 for the bottom row. On the left the noise
type corresponds to Gaussian white noise α = 2 and on the right to α = 0.5.
We note three things, when looking at the pictures: (I) The different noise
sources act differently, while Gaussian white noise causes rather continuous
small vertical changes, the noise with α = 0.5 acts mostly through sudden
jumps. This can be clearly seen in the top and middle row. The trajectories
for α = 0.5 stay a rather long time with a specific deterministic trajectory
compared to the Gaussian noise case. (II) The time needed for a vertical
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FIG. 20. Top: Trajectories of figure 17 with σα = 0.01 in (r,X) plane. Middle:
Trajectories of figure 18 with σα = 0.5 in (r,X). Bottom: Sample trajectories
with high noise strength σα = 4.0. Total trajectory length is t = 50 corresponding
to t = 0.5τ (Top) and t = 25τ (Middle) and t = 200τ (Bottom), with τ being
the relaxation time from (II.7). Color coded straight horizontal lines are various
deterministic paths with constant X(z0, r0 = rc) values. Colors correspond to the
deterministic motion in the (r, z) plane of figure 14. Left: α = 2, Right: α = 0.5,
motion of the particle depends on noise strength. This can be seen following the
pictures in a column. With increasing noise strength the particles distribute
faster over all possible values of X. We also note, that the motion in radial
direction slows down with increasing noise strength. Especially clearly visible
is this in the Gaussian white noise column.
Although the behavior on the trajectories within a row appears quite different,
the relaxation time τ is equal for them, as we will show next.
We characterize the vertical motion, i.e. the motion in X direction, in figure
20 by the time evolution of the normalized ensemble average:
< X > (t) =
∫ ∞
0
dr
∫ π
−π
dz X(r, z)P (r, z, t|r0, z0, t0) . (III.40)
The value of X is conditioned to the initial values r0 and z0 at t0 with the re-
spective value X0 = X(r0, z0) according to (III.19). We find that this evolution
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FIG. 21. Left: Symbols show the normalized ensemble average of X obtained
from simulation of (III.8) and (III.9), with σα = 0.01 (τ = 100) and initial
X(t = 0) = X(z0). Black line: exponential decay according to (III.42) Right:
MSD < ∆r2 > from simulations of particles started at rc =
√
x20 + y
2
0 as at this dis-
tance the deterministic influence vanishes (rc = 1) for two different values of α, each
drawn for three different values of σα. The heading angles are uniformly distributed.
Dashed line corresponds to equation (III.47). The dotted dashed line corresponds to
a ballistic grows ∝ t2. The plotted time frame is well below the steady state spatial
distribution is reached.
is governed by the linear differential equation:
d
dt
< X >= −1
τ
< X > . (III.41)
The derivation of this equation based on the FPE multiplied by X and inte-
grated over r and z is given in the appendix A 5. As solution of (III.41) we
obtain:
< X(t) >= X0 exp
(
− t
τ
)
, (III.42)
with
τ =
(
1
σ
)α
. (III.43)
This time scale corresponds to the time scale τ from (II.7) after that a freely
moving active particle has forgotten its initial heading direction [1]. It has the
meaning of a relaxation time and is originated by the noise, without noise no
relaxation takes place since τ ∝ 1/σα →∞. The noise has as consequence that
any initial state X0 is forgotten for t≫ τ , as can be seen on the left of figure
21. For three different values of α but with the same relaxation time τ the
time dependent averages < X(t) > obtained from simulations of the equations
(III.8) and (III.9) with (III.2) are plotted as symbols. The analytical result
(III.42) is plotted as line. The time scale τ is the time that is needed to
vertically redistribute a trajectory in figure 20.
One can also derive this time scale by the Ansatz: P = exp(λ t)e(r, z) for the
FPE (III.34). We remark, that the fractional derivative of the sin-function is
the − sin-function following the definition of this derivative (I.31). Therefore
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the first eigenfunction can be found as:
e1(r, z) = sin(z)r
2 exp (−2r) , (III.44)
with the eigenvalue λ = −1/τ . Inserting this eigenfunction into the FPE
(III.34) shows that the drift terms on the r.h.s. cancel each other leaving only
the fractional derivative on the r.h.s..
The same time scale τ governs the motion in radial direction, horizontal mo-
tion in figure 20. However the radial motion is governed by an effect acting
oppositely as in case of the X. It means: particles spread slower in radial direc-
tion with increasing τ , while they spread faster in X direction as was discussed
above. In order to clarify this effect we derive an overdamped description of
the nonlinear (r, z) dynamics in the appendix A 6. The description is called
"overdamped" as the angle z is the fast variable and the dynamics of the dis-
tance r is assumed to be slow. For t≫ τ we find a Smoluchowski equation for
the evolution of the marginal radial PDF P (r, t|r0, t0). All dependencies on the
various α-values of the noise are expressed only through the relaxation time τ
as defined in (III.43). The equation for the marginal radial PDF becomes:
∂
∂t
P = Deff
∂
∂r
(
∂
∂r
P −
(
1
r
− 1
)
P
)
, (III.45)
with the effective diffusion coefficient
Deff =
τ
2
. (III.46)
This overdamped approximation is valid if the effective diffusion coefficient
remains finite. The diffusion coefficient (III.46) coincides with results for freely
moving active particles with angular driving by α- stable noise [1], (equation
(II.13)).
The previous solution for the steady state (III.37) does solve this overdamped
description. We also underline, that the spatial relaxation is proportional the
relaxation time. For large noise strength the particle moves locally diffusive,
especially around r ≈ rc. Therefore, the time after which a certain distance
∆r =
√
(x(t)− x0)2 + (y(t)− y0)2 has been reached in average through diffu-
sion can be estimated as
< ∆r2 >= 4Defftdiff = 2 τ tdiff . (III.47)
Here, the time scale τ acts oppositely the way it acts on X. Small τ means
fast relaxation in X but slow relaxation in the distance r and vice versa.
Figure 21 displays on the right as symbols the MSD < ∆r2 > obtained from
simulations for particles started at rc =
√
x20 + y
2
0 with uniform distribution of
the heading angle ϕ and as dashed line equation (III.47). The noise strength
and the noise source as indicated in the figure. The displayed time frame is
small against the time scale for the establishment of the steady state. With
increasing noise strength the simulation results for the MSD < ∆r2 > align
with (III.47). This implies that with increasing noise strength σ the relaxation
in radial direction slows down. We also show the same expectation value for a
small noise strength σα = .01. There the particle moves in the ballistic regime
and ⟨∆r2⟩ grows ∝ t2, as indicated by the dot dashed line.
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FIG. 22. Spatial distribution of 100 searchers after t = 5 for different noise strength.
Searchers started at r0 = 0.1, with uniform distribution of the position and the
heading angles. Different colors correspond to different values of X. Top left: σα =
0.01 Top right: σα = 4.0 Bottom: σα = 0.4.
The different dependence on the relaxation time of the radial and vertical
motion in the (r,X) plane will be the key element for the existence of an
optimal time for local search. The different temporal behavior depending on
the noise strength is also illustrated in 22. We show the positions of 100
simulated particles after t = 5. All simulated particles are started in the
vicinity of the home r0 =
√
x20 + y
2
0 = 0.1 at time t0 = 0. Gaussian white
noise was used for those simulations. The initial conditions for all pictures are
equivalent. The top row displays on the left small noise σ2 = 0.01, on the
right large noise σ2 = 4.0 and in the bottom row we show σ2 = 0.4. Color-
coded is the value of X. For small noise the particles practically follow the
deterministic trajectory. They are at t = 5 spread out and all are rather far
from the home. The color indicates that the value of X, does not differ much
between different particles. Note that, values of X close to each other does not
necessarily imply that the heading directions are equal. The extreme values of
X can only be reached at r = rc. For large noise the particles form a compact
cloud around the home. There particles move diffusive and very slow. The
colors indicate that the X variable is distributed over all possible values. In
the bottom row at the intermediate noise strength particles are spread out and
also distributed over all values of X. This different behavior dependent on the
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FIG. 23. Left: Distance r(t) from the home in dependence of time for two different
noise types and two different noise strength. Right: Corresponding autocorrelation
function of distances Cr,r(∆t). Values of α and σ are given in the graphs.
noise strength plays a crucial role in the local search of a new target.
D. Local Search
Local search consists of a search and a return part. We model both tasks
by the same stochastic dynamics. Now the properties of the return will be
discussed and, afterwards, the finding of a new spot.
1. Sojourn Time
Figure 23 shows on the left the radial distance from the home in dependence
of time. We present sample trajectories obtained from simulations for two
different noise sources and each noise source for two different noise strength.
Parameters are given in the figure. Particles were started at (x, y) = (0.1, 0)
with ϕ = π/2. The searcher performs a quasiperiodic motion around the
home. For the small noise intensity there exist longer periods where performs
the search, while for the larger noise those long periods disappear. On the
right the time dependent autocorrelation function of distances corresponding
to the trajectories on the left is plotted. In the simulations, we calculated
Crr(∆t) = lim
T→∞
1
T
∫ T
0
(r(t)− < r >)(r(t+∆t)− < r >)dt . (III.48)
We assumed stationarity and have set < r >= 2 in agreement with (III.37).
The presented results for the small noise intensity qualitatively agree with the
findings for the fruit fly [51, 63]. For comparing figure 23 with figure 6.B of [51]
we consider v0 = 10mm/s as given by [51] as realistic value. With this value
the lag in mm provided in figure 6.B of [51] becomes a time scale if divided by
the velocity.
As the particle repeatedly returns to the home the sojourn time distribution
is of interest. We show it in figure 24. The particles start close to the home
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FIG. 24. Return time density to the home for different noise sources and noise
strength. The home is assumed to be extended. Particles start at a distance r(t =
0) = 0.1 from the home on an outward trajectory and are considered to have returned
when the distance is r = 0.1 again. In the main picture the return time distribution
for three different noise sources at small noise strength is shown. A description of
the insets is given in the text.
with r(t = 0) = rsens = 0.1 and the initial angles z0 are uniformly distributed
between z0 ∈ [0, π/2] and z0 ∈ [−π,−π/2]. The particles start for this figure
on an outgoing trajectory. The distance rsens can be considered as size of the
home. The home is assumed to have been reached if the particle has again a
distance of r(t > 0) = rsens from it. The parameters are chosen to be consistent
with the previous examples. The main picture shows a low noise intensity case
σα = 0.01, while the inset on the right displays a rather large noise intensity
σα = 0.5. The inset in the middle corresponds to the deterministic case.
Note, that in the deterministic scenario particles start returning to the home
after tp ≈ 9.5. The particles which return first correspond to the initial con-
dition z0 = ±π/2. All other initial angles take a longer period of time. For
t > tp the distribution strongly descends and takes an exponential form.
We show in the central picture the low noise intensity with three noise types as
for this noise strength the sojourn time distribution are most distinct. With
increasing noise strength the differences start disappearing. All three noise
sources display a pronounced peak at approximately tp ≈ 9.5 in the main
picture. The noise types act distinct on the motion of the particles, while the
Gaussian noise almost at every instant in time causes a comparatively small
change in the deterministic trajectory, the other extreme, the α = 0.5 case,
rarely causes a change, but if so it can be a jump, compare with figure 20. This
distinction explains the sharp shape of the first peak for α = 0.5, almost like the
peak in the deterministic inset, and the smearing out of the peak for Gaussian
white noise. For Gaussian noise basically no particle returns for times roughly
t < 5, while for the Non-Gaussian noises some particles immediately return.
As Lévy noise with smaller α increases the probability of large sudden jumps,
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FIG. 25. Top: Mean time < t > till a new spot (xt, yt) at a given position in the
(x, y) plane is found in dependence of the noise intensity. Left: (xt = 1, yt = 0)
Right: (xt = 0.5, yt = 0).
the direction of motion of the particles can suddenly reverse and therefore
allowing an immediate return of the particle.
After the first peak several other peaks follow in all cases, but with different
intensity. Those peaks correspond to multipliers of ntp n ∈ N . Best visible
are those peaks for α = 0.5 up to roughly the correlation time τ .
A high noise intensity causes almost the same shape of the time distribution
for all noise types. Differences only remain at small times t ≪ tp, as can be
seen in the inset on the right. Both curves seem to decay in the same way and
therefore only a small time interval is shown.
2. Mean First Hitting Time
For insects an oscillatory motion around a given home is often considered to
be foraging, the question arises how fast can a particle in our model discover
a food source. We assume the searcher has a sensing radius rsens. A possible
size of the food source might be included in the sensing radius. This sensing
radius should be small against the length scale rc of our system, we chose
rsens = 0.1 ≪ rc = 1. The mean distance from the home of the searcher
is given by < r >= 2rc and the maximum of the steady state PDF for the
distance is situated at rc. Therefore, considering a sensing radius small against
this length scale is vital if one expects the searcher actually to discover new
places. We performed simulations of particles starting close to the home r(t =
0) = r0 = rsens, with uniformly distributed heading directions and position
angles and determined the mean first hitting time < t > till the food source
is discovered. Note, that equidistribution of z0 does not imply a uniform
distribution of the X-values. The target or the new food source was placed
at (xt, yt) = (rc, 0) and at (xt, yt) = (0.5, 0). The target is considered to be
discovered if the searcher is within a distance of rsens of it. We chose the first
spot at a distance of rc, as every deterministic bounded trajectory crosses this
distance and the spatial density (III.37) possesses the maximal value there.
As second spot, we display a closer one, to present how the behavior of the
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mean first hitting time changes. The searcher usually returns several times
to the home till the food source is discovered. We present in the top row of
figure 25 the mean first hitting time < t > for a given new food spot (xt, yt)
in dependence of noise strength σα. The latter is according to equation (II.7)
proportional to the inverse relaxation time 1/τ .
In both pictures a minimal mean first hitting time < t > at an optimal noise
strength can be seen. This minimal time does depend also on the distance
between the food source and the home. The optimal noise strength depends
on the distance of the target is situated and decays with growing distance.
The non-monotonous dependence of the hitting times can be explained as
resulting from the two counteracting effects the noise has on the variableX and
the distance r. The particle usually returns several times to the home before
discovering the new spot. Considering a deterministic motion σ = 0 the mean
first hitting time would depend on the period length, that in turn depends on
the initial angle z0. In figure 15 we presented the period length. The period
length diverged for |z0| → 0. Hence, some trajectories might never hit the
target and others take extremely long. We remind here, that the sensing radius
is small, so even after the accumulated apsidal precession is larger than 2π the
particle is likely not to have found the food source. With small noise present
the searcher can switch deterministic trajectories. Now particles following a
deterministic trajectory that never hits the target, or that takes extremely
long to return, might arrive earlier through switching. This redistribution is
proportional to the time scale of the integral of motion X given by (III.42).
Correspondingly the mean first hitting time decays proportional to τ from
(III.43). The mean first hitting time is always larger than the relaxation time
τ .
The second counteracting process starts to act at a higher noise. Now, the
deterministic motion can be practically neglected and slow diffusive motion of
the searcher dominates. The time scale for diffusive motion is given by (III.45)
and (III.46). An estimate for the distance ∆r traveled within a time frame is
given by equation (III.47). Conversely the time scales with ∝ 1/τ . Thus, for
large noise intensity the hitting time starts growing ∝ σα.
In our numerical simulations Gaussian white noise always performed slightly
better as all other noise types (α < 2). When changing the noise parameter
α to lower values we observed a small increase of the mean time < t >.
Compared to a diverging mean time for vanishing noise strength the effect
of the noise source is small. Hence, different turning statistics seem not to
significantly improve the local search in our model. Especially as we will see
in the following section III E that when considering a more realistic scenario
the differences caused by the noise sources diminish further.
This result is contrary to a result for freely moving Daphnia [15] during global
search, where an optimal turning angle distribution for search was found. How-
ever, we show in section IIIG that if an uncertainty of the perception of the
position angle by the searcher exists the noise source and therefore the turning
angle distribution significantly influences the likelihood to return to the home.
Figure 26 shows the mean first hitting time for fixed noise strength σα = 0.4
in dependence of the spot distance d. The times grow exponentially with the
distance. We point out that for each of the considered distances we observed a
non-monotonic dependence of the mean hitting times with respect to the noise
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FIG. 26. Mean time < t > for a fixed noise intensity σα = 0.4 in dependence of the
spot distance d, with (xt = d, yt = 0).
intensity σα.
We mentioned in section III C 2 that we consider with units present v0 =
10mm/s and κ = 0.5/s and therefore rc = 20mm as realistic values for a fly.
With these values the optimal time becomes < t >= 160s for a food source at
a spot distance d = 20mm and < t >= 800s for d = 40mm.
So far, we discussed the deterministic dynamics as well as the stochastic dy-
namics of the model and found an optimal noise strength in minimal time
for discovering a new spot. In the following sections, we will discuss several
extensions to this model.
E. Reset At The Home
We discuss here, a slightly optimized situation: Within close proximity of the
home the searcher chooses a new randomly selected outgoing direction. Thus,
the searcher starts, after arrival from a search period, the next search along
an arbitrary, randomly selected direction. This situation is closer to what is
observed for the fruit flies [51] and we believe it is closer to possible applications
of local search. This part of the thesis in accepted for publication in [5].
Figure 27 shows typical trajectories with reset at the home. On the right the
deterministic, noise free case is shown, while on the left Gaussian white noise
with a noise strength of σ2 = 0.4 is shown.
Figure 28 presents the mean first hitting times for the new food patch at
distance d = 1. At this distance the PDF for the distance (III.37) is maximal.
The searcher has again a sensing radius rsens = 0.1 that is small against the
length scale rc = 1. The reset of the direction of motion takes place at a
distance r = rsens from the home. We show again results for the two noise types:
Gaussian white noise (α = 2) and α = 0.5. There still exists an optimal noise
strength. The optimal noise strength is significantly shifted to smaller values
due to the additional random effect. The reset reduces the decaying effect
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FIG. 27. Sample trajectories with a random reset close to the home between two
searching excursions. The distance at which the reset occurs is chosen to be 0.2,
accounting for a sensing radius and a possible extension of the home. On the left
side is the deterministic noise free case. For the graph on the right Gaussian white
noise α = 2 and optimal noise σα = 0.4 was chosen.
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FIG. 28. Mean hitting time < t > for the search of a new food patch at (xt, yt) =
(1, 0) with random reset at home. The random reset occurs at a distance rsens=0.2
from the home. The reset reduces the mean hitting times for small strength.
on the mean first hitting time induced by the random distribution between
deterministic trajectories represented by the variable X through (III.43). The
decay towards the optimal mean search time is faster. The optimal mean search
time is slightly smaller than in the initially considered case. The minimum at
the optimal noise strength becomes more pronounced. We also point out that
through the additional random effect the minimal time for both displayed noise
sources α = 2 and α = 0.5 is almost equal. The noise source however will play
an important role if the position angle is not exactly known, as we will discuss
in section IIIG.
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F. Distance Dependent Coupling
In this section, we generalize the model by introducing a distance dependent
coupling to the home κ(r). This way a broader class of spatial densities and
deterministic trajectories can be expressed. We will find corresponding expres-
sions for the integral of motion (III.19), the spatial density (III.37) and the
relaxation time (III.43). This part of the thesis in submitted for publication
in [4].
In order to introduce the coupling κ(r), we leave the dimensionless description
and return to the initial EQM (III.1) and (III.3), with the angle of the position
vector β as given by (III.2). We introduce the new time evolution of the
direction of the velocity v⃗
ϕ˙ = κ(r) sin(ϕ− β) + σ
v0
ξ(t), (III.49)
with coupling κ(r), with r =
√
x2 + y2. The equations (III.1) and (III.2)
remain. We require that the function κ(r) has no singularity for all distances
including r = 0. This way we ensure that at the origin (x, y) = (0, 0) the
system in Cartesian coordinates is well defined. A second condition on κ(r)
will be set, when we require the spatial density of the searchers shall to be
normalizable.
The time evolution of the full system in polar coordinates with the additional
angle (r, β, z) is now given by:
r˙= v0 cos(z)
β˙=
v0
r
sin(z)
z˙=
(
κ(r)− v0
r
)
sin(z). (III.50)
Following the steps of section III B, we derive the integral of motion:
sin(z(r)) exp
(
−U(r)
v0
)
r = X = sin(z0) exp
(
−U(r0)
v0
)
r0 . (III.51)
Therein we have defined
U(r) =
∫ r
0
dr′κ(r′). (III.52)
Again a particle with an initial angle z0 = 0 or z0 = π will move on a straight
line. For all other deterministic trajectories exists a minimal and a maximal
distance from the home, with sin(z) = ±1. Previously, we could express the
integral of motion X(r0, z0) by one parameter X(z0). The value of X(z0)
represented a trajectory in the (r, z) plane, or in the (r,X) plane in an unique
way. This might now be no longer true. Now the variable X(r0, z0) might be
dependent on the initial position and the initial angle, if one wants to uniquely
identify a trajectory in the (r, z) plane. One could, however, fix the initial
angle z0 = ±π/2 and then the variable X(r0) would still be dependent on only
one parameter and be unique for the trajectories in the (r, z) plane, but we
chose the initial angle z0, to be a parameter. Such a case is displayed in figure
29.
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Like in the original dynamics the (r, z) dynamics separates. The FPE for the
reduced system given by the equation for the distance r and the angle z in
(III.50) becomes:
∂
∂t
P (r, z, t) =
[
− ∂
∂r
v0 cos(z) +
∂
∂z
(v0
r
− κ(r)
)
sin(z) + σα
∂α
∂|z|α
]
P (r, z, t) .
(III.53)
Performing the same steps as in section III C 2 and applying the same argu-
ments, leads to the steady state PDF. The angle z remains uniformly dis-
tributed and the steady state PDF is given by
P0(r, z) = cr exp
(
−U(r)
v0
)
, (III.54)
or in Cartesian coordinates
P0(x, y) = c exp
(
−U(
√
x2 + y2)
v0
)
, (III.55)
with c being the normalization constant. The normalization sets the second
condition on κ(r) as we require the normalization to be possible.
We present in figure 29 an example for a space dependent coupling κ(r). We
chose κ(r) = r2 − 4r + 4 such that the steady state PDF exhibits two max-
ima. The PDF can be seen in the top left picture. Extreme points of radial
probability density follow from dP0/dr = 0 and are generally given by:
1− r
v0
κ(r) = 0. (III.56)
For the given example, we have the local minimum of the probability density at
r1 = 1 and the maximal values at the two distances r0,i = (3±
√
5)/2, i = 0, 1.
These distances are the fixed points of the deterministic flow of the trajectories
located at angles z = ±π/2. On the top right, the deterministic trajectories in
the (r, z) plane are shown with two spatial initial conditions r0,i (i = 0, 1) as
indicated by the two broken lines and initial angle z0 according to the color-
bar. The fixed points at r1 are of saddle type whereas these, at the two other
distances, are centers. Fixed points always correspond to a circular motion
for the deterministic trajectories in the (x, y) plane since at those points the
angular and the radial velocity z˙ = 0, r˙ = 0 vanish. Correspondingly, at the
centers a small change in the initial angle z(t = 0) = ±π + δ causes almost
circular trajectories in the (x, y) plane, similar to the left trajectory given in
figure 16 with r ≈ r0,1 and r ≈ r0,2. At r1 also a solution with z(t) = z0 = ±π
exist, but a small change leads to a motion along the separatrix, that forms
around both maxima. A trajectory in the (x, y) plane close to the separatrix is
presented in the bottom row on the left of figure 29. The resulting trajectory in
the (x, y) plane rotates two times around the home before reaching the maximal
distance twice. The particle performs one small loop and one large loop before
the motion is repeated. The small loop includes the home and reaches a
maximal distance further than r0,1 but shorter than r1. The following large
loop contains the home and stretches beyond a distance of r0,2. Such cycles are
repeated. For initial angles z0 either close to zero or close to ±π trajectories in
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FIG. 29. Example for distance dependent coupling strength κ(r). Top left: Steady
state spatial distribution P0. Top right: Corresponding deterministic trajectories in
the (r, z) plane, with initial condition r0, as indicated by broken lines and initial
angle z0 according to the color-bar. Bottom left: Sample trajectory in the (x, y)
plane without noise corresponding to the blue separatrix in the (r, z) plane. Bottom
right: Deterministic trajectories in the (r,X(r0, z0)) plane with initial condition r0,
as indicated by broken lines and initial angle z0 according to the color-bar.
the (x, y) plane similar to the one given on the right of figure 16 emerge. Due
to the quadratic term in the coupling trajectories are significantly shorter than
in the initial model since the coupling to the home pointing direction increases
with the distance from the home.
The bottom right picture of figure 29 shows again deterministic trajectories
represented by colored lines in the (r,X) plane. The color corresponds to the
colors given in the upper right picture for the (r, z) plane. The noise allows for
vertical motion in this picture, it facilitates switching between trajectories.
The eigenfunction Ansatz P = exp(λ t)e(r, z), now for the FPE (III.53) leads
to:
e1(r, z) = sin(z)r
2 exp
(
−2U(r)
v0
)
, (III.57)
with the same eigenvalue λ = −1/τ . The relaxation time is given as before
(III.43).
The derivation of the time evolution of the ensemble average < X > follows
appendix A 5. The ensemble average < X > still follows the exponential
decay from equation (III.42).
Analogously to the derivation of the Smoluchowski equation for the r dynamics
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A6, we derive:
∂
∂t
P (r, t) = Deff
∂
∂r
(
∂
∂r
P (r, t)−
(
1
r
− κ(r)
v0
)
P (r, t)
)
, (III.58)
with the effective diffusion coefficient
Deff =
v20τ
2
. (III.59)
The X dynamics as well as the overdamped dynamics in r have a comparable
form to the previous results (III.42) and (III.45), therefore the time scale τ in
this extension with distance dependent coupling still acts in two counteracting
ways. On one hand the noise facilitates transitions between different orbits X
on the other hand it slows the radial motion. It follows, that we still expect
an optimal value for the noise strength for finding a new food source.
If one relaxes the condition that the time evolution of the heading should be
well defined at every distance r and allows for a singularity at r = 0, one can
include coupling κ(r) = rµ, with µ > −1. This way the aforementioned found
solutions as steady state (III.54), deterministic trajectories (III.51) and the
decay of the variable X given by (III.57) are still valid.
If the steady state PDF of the position can be experimentally measured it
can be fitted to our solution (III.55), thus determining the coupling strength
κ(r) to the home. Having found a suitable dependence the relaxation time τ ,
can be determined by the ensemble or time average of the variable X through
measuring r(t) and z(t). Fitting experimental data thus allows to determine
the relaxation time τ , and therefore the noise strength σα of the model.
G. Limited Knowledge Of The Position Angle
The position angle β influences the future heading direction as given by equa-
tion (III.3). In this section we investigate the consequences of a limited knowl-
edge of the position angle. A limited knowledge means the angle is not exactly
known but we introduce an constant offset γ ∈ (−π, π]. That way we in-
vestigate in a simple way how the behavior of the particle changes, if the
understanding of the position angle is wrong. The results of this subsection
has been accepted for publication in [5]. The time evolution of the heading
direction ϕ becomes:
ϕ˙ = κ sin(ϕ− β + γ) + σ
v0
ξ(t) . (III.60)
We consider, like in the original model, the coupling strength κ > 0 towards
the home as constant. For γ = 0 this model becomes the original model. The
time evolution of the position vector (III.1) and the definition of the position
angle β, given by (III.2), remain unchanged.
Following sections IIIA and III B, we introduce dimensionless variables ac-
cording to (III.5), (III.6), (III.7) and change to polar coordinates. The EQM
for the distance from the home r becomes (III.12), for the position angle β
becomes (III.13) and for the angle z becomes
z˙ =
(
cos(γ)− 1
r
)
sin(z) + sin(γ) cos(z) + σξ(t) . (III.61)
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We consider again the wrapped angle z ∈ (−π, π].
1. The Deterministic Case
Equation (III.61) shows that an uncertainty of the position angle β causes
a change in the coupling strength towards the home expressed through the
cos(γ) term and also causes an additional drift. Notably, for |γ| = π/2 the
coupling towards the home vanishes and for |γ| > π/2 the coupling becomes
repulsive. Further on, we restrict our discussion to |γ| < π/2.
The (r, z) dynamics again separates from the β dynamics. Unlike before, the
deterministic reduced (r, z) dynamics (III.12), (III.61) (σ = 0) has now one
stable and one unstable fixed point at
r∗ =
1
cos(γ)
(III.62)
and
z± = ±π
2
, (III.63)
for γ ∈ (−π/2, π/2). The distance from the home of the fixed points increases
with growing absolute value of γ and reaches infinity if |γ| → π/2. The key
reason for the transition from the previous centers (γ = 0) to a stable and
a unstable fixed point is the emergence of the cosine term on the r.h.s. of
equation (III.61). This term is proportional to the radial velocity and vanishes
for γ = 0. Now, this term causes small fluctuations at (r∗, z±) to either grow,
or vanish, meaning the eigenvalues for small fluctuations have for γ ̸= 0 a
real part that is either negative, or positive. In order to discuss the stability
of the fixed points, we expand (III.12) and (III.61) for small δz around z± r∗
(z = z± + δz)and for small δr around r∗ (r = r∗ + δr) up to first order of δr
and δz. The radial velocity becomes
δ˙r = ∓δz (III.64)
and for the angle follows
δ˙z = ± cos2(γ)δr ∓ sin(γ)δz . (III.65)
Taking another time derivative of the second equation leads to
0 = δ¨z ± sin(γ)δ˙z + cos2(γ)δz (III.66)
the damped harmonic oscillator. The eigenvalues become, respectively, λ± =
∓ sin(γ)/2 ±
√
5 sin2(γ)/4− 1, meaning that for γ ∈ (0, π/2) the fixed point
(r∗, z+) is stable and (r∗, z−) is unstable and vice versa for γ ∈ (−π/2, 0). It
shall be also mentioned that values γ → π/2 make the eigenvalues real and
the foci becomes nodes.
The second term on the r.h.s. of (III.66) is responsible for damping. This term
is a consequence of introducing γ. For γ = 0 the eigenvalues have no longer a
real part, the second term on the r.h.s. vanishes, so (r∗, z±) become centers.
Figure 30 shows trajectories for different initial conditions in the (r, z) plane.
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FIG. 30. Left: Deterministic flow diagram of the dynamics in r, z space with
γ = −0.6. Fixed points are located at r∗ from (III.62) and z = ±π/2 (III.63).
Initial conditions r0 = r∗ and z0 ∈ [π/2, π]. The focus in the lower half plane is
stable whereas the upper one is unstable. Right: Deterministic motion in the (x, y)
plane. Approaching the stable fixed point, the searcher performs clockwise limit
cycle oscillations in the (x, y) space with the heading vector perpendicular to the
position vector.
All trajectories converge to a single point (r∗, z−), except the one started at the
unstable fixed point (r∗, z+). Correspondingly sample trajectories in the (x, y)
plane converge to a circular motion around the home at r = r∗ in clockwise
fashion with z− as coordinate of the stable fixed point as can be seen on the
left of figure 30, or in counterclockwise fashion for z+,. The angular velocity
follows from the β dynamics β˙∗ = −1/r∗ = − cos(γ). With positive γ the z+
becomes the stable fixed point and the motion becomes anti clockwise around
the home.
2. Stochastic Dynamics
Having briefly discussed the deterministic motion, we consider now noise to be
present.
Figure 31 shows stochastic sample trajectories with shift γ = −0.6 and
σα = 0.01. On the left Gaussian white noise (α = 2) was chosen, while
on the right Cauchy distributed noise (α = 1) is presented. The fluctuations
around the limit cycle are small on the left, compared to the right. The an-
gular jumps exerted by the different noise types cause this distinctive behavior.
a. Small Noise Strength: Steady State - Gaussian White Noise
We will now consider the noise to be white and Gaussian with ⟨ξ(t)⟩ = 0
and ⟨ξ(t1)ξ(t2)⟩ = 2δ(t1 − t2) and discuss the steady state spatial density. We
will discuss in the following subsection IIIG 2 b the general α−stable white
noise source, as here a distinction between the noises seems appropriate. As
the investigation of the deterministic case shows that the particles will move
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FIG. 31. Stochastic trajectories of the searcher with shift γ = −0.6 in the interaction
law. Particle starts at the home (green dot). A time frame of t = 500 is shown. Noise
strength: σα = 0.01 Left: α = 2, Right: α = 1. The fluctuations around the limit
cycle at the left are more narrow, whereas the jumps in case of α = 1 excite larger
deviations.
independently of initial conditions eventually on a circle of radius r∗ around
the home in Cartesian coordinates and we are interested in a steady state
spatial PDF of the particles, we consider equations (III.64) and (III.65) for the
Fokker-Planck equation. We have to note, that the variables therein δr and
δz have lost the wrapped character. Both run between −∞ and ∞ and have
lost the meaning of a positive distance and a 2π periodic angle. It implies
that we have to restrict the noise strength σ to small values in the linear
approximation. With small noise one avoids deviations where the character
of a distance or periodicity becomes important. We consider the stable fixed
point and as we are not interested in the dynamics of the position angle we
consider the (δr, δz) dynamics. The FPE becomes:
∂
∂t
P (δr, δz, t) = δz
∂
∂δr
P − ∂
∂δz
(
cos2(γ)δrP − sin(γ)δzP
)
+ σ2
∂2
∂(δz)2
P
(III.67)
for γ ∈ (0, π/2). This problem was already discussed by Ornstein and Uhlen-
beck [85], the steady state PDF P (δr, δz, t→∞) = P0(δr, δz) is given by
P0(δr, δz) =
cos(γ) | sin(γ)|
2πσ2
exp
(
−sin(γ)δ
2
z
2σ2
)
exp
(
−cos
2(γ) sin(γ)δ2r
2σ2
)
.
(III.68)
The variable δz is here considered to be not wrapped, δz ∈ (−∞,∞). Reintro-
ducing the position r and the unwrapped angle z ∈ (−∞,∞) and additionally
considering γ ∈ (−π/2, π/2), results in
P0(r, z) = (III.69)
cos(γ) | sin(γ)|
2πσ2
exp
⎛⎜⎝−| sin(γ)| (z ∓ π2 )2
2σ2
−
cos2(γ)| sin(γ)|
(
r − 1
cos(γ)
)2
2σ2
⎞⎟⎠ ,
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FIG. 32. Steady state spatial PDF according to simulations of equations (III.1)
and (III.60) with (III.2) as symbols and theory given by (III.70) as dashed lines.
Parameter γ given in the figure. Other parameters: σ2 = 0.01, α = 2.
where the minus sign in the z dynamics corresponds to positive γ and the
plus sign to negative γ. Leaving the dimensionless coordinates (III.5), (III.6),
(III.7) and integrating over the angle leads to the marginal distance dependent
PDF P (r):
P0(r) =
cos(γ)
√| sin(γ)|√
2πσ2
exp
⎛⎜⎝−cos2(γ)| sin(γ)|
(
r − 1
cos(γ)
)2
2σ2
⎞⎟⎠ , (III.70)
This marginal PDF is compared with simulation results in figure 32. The col-
ored symbols are obtained from simulations according to equations (III.1) and
(III.60), with the definition of the position angle β, given by (III.2). The black
dashed lines correspond to equation (III.70). The approximations (III.70) fit
the simulation results well for the small noise intensity σ2 = 0.01.
In the Cartesian coordinate system the steady state PDF for the distance is
accompanied by a symmetric rotation around the home in an either clockwise
γ < 0, or counterclockwise γ > 0 fashion.
b. Small Noise Strength: Steady State - α−Stable White Noise
Having discussed in the previous subsection IIIG 2 a the influence of Gaus-
sian white noise, we will discuss here the remaining α−stable white noise
sources. This distinction seems appropriate for two reasons. The process z is
not continuous for α < 2. Hence an expansion for small δz for Non-Gaussian
α-stable white noise does not take jumps into account. However, encouraged
by the trajectories of figure 31 and also of figure 17, we assume large jumps in
the angle to be rare for small noise intensities compared to the time needed for
returning towards the limit cycle and we will compare with simulation results
later on. Secondly, as was shown in [116] the position and the velocity are
coupled in a non trivial way for harmonic oscillators driven by Lévy noise in
76
general. Only for Gaussian white noise the resulting PDF can be written as
product of the angular dynamics and the position dynamics [116]. We will find
an approximation only for the marginal PDF of the position and then discuss
the result in comparison with simulations.
Despite the initial warning, we start the same as in the Gaussian white noise
case with the dynamics obtained by expansion for small δz and δr given by
(III.64) and (III.65). We note again, that δr has lost the meaning of a positive
radial distance and is considered between −∞ and ∞. The angle δz is con-
sidered to be unwrapped and defined between z ∈ (−∞,∞). We write both
equations as second derivative of the position δr with noise present
0 = δ¨r + sin(γ)δ˙r + cos
2(γ)δr + σξ(t) , (III.71)
for γ > 0. We consider time scales t≫ 1/ sin(γ) and eliminate the acceleration,
leaving
δ˙r = −cos
2(γ)
sin(γ)
δr +
σ
sin(γ)
ξ(t) . (III.72)
The noise is symmetric, so we can keep the plus sign in front of the noise term.
Such equation (III.72) was solved and discussed in [94]. We take their result
for the asymptotic t → ∞ and return to the coordinate r and express the
steady state spatial PDF P0(r) for the distance through the Fourier transform
P0(r) =
∫ ∞
−∞
dk exp
(
−ik
(
r − 1
cos(γ)
))
exp
(
− σ
α sin(γ)
α sinα(γ) cos2(γ)
|k|α
)
.
(III.73)
For the special case of Cauchy distributed white noise the result becomes
P0(r) =
1
π
σ
cos2 γ(
r − 1
cos(γ)
)2
+
(
σ
cos2 γ
)2 (III.74)
for the marginal steady state spatial density.
We compare in 33 the approximations (III.73), (III.74) with simulation re-
sults. The colored symbols are obtained from simulations according to equa-
tions (III.1) and (III.60), with the definition of the position angle β, given by
(III.2). The black dashed lines correspond to equations (III.73), (III.74). The
parameter γ is given in the figures. The noise strength was chosen to be small
σ = 0.01. We display in the top row the cases α = 1.9 (left) and α = 1.5
(right) and in the bottom row α = 1.0 (left) and α = 0.5 (right). While de-
creasing α the peak at r∗ becomes sharper and the tails become longer. The
approximations fit generally rather well around the peak, but are better for
larger α and smaller γ values. For larger α values less large jumps in the angle
occur, so the approximation is expected to work better. As we expanded for
small δr around r∗, the approximation does not reflect the tails correctly. A
smaller γ value corresponds to a stronger force around r∗, so if the angular
variable experiences a jump and therefore the particle moves away from r∗, it
returns faster for small γ, or slower for larger γ. This way it can be understood
that the approximations work better for larger α and smaller γ. Generally, the
theory does not fit well left from the respective maximum. Here, we note that
the distance r was initially derived as polar representation of a two dimensional
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FIG. 33. Marginal steady state spatial PDF according to simulations of equations
(III.1) and (III.60) with (III.2) as symbols and theory given by (III.70) as dashed
lines. Top left: α = 1.9, Top right: α = 1.5, Bottom left: α = 1.0, Bottom right:
α = 0.5. Parameter γ given in the figure. Other parameter: σα = 0.01.
Cartesian system according to (III.1), (III.60), (III.2). In our approximation,
we ignore that distances can not be negative r ≥ 0 but allow for negative
distances r < 0.
As in the simulations P (r) contains a volume element that vanishes as the
distance goes to zero, this behavior is not considered in the approximation.
Focusing on the simulation results of figures 32 and 33, we underline here, that
the results of the PDF show close to the home higher values with decreasing
α, meaning that for Gaussian white noise the particle practically never is close
to home (for instance r = 0.2), while it has a larger probability density with
α = 0.5. While we found that the mean first hitting time of a food source does
not significantly depend on the noise type, in case the position angle is exactly
known, we find here that for the return to the home part the noise type might
matter, if an uncertainty of the position angle β exists. Therefore a specific
turning behavior of an observed animal might be related to the accuracy of its
understanding of the surroundings and not to optimization of the search itself.
Although the steps taken to derive the approximation (III.73), (III.74) are
to be taken with caution, the approximations fit the simulations around the
maximal values rather well.
In the Cartesian coordinate system the steady state PDF for the distance is
accompanied by a symmetric rotation around the home in an either clockwise
γ < 0, or counterclockwise γ > 0 fashion.
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c. Large Noise Strength
In the subsection, we derive the steady state spatial density for large noise
strength σ. We will eliminate higher orders of the relaxation time τ = 1/σα,
as this time scale vanishes for σ →∞.
Starting from the EQM for the dimensionless dynamics (III.12) and (III.61)
containing γ, we write down the corresponding FPE
∂
∂t
P = − cos(z) ∂
∂r
P− ∂
∂z
[(
cos(γ)− 1
r
)
sin(z) + sin(γ) cos(z)
]
P+σα
∂
∂|z|αP ,
(III.75)
for P = P (r, z, t|r0, z0, t0). Expressing P (r, z, t) through the angular Fourier-
transform
Pn(r, t) =
1
2π
∫ π
−π
dz exp(−inz)P (r, z, t) ,
and multiplying the FPE (III.75) from the left with exp(inz), as well as inte-
gration over the angular variable z and over k
∂
∂t
Pn= −1
2
∂
∂r
(Pn+1 + Pn−1) +
n
2
(
cos(γ)− 1
r
)
(Pn+1 − Pn−1) +
+
in
2
sin(γ) (Pn+1 + Pn−1)− σα|n|αPn , (III.76)
leads to a set of equations with the index n referring to the respective Fourier-
transform. Being interested in the steady state, we set the l.h.s to zero, i.e.
∂P/∂t = 0, leaving:
|n|α
τ
Pn= −1
2
∂
∂r
(Pn+1 + Pn−1) +
n
2
(
cos(γ)− 1
r
)
(Pn+1 − Pn−1) +
+
in
2
sin(γ) (Pn+1 + Pn−1) , (III.77)
with τ being the relaxation time from (III.43). For n = 0,±1, the equations
(III.77) become:
0= −1
2
∂
∂r
(P1 + P−1) , (III.78)
P±1= −τ
2
∂
∂r
(P±2 + P0) +
τ
2
(
cos(γ)− 1
r
)
(P±2 − P0) +
± iτ
2
sin(γ) (P±2 + P0) , (III.79)
We insert P±1 into the first equation (III.78)
0= −τ
4
∂
∂r
{
∂
∂r
2P0 + 2
(
cos(γ)− 1
r
)
P0+
+
(
∂
∂r
− cos(γ) + 1
r
)
(P2 + P−2)− i sin(γ) (P2 − P−2)
}
. (III.80)
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FIG. 34. Marginal steady state spatial densities according to simulations of equations
(III.1) and (III.60) with (III.2) as symbols at high noise strength σα = 4.0. Symbol
’o’ corresponds to Cauchy distributed white noise α = 1 and symbol ’x’ to Gaussian
white noise. The dashed lines are according to equation (III.81). Parameter: γ = 0.6
(black), γ = 0.9 (blue) , γ = 1.2 (red).
The functions P±2 are of order τP0. These functions vanish for σα → ∞, as
τ → 0. We derive for the steady state spatial density
P0(r) = cos
2(γ)r exp(− cos(γ)r) . (III.81)
We find, that for large noise strength the steady state PDF becomes indepen-
dent of the noise type and asymptotically independent of the noise strength σ
as can be seen in figure 34. Here, simulation results for Gaussian white noise
(symbol x) and Cauchy distributed white noise (symbol o) are plotted for three
different values of γ and σα = 4. The marginal density remains dependent on
γ but does no longer depend on α.
The dashed lines in figure correspond to the equation 34 and they fit the
simulation results rather well.
We introduced the shift γ, as an uncertainty of the position angle. We found
that for small noise strength, the noise type can significantly increase the
value of the PDF close to the home, the point where the particle wishes to
return to. Now, we find that increasing the noise strength, and therefore
changing the heading directions rather frequently drastically increases the PDF
close to the home. That implies the chances of returning to the home are
significantly increased. However, at large noise strength the particle moves
diffusive, meaning like in equation (III.47) the time needed to travel on average
a certain distance can be estimated as growing with σα.
We discussed in this section the consequences of a erroneous understanding of
the position angle β by the active particle. We did so by introducing an offset
γ. If |γ| > π/2 the home becomes repulsive. For |γ| ∈ (0, π/2), we found that
the resulting motion is circular around the home in Cartesian coordinates with
the radius given by equation (III.62).
We found, that the spatial PDF depends for small noise on the noise source
and can be approximated by an overdamped description (III.70), (III.73) and
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(III.74). Comparing specifically the simulation results for the steady state
PDF, we found that the value of the PDF close to the home does depend on
the noise type and increases with decaying α. This means, that as local search
consists of search and return the return itself is dependent on the specific
turning behavior, if an uncertainty of the position angle exists. This finding
might suggest that a specific turning behavior as in experiments observed can
be rooted in an uncertainty of the position angle and not in optimization of
the time for finding a food source.
We also found, that in the asymptotic limit of large noise strength, the PDF
becomes again independent of noise type and noise strength (III.81). A large
noise strength also causes a higher value of the PDF close to the home and
therefore increases the chances of a successful return.
A more realistic scenario by introducing a time dependent stochastic process
γ(t) mimicking the forgetting of the actual direction of the home due to con-
tinued small errors might be fruitful.
H. Groups Of Searchers
Here, we investigate how the behavior of the searcher changes if multiple inter-
acting searchers are present. We introduce a directional alignment between the
searchers if they are within each others sensing distance. The alignment will
be like in the Kuramoto model [117], or in models of active particles frequently
used [34, 46]. All the particles share the same home. The total number N of
particles will vary between 10 and 100. We will investigate the system through
simulations and through an analytical approach. Through the simulations we
will find that the particle number plays a crucial role for the shape of the PDF
to find the particle at a certain distance from the home. Therefore we will
investigate the dependence on the number of particles and keep the alignment
strength fixed. For the analytical approach, we will define the system in Carte-
sian coordinates and then, as before, transform the EQM to polar coordinates
and consider for the FPE the reduced variables (r, z). We will find for large
enough particle numbers an approximation for the marginal probability den-
sity for the distance from the home. This approximation will follow similarities
between the analytical approach of section IIIG, where an uncertainty of the
position angle was investigated. We restrict us in this section to Gaussian
white noise with small noise strength.
Contrary to most sections of the second part we do not use dimensionless
variables. We start, with the initial EQM:
x˙i = v0 cos(ϕi) (III.82)
and
y˙i = v0 sin(ϕi) (III.83)
for the motion in two dimensions, now with an index i ∈ [1, N ] referring to
the particle i with the total particle number N . The alignment is introduced
in the time evolution of the heading direction
ϕ˙i = −κ sin(βi − ϕi)− µ
Ni
N∑
j=1
Θ(rsens − rij) sin(ϕi − ϕj) + σ
v0
ξi(t) , (III.84)
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FIG. 35. Sample trajectories for searchers with alignment according to equations
(III.82),(III.83),(III.84). Parameters: N = 100, v0 = 1, κ = 1, µ = 1 rsens = 0.1,
σ2 = 0.01.
with µ > 0 being the strength of the alignment. The particle i aligns with
it’s neighbor j if the distance between them rij is smaller than a given sensing
radius rsens, i.e. rij = |r⃗i− r⃗j| < rsens. We chose as value for the sensing radius
the previous: rsens = 0.1. Θ() denotes the Heavyside stepfunction. The number
of neighbors within that interaction radius rsens is Ni. Through scaling of the
coupling strength µ by the number of neighbors, we ensure that the coupling
towards the home always maintains some influence over the resulting motion,
as otherwise with growing number of neighbors the resulting motion would
be dominated by the growing alignment term. We do not consider repulsion
between particles but we maintain through the finite alignment and the noise
an average non-vanishing distance between particles. We consider the value
of the coupling strength towards the neighbor equal to the coupling strength
towards the home and chose µ = 1, κ = 1. The searcher has to balance the
wishes coupling towards the home and alignment with its neighbor. As we
do not have an additional attraction between particles it is always possible
that two aligned particles loose contact. The noise ξi(t) is considered to be
Gaussian and white and independent for all particles, i.e. < ξi(t) >= 0,
< ξi(t1)ξj(t2) >= 2δijδ(t2 − t1) with i, j ∈ [1, N ].
Figure 35 shows sample trajectories for N = 100 particles. The majority of
the particles form a large swarm rotating around the home. Even particles
that are not connected with others seem to follow the same rotational orienta-
tion. Particles were started uniformly distributed in a square with length one
mimicking an existing group foraging together, but we underline that particles
uniformly distributed in much larger squares eventually form a comparable
group as given in the figure.
In polar coordinates r2i = x2i + y2i and βi = arctan(yi/xi) with the angle
zi = ϕi − βi the EQM read:
r˙i = v0 cos(zi) , (III.85)
82
0 1 2 3 4 5
r
10−4
10−3
10−2
10−1
100
P (r)
N =10
N =50
N =80
N =100
0 1 2 3 4 5
r
0.0
0.2
0.4
0.6
0.8
1.0
|uz(r)|
N =10
N =50
N =80
N =100
FIG. 36. Left: Steady state spatial density for searchers with alignment for dif-
ferent total number of particles N . Symbols according to simulation results from
equations (III.82),(III.83),(III.84). Black solid line corresponding to particles with-
out alignment (III.37). Black dashed line according to approximation (III.96) with
|uz| = 1. Right: Absolute value of the average velocity orthogonal to the radial
direction |uz(r)| (defined by equation (III.91)) for different total number of particles
N . Parameters: v0 = 1, κ = 1, µ = 1, rsens = 0.1, σ2 = 0.01.
β˙i =
v0
ri
sin(zi) , (III.86)
z˙i = −
(v0
r
− κ
)
sin(zi)− µ
Ni
∑
j∈Ω
sin(zi − zj + βi − βj) + σ
v0
ξi(t) , (III.87)
with Ω containing the indices of the particles within the sensing radius of the
particle i. We approximate the position angles βi ≈ βj in equation (III.87):
z˙i = −
(v0
r
− κ
)
sin(zi)− µ
Ni
∑
j∈Ω
sin(zi − zj) + σ
v0
ξi(t) . (III.88)
This approximation is with the given sensing radius rsens = 0.1 certainly valid
for distances r ≫ 0 from the home, while it is close to the home even with a
small sensing radius not valid. However, as the sample trajectories of figure
35 suggest, the majority of the interacting particles is not close to the home.
Figure 36 displays on the left simulation results for the marginal steady state
spatial density as symbols. Results for different total number of particles N
are shown. For small particle number N = 10 the density is given by the
density for particles without alignment (III.37) (black solid line). At this
particle number groups quickly break up and the particles move most of the
time without interacting neighbors. With growing particle number a distinct
peak at r = 1 arises. In the (x, y) plane a single group forms, like in figure
35, that rotates clockwise, or counterclockwise at roughly r = v0/κ around the
home. The black dashed line corresponds to a Gaussian approximation and
we will show that this approximation can describe the members of the main
group up to a certain extend. The figure on the right shows the absolute value
of the average velocity in direction of the circular motion |uz| in dependence of
the distance r to the home. While it vanishes for the small particle number, it
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almost reaches the value of the speed v0 = 1 for larger particle numbers. This
is in correspondence with figure 35 where a group rotates around the home.
The maximal value of the average velocity uz is reached at a distance r that
coincides with the maximum of the spatial density.
Unlike in the previous discussions the (r, z) dynamics does not separate. The
position angle enters the z dynamics through the neighborhood Ω. We will
first further simplify the interaction term with the neighbors in order to write
down the FPE. We assume the many particle PDF can be expressed by a
one particle PDF. In the limit of infinite particle numbers the alignment term
fal(r, β, z, t) can be written as:
fal ≈ µ
ρw(r, t)
∫ ∞
0
dr′
∫ 2π
0
dβ′
∫ π+β
−π+β
dz′Θ
(
rsens −
√
r2 + r′2 − 2r r′ cos(β − β′)
)
×
sin(z − z′)P (r′, β′, z′ + β′, t) , (III.89)
with
ρw(r, t) =
∫ ∞
0
dr′
∫ 2π
0
dβ′
∫ π+β
−π+β
dz′Θ
(
rsens −
√
r2 + r′2 − 2r r′ cos(β − β′)
)
×
P (r′, β′, z′ + β′, t) , (III.90)
We use the marginal probability density for the distance ρ(r, β, t) and the mean
velocities ur(r, β, t), uz(r, β, t):
ρ(r, β, t)=
∫ π+β
−π+β
dzP (r, β, z, t) ,
ur(r, β, t)ρ(r, β, t)= v0
∫ π+β
−π+β
dz cos(z)P (r, β, z, t) ,
uz(r, β, t)ρ(r, β, t)= v0
∫ π+β
−π+β
dz sin(z)P (r, β, z, t) , (III.91)
to express the interaction term after performing the z′ integration in equation
(III.89) as:
fal ≈ µ
ρw(r, t)
∫ ∞
0
dr′
∫ 2π
0
dβ′Θ
(
rsens −
√
r2 + r′2 − 2r r′ cos(β − β′)
)
×
(ur(r
′, β′, t) sin(z)− uz(r′, β′, t) cos(z)) ρ(r′, β′, t) . (III.92)
Note, that uz is defined as orthogonal velocity to ur. It is neither identical
to an average velocity derived from angular velocity of the position angle β˙
according to equation (III.86), as the distance dependence is missing, nor is
it an average velocity derived from angular velocity z˙ according to equation
(III.87).
Under the assumption that the average velocities are constant within an sens-
ing radius the alignment interaction becomes:
fal ≈µ (ur(r, β, t) sin(z)− uz(r, β, t) cos(z)) . (III.93)
The influence of the sensing radius is neglected in this approximation. As we
are interested in the steady state PDF, we can now assume that the average
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velocities are independent of the angle β, although the figure 35 shows a ro-
tating compact group. In the steady state without knowledge of the initial
conditions the probability density will have rotational symmetry independent
of time. Therefore: ur = ur(r), uz = uz(r).
Now, with the alignment term independent of the position angle, we can write
down the one particle FPE for the reduced (r, z) dynamics:
∂
∂t
P= −v0 ∂
∂r
cos(z)P + (III.94)
+
∂
∂z
((
v0
r
− κ+ µ
v0
ur
)
sin(z)− µ
v0
uz cos(z)
)
P +
(
σ
v0
)2
∂2
∂z2
P .
We point out that this FPE is a limit for large particle numbers and vanishing
sensing radius. As we actually discuss rather small particle numbers, we will
compare the simulation results with our analytical result for the steady state
density for the distance. Looking at this FPE, we note that if a steady state
exists the mean velocity ur has to vanish as it points in radial direction, only
a velocity perpendicular to ur can exist. Secondly, we note that similar to the
case of uncertainty of the position angle discussed in section IIIG a cos(z) term
in the z dynamics appears for |uz| > 0. This term caused in the previous case
the emergence of a stable and an unstable fixed point in the (r, z) dynamics
and the emergence of a limit cycle in the (x, y) plane. We point out that in
this FPE (III.94) the interaction no longer depends on the actual number of
neighbors as it is a single particle FPE. Therefore, the interaction term even
exists if an average velocity in terms that it expresses the alignment with the
neighbors is not well defined, as it might happen with only few neighbors. We
assume ur = 0 and for simplicity also uz = const. and follow the steps of
section IIIG. Corresponding to equation (III.67) the linearization of (III.94)
for r and z around r = v0/κ and z = ±π/2 leads to the noise driven harmonic
oscillator, that was solved by Ornstein and Uhlenbeck [85]. The steady state
solution P0(r, z) is given by:
P0(r, z) =
κµ|uz|v0
2πσ2
exp
(
−v0µ|uz|
(
z ± π
2
)2
2σ2
)
exp
(
−κ
2µ|uz|
(
r − v0
κ
)2
2σ2
)
,
(III.95)
and for the marginal density:
P0(r) =
√
κ2µ|uz|
2πσ2
exp
(
−κ
2µ|uz|
(
r − v0
κ
)2
2σ2
)
. (III.96)
We remind here, that for deriving the linearized FPE, we assumed the distance
r and the angle z to be defined between −∞ and ∞.
The black dashed line in figure 36 corresponds to the marginal density (III.96)
for uz = v0 = 1. It certainly does not approximate the simulation results
well. The analytical result was however derived under the assumption that the
particles always have neighbors to align with, so we present figure 37 where
we show on the left side the simulation results for the PDF corresponding
to the left of figure 36 but only for particles with more than 2 neighbors.
Those PDF’s were normalized to the total number of particles with more than
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FIG. 37. Left: Steady state spatial density for searchers with alignment for different
total number of particles N but in difference to figure 36 only for particles with more
than two interacting neighbors were considered. The densities are normalized to the
size of this fraction. For N = 50 28% of the particles have more than two neighbors,
for N = 80 58% and for N = 100 73%. Symbols according to simulation results
from equations (III.82),(III.83),(III.84) with rsens = 0.1. Black dashed line according
to approximation (III.96) with |uz = 1|. Right: Spatial densities for N = 500 and
rsens = 0.05. The black ’x’ shows the density for all particles, while violet ’o’ displays
the density for particles with more that one neighbor. The second case corresponds
to 73% of the total number. Parameters: v0 = 1, κ = 1, µ = 1, σ2 = 0.01.
two neighbors. 28% of the N = 50 simulations belong to the group with
more than two neighbors and 58% as well as 73% for N = 80 and N =
100. The dashed line shows again the analytical result (III.96) it already
fits better. Changing the value of uz = 1 in (III.96) to a constant average
value obtained from simulations does not significantly change the dashed line,
as the simulation result for the average is close to the speed. Considering
a distance dependent average velocity might help account for some of the
remaining differences. With increasing total number of particles and decreasing
sensing radius the approximation (III.96) fits better. This can be seen on the
right. The plot displays the spatial density for 500 particles for all particles
and only for particles with more than one neighbor with a sensing radius that
is half the size compared to the other simulations , i.e. rsens = 0.05. Already
the density for all particles has moved closer to the approximation compared
to the left of figure 36. The approximation (III.96) fits the density of particles
with more than 1 neighbor rather well.
In simulations we also varied the alignment strength µ. We found that in-
creasing µ leads to the emergence of the circular motion for smaller particles
numbers. However this effect is limited. For total numbers of particles like
N = 2, or N = 4 the group always behaved like single particles.
We found that for searchers moving in a group depending on the group size
a circular motion around the home emerges. As it is often said that more
eyes see more, we find here: many eyes lead to motion in circles. We derived
an approximation for the steady state density for the distance. While the
approximation is only of limited use for small particle numbers, it showed that
the radial velocity of a particle couples to the average velocity orthogonal to
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it. This causes the emergence of circular motion. We believe those results are
still valid if an additional attraction between the particles that keeps a group
always together is present.
I. Discussion
We laid the foundation for a minimal stochastic model for a local search. The
model was motivated by experimental observations of the stochastic oscillatory
motion of insects around a given home. We assumed for the model constant
speed and stochastic angular dynamics. The local search was encoded in the
angular dynamics. The angular dynamics allows the particle to explore the
vicinity of the given home as well as the return to it. It requires the knowledge
of the position angle and the heading direction.
The model was formulated with four parameters: the speed v0, the coupling
strength towards the home κ, the noise intensity σ, and the parameter for
the noise source α. We used α-stable noise as in experiments turning angle
Non-Gaussian turning angle distributions are observed. The strength of the
model is analytical tractability and simple numerical implementation, as it
might be of interest for artificial searchers. We expressed the model through
dimensionless variables. This reduced the number of parameters to two.
The model exhibited qualitative agreement with the behavior of insects. We
derived expression for deterministic trajectories (III.28),(III.29) and the period
length (III.24). We obtained an apsidal precession of the oscillatory trajectories
reminiscent of celestial motion (III.26).
We discussed the effects of different noise sources on the trajectories. We
found that noise facilitates the transitions between deterministic trajectories
following the noise dependent relaxation time τ (III.43). Initial trajectories
are forgotten for times larger than the relaxation time. At those times the
trajectories are spread over all possible orbits. This effect is analytical tractable
through the deterministic integral of motion X (III.19) and its decay with the
relaxation time (III.41).
We found that with large noise strength the particle performs diffusive motion
on small length scales and derived the effective diffusion coefficient (III.47).
The effective diffusion coefficient is proportional to the relaxation time and
therefore inversely proportional to the noise strength σ. We derived for the
nonlinear model the overdamped Smoluchowski equation outgoing from the
FPE for all α-values (III.45). It describes the stochastic dynamics on times
scales much larger than the noise dependent time and τ . Except from τ the
Smoluchowski equation is the same for all noise sources.
We obtained analytically the steady state spatial distribution P0 (III.37). This
steady state density is independent from the noise source α and the noise
strength σ. Distances are exponentially distributed and the width is deter-
mined by the characteristic length scale.
We found in our model an optimal noise strength for finding a new spot in
minimal average time < t >. This optimal time does depend on the distance.
With noise the searcher finds the new spot always faster than without. The
optimal noise strength is a consequence of two effects of the noise. On one hand
it facilitates switching between deterministic trajectories expressed through the
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integral of motion and on the other hand it determines the diffusion coefficient
for large noise strength. The specific noise source has a comparatively small
effect on the minimal time. This result is in contrast to results for global search
[15].
We considered a more realistic scenario, where a random reset of the direction
of motion close to the home was introduced. Such behavior is reported to be
observed by the fruit fly [51]. We found, that even with this additional noise
source the optimal noise strength in minimal time exists. The optimal noise
strength however is shifted to smaller values.
We generalized the coupling towards the home in the model to distance depen-
dent coupling κ(r). This distance dependent coupling is rather general and we
derived a large class of possible radial symmetric spatial steady state densities
(III.54). To a each steady state density correspond specific spatial trajectories.
We derived the integral of motion for those couplings (III.51). All models of
this class exhibit the time scale τ so that we expect the existence of an optimal
noise strength for the general model. We generalized the Smoluchowski equa-
tion valid for time large against the relaxation time was generalized to the case
of distance dependent coupling (III.58). It is again equal for all noise sources,
except from the relaxation time. This spatial distribution can be fitted to ex-
perimental data allowing to determine the parameter coupling strength κ(r)
in our model. This again enables to ascertain the relaxation time τ . While
the speed can be directly measured, the noise type represented through the
parameter α might be estimated via the simulation results for the sojourn
time.
Additionally, we discussed consequences of an erroneous observation of the po-
sition angle β by the searcher. We did so by introducing an offset γ in the
interaction of heading and position vectors. We found that the resulting motion
becomes circular around the home in Cartesian coordinates if |γ| ∈ (0, π/2).
The radius of the circular motion depends on γ (III.62). We found, that the
spatial PDF depends on the noise type and its strength in case of small inten-
sities. We approximated the spatial densities (III.70), (III.73) by linearizing
the deterministic drift and discussed differences between white Gaussian and
α-stable noise . In case of large noise, we derived a pdf for the distance from
the home (III.81). This pdf turned again out to be independent of the noise
source.
While the mean first hitting time in the original model not significantly de-
pended on the noise type, we found here that both noise source and noise
strength significantly alter the value of the steady state density for the density
close to the home, if an uncertainty of the position angle exists. This finding
might suggest that a specific in experiments observed turning behavior can be
rooted in an uncertainty of the position angle and not in optimization of the
time for finding a food source.
It would be more realistic to introduce a stochastic time dependent process γ(t)
mimicking the forgetting of the actual direction of the home due to continued
small errors.
Finally, we briefly investigated the search behavior of a group of particles.
We did so by introducing an alignment of the heading directions between
neighbors. This investigation was focused on the influence of the number of
group members on the overall dynamics. We found that large enough groups
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start moving in circles around the home. We derived an approximation through
linearization for the marginal distance PDF (III.96). This approximation is
valid for large particle numbers and vanishing sensing radius.
We underline that our findings are applicable to a broad class of stochastic
searching units as insects as well as autonomous vehicles.
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IV. CONCLUSION
Active particles are particles that have the capability to move on their own
accord. This field of research has received growing attention over the past
years. In this thesis we discussed active particles with constant speed but with
fluctuations in the heading direction.
In section II we discussed such active particles without interactions with their
surroundings. Our novel approach discussed in the first part was the consid-
eration of white α-stable noise for the heading dynamics (published in [1]).
The noise source determines the turning behavior of the active particle. Aside
from the noise a constant torque could be present. We found ballistic motion
at time scales shorter than the relaxation time and normal diffusive motion
at larger time scales and determined the diffusion coefficient in section IIA.
We found that the diffusion coefficient when expressed by the relaxation time
shows the same behavior for all noise types. Neither diffusion coefficient nor
mean squared displacement allow a distinction between the different consid-
ered noise types. In order to distinguish different noise types we calculated the
kurtosis in section IIA 2 b. Therefore, in experiments one can either measure
turning angle distributions or the kurtosis in order to determine the angular
driving. We further showed how through adiabatic elimination in such active
particle systems the fast angular variable can be eliminated IIA 2 a (published
in [2, 3]). We found that an elimination considering the marginal density, the
mean velocities and their variances suffices to find a description that corre-
sponds to normal Brownian motion and a Gaussian displacement distribution.
The considered moments are not enough to distinguish noise types. This result
can be useful if the ballistic motion of the particle can be neglected. Such an
approach might also be used for interacting particles.
Further on, we discussed an Ornstein-Uhlenbeck process driven by Cauchy dis-
tributed noise within the heading dynamics in section II B. Surprisingly, the
mean squared displacement turned out to be identical to the mean squared dis-
placement for angular driving with white Cauchy noise. The additional time
scale of the Ornstein-Uhlenbeck process did not appear in the mean squared
displacement although trajectories can be quite distinct. However, the addi-
tional time scale appeared in the kurtosis and thus determining the conver-
gence to a Gaussian displacement distribution in a nonlinear way. Through an
analytical approximation of the kurtosis we could derive a limit for the time
needed for convergence to the Gaussian displacement.
A stochastic model for an active particle searching within the neighborhood of
a given spot was introduced and discussed in section III. While search prob-
lems are often researched and discussed, the analytical description of simple
stochastic models for local search based on Langevin equations seems to be
still a challenge. For local search the particle frequently returns towards a
place called home and then continues foraging. The model was oriented on the
search behavior of a fly. We considered an active particle with constant speed.
The model formulated in Cartesian coordinates required the knowledge of the
angle of the heading direction and the angle towards the home by the searcher.
Depending on those two angles the interaction with the home resulted in an
exploratory motion and a return towards the home.
We thoroughly discussed the deterministic behavior of the model before con-
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sidering α-stable noise to be present in the heading dynamics. We derived the
steady state spatial density and discussed the return towards the home. The
spatial density turned out to be independent from the noise strength and the
noise source. Surprisingly, we found an optimal noise strength for a successful
foraging, meaning discovering a new spot, within minimal mean time. The
minimal mean time only weakly depends on the noise type in section IIID 2.
We explained the optimal noise strength by two counteracting effects. The
noise on one hand facilitates switching between deterministic trajectories and
on the other hand determines the diffusive motion. Increasing the noise leads
to a faster switching but reduces the diffusion (submitted manuscript [4]).
In a more realistic scenario the searcher chooses a random new direction
when reaching home, we confirmed that an optimal noise strength still ex-
ists but shifted through the additional random effect, section III E (accepted
manuscript [5]).
The coupling towards the home in the initial model for local search formulated
in Cartesian coordinates did not depend on the distance towards the home. We
extended the model in section III F to a distance depend interaction, this allows
a large class of functions to be considered (submitted manuscript [4]). We
determined for those couplings the steady state spatial density. This density
is uniquely connected to the coupling. Fitting experimentally observed steady
state spatial density to analytical results provides the possibility to determine
the coupling strength. We expect the existence of an optimal noise strength
for all considered couplings, as both counteracting effects are exhibited by all
models.
Another interesting result was derived when considering a limited knowledge
of its position angle by the searcher. We implemented this uncertainty by
adding a constant to the position angle in section IIIG (accepted manuscript
[5]). With this uncertainty present the value of the probability density close
to the home strongly depended on the noise type and therefore on the turning
behavior. While we had not found a strong dependence of the minimal search
time on the noise type, this result indicates that a specific turning behavior
can significantly increase the chance of returning to the home if the knowledge
of its direction is limited. In general the introduced uncertainty can lead to
the emergence of a limit cycle and with that to circular motion around the
home of the searcher, or the home becomes repulsive. Through linearization
we found approximations for the steady state spatial densities in the limits of
small and large noise strengths for the cases when the searcher is still attracted
towards the home.
Lastly, we discussed the behavior of groups of searchers through the introduc-
tion of an directional alignment in section IIIH. While the “collective intelli-
gence of groups” is often considered to be useful, we found in our considered
model that groups can start to move in circles around the home and therefore
neither return nor forage.
Appendix A: Appendix
1. Moments Of The Angular Dynamics
We derive here identities for the moments of the velocities used in section
IIA 2 b. In contrast to the consideration in the main part of this article, we
start here with the PDF P˜ (x, ϕ, t|x0, ϕ0, t0), defined for ϕ ∈ (−∞,+∞). Later
on, we again omit the explicit statement of the condition.
The connection between the the unwrapped and the wrapped distribution func-
tion P (x, ϕ, t) can be formulated as follows
P (x, ϕ, t) =
∞∑
n=−∞
P˜ (x, ϕ+ 2πn, t) , (A.1)
where now the angle is bounded ϕ ∈ [0, 2π) and the wrapped PDF is normal-
ized in this interval.
During the derivation of the transport equations we have used the following
identities and properties of the PDF:∫ ∞
−∞
dϕ cos(ϕ)
∂α
∂|ϕ|α P˜ (x, ϕ, t) =
1
2π
∫ ∞
−∞
∫ ∞
−∞
dkdϕ cos(ϕ)
∂α
∂|ϕ|α exp (−ikϕ) P˜ (x, k, t) =
− 1
2π
∫ ∞
−∞
∫ ∞
−∞
dkdϕ| k|α cos(ϕ) exp (−ikϕ) P˜ (x, k, t) =
− 1
2
(
P˜ (x, 1, t) + P˜ (x,−1, t)
)
.
where P˜ (x, k, t) is the Fourier transform of P˜ (x, ϕ, t) in its angular variable.
On the other hand, it holds that∫ ∞
−∞
dϕ cos(ϕ) P˜ (x, ϕ, t) =
1
2π
∫ ∞
−∞
∫ ∞
−∞
dkdϕ cos(ϕ)e−ikϕ P˜ (x, k, t)
=
1
2
(
P˜ (x, 1, t) + P˜ (x,−1, t)
)
.
It follows:∫ ∞
−∞
dϕ cos(ϕ)
∂α
∂|ϕ|α P˜ (x, ϕ, t) = −
∫ ∞
−∞
dϕ cos(ϕ) P˜ (x, ϕ, t) . (A.2)
Analogously, we derive the identities:∫ ∞
−∞
dϕ sin(ϕ)
∂α
∂|ϕ|α P˜ (x, ϕ, t) = −
∫
dϕ sin(ϕ)P˜ (x, ϕ, t) . (A.3)
∫ ∞
−∞
dϕ cos2(ϕ)
∂α
∂|ϕ|α P˜ (x, ϕ, t) = −2
α
∫ ∞
−∞
dϕ
(
cos2(ϕ) − 1
2
)
P˜ (x, ϕ, t) ,∫ ∞
−∞
dϕ sin2(ϕ)
∂α
∂ |ϕ|α P˜ (x, ϕ, t) = 2
α
∫ ∞
−∞
dϕ
(
cos2(ϕ) − 1
2
)
P˜ (x, ϕ, t) ,∫ ∞
−∞
dϕ cos(ϕ) sin(ϕ)
∂α
∂|ϕ|α P˜ (x, ϕ, t) = −2
α
∫ ∞
−∞
dϕ cos(ϕ) sin(ϕ) P˜ (x, ϕ, t) .
The derived relations express properties of the generating function of the α-
stable noise. They hold as well for the wrapped distribution with different
integration limits due to the linear connection (A.1) between both presenta-
tions.
2. Higher Moments Of The Velocities
The mentioned higher moments take the following form:
Axx = − ∂
∂x
∫ 2π
0
dϕv30 cos
3(ϕ)P (x, y, ϕ, t)
− ∂
∂y
∫ 2π
0
dϕv30 cos
2(ϕ) sin(ϕ)P (x, y, ϕ, t)
(A.4)
Ayy = − ∂
∂x
∫ 2π
0
dϕv30 cos(ϕ) sin
2(ϕ)P (x, y, ϕ, t)
− ∂
∂y
∫ 2π
0
dϕv30 sin
3(ϕ)P (x, y, ϕ, t)
(A.5)
Axy = − ∂
∂x
∫ 2π
0
dϕv30 cos
2(ϕ) sin(ϕ)P (x, y, ϕ, t)
− ∂
∂y
∫ 2π
0
dϕv30 cos(ϕ) sin
2(ϕ)P (x, y, ϕ, t)
(A.6)
3. Telegraphers Equation
To derive the telegraphers equation, start by differentiating the continuity
equation (II.29) once more with respect to time:
∂2
∂t2
ρ = − ∂
∂x
∂
∂t
ρux − ∂
∂y
∂
∂t
ρuy . (A.7)
Now we insert at the r.h.s. the transport equations for the velocities (II.30)
and derive
∂2
∂t2
ρ +
1
τϕ
∂
∂t
ρ =
v20
2
(
∂2
∂x2
ρ
(
σ2xx + u
2
x
)
+
∂2
∂y2
ρ
(
σ2yy + u
2
y
))
(A.8)
+ 2
∂2
∂x∂y
ρ
(
σ2xy + uxuy
)− Ω( ∂
∂x
ρuy − ∂
∂y
ρux
)
,
where we additionally used the continuity equation (II.29). Using the result
for the average velocities (II.37) and for the variances (II.35), we finally obtain:
τϕ
∂2
∂t2
ρ +
∂
∂t
ρ = Deff
(
∂2
∂x2
+
∂2
∂y2
)
ρ . (A.9)
4. Kurtosis OUP Cauchy
Continuing from equation (II.82), we derive here the complete expression for
the approximation for the kurtosis. We rewrite the exponential containing the
function fa in equation (II.82) as two sums:
−2 · 4v40τ 2ϕ
∫ t
0
dt2
∫ t2
0
dt1
(
1− t
τϕ
− exp
(
−t− t2
τϕ
)
+
t2
τϕ
)
exp
(
−t2 − t1
τϕ
)
×
∞∑
n=0
(
−2τc
τϕ
)n n∑
m=0
(−1)n−m
(n−m)!m! exp
(
−(n−m) t1 +mt2
τc
)
.
The case of n = 0 was already solved in (II.55). For convenience, we assume
that the correlation time τc is never an integer multiply of the relaxation time
τϕ. Then the remaining two integrations lead to a converging sum:
−2 · 4v40τ 2ϕ
∞∑
n=1
(
−2τc
τϕ
)n n∑
m=0
τ 2c τϕ
(n−m)!m!
(−1)n−m
τc − (n−m)τϕ ×{
τϕ
τc +mτϕ
[
t
τϕ
+
(
1 +
τcτ
2
ϕ
τc +mτϕ
)(
exp
(
− τcτϕ
τc +mτϕ
t
)
− 1
)]
+
− 1
n
[
t
τϕ
+
(
1 +
τc
nτϕ
)(
exp
(
− n
τc
t
)
− 1
)]
+
− τϕ
τc + nτϕ
(
exp
(
− n
τc
t
)
− exp
(
− t
τϕ
))}
(A.10)
Initially we wanted to calculate the kurtosis, so we gather now all the terms
arising from (II.75). Those terms are (A.10) and (II.55) and (II.57). Fortu-
nately, we can express the result for the kurtosis through the result for white
Cauchy distributed noise κwhite given by equation (II.60) as:
κ =κwhite − 2 · 4v
4
0
⟨r2⟩2 τ
3
ϕτ
2
c
∞∑
n=1
(
−2τc
τϕ
)n n∑
m=0
1
(n−m)!m!
(−1)n−m
τc − (n−m)τϕ ×{
τϕ
τc +mτϕ
[
t
τϕ
+
(
1 +
τcτ
2
ϕ
τc +mτϕ
)(
exp
(
− τcτϕ
τc +mτϕ
t
)
− 1
)]
+
− 1
n
[
t
τϕ
+
(
1 +
τc
nτϕ
)(
exp
(
− n
τc
t
)
− 1
)]
+
− τϕ
τc + nτϕ
(
exp
(
− n
τc
t
)
− exp
(
− t
τϕ
))}
(A.11)
For t≫ τϕ and t≫ τc the asymptotic behavior of the kurtosis is given by
κ =2− 23
2
τϕ
t
+ (A.12)
−2τ 2c
∞∑
n=1
(
−2τc
τϕ
)n n∑
m=0
1
(n−m)!m!
−(−1)n−m
n (τc +mτϕ)
1
t
.
5. Derivation Of The Stochastic X-Dynamics
Here we derive the linear differential equation for the averaged value of X as
defined by ∫ ∞
0
dr
∫ π
−π
dz X(r, z)P (r, z, t|r0, z0, t0) . (A.13)
(compare equation (III.40)). This characterizes the relaxation of the stochastic
X(r, z, t) dynamics. To obtain the dynamics for the average we multiply the
FPE (III.34) for the transition PDF P = P (r, z, t|r0, z0, t0) by X from (III.19)
and integrate over r and z:∫ ∞
0
dr
∫ π
−π
dz X(r, z)
∂
∂t
P = (A.14)
=
∫ ∞
0
dr
∫ π
−π
dz X(r, z)
[
− ∂
∂r
cos(z) +
∂
∂z
(
1
r
− 1
)
sin(z) + σα
∂α
∂|z|α
]
P .
The first term at the r.h.s after partial integration over r together with the
second term partially integrated over z results in an expression that vanishes
if the definition of X(r, z) (III.19) is inserted.∫ ∞
0
dr
∫ π
−π
dz
[
cos(z)P
∂
∂r
X −
(
1
r
− 1
)
sin(z)P
∂
∂z
X
]
= 0 . (A.15)
Thus we are left with:
d
dt
< X >= σα
∫ ∞
0
dr
∫ π
−π
dz X
∂α
∂|z|αP (r, z, t|r0, z0, t0) (A.16)
We express the PDF through its Fourier transform
P (r, z, t|r0, z0, t0) = (2π)−1
∫ ∞
−∞
dk exp(−ikz)P (r, k, t|r0, z0, t0) .
Its introduction in (A.16) and considering the angle z to be unwrapped yields:
d
dt
< X >= (A.17)
− 1
2π
σα
∫ ∞
0
dr
∫ ∞
−∞
dz
∫ ∞
−∞
dk exp(−ikz)X(r, z)|k|αP (r, k, t|r0, z0, t0)
Including the definition of X and performing the z integration leads to:
d
dt
< X >=
−σα 1
4 iπ
∫ ∞
0
dr
∫ ∞
−∞
dk(δ(k − 1)− δ(k + 1)) r exp (−r) |k|αP , (A.18)
with the δ-functions following from the sine-function in X. Now, we consider
the definition of the average (A.13). Therein, we also perform the Fourier
transform and and take an unwrapped angle z:
< X >=
1
4 iπ
∫ ∞
0
dr
∫ ∞
−∞
dk(δ(k−1)−δ(k+1)) r exp (−r) P (r, k, t|r0, z0, t0) ,
(A.19)
Comparing equations (A.18) and (A.19) shows that after performing the k
integration both equations are identical up to the factor in front of (A.18),
therefore it follows:
d
dt
< X >= −1
τ
< X > (A.20)
This equation is solved by (III.42) with X0 being the initial value of X.
6. Derivation Of The Overdamped Smoluchowski-Equation
Following [107, 108], who discussed an overdamped description of freely dif-
fusing active particles with Gaussian white noise, we define the Fourier com-
ponents
Pn(r, t) =
∫ π
−π
dz exp(inz)P (r, z, t) , n = 0,±1,±2, . . . (A.21)
For simplicity we omit the initial states in the transition PDF P and in the
components. The marginal spatial PDF P (r, t) corresponds to P0(r, t). We
will derive an approximative equation for it and get the necessary conditions
for its validity. We call is overdamped description as we consider z to be a fast
variable.
We multiply the FPE (III.34) from the left with exp(inz) and integrate over
z. We obtain a set of coupled partial differential equations for the Fourier
amplitudes:
∂
∂t
Pn = −1
2
∂
∂r
(Pn+1 + Pn−1)−n
2
(
1
r
− 1
)
(Pn+1 − Pn−1)+σα|n|αPn . (A.22)
Afterwards, we eliminate the last term on the r.h.s. by substituting Pn =
exp(−|n|αt/τ)P ′n, with τ from (III.43):
∂
∂t
P ′n = −
1
2
∂
∂r
(
exp
(
−a+ t
τ
)
P ′n+1 + exp
(
−a− t
τ
)
P ′n−1
)
+
−n
2
(
1
r
− 1
)(
exp
(
−a+ t
τ
)
P ′n+1 − exp
(
−a− t
τ
)
P ′n−1
)
,
(A.23)
with a+ = |n + 1|α − |n|α and a− = |n − 1|α − |n|α. Considering the index
n = 0, we note that for n = 0 the components P ′0 and P0 are equal and give
the marginal distance PDF P (r, t).
We take another partial time derivative of P ′0 in (A.23). In the obtained relation
we replace P ′1(t) using (A.23). It leads to an expression containing derivatives
of P ′0 and P ′±2:
∂
∂t2
P ′0 +
1
τ
∂
∂t
P ′0 =
1
2
∂
∂r
(
∂
∂r
P ′0 −
(
1
r
− 1
)
P ′0
)
+
+
1
4
exp
(
−|2|α t
τ
)
∂
∂r
(
∂
∂r
(
P ′2 + P
′
−2
)
+
(
1
r
− 1
)(
P ′2 − P ′−2
))
.(A.24)
For t≫ τ the terms containing P±2 vanish and as was discussed in [107, 108]
the second time derivative containing a ballistic part of the motion can be also
neglected. Therefore, we are left under these conditions with the overdamped
description:
∂
∂t
P (r, t) = Deff
∂
∂r
(
∂
∂r
P (r, t)−
(
1
r
− 1
)
P (r, t)
)
, (A.25)
with the effective diffusion coefficient
Deff =
τ
2
. (A.26)
The resulting Smoluchowski equation determines the overdamped dynamics of
the spatial transition PDF P (r, t|r0, t0) as used in Section III C 3. Since it is
valid for time scales t≫ τ , the initial angle z0 is forgotten and the PDF does
not depend on z0, further on. Small τ implies large noise (III.43).
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