The Number of Homomorphisms from a Finite Abelian Group to a Symmetric Group (II) by TAKEGAHARA Yugen
The Number of Homomorphisms from a Finite
Abelian Group to a Symmetric Group (II)
著者 TAKEGAHARA Yugen
journal or
publication title
Communications in Algebra
volume 44
number 6
page range 2402-2442
year 2016-04-29
URL http://hdl.handle.net/10258/00008937
doi: info:doi/10.1080/00927872.2015.1053896
THE NUMBER OF HOMOMORPHISMS FROM
A FINITE ABELIAN GROUP TO
A SYMMETRIC GROUP (II)
Yugen Takegahara
Muroran Institute of Technology, 27-1 Mizumoto,
Muroran 050-8585, Japan
E-mail: yugen@mmm.muroran-it.ac.jp
Abstract. For any nite abelian group A, we give the lower bound
of ordp(jHom(A;Sn)j), and determine the region of convergence of the
p-adic power series 1 +
P1
n=1 jHom(A;Sn)jXn=n!.
1 Introduction
Let A be a nite abelian group and hn(A) the number of homomorphisms
from A to the symmetric group Sn on n letters. For convenience, we put
h0(A) = 1. We denote by EA(X) the exponential generating function of the
sequence fhn(A)g, i.e., EA(X) =
P1
n=0 hn(A)X
n=n!. According to [20],
EA(X) = exp
 1X
d=1
mA(d)
d
Xd
!
;
where mA(d) denotes the number of subgroups of index d in A.
Let p be a prime. It follows from [17, 21] that hn(A) is a multiple of
gcd(jAj; n!). This property interests us in p-divisibility of hn(A). Using the
generating function above we research into ordp(hn(A)). Here ordp(a) denotes
2000 Mathematics Subject Classication: Primary 05A15; Secondary 20B30; 20K01; 20K27.
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the exponent of p in the decomposition of a into prime factors for each non-zero
integer a. For the notation and terminology, see [10].
We denote by Cpu the nite cyclic group of order p
u. Since hn(Cp) is a
multiple of gcd(p; n!), it follows that ordp(hn(Cp))  1 for n  p; however,
this inequality does not indicate the real value of ordp(hn(Cp)). If a Sylow
p-subgroup of A is the direct product of two cyclic p-groups, the properties
of ordp(hn(A)) are available in [9, 18]. To take an example, ordp(hn(Cp)) 
[n=p]   [n=p2] (see also [4, 5, 6, 7]). Here [x] denotes the largest integer not
exceeding x for each real number x. If p = 2, this assertion is equivalent to [3,
Theorem 10].
In this paper, we generalize the results shown in [9]. Especially, we know
the best lower bound of ordp(hn(A)) (cf. Theorem 1.1) so that we can get the
region of convergence of the p-adic power series EA(X) (cf. Corollary 1.1).
Let s be a nonnegative integer. For nonnegative integers 1; 2; : : : such
that 1  2     and s = 1 + 2 +    , the sequence  = (1; 2; : : : ) is
called a partition of s. Any partition of s contains only nitely many nonzero
terms. If  = (1; 2; : : : ) is a partition of s and if a nite abelian p-group P
is isomorphic to the direct product of cyclic p-groups Cpi , i = 1; 2; : : : , i.e.,
P ' Cp1  Cp2     , then  is called the type of P .
Let (i; p) denote the number of subgroups of order p
i in a nite abelian
p-group of type . It is well known that (i; p) is a polynomial in p with
nonnegative integer coecients, which depends only on  and i. In order to
study EA(X), we need the properties of (i; p) shown in [1, 15]. For instance,
we use Butler's unimodality result [1, Theorem], namely,
For a partition  of s, if i is a positive integer less than or equal to [s=2],
then (i; p)  (i  1; p) has nonnegative coecients.
Throughout the paper,  = (1; 2; : : : ) denotes a partition of s. Let
u = max

1;

s+ 1
2

and v = s  u = minfs  1; [s=2]g. For brevity's sake, we dene
fkp (n) :=
8>><>>:
kX
j=1

n
pj

if k is a positive integer;
0 if k is a nonpositive integer;
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and
 p(n) :=
8>><>>:
fu2 (n) +

n
2u+2

 

n
2u+3

if p = 2 and if 2u = s  2;
fup (n)  (2u  s)

n
pu+1

otherwise:
Our goal in this paper is to establish the following theorem (see Section 8).
Theorem 1.1 Let A be a nite abelian group, and suppose that A possesses
a Sylow p-subgroup of type .
(1) We have ordp(hn(A))   p(n). Excepting the case where p = 2 and
2u = s  2, if n is a multiple of pu+1, then ordp(hn(A)) =  p(n).
(2) Suppose that p = 2 and that 2u = s  2. If n is a multiple of 2u+3, then
ord2(hn(A)) = 
2
(n).
For part (2) of Theorem 1.1, a detailed result is seen in Corollary 8.2.
When 2u = s  2, the dierence between the cases where p > 2 and p = 2
comes from that between Lemmas 2.4 and 2.6 which are the keys to proving
Theorem 1.1 with A = Cpu  Cpv (see Theorems 2.1 and 2.2).
The radius of convergence of the p-adic power series EA(X) is p
a where
a = lim
n!1
inf
ordp(hn(A))  ordp(n!)
n
;
so that we can get the following corollary to Theorem 1.1 (see Section 9).
Corollary 1.1 Under the hypothesis of Theorem 1.1, the p-adic power series
EA(X) converges only in the open disc of radius p
a where
a =
8><>:
  7
2u+3
if p = 2 and if 2u = s  2;
  1
pu(p  1)  
2u  s
pu+1
otherwise:
Many results in this paper are based on the results in [9]. In Section 2
we give an alternative proof of [9, Theorem 3.1] and that of [9, Theorem 4.2]
except the second assertion. The second assertion of [9, Theorem 4.2] with
l  2 is wrong; but [9, Theorem 4.1], which states the rst two assertions of
[9, Theorem 4.2] with l = 1, is true nevertheless. In Section 7 we correct an
error in [9, Theorem 4.2] (see Theorem 7.1).
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We state a brief outline of the proof of Theorem 1.1. Sections 3 and 4
are devoted to analyses of (i; p) and EP (X) for a nite abelian p-group P .
The rst statement of (1) with A = P is proved in Section 5. We continue to
discuss the properties of hn(P ) in Sections 6 and 7. The theorems on hn(P )
are extended to those on hn(A), and consequently, Theorem 1.1 is proved at
the end of Section 8.
2 The direct product of two cyclic p-groups
In this section we assume that  = (u; v; 0; : : : ) and that P is the direct
product of two cyclic p-groups Cpu and Cpv . Here u  v  0.
Let H be a nite group, and let H(n) be the direct product of n copies of
H. Let H o Sn be the wreath product of H with Sn. Hence every element of
H o Sn is written as (h1; h2; : : : ; hn) for (h1; h2; : : : ; hn) 2 H(n) and  2 Sn,
and the product of two elements of H o Sn is dened by
(h1; h2; : : : ; hn)  (h01; h02; : : : ; h0n)0 = (h1h0 1(1); h2h0 1(2); : : : ; hnh0 1(n))0
for all (h1; h2; : : : ; hn); (h
0
1; h
0
2; : : : ; h
0
n)
0 2 H o Sn.
Let d be a positive integer, and let Cd be a nite cyclic group of order d.
We dene h(Cd; H) := ]fx 2 H j xd = 1g. So h(Cd; H) is just the number of
homomorphisms from Cd to H.
Put hn(Cd;H) = h(Cd; H o Sn) if n  1, and h0(Cd;H) = 1.
The centralizer of a permutation that factorizes i disjoint cycles of length
pu+1 in Sn, where 0  i  [n=pu+1], is isomorphic to the direct product
(Cpu+1 o Si) Sn pu+1i of Cpu+1 o Si and Sn pu+1i, and
j(Cpu+1 o Si) Sn pu+1ij = p(u+1)ii!(n  pu+1i)!
(see [8, 4.1.19]). Hence the following lemma, which is [18, (10)], holds.
Lemma 2.1 Let yn = [n=p
u+1] for each nonnegative integer n. Then
hn(Cpu+1  Cpv) =
ynX
i=0
n!hi(Cpv ;Cpu+1)
p(u+1)ii!(n  pu+1i)! hn pu+1i(P ):
We use the fact that ordp(n!) =
P1
j=1[n=p
j] ([14, p. 242]), and also use [9,
Lemma 2.1], namely,
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Lemma 2.2 For each integer i with 0  i  [n=pu+1],
ordp

n!
i!(n  pu+1i)!

= fu+1p (p
u+1i)
+
1X
j=u+2

n
pj

 

pu+1i
pj

 

n  pu+1i
pj

:
Let fd0; d1; : : : g be the set consisting of all divisors of d. Let r = dk for
some k, and suppose that 0 = (i1 i2    ir) is a cycle of length r in Sn. Then
the number of elements (h1; h2; : : : ; hn)
0 in H o Sn such that
((h1; h2; : : : ; hn)
0)d = e
and hi = eH for any i with i 6= i1; i2; : : : ; ir is jHjr 1h(Cd=r; H). Here e and
eH are the identities of H oSn and H, respectively. Hence, if  is a permutation
in Sn that factorizes disjoint jk cycles of length dk for k = 0; 1; 2; : : : , then
the number of elements (h1; h2; : : : ; hn) in H o Sn such that
((h1; h2; : : : ; hn))
d = e
and  is conjugate to  in Sn is
n!Q
k0 d
jk
k jk!
Y
k0
jHj(dk 1)jkh(Cd=dk ; H)jk
(see also [8, 4.2]). This means that
hn(Cd;H) =
X
j0d0+j1d1+=n
n!Q
k0 d
jk
k jk!
Y
k0
jHj(dk 1)jkh(Cd=dk ; H)jk ; (A)
where the summation runs over all sequences (j0; j1; : : : ) of nonnegative inte-
gers j0; j1; : : : with j0d0 + j1d1 +    = n.
Lemma 2.3 Suppose that e and m are integers with e  m  0. Then
hn(Cpm ;Cpe) =
X
j0+j1p++jmpm=n
cj0;:::;jmp
mn+
Pm
k=0 rp(k)jk ;
where rp(k) = (e m)(pk   1)  k and
cj0;:::;jm =
n!Qm
k=0 p
kjkjk!
2 Z:
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Proof. By (A), we have
hn(Cpm ;Cpe) =
X
j0+j1p++jmpm=n
n!Q
k0 p
kjkjk!
mY
k=0
pe(p
k 1)jk+(m k)jk : (B)
The lemma is an immediate consequence of this fact. 2
The next lemma is stated in [18, Lemma 2.5].
Lemma 2.4 Suppose that e and m are integers with e > m  0. Then
hn(Cpm ;Cpe)  pmn mod pmn+e m 1+;
where  = 1 if either p > 2 or m = 0, and  = 0 otherwise.
Proof. If m = 0, then the assertion clearly holds. Assume that m  1. For
each integer k with 1  k  m,
rp(k) = (e m)(pk   1)  k = (e m  1)(pk   1) + pk   (k + 1)
 e m  1 + ;
and thereby, Lemma 2.3 deduces the assertion. 2
We give an alternative proof, which is sketched in [18], of [9, Theorem 3.1],
namely,
Theorem 2.1 Let yn = [n=p
u+1] for each nonnegative integer n. Then
ordp(hn(P ))  fup (n)  (u  v)yn;
and
hn(P )  ( 1)
ynn!
p(u v+1)ynyn!(n  pu+1yn)! hn pu+1yn(P ) mod p
fup (n) (u v)(yn 1)+;
where  = 1 if either p > 2 or v = 0, and  = 0 otherwise.
Proof. We use induction on yn. Suppose that yn = 0. Then n < p
u+1, and
hence hn(Cpu+k Cpv) = hn(P ) for any nonnegative integer k. This, combined
with [21, Main Theorem] (see also [17]), shows that
ordp(hn(P ))  0 mod gcd(pu+k; n!)
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for any nonnegative integer k. Thus ordp(hn(P ))  ordp(n!) = fup (n). More-
over, the second assertion clearly holds. We next suppose that yn  1. By the
inductive assumption,
ordp(hn(Cpu+1  Cpv))  fu+1p (n)  (u+ 1  v)

n
pu+2

:
Furthermore,
fu+1p (n)  (u+ 1  v)

n
pu+2

= fup (n)  (u  v)yn + (u+ 1  v)

yn  

yn
p

 fup (n)  (u  v)yn + u  v + 1;
and thereby,
ordp(hn(Cpu+1  Cpv))  fup (n)  (u  v)(yn   1) + 1:
Hence we can use Lemma 2.1 to get
ynX
i=0
n!hi(Cpv ;Cpu+1)
p(u+1)ii!(n  pu+1i)! hn pu+1i(P )  0 mod p
fup (n) (u v)(yn 1)+1: (C)
By Lemma 2.2 and the inductive assumption,
ordp

n!
p(u+1)ii!(n  pu+1i)! hn pu+1i(P )

 fup (pu+1i)  ui+ fup (n  pu+1i)  (u  v)

n  pu+1i
pu+1

= fup (n)  (u  v)yn   vi
for any integer i with 1  i  yn. The rst assertion now follows from Lemma
2.4 and (C). Furthermore, by the inductive assumption,
hn(P )   
ynX
i=1
n!hi(Cpv ;Cpu+1)
p(u+1)ii!
 hn pu+1i(P )
(n  pu+1i)!
  
ynX
i=1
n!
p(u v+1)ii!
 ( 1)
yn i
p(u v+1)(yn i)(yn   i)! 
hn pu+1yn(P )
(n  pu+1yn)!
  
(
ynX
i=1
( 1)iyn!
i!(yn   i)!
)
( 1)ynn!
p(u v+1)ynyn!(n  pu+1yn)! hn pu+1yn(P )
 ( 1)
ynn!
p(u v+1)ynyn(n  pu+1yn)! hn pu+1yn(P ) mod p
fup (n) (u v)(yn 1)+;
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completing the proof. 2
We turn to the case where p = 2 and u = v  1. By (B),
1X
n=0
hn(C2;C2)
n!
Xn =
1X
n=0
 X
j0+2j1=n
2j0
j0!j1!
!
Xn = exp(2X +X2) (D)
(see also [13, Proposition 3.4]), whence
1X
n=0
hn(C2;C2)
n!
Xn = exp

X +
X2
2
2
=
 1X
n=0
hn(C2)
n!
Xn
!2
: (E)
The following lemma is due to Tomoyuki Yoshida.
Lemma 2.5 We have
ord2(hn(C2;C2)) =

n+ 1
2

:
Proof. By (D), we have
1X
n=1
hn(C2;C2)
(n  1)! X
n 1 =
1X
n=0
hn(C2;C2)
n!
2Xn +
1X
n=0
hn(C2;C2)
n!
2Xn+1:
Hence, if n  2, then
hn(C2;C2) = 2hn 1(C2;C2) + 2(n  1)hn 2(C2;C2)
([2]).We use induction on n. If n  1, then the assertion clearly holds. Suppose
that n  2. By the inductive assumption, ord2(hm(C2;C2)) = [(m+ 1)=2] for
any nonnegative integer m less than n. Hence we have
ord2(hn(C2;C2)) = 1 + min

n
2

;

n  1
2

+ 

;
where
 =
8<:
0 if n is even;
ord2

n
2

+ 1 otherwise:
The assertion is an immediate consequence of this fact. 2
The next lemma, combined with Lemma 2.4, plainly explains the dierence
between the cases where p > 2 and p = 2.
THE NUMBER OF HOMOMORPHISMS 9
Lemma 2.6 Let m be a positive integer. Then
hn(C2m ;C2m+1)  2mnhn(C2) mod 2mn+[n=2] [n=4]+1:
Moreover, if 0  n  3, then
hn(C2m ;C2m+1) = 2
mnhn(C2):
Proof. We keep the notation of Lemma 2.3, and prove the rst assertion. For
each integer k with 3  k  m, we have
r2(k) = 2
k   1  k > 2k 2:
Moreover, if j0 + 2j1 +   + 2mjm = n, then
n
2

 

n
4

=

j0 + 2j1
2

 

j0 + 2j1
4

+
mX
k=2
2k 2jk:
Hence Lemma 2.3 yields
hn(C2m ;C2m+1)
=
nX
i=0
X
j0+2j1=i
22j2++2mjm=n i
i!
j0!2j1j1!
 n!
i!(n  i)! 
(n  i)!Qm
k=2 2
kjkjk!
2mn+
Pm
k=0 r2(k)jk
=
nX
i=0
n!
i!(n  i)! hi(C2)
X
22j2++2mjm=n i
(n  i)!Qm
k=2 2
kjkjk!
2mn+
Pm
k=2 r2(k)jk
 2mnhn(C2) mod 2mn+[n=2] [n=4]+1:
Here
hi(C2) =
X
j0+2j1=i
i!
j0!2j1j1!
by (A) with d = 2 and H = feHg,
ord2(hi(C2)) 

i
2

 

i
4

by [12] (see also Theorem 2.1), and
ord2

(n  i)!
22j2j2!

= ord2

(22j2)!
22j2j2!

= j2  1
if 22j2 = n  i  4. This proves the lemma. 2
The next theorem is stated in [9, Theorem 4.2].
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Theorem 2.2 Suppose that p = 2 and u = v  1. Let yn = [n=2u+1] for each
nonnegative integer n. Then
ord2(hn(P ))   2(n);
and
hn(P )  n!
2ynyn!(n  2u+1yn)! hyn(C2)hn 2u+1yn(P ) mod 2
2(n)+1:
Proof. Recall that  2(n) = f
u
2 (n) + [yn=2]   [yn=4]. By Theorem 2.1, we
may assume that yn  1. We use induction on yn. If yn = 1, then the rst
assertion is a consequence of Theorem 2.1. Assume that yn = k + 2l + 4m,
where k; l 2 f0; 1g. We have yn   2[yn=2] + [yn=4] = k +m. Hence, if yn 6= 2,
then by Theorem 2.1 and Lemma 2.1,
ord2(hn(C2u+1  C2u))  fu+12 (n) 

n
2u+2

= fu2 (n) + yn  

yn
2

  2(n) + 1
and
ynX
i=0
n!hi(C2u ;C2u+1)
2(u+1)ii!
 hn 2u+1i(P )
(n  2u+1i)!  0 mod 2
2(n)+1: (F)
In particular, if yn = 1, then it follows from Lemma 2.6 that
hn(P )    n!
2(n  2u+1)! hn 2u+1(P ) mod 2
2(n)+1:
Suppose that yn = 2. Then by the above fact and Lemmas 2.1 and 2.6,
hn(C2u+1  C2u)
= hn(P ) +
n!
2(n  2u+1)! hn 2u+1(P ) +
n!
22(n  2u+2)! hn 2u+2(P )
 hn(P ) mod 22(n)+1:
This, combined with Theorem 2.1 and the fact that
hn 2u+2(P ) = hn 2u+2(C2u+1  C2u);
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shows that ord2(hn(P ))   2(n) and
hn(P )  n!
22(n  2u+2)! hn 2u+2(P ) mod 2
2(n)+1:
Suppose now that yn  3. By Lemma 2.2 and the inductive assumption,
ord2

n!
2(u+1)ii!(n  2u+1i)! hn 2u+1i(P )

 fu2 (2u+1i)  ui+

yn
2

 

i
2

 

yn   i
2

+fu2 (n  2u+1i) +

yn   i
2

 

yn   i
4

= fu2 (n)  ui+

yn
2

 

i
2

 

yn   i
4

for any integer i with 1  i  yn. Hence the rst assertion follows from
Theorem 2.1, Lemma 2.6, and (F). Moreover, it follows from the inductive
assumption that
hn(P )   
ynX
i=1
n!hi(C2u ;C2u+1)
2(u+1)ii!
 hn 2u+1i(P )
(n  2u+1i)!
  
ynX
i=1
n!hi(C2)
2ii!
 hyn i(C2)
2yn i(yn   i)! 
hn 2u+1yn(P )
(n  2u+1yn)!

(
 
ynX
i=1
yn!
hi(C2)
i!
 hyn i(C2)
(yn   i)!
)
n!
2ynyn!(n  2u+1yn)! hn 2u+1yn(P )
mod 2
2
(n)+1:
Thus the second assertion follows from (E) and Lemma 2.5. This completes
the proof. 2
3 The number of subgroups of a nite abelian p-group
Recall that  = (1; 2; : : : ). We must study the properties of (i; p). Let
ai;j, i; j 2 Z, denote nonnegative integers such that (i; p) =
P
j ai;jp
j, which
depend only on  and i. When i or j is a negative integer, we consider ai;j = 0.
By the duality of nite abelian p-groups,
(i; p) = (s  i; p);
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whence ai;j = as i;j. It is clear that (0; p) = (s; p) = 1. Furthermore, if
r  1 and if r+1 = 0, then (1; p) = (s  1; p) = 1 + p+   + pr 1.
Denition 3.1 We dene the partition b of s   1 by b = (2; 3; : : : ), and
dene bai;j, i; j 2 Z, to be nonnegative integers such that b(i; p) =Pj bai;jpj,
which depend only on b and i.
The following lemma is useful for an investigation into the coecients ai;j.
Lemma 3.1 We have
ai;j   ai 1;j = bai;j i   bas i+1;j s+i 1:
Proof. We may assume that s  1. Suppose that k is the largest number such
that k = 1, and dene the partition e of s  1 bye = (1; : : : ; k 1; k   1; k+1; : : : ):
Then it follows from [15, Theorem 1, Corollary] that
(i; p) = e(i; p) + ps ib(i  1; p)
= e(i; p) + ps ib(s  i; p)
and
(i; p) = e(i  1; p) + pib(i; p):
Here the former yields
e(i  1; p) = (i  1; p)  ps i+1b(s  i+ 1; p);
and the latter yields
e(i  1; p) = (i; p)  pib(i; p):
By these equations, we have
(i; p)  (i  1; p) = pib(i; p)  ps i+1b(s  i+ 1; p);
which is shown in [16]. Now the assertion is an immediate consequence of this
equation. This proves the lemma. 2
Using Lemma 3.1 we get several properties of the coecients ai;j, i; j 2 Z.
THE NUMBER OF HOMOMORPHISMS 13
Proposition 3.1 Put t = s  1. The following statements hold.
(1) If i+ j  s, then ai;j  ai 1;j.
(2) If i+ j  s and if i > j, then ai;j = ai 1;j.
(3) If i+ j  s and if j  t, then ai;j   ai 1;j 1  ai 1;j   ai 2;j 1.
(4) If 0  j  minft; [s=2]g, then aj;j = aj 1;j + 1.
(5) If 0 < j < minft; [(s+ 1)=2]g and if 3  1, then aj;j+1 = aj 1;j+1 + 1.
(6) Assume that t < [(s + 1)=2]. If t < i < s   t + 1, then ai;j = ai 1;j for
any integer j.
(7) Assume that t < [(s+ 1)=2]. If j > t, then at;j = at 1;j.
Proof. The assertion (1) follows from Lemma 3.1. For, if i + j  s, thenbas i+1;j s+i 1 = 0 because j   s + i  0, and hence ai;j   ai 1;j = bai;j i by
Lemma 3.1. In the proof of (2){(7), we use this fact without notice.
(2) If i+ j  s and if i > j, then ai;j   ai 1;j = bai;j i = 0.
(3) Assume that i+ j  s and that j  t. Then
(ai;j   ai 1;j 1)  (ai 1;j   ai 2;j 1) = (ai;j   ai 1;j)  (ai 1;j 1   ai 2;j 1)
= bai;j i   bai 1;j i:
Since i + (j   i)  t, it follows from (1) that bai;j i  bai 1;j i. Hence we have
ai;j   ai 1;j 1  ai 1;j   ai 2;j 1.
(4) Applying (2) to b(i; p), i 2 Z, we get baj;0 = 1 for any j with 0  j  t.
Hence, if 0  j  minft; [s=2]g, then aj;j = aj 1;j + baj;0 = aj 1;j + 1.
(5) Assume that 3  1. If 0 < j < t, then baj;1 = 1 by (2) and (4) [11]. Hence,
if 0 < j < minft; [(s+ 1)=2]g, then aj;j+1 = aj 1;j+1 + baj;1 = aj 1;j+1 + 1.
(6) We may assume that i  [(s + 1)=2]. Let j be any integer. If t < i, thenbai;j i = bas i+1;j s+i 1 = 0 because t < i  s  i+ 1, and hence ai;j = ai 1;j by
Lemma 3.1.
(7) Let j be any integer. Since t < s  t+1, it follows that bas t+1;j s+t 1 = 0.
Hence at;j = at 1;j + bat;j t by Lemma 3.1. Moreover, if j > t, then bat;j t = 0,
and thereby, at;j = at 1;j. 2
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Remark 3.1 The assertion (1) of Proposition 3.1 is a part of [1, Theorem] (see
Section 1). According to [16], Lemma 3.1 enables us to get [1, Theorem]. Also,
(2), (4), and (6) of Proposition 3.1 yield [1, Note]:
(i; p) = (i  1; p) if t < i  [(s+ 1)=2];
(i; p)  (i  1; p) + pi mod pi+1 if 0  i  minft; [s=2]g:
We apply Proposition 3.1 to the following explicit result (see also [19,
Proposition 5.3]), which is used in [9].
Proposition 3.2 Suppose that  = (u; v; 0; : : : ). Then
(i; p) =
8<:
1 + p+   + pi if 0  i < v;
1 + p+   + pv if v  i  u;
1 + p+   + ps i if u < i  s:
Proof. We determine ai;j, i; j 2 Z. Since b is the type of Cpv , it follows thatbas i+1;j s+i 1 = 0 for any j greater than v. If i  j  v, then i + j  s,
and thereby, bas i+1;j s+i 1 = 0. Hence, if i < j, then Lemma 3.1 yields
ai;j   ai 1;j = bai;j i = 0. Thus, if i < j, then ai;j = ai 1;j =    = a0;j = 0.
Now we may assume that j  i. If v < j  i  u, then av;j = 0, and hence
ai;j =    = av;j = 0 by (6) of Proposition 3.1. If 0  j  v and if j  i  u,
then ai;j =    = aj;j = aj 1;j + 1 = 1 by (2) and (4) of Proposition 3.1. We
have thus determined ai;j in the case where either i < j or 0  j  i  u.
Now the proposition follows from the duality of nite abelian p-groups. This
completes the proof. 2
4 A decomposition of the exponential formula
In this section we give a decomposition of EP (X) for any nite abelian
p-group P . Recall that v = minfs  1; [s=2]g. We start with two denitions:
Denition 4.1 For each integer m with 0  m  s+ 1, put
'm (X) =
8>>>>>>><>>>>>>>:
vX
j=m
sX
k=j
(as k;j   as k j+m 1;m 1)X
pk
pk j
+ 'v+1 (X) if 0  m  v;
sX
j=m
sX
k=j
as k;j
Xp
k
pk j
if v < m  s;
0 if m = s+ 1:
We dene (X) := exp('
0
(X)).
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Denition 4.2 For each pair (l;m) 2 Z Z of nonnegative integers l and m
with m  s, put bl;m = al;m   al 1;m 1, and dene
cl;m :=
8<:
bl;m   bl 1;m if 0  l  s m and if 0  m  v;
al;m   al 1;m if 0  l  s m and if v < m  s;
am;l if l > s m:
There are only nitely many pairs (l;m) such that cl;m 6= 0. The properties
of cl;m play an important role in the proof of Theorem 1.1.
Proposition 4.1 The integer cl;m is nonnegative for any nonnegative integers
l and m with m  s. In particular, c0;0 = 1, and c0;m = 0 if m  1.
Proof. Let l and m be nonnegative integers with m  s. If l > s  m, then
cl;m = am;l  0. If l  s m, then the rst assertion follows from (1) and (3)
of Proposition 3.1. The last assertion is clear. This completes the proof. 2
Now we are ready to show the following.
Theorem 4.1 Let P be a nite abelian p-group of type . Then EP (X) and
(X) are decomposed as
EP (X) = (X)
sY
m=0
1Y
l=s m+1
exp(pl+m sXp
s m
)cl;m ;
(X) =
vY
m=0
mY
l=0
EC
pu lCpv m (X
pm)cl;m
sY
m=v+1
s mY
l=0
EC
ps l m (X
pm)cl;m :
Proof. The number of subgroups of index pk in P is (s   k; p), whence
EP (X) = exp(
Ps
k=0 (s  k; p)Xp
k
=pk). Furthermore, we have
sX
k=0
(s  k; p)X
pk
pk
=
sX
k=0
kX
j=0
as k;j
Xp
k
pk j
+
sX
k=0
1X
j=k+1
as k;jpj kXp
k
= '0(X) +
sX
m=0
1X
l=s m+1
am;lp
l+m sXp
s m
:
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Then the rst decomposition of EP (X) clearly holds, and hence it remains to
show the decomposition of (X). By Denitions 4.1 and 4.2, we obtain
'm (X)  'm+1 (X) =
8>>>><>>>>:
vX
j=m
s j+mX
k=j
bs k j+m;m
Xp
k
pk j
if 0  m  v;
sX
k=m
as k;m
Xp
k
pk m
if v < m  s:
If m < l  s   m, then al;m = al 1;m and al 1;m 1 = al 2;m 1 by (2) of
Proposition 3.1, which forces bl;m = bl 1;m. Hence, for any integer m with
0  m  v,
'm (X)  'm+1 (X) =
vX
j=m
s j+mX
k=j
bs k j+m;m
Xp
k
pk j
=
vX
j=m
s j+mX
k=j
(bs k j+m;m   bs k j+m 1;m)
kX
i=j
Xp
i
pi j
=
vX
j=m
mX
l=0
(bl;m   bl 1;m)
s l j+mX
i=j
Xp
i
pi j
=
mX
l=0
cl;m
v mX
j=0
s l m jX
i=j
pj
Xp
m+i
pi
:
Moreover, for any integer m with v < m  s,
'm (X)  'm+1 (X) =
sX
k=m
as k;m
Xp
k
pk m
=
sX
k=m
(as k;m   as k 1;m)
kX
i=m
Xp
i
pi m
=
s mX
l=0
cl;m
s l mX
i=0
Xp
m+i
pi
:
Now, since '0(X) =
Ps
m=0('
m
 (X)  'm+1 (X)), we obtain
'0(X) =
vX
m=0
mX
l=0
cl;m
v mX
j=0
s l m jX
i=j
pj
Xp
m+i
pi
+
sX
m=v+1
s mX
l=0
cl;m
s l mX
i=0
Xp
m+i
pi
:
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Here Proposition 3.2 implies that, if 0  m  v and if 0  l  m, then
EC
pu lCpv m (X
pm) = exp
 
v mX
j=0
s l m jX
i=j
pj
Xp
m+i
pi
!
:
Furthermore, if 0  l  s m, then
EC
ps l m (X
pm) = exp
 
s l mX
i=0
Xp
m+i
pi
!
:
Hence the decomposition of (X) holds. We have thus proved the theorem.
2
Example 4.1 Suppose that  = (1; 1; 1; 1; 1; 1; 0; : : : ). Then u = v = 3, and
the table of nonzero ai;j, i; j 2 Z, is the following.
i ai;0 ai;1 ai;2 ai;3 ai;4 ai;5 ai;6 ai;7 ai;8 ai;9
0 1
1 1 1 1 1 1 1
2 1 1 2 2 3 2 2 1 1
3 1 1 2 3 3 3 3 2 1 1
4 1 1 2 2 3 2 2 1 1
5 1 1 1 1 1 1
6 1
For each (l;m) 2 Z Z with 0  m  6 and 0  l  6 m,
cl;m =
8><>:
1 if (l;m) = (0; 0); (1;m) where 2  m  5;
2 if (l;m) = (2; 4);
0 otherwise:
Consequently, we have
(X) = ECp3Cp3 (X)ECp2Cp(X
p2)ECp2 (X
p3)ECp(X
p4) exp(Xp
4
)2 exp(Xp
5
):
In order to prove Theorem 1.1, we need further information about cl;m.
Recall that u = maxf1; [(s+ 1)=2]g = s  v.
Lemma 4.1 Suppose that 0  m  v. Unless 3  1 and (l;m) = (1; 2),
cl;m = 0 for any positive integer l with m   1  l  s  m. If 3  1 and if
m = 2, then c1;2 = 1.
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Proof. If 3  1 and if m = 2, then c1;2 = b1;2   b0;2 = a1;2 = 1. Thus the
second assertion holds. We prove the rst one.
If m < l  s   m, then al;m = al 1;m and al 1;m 1 = al 2;m 1 by (2)
of Proposition 3.1, which yields cl;m = 0. Also, if m  1, then by (4) of
Proposition 3.1, am;m am 1;m = am 1;m 1 am 2;m 1 = 1, and hence cm;m = 0.
Moreover, if 3 = 0 and if m  2, then cm 1;m = 0 by Proposition 3.2. Now we
assume that 3  1 and m  3. Then, since m  1 < v = minfs  1; [s=2]g,
(5) of Proposition 3.1 implies that am 1;m am 2;m = am 2;m 1 am 3;m 1 = 1.
Hence we have cm 1;m = 0, as desired. Thus the rst assertion holds. 2
Lemma 4.2 Suppose that v < m  u. If u = 1, then cl;m = 0 for any integer
l with v  l  s m. If u > 1, then u = v + 1 and cv;v+1 = 1.
Proof. Since v < u, it follows that v < [(s + 1)=2]. Hence, if u = 1, then
s 1 = v < [(s+1)=2] and s 1  s m < 1, and thereby, it follows from (6)
and (7) of Proposition 3.1 that av 1;m = av;m =    = as m;m. Thus, if u = 1,
then cl;m = 0 for any integer l with v  l  s m. Assume that u > 1. Then
3  1 and u = [(s+1)=2]. Furthermore, 0 < v < minfs 1; [(s+1)=2]g and
u = v+1, because v = s  u < s  1 and [s=2] = v < u = [(s+1)=2]. Hence,
by (5) of Proposition 3.1, cv;v+1 = av;v+1   av 1;v+1 = 1. This completes the
proof. 2
Example 4.2 Suppose that  = (5; 1; 1; 1; 0; : : : ). Then u = 5 = 1 and v = 3,
and the table of nonzero ai;j, i; j 2 Z, is the following.
i ai;0 ai;1 ai;2 ai;3 ai;4
0 1
1 1 1 1 1
2 1 1 2 2 1
3 1 1 2 3 1
4 1 1 2 3 1
5 1 1 2 3 1
6 1 1 2 2 1
7 1 1 1 1
8 1
For each (l;m) 2 Z Z with 0  m  8 and 0  l  8 m,
cl;m =

1 if (l;m) = (0; 0); (1; 2); (1; 3); (2; 4);
0 otherwise:
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Hence we have
(X) = ECp5Cp3 (X)ECp4Cp(X
p2)ECp4 (X
p3)ECp2 (X
p4):
Example 4.3 Suppose that  = (2; 2; 1; 0; : : : ). Then u = 3 > 1 = 2 and
v = 2, and the table of nonzero ai;j, i; j 2 Z, is the following.
i ai;0 ai;1 ai;2 ai;3
0 1
1 1 1 1
2 1 1 2 1
3 1 1 2 1
4 1 1 1
5 1
For each (l;m) 2 Z Z with 0  m  5 and 0  l  5 m,
cl;m =

1 if (l;m) = (0; 0); (1; 2); (2; 3);
0 otherwise:
Now we get
(X) = ECp3Cp2 (X)ECp2 (X
p2) exp(Xp
3
):
5 The lower bound
In this section, we denote by P a nite abelian p-group of type , and
show that ordp(hn(P ))   p(n) (cf. Theorem 5.2). First of all, we state a
consequence of Theorems 2.1 and 2.2:
Theorem 5.1 If 3 = 0, then ordp(hn(P ))   p(n).
In order to generalize this theorem, we set

k = f(l;m) 2 Z Z j 0  l  s m; 0  m  minfk; sg; cl;m 6= 0g
for each nonnegative integer k, and set

 = f(l;m) 2 Z Z j l  0; 0  m  s; cl;m 6= 0g:
Note that, if 3 = 0, then 
 = f(0; 0)g by Proposition 3.2. It follows from
Lemma 4.1 that l  m for each (l;m) 2 
v. Hence Theorem 4.1 implies that
EP (X) = (X)
Y
(l;m)2
 
s
exp(pl+m sXp
s m
)cl;m (G)
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and
(X) =
Y
(l;m)2
v
EC
pu lCpv m (X
pm)cl;m
Y
(l;m)2
s 
v
EC
ps l m (X
pm)cl;m : (H)
Let I denote the set consisting of all elements (l;m; i) of Z  Z  Z such
that (l;m) 2 
 and 1  i  cl;m. Let  n be the set of mappings  from I to
the set of nonnegative integers such thatX
(l;m)2
s
cl;mX
i=1
pm(l;m; i) +
X
(l;m)2
 
s
cl;mX
i=1
ps m(l;m; i) = n:
Denition 5.1 For each element  of  n, put
hn(P ) = n!
Y
(l;m)2

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
;
where
gl;m(n) =
8><>:
hn(Cpu l  Cpv m) if (l;m) 2 
v;
hn(Cps l m) if (l;m) 2 
s   
v;
p(l+m s)n if (l;m) 2 
  
s:
Now (G) and (H) yield the following.
Proposition 5.1 We have hn(P ) =
P
2 n h

n(P ).
We wish to show that ordp(h

n(P ))   p(n) for all  2  n.
Denition 5.2 For each nonnegative integer m, put
 p;m (n) =
8>><>>:
fu m+22 (n) 

2mn
2u+1

 

2mn
2u+3

if p = 2 and if 2u = s  2;
fu mp (n)  (2u  s)

pmn
pu+1

otherwise:
Especially,  p(n) = 
p;0
 (n). Note that 2u  s = u  v and that 2u = s  2
if and only if u = v  1.
Denition 5.3 For each  2  n and for nonnegative integers j and k, put
k(n) =
X
(l;m)2
k
cl;mX
i=1
fordp(gl;m((l;m; i)))   p;m ((l;m; i))g ;
j;k(n) =

n
pj

 
X
(l;m)2
k
cl;mX
i=1

pm(l;m; i)
pj

:
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It is evident that j;k(n)  0 for any nonnegative integers j and k.
Lemma 5.1 Let  2  n. Excepting the case where p = 2 and u = v  1,
ordp(h

n(P ))   p(n) + (u  v + 1)u+1;u(n) + u(n):
Furthermore, if p = 2 and if u = v  1, then
ord2(h

n(P ))   2(n) + u+1;u+1(n) + u+1(n);
and
ord2(h

n(P ))   2(n) + 2u+3;u+1(n) + u+1(n):
Proof. Put nil;m = (l;m; i) for each element (l;m; i) of I. Since ordp(n!) =P1
j=1[n=p
j], it follows that ordp(n!)  n. Hence
ordp(h

n(P )) 
1X
j=1
8<:

n
pj

 
X
(l;m)2
s
cl;mX
i=1

nil;m
pj
9=;
+
X
(l;m)2
s
cl;mX
i=1
ordp(gl;m(n
i
l;m));
which yields
ordp(h

n(P ))  fu+1p (n)

X
(l;m)2
u
cl;mX
i=1
(
ordp(gl;m(n
i
l;m)) 
u m+1X
j=1

nil;m
pj
)
+
1X
j=u+2
j;s(n)

X
(l;m)2
u
cl;mX
i=1

 p;m (n
i
l;m)  fu m+1p (nil;m)
	
+ u(n):
Now, excepting the case where p = 2 and u = v  1, we obtain
ordp(h

n(P ))   p(n) + (u  v + 1)u+1;u(n) + u(n):
Assume that p = 2 and that u = v  1. Then we have
ord2(h

n(P ))  fu+22 (n)

X
(l;m)2
u+1
cl;mX
i=1
(
ord2(gl;m(n
i
l;m)) 
u m+2X
j=1

nil;m
2j
)
+
1X
j=u+3
j;s(n)
  
X
(l;m)2
u+1
cl;mX
i=1
(
2mnil;m
2u+1

+

2mnil;m
2u+3
)
+ u+3;s(n) + 

u+1(n):
THE NUMBER OF HOMOMORPHISMS 22
Thus
ord2(h

n(P ))   2(n) + u+1;u+1(n) + u+3;u+1(n) + u+3;s(n) + u+1(n):
Moreover, since u+1;u+1(n) u+1;s(n)  u+3;u+1(n) u+3;s(n), it follow that
ord2(h

n(P ))   2(n) + u+1;s(n) + 2u+3;u+1(n) + u+1(n):
This proves the lemma. 2
We are trying to show that ordp(h

n(A))   p(n) for all  2  n. For each
nonnegative integer k, set
b
k = f(l;m) 2 
k j l  1; m  2g:
Denition 5.4 Put 0;0(n) = 0, and, for each (l;m) 2 b
s, put
l;m(n) =
8>><>>:
fu lp (n)  (u  l   v +m)

pln
pu+1

   p;m (n) if m  v;
f s l mp (n)  (s  l  m)

pl+mn
ps+1

   p;m (n) if v < m  s:
Lemma 5.2 We have 
s = b
s[f(0; 0)g and ordp(gl;m(n))  l;m(n)+ p;m (n)
for all (l;m) 2 
s.
Proof. By Lemmas 4.1 and 4.2, cl;0 = 0 if 1  l  s, and cl;1 = 0 if 1  l  s 1.
These facts, together with Proposition 4.1, yield 
s = b
s [ f(0; 0)g.
It follows from Theorem 5.1 that ordp(g0;0(n))   p;0 (n). If (l;m) 2 b
v,
then u  l > v  m because l < m by Lemma 4.1, and hence
ordp(gl;m(n))  fu lp (n)  (u  l   v +m)

pln
pu+1

by Theorem 5.1. Also, if (l;m) 2 b
s and if m > v, then
ordp(gl;m(n))  f s l mp (n)  (s  l  m)

pl+mn
ps+1

:
Hence we conclude that ordp(gl;m(n))  l;m(n) +  p;m (n). 2
Lemma 5.3 Suppose that 3  1. Then the following statements hold.
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(1) Assume that either p > 2 or u > v. Let (l;m) 2 b
u. Then l;m(n)  0.
If (l;m) 6= (v; u) and if n  pu m+1, then l;m(n)  u  v + 1.
(2) Assume that p = 2 and that u = v. Let (l;m) 2 b
u+1. Then l;m(n)  0.
If (l;m) 6= (1; 2) and if n  2u m+1, then l;m(n)  1. Furthermore, if
(l;m) 6= (1; 2) and if n  2u m+3, then l;m(n)  3.
Proof. (1) If m  v, then l < m by Lemma 4.1, and hence
l;m(n) = f
u l
p (n)  (u  l   v +m)

pln
pu+1

  fu mp (n) + (u  v)

pmn
pu+1

=
u lX
j=u m+1

n
pj

  (m  l)

pln
pu+1

+ (u  v)

pmn
pu+1

 

pln
pu+1

 (u  v + 1)

pmn
pu+1

 

pln
pu+1

 0:
Moreover, if m  v and if n  pu m+1, then l;m(n)  u  v + 1.
Assume that v < m  u. Since cl;m 6= 0 and l  s   m, it follows from
Lemma 4.2 that either l < v or (l;m) = (v; u). By the denition, we have
v;u(n) =   p;u (n) = (u  v)[n=p]  0. On the other hand, if l < v, then
l;m(n) = f
s l m
p (n)  (s  l  m)

pl+mn
ps+1

  fu mp (n) + (u  v)

pmn
pu+1

=
s l mX
j=u m+1

n
pj

  (s  l  m)

pmn
ps l+1

+ (u  v)

pmn
pu+1

 (u  v + 1)

pmn
pu+1

  (u  v)

pmn
pu+2

 0:
Now, if (l;m) 6= (v; u) and if n  pu m+1, then l < v and l;m(n)  u  v + 1.
(2) If m = u+ 1, then by the denition,
l;u+1(n)    2;u+1 (n) = n 

n
2

+

n
22

;
and the assertions follow. Next we assume that m  u. If m = 2, then l = 1
by Lemma 4.1, and
1;2(n) =

n
2u 1

  2

n
2u

+

n
2u+1

 0:
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Assume that 3  m  u. Then l  m  2 by Lemma 4.1. If l  m  3, then
l;m(n) = f
u l
2 (n)  ( l +m)

2ln
2u+1

  fu m+22 (n) +

2mn
2u+1

+

2mn
2u+3

=
u lX
j=u m+3

n
2j

  (m  l)

2ln
2u+1

+

2mn
2u+1

+

2mn
2u+3



2mn
2u+1

 

2mn
2u+3

;
which yields the assertions. This inequality holds even if l = m 2, and hence
the lemma follows. 2
Now the following results are established.
Proposition 5.2 We have ordp(h

n(P ))   p(n) for all  2  n.
Proof. The proposition follows from Lemmas 5.1, 5.2, and 5.3. 2
Theorem 5.2 We have ordp(hn(P ))   p(n).
Proof. The theorem is an immediate consequence of Propositions 5.1 and 5.2.
2
6 Abelian p-groups
In this section we will provide two lemmas and go on to prove a key result
(cf. Theorem 6.1) to Theorem 1.1.
Lemma 6.1 Suppose that 3  1 and that  2  n. Put n0 = (0; 0; 1),
n1;2 = (1; 2; 1), and nv;u = (v; u; 1).
(1) Assume that either u = 1 or u = v. Excepting the case where p = 2 and
u = v, if [n0=p
u+1] < [n=pu+1], then (u v+1)u+1;u(n)+u(n)  u v+1.
(2) Assume that u > 1 and that u = v+1. If [n0=p
u+1]+[nv;u=p] < [n=p
u+1],
then 2u+1;u(n) + 

u(n)  2.
(3) Assume that p = 2 and that u = v. If [n0=2
u+1] + [n1;2=2
u 1] < [n=2u+1],
then u+1;u+1(n)+

u+1(n)  1. If [n0=2u+3]+[n1;2=2u+1] < [n=2u+3], then
2u+3;u+1(n) + 

u+1(n)  2.
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Proof. (1) Since either u = 1 or u = v, it follows from Lemmas 4.1 and 4.2 that
cv;u = 0. Thus (v; u) 62 b
u. Hence, excepting the case where p = 2 and u = v,
if (l;m; i)  pu m+1 for some element (l;m; i) of I with (l;m) 2 b
u, then
(l;m) 6= (v; u) and u(n)  l;m((l;m; i))  u  v + 1 by Lemma 5.2 and (1)
of Lemma 5.3. Furthermore, if [n0=p
u+1] < [n=pu+1] and if (l;m; i) < pu m+1
for any element (l;m; i) of I with (l;m) 2 b
u, then
u+1;u(n) =

n
pu+1

 

n0
pu+1

 
X
(l;m)2b
u
cl;mX
i=1

(l;m; i)
pu m+1

 1:
Hence (1) follows.
(2) The hypothesis and Lemma 4.2 yield cv;u = 1; however, the proof is similar
to that of (1) as follows. If (l;m; i)  pu m+1 for some element (l;m; i) of
I with (l;m) 2 b
u   f(v; u)g, then u(n)  l;m((l;m; i))  2 by Lemma
5.2 and (1) of Lemma 5.3. Moreover, if [n0=p
u+1] + [nv;u=p] < [n=p
u+1] and if
(l;m; i) < pu m+1 for any element (l;m; i) of I with (l;m) 2 b
u   f(v; u)g,
then u+1;u(n)  1. Now we get (2).
(3) Using Lemma 5.2 and (2) of Lemma 5.3, we can get the results. The proof
is completely analogous to that of (2). Note that c1;2 = 1 by the hypothesis
and Lemma 4.1. 2
Lemma 6.2 Suppose that P is a nite abelian p-group of type . Let  2  n,
and let  be a subset of 
v. Then
ordp
 
hn(P )Q
(l;m)2 h(l;m;1)(Cpu l  Cpv m)
!
  p(n) 
X
(l;m)2
 p;m ((l;m; 1)):
Proof. The lemma follows from Lemmas 5.1, 5.2, and 5.3. 2
Theorem 6.1 Suppose that P is a nite abelian p-group of type . Let yn =
[n=pu+1] for each nonnegative integer n. Put  = 1 if either p > 2 or s = u,
and is 0 otherwise.
(1) Excepting the case where p = 2 and 2u = s  2, if either u = 1 or
2u = s, then
hn(P )  ( 1)
ynn!
p(2u s+1)ynyn!(n  pu+1yn)! hn pu+1yn(P ) mod p
p(n)+2u s+:
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(2) If u > 1 and if 2u = s+ 1, then
hn(P )  ( 1  p)
ynn!
p2ynyn!(n  pu+1yn)! hn pu+1yn(P ) mod p
p(n)+1+:
Proof. (1) If 3 = 0, then the assertion follows from Theorem 2.1. Hence we
assume that 3  1. Assume that either p > 2 or u > v and that either u = 1
or u = v. Set b
 = 
  f(0; 0)g andb n = f 2  n j [(0; 0; 1)=pu+1] = yng:
Then by Proposition 5.1, Lemma 5.1, and (1) of Lemma 6.1,
hn(P ) 
X
2b n
hn(P ) mod p
p(n)+u v+1: (I)
Suppose that  2 b n. Since c0;0 = 1, it follows that
hn(P ) = n!
hn0 (Cpu  Cpv)
n0 !
Y
(l;m)2b

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
;
where n0 = (0; 0; 1). Moreover, using Theorem 2.1, we obtain
hn0 (Cpu  Cpv) 
( 1)ynn0 !
p(u v+1)ynyn!
 hn0 pu+1yn(Cpu  Cpv)
(n0   pu+1yn)!
mod p
p
(n

0 )+u v+:
Hence Lemma 6.2 with  = f(0; 0)g implies that
hn(P ) 
( 1)ynn!
p(u v+1)ynyn!
 hn0 pu+1yn(Cpu  Cpv)
(n0   pu+1yn)!
Y
(l;m)2b

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
mod p
p
(n)+u v+:
Now, combining the formula above with (I), we conclude that
hn(P )  ( 1)
ynn!
p(u v+1)ynyn!
X
2b n
hn0 pu+1yn(Cpu  Cpv)
(n0   pu+1yn)!
Y
(l;m)2b

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
 ( 1)
ynn!
p(u v+1)ynyn!
X
2 n pu+1yn
Y
(l;m)2

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
 ( 1)
ynn!
p(u v+1)ynyn!(n  pu+1yn)! hn pu+1yn(P ) mod p
p(n)+u v+:
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Here Proposition 5.1 is applied to the last congruence. Thus (1) follows.
(2) Assume that u > 1 and that u = v+1. By Lemma 4.2, we have cv;u = 1.
Set e
 = 
  f(0; 0); (v; u)g and
e n(y) = f 2  n j [(v; u; 1)=p] = y; [(0; 0; 1)=pu+1] = yn   yg
for each integer y with 0  y  yn. Then by Proposition 5.1, Lemma 5.1, and
(2) of Lemma 6.1,
hn(P ) 
ynX
y=0
X
2e n(y)
hn(P ) mod p
p(n)+2: (J)
Suppose that  2 e n(y). Since c0;0 = cv;u = 1, it follows that
hn(P ) = n!
hn0 (Cpu  Cpv)
n0 !
 1
nv;u!
Y
(l;m)2e

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
;
where n0 = (0; 0; 1) and n

v;u = (v; u; 1). Observe now that by Lemmas 5.1,
5.2, and 5.3,
ordp(h

n(P ))   p(n)  u(n)  v;u(nv;u) = y:
By Theorem 2.1 with P is the group consisting of only the identity, we also
have
1  ( 1)
ynv;u!
pyy!(nv;u   py)!
mod p:
Hence the preceding formula of hn(P ) yields
hn(P )  n!
hn0 (Cpu  Cpv)
n0 !
 ( 1)
y
pyy!(nv;u   py)!
Y
(l;m)2e

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
mod p
p
(n)+2;
and also, Lemma 6.2 with  = f(0; 0)g implies that
ordp
0@ n!
n0 !
 ( 1)
y
pyy!(nv;u   py)!
Y
(l;m)2e

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
1A
= ordp

hn(P )
hn0 (Cpu  Cpv)
 ( 1)
ynv;u!
pyy!(nv;u   py)!

  p(n)   p;0 (n0 ):
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(Note that the congruence above is clear if y = 0.) Moreover,
hn0 (Cpu  Cpv)
 ( 1)
yn yn0 !
p2(yn y)(yn   y)! 
hn0 pu+1(yn y)(Cpu  Cpv)
(n0   pu+1(yn   y))!
mod p
p
(n

0 )+1+
by Theorem 2.1, and consequently,
hn(P ) 
( 1)ynn!
p2yn y(yn   y)!y! 
hn0 pu+1(yn y)(Cpu  Cpv)
(n0   pu+1(yn   y))!
 1
(nv;u   py)!

Y
(l;m)2e

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
mod p
p
(n)+1+:
Now, the formula above, together with (J), yields
hn(P ) 
ynX
y=0
( 1)ynn!
p2yn y(yn   y)!y!
X
2e n(y)
hn0 pu+1(yn y)(Cpu  Cpv)
(n0   pu+1(yn   y))!
 1
(nv;u   py)!

Y
(l;m)2e

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
 ( 1)
ynn!
p2yn
ynX
y=0
py
(yn   y)!y!
X
2 n pu+1yn
Y
(l;m)2

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
mod p
p
(n)+1+:
Hence it follows from Proposition 5.1 that
hn(P )  ( 1)
ynn!
p2ynyn!
(
ynX
y=0
yn!p
y
(yn   y)!y!
)
hn pu+1yn(P )
(n  pu+1yn)!
 ( 1  p)
ynn!
p2ynyn!(n  pu+1yn)! hn pu+1yn(P ) mod p
p(n)+1+:
Thus (2) follows. This completes the proof. 2
7 Abelian 2-groups
Throughout this section we suppose that p = 2. If 2u = s  2 as well, then
the properties of hn(P ), where P is a nite abelian 2-group of type , are a
little complicated (cf. Theorems 7.1 and 7.2). First, we provide the following.
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Lemma 7.1 Suppose that u  2. Put w = [n=2u] and z = [n=2u+1]. Then
hn(C2u 1  C2u 2)  n!
25zz!
 hn 2u+1z(C2u 1  C2u 2)
(n  2u+1z)! mod 2
fu 12 (n) w+1:
Proof. Put n0 = n  2u+1z and w0 = w   2z. Then by Theorem 2.1,
hn0(C2u 1  C2u 2)  ( 1)
w0n0!
22w0w0!
 hn 2uw(C2u 1  C2u 2)
(n  2uw)! mod 2
fu 12 (n
0) w0+1:
Since z = [w=2], it follows from Theorem 2.1 that
1  w!
2zz!w0!
mod 2:
Hence it follows from Theorem 2.1 that
hn(C2u 1  C2u 2)  ( 1)
wn!
22ww!
 hn 2uw(C2u 1  C2u 2)
(n  2uw)!
 ( 1)
wn!
22ww!
 w!
2zz!w0!
 hn 2uw(C2u 1  C2u 2)
(n  2uw)!
 n!
25zz!n0!
 ( 1)
w0n0!
22w0w0!
 hn 2uw(C2u 1  C2u 2)
(n  2uw)!
 n!
25zz!
 hn0(C2u 1  C2u 2)
n0!
mod 2f
u 1
2 (n) w+1;
completing the proof. 2
We correct the second assertions of [9, Theorem 4.2] and [18, Theorem
2.1(b)] with l  2, together with [18, Theorem 3.10(d)].
Theorem 7.1 Suppose that 2u = s  2 and that P is a nite abelian 2-group
of type . Let zn = [n=2
u+3] for each nonnegative integer n.
(1) If 3 = 0 and if u  2, then
hn(P )  n!
26znzn!(n  2u+3zn)! hn 2u+3zn(P ) mod 2
2(n)+2:
(2) If either 3  1 or u = 1, then
hn(P )  ( 1)
znn!
26znzn!(n  2u+3zn)! hn 2u+3zn(P ) mod 2
2(n)+2:
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Proof. (1) Suppose that  = (u; u; 0; : : : ) with u  2. We argue by induction
on u. Let Q = C2u 1  C2u 1 , and set n0 = n  2u+3zn. We use the formula
hn(P ) =
[n=2]X
i=0
n!
(n  2i)!i! hn 2i(C22u)hi(Q)
(see [9]). Since 2u  2u, it follows that for any nonnegative integers k, l, and
m such that k < 2u+1 and l < 2u,
k + 2u+1l + 22u+1m
2u+1

  2u

k + 2u+1l + 22u+1m
22u+1

= l + (22u   2u)m  0:
This, combined with Theorem 5.1, shows that
ord2

n!
i!(n  2i)! hn 2i(C22u)hi(Q)


1X
j=1

n
2j

 
1X
j=1

i
2j

 
1X
j=1

n  2i
2j

+
2uX
j=1

n  2i
2j

 2u

n  2i
22u+1

+
u 1X
j=1

i
2j

+

i
2u+1

 

i
2u+2


uX
j=1

n
2j

+

n
2u+2

 

n
2u+3

+

n
2u+1

 

2i
2u+1

 

n  2i
2u+1

+
1X
j=u+3

n
2j

 

2i
2j

 

n  2i
2j

+
2uX
j=u+3

n  2i
2j

+

n
2u+3

 

i
2u+2

  2(n) + 2

n
2u+3

 

2i
2u+3

 

n  2i
2u+3

+

n  2i
2u+3

+
2uX
j=u+3

n  2i
2j

:
(When u = 2, the corresponding part in the proof of [9, Theorem 4.2] is not
correct.) Suppose that u = 2. If n   25(zn   z + 1) < n   2i < 25z with
z = 1; 2; : : : zn, then
ord2

n!
(n  2i)!i! hn 2i(C24)hi(Q)

  2(n) + 2:
Hence
hn(P ) 
znX
z=0
[n=2] 24(zn z)X
i=24z
n!
(n  2i)!i! hn 2i(C24)hi(Q) mod 2
2(n)+2:
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Observe now that by [9, Theorem 4.1],
hi(Q)  ( 1)
zi!
26zz!(i  24z)! hi 24z(Q) mod 2
[i=2]+[i=23] [i=24]+2;
where 0  z  zn and 24z  i  [n=2]  24(zn   z). Then we obtain
hn(P ) 
znX
z=0
( 1)zn!
26zz!
[n=2] 24(zn z)X
i=24z
hn 2i(C24)
(n  2i)! 
hi 24z(Q)
(i  24z)!

znX
z=0
( 1)zn!
26zz!
[n0=2]X
i=0
hn 2i 25z(C24)
(n  2i  25z)! 
hi(Q)
i!
mod 2
2
(n)+2:
Moreover, it follows from Theorem 5.1 that
hn(P ) 
znX
z=0
( 1)znn!
25zn+z(zn   z)!z!
[n0=2]X
i=0
hn0 2i(C24)
(n0   2i)! 
hi(Q)
i!
 ( 3)
znn!
26znzn!
[n0=2]X
i=0
hn0 2i(C24)
(n0   2i)! 
hi(Q)
i!
 n!
26znzn!n0!
hn0(P ) mod 2
2(n)+2;
as desired. Suppose next that u  3. If n  2u+3zn < n  2i, then
ord2

n!
(n  2i)!i! hn 2i(C22u)hi(Q)

  2(n) + 2

n
2u+3

 

2i
2u+3

 

n  2i
2u+3

+

n  2i
2u+3

+
2uX
j=u+3

n  2i
2j

  2(n) + 2:
Thus
hn(P ) 
[n=2]X
i=2u+2zn
n!
(n  2i)!i! hn 2i(C22u)hi(Q) mod 2
2(n)+2:
By the inductive assumption,
hi(Q)  i!
26znzn!(i  2u+2zn)! hi 2u+2zn(Q) mod 2
fu 12 (i)+[i=2
u+1] zn+2;
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where 2u+2zn  i  [n=2]. We now obtain
hn(P )  n!
26znzn!
[n=2]X
i=2u+2zn
hn 2i(C22u)
(n  2i)! 
hi 2u+2zn(Q)
(i  2u+2zn)!
 n!
26znzn!
[n0=2]X
i=0
hn0 2i(C22u)
(n0   2i)! 
hi(Q)
i!
 n!
26znzn!n0!
hn0(P ) mod 2
2(n)+2;
as desired. Thus (1) holds.
(2) If u = 1, then the assertion is stated in [9, Theorem 4.1], and is already
proved. Suppose that u  2 and that 3  1. Then, since u = v  2, it follows
from Lemma 4.1 that c1;2 = 1. Set

 = 
  f(0; 0); (1; 2)g
and
 n(z) = f 2  n j [(1; 2; 1)=2u+1] = z; [(0; 0; 1)=2u+3] = zn   zg
for each integer z with 0  z  zn. Then by Proposition 5.1, Lemma 5.1, and
(3) of Lemma 6.1,
hn(P ) 
znX
z=0
X
2 n(z)
hn(P ) mod 2
2(n)+2: (K)
Since c0;0 = c1;2 = 1, it follows that for any  2  n,
hn(P ) = n!
hn0 (C2u  C2u)
n0 !
 hn

1;2
(C2u 1  C2u 2)
n1;2!

Y
(l;m)2

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
;
(L)
where n0 = (0; 0; 1) and n

1;2 = (1; 2; 1).
Suppose that  2  n(z). Then Lemma 7.1 implies that
hn1;2(C2u 1  C2u 2)
 n

1;2!
25zz!
 hn

1;2 2u+1z(C2u 1  C2u 2)
(n1;2   2u+1z)!
mod 2f
u 1
2 (n

1;2) [n1;2=2u]+1:
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Also, it follows from (1) that
hn0 (C2uC2u) 
n0 !
26(zn z)(zn   z)! 
hn0 2u+3(zn z)(C2u  C2u)
(n0   2u+3(zn   z))!
mod 2
2
(n

0 )+2:
Hence (L), combined with Theorem 5.1, yields
hn(P ) 
n!
26zn z(zn   z)!z! 
hn0 2u+3(zn z)(C2u  C2u)
(n0   2u+3(zn   z))!
hn

1;2 2u+1z(C2u 1  C2u 2)
(n1;2   2u+1z)!
Y
(l;m)2

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
mod 2
2
(n)+2;
because
ord2
 
hn(P )
hn0 (C2u  C2u)hn1;2(C2u 1  C2u 2)
!
  2(n)   2;0 (n0 )   2;2 (n1;2)
by Lemma 6.2 with  = f(0; 0); (1; 2)g and
fu 12 (n

1;2) 

n1;2
2u

   2;2 (n1;2) =

n1;2
2u 1

  2

n1;2
2u

+ z  z:
Now, combining the preceding formula of hn(P ) with (K), we have
hn(P ) 
znX
z=0
n!
26zn z(zn   z)!z!
X
2 n(z)
hn0 2u+3(zn z)(C2u  C2u)
(n0   2u+3(zn   z))!
hn

1;2 2u+1z(C2u 1  C2u 2)
(n1;2   2u+1z)!
Y
(l;m)2

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
 n!
26zn
znX
z=0
2z
(zn   z)!z!
X
2 n 2u+3zn
Y
(l;m)2

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
mod 2
2
(n)+2:
Hence Proposition 5.1, together with Theorem 5.2, yields
hn(P )  n!
26znzn!
(
znX
z=0
2zzn!
(zn   z)!z!
)
hn 2u+3zn(P )
(n  2u+3zn)!
 ( 1)
znn!
26znzn!(n  2u+3zn)! hn 2u+3zn(P ) mod 2
2(n)+2;
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as desired. This competes the proof. 2
The following theorem, as well as Theorem 7.1, includes the interesting
dierence arising from the value of 3.
Theorem 7.2 Suppose that 2u = s  2 and that P is a nite abelian 2-group
of type . Let yn = [n=2
u+1] for each nonnegative integer n.
(1) Assume that 3 = 0. Then
hn(P )  n!
2ynyn!(n  2u+1yn)! hyn(C2)hn 2u+1yn(P ) mod 2
2(n)+1:
In particular, if yn  3 mod 4, then hn(P )  0 mod 22(n)+1.
(2) Assume that 3  1.
(i) If either yn  0 mod 4 or yn  1 mod 4, then
hn(P )  n!
2ynyn!(n  2u+1yn)! hyn(C2)hn 2u+1yn(P ) mod 2
2(n)+1:
(ii) If yn  2 mod 4, then hn(P )  0 mod 22(n)+1.
(iii) If yn  3 mod 4, then
hn(P )  n!
2yn(yn   2)!(n  2u+1yn)! hyn 2(C2)hn 2u+1yn(P )
mod 2
2
(n)+1:
Proof. (1) The rst assertion is a part of Theorem 2.2, and is already proved.
It follows from [12] (see also [4, 9]) that
ord2(hn(C2)) =
8>><>>:

n
2

 

n
4

if n  0; 1; 2 mod 4;
n
2

 

n
4

+ 1 if n  3 mod 4:
(M)
Hence, if 3 = 0 and if yn  3 mod 4, then by the congruence in (1) and
Theorem 5.2,
ord2(hn(P ))  ord2(n!)  yn   ord2(yn!) + ord2(hyn(C2))
= fu2 (n) +

yn
2

 

yn
4

+ 1
=  2(n) + 1:
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Thus (1) holds.
(2) Since u = v  2, it follows from Lemma 4.1 that c1;2 = 1. Set

 = 
  f(0; 0); (1; 2)g
and
 n(y) = f 2  n j [(1; 2; 1)=2u 1] = y; [(0; 0; 1)=2u+1] = yn   yg
for each integer y with 0  y  yn. Then by Proposition 5.1, Lemma 5.1, and
(3) of Lemma 6.1,
hn(P ) 
ynX
y=0
X
2 n(y)
hn(P ) mod 2
2(n)+1:
Furthermore, if  2  n(y) with y  1 and y 6= 2, then 1;2((1; 2; 1))  1, and
hence u+1(n)  1 by Lemma 5.2 and (2) of Lemma 5.3. Now, Lemma 5.1
yields
hn(P ) 
X
2 n(0)
hn(P ) +
X
2 n(2)
hn(P ) mod 2
2(n)+1: (N)
Since c0;0 = 1 and c1;2 = 1, it follows that for each  2  n,
hn(P ) = n!
hn0 (C2u  C2u)
n0 !
 hn

1;2
(C2u 1  C2u 2)
n1;2!
Y
(l;m)2

cl;mY
i=1
gl;m((l;m; i))
(l;m; i)!
;
where n0 = (0; 0; 1) and n

1;2 = (1; 2; 1). Here, if  2  n(y), then (1) yields
hn0 (C2u  C2u) 
n0 !hyn y(C2)
2yn y(yn   y)! 
hn0 2u+1(yn y)(C2u  C2u)
(n0   2u+1(yn   y))!
mod 2
2
(n

0 )+1:
Also, if  2  n(2), then [n1;2=2u] = 1, and, by Theorem 2.1,
hn1;2(C2u 1  C2u 2) 
n1;2!
22
 hn

1;2 2u(C2u 1  C2u 2)
(n1;2   2u)!
mod 2f
u 1
2 (n

1;2):
Now set
h(0)n (P ) =
n!
2ynyn!(n  2u+1yn)! hyn(C2)hn 2u+1yn(P )
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and
h(2)n (P ) =
8<:
n!
2yn(yn   2)!(n  2u+1yn)! hyn 2(C2)hn 2u+1yn(P ) if yn  2;
0 otherwise:
Then by an argument similar to the proof of (2) of Theorem 7.1,X
2 n(0)
hn(P )  h(0)n (P ) mod 2
2
(n)+1;
and X
2 n(2)
hn(P )  h(2)n (P ) mod 2
2
(n)+1:
Hence (N) yields
hn(P )  h(0)n (P ) + h(2)n (P ) mod 2
2
(n)+1: (O)
We can now show the statements (i), (ii), and (iii) of (2) as follows.
If yn  2 and if either yn  0 mod 4 or yn  1 mod 4, then by (M) and
Theorem 5.2,
ord2(h
(2)
n (P ))  ord2(n!)  yn   ord2((yn   2)!) + ord2(hyn 2(C2))
  2(n) +

yn
4

 

yn   2
4

=  2(n) + 1:
Thus (i) follows from (O).
Next, if yn = 2, then hyn(C2) = 2, and hence
hn(P )  n!
2
 hn 2u+2(P )
(n  2u+2)!  0 mod 2
2(n)+1
by (O) and Theorem 5.2. Thus (ii) follows from (2) of Theorem 7.1.
Finally, if yn  3 mod 4, then
ord2(h
(0)
n (P ))   2(n) + 1
by (M) and Theorem 5.2. Hence (iii) follows from (O). 2
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8 Abelian groups
We generalize Theorems 5.2, 6.1, 7.1, and 7.2, and establish Theorem 1.1
at the end of this section.
Theorem 8.1 Suppose that A possesses a Sylow p-subgroup of type . Let
yn = [n=p
u+1] and zn = [n=2
u+3] for each nonnegative integer n. Put  = 1 if
either p > 2 or s = u, and is 0 otherwise.
(1) We get ordp(hn(A))   p(n).
(2) Excepting the case where p = 2 and 2u = s  2, if either u = 1 or
2u = s, then
hn(A)  ( 1)
ynn!
p(2u s+1)ynyn!(n  pu+1yn)! hn pu+1yn(A) mod p
p(n)+2u s+:
(3) If u > 1 and if 2u = s+ 1, then
hn(A)  ( 1  p)
ynn!
p2ynyn!(n  pu+1yn)! hn pu+1yn(A) mod p
p(n)+1+:
(4) Assume that p = 2 and that 2u = s  2.
(i) If 3 = 0 and u  2, then
hn(A)  n!
26znzn!(n  2u+3zn)! hn 2u+3zn(A) mod 2
2(n)+2:
(ii) If either 3  1 or u = 1, then
hn(A)  ( 1)
znn!
26znzn!(n  2u+3zn)! hn 2u+3zn(A) mod 2
2(n)+2:
(5) Assume that p = 2 and that 2u = s  2.
(i) If 3 = 0, then
hn(A)  n!
2ynyn!(n  2u+1yn)! hyn(C2)hn 2u+1yn(A) mod 2
2(n)+1:
In particular, if yn  3 mod 4, then hn(A)  0 mod 22(n)+1.
(ii) If 3  1 and if either yn  0 mod 4 or yn  1 mod 4, then
hn(A)  n!
2ynyn!(n  2u+1yn)! hyn(C2)hn 2u+1yn(A) mod 2
2(n)+1:
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(iii) If 3  1 and if yn  2 mod 4, then hn(A)  0 mod 22(n)+1.
(iv) If 3  1 and if yn  3 mod 4, then
hn(A)  n!
2yn(yn   2)!(n  2u+1yn)! hyn 2(C2)hn 2u+1yn(A)
mod 2
2
(n)+1:
Remark 8.1 The rst assertion of [9, Theorem 5.1(3)] with l  2 is wrong.
Although we can get Theorem 8.1 as an analogy with [9, Theorem 5.1], we
give an orderly proof of it. Let P be a nite abelian p-group of type . For a
positive integer a, we dene
EP (a;X) := exp
 
sX
k=0
(s  k; p)
apk
Xap
k
!
;
and denote by han(a;P ), n = 0; 1; 2; : : : , the rational numbers such that
EP (a;X) =
1X
n=0
han(a;P )
(an)!
Xan:
Especially, hn(P ) = hn(1;P ). This power series is introduced in [9, Section 5].
Under the notation above, we get the following.
Proposition 8.1 Suppose that a0 = 1 and that a1; : : : ; al are integers such
that ai > 1 and gcd(ai; p) = 1 for all i. Let m;n0; n1; : : : ; nl be nonnegative
integers with m  a0n0 + a1n1 +   + alnl. Put
H(m : a1; : : : ; al;n0; : : : ; nl) =
m!
hn0(P )
lY
i=0
haini(ai;P )
(aini)!
:
Then ordp(H(m : a1; : : : ; al;n0; : : : ; nl))   p(m)    p(n0), and the following
statements hold.
(1) If [n0=p
u+1] < [m=pu+1], then
ordp(H(m : a1; : : : ; al;n0; : : : ; nl))   p(m) + 2u  s+ 1   p(n0):
(2) Assume that p = 2 and that 2u = s  2. If [n0=2u+3] < [m=2u+3], then
ord2(H(m : a1; : : : ; al;n0; : : : ; nl))   2(m) + 2   2(n0):
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Proposition 8.1 is a result of the following three lemmas. Under the hy-
pothesis and notation of Proposition 8.1, we show a technical lemma:
Lemma 8.1 Suppose that ordp(haini(ai;P ))   p(aini) for all i with i  1.
Then ordp(H(m : a1; : : : ; al;n0; : : : ; nl))   p(m)    p(n0), and the following
statements hold.
(1) Suppose that ordp(haini(ai;P ))   p(aini) + 2u   s + 1, provided i  1
and aini  pu+1. Then the assertion (1) of Proposition 8.1 holds.
(2) Assume that p = 2 and that 2u = s  2. Moreover, suppose that
ord2(haini(ai;P ))   2(aini) + 2, provided i  1 and aini  2u+3. Then
the assertion (2) of Proposition 8.1 holds.
Proof. Unless p = 2 and 2u = s  2,
ordp(H(m : a1; : : : ; al;n0; : : : ; nl)) + ordp(hn0(P ))
=
1X
j=1

m
pj

+
lX
i=0
 
ordp(haini(ai;P )) 
1X
j=1

aini
pj
!
  p(m) + (2u  s+ 1)

m
pu+1

+
lX
i=0
 
ordp(haini(ai;P )) 
u+1X
j=1

aini
pj
!
=  p(m) + (2u  s+ 1)
 
m
pu+1

 
lX
i=0

aini
pu+1
!
+
lX
i=0
(ordp(haini(ai;P ))   p(aini)) :
Likewise, if p = 2 and 2u = s  2, then
ord2(H(m : a1; : : : ; al;n0; : : : ; nl)) + ordp(hn0(P ))
  2(m) +

m
2u+1

+ 2

m
2u+3

+
lX
i=0
 
ord2(haini(ai;P )) 
u+3X
j=1

aini
2j
!
=  2(m) +
 
m
2u+1

 
lX
i=0

aini
2u+1
!
+ 2
 
m
2u+3

 
lX
i=0

aini
2u+3
!
+
lX
i=0
 
ord2(haini(ai;P ))   2(aini)

:
The lemma follows from these inequalities and Theorem 5.2. 2
The following lemma is a consequence of Theorem 5.2 and Lemma 8.1.
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Lemma 8.2 Let a be an integer greater than 1. Then ordp((an)!hn(P )=n!) 
 p(an), and the following statements hold.
(1) We have ordp((an)!hn(P )=n!)   p(an) + 2u  s+ 1 provided an  pu+1.
(2) Assume that p = 2 and that 2u = s  2. Then ord2((an)!hn(P )=n!) 
 2(an) + 2 provided an  2u+3.
Proof. If an  pu+1, then [n=pu+1] < [an=pu+1], because a > 1. Also, if
an  2u+3, then [n=2u+3] < [an=2u+3]. Now, Theorem 5.2 and Lemma 8.1
with m = an, n0 = n, and l = 0 yield the lemma. This completes the proof.
2
Using Lemmas 8.1 and 8.2, we obtain the following generalization of [9,
Lemma 5.1], which, together with Lemma 8.1, yields Proposition 8.1.
Lemma 8.3 Let a be an integer such that a > 1 and gcd(a; p) = 1. Then
ordp(han(a;P ))   p(an), and the following statements hold.
(1) We have ordp(han(a;P ))   p(an) + (2u  s+ 1) provided an  pu+1.
(2) Assume that p = 2 and that 2u = s  2. Then ord2(han(a;P )) 
 2(an) + 2 provided an  2u+3.
Proof. We show the lemma by induction on n. If n = 0, then the assertions
clearly hold. Assume that n > 0. By the denition, EP (a;X)
a = EP (X
a).
Comparing the coecients of Xan on both sides, we have
ahan(a;P ) +
X
n1+n2++na=n
ni<n
(an)!
aY
i=1
hani(a;P )
(ani)!
= (an)!
hn(P )
n!
;
where the summation runs over all sequences n1; n2; : : : ; na of nonnegative
integers such that n1 + n2 +    + na = n and ni < n for all i. Now, since
gcd(a; p) = 1, the inductive assumption and Lemma 8.1 with m = an, n0 = 0,
l = a, and a1 =    = al = a, together with Lemma 8.2, yield the assertions.
This completes the proof. 2
Proof of Proposition 8.1. The statements follow from Lemmas 8.1 and 8.3. 2
We can now prove Theorem 8.1.
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Proof of Theorem 8.1. Let P be a Sylow p-subgroup of A. Then there exist
integers a1; a2; : : : ; al greater than 1 such that
EA(X) = EP (X)
lY
i=1
EP (ai;X):
Comparing the coecients of Xn on both sides, we have
hn(A) =
nX
n0=0
hn0(P )
X
a1n1++alnl=n n0
H(n : a1; : : : ; al;n0; : : : ; nl);
where the summation
P
a1n1++alnl=n n0 runs over all sequences n1; : : : ; nl of
nonnegative integers such that a1n1 +    + alnl = n  n0. (For the notation,
see Proposition 8.1.) Hence (1) follows from Theorem 5.2 and Proposition 8.1.
Moreover, in the equation above, if n0 < p
u+1yn, then
ordp(H(n : a1; : : : ; al;n0; : : : ; nl))   p(n) + 2u  s+ 1   p(n0)
by (1) of Proposition 8.1. Now we have
hn(A)  n!
X
n0pu+1yn
hn0(P )
n0!
X
a1n1++alnl=n n0
lY
i=1
haini(ai;P )
(aini)!
mod p
p
(n)+2u s+1:
Excepting the case where p = 2 and 2u = s  2, if either u = 1 or 2u = s,
then by (1) of Theorem 6.1 and Proposition 8.1,
hn(A)  n! ( 1)
yn
p(2u s+1)ynyn!
X
n0pu+1yn
hn0 pu+1yn(P )
(n0   pu+1yn)!

X
a1n1++alnl=n n0
lY
i=1
haini(ai;P )
(aini)!
 ( 1)
ynn!
p(2u s+1)ynyn!(n  pu+1yn)! hn pu+1yn(A) mod p
p(n)+2u s+:
Hence (2) holds. Likewise, (3) and (5) follow from Theorems 6.1(2) and 7.2
and Proposition 8.1, and (4) follows from Theorem 7.1 and Proposition 8.1.
This completes the proof. 2
The proof of the following corollary to Theorem 8.1 is completely analogous
to that of [9, Corollary 3.1].
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Corollary 8.1 Under the hypothesis of Theorem 8.1, the following statements
hold.
(1) Assume that either p > 2 or 2u > s.
(i) If ordp(hn pu+1yn(A)) < 
p
(n  pu+1yn) + 2u  s+ , then
ordp(hn(A)) = ordp(hn pu+1yn(A)) + 
p
(p
u+1yn):
(ii) If ordp(hn pu+1yn(A))   p(n  pu+1yn) + 2u  s+ , then
ordp(hn(A))   p(n) + 2u  s+ :
(2) Assume that p = 2 and that 2u = s  2.
(i) If ord2(hn 2u+3zn(A)) < 
2
(n  2u+3zn) + 2, then
ord2(hn(A)) = ord2(hn 2u+3zn(A)) + 
2
(2
u+3zn):
(ii) If ord2(hn 2u+3zn(A))   2(n  2u+3zn) + 2, then
ord2(hn(A))   2(n) + 2:
The assertion (1) of the following corollary is a part of [9, Theorem 1.4].
Corollary 8.2 Assume that p = 2 and that 2u = s  2.
(1) If 3 = 0, then ord2(hn(A)) = 
2
(n) for each nonnegative integer n such
that n  0, 2u+1, or 2u+2 mod 2u+3.
(2) If 3  1, then ord2(hn(A)) =  2(n) for each nonnegative integer n such
that n  0, 2u+1, or 2u+1 + 2u+2 mod 2u+3.
Proof. As mentioned earlier, for any positive integer y,
ord2(hy(C2)) =

y
2

 

y
4

if y 6 3 mod 4 (see (M)). Hence (5) of Theorem 8.1 yields the corollary. 2
Theorem 1.1 is a consequence of Theorem 8.1 and Corollaries 8.1 and 8.2.
Proof of Theorem 1.1. The assertion (1) follows from (1) of Theorem 8.1 and
(1)(i) of Corollary 8.1. The assertion (2) follows from Corollary 8.2. 2
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9 The proof of Corollary 1.1
We conclude this paper with the proof of Corollary 1.1.
Lemma 9.1 Suppose that A possesses a Sylow p-subgroup of type . Set
a = lim
n!1
inf
ordp(hn(A))  ordp(n!)
n
:
Then
a =
8>><>>:
  7
2u+3
if p = 2 and if 2u = s  2;
 

1
p  1 + 2u  s+ 1

1
pu+1
otherwise:
Proof. Suppose that p = 2 and 2u = s  2. For each positive integer n, set
an =
ord2(hn(A))  ord2(n!)
n
and zn = [n=2
u+3]. Then (2) of Corollary 8.1, together with (1) of Theorem
8.1, yields
an    1
n
 
n
2u+1

+ 2zn +
1X
j=1

zn
2j
!
   1
2u+3zn + (n  2u+3zn)

n  2u+3zn
2u+1

+ ord2(2
6znzn!)

  ord2(2
6znzn!)
2u+3zn
= a2u+3zn :
By [10, Chapter IV], we have
lim
n!1
a2u+3zn =  
6
2u+3
  1
2u+3
lim
n!1
ord2(zn!)
zn
=   7
2u+3
:
We now dene a sequence fng1n=1 by
n =

an if n = 2
u+3zn;
a2u+3(zn+1) otherwise:
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Set ln = inffai j i  ng and mn = inffi j i  ng. Then flng1n=1 and fmng1n=1
are monotone sequences satisfying
l1  l2      ln  mn  mn+1     :
Moreover,
lim
n!1
mn = lim
n!1
a2u+3zn =  
7
2u+3
;
and thereby, flng1n=1 converges. Since l2u+3z = m2u+3z for any positive integer
z, it follows that
a = lim
n!1
ln = lim
n!1
m2u+3zn = lim
n!1
mn =   7
2u+3
:
Unless p = 2 and 2u = s  2, a similar argument to the preceding one,
together with (1) of Corollary 8.1, enables us to obtain
a =  

1
p  1 + 2u  s+ 1

1
pu+1
:
Thus the lemma follows. 2
Proof of Corollary 1.1. By [10, Chapter IV] and Lemma 9.1, the radius of
convergence is pa, where
a =
8>><>>:
  7
2u+3
if p = 2 and if 2u = s  2;
 

1
p  1 + 2u  s+ 1

1
pu+1
otherwise
(see also [9]). Suppose that jxjp = pa (see [10]). If p = 2 and if 2u = s  2,
then by (2) of Theorem 1.1,
ord2

h2u+3+k(A)
2u+3+k!
x2
u+3+k

=  2u+3+ka  7  2k + 1 = 1
for any nonnegative integer k. Unless p = 2 and 2u = s  2, (1) of Theorem
1.1, yields
ordp

hpu+1+k(A)
pu+1+k!
xp
u+1+k

=  pu+1+ka  (2u  s+ 1)pk   p
k   1
p  1 =
1
p  1
for any nonnegative integer k. Hence the p-adic power series EA(X) converges
only in the open disc of radius pa. This completes the proof. 2
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Remark 9.1 The radius of convergence of the p-adic power series ECp(X) is
given in [14, p. 389, Proposition].
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