This paper proposes a discrete recurrent neural network model to implement winnertake-all function. This network model has simple organizations and clear dynamic behaviours. The dynamic properties of the proposed winner-take-all networks are studied in detail. Simulation results are given to show network performance. Since the network model is formulated as discrete time systems, it has advantages for computer simulations over digital simulations of continuous time neural network model. Thus they can be easily implemented in digital hardware.
Introduction
Winner-take-all networks have been studied widely by many authors in recent years, see for examples [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . It is well known that they play an important role in the design for many unsupervised learning networks. Winner-take-all networks for selecting the most prominent element are central processing components in competitive learning neural networks and nearest neighbor pattern classi ers 6] 11 -13] .
So far, many kinds of neural network models have been proposed to implement the winner-take-all function. In 4], based on Hop eld neural network topology, an alternative neural network is designed as winner-take-all function. Winner-take-all cellular neural networks were rstly studied in 9]. It was shown that cellular neural networks can perform winner-take-all function if parameters of the networks satisfy some conditions. However, the sizes of the networks are limited to less than 10 neurons. 1] over-came this problem and improved the robustness of 9] by introducing a clipped total feedback. In 5] and 2], Lotka-Volterra competitive neural networks have been used to implement winner-take-all function. Recently, 10] proposed a simple winner-take-all neural network model with fewer parameters. The network response time was deeply studied in 10].
As far as we know that most of the existing winnertake-all models are formulated by continuous neural networks. In this paper, we propose a discrete recurrent neural networks model to implement winnertake-all behaviour. Neural networks in discrete model have advantages for computer simulations over digital simulations of continuous time neural network models. Thus they can be easily implemented in digital hardware. The proposed neural network model has simple organizations and well understood dynamic behaviours.
This paper is organized as follows. The proposed discrete neural network model will be presented in Section 2. In Section 3, the dynamic behaviours of the proposed network will be discussed in detail. These dynamic properties will show that our neural network model function as a winner-take-all neural network under some simple conditions added to the networks parameters. Section 4 discusses response time of the network. Simulation results and design problems will be presented in Section 5. Finally, Section 6 concludes the paper.
Neural Network Model
The proposed winner-take-all discrete recurrent neural network model is as follows 
Dynamic Properties
In this section, we will study the dynamical properties of the proposed winner-take-all discrete recurrent neural network. We will show that the network has clear dynamic behaviours. The rst theorem will get the representation of the solutions of the state equation of the network.
Theorem1: For any X(0) 2 InitSet, the solution of (1) starting from X(0) can be represented as
for all k 0 and i = 1; ; n.
Proof: Since X(0) 2 InitSet, thus x i (0) + > 0; (i = 1; ; n). It is easy to see from (1) that x i (k)+ > 0(i = 1; ; n) for all k 0.
From (1) it follows that
and so
for all k 0. Then, we have
for all k 0. The proof is completed.
Theorem2: Suppose that X(0) 2 InitSet. If
Proof: It is easy to see from (1) that
That is x i (k) < x j (k) for all k 0. The same argument can be applied to the case of x i (0) = x j (0).
The proof is completed. Theorem 2 shows that the states of any two di erent neurons in the network will never intersect each other if their corresponding initial values are di erent, and if their corresponding initial values are equal then their states will remain identical. and all the losers of their states will approach ? .
Hence, the output of the winner will reach c in nite iteration steps and the output of each loser will reach zero in nite iteration steps. It should be noted that > 0 and > are important conditions, otherwise both the losers and the winner will not reach zero and c respectively in nite iteration steps.
Theorem4 This completes the proof.
Theorem 5 provides conditions for the output of the winner will never reach zero.
Next, we will discuss under what conditions that the winner neuron is the last one settling. 0) is one of the second largest initial state value. From last section we know that y s (k) will reach and then remains zero after some large k. We call the smallest k such that y s (k) = 0 be the response time of the network and denote it by k resp . For the network model of (1), it seems di cult to calculate the exact response time. Next, we will calculate an upper bound for the response time of the network. It follows from (2) = K we will have x s (k + 1) < 0. Hence, the above K is an upper bound of the response time. That is k resp K. We can use K to estimate the response time of the network. In the next section, simulation results will show that this upper bound of response time is very close to the exact response time.
Simulations
The dynamic properties in Section 3 clearly shows that the network of (1) performs the winner-take-all function if the initial values and parameters of the network satisfy some very simple conditions as described follows.
For each input initial value X(0) = (x 1 (0); ; x n (0)) T 2 R n , we require that 0 < x i (0) < c(i = 1; ; n) and there is only one largest component of X(0). This means that there is a unique m 2 f1; ; ng such that x m (0) > x j (0)(j 6 = m; j = 1; ; n).
For the parameters of the network, we require that These conditions are quite easy to be implemented.
In the above conditions, > 1 is used to control the converge rate of the network. The larger the is, the less iteration steps will be. However, for large the computation will become more complex and will take more time. So, this is a trade o . It is di cult to get balance between and the computational complexity. > is used to guarantee the winner will go across the bound of c so that the output of winner will reach c in nite iteration steps. Similarly, > 0 is used to guarantee the output of the losers reach zero in nite iteration steps. ?c 2 < guarantees that the output of each loser will never reach c and < c+ n guarantees the output of the winner will never reach zero. The condition > 2 guarantees the winner is the last one settling. Upper part of Figure 3 shows the average number of iterations taken for di erent problem size n.
There are 100 random testing cases for each problem size (number of neurons). There is a leveling o trend in the curve. Lower part of the gure gives us two straight lines describing the number of oating point operations (FLOPS) involved in each iteration for di erent problem size. When = 2, less computation is required since the squaring operations in the model could be done by multiplications. However, when > 2, more computations are needed to perform the exponentiation. Nevertheless, the number of FLOPS required per iteration, no matter how is set, is in the order of O(n).
The left column of Figure 4 shows three scenarios of invoking the network with di erent 's. The right column shows how the network performs in different scale of problems. All experiments agree that our model works accurately and e ciently provided that the initial conditions and network parameters are given according to our simple constraints.
Conclusions
In this paper we have proposed a discrete recurrent neural networks to implement the winner-takeall function. We have studied in detail the dynamic behaviour of this model. Intensive computer simulations have been done to show the network's performance. It was shown that under some simple conditions for the initial values and the parameters of the network, the network acts the winner-take-all function correctly with satisfactory e ciency. We will carry on the results of this paper and follow the methods in 3] to study the problem of image segmentation in future.
