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ABSTRACT 
 
Diagnostically lossless compression techniques are essential in archival and communication of medical images.  In this paper, 
an automated wavelet-based background noise removal method, i.e. diagnostically lossless compression method, is proposed.  
First, the wavelet transform modulus maxima procedure produces the modulus maxima image which contains sharp changes 
in intensity that are used to locate the edges of the images.  Then the Graham Scan algorithm is used to determine the convex 
hull of the wavelet modulus maxima image and extract the foreground of the image, which contains the entire diagnostic 
region of the image.  Histogram analyses are applied to the non-diagnostic region, which is approximated by the image that is 
outside the convex hull.  After setting all pixels in the non-diagnostic region to zero intensity, a higher compression ratio, 
without introducing loss of any data used for the diagnosis, is achieved with UNIX utilities compress and pack, and with 
lossless JPEG.  Furthermore, an image of smaller rectangular region containing all diagnostic region is constructed to further 
improve the compression ratio achieved above. 
 
Keywords: Lossless compression, diagnostically lossless compression, wavelet transform modulus maxima, convex hull, 
noise 
 
1.  INTRODUCTION 
 
The trend in medical imaging is increasing toward direct digital image acquisition.  Currently, many modalities such as CT 
(computed tomography), MRI (magnetic resonance imaging), PET (positron emission tomography), SPECT (single-photon 
emission computed tomography), and DSA (digital subtraction angiography) produce images directly in digital form. It 
appears that telemedicine and digital image processing will eventually completely replace conventional film (hard copy) 
imaging in medicine. 
 
Important advantages of digital imaging are in support of image transfer and archival, and the possibility for manipulating 
and enhancing diagnostic information.  However, digital image transmission and storage face major challenges due to the 
size of medical image data sets.  For instance each MRI and CT image requires an average of 5 to 12 Mbytes and a single X-
ray may require as much as 24 Mbytes.  The size has lead to searches for effective image compression methods to reduce the 
storage requirements and network traffic and improve efficiency. 
 
During the past two decades, various lossless and lossy image coding techniques have been developed to address major 
challenges faced by digital imaging 
1—8.  Lossy compression can achieve high compression ratio, 50:1 or more, but it cannot 
completely recover the original data.  On the other hand, lossless compression can completely recover the original data but 
this reduces the compression ratio to around 2:1.  In medical application, lossless compression has been a requirement 
because the loss of any diagnostic information is not permitted. 
 
Most present compression techniques compress the entire image. However, we have observed that many MRI and CT 
medical images contain large backgrounds (up to 50% of the image size), which are not used in the diagnosis. These image 
backgrounds, even though they appear totally uniform, in fact contain random noise and artifacts inherited somewhere in the 
image acquisition. Total removal of this noise substantially reduces the required image data and improves any compression 
algorithm result without introducing any loss into that part of the data actually used for the diagnoses, i.e., “lossless”.  From 
the radiologists' viewpoint, a new diagnostically lossless medical image compression method is proposed in this paper to  
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Email: xqi@bit.csc.lsu.edu;  tyler@bit.csc.lsu.edu;  WWW: http://bit.csc.lsu.edu/~xqi remove all noise in the background and with no loss at all in any diagnostic information. 
 
The remainder is organized as follows:  
 
  Section 2 briefly introduces the concept of wavelet transformation maxima and the underlying mathematical 
fundamentals.   
  Section 3 proposes a practical implementation of diagnostically lossless compression via wavelet transform modulus 
maxima and convex hull algorithm.   
  Section 4 discusses the compression results obtained from the proposed compression method.   
  Section 5 draws conclusions. 
 
2.  WAVELET TRANSFORM MODULUS MAXIMA 
 
2.1.   Wavelet Transform 
 
The basic idea of wavelet transformation is to represent any arbitrary function as a superposition of a wavelet basis. 
9, 10  The 
coefficients of the basis can be used to exactly reconstruct the original function.  Dilation and translation of a special 
function, which is called the mother wavelet, form the wavelet basis.  The wavelet transform gives both spatial and frequency 
representation of signals.  The application of wavelet transforms in image compression has shown promising results. 
11—17 
 
Figure 1 below shows the block diagram of two levels of 1-D wavelet compression process. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Two levels of 1-D wavelet compression process 
 
2.2.   Characterization of Local Regularity with the Wavelet Transform 
 
Local regularity can be used to identify discontinuities in the intensity in images.  Therefore, it can be used to locate object 
contours in images, which are particularly meaningful in recognition.  Local regularity is often measured with Lipschitz 
exponents.  The Lipschitz regularity α0 provides an indication of the differentiability of a function  ) (x f .  That is, if the 
Lipschitz regularity  0 α  of  ) (x f satisfies  1 0 + < < n n α , then  ) (x f is n times differentiable at  0 x but its 
th n  derivative 
is singular at  0 x and  0 α  characterizes this singularity.  Theorems 1 and 2 introduced in 
18 relate the asymptotic decay of the 
wavelet transform at small scales to the local Lipschitz regularity.  A conclusion of this is that the wavelet transform is 
particularly well adapted to estimate the local regularity of functions and is useful in recognition of edges, boundaries and 
important features. 
 
2.3.   Wavelet Transform Modulus Maxima 
 
A definition of local maxima of the wavelet transform modulus is: 
 
Let  ) , ( x s Wf  be the wavelet transform of a function  ) (x f .  The modulus maximum is any point  ) , ( 0 0 x s such that 
| ) , ( 0 x s Wf | < | ) , ( 0 0 x s Wf | when x  belongs to either a right or the left neighborhood of  0 x , and | ) , ( 0 x s Wf | <= 
| ) , ( 0 0 x s Wf | when x belongs to the other side of the neighborhood of  0 x . 
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A modulus maximum  ) , ( 0 0 x s of the wavelet transform is a strict local maximum of the modulus on either the right or the 
left side of  0 x . 
 
Theorems 3, 4 and 5
18 sufficiently prove that the regularity of  ) (x f is controlled by the behavior of its wavelet transform.  
That is, local maxima of the wavelet transform modulus provide enough information to detect and analyze all discontinuities 
inside images and local Lipschitz exponents can often be measured from the evolution across scales of the wavelet transform. 
 
2.4.   Summary 
 
Wavelet transforms can decompose images into elementary building blocks that are well localized both in space and 
frequency.  As a result, wavelet transforms can characterize the local regularity of images.  In mathematics, the local 
regularity of a function is often measured with Lipschitz exponents.  Some basic theorems relate local Lipschitz exponents to 
the evolution across scales of wavelet transform values.  It has been proven that the Lipschitz regularity can be measured 
from the evolution across scales of the absolute value of the wavelet transform. At each scale 
j 2 of the wavelet transform, 
the modulus maxima are defined as points  ) , ( y x  where the modulus image  ) , , 2 ( y x Mf
j  is locally maximum along the 
gradient direction.  Therefore, modulus maxima of wavelet transforms are used to detect discontinuities and peaks that have 
Lipschitz exponents smaller than 1 as well as the object contours kept for diagnostic use. 
 
3.  DIAGNOSTICALLY LOSSLESS MEDICAL IMAGE COMPRESSION 
 
A diagnostically lossless medical image compression method can be described by using a wavelet transform modulus 
maxima and convex hull algorithm.  Figure 2 shows a block diagram of this compression method.  In the compression 
process, a separable 2-D wavelet transform is first applied to the 2-D image data resulting in a 2-D multiresolution 
representation of the image.  The wavelet transform modulus maxima image is obtained via simplified calculated modulus 
maxima, which are within the range of a threshold value of a modulus maximum at each decomposition level.  The Graham 
Scan algorithm is then applied to the modulus maxima image to find the convex hull that contains all diagnostic information 
of the original image.  Finally, UNIX utilities compress and pack and lossless JPEG (Joint Photograhpic Expert Group) are 
used to compress the denoised image of the original image size whose pixels outside convex hull region are set to zero and 
the shrunk denoised image whose size is equal to a rectangle to cover the diagnostic region respectively. 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Diagnostically lossless medical image compression process 
 
3.1.   Two-Dimensional Wavelet Transform 
 
A 2-D wavelet transformation decomposes a 2-D medical image into a number of blocks, with one small block containing 
most of the energy and the remaining blocks contain the rest of the energy in various frequency bands.  The decomposed 
image provides an excellent representation for further processing. 
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To date, we have used the wavelets of Daubechies with medical images since they are smoother.  A 2-level decomposition is 
applied and the modulus maxima image is determined.  The reasons a 2-level decomposition is selected are: Level 2 and 3 of 
the wavelet representation may be preferable for contour identifying, whereas the representation at level 1 is too sensitive to 
noise and representations at level 4 and 5 are too coarse for sensitivity to small changes.  It is also crucial to keep as few 
scales as possible to limit computations as well as the memory requirements. 
 
The result of a two level 2-D wavelet decomposition is illustrated in Figure 3. 
 
 
 
 
 
 
 
 
 
Figure 3: 2-level 2-D wavelet decomposition 
 
Seven subbands are generated after two levels of wavelet decomposition of a 256*256 medical image.  The four subbands at 
resolution 1 are first produced by the decomposition scheme.  Then the application of the same decomposition scheme to the 
upper-left subband that carries the lowest frequencies at resolution 1 results in the two-level subband decomposition shown in 
Figure 3. 
 
3.2.   Wavelet Transform Modulus Maxima 
 
In the wavelet-decomposed image shown in Figure 3, the upper-left subband at level 2 resolution contains the background of 
the original image and, thus, carries the lowest frequencies of the image spectrum.  The other subbands carry the object 
contours, which correspond to the highest frequencies.  For each subband other than the upper-left, the absolute maximum 
wavelet coefficient, called wavelet modulus maximum, is computed.  A threshold number  n T  is set up to include all wavelet 
coefficients whose absolute value is within the range of the threshold of the wavelet modulus maximum.  That is, let 
) , , 2 ( 0 0 y x Wf
i  be the modulus maximum at each scale 
i 2  of wavelet transform, which has the highest absolute value  i M  
among all the coefficients of each scale.  Any wavelet coefficients  ) , , 2 ( y x Wf
i  at each scale satisfying either of the 
following: 
(1)  n i
i T M y x Wf + − ≤ ) , , 2 (   if   ; 0 ) , , 2 ( < y x Wf
i  
(2)  n i
i T M y x Wf − ≥ ) , , 2 (   if  0 ) , , 2 ( ≥ y x Wf
i . 
are kept unchanged, whereas all the other wavelet coefficients are set to zero before the reconstruction of the image. 
 
Our empirical results suggest a threshold value of 50 and 20 is the optimal choice for two types of chosen images since it will 
result in a modulus maxima image containing necessary and sufficient contour information for the convex hull calculation.  
The reconstructed image is expected to contain only extremely high-frequency components, including the object contour. The 
final wavelet transform modulus maxima image is obtained using subband reconstruction, which is the inverse of subband 
decomposition. 
 
3.3.   Convex Hull Algorithm – Graham Scan Algorithm 
 
From our observations, many MRI and CT medical images have a convex hull that bounds the foreground of the image, 
which is all that is used for diagnosis.  A convex hull is the smallest convex set containing a set of points. [A set is convex if 
and only if the line segment determined by every pair of its points lies entirely in the set].  The Graham Scan algorithm is 
applied to the wavelet modulus maxima image to extract the contour for diagnosis in our proposed system. 
 
The pseudo-code of the Graham Scan algorithm is: 
1.  Let 0 p  be the point in the set with the minimum  y -coordinate.  2.  Compute the polar angle of each point respect to  0 p  and sort these points by the angle in counterclockwise order 
around  0 p , as  ) ,..., , ( 1 2 1 − n p p p .  
3.  Push  2 1 0 , , p p p  into an empty stack S .  
4.  For 3 ← i   to  1 − n   
5.    Do while the angle formed by points Next-To-Top(S ), Top(S ), and i p  makes a non left turn 
6.          Pop (S )  
7.          Push ) , ( i p S  
8.  return S . (Now the stack S  has all the vertices of the convex hull.) 
 
3.4.   Image Denoising 
 
The background region outside the convex hull is set to zero to denoise the non-diagnostic region of the original image.  A 
histogram analysis is applied to the region outside the convex hull to further demonstrate our observation that many MRI and 
CT medical images contain large backgrounds not used in the diagnosis. 
 
4.  EXPERIMENTAL RESULTS 
 
Two sets of six similar MR brain images presented in Figure 4 were chosen to demonstrate our results. 
 
 
 
 
 
 
 
 
       Image #1              Image #2                  Image #3        Image #4            Image #5              Image #6 
(a) The first set of six MR brain images 
 
 
 
 
 
 
 
 
       Image #1              Image #2                  Image #3        Image #4            Image #5              Image #6 
 (b) The second set of six MR brain images 
Figure 4: Two sets of six similar MR images of the brain used in our experiment 
 
Figure 5 illustrates the 2-level wavelet decomposition obtained by applying a Daubechies Wavelet with 4-coefficients to the 
first MR image (the upper-left) of the first set shown in Figure 4.  The modulus maxima images for this image obtained by 
using threshold values of 40, 50 and 60 respectively are shown in Figure 6.  
 
By experimental results, we determined that a threshold value  50 = n T  is an optimal value for the images used in the first 
set.  An optimal threshold value for the images used in the second set is around 20.  Different threshold values lead to 
modulus maxima images with different contours.  A small  n T  value may only contain too limited a number of contour 
details, which are not enough for the follow-on convex hull computation.  A large  n T  value contains an extensive number of 
contour details but has a slow calculation of the convex hull.  A threshold value of 50 and 20 was found to contain sufficient 
contour information for convex hull calculation with reasonable computation times for the first and the second test set 
 respectively.  Figure 6 shows the results of modulus maxima images obtained by applying different  n T s on the first image of 
the first set. 
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Figure 5: Illustration of 2-level DB4 wavelet decomposition of the original image #1in the first test set 
 
 
 
 
 
 
 
 
    (a)            (b)              (c) 
Figure 6: Modulus maxima image for original image #1 in the first set with 
(a)  Threshold  40 = n T    (b)  Threshold  50 = n T    (c)  Threshold  60 = n T  
The convex hull in Figure 7 was obtained from a modulus maxima image with the optimal threshold value  50 = n T .  It 
contains all diagnostic regions. 
 
 
 
 
 
 
 
 
 
   (a)            (b)              (c)             (d) 
Figure 7: Results obtained from modulus maxima image of an optimal threshold via 2-level DB4 decomposition 
(a) Original image #1in the first set (entropy  = 5.64 bits/byte)           (b) Convex hull 
(c)  Approximated polygon to cover all diagnostic region (entropy  = 4.53 bits/byte) 
(d)  Shrunk image to contain all diagnostic region 
 
The results for all the other five images in the first set are illustrated in Figure 8.  The entropy corresponding to the original 
image and the denoised image of the original image size is listed below each image.  Since this set of images contains strong 
 contrast between background and foreground, an approximated convex hull polygon can be obtained to cover all diagnostic 
region of the medical images. 
 
 
 
 
 
 
 
 
 (a) entropy                 3.74 bits/byte                              3.68 bits/byte 
 
 
 
 
 
 
 
 
   (b) entropy               3.66 bits/byte      3.52 bits/byte 
 
 
 
 
 
 
 
 
    (c) entropy             3.45  bits/byte       3.39  bits/byte   
 
 
 
 
 
 
 
 
    (d) entropy        3.37 bits/byte                  3.33 bits/byte 
 
 
 
 
 
 
 
 
    (e)  entropy           3.25 bits/byte        3.21 bits/byte 
         Figure 8: Experimental results for the first set of six MR brain images 
(a)  Original image #2, its convex hull, its approximated polygon and the shrunk image to contain all diagnostic region 
(b)  Original image #3, its convex hull, its approximated polygon and the shrunk image to contain all diagnostic region 
(c)  Original image #4, its convex hull, its approximated polygon and the shrunk image to contain all diagnostic region 
(d)  Original image #5, its convex hull, its approximated polygon and the shrunk image to contain all diagnostic region 
(e)  Original image #6, its convex hull, its approximated polygon and the shrunk image to contain all diagnostic region 
 Figure 9 shows the results for all six MR brain images in the second set, which have less contrast compared with the ones in 
the first set.  As a result, we only use an approximated rectangle to cover all diagnostic region based on the convex hull found 
from the modulus maxima images. 
 
 
 
 
 
 
 
 
(a) entropy                 4.93 bits/byte                                3.95 bits/byte 
 
 
 
 
 
 
 
 
(b) entropy                 4.97bits/byte                                 3.89 bits/byte 
 
 
 
 
 
 
 
 
(c) entropy                 5.09 bits/byte                                3.94 bits/byte 
 
 
 
 
 
 
 
 
(d) entropy                 5.15 bits/byte                                3.88 bits/byte 
 
 
 
 
 
 
 
 
(e) entropy                 4.99 bits/byte                                3.78 bits/byte 
 
 
 
 
 
 
 
 (f) entropy                 4.99 bits/byte                                3.86 bits/byte 
         Figure 9: Experimental results for the second set of six MR brain images 
(a)  Original image #1, its convex hull, its approximated rectangle and the shrunk image to contain all diagnostic region 
(b)  Original image #2, its convex hull, its approximated rectangle and the shrunk image to contain all diagnostic region 
(c)  Original image #3, its convex hull, its approximated rectangle and the shrunk image to contain all diagnostic region 
(d)  Original image #4, its convex hull, its approximated rectangle and the shrunk image to contain all diagnostic region 
(e)  Original image #5, its convex hull, its approximated rectangle and the shrunk image to contain all diagnostic region 
(f)  Original image #6, its convex hull, its approximated rectangle and the shrunk image to contain all diagnostic region 
 
Histogram analyses were applied to the non-diagnostic region, which is the region outside the convex hull. 
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( a )                      ( b )  
Figure 9: Histogram analysis in the non-diagnostic area for  
(a) Image #1 in the first set  (b) Image #2 in the second set 
After setting the non-diagnostic region to zero, a denoised image for the original was obtained.  Finally, three lossless 
compression methods, UNIX utilities compress and pack, and lossless JPEG were applied to the original images and their 
denoised images.  The comparison of the compression ratio between these two types of images is illustrated in Table 1, 2, 3 
and 4.  These three lossless compression methods were chosen because they are commonly used.  Compress is based on ALZ 
method and is commonly used for lossless compression of images and other data.  Pack is using Huffman compression which 
is a typical compression technique.  Lossless JPEG is an international lossless compression standard based on the first DIS 
(Draft International Standard).  Here, LJPG software package developed by Cornell University was used to compress the 
images.  The results show that noise removal indeed improves any of these compression algorithms, without loss of any data 
actually used for the diagnosis, i.e., near lossless, by obtaining approximately 1.5 times more compression in the best case. 
 
Compression Ratio (Original Image / Denoised Image)  Compression Gain 
Image  Compress  Pack  Lossless JPEG  Compress  Pack  Lossless JPEG 
Image #1   36.9%/48.8%  29.6%/43.4%  49.7%/56.0%  1.32  1.47  1.13 
Image #2  57.7%/58.5%  53.2%/54.0%  60.6%/61.3%  1.01  1.02  1.01 
Image #3  59.4%/61.4%  54.3%/56.0%  60.9%/62.2%  1.03  1.03  1.02 
Image #4  62.4%/63.4%  56.9%/57.7%  62.3%63.0%  1.02  1.01  1.01 
Image #5  63.9%/64.5%  57.9%/58.4%  63.8%/64.4%  1.01  1.01  1.01 
Image #6  65.9%/66.6%  59.4%/59.9%  66.0%/66.5%  1.01  1.01  1.01 
 
Table 1: Comparison of the compression ratios for the first set of images (I) 
 
Compression Ratio (Original Image / Shrunk Denoised Image)  Compression Gain 
Image  Compress  Pack  Lossless JPEG  Compress  Pack  Lossless JPEG 
Image #1  36.9%/53.5%  29.6%/53.5%  49.7%/64.0%  1.45  1.81  1.29 
Image #2  57.7%/59.0%  53.2%/51.6%  60.6%/66.8%  1.02  0.97  1.10 
Image #3  59.4%/61.9%  54.3%/64.2%  60.9%/68.5%  1.04  1.18  1.12 
Image #4  62.4%/63.8%  56.9%/65.7%  62.3%/69.3%  1.02  1.15  1.11 Image #5  63.9%/65.0%  57.9%/66.9%  63.8%/70.8%  1.02  1.16  1.11 
Image #6  65.9%/67.1%  59.4%/68.3%  66.0%/72.4%  1.02  1.15  1.10 
 
Table 2: Comparison of the compression ratios for the first set of images (II) 
 
Compression Ratio (Original Image / Denoised Image)  Compression Gain 
Image  Compress  Pack  Lossless JPEG  Compress  Pack  Lossless JPEG 
Image #1   41.5%/60.7%  38.4%/50.6%  51.4%/63.5%  1.46  1.32  1.24 
Image #2  40.5%/61.6%  37.8%/51.4%  50.5%/63.9%  1.52  1.36  1.27 
Image #3  38.4%/60.6%  36.4%/50.8%  49.0%/63.0%  1.58  1.40  1.29 
Image #4  36.9%/60.8%  35.6%/51.6%  48.3%/63.1%  1.65  1.45  1.31 
Image #5  39.4%/62.2%  37.6%/52.7%  49.9%/64.0%  1.58  1.40  1.28 
Image #6  39.4%/61.5%  37.6%/51.7%  49.6%/63.2%  1.56  1.38  1.27 
 
Table 3: Comparison of the compression ratios for the second set images (I) 
 
Compression Ratio (Original Image / Shrunk Denoised Image)  Compression Gain 
Image Compress  Pack  JPEG Compress Pack  JPEG 
Image #1  41.5%/61.8%  38.4%/54.3%  51.4%/69.2%  1.49  1.41  1.35 
Image #2  40.5%/62.6%  37.8%/63.1%  50.5%/70.1%  1.55  1.67  1.39 
Image #3  38.4%61.6%  36.4%/55.6%  49.0%/69.4%  1.60  1.53  1.42 
Image #4  36.9%/61.8%  35.6%/63.3%  48.3%/70.1%  1.68  1.78  1.45 
Image #5  39.4%/63.2%  37.6%/64.5%  49.9%/70.9%  1.66  1.71  1.42 
Image #6  39.4%/63.1%  37.6%/63.4%  49.6%/69.9%  1.60  1.69  1.41 
 
Table 4: Comparison of the compression ratios for the second set images (II) 
 
5.  CONCLUSION 
 
We developed an automated wavelet-based background noise removal technique for medical images.  The method includes 
2-level wavelet decomposition, wavelet modulus maxima image and convex hull determination.  The initial 2-level wavelets 
DB4 was applied to decompose the original image into an “approximation” image and the corresponding “detail” images in 
different scales.  Then the modulus maxima with an optimal threshold number were determined to generate the wavelet 
modulus maxima image containing all contour information.  A Graham Scan algorithm was used to find the convex hull for 
diagnostic region.  The compression results, after applying UNIX utilities compress and pack, and lossless JPEG to both 
original and denoised images, indicate that our approach improves the compression ratio by approximately 1.5 times.  The 
proposed method is useful for many other image types with large background areas.  Areas for further investigation will aim 
at rendering the proposed method more robust in multiple medical image slices in a single examination to gain higher 
compression ratios. 
 
6.  REFERENCE 
 
1.  Y. Fisher, Fractal compression: theory and application to digital images, New York: Springer-Verlag, 1994. 
2.  R. D. Dony and S. Haykin, “Neural network approaches to image compression,” Proc. IEEE, Vol. 83, No. 2, pp 288-
303, 1995. 
3.  P. Roos, M. A. Viergever, M. C. A. Van Dijke, and J. H. Peters, “Reversible intraframe compression of medical images,” 
IEEE Trans. Med. Image, Vol. 7, No. 4, pp. 328-336, 1998. 
4.  G. R. Kuduvalli and R. M. Ranayyan, “Performance analysis of reversible image compression techniques for high-
resolution digital teleradiology,” IEEE Trans. Med. Image, Vol. 11, No. 3, pp. 430-445, 1992. 
5.  T. V. Ramabadran and K. S. Chen, “The use of contextual information in the reversible compression of medical images,” 
IEEE Trans. Med. Image, Vol. 11, No. 2, pp. 185-195, 1992. 
6.  M. Das and S. Burgett, “Lossless compression of medical images using two-dimensional multiplicative autogressive 
models,” IEEE Trans. Med. Image, Vol. 12, No. 4, pp. 721-726, 1993. 
7.  S. S. Yu, M. N. Wernick and N. P. Galatsanos, “Lossless compression of multi-dimensional medical image data using 
binary-decomposed higher-order entropy coding,” Proc. IEEE Int. Conf. Image Processing, pp. 351-355, Nov. 1994, 
Austin, Texas. 8.  M. Kunt, A. Ikonomopoulos, and M. Kocher, “Second-generation image-coding techniques,” Proc. IEEE, Vol. PROC-
73, No. 4, pp. 549-574, 1985. 
9.  I. Daubechies, “Orthonormal bases of compactly supported wavelets,” Comm. Pure Appl. Math., Vol. 41, pp. 909-996, 
1988. 
10.  S. G. Mallat, “A theory for multiresolution signal decomposition: the wavelet representation,” IEEE Trans. Pattern Anal. 
Machine Intell., Vol. 11, No. 7, pp. 674-693, June 1989. 
11.  M. Olhta, M. Yano and T. Nishitani, “Wavelet picture coding with transform coding approach,” IEICE Trans. 
Fundamentals, Bol. E75-A, No. 7, pp. 776-785, 1992. 
12.  J. N. Bradley, and M. Brislawn, “The wavelet/scalar quantization compression standard for digital fingerprint images,” 
Proc. IEEE ISCA-94, London. 
13.  M. Antonini, M. Barland, P. Mathieu, and I. Daubechies, “Image coding using wavelet transform,” IEEE Trans. Image 
Processing, Vol. 1, pp. 205-220, 1992. 
14.  J. W. Wodes, Subband Image Coding, Boston, MA: Kluwer, 1991. 
15.  J. Wang and H. K. Huang, “Three-dimensional medical image compression using a wavelet transform with parallel 
computing,” SPIE Med. Image, Vol. 2431, pp. 162-172, 1995. 
16.  J. Wei, P. Saipetch, P. Panwar, D. Chen and B. K. T. Ho, “Volumetric image compression by 3-D discrete wavelet 
transform,” SPIE Med. Image, Vol. 2431, pp. 184-194, 1995. 
17.  M. G. Albanesi and I. De Lotto, “Image compression by the wavelet decomposition,” Signal Processing, Vol. 3, No. 3, 
pp. 265-274, 1992. 
18.  Stephane Mallat and Wen Liang Hwang, “Singularity detection and processing with wavelets,” IEEE Trans. On Info. 
Theory, Vol. 38, No. 2, March 1992. 