Abstract: Various approaches to the PID controller tuning account for a substantial part of the undergraduate control engineering curricula. At the most general level, these approaches can be divided into two groups. Model based methods use some kind of mathematical model of the controlled plant while the experimental methods rely on a simple experiment that is performed with the plant. The students usually understand that obtaining a sufficiently accurate mathematical model of the plant is not easy and may involve many complex issues. On the other hand, the experimental methods may be regarded as an easy to follow recipe that can be directly applied according to the textbook to obtain the desired tuning. This paper shows the common pitfalls that can arise when these methods are applied in their idealized textbook form. The main focus is on how these pitfalls can be demonstrated using experiments with two laboratory plants of different complexity.
INTRODUCTION
Tuning of PID controllers is a subject of an immense practical importance. There are two important facts that can easily be seen from the published surveys focused on the applications of PID controllers and on user satisfaction (or dissatisfaction) with their control performance (see the introductory parts of Yu, 2006 for an excellent overview of these surveys). First, the PID controllers account for an overwhelming majority of all control loops. Second, PID controller tuning is a still a very difficult issue and a considerably large part of PID loops is incorrectly tuned.
There are many factors contributing to this situation. One of them is certainly the way the students are taught controller tuning. Quite often they learn just the theoretical principles of these methods accompanied with simulation experiments performed in idealized conditions. After graduation they start their careers as practicing control engineers. When they are faced with the hard fact that tuning methods applied to real plants often behave much differently than when simulated in Simulink, they are often not able to do anything else then to resort to simple trial and error tuning. This paper attempts to show suitable experiments with laboratory models that can be used to demonstrate to the students some of the pitfalls of standard tuning methods with an emphasis on experimental tuning methods. Two laboratory models of different complexity are used. First of them is the well known three tank experiment. The second one is a more complex version of this experiment described in (Hlava & Šulc, 2008) . It includes tanks with varying diameter, combination of logical and continuous inputs and other features that make its control more difficult.
It should perhaps be emphasized that this paper is not about comparing the control performance obtained with different tuning methods. This is a separate problem that has already been extensively treated in the literature. Our focus is pedagogical. How to demonstrate to the students what can happen if the tuning methods are applied in their idealized textbook form.
CORRECT DEMONSTRATION OF TUNING METHODS
Before proceeding to tuning procedures it is necessary to mention the way the simulation models are often treated in teaching practice. Certain level of reality simplification is unavoidable. This simplification need not be a great obstacle even in their simplest linear version; however it should be done correctly. Linear models use variables defined as deviations from a steady state (operating point) in which the linearization has been carried out. Therefore the size of deviations should be taken in account with respect to the ranges of real quantities. If the deviations are not small enough, the wind up phenomenon of an unstopped integration can influence results about controller setting. This is demonstrated in Fig. 1 . In this figure, the step responses to setpoint changes in a linear model of a PI level control are depicted. Changes of the level in a tank are modeled using a linear, first order system. In the case that no limits are defined and introduced (and this is the most common case of many presentations in literature), the responses may seem to be too much oscillating with overshoot requiring a better controller tuning. The fact that the values of both manipulated and controlled variables were behind their physical limits (the valve saturation and tank overflow were reached) is not evident. This becomes evident only if the actual values (and not deviations) of the variables are shown. Moreover, the conclusion about unacceptability of the used controller setting would be somewhat hasty, as shown later.
Realizing the existence of limits, the natural step is to improve the simulation model by introducing saturation blocks. Surprisingly, the results become even worse (dotted lines in Fig. 1 ). The reason for this deterioration is untreated continuing integration operations both in the controller and controlled plant models. The problem of unlimited integral term in the controller is quite well known under the name wind-up phenomenon but saturation in the controlled plant models is often neglected when accumulation phenomena are modeled. In our case, the integrator whose output is the controlled level was not stopped after the tank started to overflow. After applying an anti-wind-up measure (in Fig. 1 denoted by the shortcut AWL) into such, otherwise still linear, model of the control loop, the conclusion about the quality of controller tuning basically changes -it could be better, but it is acceptable.
ROLE OF SIMULATION IN TESTING IMPLEMENTATION PROBLEMS
Evidently, simulation models are dominantly used in teaching. From the viewpoint of an adequate demonstration of controller implementation and tuning problems our position is that small scale physical models of devices and processes are better then than models such as inverted pendulum that were built mainly with the purpose to present difficult control challenges for their own sake. Physical models such as e.g. two or three-tank cascade provide the unique opportunity for students to build own simulation models based on real data obtained from the measurement carried out by the students themselves. Their mathematical models include equations that are not too complicated, but sufficiently exactly valid. Then, computer simulation models can reflect the reality quite authentically. For this reason our illustration of controller tuning problems is based on nonlinear simulation models of two versions the three tank cascade.
Tank Cascade Laboratory Set-up
The laboratory model of tank cascade is widely-used in education. It exists in a variety of configurations. Some of them are described e.g. in Dormido et al. (2003) , Gatzke et al. (2000) , Granado et al. (2007) , and Mercangöza et al. (2007) . As a result of the ubiquity of this model at educational institutions, the experiments proposed for the demonstration of some implementation pitfalls based on this model can be used quite generally at many universities. The structure of this model is shown in Fig. 2 . The input flow rate q 1 is the manipulated variable, the input flow rate q 3 is considered as a disturbance and the water level h 2 is the controlled variable.
A more complex variant of the Three tank model
Besides, a more complex version of the three tank model was used. Its detailed description including photo, educational and research use is given in (Hlava & Šulc, 2008) and (Hlava, 2009) . Tanks 2 and 3 have special shapes that introduce changes in dynamics: abrupt change in the case of tank 2 and continuous change in the case of tank 3. Pumps and heaters are continuous actuators. Solenoids are discrete-valued actuator. This plant is certainly somewhat artificial in the sense that taken as whole it is not an exact model of some industrial process. However, all of its dynamic features are realistic and in general they provide a better setting for various tuning experiments than pseudo realistic simulation scenarios of the kind: "Let's assume we have a first order system with time constant that may vary within a given interval and gain that may vary within another interval."
The dynamic behavior of this plant can be seen from Fig. 3 . Abrupt change in dynamics of h 2 is evident. The response of h 3 may resemble of an ordinary first order response. However, the comparison with the response of a first order system with identical steady state gain and initial response speed (black line in Fig. 3 ) reveals significant differences. 
MODEL-FREE TUNING -CLASSICAL AND NEW METHODS
In the controller design, two main principles have been established: model-based and model-free approach. The model based approach allows controller design and tuning with the knowledge of the mathematical model of the controlled plant only. Mostly, it is expected that the model is linear. Use of the linear(ized) models limits applicability of the results usually on a narrow operating range and in practice a real optimal control can be achieved via parameter switching. Therefore, model-based methods have greater importance in theory.
The model-free approach is the way that has much more chances to be used in practice because it avoids creating mathematical models and this is important from the economical reasons. In addition, the model-free controller tuning is usually designed in such a way that it can be carried out on-line, i.e. on site, and this is what practice is accustomed to.
The tuning method theory is usually explained with no comments to implementing these methods in real conditions.
One of the exceptions are publications Åstrom et al. (1988) , Åstrom et al. (1995) , and Åstrom et al (2006) that are focused on PID controller tuning and they explain practical implementation.
The methods, we are focused on in this paper, have one common property -they are model-free. The model-free controller tuning is simple from the theoretical viewpoint. It is just about performing an experiment and setting the controller parameters according to the results of the experiment. However, there are some difficulties when the experiments are to be done, including some preparatory work. Therefore, this paper is not focused on comparison of results obtained by means of various tuning methods; it is focused on the tuning procedure itself. There exist many tuning methods, unbelievable number of PI and PID controller tuning methods is presented in O'Dwyer (2003), so we decided to focus on methods that are usually taught at universities and which are not refused by practice, on contrary sometimes they are the only recognized methods. Without any doubt, Ziegler -Nichols rules are one of such tuning procedures. In order to make possible a meaningful comparison, we formulated several aspects as viewpoints which can help us to evaluate better the advantages and disadvantages of selected tuning procedures.
The tuning process can be seen from various viewpoints. If we focus on requirements that must be fulfilled in the tuning procedure, the following criteria can be considered:
• difficulties in keeping the state necessary for a correct evaluation (e.g. a steady state versus actions of disturbances, or loss of the control function for certain period), • requirements on operator knowledge and skills -i.e. his capability of predefining starting values, size of steps and others excitation signals, noise reduction etc., • necessity of adding supplementary algorithms (programs) to the basic control algorithm -i.e. bump-less Fig. 3 Responses to step change of q 03 from zero 2.5 l/min manual/automatic mode switching, generating additional signal, evaluating steady states, etc.
• knowledge of time requirements concerning both experiment duration and time for processing obtained data (on-or offline features) consumption of the tuning experiments, • limits of applicability of the tuning methods and controllers to specific classes of plants (tuning method can be formulated for a specific group of controllers (e.g. PI controllers only as in Shamsuhozza, 2010) ; or for a specific class of the controlled plants (e.g. plants with the monotone step response as in Sobota, 2006) ). In the following comparison these criteria are used to assess implementation problems of the tuning methods when implemented to PI control of the level in tank two of the simple version of three tank cascade (Fig. 2) .
Ziegler-Nichols step response method
Application of this tuning method is bound to the following restrictions which are to be properly reflected:
1. The controller must include bump-less switching between manual and automatic operation avoiding additional changes in the manipulated variable when the controller is disconnected and reconnected in the closed control loop. 2. Open loop cannot protect the plant against the influence of disturbances. However, it is required to obtain evaluable step responses of the plant alone. Moreover, it may be unknown in advance what size of the step change of the manipulated variable will cause deviations of the controlled variable from the setpoint that do not exceed allowed maximum and simultaneously make the step response evaluation possible. This may be an issue particularly in the case of nonlinear systems where only local tuning connected with some form of gain scheduling is possible. The response of h 2 (t) in Fig. 3 evidently cannot be evaluated. The only possibility is to use two local controller settings based on steps responses where the step size and initial value of h 2 (t) are selected in such a way as to have the whole step response fully above or fully below the point of abrupt dynamics change. 3. It can happen that due to a wrong guess of step size the long time settling experiment will need to be repeated several times with a hidden danger of being influenced by disturbances. This is demonstrated in Fig. 5 .
The influence of a disturbance is not easy to recognize especially if it acts continuously. In Fig. 5 , the solid line represents the step response that may be possibly used for evaluation, but it was disturbed by a disturbance as it is demonstrated in the lower part of Fig. 5 . The dotted line represents the undisturbed step response providing controller parameter values that differ up to 26 % from those obtained from the response plotted by the solid line.
Ziegler-Nichols ultimate gain method
The best known and oldest method (Ziegler et al, 1942) has also some unaccented consequences:
• the controller should be equipped with the bump-less parameter changing; the controller function is restricted (disconnected I-and D-components) during experiment, • the amplitude of the sustained oscillation is not known in advance, it is necessary to define an allowed maximum • the experiment can be fast and even a manual evaluation does not take much time • unlike the previous version which is only applicable to control plants with nonoscillating behavior, this version has no such restrictions; formulae for P, PI, PID, and I controller are defined. It is possible to use the original rules by (Ziegler et al, 1942) or various modified and improved rules can be used instead. This method brings the well known danger that the magnitude of the oscillations can be too high and damage to the system can occur. However, there other potential issues that can make finding the exact value of the ultimate gain difficult.
If the dominant dynamics of the plant is of the first or second order then theoretically there is no ultimate gain as the gain can be increased arbitrarily. Practically, the control loop often can get into sustained oscillations even in this case due to the presence of parasitic dynamics of sensors and actuators. Unfortunately, this ultimate gain is very sensitive to small changes of this parasitic dynamics and its value has no real significance for the controller tuning because negligible changes in the plant dynamics result in big changes of ultimate gain. This can be demonstrated by simple calculation using the mathematical model of the more complex variant of the three tank model in the two tank configuration as used in properties of the controlled plant and their utility for calculating controller settings is very questionable.
Moreover, even in a situation when there is a finite value of the ultimate gain because the system under consideration is of third or higher order it might be very difficult to obtain it by the standard experiment. To demonstrate it, the plant in In this case there is a well defined ultimate gain and also the temperature dynamics do not change so much with the operating point as the water level dynamics. However due to the hard limits on the manipulated variable q 0 (flows are always between 0 and 5 l/min) it is very difficult to find the ultimate gain. The oscillations change their magnitude with changing gain but even with very different gains they remain oscillations with constant non-growing magnitude. Thus finding what is exactly the ultimate gain and what is already higher than ultimate gain is complicated. This is illustrated in Fig. 6 .
The relay method
This method proposed by (Åstrom et al., 1984) is a modification of the Ziegler-Nichols ultimate gain method. The method exist in many modifications, e.g. Friman (1997) , Shen et Al. (1996) , and Yu (2006) , even closed-loop variant exists (National Instruments Corporation, 2000) . Here, we are focused on the basic version, because it is the most-known variant taught at universities. It is not excluded that some of existing modifications solve some problems mentioned here:
• the controller should be equipped with bump-less switching because the method requires its disconnecting and reconnecting during the experiment • the relay output parameters need to be guessed from previous experience with the plant or it is necessary to repeat the experiment several times,
• the experiment is usually very fast, even its manual evaluation does not require much time • the method is usable for the same controllers as the Ziegler-Nichols ultimate gain method, it is not suitable for non-minimum phase plants, the compensator is necessary in that case (Gessing, 2005) . The main advantage of the relay method in comparison with the Ziegler-Nichols ultimate gain method i.e., the fact that the sustained oscillations can be kept under control, is not guaranteed for 100 % (see Fig. 8 ); a temporary overshoot can occur if the experiment is stopped in an unsuitable time instant. The results shown in the right part of Fig. 8 originate from an experiment that lasted only by 0.2 min longer than the experiment shown in the left part of Fig. 8 .
Evidently, oscillations in a loop where the controller was replaced by a relay, a sufficiently big disturbance may stop as it is shown in Fig. 7 
Harmonic excitation based tuning
This is a new model-free controller autotuning method (Vrána, Šulc, 2010) which documents interest of practice to have an adequate controller tuning tool with a minimum of limiting factors. The basic idea of this method is to use control quality indicators defined by means of the Nyquist plot, but obtained not from a linear mathematical model, but computed from the real responses to excited oscillations in a real control loop. The advantage of this procedure is controller remaining connected in the closed loop during the whole tuning process. The tuning algorithm can work even under disturbances what makes the other tuning techniques failing. Harmonic excitation based tuning temporarily interrupts its function till a new steady state is achieved (see Fig. 9 ).
CONCLUSIONS
Some common pitfalls and issues related to controller tuning have been demonstrated in this paper. These problems are often neglected in teaching for various reasons, e.g. their explanation takes time that needs to be used in other way, these problems are considered not to be interesting enough from the theoretical viewpoint and eventually teachers are not familiar with implementation of tuning algorithms, so they just explain the theory. Hopefully, this demonstration will be of help to the control teachers to prepare the students better to cope with the problems they will be faced with in the practice.
