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Vacuum energies due to delta-like currents: simulating classical objects along branes
with arbitrary codimensions
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(Dated:)
In this paper we investigate the vacuum energies of several models of quantum fields interacting
with static external currents (linear couplings) concentrated along parallel branes with an arbitrary
number of codimensions. We show that we can simulate the presence of static charges distributions
as well as the presence of classical static dipoles in any dimension for massive and massless fields.
We also show that we can produce confining potentials with massless self interacting scalar fields as
well as long range anisotropic potentials.
I. INTRODUCTION
It is well known in the literature that the coupling of a bosonic field (spin 0 or spin 1) with two static external
currents with the shape of Dirac’s delta functions concentrated at specific points of space gives rise to the Coulomb
potential for massless fields, and the Yukawa potential for massive fields [1, 2, 3]. This fact is one of the great triumphs
of the Quantum Field Theory and enables us to comprehend, at the quantum level, the interaction between classical
objects by describing them with Dirac’s delta functions.
Some natural questions that arise from these results concern the coupling between quantum fields and external static
currents concentrated at specific regions of space. We can mention, for instance, what might be the physical meaning
of a spinorial static current with the shape of a Dirac’s delta function, or which kind of systems can be described by
the interaction between bosonic fields with other types of external currents spatially concentrated, instead of currents
with the shape of a Dirac’s delta function. Even for the simple, and well known, system composed by two point-like
Dirac’s delta functions in 3 + 1 dimensions, which leads to the Yukawa potential, we can ask about the influence due
to additional typical quantum interactions, like the λφ4 model in the case of scalar field.
In this paper, which is devoted to the study of some of these questions, we calculate the vacuum energies for several
models of quantum fields in interaction with external static currents concentrated at distinct parallel branes with
arbitrary number of codimensions. Specifically, we have treated the cases in which static delta like currents interact
linearly with massive or massless fields. We would like to point out that systems of quantum fields interacting with
external potentials concentrated along branes (quadratic couplings in the quantum fields) have been treated in the
literature from time to time and in different contexts, see for instance [4, 5, 6] and references cited therein, but,
as far as the authors know, the coupling of quantum fields with external currents concentrated along branes (linear
couplings in the quantum fields) is not a well explored subject.
The paper is structured as follows; in section (II) we calculate the vacuum energy of a real scalar field with mass in
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2d +D + 1 dimensions and coupled to N external Dirac-like currents concentrated at distinct regions of space. That
is a generalization of some results which can be found in the literature for 3 + 1 dimensions [1] and are important
calculations also because we establish, in a simple system, notation and the mathematical tools used in the whole
paper. In section (III) we consider the scalar field interacting with an external current with the shape of Dirac’s delta
functions derivatives. The results obtained are interesting once they show that the model considered can be used to
describe the interaction between electric static dipoles in d + D + 1 dimensions. Section (IV) is devoted to extend
the previous results to the electromagnetic field, that brings the previous results to more realistic contexts. In section
(V) we consider a model in d +D + 1 dimensions described by the fermionic field interacting with a static external
current with the shape of Dirac’s delta functions. We show that, for the massless field in 3 + 1 dimensions and a
current composed by two point-like Dirac’s delta functions, the vacuum energy exhibits a similar spatial behavior in
comparing with the electric field produced by a static electric dipole. In section (VI) we investigate the corrections
due to the λφ4 self-interaction on the results obtained in sections (II) and (III) for the restricted case with 3 + 1
dimensions and currents concentrated along two branes. We show that we can produce confining potentials in first
order in λ and, as a particular case, the correction to the coulombian potential is proportional to the distance between
the charges. Section (VII) is devoted for some final comments and conclusions.
Along the paper we shall deal with models in d+D+1 dimensions and use Minkowski coordinates with the diagonal
metric (1,−1,−1, ...,−1).
The time coordinate shall be represented by x0 and the four-vector position shall be designated by
x = (x0, x1, ..., xd, xd+1, ..., xd+D) . (1)
We shall also use the following notations
x⊥ = (x
1, ..., xd)
x‖ = (x
d+1, ..., xd+D) , (2)
and similar ones for the momentums k.
II. SCALAR FIELD IN d+D + 1 DIMENSIONS WITH DELTA-LIKE CURRENTS: CHARGES
DISTRIBUTIONS
In this section we study the vacuum energy of a system composed by the real scalar field in D + d+ 1 dimensions
with mass and coupled linearly with N d-dimensional delta functions concentrated at different regions of space. The
model is described by the Lagrangian density
LI = 1
2
(∂µφ)(∂
µφ)− 1
2
m2φ2 +
(
N∑
p=1
σp δ
d(x⊥ − ap)
)
φ , (3)
where we have N fixed d-dimensional spatial vectors ap, p = 1, ..., N and x⊥ is defined in (2). The parameters σp are
the coupling constants between the field and the delta functions.
3Notice that the model (3) can be interpreted as the scalar field interacting with the external current
JI(x) =
N∑
p=1
σp δ
d(x⊥ − ap) , (4)
(or a sum of external currents) so the functional generator of the Green’s functions can be written as
ZI = exp
(
− i
2
∫ ∫
dd+D+1x dd+D+1y JI(x)∆F (x, y)JI(y)
)
, (5)
where ∆F (x, y) is the Feynman propagator
∆F (x, y) =
∫
dd+D+1k
(2π)d+D+1
exp
[
ik(x− y)
]
k2 −m2 . (6)
The functional generator of any quantum system, at the limit T →∞, can be written in the form [1, 2]
Z = exp(−iET ) , (7)
where E is the lowest energy of the system.
Comparing Eq’s (5) and (7), this last one with E = EI and Z = ZI , we have
EI = lim
T→0
1
2T
∫ ∫
dd+D+1x dd+D+1y JI(x)∆F (x, y)JI(y) . (8)
Substituting (6) and (4) into (8) leads to
EI =
N∑
p=1
N∑
q=1
σpσq
1
2T
Ip,q , (9)
where Ip,q is the following integral
Ip,q =
∫ ∫
dD+d+1x dD+d+1y δ(d)(x⊥ − ap)∆F (x, y)δ(d)(y⊥ − aq) . (10)
Expression (9) contains terms where p = q which account for contributions for the energy due to the self interactions
of each delta function with itself. These terms must be discarded once, each of them, can be interpreted as the self
energy of a given brane and do not contribute to the force acting on any brane [10]. So the energy due, strictly, to
the interaction between the deltas is given by
EI →
N∑
p=1
N∑
q=1
σpσq
1
2T
Ip,q −
N∑
p=1
σpσp
1
2T
Ip,p
=
N∑
p=1
N∑
q=1
σpσq(1− δpq) 1
2T
Ip,q , (11)
where δpq is the Kronecker delta.
In the appendix A the integral defined in (10) is simplified to the form
Ip,q = −T LD
∫
ddk⊥
(2π)d
1
k2⊥ +m
2
exp (−ik⊥ · apq) , (12)
4where we defined
apq = ap − aq . (13)
Substituting the result (12) in Eq. (11) we can write
EI = EI
LD
= −1
2
N∑
p=1
N∑
q=1
σpσq(1− δpq)
∫
ddk⊥
(2π)d
1
k2⊥ +m
2
exp (−ik⊥ · apq) , (14)
where we denoted by EI the vacuum energy per unit parallel volume LD =
∫
dDy‖.
From now on it shall be convenient to study, separately, the cases with and without mass. For the massive case the
integral which appears in Eq. (14) is ill defined for higher dimensions, so we shall search for its analytic extension in
such a way to obtain a well defined expression for the energy (14) valid for higher dimensions as well. For this task
we use the results of appendix B (98) and (99), this last one with ν = (d/2)− 1 and p = k⊥, in order to write∫
ddk⊥
1
k2⊥ +m
2
exp(±ik⊥ · a) = (2π)d/2a2−d
∫ ∞
0
du
ud/2J(d/2)−1(u)
u2 + (ma)2
= (2π)d/2md−2(ma)1−(d/2)K(d/2)−1(ma) , 0 < d < 5 , m > 0 ,
= (2π)d/2md−2Gd(ma) , 0 < d < 5 , m > 0 , (15)
where Kn(x) designates the K-Bessel function and we defined
Gd(x) = x
1−(d/2) K(d/2)−1(x) . (16)
Notice that, even though the result (15) had been obtained with the restriction 0 < d < 5, the right hand side of
the last line of (15) is well defined for any integer d, so it is an analytic extension, valid for any integer d, for the
integral on the left hand side of the first line[11] in such a way that∫
ddk⊥
1
k2⊥ +m
2
exp(±ik⊥ · a)→ (2π)d/2md−2Gd(ma) , m > 0 . (17)
Defining the variables apq = |apq| = |ap − aq| and substituting the integral which appears in (14) by its analytic
extension (17) the energy (14) reads
EI(σp, σq, apq,m 6= 0, d,N) = −1
2
md−2
(2π)d/2
N∑
p=1
N∑
q=1
σpσq(1− δpq)Gd(mapq) , (18)
which is valid for any integer d.
The force per unit parallel volume LD acting on a given current localized, for instance, by the perpendicular vector
aℓ can be calculated from expression (18) as follows
FI,(ℓ) = −
(
∂
∂aℓk
N∑
k=1
k 6=ℓ
EI(σp, σq, apq,m, d,N)
)
aℓk
aℓk
= − 1
(2π)d/2
N∑
k=1
k 6=ℓ
σℓσk
ad−1ℓk
(maℓk)
d/2Kd/2(maℓk)
aℓk
aℓk
, (19)
5where we used the fact that
∂Gd(x)
∂x
= −x1−(d/2)Kd/2(x) (20)
and discarded a term (1− δkℓ) once the summation does not include the terms where k = ℓ. It is interesting to notice
that the force (19) satisfies the superposition principle for the delta-like currents.
The energy for the massless case could be obtained by taking m = 0 in Eq (18), which is well defined for d 6= 2, as
shall be exposed later. For complentess we shall perform the calculations with m = 0 following a different approach.
For the massless case let us consider, separately, the situations where d = 2 and d 6= 2. When d 6= 2 we use the
results obtained in appendix B (98) and (100), this last one with µ = (d/2)− 2, ν = (d/2)− 1 and p = k⊥, in order
to write the integral which appears in Eq. (14), for m = 0, in the form
∫
ddk⊥
1
k2⊥
exp(±ik⊥ · a) = (2π)d/2a2−d
∫ ∞
0
du u(d/2)−2J(d/2)−1(u)
= (2π)d/2 2(d/2)−2 Γ
(
d
2
− 1
)
a2−d , 2 < d < 5 , (21)
Similarly to what happened for (15), the result (21) was obtained with the restriction 2 < d < 5, but the result in
the second line of (21) is valid for d 6= 2, 0,−2,−4, ..., so it is the analytic extension for the integral on the left hand
side of (21) and we can write
∫
ddk⊥
1
k2⊥
exp(±ik⊥ · a)→ (2π)d/2 2(d/2)−2 Γ
(
d
2
− 1
)
a2−d , d 6= 2 , (22)
where we considered only d ≥ 1.
Substituting the integral which appears in (14) with m = 0 by its analytic extension (22) we have the energy
EI(σp, σq, apq,m = 0, d 6= 2, N) = −
Γ
(
(d/2)− 1
)
2(d/2)−3
(2π)d/2
N∑
p=1
N∑
q=1
σpσq
ad−2pq
(1− δpq) . (23)
Before we study the case where m = 0 and d = 2, let us investigate the behavior of the analytic extension (17) for
any d ≥ 1 and m = 0. For this task we have to use the fact that [7]
Kν(z)
z=0−→ Γ(ν)2
ν−1
zν
, ν 6= 0
K0(z)
z=0−→ − ln
(
z
2
)
− γ , (24)
where γ is the Euler constant.
Substituting the first Eq. (24) in (16) and (17) we are taken to (22). Similarly, when m = 0 the energy (18) is
reduced to Eq. (23). So the result (18) can be considered valid also when m = 0 and d 6= 2.
For the situation where m = 0 and d = 2 the energy (18) exhibits divergences which do not depend on the distance
between the branes and can be removed with no relevance for dynamics of the system. For this task we substitute
6the second Eq. (24) in and (18) what leads to
EI(σp, σq, apq,m→ 0, d = 2, N) = 1
4π
N∑
p=1
N∑
q=1
σpσq(1−δpq) ln
(
apq
a0
)
+
1
4π
N∑
p=1
N∑
q=1
σpσq(1−δpq)
[
ln
(
ma0
2
)
+γ
]
, (25)
where a0 is a non vanishing arbitrary constant with dimension of length.
In the limit m → 0 the last summation on the right hand side of (25) is composed by divergent apa-independent
terms, which do not contribute to interacting forces, so it can be discarded whith no relevance for dynamics,
EI(σp, σq, apq,m = 0, d = 2, N) = 1
4π
N∑
p=1
N∑
q=1
σpσq(1 − δpq) ln
(
apq
a0
)
. (26)
The calculations for the massless case with d = 2 can be interpreted as an insertion of a mass as a regulator
parameter introduced in order to remove a-independent divergences.
The force in the massless cases is obtained following the same steps which lead to the result (19). So, from (23)
and (26) we obtain
FI,(ℓ) = −
Γ(d/2)2(d/2)−1
(2π)d/2
N∑
k=1
k 6=ℓ
σℓσk
ad−1ℓk
aℓk
aℓk
, (27)
which is valid for any value of d.
As a check of consistence we can take the limit of vanishing mass in Eq. (19) by using Eq’s (24). The results are
given by the force (27) for any value of d.
The situations with 3+ 1 dimensions and N = 2 are of special interest; when d = 3, D = 0 and N = 2 we have two
point-like currents in 3+ 1 dimensions, whose interaction energy is the Yukawa potential which can be obtained from
(18) [1]
EI(a,m, d = 3, D = 0, N = 2) = −σ1σ2
4π
exp(−ma)
a
, (28)
where we suppressed the sub-indices 1, 2 for a, once there is only one distance involved. For m = 0 the above result
leads to the Coulombian interaction.
For d = 2, D = 1 and N = 2 we have two delta-like currents concentrated along two different parallel strings placed
at a distance a from each other. In this case the energy per string length reads
EI(a,m, d = 2, D = 1, N = 2) = −σ1σ2
2π
K0(ma) , (29)
which is reduced, in the case m = 0, to the expression
EI(a,m = 0, d = 2, D = 1, N = 2) = σ1σ2
2π
ln
(
a
a0
)
, (30)
where we discarded a divergent a-independent and a0 is a non vanishing arbitrary constant, which does not contribute
to the force.
7The case where d = 1, D = 2 and N = 2 corresponds to the situation of two delta currents concentrated on parallel
planes. In this situation the energy per unit of area (18) becomes
EI(a,m, d = 1, D = 2, N = 2) = −σ1σ2
2m
exp (−ma) , (31)
which reads for vanishing mass
EI(a,m = 0, d = 1, D = 2) = σ1σ2
2
a , (32)
after discarding a divergent a-independent term.
III. SCALAR FIELD IN d+D + 1 DIMENSIONS WITH DELTA-LIKE DERIVATIVE CURRENTS:
DIPOLE DISTRIBUTIONS
In this section we study the model described by the Lagrangian density
LII = 1
2
(∂µφ)(∂
µφ)− 1
2
m2φ2 +
(
∂µ
N∑
p=1
σp Vµ(p) δ
d(x⊥ − ap)
)
φ , (33)
where V µ(p) designates a fixed and static four vector in the reference frame we are performing the calculations.
The Lagrangian (33) can be interpreted as the scalar field coupled to the current
JII(x) = ∂
µ
N∑
p=1
σp Vµ(p) δ
d(x⊥ − ap) . (34)
Following similar arguments which led to equation (11) and performing two integrations by parts we have that the
energy of the system (33) is given by
EII =
N∑
p=1
N∑
q=1
σpσq(1− δpq) 1
2T
Jpq , (35)
where Jpq is the integral defined by
Jpq =
∫ ∫
dD+d+1x dD+d+1y δ(d)(x⊥ − ap)
(
V µ(p)V
ν
(q)∂µ∂ν ∆F (x, y)
)
δ(d)(y⊥ − aq) . (36)
In the appendix A it is shown that
Jpq =
(
V(p)⊥ · ∇pq⊥
)(
V(q)⊥ · ∇pq⊥
)
Ipq , (37)
where V(q)⊥ = (V
1
(q), ..., V
d
(q)) and
∇pq⊥ =
(
∂
∂a1pq
, ...,
∂
∂adpq
)
, (38)
with aipq designating the i-th component of the vector apq.
8By substituting Eq. (37) in (35) and with the aid of (12), (17) and (16) we have finally
EII = 1
2
N∑
p=1
N∑
q=1
σpσq(1− δpq)
(
V(p)⊥ · ∇pq⊥
)(
V(q)⊥ · ∇pq⊥
) 1
(2π)d/2
md−2G(mapq)
= −1
2
md
(2π)d/2
N∑
p=1
N∑
q=1
σpσq(1− δpq)
[
(mapq)
−d/2Kd/2(mapq)
(
V(p)⊥ ·V(q)⊥
)
−(mapq)−1−(d/2)K1+(d/2)(mapq)
(
V(p)⊥ · (mapq)
)(
V(q)⊥ · (mapq)
)]
, (39)
For the massless case and d 6= 2 we proceed in a similar way as we have done to obtain the energy (39) but, instead
of (17), we use the result (22) what leads to
EII = 2
(d/2)−2
(2π)d/2
Γ(d/2)
N∑
p=1
N∑
q=1
σpσq(1− δpq) 1
adpq
[
d
(
V(p)⊥ · apq
apq
)(
V(q)⊥ · apq
apq
)
−V(p)⊥ ·V(q)⊥
]
, d 6= 2 . (40)
The situation where m = 0 and d = 2 is obtained by taking the limit m→ 0 of (39) with d = 2, what is done with
the aid of (24), as follows
EII = − 1
4π
N∑
p=1
N∑
q=1
σpσq(1 − δpq)
(
V(p)⊥ · ∇pq⊥
)(
V(q)⊥ · ∇pq⊥
)
ln
(
apq
a0
)
=
1
4π
N∑
p=1
N∑
q=1
σpσq(1− δpq) 1
a2pq
[
2
(
V(p)⊥ · apq
apq
)(
V(q)⊥ · apq
apq
)
−V(p)⊥ ·V(q)⊥
]
, d = 2 , (41)
where, similarly to what was done in the previous section, in the first line of the above equation we discarded an
apq-independent divergent term and introduced an arbitrary finite constant a0 with length dimension.
Notice that if we take d = 2 in Eq. (40) we obtain (41), it is, Eq. (40) can be considered to be valid with no
restrictions for d.
In order to have a better insight on the meaning of the current (34), as well as of the energies (39) and (40), let us
define a = a12, designate by aˆ the unitary vector in the direction of a and consider the restricted situation for Eq.
(39) where N = 2 and d = 3,
EII(d = 3, N = 2) = exp(−ma)
4πa3
[[
(ma)2 + 3(ma+ 1)
](
σ1V
(1)
⊥ · aˆ
)(
σ2V
(2)
⊥ · aˆ
)
− (ma+ 1)
(
σ1V
(1)
⊥ · σ2V(2)⊥
)]
.(42)
An interesting situation occurs for the massless case, where equation (42) reads
E = − 1
4πa3
[(
σ1V(1) · σ2V(2)
)
− 3
(
σ1V(1) · aˆ
)(
σ2V(2) · aˆ
)]
. (43)
Notice that Eq. (43) is exactly the interaction energy, with the negative sign, between two electric dipoles whose
electric dipole moments are given by σ1V(1) and σ2V(2).
The energy (39) is the generalization of the interaction between the dipoles distributions of the scalar field along
N D-dimensional parallel branes.
It is worth mentioning that one could calculate the interaction between a dipole and a point-like charge by simulating
them with currents of the form (34) and (4), respectively.
9IV. MAXWELL FIELD
In this section we extend the models exposed in sections (II) and (III) to the Maxwell field, trying to be as general
as possible.
The first model we consider is described by the Maxwell field Lagrangian interacting with an external current, as
follows
LIII = −1
4
FµνF
µν − 1
2γ
(∂µA
µ)2 +
( N∑
p=1
σp Wµ(p) δ
d(x⊥ − ap)
)
Aµ , (44)
where Aµ is the photon field, Fµν = ∂µAν − ∂νAµ and Wµ(p) is a four vector satisfying the condition W⊥ = 0 which
assures that ∂µ
[
σp Wµ(p) δ
d(x⊥ − ap)
]
= 0 and so, the gauge invariance of the Lagrangian (44). The quantities Wµ(p)
shall be taken as constants and uniforms four vectors in the reference frame where the calculations are performed.
Following similar steps of sections (II) and (III), and using the facts that W⊥ = 0 and the photon propagator is
given by
∆µν(x, y) = −
∫
dD+d+1k
(2π)d+D+1
1
k2
[
ηµν − (1− γ)k
µkν
k2
]
exp[−ik(x− y)] , (45)
we can show that
EIII = E3
LD
=
2(d/2)−1
(2π)d/2
Γ
(
d
2
− 1
)
N∑
p=1
N∑
q=1
(1− δpq)
(
σpW
µ
(p)
)(
σqWµ(q)
)
a2−dpq , d 6= 2 . (46)
For the case where d = 2 we insert a mass parameter in the propagator (45) as a regulator parameter, as follows
∆µν(x, y;m) = −
∫
dD+d+1k
(2π)d+D+1
1
k2 −m2
[
ηµν − (1− γ)k
µkν
k2
]
exp[−ik(x− y)] . (47)
It leads to the energy
EIII = EIII
LD
=
1
4π
N∑
p=1
N∑
q=1
(1− δpq)
(
σpW
µ
(p)
)(
σqWµ(q)
)
lim
m→0
(
K0(mapq)
)
= − 1
4π
N∑
p=1
N∑
q=1
(1− δpq)
(
σpW
µ
(p)
)(
σqWµ(q)
)
ln
(
apq
a0
)
, d = 2 , (48)
where, in the second line, we used the second equation (24), discarded an apa-independent divergent term and a0 is
a finite arbitrary constant.
By setting N = 2, d = 3, D = 0 and Wµ = ηµ0 in Eq. (46) we have the Coulombian interaction between two
charges in 3 + 1 dimensions, whose energy is
E =
σ1σ2
4π
1
a
, (49)
with a designating the distance between the charges.
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The second model we shall consider for the Maxwell field is an extension of the one considered in section (III) for
the scalar field. Its Lagrangian density is given by
LIV = −1
4
FµνF
µν − 1
2γ
(∂µA
µ)2 +
N∑
p=1
σp Wµ(p) V
α
(p) ∂α
[
δd(x⊥ − ap)
]
. (50)
Similarly to what happens for the model (44), the same condition W⊥ = 0 assures the gauge invariance of (50).
The quantities V α(p) are four vector with no restrictions and, as well as Wµ(p), are taken to be static and uniform in
the reference frame where the calculations are performed.
By similar procedures which lead to results (40), (41), (46) and (48), the Lagrangian (50) leads to the energy per
unit of parallel area LD
EIV = 2
(d/2)−2
(2π)d/2
Γ
(
d
2
)
N∑
p=1
N∑
q=1
(1− δpq)
(
σpW
µ
(p)
)(
σqW(q)µ
)
× 1
adpq
[
V(p)⊥ ·V(q)⊥ − d
(
V(p) · apq
apq
)(
V(q) · apq
apq
)]
, (51)
which is valid for any value of d.
The result (51) can be interpreted as the interaction energy between static electric dipoles distributions along N
D-dimensional parallel branes. This fact can be seen by considering the most interesting situation, which occurs for
D = 0, d = 3, N = 2 and Wµ(p) = W
µ
(q) = η
µ0, where equation (51) reads
EIV =
1
4π
1
a3
[
(σ1V(1)) · (σ2V(2))− 3
(
(σ1V(1)) · a
a
)(
(σ2V(2)) · a
a
)]
, (52)
which is the interaction energy between two electric dipoles in 3 + 1 dimensions separated by the vector a and with
electric dipole moments given by σ1V(1) and σ2V(2).
By these means each term in the summation present in (50) can be used to simulate the presence of a static electric
dipole distribution along a brane with D dimensions.
V. DIRAC FIELD
In this section we consider the interaction of the Dirac’s field, ψ, in d +D + 1 dimensions with an external static
current concentrated at some regions of the space. The Lagrangian density of the model is given by
LV = ψ¯(iγµ∂µ −m)ψ +
(
N∑
p=1
σp ξ¯(p)δ
d(x⊥ − ap)
)
ψ + ψ¯
(
N∑
q=1
σq ξ(q)δ
d(x⊥ − aq)
)
, (53)
where ξ(p) are N fixed and static spinors in our referential frame, γ
µ are the Dirac matrices and, as usual, ξ¯(p) = ξ
†
(p)γ
0.
Notice that the Lagrangian (53) can be interpreted as the Dirac’s field coupled to the external fermionic current
N∑
p=1
σp ξ(p)δ
d(x⊥ − ap) . (54)
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Using the fact that the functional generator of the model (3) is given by
Z = exp
[
−i
∫ ∫
dd+D+1x dd+D+1y
(
N∑
p=1
σp ξ¯
∗
(p)δ
d(x⊥ − ap)
)
Sf (x, y)
(
N∑
q=1
σq ξ(q)δ
d(x⊥ − aq)
)]
, (55)
where
Sf (x, y) = (iγ
µ∂µ +m)
∫
dd+D+1k
(2π)d+D+1
1
k2 −m2 exp [−ik(x− y)]
=
∫
dd+D+1k
(2π)d+D+1
γµkµ +m
k2 −m2 exp [−ik(x− y)] (56)
is the usual Dirac propagator, and proceeding as in the previous cases, it can be shown that the field energy per unit
of parallel area is given by
EV = EV
LD
=
N∑
p=1
N∑
q=1
σ∗pσq(1 − δpq) ξ¯(p)
[∫
ddk
(2π)d
~γ · k⊥ −m
k2⊥ +m
2
exp [ik⊥ · (apq)]
]
ξ(q) (57)
Defining the spatial vector
iUpq = ξ¯(p)~γ ξ(q) ~γ = (γ
1, · · ·, γd+D) , (58)
equation (57) becomes
EV =
N∑
p=1
N∑
q=1
σ∗pσq(1 − δpq)
[
Upq · ∇pq⊥ −mξ¯(p)ξ(q)
] ∫ ddk
(2π)d
1
k2⊥ +m
2
exp [ik⊥ · (apq)]
= (2π)−d/2md−2
N∑
p=1
N∑
q=1
σ∗pσq(1− δpq)
[
Upq · ∇pq⊥ −mξ¯(p)ξ(q)
]
G(mapq) , (59)
where, in the second line, we used the result (17) and definition (16).
With the aid of (16) equation (59) reads
EV = −(2π)−d/2md−1
N∑
p=1
N∑
q=1
(1− δpq)(mapq)1−(d/2)
[
Kd/2(mapq)
(
(σ∗pUpqσq) ·
apq
apq
)
+K(d/2)−1(mapq)
[
(σ∗p ξ¯(p))(σqξ(q))
]]
. (60)
Taking into account that apq = −aqp , apq = aqp, (σ∗p ξ¯(p))(σqξ(q)) =
[
(σ∗q ξ¯(q))(σpξ(p))
]∗
and (σ∗pUpqσq) =
−(σ∗qUqpσp)∗, equation (60) can be written in the form
EV = − m
d−1
(2π)d/2
N∑
p=1
N∑
q=1
(1 − δpq)(mapq)1−(d/2)
[
Kd/2(mapq) ℑ
[
(σ∗p ξ¯(p))~γ (σqξ(q))
]
· apq
apq
+K(d/2)−1(mapq) ℜ
[
(σ∗p ξ¯(p))(σqξ(q))
]]
, (61)
where we used definition (58).
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For the massless case with d = 3, D = 0 and N = 2 the energy (61) reads
E5(m = 0, d = 3) = E5(m = 0, d = 3) = − 1
2π
1
a2
a
a
· ℑ
[
(σ∗1 ξ¯(1))~γ (σ2ξ(2))
]
, (62)
where a = a12, which leads to the force acting on the current 2
F =
1
2π
1
a3
[
3aˆ
[
aˆ · ℑ
(
(σ∗1 ξ¯(1))~γ (σ2ξ(2))
)]
−ℑ
(
(σ∗1 ξ¯(1))~γ (σ2ξ(2))
)]
. (63)
It is interesting to notice that the force field (63) has the same spacial behavior as the one exhibited by the electric
field produced by a static electric dipole given by ℑ
(
(σ∗1 ξ¯(1))~γ (σ2ξ(2))
)
.
VI. λφ4 MODEL WITH TWO DELTA-LIKE CURRENTS: CONFINING POTENTIALS
In this section we consider the radiative corrections induced by the, well known, λφ4 self-interaction on the energy
of the scalar field interacting with static external currents in 3 + 1 dimensions.
The Lagrangian of the model is written, in the general form,
L = 1
2
(∂µφ)(∂
µφ)− 1
2
m2φ2 − λ
4!
φ4 − 1
2
δm2φ2 + Jφ , (64)
where δm2 is a mass counter term and the current depends only on the perpendicular coordinates x⊥. Once we are
restricted to 3 + 1 dimensions, we must always have d+D = 3.
By using standard perturbative methods of quantum field theory we write the functional generator Z(J) up to first
order in the coupling constant λ
Z(J) = exp
[
−i
∫
d4x
(
−δm
2
2
δ2
δJ(x)2
)
+
(
λ
4!
δ4
δJ(x)4
)]
exp
(
− i
2
∫
d4x d4y J(x)∆F (x, y)J(y)
)
. (65)
From now on we shall consider the restricted case where the current J is located at two distinct regions of the space.
Substituting the functional (65) in Eq. (7) we have, at first order in λ,
E = lim
T→∞
1
2T
∫
dd+D+1x dd+D+1y J(x)∆F (x− y)J(y)
+ lim
T→∞
1
2T
(
δm2
2
+
6iλ
4!
∆F (0)
)
×
∫
dd+D+1x dd+D+1y dd+D+1z J(x)∆F (x − y)∆F (y − z)J(z) (66)
where we disregarded non quadratic terms in J in order to avoid contributions to the energy due to self interactions,
as shall be exposed later.
The first term on the right hand side of Eq. (66) gives the contribution to the energy in zero order in λ studied in
sections (II) and (III). The second term gives the correction in order λ to the energy and, by the use of (6) and after
13
the integrations dd+D+1x dD+1y‖ d
D+1z‖d
D+1k‖, can be simplified to
E(1)
LD
=
1
2
(
δm2
2
+
6iλ
4!
∆F (0)
)∫
ddy⊥ d
dz⊥J(y⊥)J(z⊥)
∫
ddk⊥
(2π)d
exp[−ik⊥ · (y⊥ − z⊥)]
(k2⊥ +m
2)2
. (67)
In above expression, the counter-term δm2 shall be defined for each specific situation considered later.
Now, let us take an external current with in the form (4), but with only two Dirac’s delta functions present,
J(x⊥) = σ1δ
d(x⊥ − a1) + σ2δd(x⊥ − a2) . (68)
Substituting (68) in (67), performing the integration in ddy⊥ d
dz⊥ and discarding the self interacting terms between
a given delta with itself we have
E(1) = E
(1)
LD
=
(
δm2
2
+
6iλ
4!
∆F (0)
)
σ1σ2
∫
ddk⊥
(2π)d
exp(−ik⊥ · a)
(k2⊥ +m
2)2
= −1
2
(
δm2
2
+
6iλ
4!
∆F (0)
)
σ1σ2
m
∂
∂m
∫
ddk⊥
(2π)d
exp(−ik⊥ · a)
k2⊥ +m
2
, (69)
where we defined a = a1 − a2.
Contributions for the energy (66) quadratic in J give rise only to self interacting terms for the deltas, and must be
discarded. Using the result (17) Eq. (69) gives, for the case with mass,
E(1)(m, d,D, a) = −1
2
(
δm2
2
+
6iλ
4!
∆F (0)
)
σ1σ2
(2π)d/2
a4−d(ma)(d/2)−2×
[
−Kd/2(ma) + (d− 2)(ma)−1K(d/2)−1(ma)
]
(70)
The counter-term δm2 is determinated by imposing that the above expression is finite, what is equivalent of taking
1
2
(
δm2
2
+
6iλ
4!
∆F (0)
)
= λκ(m, d) (71)
where κ(m, d) is a given finite parameter which must be determinated experimentally, can depend on m and d and
whose dimension is mass square. So, Eq. (70) reads
E(1)(m, d,D, a) = −λκ(m, d) σ1σ2
(2π)d/2
a4−d(ma)(d/2)−2×
[
−Kd/2(ma) + (d− 2)(ma)−1K(d/2)−1(ma)
]
. (72)
For d = 3, d = 2 and d = 1 we have, respectively
E(1)(m, d = 3, D = 0, a) = λκ(m, d = 3)σ1σ2
4π
exp (−ma)
m
E(1)(m, d = 2, D = 1, a) = λκ(m, d = 2)σ1σ2
2π
a2
K1(ma)
ma
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E(1)(m, d = 1, D = 2, a) = λκ(m, d = 1)σ1σ2
2
a3(1 +ma)
1
(ma)3
exp(−ma) (73)
The situation where m = 0 can be obtained by taking the limit of vanishing mass in above results, what can be
easily done for d 6= 2. In this paper we avoid the case m = 0 and d = 2, where infrared divergences are problematic.
For d 6= 2 we take m = 0 in the first line of Eq. (69) and use the fact that∫
ddp
1
p4
exp(±ipa) = (2π)d/2a4−d
∫ ∞
0
du u(d/2)−4J(d/2)−1(u)
= (2π)d/2a4−d2(d/2)−4Γ
(
d
2
− 2
)
, d 6= 2 , (74)
which is obtained in appendix B. So we have
E1 =
(
δm2
2
+
6iλ
4!
∆F (0)
)
σ1σ2
(2π)d/2
a4−d2(d/2)−2Γ
(
d
2
− 2
)
, d 6= 2 . (75)
For d = 3 and d = 1 the counter-term δm2 is determinate by (71) and we have
E(1)(m = 0, d = 3, D = 0, a) = −λκ(m = 0, d = 3)σ1σ2
4π
a
E(1)(m = 0, d = 1, D = 2, a) = λκ(m = 0, d = 1)σ1σ2
6
a3 . (76)
We would like to point out that, depending on the signals of the parameters κ and κ′, the expressions given by (76)
can be confining potentials.
Another interesting current is the one considered in section (III) which we shall take, in this section, to be composed
only by two terms, that is, we shall take N = 2 in (33),
J(x⊥) = σ1V
µ
(1)∂µ[δ(x⊥ − a1)] + σ2V µ(2)∂µ[δ(x⊥ − a2)] . (77)
Substituting (77) in (67) we have, after some manipulations similar to the ones done in the previous sections,
E(1) = −
(
δm2
2
+
6iλ
4!
∆F (0)
)
σ1σ2(V(1)⊥ · ∇a)(V(2)⊥ · ∇a)
∫ ∞
0
ddk⊥
(2π)d
exp(−ik⊥ · a)
(k2⊥ +m
2)2
. (78)
The above integral is calculated in (69) and (70).
The general result for (78) is not much suggestive. The most interesting situation occurs in the massless case for
d = 3, where we must take the counter term δm2 in such a way that
1
2
(
δm2
2
+
6iλ
4!
∆F (0)
)
= λκ˜ , (79)
where κ˜ is a finite constant which must be determinated experimentally. So Eq. (78) leads to
E(1) = λκ˜σ1σ2
4π
1
a
[
V(1)⊥ ·V(2)⊥ − (V(1)⊥ · aˆ)(V(2)⊥ · aˆ)
]
(80)
which is an anisotropic long range interaction energy. In fact, its angular dependence is the same one exhibited by
the interaction between two static dipoles.
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VII. CONCLUSIONS AND FINAL REMARKS
In this paper we have made an investigation on the role of the interaction of quantum fields with external static
currents concentrated along different parallel branes. Specifically we generalized to d+D+1 dimensions the interaction
between bosonic fields (scalar and electromagnetic) with external currents composed by N d-dimensional Dirac delta
functions and delta functions derivatives. For the scalar case we considered the situations with and without mass.
We showed that we can describe charges distributions as well as static dipole distributions by the use of currents
concentrated along parallel branes with arbitrary codimensions.
We also had made the same study for the fermionic field and, in the massless case, we showed that we have a
dipole-like interaction.
We showed that the first order radiative corrections induced by the λφ4 self interaction, for the case of scalar field,
can lead to confining potentials between point-like currents, as well as a long range anisotropic interaction.
As a last comment we would like to say that four-pole interactions can also be described by the use of currents
concentrated along specific regions of space [9].
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Appendix A
In order to write the integral (10) in the form (12) we, first, use definition (6), what leads to
Ip,q =
∫ ∫
d0x d0y
∫ ∫
dDx‖d
Dy‖
∫ ∫
ddx⊥d
dy⊥ δ
(d)(x⊥ − ap) δ(d)(y⊥ − aq)
×
∫
dk0
2π
∫
dk⊥
(2π)D
∫
dk‖
(2π)d
exp [ik0(x0 − y0)] exp [−ik‖ · (x‖ − y‖)]
× exp [−ik⊥ · (x⊥ − y⊥)]
(k0)2 − k2‖ − k2⊥ −m2
.
(81)
Performing, in the following order, the integrals ddx⊥, d
dy⊥, d
0x and dDx‖, using the fact that
δ(k) =
∫
dx
2π
exp(ikx) , (82)
and integrating in the variables dk0 and dk‖, we have
Ip,q = −
∫
dy0
∫
dDy‖
∫
ddk⊥
(2π)d
1
k2⊥ +m
2
exp [−ik⊥ · (ap − aq)] (83)
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As usually done in quantum field theory, we designate the integral in the time variable by T =
∫
dy0. We also
designate the integral in the parallel volume by
LD =
∫
dDy‖ . (84)
With these considerations, Eq. (83) is written in the form (12).
Another useful integral is the one defined in (36) which, following similar steps used to obtain (12), can be rewritten
into the form
Jpq = TLD
∫
ddk⊥
(2π)d


(
V(p)⊥ · k⊥
)(
V(q)⊥ · k⊥
)
k2⊥ +m
2

 exp(−ik⊥ · apq) (85)
where we defined V(q)⊥ = (V
1
(q), V
2
(q), ..., V
d
(q)).
By using the operator (38) Eq. (85) becomes
Jpq = −TLD
(
V(p)⊥ · ∇pq⊥
)(
V(q)⊥ · ∇pq⊥
) ∫ ddk⊥
(2π)d
1
k2⊥ +m
2
exp(−ik⊥ · apq) (86)
With the aid of (12) Eq. (86) leads to (37).
Appendix B
In this appendix we calculate the d-dimensional integral
Id(a) =
∫
ddp f(p) exp(±ipa) , (87)
where f(p) is any function of the modulus p of the vector p which satisfies the property f(p) = f(−p).
For this task let us consider, first, the case where d > 2.
It is appropriate to use spherical coordinates in d dimensions, in such a way that
p1 = p cos(θ1)
p2 = p sin(θ1) cos(θ2)
p3 = p sin(θ1) sin(θ2) cos(θ3)
...
pd−1 = p sin(θ1) sin(θ2) · · · sin(θd−2) cos(θd−1)
pd = p sin(θ1) sin(θ2) · · · sin(θd−2) sin(θd−1) ,
where 0 ≤ θ1 ≤ π, 0 ≤ θ2 ≤ π, ..., 0 ≤ θd−2 ≤ π and 0 ≤ θd−1 ≤ 2π. In this case we have
ddp = (p)d−1 dp
d−1∏
i=1
sind−(i+1)(θi) dθi . (88)
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It is also convenient to use a coordinate system in such a way that a = (a, 0, · · · , 0). So, the integral (87) becomes
Id(a) =
[∫ ∞
0
dp (p)d−1f(p)
(∫ π
0
dθ1 sin
d−2(θ1) exp
[
±ipa cos(θ1)
])]
×
(∫ π
0
dθ2 sin
d−3(θ2)
)(∫ π
0
dθ3 sin
d−4(θ3)
)
· · ·
(∫ π
0
dθd−2 sin
d−3(θd−2)
)(∫ 2π
0
dθd−1
)
.
(89)
By using the results [7]
∫ π
0
dθ sin2ν(θ) exp
[
±ix cos(θ)
]
= π1/2Γ
(
ν +
1
2
)(
x
2
)−ν
Jν(x) , ν > −1
2
∫ π
0
dθ sinm(θ) = π1/2
Γ[(1/2)(m+ 1)]
Γ[(1/2)(m+ 2)]
, m = 1, 2, 3, ... (90)
equation (89) reads, after some manipulations,
Id = (2π)
d/2 1
ad
∫ ∞
0
du ud/2J(d/2)−1(u)f
(
u
a
)
, d > 2 , (91)
where we made the change of integration variable u = ap.
For d = 2 dimensions, usual spherical coordinates leads to
I2 =
∫ ∞
0
dp p f(p)
∫ 2π
0
dθ exp
[
±ipa cos(θ1)
]
. (92)
Noticing that ∫ 2π
0
dθ exp
[
±ix cos(θ1)
]
= 2πJ0(x) (93)
and performing the change of integration variable u = pa we have
I2 =
2π
a2
∫ ∞
0
du uJ0(u)f
(
u
a
)
. (94)
For d = 1 dimensions we use the fact that f(p) = f(−p) in order to write
I1 =
∫ ∞
−∞
dp f(p) exp(±ipa)
=
2
a
∫ ∞
0
du f
(
u
a
)
cos(u) , (95)
where we also made the change u = pa.
Using that
cos(u) =
√
π
2
√
uJ−1/2(u) , (96)
we have
I1 =
(2π)1/2
a
∫ ∞
0
du u1/2J−1/2(u)f
(
u
a
)
(97)
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Combining the results (91), (94) and (97) we are taken to the general result
Id =
∫
ddp f(p) exp(±ipa)
= (2π)d/2
1
ad
∫ ∞
0
du ud/2J(d/2)−1(u)f
(
u
a
)
(98)
Applying formula (98) for the case where f(p) = (p2 +m2)−1 and using the fact that [8]
∫ ∞
0
du
uν+1Jν(u)
u2 + x2
= xνKν(x) , (99)
which is valid for x > 0 and −1 < ν < 3/2, we are taken to the result (15).
Taking f(p) = p−2 in Eq. (98) and using the fact that [8]
∫ ∞
0
du uµJν(u) = 2
µ Γ
(
1/2 + ν/2 + µ/2
)
Γ
(
1/2 + ν/2− µ/2) (100)
which is valid for −ν − 1 < µ < 1/2, we obtain Eq. (21).
Another case of interest corresponds to f(p) = p−4 which, with the aid of (100), leads to (74).
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