This work presents novel and powerful tests for comparing nonproportional hazard functions, based on sample-space partitions. Right censoring introduces two major difficulties which make the existing sample-space partition tests for uncensored data non-applicable: (i) the actual event times of censored observations are unknown; and (ii) the standard permutation procedure is invalid in case the censoring distributions of the groups are unequal. We overcome these two obstacles, introduce invariant tests, and prove their consistency. Extensive simulations reveal that under non-proportional alternatives, the proposed tests are often of higher power compared with existing popular tests for non-proportional hazards. Efficient implementation of our tests is available in the R package KONPsurv, which can be freely downloaded from https://github.com/matan-schles/KONPsurv.
it may not be powerful when the proportional hazards assumption does not hold. There are a variety of situations in which the hazard functions are of non-proportional shape. For example, a medical treatment might be with adverse events in the short run, yet effective in the long run, or a treatment may be short-term beneficial but gradually lose its effect with time. In such scenarios the hazard functions cross. In general, the longer the follow-up period is, the more likely it is for various non-proportional scenarios to develop (Yang & Prentice, 2010) .
Other tests have been proposed that might be better choices for non-proportional hazards under the alternative. Peto & Peto (1972) proposed a test which is similar to the logrank test, but more sensitive for differences in hazards at early survival times than at late ones. Pepe & Fleming (1989) and Pepe & Fleming (1991) suggested a weighted Kaplan-Meier (KM) test based on a linear combination of the weighted differences of the two KM curves over time. Yang & Prentice (2010) recently proposed another weighted logrank test whose weights are obtained by fitting their model (Yang & Prentice, 2005) , which includes the proportional hazards and the proportional odds models as special cases. In contrast to the logrank and other related tests, the test of Yang & Prentice (2010) uses adaptive weights. Under proportional hazards alternatives, this new adaptively-weighted logrank test is optimal. When the hazards are non-proportional, the adaptive weights typically lead to improvement in power over the logrank test. The test of Yang & Prentice (2010) , referred to here as the Yang-Prentice test, is currently considered to be the leading one in terms of power, under a wide range of non-proportional hazards alternatives. However, this test is applicable only for two-sample problems. Moreover, it is not invariant to group labeling. Namely, systematically exchanging the group labels between treatment and control, would result in a different p-value.
Thus, in applications with no clear link between the groups to treatment/control labeling, such as in testing the differences between females and males, the Yang-Prentice test in its current form is inappropriate. In Section 3.2 we suggest an invariant version of the Yang-Prentice test.
In the statistical literature of K-sample tests for non-censored data, there exist powerful consistent tests that are based on various sample-space partitions. These include the well-known Kolmogorv-Smirnov and Cramer-von Mises tests (Darling, 1957) , and the Anderson-Darling (AD) family of statistics (Pettitt, 1976; Scholz & Stephens, 1987) . In particular, Thas & Ottoy (2004) showed that the K-sample AD test is basically an average of Pearson statistics in 2 × K contingency tables that are induced by observation-based partitions of the sample space into two subsets. They suggested an extension of the AD test, by considering higher partitions, up to 4. Heller et al. (2013) proposed the HHG test, a sample-space partition-based non-parametric test for detecting associations between two random vectors of any dimension. When one of the random vectors is a categorical one-dimensional variable, the problem reduces to the K-sample problem with an observation-based partition of the sample space into two subsets, using three intervals.
This specific partition is adopted in this work and will be described in detail. Heller et al. (2016) extended the work of Thas & Ottoy (2004) by considering sample-space partitions higher than 4, and studied test statistics that aggregate over all partitions by summation or maximization and also by aggregating over different sizes of partitions. They showed, by extensive simulation studies, that increasing the number of partitions can increase power under complex settings in which the density functions intersect 4 times or more.
In this work we present new powerful non-parametric and invariant tests for comparing two or more survival distributions using right-censored data. Our proposed methodology is demonstrated and applied using the specific sample-space partition of Heller et al. (2013) , which has been shown to be very powerful with 3 or less densities' intersections (Heller et al., 2016) , under non-censored data. Right-censored data introduce two major difficulties: (i) the actual event times of censored observations are unknown; and (ii) the standard permutation procedure of label shuffling is invalid, in case the censoring distributions of the groups are unequal. We overcome these two obstacles and introduce novel powerful tests.
2. K-sample tests based on sample-space partition.
2.1. Motivation and Notation. Let X be a one-dimensional non-negative random variable, X ∈ R + , and let Y be a categorical variable indicating the group label. Under the K-sample hypotheses testing, the null hypothesis is H 0 : F 1 (x) = . . . = F K (x) for all x ∈ R + , and the alternative is H 1 : F m (x) = F k (x) for some 1 ≤ m < k ≤ K and some x ∈ R + , where F k is the cumulative distribution function of group k, k = 1, . . . , K. We assume that the sample spaces on which these K distributions are defined, coincide.
K random samples A 1 , . . . , A K are drawn from the respective distributions F 1 , · · · , F K . Let n k be the total number of samples in group k, k = 1, . . . , K, and n = K k=1 n k . Assume temporarily no censoring, and consider a pair of observations X i ∈ A k and X j . Then, in the spirit of the HHG test (Heller et al., 2013) , we consider the following partition induced by the pair (i, j): A 11 (i, j) is the number of observations from group k that the distance between the value of X and X i is smaller or equal to |X i − X j |; A 12 (i, j) is the number of observations outside group k that the distance to X i is smaller or equal to |X i − X j |; A 21 (i, j) is the number of observations from group k that the distance to X i is larger than |X i − X j |; and A 22 (i, j) is the number of observations outside group k that the distance to X i is larger than |X i − X j |. Thus, all observations that the distances to X i indicated above are smaller or equal to |X i − X j | lie inside the interval [a ij , b ij ], where a ij = min(X j , 2X i − X j ) and b ij = max(X j , 2X i − X j ), as illustrated in Figure 1 . Interestingly, with no censoring, the A lr 's, l, r = 1, 2, can be expressed through the empirical cumulative distribution functions, F k , k = 1, . . . , K:
where F k (x) = n −1 k X l ∈A k I(X l ≤ x) and F k (x − ) = n −1 k X l ∈A k I(X l < x). For each pair (i, j), a 2 × 2 contingency table can be constructed with A lr (i, j), l, r = 1, 2, as the entries and a total sum of n − 2. A summary statistic of a such contingency table can be based on either the Pearson chi-squared test statistic, or the log-likelihood ratio statistic. The final test statistic can be defined as a sum over all possible n(n − 1) partitions induced by the data. A permutation-based p-value can be calculated, under random permutations of the group labels.
To introduce the right-censored data, let C ∈ R + be a non-negative random variable indicating the censoring time. Assume that X and C are conditionally independent given Y . Define T to be the observed time, namely T = min(X, C) and let ∆ = I(X ≤ C). Hence, the observed data consist of K random samples that can be summarized by (T i , ∆ i , Y i ), i = 1, . . . , n. Note that the different groups may have different censoring distributions. With right-censored data, our proposed test requires special care in evaluating the A r,l 's, r, l = 1, 2, by replacing the empirical distribution functions by their respective Kaplan-Meier (KM) estimators, as well as when applying a permutation test with unequal censoring distributions. Both issues are described in details below.
2.2. The Test Statistic. Let F k be the KM estimator of the cumulative distribution function using all observations of group k. The KM estimator is defined only up to (and including) the last observed failure time. Define γ k to be the maximum time in which F k can be used for the test statistic. Namely,
where 2 max i=1,...,n {T i } − min i=1,...,n {T i } is the maximum possible time in which the cumulative distribution function is estimated in order to build the test statistic in absence of censoring.
Define γ −k to be the maximum time in which at least one of the other KM estimators, F m , m = 1, . . . , K, m = k, can be used for the test statistic, namely γ −k = max m =k {γ m }. Define τ k to be the maximum time point the KM estimator is defined in group k and in at least one more group,
Then, for each pair of observed failure times T i ∈ A k and T j such that
The following A * lr (i, j), l, r = 1, 2, are the corresponding expressions of A lr (i, j) obtained by replacing F by F , the KM estimators. In case γ m < b ij , the observations of group m will not be included in the contingency table induced by the pair (i, j). Namely,
In case of at least one zero margin in the contingency table, S P (i, j) = 0 and S LR (i, j) = 0. Denote by
the total number of tables constructed from the data. Then, our proposed sample-space partition test statistic for equality of K distributions based on right-censored data is defined by
where S(i, j) is either the test statistic S P (i, j) or S LR (i, j). In the case of no right censoring, the number of tables is solely determined by the number of observations. In right-censored data, the number of tables is random and determined also by the actual observed values due to the
This issue is of high importance for the permutation stage of the test, as elaborated in the next subsection.
2.3. The Permutation Procedure. Allegedly, a permuted test can be done based on random permutations of the group labels. However, if the censoring distributions of the K groups are different, such a permutation test is invalid, since a significant result can be yielded under the null due to differences in the censoring distributions. In order to generate random permutations that are independent of Y , we adopt the imputation approach suggested by Wang et al. (2010) .
The main idea consists of randomly permuting the group labels, while for each observation assigned to a group different from the original one, a censoring time is imputed from the censoring distribution of the new assigned group. If, in addition, the observation was originally censored, a survival time is also imputed, from the null survival distribution. , is defined up to the largest observed censoring value of that group. Then, each observed censoring time is sampled with probability equals to the jump size of the respective KM estimator. In case
is incomplete, i.e.,
where X * i is sampled from an estimator of pr(X i > x|X i > T i ), the conditional distribution of X under the null hypothesis. In practice, pr(X i > x|X i > T i ) is replaced by its KM estimator, using all observations from all groups that their observed time is larger than T i . Denote this KM estimator by S cond,T i . The sampling based on S cond,T i is done in the same fashion as in the above censoring sampling, but in case of incomplete distribution, the value max i=1,...,n (T i ) + ε (ε is any positive number) is sampled with probability S cond,T i {max i=1,...,n (T i ∆ i )}, and its respective event indicator is set to be ∆ p i = 0, as there is no empirical evidence for the potential failure times beyond
When preforming a permutation test, the reported p-value can be viewed as an approximation of the true p-value, based on all possible permutations. In the above imputation-based permutation procedure, additional variability in a p-value is expected due to random imputations. To reduce this variability, multiple imputations can be used, such that for each random imputation, B permutations are generated. Assume M imputations are used. Then the p-value is defined as the fraction of the test statistics among the M B test statistics that are at least as large as the observed test statistic Q.
In the following theorem it is argued that our proposed tests are consistent against all alternatives. The proof, presented in details in the Appendix 6.1.
Theorem: Let X be a positive failure time random variable, either continuous or discrete, and Y be a categorical random variable with K categories. Let π k = lim n→∞ n k /n, k = 1, . . . , K. Assume there are at least two cumulative distribution functions F g (x) and F m (x), g, m ∈ {1, . . . , K},
, and the conditional censoring distributions are such that pr(C > x 0 |Y = g) > 0 and pr(C > x 0 |Y = m) > 0. Then, the imputation-based permutation test with the test statistic Q is consistent, namely, the power of the test increases to 1 as n → ∞.
2.4. Computation Time. Table 1 provides the run time of the proposed tests of one dataset, K = 2, under the null hypothesis, one imputation, and 1000 permutations, for different total sample sizes n and n 1 = n 2 = n/2. These results were generated by a 6 years old Intel i7-3770 CPU 3.4 GHz, without paralleling with the different cores of the computer. The first two rows are for identical censoring distributions, and the last two are for different censoring distributions.
Evidently, even with n = 1000 observations and low censoring rates, the run time on such a simple computer is not larger than 3.5 minutes. We expect that an increase of the number of imputations and permutations will increase the run time in a linear fashion.
3. Simulation study.
3.1. Simulation Design. An extensive numerical study has performed to systematically examine the behavior of our proposed K-sample omnibus non-proportional hazards (KONP) tests under a wide range of alternatives, various sample sizes, and a wide range of censoring distributions, including unequal censoring distributions. The main part of the simulation study was dedicated to the popular 2-sample setting, but settings of K = 3, 4, 5 were considered as well.
As competitors of the 2-sample setting, the following tests were included: the logrank test, Peto-Peto weighted logrank test (Peto & Peto, 1972) , Pepe-Fleming weighted KM test (Pepe & Fleming, 1989) and Yang-Prentice test. The tests of Uno et al. (2015) are invalid under unequal censoring distributions (as demonstrated below), and thus are not included in the following power comparisons.
Since our proposed test is targeted to non-proportional hazards settings, we focused mainly on non-proportional hazards scenarios. Settings of proportional hazards and close to proportionality can be found in the Supplementary Material. Table 2 (main text) and Table 4 in Appendix 6.2, provide a comprehensive summary of the 17 non-proportional hazards scenarios that were studied.
For each scenario, the failure and censoring distributions are explicitly provided, and the survival functions of the two groups are plotted. A reference is provided indicating the source of each setting borrowed from other authors. In short, Scenario A shows differences at mid time points, but similarity in early and late times. Scenarios B-D show differences in early times. Scenario E is of equal survival functions at early times and of proportional hazards at mid and late times. (1)
where τ 0 = sup{t : S 1 (t) > 0}, λ 2 and λ 1 are the hazard functions of the two groups, and S 1 is the survival function of group 1. Under Model (1), θ 1 = lim t→0 HR(t) and θ 2 = lim t→τ 0 HR(t).
Also it is assumed that for a continuous function S 1 , HR(t) is a strong monotone function of t, i.e. sign{dHR(t)/dt} is the same for all t ∈ (0, τ 0 ). Scenarios I-1, I-2 and I-3 are with crossing hazards under Model (1). In I-1 the hazard functions cross earlier compared to I-2 and I-3. Scenarios J-1, J-2 and J-3 are with crossing hazards in which the strong monotonicity assumption is violated. In J-1 and J-2 the hazards are piece-wise proportional, and the hazard functions cross in mid time points. In Scenario J-3 the hazard ratio is a continuous function of t, and the hazards cross at a late time point. Under Scenarios K-1, K-2 and K-3 Model (1) is violated, but the strong monotonicity assumption of HR(t) holds. In Scenarios K-1 and K-2 the hazards cross at early-mid times, and in Scenario K-3 at mid times.
For each scenario described above, four different censoring distributions were considered, two with equal and two with unequal censoring distributions. Under equal censoring distributions, the censoring distributions were taken to be similar to the corresponding referenced paper, as described in Table 2 ). The specific values of (a, b, θ 1 , θ 2 ) are provided in Table 4 . Under small differences, the censoring rates among the two groups are about 40% and 55%, where 27% and 55%
are the respective values under substantial differences. The various censoring settings are such that the power of a specific test under specific scenario is not necessarily increasing as the censoring rate decreases.
Each of the configuration was studied with n = 100, 200, 300 or 400, n 1 = n 2 , and performances are summarized based on 2000 replications.
A smaller simulation study was done for K > 2. As competitors, the logrank and Peto-Peto tests were included. For the null scenario K = 3, 4, 5 were studied, and under Scenarios D and 
where is based on scenarios generated by us. As expected, the power of each test increases with the sample size. In some scenarios the power of the tests increases as the censoring rate increases, since in some censoring settings, the non-censored data are centered mainly at the parts of the hazards which are closer to proportionality and the censored data are mainly located at the nonproportionality area of the hazards. For example, in Scenario I-3 with n = 400, as the censoring rate increases from about 25% to about 50%, the power of Peto-Peto increases by 16%, Yang-Prentice by 20%, Pepe-Fleming by 32%, and logrank by 40%.
Evidently, our KONP tests are often more powerful compared to all other tests. Scenario E consists of equal hazards at early times and proportional hazards at late times. Thus, one might expect the logrank-based tests to be relatively powerful. However, our proposed test is often more powerful. In Scenario F, KONP tests are often more powerful than all the other tests, and interestingly, even more powerful than the Yang-Prentice test, although this scenario follows their Model
(1). For example, for n = 400 with about 25% censoring rate, the empirical power is about 90%
for KONP tests and only 70% for Yang-Prentice. In Scenario G, which also follows Model (1), the results of Yang-Prentice and logrank are similar and often slightly better than our tests. This is because Scenario G is close to proportional hazards, while our tests are targeted to non-proportional hazards settings. In scenarios I-1, I-2 and I-3, our KONP tests are often more powerful compared to Yang-Prentice, even when the data follow Model (1). For example, in Scenario I-1, with n = 400 and 25% censoring rate the power of KONP is 75%, while the Yang-Prentice power is only 38%. When the the survival functions cross at late times, as in Scenarios I-2 and I-3, the power of the Yang-Prentice, logrank
and Pepe-Fleming tests increase with higher censoring rates, since the observed data are mainly at early times, and the hazards at early times are close to proportionality. In scenarios J-1 and J-2 our tests are much more powerful than all the competitors. For example, in Scenario J-2 with n = 400 and 25% censoring rate, our KONP tests is with about 95% power, while the second most powerful test is Yang-Prentice with a power of 48%. In Scenario J-3, our test is often more powerful than all other tests.
In scenarios K-1, K-2 and K-3 our tests are often more powerful than all other tests, although these scenarios follow models that are not far from Model (1). For example, in scenario K-2 with n = 300 and 25% censoring rate, the power of our KONP tests is 95%, while the second most powerful test is Yang-Prentice with power of 73%.
In scenarios G, I-2 and in some of the censoring rates in I-3, the Peto-Peto and Pepe-Fleming tests tend to be with highest power. In contrast, in many of the scenarios in which the survival functions cross, their power are much lower than our tests. For example, in Scenario K-1 with n = 400 and 25% censoring rate, the power of KONP are 89%, while Pepe-Fleming power is 42%
and Peto-Peto is 5%. To conclude, for the 2-sample setting, in most of the non-proportional hazards settings, our
proposed KONP tests tend to be more powerful than the other tests, while the differences between In case one is interested in a robust powerful test under non-proportional or proportional hazards, the principle of minimum p-value could be adopted based on the elegant Cauchy-combination test 
and its p-value is p-value Cau = 0.5 − (arctan Q min )/π . Table 5 and Figure 4 of the Supplementary Material summarize the empirical power, based on 1000 replications, of the two KONP tests, the logrank test and the test statistic Cau. Often, the Cau test loses some power comparing to the largest power among the KONP tests and logrank, but usually, the loss is relatively small. Group (Schein & Group, 1982) compared chemotherapy with combined chemotherapy and radiation therapy, in the treatment of locally unresectable gastric cancer. This dataset was used in Yang & Prentice (2010) to demonstrate the utility of their test. Each treatment arm had 45 patients, and two observations of the chemotherapy group and six of the combination group were censored. The primary outcome measure was time to death. The KM survival curves of time to death, in each treatment group are provided in Figure 5 . To apply the Yang-Prentice test, we considered chemotherapy as the control This work suggests tests that accommodate right-censored data. Since the tests are based on the KM estimator, it seems that a modification to left truncation might be possible. However, additional work is required to modify the imputation-permutation approach for left-truncated data.
Real Data Example. The Gastrointestinal Tumor Study

Implementation of our tests, KONP-P, KONP-LR and Cau, is available in the R package
KONPsurv, which can be freely downloaded from https://github.com/matan-schles/KONPsurv. 6. Appendix.
6.1. Proof of the theorem for a continuous survival time. For simplicity, we show the proof using the Pearson chi-squared test statistic. The proof using the likelihood ratio test statistic is very similar and therefore omitted. The reasoning is based on the proofs of Heller et al. (2013) . We show in the following that for an arbitrary fixed α ∈ (0, 1), if H 0 is false then lim n→∞ pr Q−q 1−α > 0 = 1, where q 1−α is the 1 − α quantile of the test statistic under the null distribution.
Assume X ∈ R + has a continuous distribution given Y , denoted by f X|Y (·|·), and let f * 
and f * X (·) are continuous, there exist a radius, R > 0, and a set
with positive probability, such that for x ∈ B, f X|Y (x|g) > f * X (x) and pr(C > x + 3R|Y = k) > 0 for all k = 1, . . . , K. The last condition guarantees that with positive probability S P (i, j) with n ij = n (namely, the table consists of all the groups) is observed, where Y i = g, and X i , X j ∈ B.
Moreover,
denote this minimum by c. Put
. Therefore, we expect to have at least n 2 p 1 p 2 p 3 p 4 pairs (i, j)
such that {X i ∈ B 1 , Y i = g, ∆ i = 1} and {X j ∈ B 2 , ∆ j = 1}. Consider such a pair. Stute & Wang (1993) showed that the KM estimator converges almost surely to the true survival function under random censorship. Therefore, uniformly almost surely,
where
, it is enough to look at the term with l = m = 1 in S P (i, j), that is,
.
It follows that S P (i, j) ≥ S P 1 (i, j) and hence that our test statistic satisfies
By Slutzky's theorem and the continuous mapping theorem, in probability
, and we show that this limit can be bounded from below by a positive constant that does not depend on (i, j). Indeed, it can be shown that B 3 ⊆ B and B 1 ⊆ B 3 , by the triangle inequality (see Heller et al. for details). Therefore,
converges in probability to a positive constant greater than c > 0. Therefore, S * P 1 (i, j) > (n − 2)c with probability going to 1 as n → ∞. As a result, Q 1 > N −1 n 2 (n − 2)c p 1 p 2 p 3 p 4 with probability going to 1 as n → ∞. Therefore,
Since N < n 2 , there exist a constant λ > 0 such that lim n→∞ pr Q − λn > 0 = 1. Under the null hypothesis, for a large enough sample size n, S P (i, j) follows the χ 2 distribution with one degree of freedom. Therefore, the null expectation of Q, which is an average of N different S P 's, is approximately 1 and the null variance is bounded above by 2. Consequently, lim n→∞ (λn − q 1−α ) > 0 and lim n→∞ pr Q − q 1−α > 0 = 1. Finally, for simplicity of presentation, we required that
However this is only required for the two different groups, g and m. The proof for the discrete failure time variable X is done in much the same way.
6.2. Detailed Description of the Simulation Settings. The following Table 4 provides a detail description of the simulation scenarios under non-proportional hazard functions. 
Yang and Prentice (2010) equal:
Difference in middle times, Uno et al. (2015) equal:
Difference in early times, Uno et al. (2015) equal:
Exp(2/9) 0.56 < t ≤ 1.1
Difference in early times, Pepe and Fleming (1989; 1991) equal:
Exp(1.5) 1.05 < t ≤ 1.47
Exp(1) t > 1.47
Exp(0.5) 1.02 < t ≤ 1.47
Proportional difference in late times, Pepe and Fleming (1989; 1991) equal:
Yang and Prentice Model (1), Yang and Prentice (2010) equal:
Yang and Prentice Model (1),
Exp(2) t > 1.5 U shape hazard ratio, Yang and Prentice (2010) equal:
Yang and Prentice Model (1) equal:
Exp(0.6) t > 0.25 strong monotone hazards ratio assumption does not hold
strong monotone hazards ratio assumption does not hold
strong monotone hazards ratio assumption does not hold This Supplementary Material file includes additional simulation results and additional details of the simulation results summarized in the paper. (2015) equal:
Substantial difference in early times, Pepe and Fleming (1989; 1991) equal: 
40% and 55%: C1, C2 ∼ min{Exp(0.85), U (0, 10)} C3 ∼ U (0, 10) 27% and 55%:
40% and 55%: C1, C2 ∼ min{Exp(0.85), U (0, 10)} C3, C4 ∼ U (0, 10) 27% and 55%:
40% and 55%: C1, C2 ∼ min{Exp(0.85), U (0, 10)} C3, C4, C5 ∼ U (0, 10) 27% and 55%:
40% and 55%: C1, C2 ∼ min{Exp(0.5), U (0.5, 3.5)} C3 ∼ U (0.5, 3.5) 27% and 55%: 
