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Supplemental Method
Fine-tuning of the convolutional neural network (Resnet-18).
The modifications to the architecture of the original pre-trained Resnet-18 was shown in the following. The last fully connected layer of the original network architecture was replaced with a fully connected layer that was set to classify two new classes. The final layer was replaced with a classification output layer. Learning options with some modifications as mentioned below were used. The learning rate was slowed down to 0.0001 to allow efficient learning new classes. The maximum number of epochs was set as 8, and the validation frequency was set as 5.
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