Long sequences of successive direct (projective) measurements or observations of a few "uninteresting" physical quantities of a quantum system may reveal indirect, but precise and unambiguous information on the values of some very "interesting" observables of the system. In this paper, the mathematics underlying this claim is developed; i.e., we attempt to contribute to a mathematical theory of indirect and, in particular, non-demolition measurements in quantum mechanics. Our attempt leads us to make novel uses of classical notions and results of probability theory, such as the "algebra of functions measurable at infinity", the Central Limit Theorem, results concerning relative entropy and its role in the theory of large deviations, etc.
1 Introduction: Purpose and scope of paper This paper is devoted to a study of the theory of indirect measurements and observations in quantum mechanics, [21] . Our main aim is to develop a general perspective on questions that, in very general terms, can be formulated as follows: What sort of information on a quantum system, S, can be extracted from long, time-ordered sequences of direct (so-called projective) measurements or observations of a single physical quantity of S represented by a self-adjoint operator, X; (or of a finite number of physical quantities, X := {X 1 , ..., X r }, of S)? What do such sequences of direct measurements/observations reveal about facts concerning S? What does quantum mechanics tell us about the time evolution of quantum systems subjected to repeated measurements/observations? These are fairly fundamental questions about quantum theory that call for general answers arrived at in an exploration of general concepts and structure that goes beyond the analysis of special examples. The analysis presented in this paper is inspired, to some extent, by the work of experimental groups, see, in particular [16] , and by various theoretical papers, see [21] , [24] , [3] , [4] , [5] , and references given there. Although our main interest concerns conceptual aspects of quantum mechanics, the main effort that has gone into this paper concerns the study of simple models (see, e.g., [3] ) describing a concrete physical situation. This has the advantage that it renders our paper comprehensible for readers who are not used to abstraction. Yet, our analysis is intended to illustrate some -we believe novel -general insights: The mathematics underlying the theory of long, time-ordered sequences of direct measurements of some physical quantities of a quantum system S turns out to be closely related to the one underlying the theory of equilibrium (Gibbs) states of long chains of classical lattice gases (or classical spins), with time of the quantum system corresponding to 1D physical space of the lattice gas and sequences of outcomes of direct quantum-mechanical measurements corresponding to configurations of particles in the lattice gas. Results of statistical mechanics, such as the equivalence of different ensembles in the thermodynamic limit, or the disjointness of equilibrium states corresponding to different values of some thermodynamic parameters, such as the temperature or a chemical potential, have close cousins in the quantum theory of repeated measurements. For example, the observation of an event of finite duration in a quantum system corresponds to the appearance of short-range order in some bounded spatial region of the lattice gas, and an "eternal property" of a quantum system (i.e., a property of S observed in a non-demolition measurement) corresponds to a specific value of an order parameter labeling different equilibrium states of the lattice gas. Mathematical methods, such as large-deviation theory, concentration-of-measure estimates, hypothesis testing, etc., can be transferred from statistical mechanics to quantum theory.
In this paper, we will study a quantum system, S, with the following properties:
1. For all practical purposes, S can be considered to be an isolated ("closed") system. This means that, in the Heisenberg picture, the equations of motion of operators representing physical quantities of S take the form of Heisenberg equations of motion in which the "Hamiltonian" of S appears.
2. S is the composition of two subsystems, P and E, where P is the system we actually wish to study, while E consists of all the experimental equipment -probes, detectors, and other measuring devices -used to observe P . Clearly, P and E interact with one another; so neither P , nor E are isolated systems; while S = P ∨ E is isolated if E is chosen appropriately large; see e.g. [12] .
We propose to analyze a concrete model system where P is a quantum dot in a semi-conductor device containing a component, P , close to E that can bind up to N < ∞ electrons. A sketch of this system is given in Figure 1 . Electrons can enter into the component P or tunnel out of it and into a component P , (i.e., P can be ionized). However, processes changing the number, ν, of electrons bound by P are very slow (in a sense to be specified below). The experimental equipment E consists of a conducting channel close to the region where P is located, with electron detectors, D L and D R , at both ends of the channel, and of an electron gun that shoots electrons into the channel at regular time intervals; (e.g., one electron every τ seconds, where τ is such that, typically, there is only one electron in the channel). The electrons in the channel connecting D L and D R serve as probes to observe P indirectly: the rates at which electrons in the channel hit D L or D R , respectively, depend on the number, ν, of electrons bound by P . These latter electrons give rise to a "Coulomb blockade" in the branch of the channel leading towards D R : the larger ν, the more likely it is that an electron propagating through the channel will hit the detector D L .
The only direct observation of S that can be made is to see whether an electron in the channel triggers a click of either D L or D R . In an idealized (simplified) mathematical description of S, this observation will be represented by an operator, X, with
with the property that X has the eigenvalue 1 on all channel states describing only one electron propagating through the channel that will hit D L and the eigenvalue −1 on all channel states describing one electron hitting D R . Failed measurements will not be recorded. When an electron is scattered onto a detector it disappears for ever, and the original state of the detector is restored after a time much shorter than the cycle time τ of the electron gun. The physical quantity represented by the operator X is measured around times τ, 2τ, 3τ, .... These measurements are projective measurements, as described in [14] . If the electron gun and the detectors function perfectly, only the eigenvalues ξ = ±1 are observed in every measurement. We thus denote by ξ j = ±1 the outcome of the j th successful measurement of X; (with ξ j = 1 if D L clicks, and ξ j = −1 if D R clicks). As is evident from Figure 1 , the probability of the outcome ξ j = 1 in the j th measurement of X depends on the number ν of electrons bound by the component P of the quantum dot P close to the conducting channel. Because of the effect of the Coulomb blockade on the motion of electrons in the channel, the probability of the outcome ξ j = 1 increases with increasing ν. It is convenient to introduce an operator
whose eigenvalues ν ∈ {0, 1, 2, ..., N } correspond to the number of electrons bound by the component P . Clearly, at a fixed time, N commutes with X. We assume that the Heisenberg time evolution of N is very slow, in the sense that the norm of
is tiny for all t, where N (t) is the Heisenberg-picture operator corresponding to N at time t. We begin by studying the special case where N commutes with the time evolution, i.e., N (t) is independent of t. One then speaks of a "non-demolition measurement" of the number of electrons in P . For our model, a measurement protocol of length k consists of a sequence
..., of outcomes, ξ j = ±1, of k successful successive projective measurements of X; see, e.g., [15] . (Recall that unsuccessful measurements of X are not recorded, and we will henceforth ignore them.) Quantum mechanics enables us to calculate the probability, denoted by µ ω (ξ 1 , ξ 2 , ..., ξ k ), of a measurement protocol ξ (k) , given the state ω of the system S just before measurements of X have started.
The question we wish to address is what a measurement protocol ξ (k) tells us about the number, ν, of electrons bound by P . The answer is actually fairly obvious. Given ν, one calculates the repulsive potential acting on an electron in the right branch of the channel near the region where P is located. Simple quantum-mechanical calculations then yield the Born probabilities, p(L|ν) and p(R|ν), for an electron in the channel to be scattered onto D L or onto D R , respectively. Clearly, 5) and if the detectors function perfectly either D L or D R will click, each time the electron gun has shot an electron into the channel. Given a measurement protocol ξ (k) , let
be the frequency that an electron -out of k − l electrons shot into the channel after the l th shot of the gun -is scattered onto D L , and let f (l,k) R (ξ) be the frequency that an electron is scattered onto D R , with ξ :
The law of large numbers suggests that the limit
is independent of l and of the first m measurement outcomes, ξ 1 , ..., ξ m , for any m < ∞. Such a function is called an "observable at infinity", or a "pointer observable". Now, if the state of P happens to be an eigenstate of the operator N corresponding to the eigenvalue ν (i.e., ν electrons are bound by P , and tunneling between P and P = P \ P is suppressed) then one expects that 9) as quantum theory predicts. Once we understand how fast the limit k → ∞ on the right side of (1.8) is approached, and assuming that p(L|ν) separates points of the set {1, ..., N }, meaning that
then we will have found the answer to the question what a measurement protocol ξ (k) is likely to tell us about the number ν of electrons bound by P , assuming that k is large enough: ν can be inferred from f (l,k) L (ξ), (with l fixed), by using (1.8)-(1.10), with an error rate that tends to 0, as k → ∞! Actually, things are a little more complicated, but only slightly. If P consists of two or more spatially separated components joined by tunneling junctions, with only P close to the channel connecting D L and D R , then the quantum state of P is usually not an eigenstate of the operator N even if that state is pure. The probability for N to have the value ν ∈ {1, 2, ..., N } -when measured -is determined by the quantum state of P according to Born's rule. A rather straightforward argument shows that, after the passage of a large number of electrons through the channel joining D L and D R , the state of P approaches an incoherent mixture of eigenstates of N , i.e., of states with a definite number of electrons bound by P . This phenomenon is called "decoherence". Once decoherence has set in, the claim after (1.10) becomes valid.
Our assumption that N commutes with time evolution, i.e., that a non-demolition measurement of N is carried out, is only justified in the limit where the probability for an electron to tunnel into or out of P tends to 0. While this tunneling probability may be very small, it is usually non-zero. We should therefore ask what can be said about the time evolution of the eigenvalue ν(t) of the operator N (t) (with t = time) inferred from long but finite measurement protocols recording the outcome of repeated direct measurements of the observable represented by the operator X. We will show that the average number of electrons bound by P during time intervals of length T τ , as revealed by very long protocols of measurements of X, can be described by some stochastic jump process, (ν(t)) t=jT,j=0,1,2,... , on the spectrum {1, ..., N } of the operator N , where T is determined by the speed of convergence in (1.8) and the amount by which N (t) varies over the cycle time τ of the electron gun, with T → ∞ in the limit where N (t) is independent of t (non-demolition measurement of N ). A fairly elementary result on the process (ν(jT )) j=0,1,2,... is presented in Section 4. More refined results on the properties of the jump process (ν(jT )) j=0,1,2,... will appear in forthcoming work.
We pause to comment on the analogy between the quantum mechanics of sequences of projective measurements, as described above, and the statistical mechanics of classical lattice gases: A measurement protocol ξ (k) corresponds to a configuration of particles of the lattice gas; (ξ j = 1 ↔ a particle occupies site j ∈ Z + , ξ j = −1 ↔ site j is empty). The quantum-mechanical probability, µ ω (ξ 1 , ξ 2 , ..., ξ k ), of observing the sequence ξ (k) = (ξ 1 , ..., ξ k ) of measurement outcomes corresponds to the probability of the corresponding configuration of particles, as predicted by the Gibbs equilibrium measure of the lattice gas. The frequency f L (ξ) corresponds to the infinite-volume density of particles. The number ν of electrons bound by P corresponds to the chemical potential of particles in the lattice gas. The equivalence between the canonical and the grand-canonical ensemble in the thermodynamic limit of the lattice gas corresponds to the statement that f 
We conclude this introduction by adding a little more precision to the statements sketched above. Let Ξ denote the space of infinitely long measurement protocols (equipped with the σ-algebra generated by the cylinder sets
for arbitrary choices of (η j1 , ..., η jm ), m < ∞). Given ξ ∈ Ξ, we denote by ξ (l,k) the sequence of measurement outcomes (ξ l+1 , ξ l+2 , ..., ξ k ), l < k, and, apparently, ξ (k) = ξ (0,k) . As has been indicated above, the choice of a state, ω, of the quantum system S = P ∨ E equips the measure space Ξ with a probability measure, µ ω , defined on the σ-algebra generated by the cylinder sets Σ(η j1 , ..., η jm ). It associates with a protocol ξ (k) the generalized Born probability
for the first k projective measurements of the observable X (carried out at times ≈ jτ , j = 1, ..., k) to yield the values ξ 1 , ..., ξ k . The unique expression for µ ω (ξ 1 , ..., ξ k ) provided by quantum mechanics was first found by Schwinger in [26] and rediscovered by Wigner [27] and, most certainly, by very many other theorists. It is recalled in Sect. 2.1, Eq. (2.4). For consistency of µ ω , it is necessary that 13) with ξ µ ω (ξ) = 1, so that µ ω is a probability measure on Ξ. These conditions hold always true in quantum mechanics. One then observes that
(1.14)
The general theory of direct measurements/observations in quantum mechanics requires that µ ω also satisfies a certain "decoherence condition", which says, roughly speaking, that subsequent measurements of the observable X are "independent" of one another, (which does not mean that the measurements outcomes ξ 1 , ..., ξ k ,... are uncorrelated). For the purposes of this introduction we do not need to know precisely what is meant by decoherence and why it is important; (but see Sect. 3 and, e.g., [15, 14] ). A consequence of decoherence is that ξ1,...,ξ k µ ω (ξ 1 , ..., ξ k , ξ k+1 , ...., ξ k+r ) = µ ω (ξ k+1 , ..., ξ k+r ), (1.15) (possibly only up to a tiny error), for arbitrary k, r ∈ N, where the right side of (1.15) is the generalized Born probability for the outcomes ξ k+1 , ..., ξ k+r in measurements k + 1, ..., k + r, assuming that measurements 1, ..., k have not been carried out; (there have been no gun shots at times τ, 2τ, ..., kτ ). Next, we define certain subsets of Ξ:
where, we recall,
is the frequency of clicks of D L in measurements l + 1, ..., k, (see (1.6)), and p(L|ν) has been defined right above (1.5). In (1.16), ε = (ε m ) ∞ m=1 is a suitably chosen sequence of positive numbers converging to 0, with √ mε m → ∞, as m → ∞. An appropriate choice of ε depends on details of the model used to describe the system S; (see Sects. 2, 4 and the appendix for simple examples). We set
The following claim is obvious.
(A) If k − l is so large that ε k−l < κ/2, where κ = min Let µ ω (ξ l+1 , ..., ξ k |η j1 , ..., η jm ), (j m ≤ l), denote the conditional probability of measurement outcomes ξ l+1 , ..., ξ k , given that the outcomes in measurements j 1 < j 2 < ... < j m ≤ l were η j1 ,...,η jm , respectively. ( As an aside, we note that 18) with Σ(...) as in (1.11)). Under quite general hypotheses on the model used to describe S, we will show:
(B) The conditional probabilities of the complement of the set Ξ (l,k) (ε) satisfy a bound 19) for a sequence δ = (δ n ) ∞ n=1 converging to zero, as n → ∞, uniformly in η j1 , ..., η jm , for each fixed l.
The bound (1.19) means that the frequencies, f (l,k) L (ξ), of long, but finite measurement protocols ξ l+1 , ..., ξ k , are almost always very close to one of the numbers p(L|1), ..., p(L|N ), independently of what has been measured in earlier measurements.
Statements (A) and (B) are analogous to the statement that, in the statistical mechanics of classical lattice gases, the canonical and grand canonical ensembles are equivalent in the thermodynamic limit, independently of boundary conditions, and that the limiting Gibbs states are "mutually singular", as some thermodynamic parameters, such as the chemical potential of particles in a lattice gas -the analogue of ν ∈ {1, ..., N } -is varied. The mathematics used to prove these statements is similar to the one used to prove (B) and is borrowed from methods used in "hypothesis testing", (see [6] , [20] ).
We say that a measurable function h is an "observable at ∞" (or a "pointer observable") for S iff h is well defined and bounded except on sets of µ ω -measure 0, and the value, h(ξ), of h at an arbitrary point ξ ∈ Ξ is independent of the first m components, ξ (m) , of ξ, for any m < ∞, almost surely with respect to the measure µ ω , where ω is an arbitrary state of S. An example of an observable at ∞ is the limiting frequency f 
is the algebra of bounded measurable functions on a compact Hausdorff space, Ξ ∞ ; see e.g. [14] . But (1.20) holds in the model described above, with N ∞ = N ; see also Section 3.) It then follows that, for an arbitrary state ω of S, the measure µ ω on Ξ associated to ω has the unique decomposition
where the measures µ ω (·|ν 1 ) and µ ω (·|ν 2 ) are mutually singular, for distinct values of ν 1 and ν 2 , and P ω (ν) ≥ 0, for all ν, with ν P ω (ν) = 1.
The point of these remarks is that, even without knowing, a priori, which physical quantity, A, of S can be measured indirectly, in a non-demolition measurement, with the help of very many successive direct measurements of the quantity represented by X, the commutative algebra O ∞ [S] of functions measurable at infinity tells us something about any such quantity: The operator A representing it corresponds to a continuous function on Ξ ∞ . (In the example of the system discussed above, A = N , where N is the electron number operator associated with P .) A point ν ∈ Ξ ∞ is henceforth called a fact (concerning the system S). It can be reconstructed from very long measurement protocols. Results on "hypothesis testing" are useful to understand how well functions measurable at infinity can be approximated by sequences of functions of finite measurement protocols, and how rapidly the latter converge to the former, as the length of the measurement protocols tends to ∞. (A detailed study of these matters will appear in forthcoming work; but see Sects. 2 and 3.)
We now return to analyzing the system S introduced above; see Figure 1 and Eqs. (1.1) -(1.5). We consider the situation where the operator N (t) slowly evolves in time t. We consider subsets, Ξ ν1,...,νp (k; ε), with the property that the frequencies, f
.., ik is within ε k from the Born probability p(L|ν i ) introduced above (1.5), for all i = 1, ..., p. If the number operator N commutes with time evolution then the µ ω -measure of the complement of the set
is as in (1.19)), for an arbitrary state ω of S. If N (t) evolves in time t very slowly, e.g. if max
then the µ ω -measure of the complement of Ξ p (k; ε) remains very small:
provided k is large, but p is not too large. This fact enables us to introduce a measure, P ω , on finite "quantum trajectories" (or "histories of facts"), {ν(t i ) =:
, with p such that 2pδ k 1:
It is interesting to characterize the measures P ω more precisely in certain limiting regimes. Section 2 contains an outline of general concepts and new results concerning indirect and, in particular, non-demolition measurements. In Section 3, we introduce a family of concrete models describing systems S of the type discussed above; (see [3, 2, 4] ). For these models, the general picture sketched above can be translated into rigorous mathematics. In Section 4, we study indirect measurements of quantities evolving slowly in time, and we analyze trajectories of "quantum jumps" (described, in a suitable limiting regime, by Markov jump processes).
To conclude this introduction, we remark that, in many quantum systems tracked with the help of direct observations of probes, these probes are coherent pulses of field quanta of a wave medium, such as the quantized electromagnetic field, rather than electrons in a conducting channel. An example is the indirect observation of the trajectory of a charged particle (P ) by means of light scattering (E). A mathematically precise analysis of such systems is, however, quite involved and is postponed to a future publication.
In this section we explain in general terms how interesting information on a quantum system S can be retrieved from long sequences of projective measurements of a possibly very uninteresting looking property of S. Our analysis can be viewed as a contribution to a general theory of "non-demolition measurements/observations". In this section, it is carried out within the standard Hilbert-space formalism of quantum mechanics; (although using a more abstract algebraic formulation of quantum mechanics involving C * -algebras of operators would actually be more natural -see, e.g., [14] ). We consider an isolated quantum system S characterized by the data
• H S is the Hilbert space of pure state vectors of S.
• {U (t, s)} t,s∈R is a family of unitary operators on H S representing time evolution. They satisfy the composition rule
is a set of self-adjoint operators on H S representing physical quantities of S that can be measured/observed in projective measurements. This set has the property that if an operator X belongs to O S and f is a real-valued, bounded, continuous function on R then f (X) belongs to O S , too.
In many examples of concrete physical systems S, the set O S is generated by only a few (often finitely many) operators. To simplify matters, we will assume that O S is abelian, i.e. that it is generated by commuting, self-adjoint, bounded operators. In this case, we may identify O S with the commutative algebra generated by all operators in O S . In this paper we will usually assume that the spectrum, σ S , of the commutative algebra O S is a countable set of points. We then denote by π ξ (the orthogonal projection on H S corresponding to) the characteristic function of the set {ξ}, where ξ is an arbitrary point in the spectrum σ S of O S . The operators (π ξ ) ξ∈σ S satisfy
All operators in O S can be written as linear combinations of the projections (π ξ ) ξ∈σ S .
Calculus of frequencies and observables at infinity
We suppose that successive projective measurements of quantities in O S are carried out at times
, where ρ ω is a density matrix specified at some time t 0 , the LSW formula (for Lüders, Schwinger, Wigner; see [23] , [26] , [27] , and [15] ) yields the a-priori probability, µ ω (ξ 1 , ..., ξ n ), for observing a sequence of measurement results, ξ i ∈ σ S , observed at times t i , i = 1, 2, ..., n, corresponding to "events"
Indeed, the LSW formula tells us that
Remark. It is well known that the LSW formula should only be used if a suitable form of "decoherence" holds for histories of repeated projective measurements of quantities represented by operators in O S ; see, e.g., [15] , [14] , (where a theory of projective measurements has been developed), and references given there. We will not discuss these matters here, because they do not play an important role in the following. It follows from (2.4) and from (2.2) that 6) and hence the Kolmogorov consistency criterion implies that the functional µ ω extends to a probability measure on the measure space (Ξ, Σ), where
S is an infinite Cartesian product of copies of the spectrum σ S of O S and Σ is the σ-algebra generated by the cylinder sets in Ξ. The σ-algebra Σ is the Borel σ-algebra for the compact topological space Ξ. Let L ∞ (Ξ, µ ω ) be the usual space of equivalence classes of bounded measurable functions with respect to the measure µ ω . This space contains a closed subspace, denoted by O ∞ [ω], of bounded measurable functions, h, with the property that h(ξ) = h(ξ ), almost surely with respect to µ ω ,
is called the "algebra of observables at infinity" (or "algebra of pointer observables").
Given a function f ∈ L ∞ (Ξ, µ ω ), we define a bounded linear functional on the algebra of observables at infinity by setting
and hence corresponds to a regular Borel measure µ ω (f |·) on the spectrum, denoted by
where ∆ is an arbitrary Borel subset of Ξ ∞ . Thus, the measure µ ω (f |·) is absolutely continuous with respect to µ ω (1|·) =: P ω . Consequently, the Radon-Nikodym derivative of µ ω (f |·) with respect to µ ω (1|·) is well-defined, and we have that
for all positive functions f ∈ L ∞ (Ξ, µ ω ). This formula can be extended to arbitrary real functions, f , in L ∞ (Ξ, µ ω ) by writing f = f + − f − , with f + , f − ≥ 0, and applying (2.8) separately to f + and f − and, subsequently to arbitrary complex-valued functions in L ∞ (Ξ, µ ω ). Following the proof of [25, Th. 5.7] , one can find a set N ⊂ Ξ ∞ of measure zero and select for each f a representative of the Radon-Nikodym derivative such that, on the complement of N , dµω(f |·) dµω(1|·) (ν) is linear in f , positive whenever f ≥ 0, and bounded by f ∞ . Hence we may rewrite Eq. (2.8) as
where µ ω (·|ν) is a Borel probability measure on Ξ, for P ω -a.e. ν ∈ Ξ ∞ . Before studying properties of the "extremal" measures µ ω (·|ν), ν ∈ Ξ ∞ , we describe an explicit example of an observable at infinity: We consider a bounded measurable function f : σ ×l S → C and define "frequencies"
, where
. Sufficient conditions for convergence may be derived from ergodicity hypotheses. Assuming, for example, that, for arbitrary n < ∞, the "decoherence condition"
holds, the ergodic theorem implies that f (k) converges µ ω -a.e., as k → ∞, to an element in O ∞ [ω] . For an autonomous system S (i.e., for one with U (t, s) = U (t − s), for all t, s ∈ R) with the additional property that there is "perfect decoherence", for arbitrary sequences of projective measurements of quantities represented by operators in O S , Eq. (2.11) holds.
Hypothesis testing and emergence of facts
Let f : σ ×l S → C be a function depending on finitely many measurement outcomes, and let f (k) denote the frequency associated with f , as defined in (2.10). We decompose Ξ ∞ into the level sets of the limiting function f (∞) : 12) where Ξ α ∞ is a level set of f (∞) . We henceforth assume that
We define dµ
Note that the measures dµ α ω are mutually singular for different values of α ∈ {1, ..., N }. We introduce the "fluctuation variables"
Our analysis is based on the assumption that (dµ
α ) satisfies a suitable Central Limit Theorem [11, 22, 13] , for all α = 1, 2, ..., N . We consider the generating functions, F 16) where h ∈ R. We assume that, for every α = 1, ..., N , there is an open interval U ⊂ R containing the origin such that the sequence (F
of real-valued functions, together with their first, second and third derivatives in h converge to bounded, continuous functions of h ∈ U , as k → ∞. Furthermore, we assume that -to mention a concrete example of a suitable hypothesis - where E α h,k denotes an expectation with respect to the probability measure
To be somewhat more precise, these cumulants should be assumed to be summable in j 2 , ..., j m , for every fixed j 1 , with bounds that are uniform in k.
We introduce subsets Ξ 
The following theorem is an immediate consequence of (2.13) and of the Central Limit Theorem.
18)
2. The measure of the complement of the set ∪ α Ξ (k) α (ε) tends to 0, as k tends to ∞; i.e., 19) as k → ∞, at a speed determined by the speed of convergence of the fluctuation variables φ This theorem tells us that the value, α, of f (∞) can be inferred from long, but finite measurement protocols, ξ (k) , with an error that tends to 0, as k approaches ∞. The value of f (∞) will henceforth be called a "fact". Apparently, long measurement protocols reveal facts about the state of the system, and the chance of being mistaken about which fact is emerging tends to 0, as the length k of the measurement protocol tends to ∞.
The a-priori probability of observing an arbitrary measurement protocol ξ (k) corresponding to the value α of f (∞) approaches the value
This is Born's Rule. Remark. With the frequency f (k) we can associate an operator, A (k) , acting on the space of density matrices and defined by
where ρ is an arbitrary density matrix. Viewed as an operator acting on density matrices, an "observable at infinity" is obtained by letting k tend to ∞ in the above expression. In concrete examples of quantum systems S, it is often possible to identify an "observable at infinity" with an explicit operator, N , (with |σ(N )| = N ), acting on the Hilbert space H S of the system that has the property that it commutes with time evolution; i.e., N (t) ≡ U (t 0 , t)N U (t, t 0 ) = N independent of time t. One then speaks of a non-demolition measurement of the quantity represented by the operator N .
To conclude this section, we remark that, in practice, the algebra of observables at infinity is most often trivial (i.e., it consists of multiples of the identity), because most "facts" about a concrete quantum system S tend to actually vary with time, and the revelation of such facts, while usually accomplished through long sequences of indirect projective measurements, does not correspond to a "non-demolition measurement", in the strict sense of the word. In this situation, it remains meaningful to attempt to construct a suitable decomposition of the support of the measure dµ ω into subsets corresponding to "facts" that are only valid (with very high probability) during some long, but finite interval of time. To be concrete, we define functions, f (k,k+r) , where r = 0, 1, 2, ... is a coarse-grained "time variable", as follows:
see (2.10). We introduce sets
where m α is chosen suitably -it replaces the quantity f
.., N in Eq. (2.17) -and the sequence (ε n ) ∞ n=1 tends to 0, as n → ∞, as above. We assume that
if r is so large that ε r < 
(ε).
We say that the sequence (α 1 , ..., α p ) represents a "history of (plausible) facts" iff, for a suitable choice of positive integers r and p ≥ 1, the set ∪ α1,...,αp Ξ α1,....,αp (r; ε) has essentially full µ ω -measure, i.e., µ ω α1,...,αp
where δ p,r is so small that, for all practical purposes, it is indistinguishable from 0. If (2.23) holds then, with probability very close to 1, one of the histories (α 1 , ..., α p ) will take place, and the probability to observe the history (α 1 , ..., α p ) is predicted to be given by
...,αp (r; ε)), with α1,...,αp
which is a generalization of Born's Rule, see (2.20) .
In Section 4, we consider "interesting" physical quantities of a quantum system S that vary very slowly in time and can be measured indirectly through long, but strictly finite sequences of projective measurements of some rather "uninteresting" quantities.
To return to the analogy between the quantum systems discussed above and one-dimensional lattice gases (or spin chains) alluded to in the introduction, we point out that "time" in the quantum systems becomes "space" in the lattice gases , measurement protocols, ξ, are analogous to configurations of (various species of) particles, the measures µ ω are analogous to Gibbs equilibrium measures of lattice gases, the frequencies f (∞) are analogous to particle densities, with α playing the role of a chemical potential, Theorem 2.2.1 is analogous to results concerning the equivalence of the canonical and the grand-canonical ensemble in the thermodynamic limit, k → ∞, of lattice gases. In the theory of lattice gases, it is well known that the Gibbs measures corresponding to different particle densities are mutually singular, (i.e., have disjoint supports). The material discussed between Eqs. (2.21) and (2.24) would correspond to a lattice gas with a space-dependent chemical potential and hence a spatially variable particle density.
Exchangeable measures on the space of measurement protocols
We conclude Section 2 by considering a special case of the general theory of non-demolition measurements developed in the last two subsections. We assume that the probabilities of results of successive projective measurements of observables in O S are independent of the order in which these results are observed. To be more concrete, we imagine that, at each time of measurement, the quantities corresponding to the operators in O S are measured with the help of some "probe" temporarily interacting with the system, and that the probes used at different measurement times are different from each other and are prepared and measured independently of each other. A specific model of this type has been described in the Introduction and will be studied in more detail in the next section. Mathematically, the above assumption is translated into the following property of the measures µ ω : [7, 17, 1] , who have shown that such measures can be written as convex combinations of product measures. Thus, if µ ω is exchangeable then there exists a measure space Ξ ∞ , a measure dP ω on Ξ ∞ and probability distributions p(·|ν) on σ S , ν ∈ Ξ ∞ , such that
This equation is a concrete instance of the general representation (2.9). It follows from Kolmogorov's zero-one law that Ξ ∞ appearing in the decomposition is indeed the spectrum of the tail algebra. For exchangeable measures, we introduce the frequencies
δ ξj ,ξ , and φ
Using the Law of Large Numbers and the Central Limit Theorem in the form due to Berry and Esséen, see, e.g., [13] , it is straightforward to prove an explicit (quantitative) version of Theorem 2.2.1.
In subsequent sections, we study families of models of systems S giving rise to measures µ ω that are exchangeable for arbitrary states ω of S. Such models have the advantage of being quite easy to analyze mathematically.
3 A family of simple models of quantum systems
Description of non-demolition measurements
A general mathematical formalism to describe the statistics of measurement outcomes and the reduced evolution in an indirect measurement was developed by Kraus [21] , (see also [19] ). Here we briefly recall some elements of this formalism. We consider a system S composed of a subsystem P of interest to an experimentalist and a subsystem E consisting of a measurement device. We suppose that H S = H P ⊗ H E . The reduced time evolution of the subsystemP , conditioned upon a measurement event ℘ ⊂ σ S , is encoded in a completely positive map Φ * (℘) acting on B(H P ).
To give rise to a probability measure on a space of measurement events this family of maps must be countably additive, (in particular, for disjoint sets ℘ 1 and ℘ 2 , Φ * (℘ 1 ∪ ℘ 2 ) = Φ * (℘ 1 ) + Φ * (℘ 2 )), and Φ * (σ S ) must be the identity map on B(H P ), (i.e., Φ * (σ S )[1] = 1). The maps Φ * (·) describe the evolution of "observables" of the subsystem P in the presence of measurement events (i.e., events happening in the device E); the evolution of states of P is described by dual maps, Φ(℘) ≡ (Φ * (℘)) * . For simplicity we assume that σ S is finite and that dim(H P ) < ∞. Hence Φ * (·) is completely determined by the maps Φ * ({ξ}) =: Φ * ξ , with ξ ∈ σ S ; in particular, Φ * (σ S ) = ξ∈σ S Φ * ξ . For a given state, ω(·) = Tr(ρ (0) (·)), of P , the probability to observe a measurement result ξ is given by ω(Φ * ξ [1] ), and the reduced non-normalized posterior state of P , given that ξ has been observed, is Φ ξ [ρ (0) ]. For a sequence of independent identical probes, as discussed in Section 2.3, the probability to observe the measurement protocol ξ (k) = (ξ 1 , . . . , ξ k ) is given by
see (2.4). The corresponding reduced state, ρ (k) (ξ (k) ), of P is then given by
Our goal is to find the tail algebras for all such i.i.d measurement processes, i.e., to determine the "facts" emerging, in a given experiment, from projective observations of very (infinitely) many identical, independent probes that have interacted with the subsystem P . In this paper we wish to determine these tail algebras in the setting described in Sections 1 and 2. In a non-demolition measurement, the mere presence of a measurement device does not affect the probabilities of sequences of measurement results. Mathematically, this translates into the condition
Upon inspection of Eq. (3.1), we see that a suitable assumption that guarantees that this condition holds is
(A more detailed discussion of such hypotheses will be presented elsewhere). Condition (3.4) immediately implies that the measures µ ω are exchangeable, see (2.25), and hence µ ω has a de Finetti decomposition; see (2.26). Assuming that condition (3.4) is satisfied, we can fully describe the "algebra of pointer observables" under the technical assumption that Φ(σ S ) has a faithful stationary state. In this particular case, we show in Lemma 5.3.2 that
We denote by {Π ν |Π ν ∈ B(H P ), ν ∈ Ξ ∞ }, the joint spectral projections of the commuting family {Φ * ξ [1]} ξ∈σ S . The conditional probabilities p(ξ|ν) appearing in the decomposition (2.26) are the eigenvalues of Φ * ξ corresponding to the eigenprojections Π ν , i.e., 6) and the probabilities p(·|ν) on σ S are mutually distinct. Eq. (2.26) then takes the form
The tail algebra is isomorphic to the commutative algebra generated by the orthogonal projections {Π ν } ν∈Ξ∞ , i.e., by all operators of the form ν f (ν)Π ν , where f : Ξ ∞ → R is an arbitrary bounded measurable function on Ξ ∞ . In [24] , Maassen and Kümmerer have considered the special case where
C ξ being the operators on H P that appear in a Kraus decomposition,
A special feature of this choice is that each map Φ ξ maps pure states to pure states. The family {C ξ } ξ∈σ S of operators satisfies (3.4) and (3.6), provided that C ξ = ν∈Ξ∞ c ξ (ν)Π ν , with |c · (ν)| = |c · (ν )| if ν = ν . A straightforward calculation then shows that
The normalization condition in (3.9) ensures that p(·|ν) is a probability distribution. In a nondemolition experiment of the kind described in the Introduction, the coefficients c ξ (ν) can be interpreted as transition amplitudes for a probe (always prepared in the same initial state, ψ 0 ) on which a projective measurement is performed after it has interacted with P , with the measurement result corresponding to a final state ψ ξ . The Hamiltonian describing the time evolution of the probe interacting with the system P depends on the point ν ∈ Ξ ∞ ; i.e., the joint Hamiltonian of the system P and a single probe has the form H = ν∈Ξ∞ Π ν ⊗ H ν , which leads to a joint time evolution (over one measurement cycle) of the form
The coefficients c ξ (ν) are then given by c ξ (ν) = ψ ξ , U ν ψ 0 , where ψ 0 is the initial state of the probe and ψ ξ is its state after a projective measurement on the probe sub-system has yielded the result ξ.
Emergence of facts in non-demolition measurements
In this section we proceed with the analysis of the measures µ ω given in Eqs. (2.26) and (3.7), under the additional assumption that the spectrum Ξ ∞ consists of finitely many points and, hence, can be identified with a subset of R. We assume that σ S is countable and allow H P to be infinite dimensional. It is well known that the product measures appearing in Eqs. (2.26) and (3.7) satisfy large deviation estimates. For every fixed ξ ∈ σ S , we introduce the random variable
on (Ξ, Σ). Given ν ∈ Ξ ∞ , the empirical measures ξ∈σ S f (k) ξ δ ξ satisfy large deviation estimates and converge to ξ∈σ S p(ξ|ν)δ ξ exponentially fast; see Theorem 3.2.1, below. Before stating this result more precisely, we introduce some notation and recall some preliminary facts.
We denote by M (σ S ) the polish space of probability measures on σ S ; (we note, in passing, that σ S is a polish space, because every countable compact Hausdorff space is polish). Convergence in M (σ S ) is equivalent to weak convergence, i.e., to convergence against bounded continuous functions on σ S . Let p = ξ∈σ S p(ξ)δ ξ ∈ M (σ S ) be an arbitrary probability measure on σ S . We denote by
the probability measure on σ S with density p(ξ|ν). The relative entropy of the probability measure p with respect to the measure p ν is defined as
With an arbitrary subset K ⊂ M (σ S ) of probability measures on σ S we associate the quantity
It is easy to see that I pν is a convex function of p and that I pν (p) ≥ 0, for every p ∈ M (σ S ), with equality iff p = p ν . The following theorem is well known; (see, e.g., [8, 10] ).
Theorem 3.2.1 (Boltzmann, Sanov). For any closed subset K of M (σ S ) not containing p ν , one has that I pν (K) > 0, and there is a constant C K > 0 such that
The construction leading to Eq. (3.7) ensures that the probability distributions p ν and p ν are distinct, and hence the measures µ ω (·|ν) and µ ω (·|ν ) are mutually singular. We can then decompose Ξ into a collection (Ξ ν ) ν∈Ξ∞ of measurable subsets of Ξ such that µ ω (Ξ ν |ν) = δ ν,ν . The proof of the mutual singularity of the product measures µ ω (·|ν) and µ ω (·|ν ) is straightforward (involving a lim inf of sequences of sets). In order to keep this paper as self-contained as possible, we sketch it in an appendix, Sect. 5. As already discussed in the Introduction and in Section 2, Theorem 3.2.1 enables an experimentalist in the lab to measure properties of the system P corresponding to functions on Ξ ∞ indirectly, and hence to determine ν ∈ Ξ ∞ , by recording empirical frequencies of long sequences of outcomes of projective measurements of (possibly very uninteresting) quantities in O S .
Decoherence and "purification"
In the previous subsection, we have shown that, in non-demolition experiments, facts ν ∈ Ξ ∞ (identified with a subset of R) emerge exponentially fast. In this subsection, we are interested in studying the time evolution of the reduced density matrix describing the state of P , as projective measurements of quantities in O S are carried out, with results ξ 1 , ..., ξ k belonging to σ S , with k = 1, 2, 3, .... In particular, we will prove that, under suitable hypotheses, the reduced density matrix of P has a limit, as k → +∞.
At the level of generality chosen at the beginning of Section 3.1, the limit of these reduced density matrices may not exist, because (3.6) does not sufficiently constrain the time evolution restricted to the range of Π ν . We avoid this difficulty by assuming that the time evolution of the system consisting of P and one probe has the form given in Eq. (3.10) . Thus, in this section we consider maps Φ ξ given by Eq. (3.8), with (cf. text below Eq. (3.9))
In summing over Ξ ∞ we tacitly assume that the measures p ν (see (3.12) ) are mutually distinct. The dynamics, constrained in this way, has the property that the maps Φ * ξ act on operators of the form Π ν (·)Π ν as multiplication operators, and we have that
for an arbitrary density matrix ρ on H P . Next, we state and prove a result of [24] rediscovered in [3] . Our proof is significantly different from those in [24, 3] ; (it shows that the result is a nearly immediate corollary of Theorem 3.2.1). In the following, · denotes either the operator norm or the trace-norm, the statements being correct for both choices.
as k → ∞, where ρ (k) (ξ (k) ) has been defined in (3.2). Furthermore, there exists a random variable Θ : Ξ → Ξ ∞ such that
as k → ∞. The probability that Θ = ν is equal to P ω (ν) = Tr(ρ (0) Π ν ).
Proof. Eq. (3.16) yields a recurrence relation for the density matrix ρ (k) ,
which, by iteration, implies that
Multiplying both sides by by µ ω (ξ 1 , ..., ξ k ), taking norms, and summing over all possible ξ 1 , ..., ξ k , we find that
for some 0 < δ νν < 1. The factor (δ νν ) k on the right side is obtained from the Cauchy-Schwarz inequality and the non-degeneracy assumption, p ν = p ν for ν = ν . The exponential decay of the expected value in Eq. (3.21) implies almost sure convergence -a consequence of the Borel-Cantelli lemma.
To prove (3.18), we observe that from the fact that the measures µ ω (·|ν) are mutually singular, as ν ranges over Ξ ∞ , one may deduce that the sets Ξ ν (introduced at the end of Section 3.2) have the property that, for ν = ν ,
µ ω -a.e.. This property is proven in the appendix (see subsection 5.1.2), where we will also show that
as k → ∞. Let Θ be the random variable defined by
Using (3.21), (3.22) , (3.23) , the triangle inequality and the fact that µ ω (∪ ν Ξ ν ) = 1, one shows that
converges to zero, µ ω -a.e..
Indirect measurements of physical quantities varying slowly in time

A perturbative approach to indirect measurements
At the end of Section 2.2, we outlined some general ideas concerning indirect measurements or observations of physical quantities that evolve slowly in time; see Eqs. (2.21) through (2.24) . In this section, we intend to add some mathematical precision to those ideas by analyzing indirect measurements of a physical quantity evolving slowly in time, for a class of simple models. For this purpose, we develop a perturbative approach to the theory of indirect measurements. We consider models whose time-evolutions are perturbatively close to the ones considered in our analysis of non-demolition measurements presented in Section 3.1. As in Section 3.1, we consider models of a quantum system S that is the composition of a subsystem P of primary interest with a subsystem E consisting of equipment used to observe P . We are interested in describing observations of physical properties of the subsystem P , also called "facts", using the experimental equipment described by E. For this purpose, successive projective measurements of some quantities referring to E are carried out. They yield a sequence of reduced states, ρ (k) (ξ (k) ), on the algebra, B(H P ), of bounded operators on H P depending on measurement protocols
×k of arbitrary length k < ∞, (with ξ j the values of a quantity referring to E measured in the j th projective measurement). The reduced state of P , after k projective measurements carried out on E, is assumed to be given, recursively, by the density matrix
where, for all ξ, the evolution map Φ (k) ξ only depends on the first k measurement results ξ (k) = (ξ 1 , ..., ξ k ), for all k ∈ N. As before, we assume that each map
is the dual of a completely positive map and that
for any trace-class operator ρ ∈ B(H P ). The probability of the measurement protocol ξ (k) , assuming that the system has been prepared in the state ω corresponding to a density matrix ρ (0) , is given by
In contrast to the assumptions required in Section 3.1, we allow the commutator appearing in Eq. (3.5) to be non-zero, but small, (and the system is usually not autonomous).We compare the evolution described in (4.1) to one considered in our analysis of non-demolition measurements which it is assumed to be close to. We add a tilde to all quantities referring to non-demolition measurements, as treated in Section 3.3; namely, we will writẽ
To avoid confusions, the trace norm of a trace-class operator ρ is denoted by ρ , and the operator norm of an operator A in B(H P ) is denoted by A op . The operator norm of a map
, viewed as an operator on the Banach space of trace-class operators, is denoted by Ψ . In this section, we always assume that σ S and Ξ ∞ are finite point sets. We propose to study the dynamics of the reduced system P under the following assumptions:
Assumption 4.1.1. We assume that there exist constants d 1 ∈ [0, 1) and d 2 ∈ (d 1 , 1] such that, for all n ∈ N, for every ξ ∈ σ S and every ξ with ξ k = ξ,
The first assumption concerns the smallness of the difference between the actual evolution and one corresponding to a non-demolition measurement, while the second assumption implies that the a-priori probability of any outcome of a projective measurement of a quantity referring to E (used in a non-demolition measurement of a quantity of P ) never vanishes. Items (i) and (ii) imply that 6) for an arbitrary density matrix ρ and any k. Without loss of generality, we also assume that
Before stating the main results of this section, we give some examples of maps satisfying Assumption 4.1.1.
be a sequence of Hamiltonians with H
Example 4.1.3 (illustratig (ii)). LetΦ ξ = υ ξ id + Υ ξ , where υ ξ is a probability distribution on σ S and Υ ξ is a family of maps satisfying ξ Υ ξ = 0. ThenΦ ξ satisfies (ii) with the constant
If the ratio of Υ ξ and υ ξ is small, for all ξ, then d 2 is close to 1.
In studying the first example we use the inequality |1 − e ix | ≤ |x| and conclude that
where we have used that Ad H ≤ 2 H op . To treat the second example, we remark that (when viewed as a map acting on the space of trace-class operators)Φ ξ satisfies the inequality
Hence we have that
for an arbitrary density matrix ρ.
Trajectories of quantum jumps on Ξ ∞
We denote by
the operator representing the physical quantity of P that we wish to measure indirectly. (It is assumed here that Ξ ∞ is a subset of R and that ν is a function on Ξ ∞ that separates points of Ξ ∞ .
In the example discussed in the Introduction, the operator N is the number operator counting the number of electrons in the component P of the quantum dot P close to the conducting channel.) The time evolution of N is assumed to be non-trivial under the dynamics corresponding to the maps Φ (k)
ξ . Nevertheless, one may hope that the measurement protocols ξ (k) can be used to track the values of N during fairly long, but finite intervals of time (on which the value of N is constant with very high probability), because the dynamics determined by the maps Φ (k) ξ is assumed to be close to the "non-demolition dynamics" studied in Section 3.3; see Assumption 4.1.1. For each k ∈ N, we introduce an "estimator"N (k,k+r) (ξ) whose value correctly predicts the outcome of a direct measurement of N at a time ≈ k + r with high probability, provided the outcomes, (ξ k+1 , ..., ξ k+r ), of r projective probe measurements are known, for some "time constant" r ∈ N: For every fixed ξ ∈ σ S , we set
and we define the estimatorN (k,k+r) (ξ) bŷ
for any fixed choice of argmin in case there does not exist a unique minimizer. We remind the reader that the measure p ν has been defined in (3.12) , and that the coefficients p(ξ|ν) are those that have been introduced in the "non-demolition model" discussed in Section 3.3, i.e., p(ξ|ν) = |c ξ (ν)| 2 .
The level sets of the estimatorN (k,k+r) (ξ),
yield a partition of the space Ξ of infinitely long measurement protocols. The probability of an error in the prediction by the estimator of the outcome of a direct measurement of the value of N at time k + r is then given by
The error probability for the "non-demolition model" is denoted by˜ (k,k+r) (ν). In the context of the "non-demolition model", we are facing a classical parameter estimation problem that is equivalent to a problem concerning multinomial tests [18] and hence can be solved using large deviation inequalities, as in Theorem 3.2.1. In particular, it is possible to characterize the speed of convergence to the values ν on the level sets of the estimator, for the "non-demolition model".
The hypotheses underlying the results in this subsection are the ones summarized in Assumption 4.1.1. Our first result is the following lemma.
Lemma 4.2.1 (Estimation Fidelity). There are constants a ∈ (0, 1) and C > 0 such that, for all k, r ∈ N, the following bounds hold uniformly in ρ (0) :
14)
The proof of Lemma 4.2.1 is not particularly difficult but lengthy, and we defer it to the appendix; (see Section 5.2). We note that, in the "non-demolition model",
and henceẼTr(Π νρ (k) ) can be replaced by Tr(Π ν ρ (0) ) in (4.12). The basic ideas of the proof of Lemma 4.2.1 are quite straightforward. First, one controls the "non-demolition dynamics" using large deviation estimates that lead to (4.12) and (4.14). Then one controls the difference between the true dynamics, as given by the composition Φ
• · · · of completely positive maps, and the "non-demolition dynamics", using simple perturbative estimates. This leads to the bounds given in (4.13) and (4.15). The constant a turns out to be directly related to the infimum over ν = ν of the relative entropies I pν (p ν ); see Section 5.2.
We deduce from the definition of the error probability (k,k+r) (ν) that 16) for any ∆ > 0. Since, by definition, the union of the sets ΞN (k,k+r) =ν is the entire space Ξ, we conclude that 18) for all k ≥ 0, uniformly with respect to the initial condition ρ (0) . Furthermore, 19) uniformly with respect to ρ (0) . Theorem 4.2.2 says that if the dynamics of the system S is very close to a "non-demolition dynamics" then the evolution of the reduced state of P is very close to one described by a stochastic process on the space of density matrices commuting with the operator N , uniformly in the initial state ρ (0) . In other words, the dynamics of the reduced states of P is encoded into a jump process on the spectrum, Ξ ∞ , of N . Unfortunately, we are unable to determine the transition rates of this jump process for general models. However, in certain limiting regimes, it is given by a Markov chain with explicit transition probabilities. Figure 2 , below, refers to a simple model of this kind. Figure 2 , the duration, λ 2 , of a full measurement cycle is much larger than the length, λ 1 , of the time interval during which projective measurements in E are carried out. In time intervals of length λ 2 − λ 1 , the evolution of the system S is unitary; the corresponding unitary propagator being given by e −i(λ2−λ1)H S , for some Hamiltonian H S acting on H S = H P ⊗ H E of the form
In time intervals of length λ 1 , the unitary evolution is "interrupted" by M projective measurements of a quantity of E represented by a self-adjoint operator X acting on H E ; (we refer to the Introduction for a simple, concrete model; and to [14] for an outline of the theory of projective measurements). The times of measurement of X, during the (n + 1) st cycle, are approximately given by
If M is sufficiently large and λ 1 is small enough, we can use Theorem 4.2.2 to approximately calculate the transition probabilities for jumps on the state space Ξ ∞ = {1, ..., N } during each cycle. It is not hard to show that, in the limit where first M → ∞ and then λ 1 → 0 the transition probabilities for jumps from ν to ν (with ν, ν ∈ Ξ ∞ ) approach the ones of a Markov chain whose transition probabilities are given by
To conclude this section, we present the proof of the second inequality in Theorem 4.2.2.
Proof. (Second inequality of Theorem 4.2.2) We first remark that
where we have used (3.21) and a simple perturbative estimate based on item (i) of Assumption 4.1.1; (see also Appendix 5.2 for similar, more detailed calculations). The above inequality and (4.18) enable us to choose r so large and d 1 so small (depending on r and d 2 ) that 21) and such that (4.18) is fulfilled, with ε replaced by ε/2. Introducing the sets
and
for all k ≥ 0, it follows from (4.18) and (4.21) that µ ω (A k+r ) ≤ ε/2 and µ ω (B k+r ) ≤ ε/2, for all k ≥ 0. Let ξ ∈ A k+r ∪ B k+r . Eq. (4.22) shows that there exists some ν 0 ∈ Ξ ∞ such that 
Gathering (4.24)-(4.25), we finally deduce that ρ (k+r) (ξ) − Π ν0 ρ (k+r) (ξ)Π ν0 ≤ ε.
Appendix
In this appendix we present all proofs that have been omitted in the main body of the text.
Proofs of results in Section 3
We begin this subsection by explaining why the measures µ ω (·|ν) and µ ω (·|ν ) are mutually singular, unless ν = ν . Afterwards, we complete the proof of Lemma 3.3.1.
Comments concerning the mutual singularity of the product measures µ ω (·|ν)
Since the measures p ν = p ν unless ν = ν , we choose open sets U ν (defined by the metric on Clearly,
where E denotes the expectation value with respect to the measure µ ω . Using again (5.1), we deduce that 4) and hence that Π ν ρ (n) Π ν χ Ξ (n) ν converges to zero, µ ω -a.e.. For every element ξ ∈ Ξ ν , there is n 0 ∈ N such that ξ ∈ Ξ (n) ν for all n ≥ n 0 , and we conclude that Π ν ρ (n) Π ν χ Ξ ν converges to zero, µ ω -a.e..
5.1.2
Completion of the proof of Theorem 3.3.1
As σ S is finite and the relative entropy function I pν is lower-semicontinuous, we can choose the sets {U ν } ν∈Ξ∞ (also used in the previous paragraph) such that they satisfy:
where 0 < δ ≤ min ν =ν I pν (p ν ). In this particular case, it is convenient to identify M (σ S ) with the compact convex subset of R |σ S | made of all vectors p = (p 1 , ..., p |σ S | ) such that p i ≥ 0 and i p i = 1. We define again the sets Ξ (n) ν as the inverse image of the sets U ν under the empirical measure ξ∈σ S f (n) ξ δ ξ . Since Ξ ∞ is finite, we deduce from Theorem 3.2.1 that there are constants a ∈ (0, 1) and C > 0 such that, for every ν = ν , Eq. (5.6) and some easy calculations imply further that
Following similar procedures as above with χ Ξ
, using the fact that lim inf Ξ (n) ν = Ξ ν , we find that
µ ω -almost surely.
Proofs of results in Section 4
In this part of the appendix we prove Lemma 4.2.1. For ease of comprehension, the proof is subdivided into a series of lemmas. The inequalities of Lemma 4.2.1 are proven in paragraphs 5.2.2 and 5.2.3.
Auxiliary lemmas
Our first result concerns the speed of "purification" in non-demolition measurements. We recall that the functionals
p(ξ i |ν) andμ ω (ξ 1 , ..., ξ n ) = ν∈Ξ∞ Tr(Π ν ρ (0) )μ ω (ξ 1 , ..., ξ n |ν) (5.9) generate probability measures on the space (Ξ, Σ) that we denote by the same symbols, and that the probability distributions p ν = ξ∈σ S p(ξ|ν)δ ξ and p ν = ξ∈σ S p(ξ|ν )δ ξ on σ S are assumed to be distinct unless ν = ν . Furthermore it is assumed that p(ξ|ν) = 0 for all ξ, ν; see Item (ii) of Assumption 4.1.1, and that the sets Ξ ∞ and σ S are finite.
Lemma 5.2.1. Let δ ∈ (0, min ν =ν I pν (p ν )). There are constants C > 0 and a ∈ (0, 1) (independent of ρ (0) ), and a family of sets Ξ (n) ν ⊂ Ξ (independent of ρ (0) ) such that the following holds true:
(i) Ξ 
where we have used that ν Tr(Π ν ρ (0) ) = 1. This implies the first equation in Item (ii). The second equation of Item (ii) follows easily:
where we use (5.13). We finally prove Item (iii). We recall that the empirical frequencies are given by 
Some properties of completely positive maps
In this section we prove the statement left out in Section 3.1. We consider a family of completely positive maps Φ * ξ acting on a finite dimensional space B(H ) such that Φ * (σ S ) = ξ∈σ S Φ * ξ is a unital map. We call a collection of operators Γ α satisfying Φ * (σ S The following preparatory lemma is well-known (see e.g. [9] ).
Lemma 5.3.1. Suppose that Φ(σ S ) has a faithful stationary state ρ. Then ker(Φ * (σ s ) − 1) = {Γ α } α∈I for any Kraus representation Γ α .
By hitting the equation by Π ν from the right and using the commutativity of the operators Γ α with Π ν we get Φ * ξ [Π ν ] = p(ξ|ν)Π ν .
To finish the proof notice that p(ξ|ν) is non-negative because Φ * ξ is a positive map. Furthermore, if p(ξ|ν) = p(ξ|ν ) for all ξ then the projections Π ν and Π ν would not appear separately in the spectral decomposition, but rather their sum Π ν + Π ν would appear.
