Information in the real world often comes through multiple input channels, in the form of multimodalities. For instance, Web images are frequently associated with tags and textual descriptions; beside textual captions, videos contain visual and acoustic signals; sensory perception includes simultaneous inputs from visual, auditory, motor, and haptic pathways. Rather than independent, the multimodalities are correlated in a complex way, which can be temporally synchronized (e.g., video clips and corresponding audio transcripts), spatially related (e.g., object relationships in 3D space), or otherwise semantically connected (e.g., images and their tags). We thus firmly believe that joint learning by discovering and modeling the relatedness among multiple modalities will remarkably strengthen the learning performance.
