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Abstract-We present a greedy algorithm which leads to an improvement over Vizing’s lower 
bound on the independence number of a Cartesian-product graph. We further obtain certain bounds 
on independence numbers of Kronecker-product and strong-product graphs. 
1. INTRODUCTION 
We consider the Cartesian product, Kronecker product and strong product of graphs, and address 
the problem of obtaining tight bounds on the independence number of a product graph in terms of 
invariants of the factor graphs. Our major thrust is on the independence number of a Cartesian- 
product graph, for which we present an improved lower bound. 
By a graph, we mean a finite, simple, undirected and connected graph having at least two 
vertices. The binary relation “is isomorphic to” (which is an equivalence relation on graphs) is 
denoted by “. For graphs G = (V,E) and H = (W,F), the Cartesian product (Cl-product), 
Kronecker product (x-product) and strong product (H-product) of G and H are respectively 
denoted by GOH, GxH and GWH. The vertex set of each of these products is V x W, while 
edge sets are as follows: 
E(GOH) = {{(u,~), (v, y)} 1 either u = v and {ZE, y} E F 
orz=yand{u,v}EE} 
E(GxH) = {{(u,~), (vY)) I {u,u) E E and {xc,y) E J’I 
E(GWH) = E(GCiH) UE(GxH). 
Note that E(GC!H) n E(GxH) = 8. The foregoing statements and the following results to- 
gether show that graphs GOH, GxH and GWH are largely nonisomorphic. 
THEOREM 1.1. [l]. If G and H are connected graphs, then GOH ” GxH if and only if G g H 2 
u2i+1. 
Observe that ‘x ’ denotes a Cartesian product of sets as well as a Kronecker product of graphs; 
we use context to resolve any ambiguity. For a graph G = (V, E), we make use of the following 
terms whose definitions appear in any standard text (for example, [2]): independent set, moximal 
independent set, independence number (denoted by Q (G)) an d l’q c z ue number (denoted by y (G)). 
For 5’ C V(G), let (S) denote the subgraph of G induced by S. 
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2. RESULTS 
Vizing [3] obtained the following bounds on a(GOH). 
THEOREM 2.1.[3]. If G = (V,E) and H = (W, F) are graphs, then 
(Y(G). a(H) + min{V - (Y(G), [WI - a(H)} 5 cr(GClH) 5 min{a(G) . /WI, o(H) . IVl}. 
It is easy to see that if both G and H are complete graphs, then Theorem 2.1 yields exact value 
of a(GOH). However, in general, there is a gap between the two bounds. We present a greedy 
algorithm that produces an independent set which is at least ss large as (and for certain graphs 
strictly larger than) what is indicated by Vizing’s lower bound. The scheme, called procedure 
INDEP, appears below. 
procedure INDEP (G, H, S); 
(* G and H are graphs and S is a set. At the termination 
of this procedure, S will be a maximal independent set 
of GCIH. By a nonempty graph, we mean a graph whose 
vertex set is nonempty. 
*> 
begin 
S := 0; G’ := G; H’ := H; 
while both G’ and H’ are nonempty graphs do begin 
let V’ be a largest independent set of G’; 
let W’ be a largest independent set of H’; 
s := SUV’ x W’; 
G’ := (V(G’) - V’); H’ := (V(H’) - W’) 
end (* while *) 
end; (* INDEP *) 
Observe that procedure INDEP is nondeterministic in that the sets V’ and W’ in the while 
loop may be any largest independent sets of the graphs G’ and H’. Furthermore, the algorithm 
itself is not efficient, since the general problem of obtaining a largest independent set of a graph 
is NP-hard. (Computability is the prime objective, efficiency is not.) 
For the remainder of the discussion on this algorithm, let G and H denote arbitrary but fixed 
graphs, and let S denote a subset of V(GClH) obtained at the termination of the algorithm. 
Lemma 2.2 shows that S is a maximal independent set of GOH, while Lemma 2.3 shows that ISI 
is at least as large as Vizing’s lower bound. 
LEMMA 2.2. S is a maximal independent set of GOH. 
PROOF. We first show that S is an independent set of GOH. Let (u, Z) and (v, y) be distinct 
elements of S, which means that either u # v or x # y. Suppose that u # v and x = y. Then, 
(u,x) and (v, y) must have been added to S during the same iteration of the algorithm. This 
means that u and v are independent in G, and hence, so must be (u, x) and (v, y) in GOH. Other 
cases are either similar or easy. 
For maximality of S, let U = {u E V(G) 1 (u,x) E S for some x E V(H)} and X = {Z E 
V(H) ( (u, x) E S for some u E V(G)}. Let (u, x) E (V(GOH) - S). We will show that (u, x) is 
adjacent to some vertex in S. Note that either U = V(G) or X = V(H). Assume that U = V(G), 
which means that u E U. If 2 @ X, then x must be adjacent (in the graph H) to some vertex 
in X, which implies that (u, Z) is adjacent to some vertex in S, and the claim follows. So assume 
that z E X. Suppose that elements of S of the form (u,y) (resp. (v,x)) were added to S during 
the ith (resp. jth) t i era t ion of the algorithm. Since (u,x) $ S, we have i # j. Assume that i < j. 
Then, for some (u, y) in S, 2 must be adjacent to y in the graph H. Consequently, (u,x) is 
adjacent to (u, y) in the graph GUH. I 
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LEMMA 2.3. o(G) . a(H) + min{]V(G)] - a(G), IV(H)/ - a(H)} I ISI. 
PROOF. It is clear that the number of elements added to S during the first iteration of the 
algorithm is exactly a(G) . at(H). Thus, it suffices to show that the number of elements added 
to S during subsequent iterations is at least min{]V(G)] - o(G), JV(H)I - a(H)}. 
Define U and X as in the proof of Lemma 2.2, and assume that U = V(G). Then, every vertex 
of G appearing after the deletion of o(G) vertices from G must appear as the first co-ordinate of 
some element of S. Thus, the number of elements added to S during the second and subsequent 
iterations must be at least IV(G)1 - a(G). The claim follows. I 
Recall that there is nondeterminism in the choice of the sets V’ and W’ in the while loop of the 
algorithm. Therefore, it is conceivable that S is sensitive to this choice. Let cy* (GOH) denote the 
cardinality of a largest maximal independent set of GOH over all executions of the algorithm. 
Lemma 2.3 has shown that our lower bound is at least as large as Vizing’s. For the 
graph CziOCzj, it is easy to see that ~*(CziOCzj) = 2 . i . j, which coincides with Vizing’s 
upper bound, and hence, yields the exact value. Note that Vizing’s lower bound on a(CzZOCzj) 
is strictly lower than 2 . i . j. It will follow from subsequent discussions that there are infinitely 
many other graph pairs (G, H) such that our lower bound on o(GOH) is superior to Vizing’s. 
Meanwhile, we offer bounds on (GxH). 
THEOREM 2.4. If G = (V,E) and H = (W,F) are graphs, then max{cu(G) . IWj,ai(H) . IV/} < 
4G x H) I IVI . IWI - y(G) -dW + max{dG), T(H)). 
PROOF. Let G and H be as stated. The lower bound on o(GxH) follows from the fact that if U 
and X are largest independent sets of G and H respectively, then each of U x W and V x X is 
a maximal independent set of the graph GxH. 
For the upper bound, assume that { 1, . . , r(G)} and (1,. . . , y(H)} are largest cliques of G 
and H respectively. Observe that in the vertex subset (1,. , . , y(G)} x (1,. . . , y(H)} of the graph 
GxH, there are at most max{y(G), y(H)} vertices which are mutually independent. Thus, a 
largest independent set of the graph GxH may be of cardinality at most IV1 . I WI -y(G). y(H) + 
m={y(G), -Y(H)). I 
Note that Theorem 2.4 yields exact value for o(Km x K,), and hence, bounds are sharp. We 
next present a sequence of inequalities based on the results of 2.1 through 2.4. 
COROLLARY 2.5. If G = (V,E) and H = (W,F) are graphs, then a(G) . a(H) + min{]V] - 
a(G), IWI - Q(H)} 5 a*(GOH) 5 cy(GUH) < min{cr(G) . lWl,a(H) [VI} 5 cr(GxH) < IV1 . 
IWI - T(G) . T(H) + max{y(G), -y(H)}. 
By results 1.1 and 2.5, it follows that o(Czi+i[?Czi+i) = o(Czi+i xCzi+i) = i.(2i+l) = 2.i2+i. 
A simple trace of our scheme (procedure INDEP) s h ows that o*(Czi+iOCzi+i) = 2 .i2 + 1. Note 
also from Theorem 2.1 that Vizing’s lower bound on o(Czi+iClCzi+i) is i2 + i + 1. It then follows 
that there exist infinitely many graph pairs (G, H) such that our lower bound on a(GOH) is 
superior to Vizing’s. It also shows that our lower bound (which is never smaller than Vizing’s) 
is not optimal, and hence, further research is needed to settle the issue. 
It is remarkable to note that the graph GxH may, in general, be much denser than the 
graph GCIH (in the sense of the number of edges), but a(GxH) is always greater than or equal 
to a(GOH). We next discuss bounds on cy(GmH). It is straightforward to see that if X and Y 
are largest independent sets of the graphs G and H respectively, then the set X x Y is a maxi- 
mal independent set of the graph GmH. This observation and Corollary 2.5 yield the following 
theorem. 
THEOREM 2.6. Q(G). Q(H) 5 cu(GmH) 5 cr(GOH) 5 cu(GxH). 
By a theorem of Shannon [4], if G g H E C2ir then the lower bound of Theorem 2.6 is achieved. 
On the other hand, if G ” H ” C2i+l, then the lower bound is not achieved [4-61. Certain related 
issues earlier appeared in [7]. 
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