The growth function for a class of subsets C of a set X is defined by m'(N) = max {AC(F): The collection C of Euclidean balls in Rd has been shown by Dudley (1979) to have VC dimension equal to d + 2. It is well known, by using a standard geometric transformation, that Sauer's bound gives the exact number of subsets in this case. We give a more direct construction of the subsets picked out by balls, and as a corollary we obtain the number of such subsets.
Introduction
Given a class of subsets C of a set X its growth function is defined by is the number of subsets of F obtained by intersecting F with an element of C. The class C is referred to as a Vapnik-Chervonenkis [6] (VC) class if m'(N) < 2N for some N 3 1 and in this case its VC dimension is defined by V(C) E inf {N 3 1: m'(N) < 2"}.
Sauer [5] showed that in this case the growth function satisfies Sauer's bound is known to be sharp in some cases. Indeed, this is the case if X is a given infinite set, and C is taken to be the collection of all subsets of size at most D -1, so that V(C) = D. Interestingly enough, Sauer's bound is also exact when C consists of all Euclidean balls in Rd, a collection shown by Dudley [l] to have VC dimension equal to d + 2. In fact, for any arrangement of N points in general position, Sauer's bound gives the exact number of subsets obtainable by intersecting the point set with Euclidean balls. This fact is known and the well-known proof (see Remark (i)) is to establish a bijection between the collection of subsets picked out by balls and the cells of a certain hyperplane arrangement. Our main result is a more direct construction of the subsets of a point arrangement picked out by balls.
The growth function appears in a fundamental inequality due to Vapnik and Chervonenkis [6] , which has seen widespread applications. For example, Haussler and Welzl [3] use this inequality as a starting point in the construction of certain probablistic algorithms. In such applications, sharper information about the growth function in special cases may contribute to better probabilistic bounds. This result shows that such an improvement is not possible for the class of Euclidean balls.
Main result
Given points ~1, . . . , zck E Rd, where 1 < Ic
it is a standard fact that the points possess a unique circumscribing sphere (or circumsphere) S, that is, there is a unique sphere of minimal radius containing each of them.
A special role is played by the circumspheres for all subsets of size Ic = 1, . . . , d+ 1 of a given point set {XI,... , XN}. By choosing spheres close to these in a manner described explicitly in Theorem 1, we construct balls which pick out distinct subsets and exhaust all of the possibilities for subsets that can be picked out, First we need to collect some preliminary properties of circumspheres.
The center c and radius r of the circumscribing sphere are referred to as the circumcenter and circumradius of the points. Note that we allow for the circumradius to be zero since Ic could be 1. The circumcenter is the unique point in the affine hull of x1,. . . , xk which is equidistant from the xj, j = l,..., Ic, so that there exist unique coefficients Xi, . . . , Xk, referred to as the coefJicients of the circumcenter such that cf=, Xi = 1 and the point c z Cf=, &xi is equidistant from xj, j = 1,. . . , k.
In fact, it is fairly easy to show that when (I) holds, the k x k matrix is invertible and
Note that condition (I) is equivalent to: From now on we refer to the vectors vi defined in Lemma l(ii) as the dual circumvectors for the xi, i = l,..., k.
Definition. A collection of points xi,. . . , xk E Rd is in general position if 1 < k < d + 1, (I) holds, and the coefficients of the circumcenter of the xi are all nonzero.
It is easy to verify that the general position assumption is valid generically. Again, it is easy to verify that the general position assumption is valid generically. Given a sphere S we let S-denote its inside and S + denote its outside. For a degenerate sphere (radius zero) we take S-= 8. It follows that Sr r' (S2 US,') C_ H-and St n (S2 US;) G Hf.
Furthermore, if J1 # J2 then K( J1) # K (Jz).

Proof. If i E J then Lemma 2 gives
If i E J1 and the corresponding Xi > 0 then xi E Sr and i E K(Ji). Thus, i E K( 52) which gives xi E &US;.
But then xi E Sr n(&USc) SO Xi E H +. Similarly, if i E J1 and Xi < 0 then xi E S, and i 6 K( JI). Thus, i $ K( J2) which gives xi E S2 U S,f . But then xi E St n (S2 u S,') so xi E H-. Thus, we have for i E JI, Xi > 0 + (xi,ej) 3 A and Xi < 0 + (xi,el) < A. These inequalities give
Xi<0 %Jl which is a contradiction. 0
Theorem 1 gives centers and radii for balls which cover distinct non-empty subsets {xi, i E K(J)} ofagivenpointset{x1,...,xjv}. non-empty cells, each of which corresponds to a distinct index set J with the property that for a point (z*, y*) in the cell we have From duality it follows that As a consequence, the ball obtained by projecting H&, y*l fl U to Rd picks out the points Q, i E J.
(ii) Naiman and Wynn [4] give provided 0 < E < -2qi/Xi. We see that the statement of the lemma holds for 6 sufficiently small.
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