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The problem of comparing independent sample means 
arising from populations with unequal variances has 
been under consideration for many years for the case 
of two populations. Historically, this problem has 
come to be known as the Behrens-Fisher problem. 
This paper is concerned with the comparison of more 
than two independent sample means arising from popu-
lations with unequal variances. In this extension 
of the Behrens-Fisher problem, the following nota-
tion is used. Let ~i represent a normal population 
with mean ~i and variance of for i=l,···,v. From 
each of the v populations we draw an independent 
random sample. Let ni represent the size of the 
ith sample, and Xij represent the jth observation 
from the ith sample with j=l,···,ni and i=l,··•,v. 
Xij is distributed normally with mean ~i and vari-
ance of, denoted Xij - N(~i,af). The usu~l unbiased 
estimators of ~i and ai are respectively Xi = 
r.j;1xij/ni and si = r.j;1 (Xij-Xi)2 /(ni-l) with ni-l 
= fi degrees of freedom. Denote the tabulated 
value of Student's t distribution for h degrees of 
freedom at the a percentage point by ta(h). The 
range of summation will be omitted whenever it is 
clear from the context. 
We are concerned with a linear contrast of k of v 
sample means, say E~=lcixi where the ci's are real 
numbers such that Ef=lci = 0. The distribution of 
the sample statistic d = (Ef 1c·X· )/(~Ef 1c?s?'n·) 1= 1 1 1= 1 y 1 
has been considered for the case k=2 by both Welch 
(1938) and Cochran (1964). For k=2, Cochran (1964) 
suggested that d could be compared to an approximate 
critical value t 0, which is obtained as a weighted 
sum of Student's t values, namel~, t 0 = (wlta(f1 ) 
+ w2ta(f2))j(w1+w2) where Wi = sf/ni• A natural 
exter.sion for the case k ~ 2 is (Ef=1 lcilwita(fi)) 
; (Ei=llcilwi) = t~. When fi = f for all i=l,•••,k 
samples in the contrast, note that the critical 
value reduces to t~ = ta(f). 
Welch (19313) proved thut the statistic rl is dis-
tri.buterl upproximntely as H Student's t, denoted 
d : t, for the case k=2 and stated that the exten-
sion for k ~ 2 is readily available using his method 
of proof. We have done this in the following theorem; 
the proof for the general case is detailed in Grimes 
(1979). 
Theorem 1. ~ Xij - N(~i,crf) where the ~j's ~ 
independent. Let d = r.cixifJi:.crslJni ~ Eci = o 
and xi and sy ~ the usual unbiased estimators of 
~i and ai respectively. ~under the null~­
thesis Eci~i = o, d is distributed approximately ~ 
~ Student's !, ~ degrees of freedom, b given El 
b ( c.cr-;\ ( k c. cr. ) 
k 2 20 4 4 
E22:.,1. E 11 
i=l ni i=l n~(ni-l) • 
Since the af are usually unknown, we must obtain 
an estimator of b. Two estimators have been stud-
ied. The first which will be denoted by bl is 
given by replacing cri in the expression for b by 
the sample estimator si. Letting k· = c~~~ and 
fi = ni-1, this yields bl = (Ekisi)~/(Ekis1Jfi)• 
The second which will be denoted by b2 is given by 
b2 = [ (E~ sl}2 - 2 (EA1s1/ (fi +2)) ]/r.A1st' (fi +2 ). 
The following result can be established for b2. 
Theorem 2. The numerator of b2 is ~ unbiased 
estimator of (.r.~a1)2 and ~ denominator is ~ 
unbiased estimator of EAJcrt' fi. 
The size or significance level of a test is de-
fined to be the probability of the test rejecting 
a hypothesis given that the hypothesis is actually 
true. For various situations of sample size and 
variance imbalance, the tests based on bl, b2, and 
t 0 were evaluated in terms of their size by com-
puter simulation techniques. Empirical distribu-
tions of d consisting of 500 points each were com-
piled for various sample size, contrast, and var-
iance structure combinations. 
The actual significance level was estimated for 
each of the Welch-like approximations by the fol-
lowing method. Given a nominal significance level, 
aN, and a calculated value for degrees of freedom, 
saY. blj, a value a. was calculated such that 
P(ITI ~ aj) =ON wtere Tis a variable distributed 
as Student's t with blj degrees of freedom. Let-
tin~ Rj = 1 if ldjl is greater than aj and 0 if 
ldjl is less than aj, the estimate of the actual 
significance level was given by aA = E~~~ Rj/500. 
This was done for several nominal levels. 
Cochran's approximation for the equal sample 
size case gives a critical value which does not 
depend upon sample quantities. To assess his 
approximation for this case a different method was 
used. The empirical distribution of d was com-
pared, as described in the next paragraph, to t 
distributions with degrees of freedom ranging from 
min(ni-1) to E~=1 (ni-1). For some of the larger 
sample sizes the upper range of comparison was ex-
tended to infinity. It has been established 
[Mickey and Brown (1966)] that in the two sample 
case the distribution of d is bounded by the t-
distributions with the degrees of freedom given 
above, and as the smaller of the two sample sizes 
approaches infinity, the distribution of d ap-
proaches a standard normal distribution. 
Given that the number of observations in the 
empirical distribution is M, an expected cumulative 
distribution was calculated as follows. For signi-
ficance level aN and degrees of freedom equal to h, 
the number of observations expected to be greater 
in absolute value than the corresponding Student's 
t value, rh, is equal to ~ times M. This ex-
pected number, E~, was then compared to the actual 
number of !dj I' s greater than ~ denoted 0~ for 
ClN = .5, .4, .2, .1, .05, .025, and .01. Since 
each empirical distribution was to be compared to 
a large number of t distributions, a summary stati-
stic was needed to indicate which t distribution 
gave the "best fit" to each empirical distribution. 
For each h, the summary statistic, fit, was calcu-
lated as follows: fit = ~ (0~ -E~ )2/~ where 
0~ and E~ are as defined above and the sum is 
taken over the values of ~ given above. The t 
distribution for which fit had the smallest value 
was said to give the "best fit" to the empirical 
distribution under consideration. For the unequal 
sample sizes case, the actual significance level 
of the test based on the Cochran-like approxima-
tion, t 0, was estimated as described for the Welch-
like estimators. 
Since results are available in the literature 
for the comparison of two sample means from popula-
tions with unequal variances, this case was used 
as a check on the simulation study. Previously 
established results including the conservativeness 
of Cochran's approximation except in the case of 
small sample size combined with a severe imbalance 
in variance were verified. 
The main point of our research, however, was to 
determine the behavior of Cochran-like and Welch-
like statistics when k > 2 means are involved in 
a contrast. A description of variance imbalance 
is no longer as simple as in the two means case. 
The amount of variance imbalance can be described 
in several ways. First the range of variances of 
the means under consideration is important. A 
measure of this type of imbalance is the ratio 
VIMl = cri min/ O'I max where cri min is the minimum 
variance from va}iance structfrre i involved in 
the contrast and cri max is the maximum variance 
from variance structure i involved in the contrast. 
This ratio yields values between zero and one. 
Values close to one indicate mild imbalance, and 
values close to zero indicate severe imbalance of 
variances. 
A second possibility is that perhaps the vari-
ances of the mixed populations is the factor affec-
ting the distribution of d. For example, if our 
contrast is of the form Y1 + Y2 - 2Y3 where Yi is 
the mean of the sample of size n drawn from popula-
tion rri, i=l,2,3, we say that populations rr1 and rr2 
are mixed with variance (crf + ~)/2 and rr3 has 
variance ~· The ratio of the quantities (crf+~)/2 
and J§ would be another measure of variance im-
balance. Following this rationale VIM2 was con-
structed as follows. Let G2 = (Edii[c~ > 0}) ;. 
(EI[cj > 0}), and 12 = (Edli[ci < O});(EI[cj < 0}) 
where I{A} = 1 if A is true and I[A} = 0 if A is 
false. Define VIM2 = min(G2,12)/max(G2,12). Then 
0 < VIM2 s 1 for all variance structure and con-
trast combinations and VIM2 = 1 when cri = ~' Vi. 
Values of VIM2 close to one will indicate situa-
tions of mild variance imbalance, and values close 
to zero will indicate severe imbalance. 
Table 1 gives the contrast matrix and variance 
structure matrix for which we shall discuss speC'ific 
simulation results for the equal sumple sl~es case. 
The elements in each row of a contrast matrix are 
contrast coefficients. The elements on each row 
of a variance structure matrix are the variances, 
crf, of the populations, rri, from which samples are 
drawn. Samples of size 5, 10, 20, and 4o were 
drawn in this study. 
Table 2 gives the values of VIMl and VIM2 for 
the contrast matrix I and variance structure matrix 
I combination and the degrees of freedom for the 
Student's t distribution which, under each variance 
structure, contrast, and sample size combination, 
gave the best fit. For a specific variance struc-
ture, VIMl takes on the same value for each con-
trast since all the means are involved in each 
contrast. VIMl does differentiate between the 
three variance structures, indicating that variance 
structure 3 is the case of most severe imbalance 
and variance structure 1 is the case of least 
severe imbalance. For samples of size 5, 10, and 
20, the contrasts in combination with variance 
structure 1 do have for the most part larger asso-
ciated degrees of freedom than the contrasts in 
combination with variance structure 3. 
The measure VIM2 takes on a wide range of values. 
VIM2 takes on its minimum value under the contrast 
1 and variance structure 3 combination. For samples 
of size 5 and 10, this combination does have the 
smallest associated degrees of freedom as deter-
mined by the fit criterion. For samples of size 
20 and 4o, this effect is no longer seen. Thus 
in the case of equal sample sizes as sample size 
increases, the effect of inequality of variances 
on the distribution of d appears to diminish. 
The approximation,t0, reduces to a Student's t 
based on n-1 degrees of freedom in the equal sam-
ple sizes case. Comparing n-1 to the degrees of 
freedom given in Table 2, the approximation appears 
to be an underestimate, and hence conservative. 
Only in the cases of sample size equal to 5 and 
VIM2 = .188 and .375 does n-1 seem a reasonable 
approximation to the desired degrees of freedon1 
as indicated by the fit criterion. 
On the other hand, the degrees of freedom for the 
equal variances case, kn-k, appears to be a reason-
able estimate in most cases. This estimate gives 
12 for n = 5, 27 for n = 10, 57 for n = 20, and 
117 for n = 4o. Comparing these estimates with 
the values in Table 2, we see that for the majority 
of variance structure, contrast, and sample size 
combinations, the estimates are close to those 
degrees of freedom which gave the best fit. 
Ideally, we would like to combine the desirable 
features of the Cochran-like estimator and the 
equal variance degrees of freedom. Table 3, which 
gives the average degrees of freedom and variance 
given by the Welch-like approximations bl and b2 
under each variance structure and contrast combina-
tion for samples of size 10 indicates that bl and 
b2 behave in such a manner. The behavior was simi-
lar for other sample sizes. Both bl and b2 fall 
between the values given by the Cochran-like ap-
proximation and the equal variances situation. They 
each take on their smallest values in the row of 
• 
• 
• 
• 
• 
• 
each display associated with the first contrast. 
VIM2 also takes on its smallest values in this row. 
Hence the behavior of approximations bl and b2 
appears to be reflecting the type of variance im-
balance measured by VIM2. 
In Table 4 we compare the nominal significance 
level, QN, to the achieved significance levels, 
&A, for each of the Welch-like approximations for 
variance structures 1 and 3 and samples of size 
10 and 4o. For samples of size 10, the signifi-
cance levels achieved by bl and b2 are close to 
the nominal levels. bl is a bit on the conserva-
tive side, while &A for b2 is generally larger 
than the corresponding ON· bl and b2 do better 
for samples of size 4o. This is due to the fact 
that, for large degrees of freedom, the t distri-
butions do not differ greatly in their critical 
values. It should also be noted that as n in-
creases bl and b2 yield the same values for OA· 
This can be explained by writing b2 = R(bl) 
- 2 where R = (EA!s1/(ni-l))/(EAis1/(ni+l)), For 
large ni, ni-l is approximately the same as ni+l 
so R is approximately equal to 1. Hence, bl dif-
fers from b2 by approximately 2. For large values 
of degrees of freedom the critical values given by 
the Student's t distribution differ little over a 
range of 2 degrees of freedom. 
Best fit degrees of freedom and estimated actual 
significance levels for bl for the contrast matrix 
II, variance structure matrix II, and equal sample 
sizes of 10 combinations are given in Table 5. 
Each number displayed is the average value for 5 
different simulations with the standard deviation 
of a single observation given in parentheses. The 
experiment was repeated in this case to give us some 
idea of the accuracy of our results. Despite the 
variability in the best fit criteria, we still see 
a difference between the three contrasts. The 
variability is not great in the estimated signifi-
cance levels for bl so 500 seems to be a reasonable 
number of points for the empirical distribution. 
The variability associated with b2 is similar, and 
so is not presented here. Other results for the 
four sample case were comparable to the previous 
results for the three sample case. 
Finally, we considered the case when the means 
being compared were estimated from samples of un-
equal sizes. Two extreme situations were con-
sidered. First, in what we called a natural 
design, the ratio ai/ni was taken to be a constant. 
Conversely, in what we called an unnatural design, 
ai times ni was taken to be a constant. BY look-
ing at the behavior of the approximations for these 
two situations we hoped to gain an idea of their 
behavior in intermediate situations. The experi-
ment involved three populations with variances 
~ = 1, ~ = 2, and d3 = 6. For the natural de-
s~gn, Dl, we had n1 = 5, n2 = 10, and n3 = 30. 
For the unnatural design, D2, we had n1 = 30, 
n2 = 15, and n~ = 5. Contrast matrix I from Table 
1 was used in the generation of the empirical dis-
tributions of d. Looking at Table 6 we see that, 
for c:JCh contrust, the degrees of freedom indicated 
by the I'it criterion is larger in the natural design 
case than in the unnatural design case. Both bl and 
b2 are close to the values given by the fit criter-
ion except for the natural design and contrast 1 
combination. 
A In Figure 1 the achieved significance levels, 
aA, for the tests based on bl and ta are plotted 
as the ordinate and the nominal significance levels, 
ON' as the abscissa for both designs. We see that 
for both designs ta is quite conservative when com-
pared with bl. However, bl yields significance 
levels closer to the nominal level in most cases. 
b2 was not plotted, since when both bl and b2 yield 
OA > QN, OA for bl is less than OA for b2. 
In summary we can list the following results of 
our study: 
1. As expected, equality of sample sizes tem-
pered the effect of unequal variances on the dis-
tribution of d. 
2. An unexpected result was that as sample size 
increased the effect of unequal variances was 
diminished. However, upon reflection, this should 
be the case because looking at the denominator of 
d we see that the quantity sr appears divided by 
ni• Hence, for large ni the inequality of var-
iances will not have as strong an effect on the 
distribution of d as for small ni. 
3. The Cochran-like approximation, t 0, was more 
conservative in all cases than the Welch-like ap-
proximations bl and b2. 
4. When choosing between the two Welch-like 
estimators, bl is the preferred estimator. 
5. The choice between ta and bl is not clear-cut. 
If one wishes to use a conservative test, these 
results recommend the use of t 0. If one is more 
interested in detecting differences between means 
and a false detection is not very costly, a test 
based on bl would be recommended. 
6. The question of how to best measure variance 
and sample size imbalance remains open. 
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Table 1. Contrast and variance structure matrices. 
Variance Structure Variance Structure 
Contrast Matrix I Contrast Matrix II Matrix I Matrix II 
[ 
1 -~ -2 ] [ -3 
- -~ 1 ~ -~ 
-1 1 
-1 -1 
3 -3 
[ 
1.0 1.5 2.0] 
1.0 2.0 4.0 
1.0 4.0 8.0 
[1.0 2.0 6.0 10.0] 
Table 2. Values of VIMl and VIM2 and "best fit" degrees of freedom for simulation using contrast matrix I 
and variance structure matrix I. 
VIMl VIM2 
Variance Structure Variance Structure 
Contrast 1 2 3 Contrast 1 2 3 
1,2,3 • 500 .250 .125 1 .625 . 375 .188 
2 1.000 .800 .444 
3 . 571 -333 .200 
Sample size: 5 Sample size: 10 Sample size: 20 Sample size: 4o 
Range of Comparison: Range of Comparison: Range of Comparison: Range of Comparison: 
[4,12] [9,27] [19,60] [40,"'] 
Variance Variance Variance Variance 
Structure Structure Structure Structure 
Contrast 1 2 3 Contrast 1 2 3 Contrast 1 2 3 Contrast l 2 3 
1 8 6 6 1 26 21-22 19 1 45-40 55 45 1 70-80 so 120 
2 9 9 8 2 24-26 25-27 26-27 2 50 35 45 2 "' 120 co 
3 11 10 11 3 21 26 26-27 3 6o 6o 55-60 3 6o 100 100 
Table 3. Sample average and variance (in parentheses) of bl and b2 under contrast matrix I and variance 
structure matrix I for samples of size 10. 
Variance Structure Variance Structure 
Contrast 1 2 Contrast l 2 3 
1 15.7 13.3 12.5 1 17.1 14.2 13.3 
(11.46) (6. 68) (4. 71) (17.11) (9.97) (7. o4) 
2 17.8 18.1 16.9 2 19.8 20.2 18.7 
(11.80) (8.11) (5.93) (17.63) (12.11) (I:Ult,) 
3 21.8 22.9 22.5 3 24.6 26.0 2).) 
(10.42) (6.95) (9.73) (15.56) (10. 38) (14.53) 
• 
• 
• 
~. 
• 
• 
Table 4. Achieved significance levels for bl and b2 under contrast matrix I and variance structure matrix 1. 
Nominal Significance Levels 
.01 . 025 . 05 .l . 01 . 025 . 05 .l 
Variance Achieved Significance Levels
1 
n Structure Contrast Approximation bl Approximation b2 
10 l l .oo4 .018 .o48 .o88 .050 
2 .oo8 .014 .o44 .098 .016 .o46 .102 
3 . 006 .028 .056 .1o8 .030 .loB 
3 l .oo6 .018 .o46 .090 .020 .092 
2 .oo8 .016 .o44 .092 .018 .o46 .o94 
3 .oo8 .026 .054 .o88 .028 . 056 . 092 
4o l l .012 .024 .050 .092 
2 .010 .020 .o48 .096 . 098 
3 .014 .030 .052 .lo6 
3 l .010 .026 .o48 . o84 
2 . oo8 .018 .o44 .o86 
3 .oo8 .026 .o48 .098 
A blank entry for approximation b2 indicates that bl and b2 achieve the same significance 
level. 
Table 5. Average best fit degrees of freedom and average achieved significance levels for bl and contrast 
matrix II, variance structure matrix II and samples of size 10. Standard deviation is given in 
parentheses. 
Contrast 
l 
2 
3 
l 
14.0 
(3.1623) 
.01 
.01o8 
(. 00228) 
· .oo84 
(.00358) 
.0064 
(.0026) 
Contrast 
2 
24.2 
(7.5961) 
3 
28.9 
(8. 3096) 
Nominal Significance Levels 
.025 .05 
.0228 .o44o 
(. 00228) (. Oo424) 
.0244 .0556 
(. 00518) (.00740) 
.0188 .o48o 
(.00657) (. 00678) 
.10 
.1028 
(.00390) 
.lo44 
(.01417) 
.o984 
(.01099) 
Table 6. Best fit degrees of freedom and average values of bl and b2 for the natural (Dl) and unnatural 
(D2) designs. 
Contrast 
1 
2 
3 
Design 
Dl 
22-25 
19 
10 
D2 
5 
11 
8 
Sample Average and Variance 
Approximation bl Approximation b2 
Design Design 
Contrast Dl D2 Contrast Dl D2 
1 36.24 4.53 1 40.77 4.78 
(29.93) (l. 05) (21. 73) (l. 62) 
2 17.32 9.99 2 19.89 12.o8 
(13. 42) (16.57) (22. 54) (28.82) 
3 11.20 7.68 3 14.03 9.30 
(32.70) (15.47) (52.61) (27. 64) 
Figure 1. 
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Achieved significance levels versus nominal significance levels 
for tests based on bl and ta for the contrast matrix I and 
natural and unnatural design combinations. 
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