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Abstract
In this thesis, we investigate the problem of decoding for wireless communication-
s from the perspective of lattice sampling. In particular, computationally efﬁcient
lattice sampling algorithms are exploited to enhance the system performance, which
enjoys the system tradeoff between performance and complexity through the sample
size. Based on this idea, several novel lattice sampling algorithms are presented in
this thesis.
First of all, in order to address the inherent issues in the random sampling, de-
randomized sampling algorithm is proposed. Speciﬁcally, by setting a probability
threshold to sample candidates, the whole sampling procedure becomes determin-
istic, leading to considerable performance improvement and complexity reduction
over to the randomized sampling. According to the analysis and optimization, the
correct decoding radius is given with the optimized parameter setting. Moreover,
the upper bound on the sample size, which corresponds to near-maximum likelihood
(ML) performance, is also derived. After that, the proposed derandomized sampling
algorithm is introduced into the soft-output decoding of MIMO bit-interleaved coded
modulation (BICM) systems to further improve the decoding performance. Accord-
ing to the demonstration, we show that the derandomized sampling algorithm is able
to achieve the near-maximum a posteriori (MAP) performance in the soft-output
decoding.
We then extend the well-known Markov Chain Monte Carlo methods into the
samplings from lattice Gaussian distribution, which has emerged as a common theme
in lattice coding and decoding, cryptography, mathematics. We ﬁrstly show that the
statistical Gibbs sampling is capable to perform the lattice Gaussian sampling. Then,
iv
a more efﬁcient algorithm referred to as Gibbs-Klein sampling is proposed, which
samples multiple variables block by block using Klein’s algorithm. After that, for
the sake of convergence rate, we introduce the conventional statistical Metropolis-
Hastings (MH) sampling into lattice Gaussian distributions and three MH-based
sampling algorithms are then proposed. The ﬁrst one, named as MH multivariate
sampling algorithm, is demonstrated to have a faster convergence rate than Gibbs-
Klein sampling. Next, the symmetrical distribution generated by Klein’s algorith-
m is taken as the proposal distribution, which offers an efﬁcient way to perform
the Metropolis sampling over high-dimensional models. Finally, the independent
Metropolis-Hastings-Klein (MHK) algorithm is proposed, where the Markov chain
arising from it is proved to converge to the stationary distribution exponentially fast.
Furthermore, its convergence rate can be explicitly calculated in terms of the theta
series, making it possible to predict the exact mixing time of the underlying Markov
chain.
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CHAPTER 1
Introduction
In this ﬁrst chapter, we will present the general framework of the decoding for
multiple-input multiple-output (MIMO) communication systems. To start with, MI-
MO communication system is ﬁrstly introduced, followed by the classiﬁed setup
conﬁgurations and the traditional MIMO decoding approaches. After that, the con-
ception of lattices is described with several main problems around it. Then, the rela-
tionship between lattice decoding and MIMO decoding is revealed. Based on it, the
research objectives are summarized and the thesis organization is brieﬂy introduced.
1.1 MIMO Wireless Communication Systems
1.1.1 Transmission Scheme
In the past decades, the development of communications has completely changed
people’s life with signiﬁcant improvements in both data transmission rate and relia-
bility. In Fig. 1.1, a typical block diagram of the wireless communication systems
is presented. Speciﬁcally, in source coding, the data from the information source is
ﬁrstly formatted into a sequence of the binary bits, then the unnecessary redundancy
contained in it will be removed to improve the code efﬁciency. Next, the application
of channel coding aims to protect the transmission data from the channel distortion
and noises. By introducing extra bits for detection and correction, channel coding
could either improve the error performance like bit error rate (BER) at the receiver, or
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Figure 1.1: Generic block diagram of a digital communication system.
reduce the required transmission power like signal to noise ratio (SNR) at the trans-
mitter. Then, according to the modulation, the sequence of the coded bits outputted
by channel encoder are mapped into waveforms that are suitable for transmission
over the channel. After the frequency spreading which makes the signal less vulner-
able to the interference, the signal wave is ﬁnally radiated into the channel through
the transmission antennas.
Correspondingly, the structure of the receiver contains demodulator, channel de-
coder and source decoder. Intuitively, the demodulator transfers the received wave-
form into a sequence of decision variables for the coded data, which is contrary to
the modulator. The channel decoder attempts to determine the information bits by
using the knowledge of the code book and the source decoder tries to reproduce the
original information. Here, the most important performance evaluating parameter —
bit error rate (BER) denotes the ratio of error bits over the all the transmission data
bits.
As for the signal propagation over channels, there are several propagation events
worthy to be considered. First of all, the amplitude of the radio signal would gradual-
ly decrease with the distance between the transmitter and the receiver, which means
the transmission power should be big enough to support the whole communication.
Secondly, the radio signal is mainly propagated through three basic mechanisms: re-
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ﬂection, diffraction and scattering, resulting in a multipath propagation environment.
Fortunately, multipath fading could be constructive to make use of if the phases of
different paths are the same. Finally, the shadowing effect caused by obstacles will
also bring inevitable propagation loss. Theoretically, the fading caused by propa-
gation and shadowing is known as large-scale fading while the fading induced by
multipath is referred to as the small-scale fading. In addition to the propagation fad-
ing, radio signals are also affected by the additive Gaussian white noises (AWGN)
during the whole transmission process.
'LIIXVLRQ
/LQHRI6LJKW
'LIIUDFWLRQ
5HIOHFWLRQ
Figure 1.2: Multipath propagation of radio signals in wireless communications.
1.1.2 Diversity Techniques
To alleviate the signal distortion caused by channel fading, diversity techniques have
emerged as a powerful solution to improve the performance of the wireless commu-
nication systems. Typically, diversity techniques mainly function over time, frequen-
cy and space, where the basic idea behind them is the same. By sending signals that
carry the same information through different paths, multiple independently faded
replicas of the data symbols are obtained at the receiver. In this way, the probability
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of getting poor channels for all the replicas would be much smaller than before, thus
more reliable detection at the receiver will be achieved.
• Time Diversity In wireless channels, the channel gain will be signiﬁcantly
different after the coherence time. To this end, signals will experience different
channels if they are transmitted at different timeslots separated by more than the
coherence time. In this way, time diversity can be obtained by repeatedly sending
the same source separated by the coherence time.
Obviously, the key requirement for time diversity is that the channel must pro-
vide sufﬁcient variations in time. For cases that the coherence time is longer than the
signal period, coding techniques like interleaver who puts consecutive symbols into
different time slots with wider separation would help. However, by using a com-
bination of channel coding and interleaving techniques, time diversity would also
bring some extra bits to the original information data, which means the transmission
efﬁciency will be reduced correspondingly.
• Frequency Diversity In wireless channels, signal will experience different chan-
nel gains if they are transmitted at different frequencies separated by more than the
coherence bandwidth. Therefore, frequency diversity can be obtained by repeatedly
sending the same source separated by the coherence frequency.
It is necessary to let the transmission frequency hop from one to other to keep
the frequency versatile and one symbol could be divided into several parts and trans-
mitted at different frequency. Because of this, the direct sequence spread spectrum
(DSSS) technique was proposed [2], where a much longer spreading sequence is
applied to transmit signal in a wider bandwidth was proposed. On the other hand,
signals from each resolved multipath could be easily extracted due to the spreading
code property, e.g., code division multiple access (CDMA) [3].
• Spatial Diversity In wireless channels, signals will undergo different channel
gains at different spatial locations, where replicas of the same transmitted signal are
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provided at the receiver. In practice, multiple antennas are used to create such mul-
tiple observations, where the antennas spacing is larger than the coherent distance to
ensure independent fades across different antennas.
Theoretically, spatial diversity can be divided into receive diversity and transmit
diversity. Receive diversity denotes to apply multiple receive antennas with sufﬁ-
cient spatial separation to take different observations. Similarly, transmit diversity
means symbols are transmitted with a special pattern at different antennas to achieve
the diversity. Fortunately, both transmit and receive diversity can be obtained in
one system without any bandwidth expansion or transmission rate reduction, which
promotes wireless communications into the age of multiple-input multiple-output
(MIMO) systems.
1.1.3 MIMO Systems
How to achieve a higher data transmission rate with better reliability has always been
the core problem in the development of the wireless communications. However, the
two fundamental resources in wireless communications, namely, the bandwidth and
the transmission power are among the most severely limited in practice. Due to this,
MIMO systems have emerged as one of the most promising technique solutions for
the upcoming challenges. Speciﬁcally, MIMO systems use multiple antennas at both
transmitting and receiving ends and offer tremendous performance gains without
requiring additional bandwidth or transmission power.
Since Telatar showed that the capacity of a MIMO system grows linearly with the
minimum number of antennas at the transmitter and receiver in 1999, the research
of MIMO has drawn a lot of attentions and become one of the hottest research areas
in communications [4]. Clearly, the beneﬁt from the application of multiple anten-
nas mainly comes from the use of the multipaths, which takes advantages of the
random fading and the possibly delay spread in an effective way. Therefore, by ex-
1.1. MIMO Wireless Communication Systems 6
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Figure 1.3: MIMO system representation constituted of nT transmit and nR receive
antennas.
ploiting the signals sampled in the spatial domain, MIMO systems are able to either
create effective multiple parallel spatial data streams to boost the data transmission
rate, which corresponds the multiplexing gain, or enhance the data reliability at the
receiver, which corresponds the diversity gain [5].
Theoretically, there are four kinds of antenna conﬁgurations for wireless commu-
nications and MIMO is the most popular one of them. The traditional single-input
single-output (SISO) system corresponds one transmit antenna and one receive an-
tenna. Single-input multiple-output (SIMO) applies multiple antennas at the receiver
while multiple-input single-output (MISO) indicates the application of multiple an-
tennas at the transmitter. With the development of communications, the application
of MIMO systems gradually becomes affordable and applicable for most of commu-
nication devices.
On the other hand, with respect to the cooperation status at the both ends, MI-
MO systems is also divided into three different channels. Speciﬁcally, if antennas
1.2. Decoding for MIMO systems 7
in both transmit and receive ends can cooperate for a single user, it is known as the
single user MIMO channel. If only the antennas at receiver could cooperate, it is
called MIMO multiple-access channel (MAC). In practice, the uplink of a multiuser
communication system could be viewed as a MIMO MAC since all the communica-
tion users within the related coverage area share a same base station. If antennas at
transmitters are only allowed to cooperate, it means a point to multi-point channel,
which is typically known as MIMO broadcast channel (BC). Nevertheless, all these
system models can be presented through a general multidimensional linear channel
model.
Recently, massive MIMO is emerging as a promising extension for MIMO, which
scales up MIMO by possibly orders of magnitude compared to current state-of-the-
art. The basic premise behind massive MIMO is to reap all the beneﬁts of conven-
tional MIMO, but on a much greater scale [6]. Massive MIMO is an enabler for
the development of future broadband networks which will be energy-efﬁcient, se-
cure, and robust, and will use the spectrum efﬁciently. Speciﬁcally, massive MIMO
technique promises to increase the capacity of the network while reducing the trans-
mission power. Meanwhile, the effect of additive white Gaussian noise (AWGN) and
small scale fading are eliminated. Furthermore, in such systems the simplest linear
precoding and detectors such as zero-forcing (ZF) perform optimally.
1.2 Decoding for MIMO systems
1.2.1 System Modeling
In wireless communications, the straightforward mathematical model for a commu-
nication channel is to describe its representation through a linear ﬁlter with an ad-
ditive noise, where the transmitted signal is corrupted by an additive random noise
process [5]. Speciﬁcally, such linear ﬁlters are characterized by a time-variant chan-
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nel impulse response h(t, τ)
h(t, τ) =
∑
i
ai(t)δ(τ − τi(t)), (1.1)
where ai(t) and τi(t) are the overall attenuation and propagation delay at time t from
the transmitter to the receiver on path i. Then, based on the impulse response for
fading multipath channel, the output signal r(t) after the channel transmission can
be expressed as
r(t) =
∫ +∞
−∞
h(t, τ)s(t− τ)dτ + n(t), (1.2)
where s(t) and n(t) represent the input signal and additive random noise, respec-
tively. Let the input waveform be band-limited to W , then a discrete-time baseband
model in terms of channel ﬁlter taps can be derived as
r[m] =
∑
l
h[m, l]s[m− l] + n[m], (1.3)
where h[m, l] denotes the lth complex channel ﬁlter tap at time m and its value is
a function of the gains ai(t) of the paths, whose delays τi(t) are close to m/W .
Therefore, based on the assumption that each tap h[m, l] is the sum of a large number
of small independent circular symmetric random variables, a probabilistic model for
channel ﬁlter taps is established.
• Slow and Fast Fading In the wireless communications, channels are often cat-
egorized as fast fading and slow fading according to the rate of variation of h[m, l]
with time m. Speciﬁcally, the coherence time Tc of a wireless channel is deﬁned as
the interval over h[m, l] which changes signiﬁcantly as a function of m. The impor-
tant thing is to recognize that the major effect in determining time coherence Tc is
the Doppler spread Ds, where
Tc =
1
4Ds
. (1.4)
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In a fast fading channel, one can transmit the coded symbols over multiple fades of
the channel, while in a slow fading channel, one cannot. Thus, whether a channel
is fast or slow fading depends not only on the environment but also on the exact
applications. In this thesis, a channel said to be fast fading if the coherence time Tc
is much shorter than the delay requirement De of the application, and slow fading if
Tc is longer.
• Frequency Flat and Frequency-Selective Fading Frequency selectivity is an
important characteristic of fading channels. Because the carrier frequency of a sig-
nal is varied, the magnitude of the change in amplitude will vary. The coherence
bandwidth Wc measures the separation in frequency after which two signals will ex-
perience uncorrelated fading. In ﬂat fading, the coherence bandwidth of the channel
Wc is larger than the bandwidth of the signal W . Therefore, all frequency com-
ponents of the signal will experience the same magnitude of fading. Contrarily, in
frequency-selective fading, the coherence bandwidth of the channel Wc is smaller
than the bandwidth of the signal W , which means different frequency components
of the signal will experience uncorrelated fading.
• Rayleigh Fading Rayleigh fading is quite reasonable for scattering mechanism-
s where there are many small reﬂectors. It is adopted primarily for its simplicity
in typical cellular situations with a relatively small number of reﬂectors, where its
assumption is that the tap gains h[m, l] are circularly symmetric complex Gaussian
random variables CN (0, σ2l ). The central limit theorem holds that, if there is sufﬁ-
ciently much scatter, the channel impulse response will be well-modeled as a Gaus-
sian process irrespective of the distribution of the individual components. If there
is no dominant component to the scatter, then such a process will have zero mean
and phase evenly distributed between 0 and 2π radians. The envelope of the channel
response will therefore be Rayleigh distributed.
Now, let us consider a general MIMO system model with nT transmit and nR
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Figure 1.4: Block diagram of a general MIMO system.
receive antennas (nT ≥ nR). Then, the received signal y at a given time instant can
be written as
y = Hx+ n, (1.5)
where n represents additive white gaussian noise observed at the n receive antennas
ni ∼ CN (0, σn). H is the channel matrix with complex entries hi,j representing the
fading coefﬁcient between the ith receive and the j th transmit antennas. Meanwhile,
x is the nT -dimensional complex transmitted vector and the i-th entry of it is the
modulation symbol taken independently from a M2-QAM constellation X . Note
that this general model of MIMO system can be extended to represent some other
scenarios based on MIMO like MIMO orthogonal frequency division multiplexing
(OFDM) [7], MIMO automatic retransmission request protocol (ARQ) [8] and so
on. In this thesis, a full rank channel matrix H with nR = nT = n is considered to
perform the investigation.
The Quadrature Amplitude Modulation (QAM) is simply a combination of am-
plitude modulation and phase shift keying. In particular, its constellation points are
usually arranged in a square grid with equal vertical and horizontal spacing, where
the set of constellations points is a ﬁnal subset of Z2. If the constellation consists of
2M alternative symbols, then each symbol from it represents a message consisting of
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M bits. The example of the 16-QAM constellation is presented in Fig. 1.6.
Figure 1.5: Illustration of 16-QAM modulation.
Given the system model shown in (1.5), the purpose behind MIMO decoding is to
ﬁnd an estimation of the transmitted information bits and there are two distinguish
categories: hard-output MIMO decoding and soft-output MIMO decoding. Hard-
output decoding means to estimate the transmitted signal vector x directly from the
MIMO detector. On the contrary, soft-output decoding contains the part of exchang-
ing extra information iteratively between the MIMO detector and the soft-output
decoder to achieve a better decoding performance. In what follows, these two kinds
of decoding categories will be brieﬂy introduced.
1.2.2 Hard-Output MIMO Decoding
1.2.2.1 Optimal Decoding
Intuitively, the purpose behind MIMO decoding is to ﬁnd an estimation of the trans-
mitted signal and recover the original information bits as accurate as possible. Given
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the MIMO system shown in (1.5), the maximum likelihood (ML) decoding, which
is known as the optimal decoding solution, can be described as,
x̂ = arg min
x∈Xn
‖y −Hx‖2. (1.6)
To solve it, sphere decoding (SD) is always used to implement the ML decoding.
Its core idea is enumerating all the points within a deﬁned radius and then output
the closest one in the Euclidean distance. However, the exponentially increased
complexity with respect to the dimension n is always a big problem for SD especially
for high dimensional systems, which poses signiﬁcant challenges for the hardware
implementation [9, 10, 11].
• Pohst Enumeration The Pohst enumeration strategy, which enumerates all the
possible points within a certain radius, is known as the ﬁrst efﬁcient way to perfor-
m the sphere decoding [12, 13]. Normally, QR decomposition of the matrix H is
applied to obtain a simple recursive detection about x. According to QR decompo-
sition, the procedure of Phost enumeration is described as follows [12]:
‖y′ −Rx‖2 ≤ C, (1.7)
where y′ = Q†y, H = QR and
√
C denotes the size of search radius that has been
determined before the search. Due to the upper triangular form ofR, equation shown
in (1.7) can be further rewritten as:
C ≥
n∑
i=1
(y′i −
n∑
j=i
ri,jxj)
2 (1.8)
and then we have
C ≥ (y′n − rn,nxn)2 + (y
′
n−1 − rn−1,nxn − rn−1,n−1xn−1)2 + · · · . (1.9)
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Figure 1.6: Sphere decoding by Pohst enumeration.
In this way, the original problem shown in (1.7) is converted into the detections at
multiple levels, where the ﬁrst term depends only on xn, the second term on xn, xn−1
and so on. More explicitly, let xnl = [xl, xl+1, ..., xn]
T denote the last n − l + 1
components of the vector x. For a ﬁxed xni+1, the component xi can take on values
in the range of integers [Ai(xni+1), Bi(x
n
i+1)] where
Ai(x
n
i+1) =
⎡⎢⎢⎢ 1ri,i
⎛⎝y′i − n∑
j=i+1
ri,jxj −
√√√√C − n∑
j=i+1
∥∥∥∥∥y′j −
n∑
l=j
rj,lxl
∥∥∥∥∥
2
⎞⎠⎤⎥⎥⎥ (1.10)
and
Bi(x
n
i+1) =
⎢⎢⎢⎣ 1
ri,i
⎛⎝y′i − n∑
j=i+1
ri,jxj +
√√√√C − n∑
j=i+1
∥∥∥∥∥y′j −
n∑
l=j
rj,lxl
∥∥∥∥∥
2
⎞⎠⎥⎥⎥⎦ . (1.11)
By considering the above conditions in the order from n to 1, a set of admissible
values of each symbol xi for given values of symbols xi+1, ..., xn will be obtained,
thereby obtaining all the candidate points belonging to (1.7). After that, calculate the
Euclidean distances of all the candidate points according to ‖y′ −Rx2‖ and output
the closest point as the ﬁnal solution.
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However, if no proper point within the sphere is found, the sphere is declared
empty and the search fails. In this case, the search radius
√
C must be increased
and the search is restarted with a new radius. From this perspective, the key point of
the Phost enumeration algorithm mainly depends on the choice of the initial sphere
radius
√
C. If
√
C is too large, there will be too many candidate points leading to a
huge computational complexity. But if
√
C is too small, probably no point will be
got, which still results in unnecessary complexity cost. In [13, 14, 15, 16], a vari-
ation of sphere decoding referred to as increase radius algorithm were investigated
by choosing a smaller radius for the lower dimensions and gradually increasing it
dimension by dimension.
• Schnorr-Euchner Enumeration In sphere decoding, Schnorr-Euchner enu-
meration is a much more efﬁcient strategy than the traditional Phost enumeration
[17, 18, 19]. Different from Phost enumeration, the intervals of Schnorr-Euchner
enumeration at each decoding level are spanned in a zig-zag order [18], starting
from the midpoint
S(xi) =
⌈
y′i −
∑n
j=i+1 ri,jx̂j
ri,i
⌋
, (1.12)
where · denotes rounding to the closest integer. Clearly, S(xi) is just the entry of
Babai point, which is also known as the result of SIC decoding in MIMO communi-
cations. Hence, Schnorr-Euchner enumeration will produce an ordered sequence of
values at each level i ,
x̂i ∈ {S(xi), S(xi) + 1, S(xi)− 1, S(xi) + 2, S(xi)− 2, ...} ∩ [Ai, Bi]. (1.13)
Similar to Phost enumeration, when a given value of x̂i results in a point segment xni
outside the sphere, the next value of xi+1 at level i+ 1 is produced. The advantages
of examining the layers in this order are subtle but signiﬁcant. It is worthy noting
that the very ﬁrst lattice point generated will, by deﬁnition, be the Babai point, which
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implies in Schnorr-Euchner decoding one can set the initial radius
√
C = ∞. Obvi-
ously, in this way, the event of declaring an empty sphere never occurs. Meanwhile,
by updating the radius and interval dynamically during the search, the complexity
can be further reduced. Another advantage is that the search can safely be terminat-
ed as soon as the distance metric exceeds the distance to the best lattice point found
so far.
The key point of Schnorr-Euchner decoding is the location of Babai point, which
is closely related to the SNR. In fact, if the Babai point is very far from the closest
point, i.e., for low SNRs, the algorithm takes much more time to terminate. On the
contrary, if the Babai point is close to the target point, the algorithm terminates much
more rapidly.
1.2.2.2 Sub-Optimal Decoding
Since the complexity of the optimal ML decoding that uses exhaustive search is ex-
ponential with the dimension n, some other sub-optimal decoding schemes with low
complexity cost are proposed. Although these sub-optimal decoding schemes only
solve the problem shown in (1.6) in an approximate way, they could offer a quite
low complexity to implement by sacriﬁcing the system decoding performance. Tra-
ditionally, the most common sub-optimal decoding schemes are zero-forcing (ZF)
decoding, minimum mean square error (MMSE) decoding and successive interfer-
ence cancelation (SIC) decoding.
• ZF Decoding In the linear ZF decoding, the received signal y shown in (1.5) is
multiplied on the left by the pseudoinverse of H, to get the estimate transmit signal
x̂ZF = Q{H†y}, (1.14)
where Q{.} denotes the quantization rounding and H† equals to (HHH)−1HH . A
1.2. Decoding for MIMO systems 16
well known drawback of ZF decoding is the effect of noise ampliﬁcation when the
channel H is ill conditioned.
• MMSE Decoding Compared to ZF, MMSE achieves a better error performance
by taking the effect of noise into account:
x̂MMSE = Q{(HHH+ σ2nIn)−1HHy} (1.15)
where σ2n represents the variance of the white Gaussian noise n while the average
transmit power of each antenna is normalized to one. In fact, MMSE is equivalent to
ZF with respect to an extended system model as follows [20]:
H =
⎡⎢⎣ H
σ2nIn
⎤⎥⎦ and y =
⎡⎢⎣ y
0n
⎤⎥⎦ (1.16)
where H is a 2n × n extended channel matrix and y is the 2n × 1 extended re-
ceive vector. Such operation is also known as the left preprocessing in the MIMO
decoding, which is widely used in various decoding schemes to boost the decoding
performance.
• SIC Decoding To further improve the decoding performance, the nonlinear
SIC decoding was introduced with the decision feedback in the detection stages.
Speciﬁcally, after QR decomposition of the channel matrix H, the system model
becomes:
y′ = Q†y = Rx+ n′, (1.17)
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where the structure within it can be clearly seen,
⎡⎢⎢⎢⎢⎢⎢⎢⎣
y′1
y′2
...
y′n
⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
r1,1 r1,2 · · · r1,n
0 r2,2 · · · r2,n
...
... . . .
...
0 0 · · · rn,n
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
x1
x2
...
xn
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎣
n′1
n′2
...
n′n
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (1.18)
The general idea behind of SIC is to process the received vector y to estimate
each component of transmitted signal x in a recursive way, thus canceling the effect
of those symbols already decoded and nulling those yet unknown. If a symbol x̂i
is estimated, the decoder will exploit this decision to further estimate the remaining
symbols x̂i−1, . . . , x̂1, forming a nonlinear decoding structure.
x̂i =
⌈
y′i −
∑n
j=i+1 ri,jx̂j
ri,i
⌋
. (1.19)
Similar to ZF, SIC can also be enhanced by MMSE to perform the decoding with
respect to an extended system model shown in (1.16). To this end, people always
use ZF-SIC to distinguish SIC from MMSE-SIC, which can be found in related
simulations.
Unfortunately, the performance of SIC decoding is affected by the error propaga-
tion especially when incorrectly detected symbols are applied to perform the further
detection. To this end, necessary ordering about the channel matrix H is normally
carried and at each decoding stage the column with the maximum SNR is always
detected for the ﬁrst.
Even if these sub-optimal decoders offer rather low computational complexities,
their performance are very poor and they can not completely take advantages of the
diversity offered by MIMO systems. In particular, the diversity gain d in MIMO
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Figure 1.7: Bit Error Rate vs. average SNR per bit for a 10×10 MIMO system using
64-QAM.
systems is deﬁned by
d = − lim
SNR→∞
log Pe
log SNR
, (1.20)
where Pe stands for the error probability and SNR denotes the signal to noise ratio.
Clearly, in the high-SNR regime, the error probability Pe will decrease asymptoti-
cally in 1
SNRd
and a better system performance could be achieved with a larger value
of d. In fact, if the block length l ≥ nT + nR − 1, the optimal diversity gain d∗(r)
will achieve by any coding scheme with block length l by [21]
d∗(r) = (nT − r)(nR − r), (1.21)
where r stands for the corresponding multiplexing gain, nR and nT denote the num-
ber of receive and transmit antennas, respectively. Therefore, a higher diversity gain
comes at the price of sacriﬁcing the spatial multiplexing gain and there is a natural
trade-off between diversity and multiplexing in MIMO systems.
The performance comparison of traditional decoding schemes is presented in
Fig. 1.7. As it can be seen clearly, there is a quite big performance gap between
sub-optimal decoding schemes and ML decoding while sub-optimal decoders only
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provide a poor diversity order as d = 1, which is quite far from the full diversity
order achieved by ML decoding.
1.2.3 Soft-Output MIMO Decoding
In order to achieve near-capacity performance over MIMO channels, bit-interleaved
coded modulation (BICM) and iterative detection and decoding (IDD) are well ac-
cepted, which improves the decoding performance by iteratively exchanging the
extrinsic information between MIMO detector and soft-in soft-out (SISO) decoder
[22, 23, 24, 25, 26].
In soft-output decoding, the extrinsic information calculated by a priori proba-
bility (APP) detector is taken into account to produce the soft decisions [27]. As
the key ingredient of IDD receivers, the calculation of APP is usually performed
by a log-likelihood ratio (LLR) value via maximum a posteriori (MAP) algorith-
m, whose complexity increases exponentially with the number of transmit antennas
and the constellation size M . As shown in Fig. 1.8, the extrinsic information LE1 is
calculated by the MIMO detector based on the channel observation y and a priori in-
formation (API) LA1 of the transmitted bits which is provided by the SISO decoder.
Then LE1 is passed through the deinterleaver to become API LA2 to the SISO de-
coder, which computes the new extrinsic information LE2 to feed back to the MIMO
detector. Speciﬁcally, the extrinsic information in soft-output decoding is always
calculated through the computation of the posterior LLR for each information bit
associated with the transmitted signal x, which is given as
L(bi|y) = logP (bi = 1|y)
P (bi = 0|y) (1.22)
where bi is the i-th information bit in x, 1 ≤ i ≤ M · n. Here, M represents the
number of bits per constellation symbol and x contains M ·n information bits in all.
1.2. Decoding for MIMO systems 20

	


	


	

		



 	
 

 






 



	




 
 
 
Figure 1.8: BICM transmitter and IDD receiver in an MIMO system.
Through the exchange of extrinsic information in each iteration, the performance of
soft-output decoding improves gradually and we have
L(bi|y) =LA(bi)+log
∑
x:bi=1
P (y|x) ·exp∑j∈Ji LA(bj)∑
x:bi=0
P (y|x) ·exp∑j∈Ji LA(bj) (1.23)
where LA(bi) denotes API of each transmitted bit in x
LA(bi) = log
P (bi = 1)
P (bi = 0)
(1.24)
and Ji is the set of indices j with
Ji = {j|j = 1, . . . ,M · n, j = i}. (1.25)
In the absence of API, we suppose all the bits in x have the same probability to
be 0 or 1 as P (bi = 1) = P (bi = 0) = 12 before y is observed. Then, for simplicity,
the L-value in (1.22) becomes [27, 26]
L(bi|y) = log
∑
x:bi=1
exp (− 1
2σ2n
‖ y −Hx ‖2)∑
x:bi=0
exp (− 1
2σ2n
‖ y −Hx ‖2) . (1.26)
The straightforward way to calculate the L-value in (1.26) is MAP algorithm
which computes the sums that contain 2M ·n terms. Due to the exponentially in-
creased complexity of MAP, one has to resort to approximations to reduce the com-
plexity.
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• Max-Log Approximation As one of the approximation scenarios, Max-Log
approximation tries to approximate the sums in (1.26) only with their largest terms
[28, 29]:
L(bi|y) ≈ log
maxx:bi=1exp (− 12σ2n ‖ y −Hx ‖
2)
maxx:bi=0exp (− 12σ2n ‖ y −Hx ‖2)
. (1.27)
However, to obtain the largest terms in (1.27), sphere decoding is applied, which
incurs exponential increment complexity. To achieve a polynomial complexity, sub-
optimal hard decoding schemes like SIC are used to solve those maximization prob-
lems approximately. Unfortunately, the decoder performance is poor even under the
help of the lattice techniques.
• List Sphere Decoding As for another approximation schemes, list sphere de-
coding (LSD) proposed in [27] restricts the sums in (1.26) into a much smaller size,
which uses sphere decoding with a certain radius to perform the candidate admission
as follows
S  {x ∈ X n : ‖y −Hx‖2 ≤ R2}. (1.28)
Here, R denotes the sphere radius and a larger R means a better approximation and
also, a higher computational complexity. Then, the calculation of L-value in (1.26)
can be written as
L(bi|y) ≈ log
∑
x∈S:bi=1 exp (− 12σ2n ‖ y −Hx ‖
2)∑
x∈S:bi=0 exp (− 12σ2n ‖ y −Hx ‖2)
. (1.29)
Since sphere decoding in LSD tries to enumerate all the points within a constant
sphere radius R, LSD always suffers from a high complexity cost. Additionally,
since the selection of the sphere radius R affects the performance of LSD, there is
still an open question about the upper bound of R when LSD achieves near-MAP
performance.
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1.3 MIMO Decoding by Lattices
1.3.1 Lattice Preliminary
Lattice denotes the set of all integer combinations of linear independent vectors.
Historically, lattice was investigated since the late 18th century by mathematicians.
Along with the development of investigation, lattice is not only limited in number
theory, but also plays an important role in many other research areas. More recent-
ly, lattice has become a topic of active research in computer science and commu-
nications because it can be used as an algorithmic tool to solve a wide variety of
problems.
Speciﬁcally, an n-dimensional lattice in the m-dimensional Euclidean space Rm
(n ≤ m) is the set of integer linear combinations of n independent vectors b1, . . . ,bn ∈
R
m [30]. In equation, lattice is expressed as:
L(B) =
{
n∑
i=1
xibi, xi ∈ Z
}
, (1.30)
where the matrix B = [b1 . . .bn] is known as a basis of the lattice L(B). In matrix
form, L(B) = {Bx : x ∈ Zn}. If B is an n × n dimension matrix, the lattice is
called a full-rank lattice. In this thesis, for the sake of simplicity, the full-rank lattice
basis B ∈ Rn×n is considered.
To any lattice, there is an associated dual lattice, deﬁned by
L∗(B) = {w|w ∈ Rn, ∀z ∈ L(B), 〈w, z〉 ∈ Z}. (1.31)
If B is a basis for the primal lattice L, then a basis B∗ for the dual lattice L∗ can be
obtained via the right Moore-Penrose pseudoinverse, i.e.,
B∗ = B(BTB)−1. (1.32)
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Any lattice basis describes a fundamental parallelotope according to
P(B) =
{
n∑
i=1
βibi|βi ∈ [0, 1)
}
. (1.33)
P(B) is also a so-called fundamental region, which completely covers the span of
B when shifted to all points of the lattice. Another important fundamental region is
the voronoi region, deﬁned as the set of points in Rn that are closer to the origin than
to any other lattice point,
V(B) = {y ∈ Rn : ‖y‖ ≤ ‖y −Bx‖, ∀Bx ∈ L(B)} . (1.34)
Voronoi regions can be associated to all other lattice points by a simple translation of
V(B). In contrast to the fundamental parallelotope P(B), the voronoi region V(B)
is a lattice invariant, which is independent of the speciﬁc choice of a lattice basis.
Clearly, different bases lead to different fundamental parallelotopes. However,
the volume of P(B) is the same for all bases of a given lattice. This volume equals
the so-called lattice determinant, which is a lattice invariant deﬁned as the square-
root of the determinant of the Gramian BTB,
|L| =
√
det(BTB). (1.35)
If the lattice has full rank, the lattice determinant equals the magnitude of the
determinant of the basis matrix B, i.e., |L| = |det(B)|.
The shortest vector of any lattice L(B) is the non-zero vector in L(B) with the
smallest Euclidean norm. Meanwhile, the length of the shortest vector, which is also
referred to as the minimum distance, is denoted by λ1(B). Based on it, the shortest
vector problem (SVP) as the most basic problem involving lattices was proposed as
follows
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Figure 1.9: L(B) ∈ Z2 with associated Voronoi cell and fundamental parallelotope.
Deﬁnition 1.1. Shortest Vector Problem (SVP): Given a lattice L(B), ﬁnd a non-
zero vector v ∈ L(B) such that ‖v‖ = λ1(B).
On the other hand, for any given point y ∈ Rn and any lattice L(B), the distance
of y to the lattice us deﬁned by
dist(y,L(B)) = minx∈Zn‖y −Bx‖ (1.36)
and the closest vector problem (CVP) in lattices is then given
Deﬁnition 1.2. Closest Vector Problem (CVP): Given a lattice L(B) and a vector
y ∈ Rn, ﬁnd a lattice vector v ∈ L(B) such that ‖y − v‖ is minimal.
In general, lattice problems are known to be hard when the dimension is sufﬁ-
ciently large by the theory of computational complexity. It is known that SVP and
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CVP are NP-hard problems for high dimensions and solving SVP is not harder than
CVP. Therefore, in practical applications, people always try to solve them approxi-
mately within an acceptable factor γ ≥ 1.
Deﬁnition 1.3. CVPγ: Given a lattice basis L(B) and a vector y ∈ Rn, ﬁnd a lattice
vector v ∈ L(B) such that ‖y − v‖ ≤ γ · dist(y,L(B)).
Deﬁnition 1.4. SVPγ: Given a lattice L(B), ﬁnd a non-zero vector v ∈ L(B) such
that ‖v‖ ≤ γ · λ1(B).
Deﬁnition 1.5. 1/(2γ)-Bounded Distance Decoding (γ-BDD): Given a lattice L(B)
and a vector y ∈ Rn where dist(y,L(B)) < 1/(2γ)λ1(B), ﬁnd the lattice vector
v ∈ L(B) closest to y.
1.3.2 Lattice Gaussian Distribution
Let B = [b1, . . . ,bn] ⊂ Rn consist of n linearly independent vectors. The n-
dimensional lattice Λ based on B is deﬁned by
Λ = L(B) = {Bx : x ∈ Zn}, (1.37)
where B is known as the lattice basis. We deﬁne the Gaussian function centered at
c ∈ Rn for standard deviation σ > 0 as
ρσ,c(z) = e
− ‖z−c‖2
2σ2 , (1.38)
for all z ∈ Rn. Then, the discrete Gaussian distribution over Λ is deﬁned as [31, 32]
DΛ,σ,c(λ) =
ρσ,c(λ)
ρσ,c(Λ)
=
e−
1
2σ2
‖λ−c‖2∑
λ∈Λ e
− 1
2σ2
‖λ−c‖2 . (1.39)
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Figure 1.10: Discrete Gaussian distribution over Z2 [1]. The height represents the
probability of a lattice point DZ2,σ(λ) where λ = (λ1, λ2)T ∈ Z2.
for all λ = Bx ∈ Λ, where ρσ,c(Λ) 
∑
λ∈Λ ρσ,c(λ) and we write DΛ,σ(λ) =
DΛ,σ,0(λ) for convenience. Fig. 1.10 illustrates the discrete Gaussian distribution
over Z2. As it can be seen, it resembles a continuous Gaussian distribution, but is
only deﬁned over a lattice. In fact, discrete and continuous Gaussian distributions
share similar properties, if the ﬂatness factor is small [1].
Obviously, an intuition of DΛ,σ,c(x) suggests that a lattice point Bx closer to c
will be sampled with a higher probability. Therefore, sampling from lattice Gaus-
sian can be naturally used in solving the CVP (where c is the query point) and SVP
(where c = 0) in lattices, and because of this, Klein’s algorithm that samples from
a Gaussian-like distribution was originally designed for lattice decoding [33]. As
shown in Algorithm 1.1, the ﬂoating-point operations (ﬂops) of Klein’s algorith-
m has polynomial complexity O(n2) excluding QR decomposition. Unless stated
otherwise, the complexity is counted by the ﬂops in this thesis. More precisely,
by sequentially sampling from the 1-dimensional conditional Gaussian distribution
DZ,σi,x˜i in a backward order from xn to x1, the Gaussian-like distribution arising
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from Klein’s algorithm can be expressed as
PKlein(x) =
n∏
i=1
DZ,σi,x˜i(xi) =
ρσ,c(Bx)∏n
i=1 ρσi,x˜i(Z)
, (1.40)
where PKlein(x) has been demonstrated in [34] to be close to DΛ,σ,c(x) within a
negligible statistical distance if
σ ≥ ω(
√
log n) · max1≤i≤n‖b̂i‖. (1.41)
Table 1.1: Pseudocode of Klein’s Sampling Algorithm
Algorithm Klein’s Sampling Algorithm
Input: B, σ, c
Output: v ∈ L(B)
1: let vn = 0 and cn = c
2: for i = n, . . . , 1 do
3: let c′i = 〈ci, b̂i〉/〈b̂i, b̂i〉 ∈ R and σ′i = σ/‖b̂i‖
4: sample x̂i from DZ,σ′i ,c′i according to (2.32)
5: let ci−1 = ci − bix̂i and vi−1 = vi + bix̂i
6: end for
7: return v = v0
The lattice Gaussian distribution is emerging as a common theme in various ar-
eas. In mathematics, Banaszczyk [35] ﬁrstly used it to prove the transference theo-
rems of lattices. In coding, it mimics Shannon’s Gaussian random coding technique,
yet permits lattice decoding. Forney applied the lattice Gaussian distribution to ob-
tain the full shaping gain in lattice coding [36, 37]. Recently, it has been used to
achieve the capacity of the Gaussian channel [1] and to approach the secrecy ca-
pacity of the Gaussian wiretap channel [38], respectively. Sampling from the lattice
Gaussian has also been used in lattice decoding for solving the CVP, which essential-
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ly corresponds to the ML detection in the MIMO system [39, 40]. In cryptography,
lattice Gaussians have become a central tool in the construction of many primitives.
Micciancio and Regev used it to propose lattice-based cryptosystems based on the
worst-case hardness assumptions [32], and recently, it has underpinned the fully-
homomorphic encryption for cloud computing [41]. The key fact is again that a
vector distributed as a lattice Gaussian centered at a given point c ∈ Rn with a s-
mall standard deviation σ is typically very close to c. To illustrate why this might
be useful in cryptography, note that if one knows a short basis of the lattice, one
can efﬁciently produce such a vector [34], while disclosing no information on the
short basis—since the lattice Gaussian distribution does not depend on the particular
basis.
For a better insight on the lattice Gaussian distribution, we now give the de-
scriptions about its applications in various research areas, where lattice Gaussian
distribution is central to them. In all these themes, the input lattice Λ is described by
an arbitrary basis B.
• In Mathematics, Banaszczyk used it to prove the transference theorems of
lattices [35].
• In Coding, it mimics Shannon’s Gaussian random coding technique:
1. obtain the full shaping gain in lattice coding [36, 37].
2. achieve the capacity of the Gaussian channel [1].
3. approach the secrecy capacity of the Gaussian wiretap channel [38].
• In Decoding, it has been used to solve the CVP and SVP problems in lattices:
1. improve the detection performance of MIMO systems [39, 40].
• In Cryptography, lattice Gaussian has become a central tool in the construc-
tion of many primitives:
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1. propose lattice-based cryptosystems based on the worst-case hardness
assumptions [32].
2. underpin the fully-homomorphic encryption for cloud computing [41].
1.3.3 Lattice Decoding for MIMO Systems
Regarding to the substantial performance and complexity gap between ML decoder
and sub-optimal decoders, people have to consider to improve the system perfor-
mance by using lattice techniques. Since the channel matrix H in wireless com-
munications is normally a complex basis, in order to perform the analysis over lat-
tices, necessary transformations can be applied directly to express the MIMO system
shown in (1.5) into an equivalent real-valued version like
⎡⎢⎢⎢⎢⎣

{y}
{y}
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣

{H} − {H}
{H} 
{H}
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

{x}
{x}
⎤⎥⎥⎥⎥⎦ . (1.42)
Therefore, any n-dimensional complex-valued lattice in Rn can be dealt with as a
2n-dimensional real-valued lattice in R2n. By doing this, many of the concepts and
algorithms from the real-valued space can be formulated directly in the complex
domain with minor modiﬁcations [42, 43, 44, 45].
• CVP—Optimal Decoding In the sense of lattices, the ML decoding shown in
(1.6) can be viewed as to solve the CVP in lattices
x̂ = arg min
x∈Xn
‖y −Hx‖2, (1.43)
where the channel matrix H in MIMO systems can be interpreted as a lattice basis
B ∈ Rn. To this end, unless stated otherwise, the channel matrix H is denoted by B
to perform the context analysis in this thesis.
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• Approximate CVP—Sub-Optimal Decoding Similar to ML decoding, it is
easy to verify that sub-optimal decoding schemes in MIMO systems are essentially
equivalent to solve the CVP approximately. In particular, ZF decoding can be viewed
as an orthogonal projection of the received vector on the basis constituted of vectors
in B. If the basis is not orthogonal, the projection of y tends to generate a decoding
error. If the base is orthogonal, the projection will not induce a decoding error and
the obtained solution corresponds to the ML one. In fact, ZF and SIC decoders from
communications correspond to the Babai rounding off algorithm and Babai nearest
plane algorithm in lattices [46].
Table 1.2: Pseudocode of Nearest Plane Algorithm
Algorithm Nearest Plane Algorithm
Input: A basis B = [b1 . . .bn], t ∈ Rn
Output: A vector v ∈ L(B).
1: compute Gram-Schmidt basis b̂1 . . . b̂n
2: let tn = t
3: for i = n, . . . , 1 do
4: compute li =< ti, b̂i > / < b̂i, b̂i >
5: let yi = libi
6: let ti−1 = ti − libi
7: end for
8: v = y1 + . . .+ yn
• CVP—Lattice Gaussian Sampling An intuition of the lattice Gaussian distribu-
tion DΛ,σ,c(λ) shown in (1.39) suggests that the closer lattice point is to c, the higher
probability it will be sampled. Therefore, it means sampling from lattice Gaussian
distributions can be directly applied to solve the CVP, where the optimal solution
will be sampled with the largest sampling probability. In fact, if the given point c is
set to be 0, then the SVP in lattices can also be solved by lattice Gaussian sampling.
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• Approximate CVP—Sampling fromLattice Gaussian-like Distribution How-
ever, as the default sampling algorithm for lattice Gaussian distributions, Klein’s
algorithm only works when the standard deviation σ is sufﬁciently large
σ ≥ ω(
√
log n) · max1≤i≤n‖b̂i‖, (1.44)
making it inapplicable to many cases of lattice Gaussian sampling [34]. Because
of this, sampling decoding has to perform the sampling from a lattice Gaussian-like
distribution, where Klein chose σ = min1≤i≤n‖b̂i‖/
√
log n and b̂i’s are the Gram-
Schmidt (GS) vectors of the lattice basis B. Nevertheless, the performance improve-
ment brought by lattice sampling decoding in MIMO systems is still considerable
[39].
1.4 Problem Statement
From the viewpoint of lattices, both optimal decoding and sub-optimal decoding can
be transformed into solving the CVP in lattices. However, even with the help of lat-
tice techniques, the decoding performance of MIMO systems becomes poor as the
system dimension increases. Therefore, based on lattice Gaussian sampling tech-
niques, the main goal of this research is to bring as many enhancements as possible
for MIMO detections. Meanwhile, because lattice Gaussian distributions have also
emerged as a common theme in various ﬁelds, there is a strong demand for efﬁcient
lattice Gaussian sampling algorithms. Speciﬁcally, the underlying technical issues
that will be addressed in this thesis mainly include:
• Hard-Output Decoding For MIMO detections, how to achieve a near-optimal
decoding performance is always a challenging problem during the last decade. A-
mong them, the ML decoding, which is optimal in terms of decoding performance,
becomes impractical due to its complexity increases exponentially with the number
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of antennas. On the other hand, suboptimal decoding schemes such as ZF, MMSE
and SIC, incur sometimes terrible performance loss. To this end, the purpose behind
this work is to propose powerful MIMO decoding algorithms with relatively low
complexity.
• Soft-Output Decoding Theoretically, soft-output decoding in MIMO systems
could be implemented by MAP algorithm through an exhaustive list, but it is impos-
sible in practice due to the unaffordable complexity cost. Therefore, the list-based
decoding approaches have emerged by restricting the exhaustive list to a selected
smaller set of constellation points. In this work, sampling algorithms are introduced
into soft-output decoding to establish the underlying list through sampling, which
solves the problem of soft-output decoding in an approximation way.
• Lattice Gaussian Sampling Lattice Gaussian distribution has become a com-
mon theme in various research areas such as coding, decoding and cryptography. In
communications, it not only mimics Shannon’s Gaussian random coding technique,
but also permits lattice decoding through the sampling. However, the only existing
way to sample from lattice Gaussian distribution by Klein’s sampling is severely
limited, rending it inapplicable to any related cases of interest. To this end, in this
thesis, efﬁcient sampling algorithms based on Markov chain Monte Carlo (MCMC)
methods are proposed for lattice Gaussian sampling.
1.5 Thesis Organization
The organization of the rest of the thesis is as follows. Following this introduction,
Chapter 2 brieﬂy goes through some important lattice decoding schemes that would
be helpful for MIMO systems. Different lattice classes and an overview of their way
of working are therefore emerged.
In Chapter 3, sampling decoding which performs the sampling based on a Gaussian-
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like distribution is introduced. Based on it, we propose a new sampling scheme
named as derandomized sampling algorithm, which addresses the problems in the
random sampling caused by randomization. From the perspective of BDD, we an-
alyze and optimize the correct decoding radius of the proposed sampling decoding,
which achieves a better decoding performance than conventional samplings like K-
lein’s sampling [33] and randomized sampling [39]. Moreover, the upper bound on
the sample size K, which corresponds to near-ML performance, is derived heuristi-
cally.
In Chapter 4, we extend the derandomized sampling algorithm into MIMO-
BICM systems as an efﬁcient tool to perform the soft-output decoding. An upper
bound of the sphere radius R in list sphere decoding is ﬁrstly derived. Based on
it, we demonstrate that the derandomized sampling algorithm is capable of achiev-
ing MAP performance. By adjusting the sampling size, a ﬂexible trade-off between
performance and complexity can be achieved in the soft-output decoding.
In Chapter 5, we investigate the MCMC methods to solve the sampling problem
for lattice Gaussian distributions. Since the default sampling algorithm is severely
limited by the value of the standard deviation of the Gaussian distributions, Gibbs
sampling is proposed to perform the sampling regardless of the condition about s-
tandard derivation. Then, a more efﬁcient algorithm referred to as Gibbs-Klein sam-
pling is proposed, which samples block by block using Klein’s algorithm. We show
that Gibbs-Klein sampling yields a distribution close to the target lattice Gaussian,
under a less stringent condition than that of the original Klein algorithm.
In Chapter 6, in order to further improve the convergence performance of the
Markov chains, the conventional Metropolis-Hastings (MH) sampling algorithm from
MCMC is introduced into lattice Gaussian sampling. More speciﬁcally, the MH mul-
tivariate sampling, which combines the advantages of MH sampling and Gibbs-Klein
sampling, could offer a better convergence efﬁciency than Gibbs-Klein sampling. On
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the other hand, the proposed Metropolis-Klein sampling algorithm takes the sym-
metrical Gaussian-like distribution generated by Klein’s sampling as the proposal
density, which offers an efﬁcient sampling way for lattice Gaussian distributions.
Finally, the independent Metropolis-Hastings-Klein (MHK) algorithm is proposed,
where the Markov chain arising from it is proved to converge to the stationary distri-
bution exponentially fast. Furthermore, its convergence rate can be explicitly calcu-
lated in terms of the theta series, making it possible to predict the exact mixing time
of the underlying Markov chain.
Finally, in Chapter 7, this thesis is concluded. A brief list of the thesis contri-
bution and the potential future directions for extension of the research are presented
therein.
CHAPTER 2
Literature Review of Lattice
Decoding
2.1 Introduction
In this chapter, the state of the art of the popular lattice decoding algorithms exist-
ing in the literature are presented. To start with, we will discuss the well-known
lattice reduction aided decoding for MIMO systems, where sub-optimal decoders
under the help of it could achieve the full receive diversity with polynomial compu-
tational complexity. Then, embedding decoding as a powerful technique for solving
CVP approximately is presented, followed by the sampling algorithms for lattice
decoding.
2.2 Decoding by Reduction
2.2.1 Lattice Reduction Techniques
Lattice reduction techniques have a long tradition in mathematics in the ﬁeld of
number theory. The goal of lattice basis reduction is to ﬁnd, for a given lattice, a
basis matrix with favorable properties. Usually, such a basis consists of vectors that
are short and therefore this basis is called reduced. Unless stated otherwise, the term
“short” is to be interpreted in the usual Euclidean sense.
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The “quality” of a lattice basis can be measured in terms of the orthogonality
defect, which is deﬁned as
ξ(B) =
1
|L(B)|
n∏
i=1
‖bi‖. (2.1)
According to the Hadamard inequality, the orthogonality defect is lower bounded
by ξ(B) ≥ 1, where equality holds if and only if the vectors in B are mutually
orthogonal.
In lattices, two bases B1,B2 ∈ Rn×n are equivalent if and only if B2 = B1U,
whereU ∈ Zn×n is a unimodular matrix with det(U) = ±1. Obviously, a lattice has
inﬁnitely many basis and a shorter basis will have smaller ξ, thereby being closer to
orthogonal. Therefore, the corresponding lattice reduction algorithms yield reduced
basis with shorter basis vectors and improved orthogonality, which provides a trade-
off between the quality of the reduced basis and the computational effort required
for ﬁnding it.
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Figure 2.1: Example lattice Z2 with different bases.
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In [47], Minkowski revealed the following relationship
λ1(B) ≤
√
n · det(B)1/n, (2.2)
which is known as Minkowski ﬁrst theorem. It implies that any lattice L(B) con-
tains a nonzero vector of length at most
√
n · det(B)1/n. Its proof, however, is non-
constructive: it does not give us an algorithm to ﬁnd such a lattice vector. In fact,
there is no known efﬁcient algorithm that ﬁnds such short vectors exactly but lattice
reduction provides an approximate way to solve it fortunately.
In 1982, Lenstra Lenstra Lovász (LLL) algorithm was proposed as a powerful
and famous reduction criterion for arbitrary lattice. LLL algorithm could approx-
imate the performance of the KZ reduction while having a polynomial complexity
bounded by the lattice dimension n. Theoretically, it can be viewed as a n-dimension
generalization version of the Gaussian Reduction, although it cannot guarantee to
get the optimal basis, it does ensure to ﬁnd a basis within an exponential dimension
n. Besides LLL reduction, there are some other reduction criterions like Minkows-
ki reduction [47], Korkin-Zolotarev (KZ) reduction [48], Gauss reduction [49] and
Seysen reduction [50], which are omitted here.
Deﬁnition 2.1. A basis B is said to be LLL-reduced if it satisﬁes the following two
conditions,
• |μi,j| ≤ 12 , for 1 ≤ j < i ≤ n;
• δ‖b̂i‖2 ≤ ‖μi+1,ib̂i + b̂i+1‖2, for 1 ≤ i < n.
The ﬁrst clause is called the size reduction condition, while the second is known
as the Lovász condition. If only size reduction condition is satisﬁed, then the basis
is called size-reduced.
The parameter δ controls both the convergence speed of the algorithm and the
degree of orthogonality of the reduced basis [51]. In particular, the higher the value
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Table 2.1: Pseudocode of LLL Reduction Algorithm
Algorithm LLL Reduction Algorithm
Input: A lattice basis B = [b1, . . . ,bn]
Output: The LLL-reduced Basis
1: compute GSO B = B̂μT
2: k=2
3: while k ≤ n do
4: size-reduce bk against bk−1
5: if ‖b̂k‖2 < (δ − |μk,k−1|2)‖b̂k−1‖2
6: swap bk and bk−1 update GSO
7: k =max(k − 1, 2)
8: else
9: forl = k − 2, k − 3, . . . , 1do
10: size-reduce bk against bl
11: end for
12: k = k + 1
13: end if
14: end while
of δ, the higher orthogonality degree of the reduced basis, and the slower the conver-
gence speed of the algorithm. Experimentally, the value δ =0.75 constitutes a good
trade-off while algorithm normally works with 1/4 < δ < 1. Meanwhile, if a lattice
basis B is LLL reduced, then
‖b1‖ ≤
(
2√
4δ − 1
)n−1
λ1(B), (2.3)
which means LLL can be used to solve the SVP approximately.
To better understand LLL reduced basis, let us consider a LLL reduced basis B,
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after QR decomposition, the triangular matrix R can be written as
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
‖b̂1‖ ∗ · · · ∗
0 ‖b̂2‖ · · · ∗
...
... . . .
...
0 0 · · · ‖b̂n‖
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.4)
The size reduced condition guarantees that the absolute value of any off-diagonal
element is at most half the value of the diagonal element on the same row. This can
be written as ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
‖b̂1‖ ≤ 12‖b̂1‖ · · · ≤ 12‖b̂1‖
0 ‖b̂2‖ · · · ≤ 12‖b̂2‖
...
... . . .
...
0 0 · · · ‖b̂n‖
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.5)
While for the Lovász condition, consider the 2×2 submatrix of the above matrix
⎡⎢⎢⎢⎢⎣
‖b̂i‖ μi+1,i‖b̂i‖
0 ‖b̂i+1‖
⎤⎥⎥⎥⎥⎦ (2.6)
the Lovász condition requires that the second column of this submatrix is almost as
long as its ﬁrst column.
To further explore the LLL algorithm, Lovász condition can be deduced as:
δ‖b̂i‖2 ≤ ‖μi+1,ib̂i + b̂i+1‖2 = μ2i+1,i‖b̂i‖2 + ‖b̂i+1‖2 (2.7)
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where the second equality holds as b̂i and b̂i+1 are orthogonal. It follows that:
‖b̂i+1‖2 ≥ (δ − μ2i+1,i)‖b̂i‖2 ≥ (δ −
1
4
)‖b̂i‖2 (2.8)
In this way, the Lovász condition reads b̂i+1 is not much shorter than b̂i [52]. If
Lovász condition is violated, the basis vectors bi and bi+1 are swapped; otherwise,
size reduction is carried out. It is clear that the algorithm will terminate in a ﬁnite
number of iterations for any given input basis B [53]. In particular, after each itera-
tion, the length of both basis vectors decrease; otherwise, the procedure ends. Since
lattices are discrete, there can only be ﬁnitely many vectors shorter than the original
ones, which means the algorithm must terminate. In terms of ﬂoating-point opera-
tions (ﬂops), it is well known that the complexity of the LLL algorithm for integral
bases is upper bounded by O(n4logn), which is a big breakthrough in lattices. More
precisely, the theoretic average complexity of the LLL algorithm under the model of
i.i.d. complex normal distribution was also derived as O(n4logn) [54].
2.2.2 Lattice Reduction Aided Decoding
As an approximate lattice decoding, lattice reduction aided decoding has emerged as
a low complexity strategy for hard-output detection in MIMO systems with quadra-
ture amplitude modulation (QAM) inputs [55]. In fact, suboptimal decoding schemes
combined with LR could attain full receive diversity [56, 57]. Therefore, as the key
technique of lattice in communications, lattice reduction aided decoding is always
preferable in MIMO systems to improve the decoding performance at the receive
ends.
For sub-optimal decoding schemes like ZF, MMSE and SIC, the decoding perfor-
mance highly depends on the speciﬁc channel condition. For example, ZF decoder
is optimal if the channel matrix B is orthogonal. However, such conditions rarely
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Figure 2.2: The block diagram of the lattice reduction aided detection in MIMO
detections.
happen in practice, resulting in a poor performance. To this end, it is natural to ap-
ply the detector not directly to B, but rather to an equivalent one B˜ with a “more
orthogonal” channel condition, which can be obtained by lattice reduction. In this
condition, lattice reduction algorithms could be applied to determine a correspond-
ing reduced basis with better properties by B˜ = BU and the original system model
shown in (1.5) can be converted into
y = Bx+ n = BUU−1x+ n = B˜z+ n, (2.9)
where B˜ = BU and z = U−1x. Although Bx and B˜z describe the same point in
a lattice, the LLL reduced matrix B˜ is usually much better conditioned than the
original channel matrix B. For x ∈ Zn, z also ∈ Zn, therefore, x and z stem from
the same set. However, for M2-QAM, x ∈ X n, the lattice is ﬁnite and the domain
of z differs from X n.
From the perspective of ZF decoder, lattice reduction aided decoding for z˜LR-ZF
is calculated as:
z˜LR-ZF = U
−1x˜ZF = B˜†y = z+ B˜†n (2.10)
The multiplication with B˜† usually causes less noise ampliﬁcation than B† due to
the roughly orthogonal columns of B˜. Therefore, a hard decision based on z˜LR-ZF
is general more reliable than one on x˜ZF. However, the elements of the transformed
vector z are not independent of each other.
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An inherent disadvantage associated with lattice reduction technique is that the
shape of the signal constellation will undergo nonlinear transformation and there
is no obvious way to control the boundary when decisions are made based on the
reduced lattice. A straightforward but sub-optimal solution is to perform an un-
constrained element quantization by ẑLR-ZF = Q{z˜LR-ZF}, then calculate x̂LR-ZF =
UẑLR-ZF, and ﬁnally restrict this result to the original set X n. Here, the quantization
operation Q{·} corresponds to a rounding operation. Compared with ML decod-
ing, which takes advantage of the ﬁnite size of the constellation, this will lead to
inevitable performance degradation. However, as the constellation gets larger, these
differences diminish gradually.
Since the channel matrix B is in general complex-valued, we note that either the
corresponding lattice reduction algorithm has to be adapted to the complex-valued
case [58] or the equivalent real-valued system model given in (1.42) has to be used.
Meanwhile lattice theory requires the original points in the constellation to consist
symbols in Z. However, standard M2-QAM constellations neither consist of con-
tiguous integers nor contain the origin which means shifting the original constella-
tion points and scaling the resulting points are necessary in lattice reduction aided
decoding [20, 51].
Under the help of lattice reduction, sub-optimal decoders in MIMO systems are
capable of achieving the full receive diversity [56]. However, the survey in [59]
shows that lattice reduction aided decoding is unable to achieve the optimal diversity-
multiplexing trade-off (DMT). Speciﬁcally, the DMT upper bound attained by lattice
reduction aided decoding is given by
d∗LR(r) ≤ (nT − r)(nR − nT + 1), (2.11)
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Figure 2.3: Bit Error Rate vs. average SNR per bit for a 4 × 4 MIMO system using
4−QAM
where the optimal DMT of a coded MIMO system is
d∗(r) ≤ (nR − r)(nT − r). (2.12)
In [60], it was shown that the LLL based lattice reduction aided linear implemen-
tation of the MMSE lattice decoder facilitates the DMT optimal decoding, where the
MIMO system model is extended into an augment channel shown in (1.16).
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Figure 2.4: Bit Error Rate vs. average SNR per bit for a 4 × 4 MIMO system using
4−QAM
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The simulation results about LR aided decoding are shown in the following. Fig.
2.3 shows the BER of the linear ZF and MMSE detectors. Due to the noise enhance-
ment, the performance is poor in comparison to ML and both schemes achieve only
a diversity degree of d = 1. In contrast, linear equalization of the lattice reduced
system reaches the full diversity degree as ML and brings a signiﬁcant performance
improvement. On the other hand, the performance of SIC detections with optimum
ordering are illustrated in Fig. 2.4. As expected, decoding with respect to the lattice
reduced system reduces the BER to a much lower level, where both ZF-SIC-LLL
and MMSE-SIC-LLL could achieve the full receive diversity as ML.
2.2.3 Correct Decoding Radius
In [61], the concept of decision region was proposed to evaluate the decoding perfor-
mance. For each decoder, an error occurs when the noise fall outside of it. Speciﬁ-
cally, as shown in Fig. 2.5, the decision region of ZF decoder is just the fundamental
parallelogram P(B) while the decision region of SIC is actually a rectangle spec-
iﬁed by the Gram-Schmidt vectors as {B̂a, |ai| ≤ 1/2}. Meanwhile, the decision
region of ML decoder corresponds to the voronoi cell of a lattice. Since the signal
space is geometrically uniform in lattices, all these decision regions are symmetric
with respect to the origin.
Assume Ri,ZF and Ri,SIC are the Euclidean distance from 0n to the ith facet of the
decision regions of ZF and SIC. Because of symmetry, a spectrum of n distances is
mostly concerned to perform the evaluation. To this end, the distance spectrum in
ZF decoding is ﬁrstly deﬁned by
Ri,ZF =
1
2
‖bi‖ sin θi, i = 1, ..., n (2.13)
where θi denotes the angle between bi and the linear space spanned by the other
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Figure 2.5: Decision regions of ZF (dotted), SIC (dash-dotted) and ML (solid) de-
coders in a 2-D lattice.
n− 1 basis vectors. On the other hand, the distance spectrum for SIC is given by
Ri,SIC =
1
2
‖b̂i‖ = ‖bi‖ sinφi, i = 1, ..., n (2.14)
where φi is deﬁned as the angle between bi and the hyperplane spanned by b1, ...,bi−1.
Since b̂i only needs to be orthogonal to b1, ...,bi−1, φi is at least more than θi and
therefore Ri,ZF ≤ Ri,SIC. In other words, SIC decoder always has a better decoding
performance than ZF decoder.
Lemma 2.1 ([61]). If a lattice basis B is LLL-reduced, then
sin2θi ≥
[
β
9β − 4
(
9β
4
n−i
+
8β − 4
9β − 4
)]−1 [
1 +
βi − β
4(β − 1)
]−1
(2.15)
for 1 ≤ i ≤ n, where β = 1/(δ − 1/4) ≥ 4/3.
Therefore, after LLL reduction, the following lower bound about sin2θi can be
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obtained
sin2θi ≥
(
9
4
)n−i
β−(n−1), (2.16)
then the spectrum distance of ZF decoding Ri,ZF can be further lower bounded by
Ri,ZF ≥
(
2
3
)n−1
1
2β
n−1
2
λ1(B). (2.17)
As for the spectrum distance of SIC decodingRi,SIC, according to the exponential
upper bound shown in (2.3), we have
Ri,SIC ≥ 1
2β
n−1
2
λ1(B). (2.18)
Obviously, after LLL reduction, both ZF and SIC have a larger size of Ri and the
lower bound of Ri,SIC is still larger than that of Ri,ZF and the gap between them will
exponentially increase with the lattice dimension n. Based on the spectrum distance
shown above, correct decoding radius is deﬁned as the lower bound of spectrum
distances to characterize the approximate lattice decoding,
Ri,ZF 
(
2
3
)n−1
1
2β
n−1
2
λ1(B) (2.19)
and
Ri,SIC 
1
2β
n−1
2
λ1(B). (2.20)
Insight into the correct decoding radius, it means the correct decoding will be
deﬁnitely achieved if ‖n‖ is smaller than the corresponding correct decoding radius.
From this perspective, correct decoding radius is the core of bounded distance decod-
ing (BDD). The larger correct decoding radius means a better decoding performance.
Therefore, the decoding problem solved by lattice reduction aided decoding can be
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Figure 2.6: Bounded distance decoding.
viewed as a variant of CVP known as γ-BDD, where the closest point is found under
the condition that
min
x∈Zn
‖y −Bx‖ ≤ 1
2γ
λ1(B), γ ≥ 1, (2.21)
and the correct decoding radius for CVP solver is λ1(B)/2. Due to the effect of ad-
ditive white Gaussian noise, the query point in decoding has a Gaussian distribution
centered at a lattice point, meaning that the BDD can guarantee a good approxima-
tion to the ML decoder.
2.3 Decoding by Embedding
2.3.1 The Embedding Technique
Embedding technique was introduced into communications by Kim and Park in [62].
Essentially, it is closely based on the LLL algorithm, which allows estimating the
transmitted signal directly from the unimodular matrix U.
Theoretically, embedding technique tries to embed the n-dimensional lattice and
the received signal into an extended (n+1)-dimensional lattice. In communications,
2.3. Decoding by Embedding 48
such technique was ﬁrstly deemed as an equivalent decoding scheme with LLL-aided
SIC decoding. But soon, Luzzi pointed out embedding could output a much better
performance [63]. Unfortunately, in terms of BDD, its corresponding decoding ra-
dius given by Luzzi can not explain such performance gain, which was further solved
by Cong [64].
As a powerful technique for the approximate CVP, embedding technique also
plays an important role in BDD for general lattices. Historically, Kannan proposed
this technique in [65] for the ﬁrst. Then, it was used to reduce CVP to SVP [66] and
break the Goldreich-Goldwasser-Halevi (GGH) cryptography systems [67]. Further-
more, Lyubashevsky and Micciancio showed that the 1/(2γ)-BDD can be converted
into γ-uSVP [68].
Speciﬁcally, to implement the embedding decoding, lattice basis B ∈ Rn×n is
ﬁrstly extended to an (n+ 1)× (n+ 1) augmented matrix:
B˜ =
⎡⎢⎢⎢⎢⎣
B −y
01×n t
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b1,1 · · · b1,n −y1
...
...
...
...
bn,1 · · · bn,n −yn
0 0 0 t
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (2.22)
where t > 0 is a parameter to be determined. Let B˜LLL = B˜U be the output of the
LLL algorithm on B˜. Then the embedding decoding outputs
x̂ = Q[u1,n+1, ..., un,n+1]
T (2.23)
as the decoding solution, where Q[·] denotes quantization by rounding the elements
to the nearest integer. In [62], the parameter t is set as a large enough value to ensure
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the Lovász condition on the last column of the augmented matrix B˜ can be always
veriﬁed. Therefore, LLL reduced B˜ amounts to LLL reduced the submatrix B and
then performing a ﬁnal round of size reduction without swaps on the last column.
As a result, the performance of this embedding lattice reduction is exactly the same
as LLL-SIC detection.
By carefully choosing the parameter t, embedding decoding was further im-
proved in [63]. The most important thing of this enhancement is that it introduced
the BDD conception into embedding decoding for the ﬁrst time. Following the idea
of Kannan [69], the strategy is to reduce the CVP to the SVP by embedding. In
particular, it is easy to verify that the following vector
v =
⎡⎢⎢⎢⎢⎣
Bx− y
qt
⎤⎥⎥⎥⎥⎦ , (2.24)
belongs to the augmented lattice L(B˜), where q ∈ Z. For a suitable choice of t
and for the small noise norm, the underlying vector v = [(Bx − y)T t]T would be
the shortest vector in lattice L(B˜). Therefore, by using lattice reduction algorithms
like LLL reduction to solve the SVP, the vector x̂ as the solution for the CVP in the
lattice L(B) could be easily recovered from the LLL-reduced basis B˜.
2.3.2 Correct Decoding Radius
Apparently, the key point of embedding decoding is the selection of the parameter
t. More speciﬁcally, t should not be too small or too larger in order to guarantee
v is the shortest vector. In [63], t is chosen by t = 1
2
√
2βn/2
min1≤i≤n‖b̂i‖ and LLL
algorithm is applied to ﬁnd the SVP approximately. In this way, the correct decoding
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radius achieved by embedding decoding is given by
REmbed =
1
2
√
2βn/2
λ1(B). (2.25)
Unfortunately, although Luzzi demonstrated the embedding decoding with t =
1
2
√
2βn/2
min1≤i≤n‖b̂i‖ could achieve the maximum receive diversity, the correct de-
coding radius she gave turns out to be much smaller than that of lattice reduction
aided decoding shown in (2.20). Regarding to the fact that the performance of em-
bedding behaves much better, it means the correct decoding radius in embedding still
has potential to be further improved. Because of this, an exponential better correct
decoding radius of embedding decoding was ﬁnally given in [64], namely
REmbed =
1
2
√
γnβ(n+1)/4
λ1(B), (2.26)
where γn is the Hermite constant for n-dimensional lattices by choosing t=
λ1(B)
2
√
γnβ(n+1)/4
.
One thing needs to emphasize here is that the correct decoding radius holds if
and only if the minimum distance λ1(B) is known. The question is λ1(B) can only
be determined by solving SVP, which is hard to realize in practise. To this end, either
rigorous or heuristics alternative approaches for estimating λ1(B) approximately are
necessary. To avoid the requirement of exact knowledge about λ1(B), an average
version of embedding technique was given in [64] by choosing t as
tAve-Embed 
‖b1‖
2
√
n(1.03)
3n
2
, (2.27)
where the corresponding correct decoding radius is
RAve-Embed 
λ1(B)
2
√
n(1.03)
n
2
. (2.28)
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Figure 2.7: Bit Error Rate vs. average SNR per bit for a 10×10 MIMO system using
64-QAM
Fig. 2.7 shows the BER performance of embedding decoding in a 10 × 10 un-
coded MIMO system using 64-QAM. Clearly, embedding decoding is much better
than lattice reduction aided decoding. As for the selection of the value t, the average
version shown in (2.27) performs better than that of the augmented lattice reduction
(ALR) version shown in (2.25). Meanwhile, with the help of MMSE generalized
decision feedback equalizer (GDFE) as a left preprocessing stage, further BER im-
provement of embedding decoding can be obtained by embedding decoding. Addi-
tionally, similar to LLL reduction aided decoding, embedding decoding also could
achieve optimal DMT if the left preprocessing stage is employed [70].
2.4 Decoding by Sampling
2.4.1 Klein’s Sampling Algorithm
Due to the increasing performance gap in high dimension systems, sampling decod-
ing was proposed to narrow the gap between lattice reduction aided decoding and
sphere decoding. In [33], Klein ﬁrstly tried to ﬁnd the closest lattice vector by per-
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forming sampling from a Gaussian-like distribution. According to Klein’s algorithm,
the required running time turns out to be polynomial if the distance from the given
point to the lattice is not much more than the length of the smallest Gram-Schmidt
vector.
Essentially, Klein’s algorithm is actually a randomized version of SIC, where
the standard rounding at each detection stage in SIC is replaced by a randomized
rounding. Speciﬁcally, in standard SIC decoding, also known as Babai’s nearest
plane algorithm, after QR-decomposition of the channel matrixB = QR, the system
model in (1.5) becomes
y′ = QTy = Rx+ n′ (2.29)
where Q is an orthogonal matrix and R is an upper triangular matrix. At each
decoding level i = n, n− 1, . . . , 1, the pre-detection symbol x˜i is calculated as
x˜i =
y′i −
∑n
j=i+1 ri,jx̂j
ri,i
, (2.30)
where the decision x̂i is obtained by rounding x˜i to the nearest integer as
x̂i = x˜i. (2.31)
Different from SIC decoding, in Klein’s sampling algorithm, x̂i is generated ran-
domly from the following 1-dimensional discrete Gaussian distribution,
P (x̂i = q) = e
ci(x˜i−q)2/si,
si =
∞∑
l=−∞
e−ci(x˜i−l)
2
, (2.32)
where ci =
r2i,i
2σ2
and ri,i = ‖b̂i‖. Note that P (x̂ji ) is a conditional probability because
the selection of previous entries are also taken into account to calculate x˜i. Let
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sample 1 sample 2 sample 3 · · · sample K
F (x˜n) F (x˜n) F (x˜n) · · · F (x˜n)
↓ ↓ ↓ ... ↓
F (x˜n−1) F (x˜n−1) F (x˜n−1) · · · F (x˜n−1)
↓ ↓ ↓ ... ↓
F (x˜n−2) F (x˜n−2) F (x˜n−2) · · · F (x˜n−2)
...
...
...
...
...
F (x˜1) F (x˜1) F (x˜1) · · · F (x˜1)
x̂1 x̂2 x̂3 · · · x̂K
Figure 2.8: Illustration of sampling decoding.
function F (x˜i) denote the random rounding to get x̂i, the sampling procedures of
sampling decoding is depicted in Fig. 2.8 and the closest one in Euclidean norm is
chosen as the decoding output. If ci is large enough, the random rounding function
F (x˜i) shown above tends to be a standard rounding without uncertainty, otherwise
it will make a guess to complete a random selection. As for the selection of the
parameter σ which affects the variance of sampling probabilities, Klein chose σ =
miniri,i/
√
2logn during the sampling.
The decisions x̂i’s are generated level by level, and a candidate lattice point x̂
is obtained if all the entries are generated. It has been demonstrated in [39] that
given y, the probability of a vector xˆ being sampled, also known as the sampling
probability of xˆ, is lower bounded by a Gaussian-like distribution
P (xˆ) ≥ 1∏n
i=1 s(ci)
e−
1
2σ2
‖y−Bxˆ‖2 , (2.33)
where s(ci) =
∑
l≥0 e
−cil2 + e−ci(1+l)
2 ≥ si [33]. By repeating this sampling proce-
dure for K times, a candidate list of K lattice points is obtained.
The salient feature of (2.33) is that the closest lattice point is the most likely to
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be sampled. Particularly, it resembles a Gaussian distribution and lattice point Bx
closer to y will be more likely to be sampled. By choosing σ = miniri,i/
√
2logn,
the probability of returning a near lattice point to y is
Ω(n−‖y−Bx‖
2/minir2i,i), (2.34)
and the time required is polynomial times
n‖y−Bx‖
2/minir2i,i . (2.35)
Therefore, by performing the sampling for multiple times, the probability of return-
ing the correct solution for CVP will increase gradually if the distance between the
given point y and lattice L(B) is close.
2.4.2 Randomized Sampling Algorithm
Based on Klein’s sampling technique, the randomized sampling algorithm was pro-
posed, which introduces the conception of sampling decoding into MIMO systems
[39]. Although Klein’s algorithm performs the sampling from a Gaussian-like dis-
tribution shown in (2.33), its 1-dimensional discrete Gaussian distribution at each
decoding step (2.32) can not be generated by simply quantizing the continuous Gaus-
sian distribution. To this end, a good approximation to distribution (2.32) was given
in randomized sampling algorithm through a 2N -point discrete distribution as fol-
lows:
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P (x̂i = q) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
e−ci(a+N−1)
2
/s′i, q = x˜i −N + 1,
...
...
e−cia
2
/s′i, q = x˜i,
e−cib
2
/s′i, q = x˜i+ 1,
...
...
e−ci(b+N−1)
2
/s′i, q = x˜i+N,
(2.36)
where
a = x˜i − x˜i, b = 1− a (2.37)
and
s′i =
N−1∑
i=0
e−ci(a+i)
2
+ e−ci(b+i)
2
. (2.38)
In this way, the overall probability that the sampled candidate integer locates
within the 2N integer set {x˜i −N +1, . . . , x˜i, . . . , x˜i+N} is lower bounded
as [39]
P2N > 1−O(ρ−N2). (2.39)
Since ρ > 1, the tail bound (2.39) decays very fast. Therefore, for a moderate size
of N , the integer returned by the 1-dimensional Gaussian distribution (2.36) would
most likely locate within that 2N -integer set. In fact, it is often adequate to choose a
3-point approximation because the probability in the central 3 points is almost one.
2.4.3 Correct Decoding Radius
Regarding to the selection of σ = miniri,i/
√
2logn in Klein’s sampling algorithm, to
further exploit the potential of lattice sampling decoding, another new representation
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of σ is deﬁned by
σ = miniri,i/
√
2logρ, (2.40)
where ρ > 1 becomes the parameter that should be optimized. Due to the fact that
ci =
r2i,i
2σ2
≥ logρ, the following derivation holds
s(ci) =
∑
i≥0
(
e−cii
2
+ e−ci(1+i)
2
)
(2.41)
≤
∑
i≥0
(
ρ−i
2
+ ρ−(1+i)
2
)
= 1 + 2(ρ−1 + ρ−4 + ρ−9 + . . .)
< 1 + 2/ρ+ 2ρ−4/(1− ρ−5)
where the bound 1+ρ−5+ρ−12+ · · · ≤ 1/(1−ρ−5) for ρ > 1 is applied here. Then,
the product of s(ci) for 1 ≤ i ≤ n can be upper bounded as
n∏
i=1
s(ci) < (exp(2/ρ+ 2ρ−4/(1− ρ−5)))n (2.42)
= e
2n
ρ
(1+g(ρ)),
where g(ρ) = ρ−3/(1−ρ−5). By substituting the above inequality into (2.33), a new
lower bound of sampling probability P (x) can be got,
P (x) > e−
2n
ρ
(1+g(ρ)) · ρ−‖y−Bx‖2/minir2i,i . (2.43)
Assume BxK denote the lattice points with sampling probability P (x) > 1/K,
where K is the sampling size. With K calls to Klein’s algorithm, the probability of
missing xK would be no larger than (1−1/K)K < 1/e, which means the probability
of a lattice point being sampled can be adjusted by the sample size K. Therefore,
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motivated by (2.43), let
e
2n
ρ · ρ−‖y−Bx‖2/minir2i,i ≈ 1
K
(2.44)
and the following derivation can be obtained
‖y −Bx‖ ≈ miniri,i ·
√
logρ(Ke−2n/ρ). (2.45)
Here, ρ is assumed not too small so that the function g(ρ) becomes negligible, which
is a very weak condition that could be happened. From the perspective of BDD, the
right hand side of (2.45) can be viewed as the decoding radius of the randomized
sampling algorithm since the lattice points within this radius are more likely to be
sampled with probability close to 1. Therefore, the correct decoding radius of the
sampling decoding is obtained as [39]
RRandom  miniri,i ·
√
logρ(Ke−2n/ρ). (2.46)
To further investigate the relationship between the sample sizeK and ρ, optimization
based on (2.46) is carried out and the optimal ρ0 is determined from the following
equation
K = (eρ0)
2n/ρ0 . (2.47)
By substituting (2.47) into (2.46), the optimal decoding radius of the randomized
sampling is derived
RRandom =
√
2n
ρo
miniri,i. (2.48)
According to (2.47), the selection of ρo chieﬂy depends on the value of sample
size K and a larger K means a larger correct decoding radius. However, the choice
of ρ suggested by Klein is a constant as ρ = n without regard to the sample size
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K. In particular, the choice of ρ = n becomes optimal only when the sample size
K ≈ (en)2, which means the decoding potential of Klein’s sampling algorithm can
be further exploited. Fortunately, such work was ﬁnished by randomized sampling
algorithm. Additionally, according to the lattice reduction like LLL algorithm, the
term miniri,i in (2.48) will increase considerably, leading to a better decoding per-
formance with a larger correct decoding radius.
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Figure 2.9: Bit Error Rate vs. average SNR per bit for a 10×10 MIMO system using
64-QAM
Fig. 2.9 shows the BER performance for a 10× 10 system with 64-QAM under
different decoding schemes. Observe that with 15 samples, the performance of the
randomized sampling decoding is considerably better than that of the lattice reduc-
tion aided ZF-SIC decoding. As expected, by adjusting K, randomized sampling
algorithm enjoys a ﬂexible trade-off between performance and complexity, where a
larger sample size K corresponds to a better decoding performance.
CHAPTER 3
Derandomized Sampling Algorithm
for Lattice Decoding
3.1 Introduction
Randomized sampling decoding has been proposed in [39] to narrow the gap be-
tween lattice-reduction-aided decoding and sphere decoding. As a randomized ver-
sion of SIC, it applies Klein’s sampling technique [33] to randomly sample lattice
points from a Gaussian-like distribution and chooses the closest one among all the
samples. However, due to randomization, both decoding performance and complex-
ity may suffer a lot.
Because samplings are random and because the K samples are independent of
each other, one lattice point will be sampled over K times sampling following the
probability P = 1 − (1 − P (x))K , which results in two inherent problems. On
one hand, inevitable sample repetitions in the ﬁnal candidate list means unnecessary
complexity is incurred. Meanwhile, the performance is also degraded by the exis-
tence of repetitions since most of samplings may be employed to sample those lattice
points with large sampling probabilities. Furthermore, lattice points have to face the
risk of being missed during the sampling, especially for those with small sampling
probabilities on the early decoding levels, leading to inevitable performance loss.
Actually, to make sure lattice points with a reasonable probability to be sampled, one
has to increase the sample size K, which leads to more sampling repetitions. There-
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fore, the efﬁciency and performance of the randomized sampling are greatly suffered
from the effect of randomization. Although Klein mentioned a derandomized algo-
rithm very brieﬂy in [33], it does not seem to allow for an efﬁcient implementation.
In [39], the randomized sampling algorithm was also extended to soft-output decod-
ing in MIMO systems. Although it could achieve remarkable performance gain with
polynomial complexity, it still suffers from these two issues.
In this chapter, to overcome these two problems caused by randomization, we
propose a new kind of sampling algorithm referred to as derandomized sampling
algorithm. With a sample size K set initially, candidate points are sampled deter-
ministically according to a threshold we deﬁned. As randomization is removed,
derandomized sampling algorithm shows great potential in both performance and
complexity. To further exploit it, its optimum decoding radius, which is deﬁned by
the sense of BDD, is also derived. Furthermore, the upper bound on K with respect
to near-ML performance is given, by varying K, derandomized sampling algorithm
enjoys a ﬂexible trade-off between performance and complexity in lattice decoding.
3.2 Algorithm Description
In this section, we propose the derandomized sampling algorithm to solve the afore-
mentioned problems in randomized sampling decoding, namely, repetition and miss-
ing of certain lattice points.
First of all, the efﬁcient implementation of randomized sampling decoding is
retained. Therefore, for the pre-detection signal x˜i, the probability of returning an
integer candidate x̂ji (1 ≤ j ≤ 2N) from the 2N -integer set is calculated from the
following discrete Gaussian distribution
P (x̂ji ) =
e−ci(x˜i−x̂
j
i )
2
s
, (3.1)
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where
s =
∑
x̂li∈I
e−ci(x˜i−x̂
l
i)
2
(3.2)
and I: {x˜i−N+1, . . . , x˜i, . . . , x˜i+N} denotes the 2N -integer set centered at
x˜i. Then, the sampling procedure of derandomized sampling algorithm is performed
level by level with i = n, n− 1, . . . , 1 as shown in Algorithm 3.1.
At decoding level i, sample sizeKi+1 is allocated to candidate integers according
to Ki = Ki+1P (x̂
j
i ) and all the integers satisfying the threshold we set
E(x̂ji ) = Ki+1P (x̂ji ) ≥ 1 (3.3)
are deterministically sampled. Note that Ki is not necessarily an integer any more.
For integers with E(x̂ji ) > 1, after updating the size Ki, sampling continues from
the next level in the same way. Note that when K = 1, derandomized sampling
decoding performs the same with SIC decoding by always selecting the integer with
the largest probability. Hence, for integers with E(x̂ji ) = 1, SIC is applied directly
to obtain a candidate lattice point. Finally, among all the candidate lattice points,
the closest one is selected as the solution. By performing the sampling based on
the threshold E(x̂ji ) ≥ 1 at each decoding level, the whole sampling process be-
comes deterministic. The risk of lattice points being missed during the sampling is
greatly reduced, which means the probability of sampling the closest lattice point is
improved.
Unlike the parallel structure of the random sampling, derandomized sampling
algorithm admits a tree structure as shown in Fig. 3.1. The ﬁnal candidate list is
generated by traversing the tree from level n to level 1 rather than by K independent
paths. From this perspective, derandomized sampling functions like a pruning algo-
rithm in sphere decoding [13, 14, 15] which prunes branches E(x̂ji ) < 1. Thanks
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Figure 3.1: Illustration of the tree structure in derandomized sampling decoding with
n = 4. The solid and dashed lines represent the corresponding candidate integer
being sampled by E(x̂ji ) > 1 and E(x̂
j
i ) = 1 respectively. The dotted line denotes
performing SIC detection in the rest of levels due to E(x̂ji ) = 1.
to the tree structure, there are no sampling repetitions during the whole sampling
process while necessary calculations of sampling probabilities P (x̂ji ) in branches
E(x̂ji ) > 1 are performed only once, saving a lot of complexity.
In particular, the sample size K set initially is ﬁrstly applied at decoding level
n as Kn+1 = K to promote the sampling according to the threshold E(x̂
j
i ) ≥ 1.
Then, with respect to the candidates being sampled, their corresponding sample size
will be calculated through Ki = Ki+1P (x̂
j
i ). Based on Ki, the samplings on each
branch of x̂ji are then performed at the next decoding level n − 1. In this way, the
sample size K set initially is allocated to integer candidates as a parameter for the
threshold decisions level by level. Therefore, different from randomized sampling
decoding and other decoding schemes establishing a candidate list with a constant
size [23, 71], the size of the ﬁnal candidate listKﬁnal ≤ K in derandomized sampling
algorithm is unﬁxed. For example, as shown in Fig. 3.2, no matter how large sizeK1
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Figure 3.2: Illustration about the nominal sample size K and the size of the ﬁnal
candidate list Knominal in derandomized sampling algorithm when n = 1.
is allocated to the candidate integer xj1, it is only counted as one sample in the ﬁnal
candidate list. Therefore, the sample size K set initially in derandomized sampling
algorithm is actually a nominal sample size of the candidate list.
As a nominal sample size, K is essentially a parameter in the threshold E(x̂ji ) =
Ki+1P (x̂ji ) ≥ 1 used to evaluate the sampling performance, where Kn+1 = K.
With the increment of K, the complexity improves gradually and more lattice points
will be sampled. Since K is not the real size of the ﬁnal sampling list, the com-
plexity of derandomized sampling decoding in fact grows slowly with its increment.
Because problems caused by randomization are overcome, derandomized algorithm
achieves desirable improvement in both performance and complexity.
3.3 Analysis and Optimization
3.3.1 Algorithm Analysis
The operation of derandomized sampling algorithm relies on the notion of the sam-
pling probability which is calculated by (3.1). According to the deﬁned threshold
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Table 3.1: Pseudocode for Derandomized Sampling
Algorithm Derandomized sampling on decoding level i
1: compute x˜i =
y′i−
∑n
l=i+1 ri,lx̂l
ri,i
2: for j =1,2,. . . ,2N do
3: compute P (x̂ji ) =
e−ci(x˜i−x̂
j
i
)2
s
4: compute E(x̂ji ) = Ki+1P (x̂ji )
5: if E(x̂ji ) < 1 then
6: x̂ji is ignored, sampling based on x̂
j
i terminates
7: else if E(x̂ji ) = 1 then
8: let x̂i = x̂
j
i , SIC is performed based on the detected entries
x̂n, . . . , x̂i to return a candidate lattice point
9: else if E(x̂ji ) > 1 then
10: if i > 1 then
11: let x̂i = x̂
j
i , Ki = Ki+1P (x̂
j
i ), start derandomized sampling
from next level i−1 based on the detected entries x̂n, . . . , x̂i
12: else if i = 1 then
13: let x̂1 = x̂
j
1, return x̂n, . . . , x̂1 as a candidate lattice point
14: end if
15: end if
16: end for
E(x̂ji ) ≥ 1, at each decoding level, an integer candidate x̂ji for the entry xi will be
sampled if and only if
Ki+1P (x̂
j
i ) ≥
1
2
. (3.4)
Note that the sampling probability P (x̂ji ) calculated by (3.1) is a conditional proba-
bility based on the entries of previous levels. As sampling is performed from level
n to level 1, the sampling probability P (x) about lattice point x is essentially the
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product of its entries’ sampling probability, which is lower bounded by (2.33):
P (x) =
n∏
i=1
P (x̂jn+1−i) ≥
1∏n
i=1 s(Ar
2
i,i)
e−
1
2σ2
‖y−Bx‖2 . (3.5)
Proposition 3.1. Given the nominal sample size K, lattice points with sampling
probability
P (x) ≥ 1
2K
(3.6)
will be deterministically sampled by derandomized sampling algorithm.
Proof: Consider sampling an n-dimensional lattice point x by derandomized
sampling algorithm. Obviously, with the initial sample size K and Kn+1 = K, the
ﬁrst entry of x on level n will be sampled if
KP (x̂jn) ≥
1
2
. (3.7)
Based on the selection of x̂jn, its updated sample size Kn on the next level is
calculated as
Kn = KP (x̂
j
n). (3.8)
Then, on level n− 1, the ﬁrst two entries of x will be obtained when
KnP (x̂
j
n−1) = KP (x̂
j
n)P (x̂
j
n−1) ≥
1
2
. (3.9)
By induction, point xwill be deterministically sampled if the following condition
holds
K
n∏
i=1
P (x̂jn+1−i) = KP (x) ≥
1
2
. (3.10)
Thus, the conclusion follows, completing the proof.
As for the randomized sampling algorithm in [39], because the K times sam-
pling is independent of each other, the probability of missing x is calculated as
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(1 − P (x))K , which means one has to increase the sample size K to ensure x a
high probability of being sampled. In particular, given sample size K, lattice points
with sampling probability
P (x) ≥ 1
K
(3.11)
will be found by randomized sampling algorithm with probability P ≥ 1− 1/e.
As for the complexity counted by the ﬂoating-point operations (ﬂops), whenK =
1, the complexity of the derandomized sampling algorithm is O(n2) by invoking
the calculation of the sampling probability in (3.1) for n times. For K > 1, as
computations in sampling procedures are reduced by removing all the repetitions, the
number of recalling the calculation in (3.1) is much less than Kn, which means the
complexity is much smaller thanK ·O(n2). Due to the uncertainty in this procedure,
it is preferable to denote the complexity of the derandomized sampling algorithm by
K · O(n2), which means a polynomial complexity with respect to the dimension
n. Obviously, without suffering from the effect of randomization, derandomized
sampling algorithm shows great potential in both performance and complexity.
3.3.2 Correct Decoding Radius
As a parameter that controls the variance of sampling probabilities, parameter σ has
a signiﬁcant impact on the ﬁnal decoding performance. Due to the consideration
of complexity, the initial sample size K of sampling algorithms is always limited,
which means ﬁnding the optimum σ to exploit the sampling potential for a given
K is the key. In order to determine the optimum choice of σ in the derandomized
sampling algorithm, let σ = miniri,i/
√
2logn where ρ > 1, then ρ becomes the
parameter needed to be optimized.
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According to (2.43), we known
n∏
i=1
s(ci) ≤ e
2n
ρ
(1+g(ρ)). (3.12)
Because ρ > 1, the term g(ρ) will be negligible if ρ is sufﬁciently large. Assume
ρ satisﬁes this weak condition, the sampling probability of x shown in (3.5), which
is calculated based on the discrete Gaussian distribution, can be further derived as
follows
P (x) ≥ e− 2nρ · ρ−‖y−Bx‖2/minir2i,i . (3.13)
Since lattice points with P (x) ≥ 1
2K
will be deterministically sampled by deran-
domized sampling algorithm, motivated by (3.13), let
e−
2n
ρ · ρ−‖y−Bx‖2/minir2i,i ≥ 1
2K
, (3.14)
and we have
‖y −Bx‖ ≤ miniri,i ·
√
logρ(2Ke−2n/ρ), (3.15)
which means lattice points with ‖y − Bx‖ less than the right-hand side (RHS) of
(3.15) must be obtained.
In order to exploit the potential of the derandomized sampling algorithm for the
best decoding performance, parameter ρ is selected carefully to maximize the upper
bound shown in (3.15). Therefore, let the derivative about logρ(2Ke
−2n/ρ) versus ρ
be zero, the optimum ρo given the nominal sample sizeK in derandomized sampling
algorithm for lattice decoding can be ﬁnally determined as follows
K =
1
2
(eρo)
2n/ρo . (3.16)
Obviously, the optimum ρo for the randomized sampling algorithm shown in
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(2.47) is not the optimum solution in derandomized sampling algorithm. According
to (3.16), it is easy to check that the parameter ρo monotonically decreases with
respect to the increment of the sample size K.
In the view of lattice decoding, derandomized sampling algorithm will give the
closest lattice point if the distance between y and lattice L(B) is less than the RHS
of (3.15). Therefore, the RHS of (3.15) can be regarded as the decoding radius in
the notion of BDD. By substituting (3.16) into (3.15), the optimum decoding radius
RDerandomized of the derandomized sampling algorithm is derived as
RDerandomized 
√
2n
ρo
miniri,i. (3.17)
Clearly, with the increment of K, RDerandomized improves gradually resulting in
better decoding performance. We need to emphasize that the value of the decoding
radius RDerandomized may be much larger than the value deﬁned in (3.17) because the
derivation is only based on the lower bound of P (x) shown in (3.13).
3.3.3 Upper Bound on the Nominal Sample Size K
Heuristically, we now give an approximated value of K when derandomized sam-
pling algorithm approaches near-ML performance in lattice decoding. To do this,
the total probability of samples in the ﬁnal candidate list is derived based on the
truncation of the discrete Gaussian distribution (3.1).
According to (2.39), the probability that the candidate integer x̂i generated by
random rounding is located within the 2N integers around x˜i is bounded by
P2N ≥ 1−O(ρ−N2). (3.18)
Because ρ > 1, the term O(ρ−N2) decays exponentially, meaning a ﬁnite trun-
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cation with moderate N achieves an accurate approximation. Normally, 4-integer
approximation is sufﬁcient:
P (x̂1i ) + P (x̂
2
i ) + P (x̂
3
i ) + P (x̂
4
i ) ≈ 1. (3.19)
Since these probabilities follow the discrete Gaussian distribution, they decrease
monotonically with the distance from x˜i. Let us order them as follows
P (x̂1i ) ≥ P (x̂2i ) ≥ P (x̂3i ) ≥ P (x̂4i ). (3.20)
As shown in (2.30), x˜i is subject to the effect of noise. Intuitively, x˜i tends
to be close to an integer for small noise while it tends to be halfway between two
integers for large noise. Since x˜i is the peak of the continuous Gaussian distribution
associated with the discrete one (3.1), we deﬁne the worst case in sampling as the
one where x˜i is centered between two integers.
Because the random noise makes it hard for an exact analysis, we only consider
the worst-case scenario in samplings. Then, under the 4-integer approximation in
(3.19), the following holds in the worst case:
P (x̂1i ) = P (x̂
2
i )  P (x̂3i ) = P (x̂4i ) (3.21)
where P (x̂3i ) and P (x̂
4
i ) are much smaller due to exponential decay of the probability
with the distance.
Now, let us calculate the total probability of lattice points sampled by derandom-
ized sampling, in the worst case. Consider the level n ﬁrst. Obviously, according
to (3.4), the ﬁrst two integers will be sampled if K ≥ 2. If P (x̂3n) = P (x̂4n) ≥ 12K ,
then all the 4 integers around x˜n will be deterministically sampled. On the other
hand, if P (x̂3n) = P (x̂
4
n) <
1
2K
, then integers x̂3n and x̂
4
n will be discarded while
3.3. Analysis and Optimization 70
the summation of probabilities of the ﬁrst two integers x̂1n and x̂
2
n will be larger than
1 − 1
K
according to (3.19). Therefore, given the nominal sample size K, the sum
probability of samples on the level n in the deﬁned worst case is bounded by
P (leveln) ≥ 1− 1
K
. (3.22)
To further derive the lower bound of the total probability of samples, we assume
samples x̂3i and x̂
4
i at the each sampling level are always discarded, which means the
following derivation is essentially based on the 2-integer approximation. Then, still
in the worst case, the total probability of samples on the level n− 1 is given by
P (leveln− 1) ≥
(
1− 1
K
)(
1− 2
K
)
. (3.23)
Similarly, on the level n − p, the total probability of samples in the worst case
can be lower bounded by
P (leveln− p) >
p∏
i=1
(
1− 2
i−1
K
)
. (3.24)
Therefore, the total probability of sampled lattice points in the derandomized
sampling algorithm is lower bounded by a function of K. We deﬁne a parameter η
to evaluate the decoding performance as
Ptotal = P (level 1) > η 
n∏
i=1
(
1− 2
i−1
K
)
. (3.25)
Obviously, the lower bound η increases with K and a larger η means a higher
probability of the closest lattice point being sampled. Thus, derandomized sampling
decoding can be used to approximate ML decoding as η approaches 1.
The lower bound (3.25) is loose because it quantiﬁes the probability in the worst
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case. For η close to 1, K can be very huge (in fact exponential). A lower bound in
the average case is an open question. Because the noise is random, the average-case
probability may be more useful.
In order to obtain a better estimate, the idea of the ﬁxed-complexity sphere de-
coding (FSD), which also follows a tree structure in decoding, is exploited. Different
from the standard sphere decoding, it only performs the full search in the upper p
levels known as the full-expansion stage while SIC is applied on the rest of level-
s. It has been proved in [10] that by applying the channel matrix ordering to make
sure signals with the largest postprocessing noise ampliﬁcation are detected in the
full-expansion stage, FSD algorithm yields near-ML performance in high SNR if it
satisﬁes:
(p+ 1)2 ≥ n (3.26)
where p is the number of levels in the full-expansion stage.
We propose to use sampling in the full-expansion stage of FSD. With the suitable
channel matrix ordering, the modiﬁed sampling decoder also consists of two stages.
Candidate values on the upper p levels are sampled based on the lower bound η
while decodings on the remaining levels are processed by SIC, i.e., derandomized
sampling decoding with K = 1.
According to (3.24) and (3.26), if we set η to a value near 1 on the upper p
decoding levels, then the decoder will achieve near-ML performance:
Ptotal = P (leveln− p) > η =
p∏
i=1
(
1− 2
i−1
K
)
. (3.27)
Compared with (3.25), the lower bound (3.27) is better because p is much smaller
than n meaning the value of K achieving the same η is greatly reduced. Here, we
deﬁne η = 0.8 representing near-ML performance. Then, according to (3.27), the
corresponding K who denotes the upper bound of the sample size in derandomized
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Figure 3.3: Bit error rate versus average SNR per bit for the uncoded 10×10 MIMO
system using 64-QAM.
sampling decoding can be easily calculated.
Note that the derandomized sampling algorithm with K = 1 performs the same
with SIC in lattice decoding. Thus, the decoder enjoys a ﬂexible performance be-
tween SIC and near-ML by adjusting K. Although larger η > 0.8 will bring further
performance improvement, it approaches ML performance asymptotically with the
exponential increment of K, which is meaningless due to the consideration of com-
plexity.
3.4 Simulation Results
In this section, performance and complexity of the derandomized sampling algorith-
m in MIMO systems are studied. Here, the i-th entry of the transmitted signal x,
denoted as xi, is the modulation symbol taken independently from a M2-QAM con-
stellation X with Gray mapping. We assume a ﬂat fading environment, the channel
matrix H contains uncorrelated complex gaussian fading gains with unit variance
and remains constant over each frame duration.
Fig. 6.1 shows the BER of the derandomized sampling decoding compared with
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Figure 3.4: Complexity comparison in ﬂops for a MIMO system using 64-QAM at
SNR per bit = 17dB.
other decoding schemes in a 10×10 uncoded MIMO system with 64-QAM. Clearly,
sampling decoding schemes have considerable gains over the lattice reduction aided
SIC. Compared to the well known list decoding algorithms, namely, the ﬁxed candi-
dates algorithm (FCA) in [23] and iterative list decoding in [71], sampling decoding
algorithms offer not only the improved BER performance but also the promise of
smaller sample size, where the complexity details of them are given in Fig.3.4 for
a fair comparison. As expected, derandomized sampling decoding achieves bet-
ter BER performance than randomized sampling decoding with the same K. With
the increment of K, the BER performance of derandomized sampling decoding im-
proves gradually. Observe that with η = 0.8 (K = 73), the performance of the
derandomized sampling algorithm suffers negligible loss compared with ML. There-
fore, with a moderate K, derandomized sampling decoding could achieve near-ML
performance.
Fig. 3.4 shows the complexity comparison of the derandomized sampling algo-
rithm with other schemes in different dimensions. It is clearly seen that in a 64-QAM
MIMO system for the ﬁxed SNR (Eb/N0 = 17 dB), the derandomized sampling al-
gorithm needs much lower average ﬂops than other decoding schemes with the same
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size K. This can be interpreted as reducing the computation in sampling procedures
by removing all the unnecessary repetitions. Even for a large K = 73 (η = 0.8),
the complexity is still lower than that of the randomized sampling algorithm with
K = 15. Consequently, better BER performance and less complexity requirement
make derandomized sampling algorithm very promising for lattice decoding.
3.5 Conclusion
In this chapter, we proposed a derandomized sampling algorithm to address issues
in sampling algorithms caused by randomization. By setting a probability threshold
to perform the sampling, the whole sampling procedure becomes deterministic. We
demonstrated that the proposed derandomized sampling algorithm outperforms the
randomized sampling algorithm with lower complexity, where the optimal parameter
σ that maximizes the decoding radiusRDerandomized for the best decoding performance
was also derived. To accomplish the trade-off in lattice decoding, a heuristic way to
determine the upper bound on the nominal sample sizeK in derandomized sampling
was also given. Therefore, by varying K, the decoder enjoys a ﬂexible trade-off
between performance and complexity in lattice decoding for MIMO systems.
CHAPTER 4
Derandomized Sampling Algorithm
for Soft-Output Decoding
4.1 Introduction
Besides the hard-output decoding, in order to achieve near-capacity performance
over MIMO channels, bit-interleaved coded modulation (BICM) and iterative de-
tection and decoding (IDD) are also well accepted, where the extrinsic information
calculated by a priori probability (APP) detector is taken into account to produce the
soft decisions [27].
As the key ingredient of IDD receivers, the calculation of APP is usually per-
formed by a log-likelihood ratio (LLR) value via maximum a posteriori (MAP)
algorithm, whose complexity increases exponentially with the number of transmit
antennas and the constellation size. In [27], a modiﬁed sphere decoding algorithm
referred to as list sphere decoding (LSD) was given. By resorting to a list of lattice
points within a certain sphere radius, it achieves an approximation of the MAP per-
formance while maintaining affordable complexity. However, the exponentially in-
creased complexity is always a big problem in LSD especially for high-dimensional
systems.
Based on LSD, a number of approaches resorting to lattice reduction were pro-
posed to further reduce the complexity burden or improve the performance [22, 23,
25, 72, 73]. Unfortunately, none of them gives the explicit size of the sphere radius
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when the decoder approaches near-MAP performance, making it still an open ques-
tion. In [74], a LSD-based probabilistic tree pruning algorithm was proposed with
a lower bound constraint of the sphere radius. However, to ﬁx that initial sphere ra-
dius, sphere decoding is still required as a preprocessing stage making it impractical
in high dimensions.
In this chapter, we ﬁrstly introduce the derandomized sampling algorithm into
the soft-output decoding in MIMO-BICM systems. Since the randomization dur-
ing the samplings is removed, it operates as an approximation scheme like LSD but
generates the candidate list by sampling, which is more efﬁcient and easier to imple-
ment. Although samplings are performed over the entire lattice, lattice points with
large sampling probabilities are quite likely to be sampled, which means the ﬁnal
candidate list tends to be comprised of a number of lattice points around the closest
lattice point. The upper bound of the sphere radius R in LSD is also derived. Then
based on the derandomized sampling algorithm, the trade-off between performance
and complexity in soft-output decoding is established by adjusting the sample size
K.
4.2 Upper Bound on the Sphere Radius R in LSD
As an important decoding scheme in soft-output decoding , LSD suffers a lot from a
high complexity cost due to the application of sphere decoding. In particular, unlike
ﬁnding the closest lattice point in lattice decoding, sphere decoding in LSD tries to
enumerate all the lattice points within a constant sphere radiusR. Additionally, since
the selection of the sphere radius R has a signiﬁcant impact on the performance of
LSD, there is still an open question about the upper bound of R when LSD achieves
near-MAP performance. In what follows, we try to give an upper bound of R in
LSD.
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Given y ∈ Rn, we deﬁne a function f : Rn → R over the n-dimensional lattice
L(B) as
fL(B)(y) =
∑
v∈L(B) exp(−π‖y − v‖2)∑
v∈L(B) exp(−π‖v‖2)
, (4.1)
where v ∈ Rn denotes the lattice point of L(B). Thus the LLR in soft-output
decoding shown in (1.26) can be expressed by f -function as
L(bi | y) = log
∑
x:bi=1
exp(−π · 1
2πσ2n
‖ y −Bx ‖2)∑
x:bi=0
exp(−π · 1
2πσ2n
‖ y −Bx ‖2)
= log
∑
x:bi=1
exp(−π· 1
2πσ2n
‖y−Bx‖2)∑
x∈Xn exp(−π· 12πσ2n ‖Bx‖
2)∑
x:bi=0
exp(−π· 1
2πσ2n
‖y−Bx‖2)∑
x∈Xn exp(−π· 12πσ2n ‖Bx‖
2)
, (4.2)
where
∑
x:bi=1 or 0 exp(−π · 12πσ2n ‖ y −Bx ‖
2)∑
x∈Xn exp(−π · 12πσ2n ‖ Bx ‖2)
≤
∑
x∈Xn exp(−π · 12πσ2n ‖ y −Bx ‖
2)∑
x∈Xn exp(−π · 12πσ2n ‖ Bx ‖2)
= fL( 1
σn
√
2π
B)(
1
σn
√
2π
y). (4.3)
Here, the lattice point v in L(B) is expressed byBx, where x ∈ X n is an integer
vector. By invoking the following lemma from [35], we show that the calculation
of the function fL( 1
σn
√
2π
B)(
1
σn
√
2π
y) mainly depends on the points within a sphere
centering at y, which means it is sufﬁciently enough to compute the L-value given
in (4.2) by only relying on a ﬁnite set of points.
Lemma 4.1 ([35]). For any n-dimensional lattice L(B), y ∈ Rn and c > 1√
2π
, one
has ∑
v∈L(B),‖y−v‖>c√n exp(−π‖y − v‖2)∑
v∈L(B) exp(−π‖v‖2)
≤ 2
(
c
√
2πe · e−πc2
)n
= 2−Ω(n). (4.4)
According to Lemma 4.1, we obtain
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fL( 1
σn
√
2π
B)(
1
σn
√
2π
y) =
∑
1
σn
√
2π
v∈L( 1
σn
√
2π
B), 1
σn
√
2π
‖y−v‖≤c√n exp(− πσn√2π‖y − v‖
2)∑
1
σn
√
2π
v∈L( 1
σn
√
2π
B) exp(− πσn√2π‖v‖2)
+
∑
1
σn
√
2π
v∈L( 1
σn
√
2π
B), 1
σn
√
2π
‖y−v‖>c√n exp(− πσn√2π‖y − v‖
2)∑
1
σn
√
2π
v∈L( 1
σn
√
2π
B) exp(− πσn√2π‖v‖2)
≤
∑
1
σn
√
2π
v∈L( 1
σn
√
2π
B), 1
σn
√
2π
‖y−v‖≤c√n exp(− πσn√2π‖y − v‖
2)∑
1
σn
√
2π
v∈L( 1
σn
√
2π
B) exp(− πσn√2π‖v‖2)
+ 2−Ω(n).(4.5)
As to the second term in the RHS of (4.5), it decays exponentially with the di-
mension n. Assume n is sufﬁciently large, then fL( 1
σn
√
2π
B)(
1
σn
√
2π
y) is dominated
by the set of lattice points within a radius
√
n/2π centering at 1
σn
√
2π
y. Therefore,
the corresponding radius bound for function fL( 1
σn
√
2π
B)(
1
σn
√
2π
y) can be calculated
by
1
σn
√
2π
‖y − v‖ ≤
√
n
2π
(4.6)
and we have
‖y − v‖ ≤ √nσn, (4.7)
which means the key of computation of function fL( 1
σn
√
2π
B)(
1
σn
√
2π
y) mainly de-
pends on lattice points within the sphere radius
√
nσn centered at y, denoted by set
S . In this way, the key of solving the L-value computation shown in (4.2) can be in-
terpreted to mainly depend on lattice points within the sphere radius
√
nσn centered
at y. Therefore, with the sphere radius R =
√
nσn, LSD is capable of achieving
MAP performance within a negligible loss by only exploiting lattice points in the set
S
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S  {x ∈ X n : ‖y −Bx‖2 ≤ nσ2n}, (4.8)
and the sphere radius R in LSD is upper bounded by
R ≤ √nσn. (4.9)
Note that with the increase of SNR, the radius R shrinks gradually saving a lot of
complexity.
4.3 Derandomized Sampling in Soft-Output Decod-
ing
In this section, we show that derandomized sampling algorithm can be used as an ef-
ﬁcient tool to implement soft-output decoding in MIMO-BICM systems. By generat-
ing a list of lattice points around the ML estimate minx∈Xn‖y−Bx‖, derandomized
sampling algorithm in soft-output decoding actually functions as an approximation
scheme like list LSD in [27].
Given the sphere radiusR, LSD performs sphere decoding to obtain all the lattice
points within R. However, it is known that sphere decoding is impractical due to its
exponentially increasing complexity. Instead of enumerating lattice points within R
by exhaustive search, derandomized sampling algorithm generates lattice points by
sampling from a Gaussian-like distribution, which is more efﬁcient than LSD due to
its polynomial complexity.
As it shown in (2.33), the lower bound of the sampling probability resembles a
Gaussian distribution over the lattice. The closer Bx to y, the larger lower bound.
Therefore, lattice points closer to y are more likely to be sampled due to larger sam-
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pling probability lower bounds. In this way, the derandomized sampling algorithm
could ﬁnd a number of lattice points with small values of ‖y − Bx‖ around the
ML estimate. By restricting the original set of sums in (1.26) into a much smaller
one denoted by C, the LLR calculation by derandomized sampling algorithm can be
written as
L(bi|y) ≈ log
∑
x∈C:bi=1 exp (− 12σ2n ‖ y −Bx ‖
2)∑
x∈C:bi=0 exp (− 12σ2n ‖ y −Bx ‖2)
. (4.10)
It is noteworthy that lattice points with sampling probabilities P (x) ≥ 1
2K
will
be deterministically sampled by derandomized sampling algorithm. As shown in
(3.15), this can be interpreted as obtaining all the lattice points inside a sphere of the
radius r where
r = ‖y −Bx‖ ≤ miniri,i ·
√
logρ(2Ke−2n/ρ). (4.11)
To achieve a better upper bound of r, the optimum choice of the parameter ρo in
(3.16) is applied and we have
r ≤
√
2n
ρo
miniri,i. (4.12)
Let C1 denotes the set formed by lattice points within sphere radius r
C1  {x ∈ X n : ‖y −Bx‖ ≤ r}, (4.13)
then set C in (4.10) can be rewritten as
C = C1 ∪ C2, (4.14)
where C2 represents the set of lattice points outside radius r but also sampled by de-
randomized sampling algorithm, and normally |C1| < |C2|. Although lattice points
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within r only constitute a small part in the ﬁnal candidate list of derandomized sam-
pling, it captures the key aspect of the decoding performance and offers a way to
investigate the effect of the sample size K in soft-output decoding.
Based on the upper bound of the sphere radiusR in LSD, derandomized sampling
algorithm can also be applied to implement soft-out decoding through sampling all
the lattice points within R. Hence, according to (4.9), let r =
√
nσn, the deran-
domized sampling algorithm will achieve near-MAP performance even with lattice
points in C1 only. Therefore, we have
√
2n
ρo
miniri,i =
√
nσn (4.15)
and
ρo =
2 min2i ri,i
σ2n
. (4.16)
By substituting (4.16) into (3.16), the corresponding nominal sample size K can
be derived as
K =
1
2
(
2emin2i ri,i
σ2n
)( nσ2n
min2
i
ri,i
)
. (4.17)
Obviously, with the increment of K, more lattice points will be sampled and
the corresponding sphere radius r also increases gradually leading to further perfor-
mance improvement. Note that the total sampling probability shown in (3.27) could
also be used to reveal this ﬂexible trade-off. As for achieving near-MAP perfor-
mance, we emphasize that the required nominal sample size K of the derandomized
sampling algorithm is signiﬁcantly less than the value shown in (4.17). The reasons
are two-fold: the derivation is based on a loose upper bound of r shown in (4.11),
and the contribution of set C2 which also contains sampled lattice points is not con-
sidered. Nevertheless, it provides a straightforward way of showing the trade-off
in soft-output decoding with respect to K. Actually, with a moderate value of K,
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desirable performance gain in a low complexity burden can be achieved, as will be
shown in simulation results.
4.4 Simulation Results
In this section, performance of sampling algorithms for soft-output decoding in
MIMO-BICM systems are presented. We assume a ﬂat fading environment, the
channel matrix contains uncorrelated complex gaussian fading gains with unit vari-
ance and remains constant over each frame duration.
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Figure 4.1: Frame error rate versus average SNR per bit in the coded 8 × 8 MIMO
BICM-IDD system with a rate-1/2 LDPC code of codeword length 256 using 4-
QAM.
Fig. 4.1 shows the frame error rate for a coded 8 × 8 MIMO BICM-IDD sys-
tem with 4-QAM, using a rate-1/2, irregular (256,128,3) low-density parity-check
(LDPC) code of codeword length 256 (i.e., 128 information bits). Each codeword
spans one channel realization and a random bit interleaver is used. The parity check
matrix is randomly constructed, but cycles of length 4 are eliminated. The maximum
number of decoding iterations for LDPC is set at 50. Clearly, after three iterations be-
tween MIMO detector and SISO decoder in IDD, the proposed derandomized sam-
pling algorithm with K = 15 performs better than FCA, MMSE suppression [75]
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and Embedding list [64], leading to a better soft-output decoding performance. To
achieve a better comparison, performance of both sampling algorithms with K = 15
after one iteration are also given. As expected, derandomized sampling algorith-
m always achieves better FER performance than randomized sampling algorithm
under the same iteration. Note that there is no signiﬁcant performance gain after
more than three iterations in IDD receivers. It is observed that the performance gap
between derandomized sampling algorithm and MAP decreases with the increment
of K and near-MAP performance is achieved by derandomized sampling algorithm
with a moderate size K = 100. By adjusting K, the whole system enjoys a ﬂexible
trade-off between performance and complexity.
4.5 Conclusion
In this chapter, we extended derandomized sampling algorithm into soft-output de-
coding in MIMO-BICM systems. According to the analysis, we demonstrated that
the derandomized sampling algorithm is capable of achieving near-MAP perfor-
mance with a moderate size K, where lattice points around the closest lattice point
are obtained through the derandomized sampling. By varying the nominal sample
size K, derandomized sampling algorithm enjoys a ﬂexible trade-off between per-
formance and complexity in soft-output decoding.
CHAPTER 5
Gibbs Sampling Algorithms for
Lattice Gaussian Distribution
5.1 Introduction
As lattice Gaussian distribution is emerging as a common theme in various areas
like decoding, coding and cryptography, efﬁcient sampling algorithms for the lattice
Gaussian distribution as well as a good understanding on how the complexity de-
pends on the standard deviation becomes an important issue. However, in contrast to
sampling from the continuous Gaussian distribution, it is not at all straightforward
to sample from a discrete Gaussian distribution over a lattice especially in high di-
mensions. At present, the default sampling algorithm for lattices is due to Klein,
originally proposed for BDD [33] (see also [76, 77] for variations and [1] for an al-
gorithm for lattices of Construction A). It was shown in [34] that Klein’s algorithm
samples within a negligible statistical distance from the lattice Gaussian distribution
only if the standard deviation σ satisﬁes
σ ≥ ω(
√
log n) · max1≤i≤n‖b̂i‖, (5.1)
where n is the lattice dimension and b̂i’s are the Gram-Schmidt vectors of the lattice
basis. Unfortunately, such a requirement of σ can be excessive, rendering Klein’s
algorithm inapplicable to many related cases of interest.
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Markov chain Monte Carlo (MCMC) methods such as Metropolis-Hastings (MH)
sampling and Gibbs sampling attempt to sample from the target distribution of in-
terest by constructing a Markov chain, which randomly generates the next sample
conditioned on the previous samples. As the chain moves on, it gradually converges
into the stationary distribution while the quality of the sample improves as a function
of step numbers. The time or steps a Markov chain needs to converge to its station-
ary distribution, known as mixing time of the chain, is measured in terms of the total
variation distance between the distribution at time t and the stationary distribution.
Although the exact convergence rate or mixing time of an MCMC sampler is hard to
derive even for some simple-like problems, MCMC methods are so prevailing in the
past decades by providing an effective way to perform samplings from complicated
distributions which are too hard to sample directly.
As a special case of the Metropolis-Hastings algorithm in MCMC, Gibbs sam-
pling [78] builds a Markov chain by only considering univariate sampling at each
step, which is quite easy to realize in sampling from multivariate distributions. In
this chapter, we introduce MCMC methods into lattice Gaussian sampling, which of-
fers a feasible sampling scheme for the region that Klein’s algorithm can not reach.
In particular, we present a sampling algorithm based on Gibbs sampling, which con-
verges to the target lattice Gaussian distribution for any value of the standard de-
viation σ. To improve the convergence rate, a more efﬁcient algorithm referred to
as Gibbs-Klein sampling is proposed, which samples block by block using Klein’s
algorithm. We show that Gibbs-Klein sampling yields a distribution close to the tar-
get lattice Gaussian, under a less stringent condition than that of the original Klein
algorithm.
In contrast to conventional blocked sampling which is computationally more de-
manding, the proposed algorithm takes advantages of Klein’s algorithm as an inner
building block and performs multivariate sampling within that block. To the best of
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our knowledge, this is the ﬁrst time that MCMC methods are used in lattice Gaussian
distributions. Different from previous works on Gibbs sampling for signal detection
of ﬁnite constellations [79, 80, 81], here we are concerned with countably inﬁnite s-
tate spaces and with simulating Gaussian distributions over a lattice. It is also worth
pointing out that although the underlying Markov chain converges to the stationary
distribution for all values of σ, the convergence is expected to become very slow
when σ becomes small, since for very small σ we would solve the CVP and SVP
with high probability.
5.2 Basics of MCMC Methods
5.2.1 Deﬁnition of MCMC
Let xt denote the value of a random variable at time t, and let the state space Ω refer
to the range of possible x values. The random variable is a Markov process if the
transition probabilities between different values in the state space depend only on
the random variable’s current state, i.e.,
P (xt+1 = sj|x0 = sk, · · · , xt = si) = P (xt+1 = sj|xt = si). (5.2)
Thus for a Markov random variable the only information about the past needed to
predict the future is the current state of the random variable, knowledge of the values
of earlier states do not change the transition probability. A Markov chain refers
to a sequence of random variable (x0, · · · , xn) generated by a Markov process. A
particular chain is deﬁned most critically by its transition probabilities, P (i, j) =
P (i → j), which is the probability that a process at sate space si moves to state sj
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in a single step,
P (i, j) = P (i → j) = P (xt+1 = sj|xt = si). (5.3)
Based on the transition probability P (i, j), the transition probability matrix P is
deﬁned as P (i, j) is just the (i, j)-th entry of P. As the chain progresses, the prob-
ability values get spread out over the possible state space. After a sufﬁcient amount
of time, the Markov chain may reach a stationary distribution π, where the vector
of probabilities of being in any particular given state is independent of the initial
condition by
π = πP. (5.4)
For Markov chains with ﬁnite state space Ω, the conditions for a stationary dis-
tribution are that the chain is irreducible and aperiodic. A Markov chain is said to
be irreducible if all states communicate with each other. Speciﬁcally, one state can
always go from any state to any other state although it may take more than one step.
Likewise, a chain is said to be aperiodic when the chain is not forced into some cycle
of ﬁxed length between certain states.
Theorem 5.1 ([82]). Suppose that the Markov chain with ﬁnite state space Ω is
irreducible and aperiodic with stationary distribution π. Then there exist constants
α ∈ (0, 1) and C > 0 such that
max
x∈Ω
‖P t(x, ·)− π‖TV ≤ Cαt, (5.5)
where ‖ · ‖TV represents the total variation distance and P t(x, ·) denotes the row of
Pt corresponding to initial state of x.
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5.2.2 Properties of Markov Chains
We now give precise descriptions of the properties that are important to Markov
chains. In all these descriptions, the state space of the Markov chain is denoted by Ω
and P is the transition matrix of the Markov chain.
• Irreducible For any two states si, sj ∈ Ω, there exists an integer k such that
P k(si, sj) = P (x
t+k = sj|xt = si) > 0.
• Aperiodic For any two states si, sj ∈ Ω, the chain is not forced into any cycle
with ﬁxed period between them, e.g., gcd{k : P k(si, sj) > 0} = 1, where “gcd"
represents the greatest common divisor.
• Reversible π(si)P (si, sj) = π(sj)P (sj, si) always holds for any two states
si, sj ∈ Ω.
• Positive Recurrent Suppose the chain starts in state si and the random variable
Ti denotes the ﬁrst return time to state si as Ti= inf{k ≥ 1 :xk = si|x0 = si}. For
any state of si, the expectation of Ti is always ﬁnite by E(Ti) < ∞.
Based on above properties, we recall the following lemmas shown in [83] to
illustrate the convergence of the Markov chain with countable state space Ω.
Lemma 5.1 ([83]). An irreducible Markov chain with transition matrixP is positive
recurrent if and only if there exists a probability distribution π on Ω such that π =
πP.
Lemma 5.2 ([83]). Let P be an irreducible and aperiodic transition matrix for a
Markov chain. If the chain is positive recurrent, then there is a unique probability
distribution π on Ω and for all x ∈ Ω,
lim
t→∞
‖P t(x, ·)− π‖TV = 0, (5.6)
where the state space Ω is not necessarily ﬁnite.
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5.3 Gibbs Sampling for Lattice Gaussian
In this section, we introduce the conception of MCMC into lattice Gaussian sampling
for the range of σ where the conventional Klein’s algorithm cannot reach.
The parameter σ is key to the distribution produced by Klein’s algorithm. Klein
suggested σ = mini‖b̂i‖/
√
log n and this was followed/adapted in [39, 40]. In
this case, Klein’s algorithm only yields a distribution that is lower-bounded by the
Gaussian distribution. On the other hand, it was demonstrated in [34] that Klein’s
algorithm actually samples from DΛ,σ,c within a negligible statistical distance if
σ ≥ ω(
√
log n) · max1≤i≤n‖b̂i‖. (5.7)
However, sampling algorithms for lattice Gaussian distributions in the range σ <
ω(
√
log n) · maxi‖b̂i‖ are still lacking .
On the MCMC front, lattice Gaussian distribution DΛ,σ,c with σ < ω(
√
log n) ·
maxi‖b̂i‖ can be viewed as a complex target distribution lacking of direct sampling
methods. MCMC makes use of the conditional distribution as a tractable alternative
to work with. Here we apply the Gibbs algorithm to sample from the original joint
distribution DΛ,σ,c.
The key of Gibbs sampler is that it employs univariate conditional distribu-
tions to construct the Markov chain [78], where all other variables in the distri-
bution are keeping unchanged in each step, e.g., xi ∼ π(xt+1i |xt[−i]) where xt[−i] 
[xt1, . . . , x
t
i−1, x
t
i+1, . . . , x
t
n]
T . In this way, people sample n random variables from
the corresponding n univariate conditionals in a certain order instead of directly gen-
erating an n-dimensional vector. Samples drawn from the target joint distribution
will be generated when the Markov chain reaches the stationary distribution.
Speciﬁcally, in Gibbs sampling, each coordinate of x in DΛ,σ,c is sampled from
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the following 1-dimensional conditional distribution
P (xt+1i |xt[−i]) =
e−
1
2σ2
‖Bxt+1−c‖2∑
xt+1i ∈Z e
− 1
2σ2
‖Bxt+1−c‖2 , (5.8)
where xt[−i]  [xt1, . . . , xti−1, xti+1, . . . , xtn]T , 1 ≤ i ≤ n denotes the coordinate
index of x and t is the time index of the Markov chain. It is noteworthy that there
are many scan schemes in Gibbs sampling and we apply the basic random-scan here,
which means the index i is randomly chosen according to a given probability vector
β = [β1, . . . , βn] at each step. The extension to other scan strategies based on it is
possible [78].
By repeating such a procedure, an underlying Markov chain is induced with
xt+1 = [xt1, . . . , x
t
i−1, x
t+1
i , x
t
i+1, . . . , x
t
n]
T , whose transition probability between t-
wo adjacent states is deﬁned by the univariate Gibbs sampler,
P (xt,xt+1) = P (xt+1i |xt[−i]). (5.9)
Clearly, every two adjacent states of x differ from each other by only one coordinate
and it is easy to check that DΛ,σ,c stays invariant under such transitions. Algorithm
5.1 gives the operation of Gibbs sampling for lattice Gaussian distributions. The
initial random variable x0 can be chosen from Zn arbitrarily or from the output of a
suboptimal decoding algorithm, while the time bound T is large enough to reach the
stationary distribution DΛ,σ,c.
As for the preassigned probability vector β, [78] showed that a suitable probabil-
ity allocation scenario of β is beneﬁcial for the convergence performance of Markov
chains. In particular, people should assign a large βi for the component who is high-
ly related with others. For components that are much more independent, a slightly
small chance to get updated is also workable. Here, for simplicity, we choose the
uniform distribution as the preassigned probability vector by β = [ 1
n
, . . . , 1
n
]. Nev-
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ertheless, a good design of β according to the correlations between components is
still worthy to try in the future work, where the correlation here means both non-
orthogonality and statistical dependance.
Table 5.1: Pseudocode of Gibbs Algorithm for Lattice Gaussian Sampling
Algorithm Gibbs sampling for lattice Gaussian
Input: B, σ, c,x0
Output: x ∼ DΛ,σ,c as T → ∞
1: for t =1, . . . , T do
2: randomly choose coordinate index i from [ 1
n
, . . . , 1
n
]
3: sample xi from P (xti|xt−1[−i])
4: update xt = [xt−11 , . . . , x
t−1
i−1, xi, x
t−1
i+1, . . . , x
t−1
n ]
T
5: if Markov chain goes steady then
6: output Bxt
7: end if
8: end for
With the transition probabilities (5.9), we may form the inﬁnite transition matrix
P, whose (i, j)-th entry P (si, sj) represents the probability of transferring to state
sj from the previous state si. Denote by Pt the transition matrix after t steps.
Theorem 5.2. Given the invariant distribution DΛ,σ,c, the Markov chain induced by
the Gibbs sampler is ergodic as
lim
t→∞
‖P t(x, ·)−DΛ,σ,c‖TV = 0, (5.10)
for all states x ∈ Zn, where P t(x, ·) denotes the row of Pt corresponding to initial
state x and ‖ · ‖TV represents the total variation distance.
Proof. It is easy to verify that the Markov chain formed by Gibbs sampler is irre-
ducible and aperiodic. Meanwhile, based on the transition matrix shown in (5.9) and
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the invariant distribution DΛ,σ,c, the chain is reversible by satisfying
DΛ,σ,c(si)P (si, sj) = DΛ,σ,c(sj)P (sj, si) (5.11)
with the same expression
e−
1
2σ2
‖Bsi−c‖2∑
x∈Zn e
− 1
2σ2
‖Bx−c‖2 ·
e−
1
2σ2
‖Bsj−c‖2∑
xt+1i ∈Z e
− 1
2σ2
‖Bxt+1−c‖2 , (5.12)
where si and sj only differ at one component of x denoted by xi.
Since the chain is reversible, by ﬁxing a state sj and summing over all si, we can
derive that
∑
i
DΛ,σ,c(si)P (si, sj) =
∑
i
DΛ,σ,c(sj)P (sj, si)
= DΛ,σ,c(sj)
∑
i
P (sj, si)
= DΛ,σ,c(sj), (5.13)
namely, DΛ,σ,c=DΛ,σ,cP . Therefore, the Markov chain is positive recurrent accord-
ing to Lemma 5.1 and Theorem 5.2 is a direct consequence of Lemma 5.2, complet-
ing the proof.
Obviously, reversibility is the key for inﬁnite states Markov chains to appear
ergodic. Besides the basic random-scan scheme we applied here, another reversible
scan scheme named as reversible sequential Gibbs sampling (RSGS) was also shown
in [84], which performs one forward update in a sequential order from 1 to n immedi-
ately followed by one backward update with the sequential order n, . . . , 1. Although
samplings in a single sequential order known as systematic-scan scheme does not
satisfy the requirement of reversibility, it still plays an important role in ﬁnite states
Markov chains. In fact, the way systematic-scan scheme functions is similar with
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Klein’s algorithm, where they both generate samples after a full sequence update.
According to Theorem 5.2, if time permits to reach the stationary distribution,
the proposed Gibbs sampler will draw samples from DΛ,σ,c no matter what value σ
takes, which means the obstacle encountered by Klein’s algorithm is overcome.
5.4 Gibbs-Klein Sampling for Lattice Gaussian
5.4.1 Algorithm Description
Although the afore-mentioned MCMC samplers will converge to the stationary dis-
tribution eventually, the way they operate by individually sampling only one com-
ponent each time naturally leads to slow convergence. Especially, when multiple
components are highly correlated with each other, the Markov chain induced by u-
nivariate sampling can be trapped for a long time. To this end, an area of much
current research is to perform the conditional sampling over multiple components
rather than univariate sampling, which is referred to as block or group technique
[84, 85, 86, 87]. In contrast to the conventional blocked sampling which is computa-
tionally more demanding, a block scheme who takes advantages of Klein’s technique
as an inner building block to perform the sampling is proposed in the sequel.
The idea of blocked sampling is to sample a block of components of x at each
step [84]. Intuitively, this will lead to a faster convergence rate, which is already
shown in [78]. Insight into the behaviour of the univariate sampling, by sampling
multiple components together, the slow, componentwise moves may be replaced by
fast moves incorporating the information about dependence between components.
These moves are still dictated by the joint full conditional for the block of param-
eters considered, which takes the correlation structure into account. As the size of
the block increases, convergence also improves gradually since larger blocks allow
moves in more general directions, which could be very beneﬁcial computational-
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Figure 5.1: Illustration of standard Gibbs sampling and Gibbs-Klein sampling in a
4-dimensional system with block size m = 2. Components within the dashed block
are sampled as a whole by Gibbs-Klein sampling.
ly especially when there is a high correlation between components. Moreover, if
all the components forming a single block could be sampled directly, there would
be no need for MCMC sampling. In this regard, block technique is worth trying
for sampling decoding to enhance its performance. However, traditional exhausting
sampling over a block is generally more costly than the slow componentwise sam-
pling while efﬁcient and ﬂexible block sampling method is still lacking. Because of
this, we now propose to use Klein’s algorithm for block sampling; this leads to the
Gibbs-Klein.
Unlike Gibbs sampling, the proposed Gibbs-Klein sampling randomly picks up
m components of x to update within one Markov step. For notational simplicity,
we here apply a permutation matrix E to give a clear expression because the m
random chosen components of x may not be consecutive. Speciﬁcally, after the
linear transformation z = E−1x and B˜ = BE, we assume them random chosen xi’s
are converted into the ﬁrst m components of z. Therefore, sampling over multiple
components of x just corresponds to performing the block sampling over zblock =
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[z1, . . . , zm]
T and we have
P (xt+1m |xt[−m]) = P (zt+1block|zt[−block]), (5.14)
where xm denotes the m random chosen variables of x, z[−block] = [zm+1, . . . , zn]T
and z = [zblock; z[−block]]. As the multiple variate needed to be sampled, xm is re-
Table 5.2: Pseudocode of Gibbs-Klein Algorithm for Lattice Gaussian Sampling
Algorithm Gibbs-Klein sampling for lattice Gaussian
Input: B, σ, c,m,x0
Output: x from a distribution close to DΛ,σ,c as T → ∞
1: for t =1, . . . , T do
2: generate the permutation matrix E
3: let B˜ = BE and z = E−1x
4: for i = m, . . . , 1 do
5: sample zti from P (z
t
i |zt−1[−i]) in (5.15)
6: update the coordinate i in zt−1[−(i−1)] by z
t
i
7: end for
8: output ztblock = [z
t
1, . . . , z
t
m]
9: return xt = Ezt where zt = [ztblock; z
t−1
[−block]]
T
10: if Markov chain goes steady then
11: output Bxt
12: end if
13: end for
freshed as 0m at the beginning of each step while the other n − m components
xt[−m] are leaving unchanged with their corresponding values from x
t. Next, with
zblock = 0m by z = E−1x, zt+1i in the block is then sampled from the following 1
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dimension conditional distribution with a backward order from zm to z1:
P (zt+1i |zt[−i]) =
e−
1
2σ2
‖B˜zt+1−c‖2∑
zt+1i ∈Z e
− 1
2σ2
‖B˜zt+1−c‖2
. (5.15)
Note that every time zt+1i is sampled, its value in z
t
[−i] is immediately updated for
the next sampling. After the sampling for zt+11 is ﬁnished, z
t+1 with multiple updates
zt+1block = [z
t+1
1 , . . . , z
t+1
m ]
T is outputted and the desired sample xt+1 can be attained
through the linear transformation x = Ez. Compared to Gibbs sampler, Gibbs-
Klein initializes the multiple components as 0m and carries m times 1-dimensional
conditional sampling in one Markov move. Algorithm 5.2 gives the proposed Gibbs-
Klein sampling and extensions to other scan strategies like RSGS in a block way
is also possible. Obviously, the application of the permutation matrix E can be
removed without affecting the system performance.
5.4.2 Analysis of Gibbs-Klein Sampling
Now, we show that the proposed Gibbs-Klein sampling algorithm would induce a
reversible block Markov chain within a negligible error. Meanwhile, the relationship
between the block size m and the standard deviation ρ is also revealed.
From (5.15), after QR-decomposition B˜ = QR and calculating c′ = QTc, the
1-dimensional conditional probability P (zt+1i |zt[−i]) can be written as 1 dimension
lattice Gaussian distribution as follows
P (zt+1i |zt[−i]) = DZ,αi,z˜ti (zt+1i ), (5.16)
where αi = σ|ri,i| and z˜
t
i =
c′i−
∑m
j=i+1 ri,jz
t+1
j −
∑n
j′=m+1 ri,j′z
t
j′
ri,i
. Therefore, by induction,
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the sampling probability of xt+1m conditioned on x
t
[−m] is given by
P (zt+1block|zt[−block]) =
m∏
i=1
DZ,αm+1−i,z˜tm+1−i(z
t+1
m+1−i). (5.17)
The following lemma gives a closed-form expression of this conditional proba-
bility within a negligible error and the proof follows [34].
Lemma 5.3. For a given invariant distribution DΛ,σ,c, the underlying transition
probability P (xt+1m |xt[−m]) of Gibbs-Klein algorithm is within negligible statistical
distance of the following distribution
D′ =
e−
1
2σ2
‖Bxt+1−c‖2∑
xt+1m ∈Zm e
− 1
2σ2
‖Bxt+1−c‖2 (5.18)
if σ≥ω(√logm)·max1≤i≤m‖̂˜bi‖.
Proof. According to (5.17), we have
P (zt+1block|zt[−block]) =
m∏
i=1
DZ,αm+1−i,z˜tm+1−i(z
t+1
m+1−i)
=
e−
1
2σ2
∑m
i=1(cm+1−i−
∑m
j=m+1−i rm+1−i,jz
t+1
j )
2
∏m
i=1
∑
zt+1m+1−i∈Z e
− 1
2σ2
(cm+1−i−
∑m
j=m+1−i rm+1−i,jz
t+1
j )
2
=
e−
1
2σ2
‖c−rzt+1block‖2∏m
i=1
∑
zt+1m+1−i∈Ze
− 1
2σ2
(rm+1−i,m+1−izt+1m+1−i−cm+1−i+
∑m
j=m+2−irm+1−i,jz
t+1
j )2
=
ρL(r),σ,c(zt+1block)∏m
i=1 ρσ(rm+1−i,m+1−iZ+ ξ)
, (5.19)
where ci = c′i −
∑n
j′=m+1 ri,j′z
t
j
′ , c = [c1, . . . , cm]T , ξ =
∑m
j=m+2−i rm+1−i,jz
t+1
j −
cm−i+i and r is the m ×m segment of R with r1,1 to rm,m in the diagonal. Clearly,
the effect of the subvector zt[−block] is hidden in ci. In [88], it has been demonstrated
that if σ > ηε(L(r)), then
∏m
i=1 ρσ(ri,iZ+ ξ)∏m
i=1 ρσ(ri,iZ)
∈
((
1− ε
1 + ε
)m
, 1
]
(5.20)
5.4. Gibbs-Klein Sampling for Lattice Gaussian 98
which means
∏m
i=1 ρσ(ri,iZ + ξ) can be substituted by
∏m
i=1 ρσ(ri,iZ) within statis-
tically negligible errors when ε is sufﬁciently small.
As shown in [34], ηε(Λ)with negligible ε is upper bounded as ηε(Λ) ≤ ω(
√
log n)·
max1≤i≤n‖b̂i‖. Therefore, let σ ≥ ω(
√
log m) · max1≤i≤m‖ri,i‖, then P (zt+1block |
zt[−block]) shown in (5.19) can be rewritten as
P (zt+1block|zt[−block]) 
ρL(r),σ,c(zt+1block)∏m
i=1 ρσ(ri,iZ)
, (5.21)
where “" represents equality up to a negligible error. Because the denominator is
independent of zt+1block, z
t
[−block] and c, it can be interpreted as a constant and the output
has a lattice Gaussian distribution DL(r),σ,c(zt+1block). Furthermore, if the subvector
z[−block] hidden in c is relaxed, it is easy to verify that
DL(r),σ,c(zt+1block) =
e−
1
2σ2
‖B˜zt+1−c‖2∑
zt+1block∈Zm e
− 1
2σ2
‖B˜zt+1−c‖2
=
e−
1
2σ2
‖Bxt+1−c‖2∑
xt+1m ∈Zm e
− 1
2σ2
‖Bxt+1−c‖2 , (5.22)
completing the proof.
Remark 5.1. Suppose σ ≥ ω(√logm) · max1≤i≤m ‖̂˜bi‖ at each step, then the
Markov chain induced by the Gibbs-Klein sampler is close to an ergodic Markov
chain.
Proof. Let si and sj be two adjacent states in Gibbs-Klein sampling. For block size
m, every two adjacent states in Gibbs-Klein sampling differ from each other by at
most m components. For convenience, we express them as
si = [xm(i),x[−m(i)]] and sj = [xm(j),x[−m(j)]], (5.23)
where xm(i) and xm(j) denote them components belonging to si and sj , respectively.
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Then, the transition probability of Gibbs-Klein sampling is
P (si, sj) = P (x
t+1 = sj|xt = si)
= P (xtm(i) → xt+1m(j)|xt[−m])
(a)
= P (xt+1m(j)|xt[−m])
(b) e
− 1
2σ2
‖Bsj−c‖2∑
xt+1m ∈Zm e
− 1
2σ2
‖Bxt+1−c‖2 (5.24)
= P ′(si, sj), (5.25)
where (a) is due to the fact that xt+1m is sampled only conditioned on x
t
[−m] and (b)
means the underlying transition probability of P (si, sj) is within negligible statisti-
cal distance of the distribution at RHS of (5.24).
It is easy to verify that the Markov chain with the transition probability
P ′(si, sj) =
e−
1
2σ2
‖Bsj−c‖2∑
xt+1m ∈Zm e
− 1
2σ2
‖Bxt+1−c‖2 (5.26)
is irreducible, aperiodic and reversible, thus converging to the stationary distribution
in the total variation distance as t → ∞. According to Lemma 5.3, the transition
probability of Gibbs-Klein sampler P (si, sj) is close to P ′(si, sj) within negligible
statistical distance, which means the Markov chain induced by Gibbs-Klein sampler
is close to an ergodic Markov chain by converging into the stationary distribution
gradually.
Compared to Gibbs sampling, the slow componentwise moves are replaced by
fast block moves in Gibbs-Klein sampling, which incorporates the correlation struc-
ture between variables. With the increase of block size m, the convergence rate
of the Markov chain accelerates gradually until the mixing time ﬁnally vanishes
when m = n. Actually, this is what Klein’s algorithm does when σ ≥ ω(√log n) ·
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max1≤i≤n‖b̂i‖.
The advantages of Gibbs-Klein sampling are two-fold: it is more efﬁcient to
sample multiple variate in a block, improving the convergence rate; on the other
hand, it overcomes the limitation of Klein’s sampling which requires large values of
σ and extends lattice Gaussian sampling to the more general case.
5.5 Simulation Results
In this section, the performances of various sampling schemes are exempliﬁed in
the context of MIMO decoding. Speciﬁcally, we examine the decoding error prob-
abilities to assess the convergence rates. Although such kind of comparison by us-
ing decoding performance is not that rigorous, it still could reveal the convergence
performance especially when the mixing time for Gibbs sampling is unknown. Be-
cause MCMC methods could approximate the target lattice Gaussian distribution
gradually, it means MCMC methods are capable to solve the CVP problem. As for
comparison, the better convergence performance of a Markov chain, the closer of its
distribution to the target distribution, which means a larger probability to encounter
the closest point. Therefore, by sampling fromDΛ,σ,c, the closest lattice point will be
returned with the highest probability, which implies an effective approach to lattice
decoding. Meanwhile, sampling algorithms resorted to MCMC methods have also
drawn a lot of attentions in MIMO detections [79, 81, 80, 89, 90].
Klein chose σ = min1≤i≤n‖b̂i‖/
√
log n and derived polynomial complexity
O(n‖Bx−c‖
2/mini‖b̂i‖2) for his algorithm to ﬁnd the closest lattice point when it is not
far from c [33]. His derivation is essentially based on the assumption of a Gaussian
distribution. However, we now know this choice of σ does not satisfy the smoothing
condition and thus his sampler does not really produce Gaussian samples [34].
Here, we follow Klein’s choice of σ and apply the proposed Gibbs and Gibbs-
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Figure 5.2: Bit error rate versus the number of iterations for the uncoded 4×4MIMO
system using 16-QAM.
Klein samplers to produce Gaussian samples from the lattice. For a fair comparison,
when the block size is m, we run block sampling for n/m times, and count this
as a full iteration. This corresponds to one run of Klein’s original algorithm which
samples n components. As shown in Fig. 5.2, the decoding performance of all the
sampling schemes improve with the number of iterations. With the same number of
iterations (hence the same complexity), the decoding performance improves with the
block size, which implies a faster convergence rate.
5.6 Conclusions
In this chapter, we introduced MCMC methods into lattice Gaussian distributions to
address its sampling issues, where the way to sample from lattice Gaussian distri-
butions for σ < ω(
√
log n) · max1≤i≤n‖b̂i‖ has been lacking for a long time. By
establishing a reversible Markov chain through Gibbs sampling, samples from lat-
tice Gaussian distributions can be attained when the Markov chain steps into the
stationary distribution. Then, a multivariate sampling algorithm named as Gibbs-
Klein sampling was proposed by performing samplings over a block instead of a
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single variable. According to the analysis, a reversible Markov chain induced by
Gibbs-Klein sampler can be achieved within statistically negligible errors, which of-
fers great ﬂexibility in lattice Gaussian sampling by adjusting the block sizem based
on the given value of the standard deviation σ.
CHAPTER 6
Metropolis-Hastings Sampling
Algorithms for Lattice Gaussian
Distribution
6.1 Introduction
As the foremost sampling scheme in MCMC, Metropolis-Hastings (MH) sampling
algorithm [91] offers a way to assign the transition probability of any Markov chain
so that it will converge to the target distribution. In particular, it makes use of a
proposal density which is set initially to suggest a possible move and then employs
an acceptance-rejection rule to make the decision about whether accept that potential
move or not [92].
In this chapter, based on MH algorithm, our technical contribution can be sum-
marized in three points. First of all, to further improve the convergence efﬁciency
of the Markov chains for lattice Gaussian sampling, an MH-based multivariate sam-
pling algorithm is proposed by exploiting the characteristic proposal density of the
MH sampling. As a mixed version of the conventional MH sampling and Gibbs-
Klein sampling, the proposed multivariate MH sampling algorithm not only induces
the conception of the acceptance-rejection rule originating from MH algorithm, but
also follows the way of Gibbs-Klein sampler by sampling from a conditional mul-
tivariate distribution, thus leading to a better convergence efﬁciency than that of
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Gibbs-Klein sampling.
Then, we also try to make use of the Gaussian-like distribution produced by K-
lein’s algorithm as a symmetrical proposal density q(x,y) to perform the MH sam-
pling, where the next Markov state is generated based on the current state. After
that, an MCMC algorithm referred to as the independent Metropolis-Hastings-Klein
(MHK) algorithm is proposed for lattice Gaussian sampling, which also overcomes
the restriction on the standard deviation σ confronted by the Klein algorithm. It
is proven that the Markov chain arising from the proposed MHK algorithm is uni-
formly ergodic, namely, it converges to the stationary distribution exponentially fast.
Moreover, the rate of convergence is explicitly calculated in terms of the theta series,
making it possible to predict the mixing time of the underlying Markov chain.
6.1.1 Metropolis-Hastings Sampling
In [93], the original Metropolis algorithm was extended to a general scheme known
as the Metropolis-Hastings algorithm. Let us consider a target invariant distribution
π together with a candidate proposal distribution q(x, y). Given the current state x
of the Markov chain, a state candidate y for the next Markov move is generated from
the proposal distribution q(x, ·). Then the acceptance ratio α is computed by
α(x, y) = min
{
1,
π(y)q(y, x)
π(x)q(x, y)
}
, (6.1)
and y will be accepted as the new state of the Markov chain with probability α.
Otherwise, x will be retained with probability 1 − α. In this way, a Markov chain
{X0, X1, . . .} is established with the transition probability P (x, y) as follows:
P (x, y) =
⎧⎪⎪⎨⎪⎪⎩
q(x, y)α(x, y) if y = x,
1−∑z =x q(x, z)α(x, z) if y = x. (6.2)
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Note that the proposal density q(x, y) can be any ﬁxed density from which we
can easily draw samples and many corresponding variations of MH sampling are
therefore proposed. For example, the original Metropolis algorithm is based on a
symmetric proposal distribution q(x, y) = q(y, x), where q(x, y) is normally set as
a Gaussian distribution center at y. In this condition, the corresponding acceptance
quantity becomes
α = min
{
1,
π(y)
π(x)
}
. (6.3)
Other modiﬁcation about the conﬁguration of q(x, y) can also be achieved by letting
q(x, y) = q(y) for independent Metropolis and q(x, y) = q(x− y) for random walk
Metropolis etc.
As for multi-dimensional target distributions, MH sampling involves choosing a
new multivariate sample point from it. However, as the dimension goes up, ﬁnding a
suitable proposal distribution q(x,y) could be difﬁcult because the different individ-
ual dimensions behave in very different ways. Meanwhile, the jumping width must
be “just right” for all dimensions at once to avoid excessively slow mixing. In such
cases, an alternative approach known as Gibbs sampling was introduced by choosing
a new sample for each dimension separately from the others, rather than choosing a
sample for all dimensions at once, namely,
π(y)q(y,x)
π(x)q(x,y)
=
π(yi|y[−i])π(y[−i])π(xi|y[−i])
π(xi|x[−i])π(x[−i])π(yi|x[−i]) = 1, (6.4)
which means the replacement probability α = 1.
Compared to MH algorithm, there is no need to specify a proposal density in
Gibbs sampler. It is also easy to verify that the new candidate of the univariate xi
contained in x is always accepted by α = 1. However, the problem of Gibbs sam-
pling is that the Markov chain could be trapped for a long time due to the univariate
sampling. Especially when components of x are strongly correlated with each other,
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the whole sampler may suffer a lot.
6.2 Metropolis-HastingsMultivariate Sampling for Lat-
tice Gaussian
6.2.1 Algorithm Description
We now introduce the MH multivariate sampling for lattice Gaussian, which re-
sorts to the MH algorithm to improve the convergence performance of the Markov
chain [94]. According to the demonstration, the proposed MH multivariate sampling
is substantially more efﬁcient than Gibbs-Klein sampling by convergence, which
means a better choice in tackling with the lattice Gaussian sampling.
As a special case of MH sampler, Gibbs sampler is mainly used as an alternative
way to tackle with high dimension problems through the univariate sampling. In the
last chapter, Klein’s algorithm was introduced into Gibbs sampling to perform the
multivariate sampling to enhance the convergence performance. Now, we introduce
such multivariate sampling by Klein’s technique into the traditional MH sampler to
further exploit its potential. On the other hand, different from Gibbs sampler who
accepts the new sample element determinately, uncertainty for the sample chosen is
retained in an Metropolis way. In particular, the proposed sampling algorithm can
be summarised as the following two main procedures.
• Sample from the multivariate proposal density Here, for simplicity, the ran-
dom scan scheme for the multivariate sampling by randomly selecting a block of
components to operate is still taken. Here, we omit the procedure to make the select-
ed components in a sequential order by linear transformation z = E−1x, but use the
subvector xm to denote the multiple components of x for the sake of convenience
(see more details about this operation from Gibbs-Klein algorithm). Therefore, in
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lattice decoding, the corresponding proposal density of the MH multivariate sam-
pling is deﬁned as
q(xt,xt+1)=q(xt+1m =x
∗
m|xt[−m])=
DΛ,σ,c(x
∗
m|xt[−m])
1−DΛ,σ,c(xtm|xt[−m])
, (6.5)
which is based on the m-dimensional conditional distribution. Note that x∗m denote
the candidate for xt+1m but the current value of x
t
m is clearly eliminated from that
sampling candidate list. By doing this, at each step of the Markov chain, a candi-
date value xt+1m different from that of x
t
m is ﬁrstly generated for x
t+1
m as a possible
move. Meanwhile, the multivariate sampling over the m-dimensional conditional
distributions DΛ,σ,c(x∗m|xt[−m]) and DΛ,σ,c(xtm|xt[−m]) can be performed by Klein’s
sampling, which has been demonstrated in Lemma 5.3.
• Make the acceptance decision based on α Next, the acceptance quantity α is
calculated to decide whether accept x∗m or not. Different from Gibbs-Klein sam-
pling who always accepts the new sampling candidate determinately, uncertainty
for the sample acceptance in the proposed sampling algorithm is still retained in an
Metropolis way [94]. Therefore, according to (6.1), we have
α = min
{
1,
1−DΛ,σ,c(xtm|xt[−m])
1−DΛ,σ,c(x∗m|xt[−m])
}
, (6.6)
implying that x∗m will be accepted as x
t+1
m = x
∗
m with probability α. On the other
hand, it also means the value of xtm will be retained by x
t+1
m with probability 1− α.
To conclude, the proposed multivariate MH sampling for lattice sampling is pre-
sented in Algorithm 6.1. As a mixed version of the MH sampling and Gibbs-Klein
sampling, it not only induces the conception of acceptance-rejection rule originating
from MH algorithm, but also follows the way of Gibbs-Klein technique by sampling
from a multivariate conditional distribution.
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Table 6.1: Pseudocode of the multivariate MH Algorithm for Lattice Gaussian Sam-
pling
Algorithm Multivariate Metropolis-Hastings sampling for lattice Gaussian
Input: B, σ, c,x0
Output: x ∼ DΛ,σ,c as T → ∞
1: for t =1, . . . , T do
2: randomly choose m components from x, denoted by xtm
3: generate a sample x∗m from q(x
t
m|xt−1[−m])
4: calculate the acceptance quantity α shown in (6.19)
5: generate a sample u ∼ U [0, 1]
6: if u ≤ α then
7: let xm = x∗m
8: else
9: xm = xt−1m
10: end if
11: update xt with xm and xt−1[−m]
12: if Markov chain goes steady then
13: output Bxt
14: end if
15: end for
6.2.2 Convergence Analysis
In general, the time that a Markov chain needs to converge to its stationary distribu-
tion, known as mixing time of the chain, is measured in terms of the total variation
distance between the underlying distribution and the target stationary distribution.
tmix(ε) = min{t : max‖P t(x, ·)− π(·)‖TV ≤ ε}. (6.7)
Although the exact mixing time or convergence rate of any MCMC sampler is d-
ifﬁcult even for some simple-like problems, we still could ﬁnd some clues to perform
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the convergence comparison.
Theorem 6.1. Given the invariant distribution DΛ,σ,c, the Markov chain induced
by the multivariate Metropolis-Hastings sampler is statistically more efﬁcient than
that of the Gibbs-Klein sampler under the same block size m for the multivariate
sampling.
Proof. Let us focus on all the nonzero off-diagonal elements of the transition matrix
P in both samplers to perform the convergence comparison. First of all, the nonzero
off-diagonal elements of the transition matrix in multivariate Metropolis-Hastings
sampling can be derived as
PMH(x
t,xt+1) = T (xt,xt+1) · α
=min
{
DΛ,σ,c(x
∗
m|xt[−m])
1−DΛ,σ,c(xtm|xt[−m])
,
DΛ,σ,c(x
∗
m|xt[−m])
1−DΛ,σ,c(x∗m|xt[−m])
}
, (6.8)
where x∗m is sampled as a candidate for x
t+1
m and can not be the same value as x
t
m.
On the other hand, the nonzero off-diagonal elements of the transition matrix in
Gibbs-Klein sampling just follows (5.9), which is
PGK(x
t,xt+1) = DΛ,σ,c(x
∗
m|xt[−m]). (6.9)
Apparently, given the same invariant distribution DΛ,σ,c, all the off-diagonal ele-
ments in matrix PMH are larger than the corresponding elements in PGK . Based on
this fact, it is easy to verify that the second largest eigenvalue λ2 of PMH is always
smaller than the second largest eigenvalue λ′2 of PGK .
Next, by invoking the following Lemma given in [83], a faster convergence per-
formance can be achieved by multivariate MH sampling due to a smaller upper
bound on the mixing time tmix(ε), where a smaller second largest eigenvalue λ2 in
the transition probability matrix P corresponds to a smaller upper bound on tmix(ε).
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Lemma 6.1 ([83]). LetP be the transition matrix of a reversible, irreducible Markov
chain with state space Ω, and let πmin = minx∈Ωπ(x). Then
tmix(ε) ≤ log
(
1
επmin
)
· 1
γ
, (6.10)
where γ = 1− λ2 is known as the spectral gap of the Markov chain.
Similar to Gibbs-Klein sampling, the proposed multivariate MH sampling also
offers a sampling over ﬂexible multiple components according to the given value of
the σ. Moreover, even for univariate sampling as the block size m = 1, the proposed
MH sampling actually still offers a better convergence performance than the original
Gibbs sampling.
6.3 Metropolis-Klein Sampling for Lattice Gaussian
In multivariate distributions, ﬁnding a suitable proposal density q(x,y) would be
difﬁcult for MCMC samplers especially in high-dimensional models. We now in-
troduce another Metropolis-based sampling algorithm, which takes the distribution
generated by Klein’s algorithm as the proposal density. Since Klein’s algorithm is
capable to give the exact probability from a multi-dimensional Gaussian-like distri-
bution, the proposed sampling algorithm therefore has the ability to tackle with the
multivariate sampling problems, which not only happens in lattice Gaussian sam-
pling, but also appears in other high-dimensional models.
Klein’s sampling algorithm is applied as the proposal density to establish the
sampling relationship between two consecutive states, thus completing the Markov
move by sampling xt+1 based on xt. Speciﬁcally, the sampling procedure of the
proposed sampling algorithm can be summarized as the following steps,
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Table 6.2: Pseudocode of the Metropolis-Klein Algorithm for Lattice Gaussian
Algorithm Metropolis-Klein sampling for lattice Gaussian
Input: B, σ, c,x0
Output: x ∼ DΛ,σ,c as T → ∞
1: for t =1, . . . , T do
2: generate x∗ by Klein’s algorithm with probability shown in (6.11)
3: calculate the acceptance quantity α shown in (6.12)
4: generate a sample u ∼ U [0, 1]
5: if u ≤ α then
6: let x = x∗
7: else
8: x = xt−1
9: end if
10: update xt = x
11: if Markov chain goes steady then
12: output Bxt
13: end if
14: end for
• Generate a sample candidate x∗ for the state xt+1 by using Klein’s algorithm,
where the proposal density q(xt,x∗) is just the target distribution formed by K-
lein’s algorithm In particular, x∗ is sampled based on a Gaussian-like distribution
center at xt and we have
q(xt,x∗) =
e
− 1
2σ2
‖Bxt−Bx∗‖2∏n
i=1 si
. (6.11)
where si =
∞∑
l=−∞
e−ci(x˜i−l)
2 , ci =
r2i,i
2σ2
, where σ is set artiﬁcially at the beginning.
• Calculate the acceptance ratio α It is easy to verify that the proposal sampling
probability shown in (6.11) by Klein’s sampling is symmetrical, namely, q(xt,x∗) =
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q(x∗,xt). Therefore, we have,
α = min
{
1,
π(x∗)
π(xt)
}
= min
{
1,
e−
1
2σ2
‖c−Bx∗‖2
e−
1
2σ2
‖c−Bxt‖2
}
. (6.12)
• Make the acceptance decision based on α Next, the acceptance quantity α is
calculated to decide whether accept xt+1 = x∗ or not.
Proposition 6.1. The Klein-based proposal distribution shown in (6.11), namely,
P (x,y) = e
− 1
2σ2
‖Bx−By‖2∏n
i=1 si
is symmetrical as
P (x,y) = P (y,x), (6.13)
where si =
∞∑
l=−∞
e−ci(x˜i−l)
2 , ci =
r2i,i
2σ2
.
Proof. By inducing QR decomposition, we have
P (x,y) =
e
− 1
2σ2
‖Bx−By‖2∏n
i=1 si
=
e
− 1
2σ2
‖Rx−Ry‖2∏n
i=1 si
, (6.14)
where R is an upper triangular form matrix. Clearly, the key here is to show the
symmetry of the denominator term
∏n
i=1 si. Speciﬁcally, si can be expressed as
si =
∑
x˜i∈Z
e
−ci(yi−x˜i+
n∑
j=i+1
ri,j
ri,i
(yj−xj))2
, (6.15)
which is equivalent to
s′i =
∑
y˜i∈Z
e
−ci(xi−y˜i+
n∑
j=i+1
ri,j
ri,i
(xj−yj))2
(6.16)
because both yi − x˜i and xi − y˜i belong to Z, completing the proof.
Obviously, at each sampling step, the candidate for xt+1 is sampled based on a
Gaussian distribution centered at point made up by xt, which means the required
symmetrical Markov chain in the Metropolis sampling is established.
6.4. Independent MHK Sampling for lattice Gaussian 113
The proposed Metropolis-Klein is very promising, we ﬁrstly perform the Klein
sampling to get the candidate and then calculate α to make the decision. In this way,
sampling can be performed over the multi-dimensional proposal distribution q(x,y)
directly. Meanwhile, according to (6.12), we have
α = min
{
1, e−
1
2σ2
(‖c−Bx∗‖2−‖c−Bxt‖2)
}
. (6.17)
it is quite straightforward to see that if the candidate sample point Bx∗ is closer to
the given point c, then it must be accepted by xt+1, otherwise it will be accepted
with a probability depending on its distance to c.
6.4 Independent MHK Sampling for lattice Gaussian
6.4.1 Algorithm Description
The art of designing an efﬁcient MH algorithm chieﬂy lies in choosing an appropriate
proposal distribution. To this end, we use Klein’s algorithm to generate the proposal
distribution, leading to the new independent Metropolis-Hastings-Klein (MHK) al-
gorithm for lattice Gaussian sampling. Moreover, the rate of convergence is analyzed
and the Markov chain associated with the proposed MHK algorithm is demonstrated
to be uniformly ergodic, which means it converges to its stationary distribution expo-
nentially fast. Therefore, the mixing time of the underlying Markov chain becomes
tractable.
Now, we present the proposed independent MHK algorithm, where Klein’s algo-
rithm is used to generate the multi-dimensional proposal distribution. As shown in
Algorithm 6.3, it consists of three basic steps:
• Sample from the independent proposal distribution through Klein’s algorith-
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m to obtain the candidate state y for xt+1,
q(x,y) = q(y) =
ρσ,c(By)∏n
i=1 ρσi,y˜i(Z)
, (6.18)
where y ∈ Zn.
• Calculate the acceptance ratio α(x,y)
α(x,y) =min
{
1,
π(y)q(y,x)
π(x)q(x,y)
}
=min
{
1,
π(y)q(x)
π(x)q(y)
}
, (6.19)
where π = DΛ,σ,c.
• Make a decision for xt+1 based on α(x,y) to accept xt+1 = y or not.
In principle, the Markov chain produced by the proposed algorithm is inherently
reversible with respect to π, since
π(x)P (x,y) = π(x)q(x,y)α(x,y)
= min{π(x)q(y), π(y)q(x)}
= π(y)P (y,x), (6.20)
where the assumption y = x is sufﬁcient because the above equation holds trivially
in the case of y = x. Meanwhile, for π = DΛ,σ,c, it is also easy to verify that the
underlying Markov chain is irreducible and aperiodic. Because ergodicity always
holds for any Markov chain that are irreducible, aperiodic and reversible [83], we
arrive at the following Lemma:
Lemma 6.2. Given the invariant lattice Gaussian distribution DΛ,σ,c, the Markov
chain induced by the independent MHK algorithm is ergodic:
lim
t→∞
‖P t(x; ·)−DΛ,σ,c(·)‖TV = 0 (6.21)
for all states x ∈ Zn.
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Table 6.3: Pseudocode of the Independent Metropolis-Hastings-Klein Algorithm for
Lattice Gaussian Sampling
Algorithm Independent MHK sampling for lattice Gaussian
Input: B, σ, c,x0
Output: samples from the target distribution π = DΛ,σ,c
1: for t =1,2, . . . , do
2: let x denote the state of xt−1
3: generate y by the proposal distribution q(x,y) in (6.18)
4: calculate the acceptance ratio α(x,y) in (6.19)
5: generate a sample u from the uniform density U [0, 1]
6: if u ≤ α(x,y) then
7: let xt = y
8: else
9: xt = x
10: end if
11: if Markov chain goes steady then output the state xt
12: end if
13: end for
6.4.2 Uniform Ergodicity
Lemma 6.3. In the independent MHK algorithm for lattice Gaussian sampling, there
exists δ > 0 such that
q(x)
π(x)
≥ δ, (6.22)
for x ∈ Zn.
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Proof. Using (1.39) and (1.40), we have
q(x)
π(x)
=
ρσ,c(Bx)∏n
i=1 ρσi,x˜i(Z)
· ρσ,c(Λ)
ρσ,c(Bx)
=
ρσ,c(Λ)∏n
i=1 ρσi,x˜i(Z)
(6.23)
(a)
≥ ρσ,c(Λ)∏n
i=1 ρσi(Z)
(6.24)
where (a) follows from the bound ρσi,x˜(Z) ≤ ρσi(Z) 
∑
j∈Z e
− 1
2σ2
i
j2
[32].
As can be seen clearly, the right-hand side (RHS) of (6.24) is completely inde-
pendent of x, meaning it can be expressed by a constant δ determined by basis B,
center c and standard deviation σ. Therefore, the proof is completed.
We then arrive at the main Theorem to show the uniform ergodicity of the pro-
posed algorithm.
Theorem 6.2. Given the invariant lattice Gaussian distribution DΛ,σ,c, the Markov
chain established by the independent MHK algorithm is uniformly ergodic:
‖P t(x, ·)−DΛ,σ,c(·)‖TV ≤ (1− δ)t (6.25)
for all x ∈ Zn.
Proof. To start with, let us recall the coupling technique [95] shown below,
‖L(X)− L(Y)‖TV ≤ P (X = Y), (6.26)
where X and Y denote two random multivariables deﬁned over the state space Zn
with probability distributions L(X) and L(Y) respectively.
According to (6.26), the variation distance ‖ · ‖TV between two random vari-
ables is upper bounded by the probability that they are unequal. Therefore, assume
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two Markov chain copies {Xt} and {X′t} and each of them marginally follows the
updating rules by P (x, ·) and π(·) for all t, then we have
‖P t(x, ·)− π(·)‖TV ≤ P (Xt = X′t). (6.27)
On the other hand, based on (6.18) and (6.19), the transition probability P (x,y)
of the independent MHK algorithm are given by
P (x,y)=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
min
{
q(y), π(y)q(x)
π(x)
}
ify = x,
q(x)+
∑
z =x
max
{
0,q(z)− π(z)q(x)
π(x)
}
ify= x.
(6.28)
Using (6.22) in Lemma 2, it is straightforward to check that the following rela-
tionship holds
P (x,y) ≥ δπ(y) (6.29)
for all cases of x,y ∈ Zn, which indicates all the Markov transitions have a com-
ponent of size δ in common. More speciﬁcally, from the perspective of coupling, it
means every Markov move gives probability at least δ of making X and X′ equal,
that is,
P (X = X′) > δ. (6.30)
Therefore, for t times Markov move, we have
P (Xt = X′t) ≤ (1− δ)t, (6.31)
and according to (6.27), we obtain
‖P t(x, ·)− π(·)‖TV ≤ (1− δ)t, (6.32)
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completing the proof.
Obviously, given the value of δ, the mixing time of the Markov chain can be
calculated by (6.7) and (6.32), that is
tmix(ε) =
lnε
ln(1− δ) < (−lnε) ·
(
1
δ
)
, ε < 1 (6.33)
where we use the bound ln(1− δ) < −δ for 0 < δ < 1. Therefore, the mixing time
is proportional to 1/δ, and becomes O(1) if δ → 1.
6.4.3 Convergence Rate
Lemma 2 shows that the ratio q(x)/π(x) in the independent MHK sampling algo-
rithm is lower bounded by a constant δ, thereby permitting the proof of uniform
ergodicity. We further derive an explicit expression of the exponential decay coef-
ﬁcient δ due to its signiﬁcant impact on the convergence rate, for the special case
c = 0.
Speciﬁcally, we have,
q(x)
π(x)
=
ρσ,0(Λ)∏n
i=1 ρσi,x˜i(Z)
(a)
≥
∑
x∈Zn e
− 1
2σ2
‖Bx‖2∏n
i=1 ρσi(Z)
(b)
=
ΘΛ(
1
2πσ2
)∏n
i=1ΘZ(
1
2πσ2i
)
(c)
=
ΘΛ(
1
s2
)∏n
i=1 ϑ3(
1
s2i
)
= δ. (6.34)
Here, for notational simplicity, s =
√
2πσ and si =
√
2πσi = s/‖b̂i‖ are applied
in the equations. In (a), the inequality ρσi,x˜(Z) ≤ ρσi(Z) is used again. Theta series
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Figure 6.1: Exponential decay coefﬁcient δ of the E8 lattice in the case of c = 0.
ΘΛ and Jacobi theta function ϑ3 are applied in (b) and (c) respectively, where
ΘΛ(τ) =
∑
λ∈Λ
e−πτ‖λ‖
2
, (6.35)
ϑ3(τ) =
+∞∑
n=−∞
e−πτn
2
(6.36)
with ΘZ = ϑ3 [96].
Now, we consider some lattices whose theta series are more understood.
Lemma 6.4. The coefﬁcient δ =
ΘΛ(
1
s2
)∏n
i=1 ϑ3(
1
s2
i
)
for an isodual lattice Λ has a multi-
plicative symmetry point at s = 1, and asymptotically converges to 1 on both sides
when s goes to 0 and ∞.
Proof. According to the Jacobi’s formula [97]
ΘΛ(τ) = |det(B)|−1
(
1
τ
)n
2
ΘΛ∗
(
1
τ
)
, (6.37)
where det(·) denotes the determinant of a matrix and Λ∗ is the dual lattice of Λ, we
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have
ΘΛ
(
1
s2
)
= snΘΛ(s
2), (6.38)
ϑ3
(
1
s2i
)
= siϑ3(s
2
i ). (6.39)
Here, we note that the theta series ΘΛ of an isodual lattice Λ and that of its dual Λ∗
are the same, i.e., ΘΛ(τ) = ΘΛ∗(τ), and the volume of an isodual lattice |det(B)|
naturally equals 1. Then from (6.38) and (6.39), the symmetry with respect to s = 1
can be obtained as follows,
ΘΛ(
1
s2
)∏n
i=1 ϑ3(
1
s2i
)
=
snΘΛ(s
2)∏n
i=1 siϑ3(s
2
i )
=
ΘΛ(s
2)∏n
i=1
1
‖b̂i‖ϑ3(s
2
i )
=
ΘΛ(s
2)
1
|det(B)| ·
∏n
i=1 ϑ3(s
2
i )
=
ΘΛ(s
2)∏n
i=1 ϑ3(s
2
i )
. (6.40)
By deﬁnition, it is straightforward to verify that
ΘΛ(
1
s2
)∏n
i=1 ϑ3(
1
s2i
)
→ 1, when s → 0. (6.41)
Then because of the symmetry,
ΘΛ(
1
s2
)∏n
i=1 ϑ3(
1
s2
i
)
will also asymptotically approach 1 when
s → ∞, completing the proof.
Examples of the coefﬁcient δ for the isodual E8 and Leech lattice are shown in
Fig. 6.1 and Fig. 6.2, respectively. It is worth pointing out that δ has a minimum at
the symmetry point s = 1, namely σ2 = 1
2π
. On the other hand, as for non-isodual
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Figure 6.2: Exponential decay coefﬁcient δ of the Leech lattice in the case of c = 0.
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Figure 6.3: Exponential decay coefﬁcient δ of the D4 lattice in the case of c = 0.
lattices, D4 lattice is applied to give the illustration, where the symmetry still holds
but centers at s = 0.376. Therefore, with the exact value of δ, the explicit estimation
of mixing time for the underlying Markov chain can be successfully obtained.
6.5 Conclusions
In this chapter, the traditional Metropolis-Hastings based sampling algorithms were
studied to further improve the convergence performance of the Markov chains for
lattice Gaussian. First of all, the MH multivariate sampling algorithm was proposed,
which performs the multivariate sampling in an MH sampling way. According to the
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demonstration, we showed that the markov chain induced by MH multivariate sam-
pler achieves a better convergence efﬁciency than that of Gibbs-Klein sampler. After
that, another Metropolis-based sampling algorithm was given, which applies Klein’s
sampling to construct the required symmetrical proposal density. Therefore, an ef-
ﬁcient way to perform the traditional Metropolis sampling over high-dimensional
distributions is established. Finally, the independent Metropolis-Hastings-Klein al-
gorithm was proposed, where the Markov chain arising from it has been proved to
converge to the stationary distribution exponentially fast. Furthermore, its conver-
gence rate can be explicitly calculated in terms of the theta series, making it possible
to predict the exact mixing time of the underlying Markov chain.
CHAPTER 7
Conclusions and Future Work
7.1 Thesis Summary
The objectives of this thesis are to explore lattice decoding algorithms for MIMO
communication systems. Speciﬁcally, performance and complexity are two main
benchmarks to evaluate a MIMO system and there is an intrinsic trade-off between
them. Optimal decoding solutions like ML decoding could achieve the best decoding
performance theoretically, but its complexity increases exponentially with the num-
ber of antennas, making it impossible even in moderate size MIMO systems. On the
other hand, sub-optimal decoding schemes like ZF, MMSE and SIC have quite low
complexity burden, but their decoding performance is too poor to be accepted in the
most of MIMO cases. Although lattice reduction technique could greatly improve
the performance of sub-optimal decoding schemes, the performance gap between
ML decoding and lattice reduction aided decoding schemes is still substantial espe-
cially in high dimension MIMO systems.
Recently, lattice sampling algorithm has emerged as a powerful decoding solu-
tion for lattice decoding. By varying the sample sizeK, the decoder enjoys a ﬂexible
tradeoff between performance and complexity, which is quite applicable in MIMO
decoding systems. To this end, lattice sampling algorithms are mainly investigated
in this thesis and several sampling algorithms are therefore proposed. A summary of
the technical work contained in the previous chapters now follows, together with an
outline of this work.
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The ﬁrst chapter allows to establish a state of art of the MIMO communication
systems while prerequisites corresponding to the problematic of this thesis are also
presented. It started with a description of the MIMO communication systems. Then,
the system model of a general MIMO system was given, followed by the two main
categories of MIMO decoding, namely, hard-output decoding and soft-output de-
coding. After that, the conceptions of lattices and lattice Gaussian distribution were
brieﬂy introduced. Based on them, the relationship between lattice decoding and
MIMO decoding was revealed. Meanwhile, some well-known traditional decoding
approaches in both hard-output and soft-output decoders in the literature were also
presented.
In the second chapter, a literature review of lattice decoding was given from three
respects, namely, decoding by reduction, decoding by embedding and decoding by
sampling. To start with, lattice reduction technique like LLL reduction was present-
ed. Based on it, the well-known lattice reduction aided decoding for MIMO systems
was introduced, followed by the performance analysis in the sense of correct decod-
ing radius. After that, the embedding decoding which solves the CVP through SVP
was reviewed. As a powerful decoding approach in BDD, embedding decoding out-
performs lattice reduction aided decoding by a larger correct decoding radius. At the
end of this chapter, based on Klein’s sampling and randomized sampling, sampling
technique as a ﬂexible decoding approach to narrow the performance gap between
lattice reduction aided decoding and sphere decoding was presented.
In the third chapter, we proposed a new sampling scheme named as derandom-
ized sampling algorithm to further exploit the potential of sampling decoding. Due
to the randomization during the random sampling, there are two inherent issues in
sampling decoding schemes, namely, repetition and missing of certain lattice points.
To address these issues, derandomized sampling algorithm was proposed. By setting
a probability threshold to sample candidates, the whole sampling procedure becomes
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deterministic, which brings considerable performance improvement and complexity
reduction. Moreover, the upper bound on the nominal sample size K, which corre-
sponds to near-ML performance, was derived heuristically. According to the analysis
we gave, derandomized sampling not only achieves a better decoding performance
than randomized sampling by a larger decoding radius, but also has a lower com-
plexity by reﬁning the sampling calculations during each sampling step.
In the fourth chapter, we extended the derandomized sampling algorithms into
soft-output decoding in MIMO systems. Since the form of the term in each sum
of soft output is exactly discrete Gaussian, sampling from that discrete Gaussian is
therefore an efﬁcient way to compute the soft output. To begin with, the sphere radius
of LSD in soft-output decoding was ﬁrstly derived, which means near-MAP perfor-
mance would be achieved by only relying on the lattice points within this sphere
radius. Then, the proposed derandomized sampling algorithm was introduced in-
to soft-output decoding to approximate the LSD by sampling. According to the
demonstration, the underlying soft-output decoder based on derandomized sampling
is capable to achieve the near-MAP performance.
In the ﬁfth chapter, we started to introduce Markov Chain Monte Carlo method-
s to deal with sampling problems around lattice Gaussian distributions. Although
sampling from a lattice Gaussian distribution is emerging as an important problem
in various areas such as coding, decoding and cryptography, its default sampling al-
gorithm — Klein’s algorithm yields a distribution close to the lattice Gaussian only
if the standard deviation is sufﬁciently large. Because of this, we presented a Gibbs-
based sampling algorithm, which converges to the target lattice Gaussian distribution
for any value of the standard deviation. Then, a more efﬁcient algorithm referred to
as Gibbs-Klein sampling was proposed, which samples multiple variables block by
block using Klein’s algorithm. According to the analysis, we showed that Gibbs-
Klein sampling yields a distribution close to the target lattice Gaussian, under a less
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stringent condition than that of the original Klein algorithm.
In the sixth chapter, the conventional Metropolis-Hastings sampling algorithm
was introduced into lattice Gaussian sampling to further improve the convergence
performance of the Markov chains. More speciﬁcally, the MH multivariate sam-
pling, which performs the sampling over multiple components in a traditional MH
way, could offer a better convergence efﬁciency than Gibbs-Klein sampling. After
that, another Metropolis-based sampling algorithm was given, which applies Klein’s
sampling to construct the required symmetrical proposal density. Therefore, an ef-
ﬁcient way to perform the traditional Metropolis sampling over high-dimensional
distributions is established. Finally, the independent Metropolis-Hastings-Klein al-
gorithm was proposed, where the Markov chain arising from it has been proved to
converge to the stationary distribution exponentially fast. Furthermore, its conver-
gence rate can be explicitly calculated in terms of the theta series, making it possible
to predict the exact mixing time of the underlying Markov chain.
7.2 Suggestions for Future Work
With respect to more practical sampling conditions, this research work can be further
extended in the future. Although the independent MHK algorithm we proposed is
uniformly ergodic with a computable exponential decay coefﬁcient δ, the most im-
portant work in our view, is to achieve a larger value of δ to enhance the convergence
rate of the Markov chains for lattice Gaussian sampling. Even in statistic area, such
question about MCMC is still hard to reach, which means a big challenge in the fu-
ture. In what follows, there are a number of possible directions that research can be
continued and extended.
• Improving the convergence rate of the Markov chains for lattice Gaussian sam-
pling
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In the proposed independent MHK sampling, the expression of the exponential
decay coefﬁcient δ was given in (6.34), where the value of δ can be explicitly
calculated in some special lattices. However, independent MH sampling is
the simplest method in MH sampling because the generation of the sample
candidate from the proposal density q(x,y) is completely independent of the
previous Markov state. To this end, we believe the value of δ has potential
to be further improved by using other suitable MCMC methods, leading to a
better convergence performance Markov chain for lattice Gaussian sampling.
• Lattice reduction techniques in MCMC
If components of x in lattice Gaussian distributions are independent of each
other, then n times univariate sampling from xn to x1 would be eligible to gen-
erate the required sample, which means there is no need for MCMC. From this
perspective, lattice reduction technique may play an important role in MCMC
for lattice Gaussian sampling by reducing the correlation of the lattice basis B
to make it more orthogonal. In other words, if vectors contained in B are or-
thogonal to each other, then components of x in lattice Gaussian distributions
would be independent of each other.
• Hardware implementation
We have shown that MCMC could perform the sampling over lattices. How-
ever, in practise, it is hard to realize since lattice is an inﬁnite set. Meanwhile,
when we apply MCMC to MIMO decoding, due to the limitation of the con-
stellation size, the requirement of the standard deviation may not hold. For
example, when the standard deviation tends to be large, the sampling in MI-
MO decoding tends to be a uniform sampling, leading to a quite low efﬁciency.
Therefore, a rigourous study on this issue is a topic of future research.
• Other sampling algorithms over a lattice
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Sampling algorithm has mostly remained a theoretic tool in the lattice litera-
ture. Thus far, we are unaware of other sampling algorithms except Klein’s
algorithm and MCMC algorithms, which motivates us to ﬁnd more powerful
sampling algorithms.
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