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Summary
The fundam ental problem of digital sound synthesis arises from the complete gen­
erality of the digital representation of sound. The large quantity  of d a ta  required to  
achieve this generality renders its manual specification impossible. This has lead to  
researchers creating synthesis techniques th a t can generate sound given a smaller set 
of param eters. This, however, leads to a  loss of generality.
The task of sound synthesis has, therefore, been split into the problems of instru­
m ent specification and score specification. M any different synthesis techniques exist 
which when coupled with the unit generator model provide an adequate solution for 
instrum ent specification. For any particular score representation system there will exist 
musical ideas for which it is too general, or there will exist ideas for which it is not 
general enough. A solution to  this problem is to  use the most appropriate notation  for 
each idea th a t is a component of a work, and combine the results to  produce the desired 
piece. Under the paradigm  of experimental com puter music this problem is shown to 
be one of supplying a technique for constructing composite sounds, from less complex 
components, which will allow for the modification of, and hence experim entation with, 
the composite w ithout affecting the properties of the component sounds from which 
the composite is built.
This thesis describes a new model which provides a solution to  the  above problem 
by viewing the construction and modification of sounds as taking place in w hat are 
called param eter-spaces. Transform ations of sounds are achieved via motion in space 
and not by altering the internal properties of sound objects. This thesis fu rther de­
scribes a system which implements and tests this model. The results produced, and the 
background knowledge, are used to  conclude th a t a com puter music system for general 
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Preface
This thesis is divided into three parts. The first part, which contains chapters one 
and two, takes the form of a literature review. The first chapter gives a very general 
introduction to  the subject of com puter music, and as part of this introduces the area 
of com puter, or digital, sound synthesis. The second chapter reviews sound synthesis 
techniques and system s th a t  have been designed in the past. From this critique defi­
ciencies are cited in the  existing systems, the solutions to  which are described in part 
two.
P a rt two of this thesis, which contains chapters three and four, describes the theory, 
design, and im plem entation of a prototypical system which supplies a solution to  the 
problems outlined in part one. Chapter three describes a new model upon which the 
solution and the prototypical system is based, and thus is to  be considered as the  crux 
of the work described in the thesis. Chapter four is concerned with the im plem entation 
and testing of the prototypical system which dem onstrates the adequacy of the new 
model as a solution to  the  problems given.
P a rt three of th is thesis summarises and evaluates the work described in the pre­
ceding parts. The evaluation consists of a summary, a description of possible fu ture 
research, and the conclusions.
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“It may be doubted whether human ingenuity can construct an enigma o f 
the kind which human ingenuity m ay not, by proper application, resolve. ”
Edgar Allan Poe, The Gold Bug (1843)
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Part I




Com puters and M usic
1.1 Introduction
1.1.1 T he T echnology o f M usic
Humans have been composing and performing music for thousands of years. W histles 
and flutes made from perforated phalange bones have been found a t upper Palaeolithic 
sites of the aurignacian period (c. 25,000 - 22,000 BC) e.g. a t Istallosko, Hungary 
and Molodova, formerly USSR [34]. This implies th a t the development of musical 
instrum ents has been ongoing for a t least the last 24,000 years. While the oldest 
surviving notated composition dates much later, c. 1800 BC 1 [7], it is reasonable to 
suggest th a t composition m ust have begun around the same tim e as the production of 
these primitive instrum ents.
It is likely th a t these primitive instrum ents were limited in term s of the num ber 
of sounds th a t could be achieved with their use. The style of the music produced on 
these instrum ents would therefore be influenced by these lim itations. This is a well 
established pattern  in the evolution of instrum ents and the music they are used to 
perform. The general technology of a certain period in history will obviously have a 
bearing on the technology of instrum ent design and m anufacture. Hence the techno­
logical advancement over tim e will affect the nature of musical instrum ents and thus 
musical style. An example of this process is the development of the  modern trum pet.
The classical trum pet, as known to composers such as Haydn, M ozart, and 
Beethoven, consisted of a single brass tube folded twice, with a bell and m outhpiece a t 
opposite ends [47]. This allowed the production of pitches resulting from an harm onic 
series beginning a t the pedal tone of the instrum ent. However, the unpleasant quality of 
the lowest partials, and the difficulty in playing a steady tone pitched above the twelfth
1 An Hurrian love song.
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partial, restricted the range of the instrum ent to  a set of ten different notes from a single 
tube  length. The tube length could be changed, however, via the addition of a crook. 
The result of which was to  enable the instrum ent to  be played a t the pitches arising 
from the harm onic series beginning at the new pedal tone. However, the addition 
or changing of the  crook, took a sufficient quantity  of time to  render the operation 
impossible during a performance.
The addition of valves to  the trum pet, in the middle of the nineteenth century, 
allowed for the effective length of the tube to  be changed, almost instantaneously, with 
their depression. Hence the valve trum pet was capable of producing notes from a 
chrom atic scale between its third and twelfth partials. This increase in range of sounds 
lead to  composers writing parts for the trum pet of greater complexity and agility. The 
trend tow ards greater complexity lead in the tw entieth century to  the adoption of the 
smaller, bu t more agile, modern trum pet. This latest development has allowed for the 
evolution of many different styles of trum pet playing. Hence the modern trum pet is as 
equally a t home in a  symphony orchestra, as in a jazz or popular band. As such it has 
had an influence on the development of many musical genres.
The developm ent of m ost instrum ents follows this same pattern . Firstly, the current 
instrum ent is considered restrictive. New technology then allows for the production of 
a new instrum ent, based upon the older one, which is less restrictive. This new found 
freedom allows for new effects, often not considered when the instrum ent was conceived, 
which expands the range of musical expression. Given this pa ttern , inherent in music 
history, it was alm ost inevitable th a t the technology of the electronic age would affect 
the  nature  of musical style and production.
1.1 .2  T h e O rigins of C om pu ter M usic
The idea of using a com puter for musical purposes is almost as old as the com puter 
itself. The work of Charles Babbage, in the 1840’s, on his difference and analytical 
engines, both mechanical com puters, prom pted his friend and fellow m athem atical 
Lady A da Lovelace to  suggest the possibility of such a machine operating on musical 
d a ta  using established rules of composition. In this way the machine could be used to  
generate a musical work [29].
Despite the  invention of a number of electronic instrum ents such as the Therem in , 
named after its Russian inventor Leo Theremin, in the 1920’s, it was not until the 
late 1940’s and early 1950’s th a t a com puter was used to generate music. Unlike 
these early electronic instrum ents, these computer-based experiments did not actually 
produce sound directly. Instead the com puter was used to  generate musical scores, or 
ra ther the  d a ta  required for their construction, with the aid of stochastics. One such
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experim ent, in 1955 by Lejaren A. Hiller J r  and Leonard M. Isaacson a t the  University 
of Illinois, resulted in the production of a work entitled the Illiac Suite  for string q u arte t. 
Its production entailed the random  generation of notes, by the com puter, which were 
rejected if they violated some predefined rules. This continued until simple melodies 
were produced, which were then transcribed by hand into a performable score.
1.1 .3  C on tem p orary  C om puter M usic
From its ra ther humble beginnings in the late 1940’s and early 1950’s the sub ject of 
com puter music has expanded into number of identifiable areas. These areas m ay be 
classified as system s for in p u t/o u tp u t storage of musical da ta , com puter-based au to ­
m ated composition, performance systems, and sound analysis & synthesis. W hilst it 
is unlikely th a t  all work in the past and present will fall neatly into ju st one of these 
areas, we will briefly examine each of them  separately.
1. Systems for in p u t/o u tp u t storage of musical da ta
An obvious use of the com puter for musical purposes is in the typesetting  of 
musical scores, for the purpose of publication, performance, and archiving. Ju s t 
as tex t has the  word processor, many musical score editor program s have arisen 
over the years, to  meet the afore mentioned need. Until recently, however, the 
role of music notation in composition has been largely overlooked [8]. This is 
concerned with the sketches, in a particular notation, th a t a composer makes 
whilst composing a work. It is useful therefore to  have not only a system  which 
implem ents a set number of notation schemes, but also allows the design of new 
forms of notation , which are more appropriate to  a particular work, which can 
be m apped, after completion, into a standard  form. This we will rem ark upon a t 
a later stage in the  text.
The production of music notation on com puter maps a com puter representation, 
m anipulated graphically by the user of a  system, ultim ately onto a hard copy 
score. As a means of feeding musical d a ta  quickly and efficiently into a  com­
puter program , and hence into a com puter representation of this da ta , work is 
in progress th a t  seeks to  produce a program th a t implem ents the reverse of the 
process of notation on com puter. This is called optical music recognition (OM R) 
[13, 3], since it is an a ttem p t to  read printed or handw ritten scores [65]. This 
forms a very useful mechanism for input to  other types of music system s, such 
as those for composition, and also provides a mechanised m ethod for archiving 
sheet music on a com puter based medium, such as disk or m agnetic tape.
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2. Com puter-Based A utom ated (Algorithmic) Composition
In this area the aim is to  produce com puter system s th a t autom atically  compose 
music based upon some abstract model of the process of composition. This, as has 
already been noted, was the first aspect of music in which a com puter was used. 
M uch of the  early work in this area employed stochastic, or random , processes 
and techniques, such as Markov processes, to  generate notes. The work of the 
French composer Iannis Xenakis [67, 68] is of particular note in this field.
In recent years, researchers have been examining the musical possibilities of 
chaotic [10], and non-linear [28, 27] systems. As with the use of stochastic pro­
cesses, the  hope is th a t these models will produce w hat we might call “good” 
music since, like such music, they are ordered but not in an obvious or repetitive 
fashion, th a t  is they are in a sense simple and yet complex [2].
M ore peripheral work in this field has included the use of logic program m ing [62], 
viewing a process such as harm onization as essentially one of problem solving un­
der a  given set of constraints. Further a ttem p ts a t autom ated composition have 
focussed on such disparate areas as neural networks [14], and genetic algorithm s 
[20, 23, 19]. The wide range of scientific models on which the work of algorithm  
composition is based has, not surprisingly, lead to  the accusation th a t  researchers 
are blindly jum ping onto the current scientific bandwagon, and th a t the  we should 
strongly consider the value of the results [55]. However, the musical value of the 
resulting work does not depend upon the correctness of the philosophy behind 
the  use of a particular technique. Both stochastic, and non-linear (chaotic) ap­
proaches, were w ithout doubt used, prior to  an understanding of the relationship 
between these processes and what we have called “good” music. This relationship 
is now, however, beginning to  be understood. W hilst this is not im portan t from 
a practical point of view, it does put the subject of algorithmic composition on a 
more solid philosophical platform.
3. Perform ance system s
Perform ance system s, as the title might suggest, are concerned with the  control of 
sound, and instrum ents during the live performance of a  musical work. The prime 
influence in this field is the language M IDI2 [1], which was designed as a  means 
of com m unication from, and hence providing control with, a  standard  piano­
like keyboard or synthesizer, to  other instrum ents. The principle mechanism 
employed in the  use of MIDI is therefore th a t  of data-flow control, and d a ta
2MIDI is an acronym for Musical Instrument Digital Interface
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modification, taking place between the line of communication from one MIDI 
in terpreter and generator, say a keyboard, to  another, possibly a sound synthesis 
program . The MAX [58] graphical program ming language provides a tool for 
specifying, and controlling, the data-flow between the components (instrum ents, 
program s etc) involved in a particular performance. This is achieved via the 
linking of w hat are called patches, programmed by the user, which provide the 
functionality of data-flow control, and da ta  modification. The ultim ate ou tpu t of 
a  MAX program  is MIDI d a ta3 used to  control the components which form the 
orchestra for a  performance.
MIDI has achieved much in the field of live performance, allowing m any kinds 
of interactive performance such as autom ated jazz accom panim ent [16], bu t has 
had som ething of a  detrim ental effect on the field of sound synthesis, an area 
which we will discuss later. By setting itself up as a  note based standard  for 
musical interchange, it has narrowed the focus of compositional thought into the 
production of stream s of notes, rather than  more general high level structures. 
As M ax M atthew s s ta ted  in 1974
D irect digital synthesis makes it possible to compose directly with 
sound, ra th e r than  having to assemble notes.
The M IDI language, which has no inherent mechanisms for the  control of tim bres4 
[52], works against th is promise, if not intentionally. The role of M IDI should be 
th a t  of one of m any input and ou tpu t mechanisms to  and from sound synthesis 
software, and not th a t  of a protocol for all musical comm unication. A role for 
which it is far too  restrictive. To quote Andy M oorer’s aphorism regarding MIDI
No adjustm ent necessary - in fact, no adjustm ent possible.
4. Sound analysis Sz synthesis
The analysis of the  properties of sound can be seen to  be of interest for purely 
philosophical reasons, but is for the most part used as a generator of models for 
sound synthesis, to  which it is largely subservient. For example the production 
of the  spectra  of a  sound [59] is useful for building a param eter driven (frequency 
and am plitude, say) pressure function having the same tim bre as the sound in
3T he M ax/F T S  program, distributed by IRCAM, also allows the input and output of audio data.
4General MIDI allows the indexing of a predefined, find finite, set of timbres. For example timbre 
00 is grand piano. T he ZIPI music parameter description language [33, 66] overcomes many of the  
problems w ith MIDI by providing a faster ring, package driven, architecture w ith a greater number 
of control param eters including an increased set of possible notes, and a model of timbre as a 3-space 
with dimensions of brightness, roughness, and attack character.
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question. An analysis method such as source separation [35], in which a sound 
is broken down into its source components, is useful as an input to  a  synthesis 
program , specifying a number of note sequences for example.
C om puter sound synthesis is concerned with the generation of d a ta  which repre­
sents sound, and in particular music. This is the subject on which this thesis is 
w ritten . In the  following tex t we will show th a t  the problems in com puter sound 
synthesis stem  from the nature of sound, and hence the digital representation of 
sound used by com puters. We will then proceed to  describe how the problems, 
th a t remain unsolved, can be dealt with.
1.2 D igital Sound Synthesis
1.2.1 T h e N a tu re  o f Sound
The perception of a  sound generated by some source in our world is the result of a 
particular physical action. W hen an object vibrates, i.e. moves about a given point, 
in a given medium, say air, it displaces the molecules which form the medium. These 
displaced molecules displace neighbouring molecules, and thus a wave propagates from 
our source object [60]. We say th a t the wave travels from the source by the means of 
these displacem ents in the medium.
Let us now suppose th a t we place a human observer within range of the propagated 
wave. The wave will reach the head of the observer, enter the ear, and travel down 
the auditory canal before finally striking the eardrum . The continually changing force 
im parted by the wave over the  area of the eardrum , hence continually changing pressure, 
is interpreted by the brain to  produce the sensation th a t we call sound. This process 
can be seen in figure 1-1, which outlines the basics of the hum an auditory system . It 
should be noted th a t  in th is figure the arrow directing the flow of inform ation to  the 
brain om its the action of additional parts of the system , such as the malleus, incus, 
stapes, oval window, and the cochlea [18].
It therefore follows from the above, th a t the perceived properties of a given sound 
are completely defined by the change of air pressure over tim e, experienced a t the 
eardrum  of an observer. If we consider th a t a  particular sound has a finite duration of 
d seconds, say, we may represent the sound as a  graph of pressure against tim e, over 
the  interval [0, d]. Figure 1-2 shows a graph of pressure in Pascals5 against tim e in 
seconds, over the previously sta ted  interval. This graph, as such, completely describes
5 One Pascal (Pa) equals a pressure corresponding to the force of 1 N ew ton over 1 m 2. T he human  
auditory system  allows for the perception of tones with sound pressures in the range of 0.00002 Pa to  
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Figure 1-1: A n Outline o f the Human Auditory System
the  sound used to  generate it over this period. It can be seen from this graph th a t the 
pressure, or sound pressure as we shall call it, varies over tim e within the range of 1 
Pascal and -1 Pascal. A negative sound pressure corresponds to  a force im parted on 
the eardrum  in a direction away from it, i.e. along the auditory canal towards the ear. 
This is caused by the air molecules moving in this direction a t this point, resulting in 
a sucking action.
A sound pressure against time graph, as in figure 1-2, can be seen as representing 
a function of time, yielding a sound pressure value as ou tpu t. Hence in our example 
we have a function of the form /  : [0, d] — > 5ft, where 5ft represents the real numbers 
from which we take our sound pressure values. This type of function we call, not 
surprisingly, a pressure function, and thus when we talk  of synthesizing a sound, we 
mean the construction of a representation of its pressure function.
1.2 .2  T he D ig ita l R ep resen tation  o f Sound
As we have already seen, sound exists as the  continual fluctuation of pressure a t a  given 
point in a given medium. We have therefore shown th a t any sound can be represented 
as a graph of sound pressure against time, and thus as a pressure function. These 
representations, like the sounds they represent, are continuous. Digital com puters, on 
the o ther hand, operate on non-continuous or discrete data . Hence, if a com puter is to 
be used to  m anipulate, synthesize, and ou tpu t sounds we m ust be able to  convert from 
the continuous representation of the pressure function into a discrete representation 
th a t  can be used by the com puter. In addition, for the purposes of ou tpu t, we m ust 






Figure 1-2: A n Example o f the Pressure against Time Graph o f a Sound
loudspeaker for example.
The work of Max M atthews at Bell Laboratories in 1958 succeeded in solving these 
two im portant problems in digital sound representation. The two processes produced 
have become known as Analogue to Digital Conversion (A D C ) and Digital to A na­
logue Conversion (D A C ). We will, in the following text, examine briefly each of these 
processes in turn.
A n a lo g u e  to  D ig ita l C o n v e rs io n
Let us first assume th a t we have an analogue, i.e. continuous, signal which describes 
a pressure function over an interval of time [0,cf|. Analogue to digital conversion seeks 
to represent this function discretely by producing a sequence of values, or samples, 
generated by evaluating the pressure function at fixed intervals in time. If we wish to 
produce a sequence of n samples then we must sample at intervals of d / (n  — 1), from 
0 seconds up to d seconds. We are therefore taking samples at a rate  of (n — 1 ) /d  per 
second. This value of samples per second is called the sampling rate, which is measured 
in Hertz (Hz)6. If we have a pressure function of the form /  : [0, d] — > 5P, and wish 
to take n samples, hence a t a sampling rate of S  = (n — l ) /d , then each sample s; is 
given by the equation Si = /(« '/5 ), V« =  0 . . .  n — 1.
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Figure 1-3: Analogue to Digital Conversion (ADC)
Figure 1-3 shows a pressure function sampled nine times in its duration of d = 
0.00125 seconds, and hence at a sampling rate of 8/0.00125 =  6400 Hz, or 6.4 kHz. 
The values of the samples are therefore given by Sq =  /(0 /6400) =  0, =  /(1 /6400)
=  0.25, etc. Table 1-4 shows the values for all the samples generated. These pressure 
values will more commonly be converted into integers of a fixed storage length, say 
16 bits, before being passed from the analogue to digital converter to the computer. 
Hence via the process of A D C , the digital computer is able to  gain a set of discrete 
data, representing the sound, this being the sampling rate, coupled with the in order 
sequence of converted samples produced.
D ig ita l to  A n a lo g u e  C o n v e rs io n
Digital to analogue conversion seeks to convert the digital representation of a sound 
as seen above, i.e. the sampling rate and the sequence of samples, into its analogue 
equivalent. This is achieved by using the sequence of samples as the skeleton of the 
sound and smoothly interpolating between each of them, as is shown in figure 1-5, 
where each value such as S i, in the figure, is a sample. This results in a continuous 
signal which can be converted to current to drive a loudspeaker.
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Figure 1-5: Digital to Analogue Conversion (DAC)
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1 .2 .3  T h e F u ndam en tal P rob lem  of C om puter Sound S yn thesis
In his 1963 article in Science entitled “The Digital Com puter as a Musical Instrum ent” , 
M ax M atthew s pointed out th a t “Sound from Num bers” was a completely general way 
of synthesizing sound due to  the boundedness of the  bandwidth and dynamic range of 
hum an hearing7 [21]. In 1969 M atthew s went on to  outline the main problems of sound 
synthesis is his book “The Technology of Com puter Music” , In it he wrote
The two fundam ental problems in sound synthesis are (1) the vast am ount 
of d a ta  needed to  specify a pressure function - hence the need for a very 
fast program  - and (2) the need for a simple, powerful language in which to  
describe a complex sequence of sounds.
The first of these problems has to  some extent been solved by the increase in 
the  speed of hardw are. At least it has been solved in the sense th a t the  problem in 
the perform ance of a  particular synthesis technique has tended to  be solved by the 
advance of technology8, leading to  the development of more powerful com puter music 
w orkstations [51].
The second of these problems has yet to  be solved and, it has been claimed, can 
never be. This is, ironically, due to  w hat would seem to  be the main asset of the  digital 
representation of sound, namely its complete generality. Strictly speaking, however, it is 
not the generality itself th a t  is the problem, rather the large quantities of d a ta  required 
to  achieve it. It is unlikely th a t anyone would wish to type in m anually som ething of 
the  order of 192,000 bytes of d a ta  for ju st one second of sound9. Therefore waves 
m ust be “synthesized” using recordings, functions, or physical models etc. This is to 
decrease the am ount of d a ta  needed to  specify a pressure function. The problem with 
this, however, is th a t  it m ust inevitably lead to  a loss of generality. It is the goal of all 
research into com puter sound synthesis, with the inclusion of the  work of the au thor, 
to  provide a solution to  th is problem. Past and present proposed solutions will be 
examined in the following chapter, and from the described failings a superior solution 
will be given.
7Provided that sam pling occurs at a rate above the Nyquist frequency, to avoid abasing in the 
frequency domain [36]
8 As an exam ple one might consider the increase in performance of the Csound program in recent 
years, such that it is now capable of doing sound synthesis in real-time.
9This is in the case of stereo sound at a sampling rate of 48 kHz, and w ith sixteen bit samples. A  
sam pling rate of 44.1 kHz is the standard for compact disc (C D) storage, which is considered adequate 
for natural sounds.
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C h apter 2
Sound Synthesis System s and 
Techniques
2.1 Sound Synthesis Techniques
2.1 .1  In trodu ction
The need to  reduce the number of param eters required to  specify a pressure function 
has lead to  the splitting of the problem of synthesizing sounds into two distinct areas. 
The first problem is to  find a m ethod by which we might specify a tim e dependent 
pressure function, the  qualities of which are determined by a m anageable num ber of 
param eters. The second problem is to  provide a means of specifying how these param e­
ters, supplied to  the function, change over time. In more traditional term s the problems 
outlined above are, as we shall see more clearly further in the tex t, those of specifying 
an orchestra of instrum ents, and a score for the instrum ents to  play. Therefore, for 
convenience, we will call the two problems of specification: instrum ent specification 
and score specification respectively1.
2 .1 .2  Instru m en t Specification
W hen specifying an instrum ent, we are defining, as we have said above, a function 
which takes as argum ents, tim e and a fixed number of additional param eters, and will 
produce a sound pressure as ou tput. Let us suppose th a t our function, in addition to 
tim e, takes a further n param eters which we call p i, Vz =  1 . .  .n , w ith each pi £ P{ 
(the set of possible param eter values). Then our function /  will take the form /  :
1 This split is not strictly necessary to produce large scale compositions. Indeed it has been shown 
that is possible to create pressure functions directly to produce a composition, by the use of recurrent 




/ Time \ 
'(Seconds'!
Figure 2-1: The Output o f a Simple Sine Wave Instrum ent
5? X Pi x . . .  x  Pn — > 5ft, if we take our values of tim e and sound pressure to  be real 
numbers.
As an example let us suppose we wish to define a function which produces a simple 
sine wave, as in figure 2-1, as output. We will allow our example sine wave instrum ent to 
depend upon two parameters. These will simply be those of frequency and amplitude, 
which we will define as real numbers. Our instrum ent is therefore defined by a function 
of the form /  : 5ft X 5ft X 5ft — > 5ft, with / ( £ , / ,  a) =  a s in (2 n ft) ,  where t is time in 
seconds, /  is frequency in Hz, and a is amplitude in Pa.
The above example is rather simple and as result the ou tput of our instrum ent, a 
pure sine wave, is not of much musical interest. Research carried out in this field has, 
therefore, centred on the search for methods of synthesis which produce timbres th a t 
are complex enough to be musically interesting, but are specified by a set of param eters 
th a t is sufficiently small, and meaningful, to allow canonical control of the output. This 
has been achieved in many ways ranging from simple frequency modulation (FM) [17], 
spectral analysis [11], physical modelling [37, 46], neural networks [38, 57], and chaotic 
oscillators [9], to name but a few.
U n it  G e n e r a to r s
After outlining the two major problems in digital sound synthesis Max M atthews went 
on to sta te  the following regarding the problem of pressure wave specification, and 
hence th a t of instrum ent specification.
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The composer would like to  have a very powerful and flexible language in 
which to  specify any sequence of sounds. A t the  same time, he would like a 
very simple language in which much can be said in a few words, th a t  is, one 
in which much sound can be described with little work. The m ost powerful 
and universal possibility would be to write each of the  millions of samples 
of the  pressure wave directly. This is unthinkable. A t the o ther extrem e, 
the com puter could operate like a  piano, producing one and only one sound 
each tim e one of the 8 8  numbers was inserted. This would be an expensive 
way to  build a piano.
It was this problem th a t M atthew s intended to  solve with the concept of unit 
generators, which he first introduced with the Music V program  [50], The input to  a 
unit generator takes the form of numeric param eters and control, or audio, signals. Each 
type of unit generator provides a particular functionality which determ ines how the 
inputs are dealt with to produce an output. For example, an “ou tp u t” unit generator 
takes a single signal as input, which it writes to  a sound file. Unit generators can be 
viewed, therefore, as building blocks from which many synthesis techniques, of differing 
complexity, can be constructed. Typical unit generators found in the  Music V program  
were an oscillator, filter, adder, ou tput, and so forth. Figure 2-2 dem onstrates how 
FM  synthesis may be constructed from unit generators, namely two oscillators and one 
adder. In the diagram  the value F\ is the carrier frequency, A \ the ou tpu t am plitude, 
F2 the m odulator frequency, and A 2 the m odulator am plitude which is redundant, and 
always equal to  one2.
A cited benefit of unit generators is th a t it provides a mechanism by which the 
composer can choose to  take any position between the two extrem es sta ted  in the 
above problem, i.e. between manual sample writing, and piano em ulation. M atthew s 
himself has said th a t
In a given instrum ent, the composer can connect as many or as few unit 
generators together as he desires. Thus he can literally take any position 
he chooses between the impossible freedom of writing individual pressure- 
function samples and the straight jacket of the com puter piano,
While it is certain th a t the composer can, with unit generators, choose the level of 
complexity of h is/her instrum ent definitions, it may be th a t  in many cases the model
2 It should be noted that the resulting function for the output of this diagram does not m atch the 
original functional definition of FM synthesis. Both are, however, commonly accepted im plem entations 
of FM. The differences between these, and other im plem entations are discussed in Frode H olm ’s paper 





Figure 2 -2 : F M  Synthesis Constructed from Unit Generators
is too low-levelled to  allow the easy definition of instrum ents of significant complexity. 
The likelihood of th is occurring is dependent upon the size and scope of the set of unit 
generators from which one is to  build an instrum ent. Unit generators form the building 
blocks for instrum ent definitions in the Csound [64] language, the popularity of which 
is evidence of the strength  of the unit generator model. In Csound, however, the set 
of unit generators is extensible so th a t generators with more complex functionality, or 
perhaps the functionality of many generators combined, can be added to  the system . 
Given these new unit generators the problem of specifying a complex instrum ent can 
be significantly lessened. In such circumstances, therefore, the unit generator model 
provides an excellent tool for instrum ent specification.
Instrum ents specified with unit generators will obviously have a set of inputs which 
completely control the  ou tpu t th a t is to be produced. The unit generator model, how­
ever, says nothing about how the values th a t these inputs take, during the composition, 
are to  be specified. T h a t is to  say th a t the model does nothing to  solve the problem of 
score specification, which we will examine in the following section.
2 .1 .3  Score Sp ecification
In order to  consider the  problems associated with the specification of scores, it is firstly 
im portan t to  establish w hat it is we mean, in the context of this thesis, by the term  
score. We have already seen above th a t we specify an instrum ent as a function of a 
fixed num ber of param eters, and time, which evaluates to  produce a value of sound 
pressure. The resulting sound generated by this instrum ent is thus defined by the 
values of these param eters a t each moment of tim e in the composition.
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Figure 2-3: Frequency against Time Graph
g : 3ft X 3? — > 5ft, evaluated as # (£ ,/) , where /  is frequency in Hertz, and t is time 
in seconds3. We will suppose th a t the time for the composition, in which our simple 
instrum ent takes part, runs uniformly from 0 seconds, to d seconds. Hence we may 
completely specify the behaviour of our simple instrum ent by setting /  =  s/(£)> where 
s j  : [0, d\ — > 5ft, and thus the value of our instrum ent at time t is given by g (t , Sf(t)).
In general, however, a particular instrum ent is specified by a function of the form 
g : T  x Pi x . . .  x Pn — > 5ft, where P \ . . .  Pn are sets from which each of the instrum ents 
param eter values is taken4, and T  is the set of time values. Therefore, to govern the 
param eters of the instrum ent we have functions : T  — > P;, Mi =  1 . .  .n , such th a t at 
time £, the value of the instrument is given by g ( t ,s i ( t ) , .. . , s n (£)). And so the n-tuple 
of functions ( s i , . . . ,  sn) can be said to describe the behaviour of the instrum ent for the 
duration of the composition in question. A score for this instrum ent is, therefore, a 
representation of this n-tuple5.
As an example let us suppose th a t our simple instrum ent, with its single param eter 
of frequency, is determined by the frequency function g : [0,8] — > 5ft, as shown in 
figure 2-3. Clearly figure 2-3 is a score for our instrum ent as it is a representation of a 
function which determines the value of the instrum ents frequency param eter over time.
3We might consider this instrument to be a simple sine wave instrument with fixed amplitude.
4 A particular parameter value may in fact be a set of many values. An instrument such as a piano 
may take as a parameter of frequency a set of notes which are to be played simultaneously.
5It should be noted that a score for a combination of instruments is constructed from the individual 
scores for each instrument. A string quartet for instance can be viewed as a single instrument which 
takes as parameters all of the parameters of the members of the quartet. The individual scores in 
summation form a score for the composite instrument, in this case the quartet.
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Figure 2-4: A Frequency Function in Common W estern Notation.
Figure 2-4 shows a representation of the function in common western score notation.
On examining these two representations of a single musical idea, it is clearly the 
case th a t  the  graph representation is the more general. In the graph representation we 
can describe any frequency in Hertz given by a positive real number. The trad itional 
score however can only deal with frequency changes in steps of semitones6. However, 
for this particular musical idea the traditional notation is to  be preferred since the 
representation is easier to  specify. The frequency tim e graph requires notes, and beats 
to  be transla ted  into frequencies in Hertz and tim e in seconds respectively, a process 
which is tedious manually. In a sense, therefore, the graph representation is too  gen­
eral for th is particular musical idea. If, on the other hand, we had wished to  no tate  an 
idea which consisted of microtonal changes in frequency the traditional score would be 
too  restrictive; indeed the specification would be simply impossible using trad itional 
no tation . For this particular idea, therefore, the traditional notation system  is not gen­
eral enough, whilst the graph representation is perfectly usable, though not necessarily 
ideal.
W ith  the above examples we are uncovering a problem in score specification anal­
ogous to  the  problem sta ted  by M ax M atthew s with respect to  the  specification of 
instrum ents. The inherent problem in score specification is th a t all score representa­
tion system s are either too general, or not general enough [4]. More accurately, for any 
particu lar score representation system there will exist musical ideas for which its use is 
impossible, i.e. for which it is not general enough, or there will exist musical ideas for 
which it is too  general, in the sense we have given above. These two properties are not 
m utually exclusive since it is possible, in fact quite likely, th a t for a particular score 
writing m ethod there will exist musical ideas for which it is too general, and musical 
ideas for which it is not general enough.
Although this problem is akin to  the problem of instrum ent specification in many 
respects, it differs in the fact th a t, for the most part, researchers have largely neglected 
it in favour of concentrating on how to  define instrum ental tim bres. This is ra ther odd, 
since the success of a sound synthesis program  m ust depend upon how well it solves
6 A ssum ing that the instrument used to play the score is tim ed in the traditional manner, for example 
a violin w ith its strings tuned to G, D, A and E in the usual octaves.
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the fundam ental problem of sound synthesis, as sta ted  previously. This, in tu rn , is 
dependent upon the adequacy of its solution to  both the com ponent problems of the 
fundam ental problem. Hence, in order to  measure the success of a particular sound 
synthesis program s, we m ust examine the adequacy of its solution to  the problem of 
instrum ent specification, and the problem of score specification. This we will do for a 
num ber of sound synthesis systems, past and present, in the following section.
2.2 Sound Synthesis System s
Com puter-based sound synthesis systems can be classified into three separate types. 
These types we will call language-driven systems, batch (off-line) systems, and experi­
m ental (on-line) systems. Language-driven system s typically take the form a tool-kit, 
or library, of executable program s, and com puter code, dedicated to sound synthesis. 
As such they are different to  both batch and experim ental system s since these two 
approaches are essentially d a ta  driven7. Batch, or off-line system s, are characterized 
by the process of specifying a composition in some language, running the program  to  
“compile” this specification into a sound file, listening to this ou tpu t, and repeating the 
process if necessary. Experim ental systems allow users to  compose via experim entation 
with sound, and unifying the results into a composition. As such a composition will 
evolve through this experim entation, rather than having been largely precomposed, i.e. 
before using the com puter, as is often the case with batch systems.
2.2 .1  Language D riven S ystem s
Language-driven system s supply tool-kits, and libraries of functions, as add-ons to  an 
already existing language implemented in a compiler or interpreter. The composer is 
intended, therefore, to  write h is/her own program s with the aid of these add-ons th a t 
when executed will produce the ou tput, usually a  sound file, th a t is required. Fig­
ure 2-5 shows a portion of C code which ou tputs a tone produced via FM  synthesis8. 
The argum ents to  this function are therefore values representing the am plitude, carrier 
frequency, m odulator frequency, and duration of the  resulting wave. This functional­
ity is made possible by the inclusion of the functions o p en so u n d , w ritesa m p le , and 
closesound  which are taken from a C audio library w ritten by the au thor of this thesis. 
As such this section of program  is typical of code which makes use of a language driven 
package.
7It is possible, however, for a data driven system  to implement a language as part of its data input.
8 In this case the FM synthesis implementation accords w ith its original functional definition, which 
was not the case with the im plementation, seen earlier in text, using unit generators
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step = (double)1 / 48000; /* Time separation between samples */
open_sound(&output,PLAY_0NE_AT_48000,""); /* Open mono audio output */
/* at 48 kHz */
for (t=0.0;t<duration;t+=step)
out = (SAMPLE)(amplitude * sin(2 * PI * carrier * t 
+ sin(2 * PI * modulator * t)));
write_sample(output.out); /* Calculate and output FM sample */
>
close_sound(&output); /* Close audio output */ 
return 1;
>
Figure 2-5: A Language Driven Approach to FM  Synthesis
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Cmix [26, 50], w ritten by Paul Lansky a t Princeton University, consists of a  library 
of C functions and sound m anipulation programs for the purpose of sound synthesis. It 
is a more developed version of an earlier program  called MIX, also w ritten by Lansky. 
The MIX program , which was w ritten in FORTRAN, was essentially a program  for 
mixing several independently specified voices into a unified composition. Cm ix evolved 
as the  MIX program  was rew ritten in C, hence Cmix, and ported to  more powerful 
UNIX w orkstations.
Instrum ent definitions in Cmix are simply C functions, which when called with their 
argum ents supplied, write9 an ou tpu t to  a particular sound file specified in the  score. 
To produce a Cmix program the user m ust compile their instrum ent definitions with a 
C compiler, and link in the Cmix library. Cmix program s are, therefore, executed a t the 
comm and line with a  score file being communicated to the program  via the  standard  
input stream  i.e. for a Cmix program  called fm .o u tp u t , with a  score file called fm s c o r e , 
the UNIX command would be '/, fm _output < fm _score.
Cmix score files are specified in a  C-like language called M IN C10, which is p a rt of 
the Cmix system . A MINC score will usually begin by specifying the names of the 
sound files to be used as o u tp u t11, and the assignment of generators for the  function 
tables. There then follows any definitions of global variables th a t are to  be used in the 
score. Finally the sound generating instrum ent calls are specified. The link between the 
note comm ands in the score, and the instrum ent functions defined in the instrum ent 
program , is specified in the instrum ent definition code via the specification of the  profile 
function, in which the user m ust execute functions which establish the links.
Both the instrum ent specification system, and score specification system  in Cmix 
are very powerful. The score writing mechanism, being essentially the C language 
coupled with the Cmix library, is highly general and therefore any synthesis technique 
can be implemented provided th a t the user can program  it. The C language is fairly 
complicated, however, in comparison with the instrum ent specification languages of 
other systems, which we will see later. There is, therefore, a much slower learning 
curve, and hence a greater length of time required before anything of complexity can be 
achieved, in the realm of instrum ent design. In the area of score specification the  MINC 
language is extremely powerful, since it implements many control structures, such as 
loops, found in normal program ming language, bu t not usually in a  score specification 
language. The fact th a t MINC is very similar to  C allows for the definition of macros,
9The operation of the function to write to a sound file can be specified to be more than simple over 
writing. Cmix also allows for additive writing to sound files, for example.
10MINC is a recursive acronym for MINC Is Not C.
11 It is normally necessary to create these files before they are added to, in order that the correct 
header information is present.
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and global variables, which gives the user some control over the  level of generality 
a t which to  work. For example the user could define macros which produce chords, 
or o ther more complicated structures, and concern himself with the control of these, 
ra ther than  simply specifying a sequence of notes. The similarity to  C, however, again 
implies a reasonable quantity  of learning time, which m ust be undertaken as before.
These comments regarding Cmix, lead to  the conclusion th a t it, like similar language 
driven system s such as Common Lisp Music [61], is not really a stand-alone sound 
synthesis program , but is rather a  tool-kit for the construction of sound synthesis 
packages. Its powerful library of functions, and tools, allows for a person of skill and 
expertise in programming, and sound synthesis, to  construct a  sound synthesis system 
th a t  is usable by people with less ability, and who do not wish to  spend a lot of tim e 
acquiring it, in order to  achieve the sounds they desire. Such system s may be very 
similar to  those we will discuss in the  following section.
2 .2 .2  B atch  S ystem s
Batch system s are the kind most traditionally associated with software sound synthesis. 
By use of the term  batch, we mean to  consider systems in which one proceeds by writing 
the specification of a composition, in some language, and then running a program  on 
this specification to  produce the corresponding sound file. This sound file can then be 
listened to  by running a “play” program  on it. The specification may by modified if 
it is not valid, or the ou tpu t is not els desired, and the process is repeated. We are, 
therefore, in the realm of w hat we might call sound, or audio, compilers.
The Music V program  [50], developed by M ax M atthew s in the late 1960’s, was the 
first of such systems to  be widely used12. Due to  its popularity, m any of the aspects 
of the Music V program  are to be found in the software sound synthesis program s 
of today. M ost notably the input to  the Music V program  is in two parts; firstly a 
set of instrum ent definitions specifying an orchestra, and secondly a set of note lists 
for each instrum ent in the orchestra. Instrum ents are defined by the combination 
of unit generators, such as oscillators, linked to  an ou tpu t generator, to  produce an 
in strum en t’s sound. Scores, in Music V, are specified in term s of note lists for each 
instrum ent in the orchestra. Each note in the list consists of an in order sequence of 
param eter values, such as note s ta r t  time, duration, frequency, am plitude, etc for the 
instrum ent given by the instrum ent number param eter. The Music V style of sound 
synthesis software has become very popular resulting in the  production of system s
12This is most likely due to the fact that it was the first to be written alm ost entirely in a high-level 




sr = 48000 
kr = 4800 
ksmps = 10 
nchnls = 1
instr 1 ;
kamp line 0,p3,10000 ;
asig oscil kamp,cpspch(p5),1 ;
out asig
endin
Figure 2-6: A n  Example Csound Orchestra File
sim ilar to  Music V in more recent years. The most notable of these is the Csound 
program . Due to  the close relationship between these two program s, the comm ents 
th a t  we make concerning Csound, in the following tex t, will also apply, to  a large 
extent, to  the Music V program  and to  the similar Cmusic [50] program .
Csound [64], developed by Barry Vercoe a t the M IT media lab, can be said, with 
some confidence, to  be the most popular of sound synthesis program s in use a t the 
present. This is largely due to  its portability, as it is w ritten in the language C, its 
speed, and its upward compatibility with the earlier synthesis program  Music-11, also 
developed by Vercoe a t M IT. Like the Music V program , Csound generates audio ou tpu t 
from an instrum ent specification file, called the orchestra file, and a score specification 
file, called the score file. Again, as with Music V, instrum ents are specified using unit 
generators. M athem atical functions and arithm etic operators are supplied, and for 
additional control, if, and goto , statem ents may be used to  give ex tra  complexity to 
the instrum ents defined.
An example of an orchestra file can be found in figure 2-6, in which a single in­
strum ent is defined which produces a sinusoidal ou tpu t a t a given frequency, and a 
uniformly increasing am plitude. From this example we see th a t the Csound score lan­
guage is similar in some respects to  an assembly language for writing machine code. 
This correspondence is further revealed by the fact th a t  like assembly language, the 
score language is easy to  learn, as there are very few commands, bu t it is also difficult 
to  construct anything of considerable complexity, and equally difficult to  debug.
An example of a  Csound score file can be seen in figure 2-7, which is one possible 
score for the orchestra file, consisting of a  single instrum ent, shown in figure 2-6. The
Set sampling rate to 48 kHz.
Set control rate to 4.8 kHz. 
Number of samples per control 
cycle is ten, and number of 
output channels is one.
Set amplitude to increase from 
0 to 10000 over period p3.
Get oscillator value, and output.
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Score Specification
fl 0 256 10 1 ; Use GenlO to fill function table 1
il 0 0.5 0 9.02
il 0.5 . 9.04
il 1 . . 9.0
il 1.5 . 8.0
il 2 8.07





; End score file
Figure 2-7: A n  Example Csound Score File
m ost im portan t part of a Csound score is formed by lines which begin with an instru­
m ent number, for example i l ,  as seen in the sample score. This indicates th a t  the note 
described in the line is to  be played by the instrum ent defined in the orchestra file as 
instrum ent number one. The values in such a line are called a p-fields13, which are 
identified by the term s p i, p2, p3, etc along the line, beginning with the instrum ent 
num ber. For example in the first note defining line in figure 2-7, p i  — i l ,  p2 =  0, p3 
=  0.5, p4 =  0, and p5 =  9.02. These term s correspond to  those used in the  definition 
of the instrum ent. Hence in the score we can see th a t p2 is the tim e a t which the note 
begins, p3 is its duration, and p5 specifies its pitch, which in this case is given in term s 
of octave number, given as 9 or an octave above middle C, and a semitone value 0 2  or 
D. This value of pitch is converted into cycles per second i.e. Hertz, as required by the 
oscillator unit generator, via the use of the function cpspch, as seen in the instrum ent 
definition.
The Csound program  is executed a t the command line with the orchestra file name, 
and score file name, as argum ents. Thus, if we have the orchestra file demo.ore, and 
score file demo.sco we might compile them  to  produce a sound file using Csound with the 
Unix command ’/, csound -A demo.ore demo.sco -o demo.aiff. Upon execution 
Csound sorts the note events in the score into chronological order. The sorted score 
is then used to  drive the orchestra described in the orchestra file. The result of the 
o rchestra’s performance of the score is a sound file called dem o .a iff , in the  A IFF  [63] 
file form at. The sound file produced, assuming no errors occurred in com pilation, can 
then be played by executing a “play” program, again from the command line. The user
13T he term stem s from the fact that each value is a parameter for a particular instrum ent. Therefore 
each term is a parameter field, and thus p-fields.
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m ust then, if necessary, make adjustm ents to  the orchestra and score files and repeat 
this process until the desired sound file is produced.
The Csound orchestra specification language, whilst being rather low-level, provides 
a  powerful tool for instrum ent definition, particularly since the set of unit generators 
available can be extended, though this does require a knowledge of C, to  provide greater 
complexity. The real problem with Csound is its score file form at. The note list 
form at, where each note is specified by a sequence of p-fields, is extremely general. 
Indeed it is so general th a t the specification of many rather trivial, and commonplace 
musical ideas, such as a simple piano piece, which is represented more easily in common 
western notation, requires a great deal of tedious effort. The score system  is then rather 
too general for many types of musical ideas. However the power of the instrum ent 
description language, the speed of current im plem entations of the program , and the 
generality of the score language, makes the Csound language ideal as a kind of v irtual 
machine architecture th a t higher level sound synthesis program s can compile down to, 
and then produce a sound file using the Csound program.
An example of the approach mentioned above is the use of MIDI to  generate Csound 
via the M IDI2Csound program , and in general the use of C program s to  generate 
Csound ou tpu t from higher level descriptions. One such program  is called scot, which 
is part of the Csound distribution. The scot program allows the specification of scores 
in the scot score description language. This language is for the specification of scores in 
a similar fashion to common notation, and as such provides mechanisms for specifying 
key signatures, transpositions, and so forth. It is, however, a tex t based language which 
is far from easy to  learn, or to  use. Ideally one would wish to  specify a traditional score 
using some graphical editor, which could transla te  the graphical score into the scot 
language, for use with the scot program , and finally Csound. The length of this chain 
of compilation down to  the Csound representation is evidence of the low level nature  
of the Csound program , and thus its inadequacy as a sound synthesis system where its 
input files are specified manually. Like machine and assembly code, it is best seen not 
as a  language in which to  write, but as a target code for the  compilation of higher level 
representations.
2 .2 .3  E xp erim en ta l S ystem s
In the early days of sound synthesis the speed of the available hardw are was not suf­
ficient to  produce the digital representation of a pressure function, of reasonable com­
plexity, in a short period of tim e. T hat is, a  period of tim e short enough to  enable the 
user of a sound synthesis package to  proceed in an experim ental fashion. By this we 
mean the composition of a  musical work via experim entation with sonic media made
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available through the system. Instead of this, the lack of performance, m eant th a t  com­
puter based compositions were largely precomposed, with the com puter merely being 
used to  realize them , in much the same way as a conventional instrum ent is used in the  
performance of a score.
Experim ental com puter music (ECM ), taking advantage of the increased speed 
of modern hardware, seeks to  allow the user to  compose music via the process of 
experim enting with sound available through the com puter, m anipulating, editing, and 
unifying the results into a composition [40].
The UPIC system [53, 31] is an experimental com puter music system which provides 
fast audio ou tpu t from scores specified by drawing on a graphics pad. In this m anner all, 
aspects of a particular composition from the low-level waveforms specifying a tim bre, 
to  the specification of param eter values, such as frequency, are specified as a num ber 
of superimposed graphs of the property in question against time. Figure 2-8 shows 
part of an UPIC score. This figure shows w hat is called, in the system terminology, a 
page, specifying frequency against time, where the frequency axis runs vertically, and 
the tim e axis horizontally. The calibration of each axis can be determ ined by the  user 
either manually, or from a set of prestored tables, such th a t the frequency axis may 
run in steps of semitones for example, from pixel to  pixel up the page. Portions of a 
page may be enlarged so th a t the work can be more detailed in places, whilst the pages 
themselves can be overlapped arbitrarily  in time to  form a composition.
The UPIC system is essentially, therefore, a  painting package which provides a  
m apping from its images into sound14. This similarity is not wholly surprising when 
one considers th a t a  prime motivation behind its design was pedagogy. This is clear 
from the words of the system ’s in itiator Iannis Xenakis who has sta ted  [30]
I want to have a tool for myself and other people th a t will be general 
enough to be used in pedagogy, so as to  bridge the gap th a t exists between 
“norm al” people and contem porary music developments. If anybody is able 
to  use such a machine, it will heighten the awareness of the average person 
who will then be involved in composition also. This makes a much more 
homogeneous environm ent for music.
The quest for pedagogy has, however, lead to  the adoption of a  score representation 
th a t is general enough for such use, but is rather too general to  represent easily m any 
types of musical idea. Even with the ability to  calibrate the axes of the graph represen­
tation , it is still a two dimensional graph and is hence only capable of specifying two
14 In many ways this is similar to the process of audification, or sonification. System s which im plem ent 
this process provide a mapping from data in n dimensions onto a sonic representation [25, 24], by 
mappings tuples onto pitch, amplitude, timbre, and other musical properties.
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Figure 2-8: A Page o f an UPIC Score Showing a Plot o f Frequency against Time
classes of param eters at once. In many cases, as in common notation, we may wish to 
specify pitch, amplitude, ornam entation, all a t once against time. The UPIC system 
is therefore inadequate as a system for experimental computer music, for although it 
supplies a short turn-around time from the specification of a score to the production 
of its audio realization, the specification method is far too general for many types of 
musical ideas.
The DMIX system [42], written by Daniel V. Oppenheim a t the Center for Com­
puter Research in Music and Acoustics (CCRMA), is a computer-based environment 
for experimental computer music and music performance. According to Oppenheim 
his
main motivation was to design an easy-to-use and yet flexible and general 
environment tha t has a uniform user-interface, is easily extensible, and is 
independent of any synthesis hardware or host computer.
DMIX itself consists of graphic and text based tools, along with tools for real time 
editing of musical ideas (i.e. while they are being played), performance tools (for the 
use in composition and performance), general tools such as functions, and a music 
representation which is directly changeable by the user. The use of multiple views, or
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representations, allows for the specification of scores, which a t the lowest level are lists 
of events which trigger the action of objects in DMIX, can be achieved, to  an extent, 
using an appropriate representation. The representations available are, however, either 
tex t or graph based which are not necessarily ideal.
The most powerful aspect of the DMIX system is the paradigm  of slappability, 
which is used for applying tools, and representations to  each other, and themselves. 
For example a representation of a section of a score may be slapped, via grabbing and 
dropping, onto the algorithm  description tool, called QUILL, resulting in the score 
being represented in algorithmic form, which can then be modified.
The main problem with DMIX appears to  be concerned with its m ethod of con­
structing  more complex pieces from the initial results of experim entation. This is 
achieved via the mixing in time of the elements generated using the tools available. 
The changing of other aspects of these elements, such as pitch, am plitude envelope, are 
achieved by the application of w hat are called modifiers, which modify, i.e. change, 
these elements in the desired fashion. This is a  problem since during experim entation 
we may come to a point a t which our results are not as desired, and hence wish to  go 
back to  a previous sta te , from which we believe we made a mistake. As the elements we 
have used have been modified in some way, we must either undo all these modifications, 
or recompose the elements we began with, which hinders the process of experim ental 
composition.
The DMIX system gives the impression of being a very powerful and general se­
quencer, in the style of a MIDI sequencer, with the difference being th a t it deals with 
more general types of events, rather than  simply MIDI control. Indeed one of the main 
objects in the system is called an echo which acts in a similar fashion to  a  MAX patch. 
This similarity is, perhaps, not surprising since a goal of the DMIX project was to  
unify the compositional, and performance aspects of com puter music. The addition of 
SHADOW  [39], and LeNNY [41], both tools for adding performance nuances to  scores, 
would seem to indicate a  tendency of the system towards composition via the addition 
of parts generated by ever more complex, and detailed, performances. W hilst perfor­
m ance is im portan t for the experim entation with ideas, and final production of audio 
ou tpu t, a tten tion  must be given as to  how the results of experim entation can be unified 
and then experimented with, in a similar fashion, the results of which can easily be 
rejected, and something else tried, if the result is not a  desired. It is in this area  th a t 
DM IX is not fully adequate.
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2.3 Remarks on Computer Sound Synthesis
In this chapter, and th a t which preceded it, we have shown th a t the problems relating 
to com puter, or digital, sound synthesis stem  directly from the nature of sound, and 
hence its digital representation. The near impossibility of specifying each of the samples 
required to  represent a  pressure function, it was noted, has lead to  the  splitting of the 
problem of digital synthesis into two component problems.
The problem of w hat we called instrum ent specification was shown to  be solved in 
m any different ways, th a t is with the use of a large array of synthesis techniques. The 
concept of unit generators was shown to  enable a composer to  construct a particular 
synthesis technique using the generators as primitives. In this way a synthesis technique 
could be produced of the desired complexity, and generality.
The problem of w hat we called score specification was shown to  be founded upon 
the fact th a t  any particular score writing m ethod will inevitably be either too general, 
or not general enough, for the representation of particular types of musical ideas.
From our investigations into the problems of com puter sound synthesis we uncovered 
a m ethod by which we might evaluate sound synthesis software. This was shown to  be 
achieved by examining the adequacy of the solutions, th a t a system  provides, to  the 
problems of instrum ent and score specification. The system s th a t we analysed in this 
m anner were found to be split into three categories into which they were divided due 
to their approach to  com puter sound synthesis. Language-driven system s were shown 
not to  be true sound synthesis systems, but are rather tool-kits for the  construction of 
sound synthesis systems. We will therefore disregard this approach as a viable approach 
for com puter sound synthesis software. Of the remaining two approaches, the paradigm  
of experim ental com puter music is to  be preferred. This paradigm  scores over th a t of 
batch system s since an experimental com puter music system , equipped with a large 
array of tools and m aterials, can be used in the  same way as a batch system . Batch 
system s, on the other hand, cannot provide the functionality of experim ental system s 
in a similar fashion. Therefore the approach of experim ental system s is superior since 
it affords greater flexibility.
The DM IX environm ent was found to  implement many of the properties required 
of an experim ental com puter music system. It was shown to provide a large num ber of 
input, i.e score description, mechanisms and tools for their m anipulation, in particular 
the powerful paradigm  of slappability. The production of the source m aterial for fur­
ther experim entation is, therefore, catered for with considerable success in the DMIX 
environm ent. It was found to  be less than  desirable, however, in term s of the construc­
tion, and deconstruction, mechanisms concerned with the m anipulation of works th a t
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are the combination of many smaller parts.
The purpose of the first part of this thesis has been to  examine the  problem of 
com puter sound synthesis and to extract the properties th a t are required of a  com puter 
system  for sound and music sythesis. It has identified those properties th a t  as yet have 
not been supplied by any computer system. The second part of this thesis will describe 
the theory behind, and implementation of, a  system in which these rem aining properties 
have been included, with the intention of showing th a t a  system , which solves all the 
problems described, is indeed possible.
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Part II
A Prototypical System: Theory, 
Design and Im plem entation
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C h apter 3
Sound Construction M odel and 
Theory
3.1 Introduction
We have now reached the point a t which we have shown th a t  the digital synthesis of 
sound with com puters is hindered by a single inherent problem. This is due to  the 
large quantity  of numerical d a ta  needed to  specify a pressure function. As a result 
the problem of sound synthesis has been in the split into two problems, which we 
called instrum ent specification, and score specification. Having made this split it was 
discovered th a t  each of these component problems suffered from difficulties related to 
generality.
For the purposes of specifying an instrum ent, there exist a  vast num ber of synthesis 
techniques th a t m ight be used. However, w ith the use of unit generators, provided 
th a t the  set of generators is extensible, we can construct a synthesis technique of the 
complexity and generality we require. The use of the unit generator model does not, 
however, mean th a t  research in the field of synthesis techniques is a t an end. Unit 
generators do not provide all synthesis techniques th a t are possible, but only a way of 
modelling those synthesis techniques th a t have so far been discovered. It may also be 
the case th a t the  use of unit generators to  specify the instrum ents for a  composition, 
say one in which all the  instrum ents are defined using some new and complex synthesis 
technique, would prove to  be more trouble than  to  simply w rite a  stand  alone program  
implementing this new technique. For situations in which many different synthesis 
techniques are required, they are a powerful m ethod of specification.
The problem of score specification was shown to  be the result of a problem th a t  is 








Figure 3-1: Frequency against Time Graph for the Choral Part
adequate for a certain type of musical idea, but will inevitably be too general, or not 
general enough, to represent some other type of musical idea. The solution to this 
problem appears, at first glance, to be fairly simple. We will, therefore, illustrate this 
potential solution in the following section.
3.2 A P oten tia l Solution for Score Specification
Let us suppose th a t we are producing a composition using a computer music system, 
and th a t for a section of this work we have a particular idea in mind. Firstly, we wish to 
have a choral part occupying the lower registers, which rises and falls in pitch, through 
microtona.l intervals. Secondly, above this, in the higher register, we desire a trum pet 
fanfare, which is thus restricted to a smaller set of notes, i.e. those th a t are achievable 
on the modern trum pet. For the first of these parts it appears appropriate to specify 
frequency with the use of a frequency against time graph, as shown in figure 3-1. This 
graph representation is, however, too general for the efficient specification of our more 
traditional trum pet fanfare. For this part it would be more appropriate to  use the 
common western notation, as seen in figure 3-2. This system of notation is, of course, 
not general enough to specify the microtonal choral part. Hence we have reached a 
position in which the most appropriate system of score specification for each part is 
not appropriate for the other. The obvious solution to this problem is to  use the most 
appropriate method for each part, and simply equate the final sound for this section 
to  the sum of the sound for each of the parts. This solution, however, will be shown to 
be inadequate in the realm of experimental computer music, which we have shown to 
be the most flexible paradigm for computer sound synthesis.
In order to understand why the above solution is inadequate, we must first consider 
what it is we are doing when using a computer for the synthesis of sound and music. Let 
us consider a particular situation in which we might want to use a computer system
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( J = 1 2 0 )
Figure 3-2: Trumpet Fanfare Part
for sound synthesis. Suppose th a t we have before us a score, in common western 
notation, for a  short piano piece th a t we have w ritten. We now wish to  use a com puter 
music package, say Csound, to  produce the sound for this composition, using com puter 
generated tim bres. A t this stage the process of composition is over1. The problem th a t 
we have here is simply one of setting our composition, in the required form at for the 
system  to use. As such it is analogous to  an exercise in typesetting. If this situation 
was mirrored in our two part example composition above, i.e. the scores for both  parts 
are already finalised in the most appropriate system of specification, as shown in the 
two figures, then we could realise the composition using the suggested solution. T h a t 
is use an appropriate  score writing tool for each part, generate the resulting sound, and 
the add them  to produce the required result.
In an experim ental com puter music system, however, the situation is quite different. 
Here we are using the com puter system to experiment with ideas, via trial and error, 
although probably guided by some overall concepts, in order to  produce a composition. 
In such a situation there will exist a  number of “prim itive” sounds, such as notes, or 
note lists, and tools for their generation, which may all be considered to  be objects in 
the com puter music system. In addition there will be tools for the modification of these 
primitives, such as score editors and generators, the ou tpu ts of which can be applied 
to  the primitives. Finally there will exist techniques for joining the resulting sounds to 
form larger sonic entities.
As an example of a situation, found in the real world, th a t is analogous to the above 
we might cite the  use of a child’s building kit. As primitives there will be blocks of 
varying shapes, colour and size. These can be moved about, turned, and fitted to  each 
o ther to produce larger forms. These larger structures can also be moved, turned, and 
used as building blocks in similar fashion. Hence with the use of this analogy we see 
th a t  composition via the paradigm  of experimental com puter music takes the form of 
play with the m aterials th a t are supplied by the system , and the techniques available 
to  m anipulate them . We construct a  composition, therefore, via play with available
1 At least in the realm of note, and hence score, specification, although the choice of timbres, i.e. 
instrument specification, may not have been decided.
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m aterials and hierarchically assembling the results [2 2 ] into larger structures, which 
m ay also be the subject of play and experim entation. Thus, in order properly to  allow 
experim entation with sound, it m ust be possible to  m anipulate the larger entities th a t 
are the consequence of the joining of experimental results, in the same m anner as our 
primitives. In the following tex t this will be shown to be essential by examining the 
construction of our example composition under the paradigm  of experim ental com puter 
music.
Let us now continue with our example composition. We will suppose th a t we have 
reached the point a t which we have specified the scores for each part of our composition,
i.e. the trum pet fanfare, and the choral element, using the m ost appropriate m ethod 
of notation. These we now apply to  a  trum pet, and a choral instrum ent respectively, 
to  produce entities representing the resulting sound for each score. We now combine 
these two entities such th a t the resulting entity represents the combined sound of the 
two components. Having achieved this, and on listening to  the result, we decide th a t 
it would be better if the composite, namely the combined sound of the two scores 
performed by their respective instrum ents, sounded an octave higher than  a t present. 
The question arises as to  how we are to  modify the composite entity, such th a t  this 
is achieved. To this problem there appear to  be two obvious solutions which are as 
follows.
1 . Change each component score, such th a t each frequency specified is an octave 
higher than  before, and in general make modifications to  the scores to  modify the 
composite.
There are a num ber of problems with this solution which render it inadequate. 
In order to  achieve the modification manually a large am ount of work may be 
required from the user. To achieve this autom atically the  system m ust understand 
how to make the appropriate changes in each score writing m ethod, which may 
produce a large overhead. Further it would make it difficult for users to  define 
their own notation systems, since they m ust provide the sound synthesis software 
with m ethods by which the score may be modified. The main problem, however, 
is concerned with the deconstruction of a composite sound.
Let us suppose th a t in our example the user finally decides after experimenting 
w ith the composite th a t it is not to  h is/her liking, bu t still wishes to  use the 
trum pet fanfare. W hen the composite is reduced to  its com ponents the user finds 
th a t  the trum pet score has been altered, i.e. th a t it has been raised by an octave 
in pitch. The score m ust, therefore, be modified again to  get it back to  its original 
s ta te . For this particular example the operations required to  restore the score are
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not terribly complicated. W hen the composite has been experimented with, i.e. 
modified, to a large extend, however, say a crescendo has been applied, part of it 
has been raised in pitch etc, the component scores will be alm ost unrecognisable 
and hence almost impossible to  use again. Hence we see th a t if we were to  use 
this solution the experim entation with composites would quite often result in the 
components becoming useless, in term s of being used again.
2 . Change the instrum ents such th a t the pitch a t which they play is an octave 
higher than  the frequency param eter supplied to  them , and in general modify the 
instrum ents in order to  modify the composite.
The problem with this solution is again due to  the results of deconstruction. 
W hile the scores will remain unaltered the behaviour of the instrum ents will have 
changed. In our example both the trum pet and choral instrum ents will play any 
note we wish to  hear an octave higher than  the frequency we specify. This could be 
dealt with by remembering how these instrum ents will behave, and hence specify 
frequencies an octave lower than  we want, or change the instrum ents back to  their 
original behaviour. However, if the composite has undergone a large am ount of 
experim entation, as in the m anner described above for example, the instrum ents 
will behave in a complex m anner which we would be hard pressed to  com pensate 
for. It might be possible to reset the instrum ents such th a t all param eters as 
specified remain unaltered, bu t this assumes th a t the instrum ent behaved in 
this m anner to  begin with. Even if this is possible it is certainly not desirable, 
particularly when the composition, and hence the num ber of instrum ents and 
scores, from which it is formed, becomes large.
From the inadequacies of the proposed solutions, described above, we conclude th a t 
w hat is required is a technique for constructing composite sounds, from less complex 
com ponents, which will allow for the modification of, and hence experim entation with, 
the  composite w ithout affecting the properties of the com ponent sounds from which 
the composite is built. The problem is, therefore, to  find a m ethod for building and 
m anipulating composite sounds such th a t the above conditions are m aintained. A 
complete, and original, solution to this problem will be given in the following text.
3.3 Representing Com posite Sounds
Before we continue further, we will first examine the issue of representing a compos­
ite sound using a d a ta  structure  within a com puter. Let us suppose th a t we have 









Figure 3-3: A Composite Sound Represented as a Tree
combine in some manner to form a composite sound which we call C om positel. We 
then combine this composite sound with a third primitive called P rim itives , to form a 
second composite sound which we call Composite2. Each combination of sounds (prim­
itives or composites) forming a composite can be represented by a tree d a ta  structure. 
Figure 3-3 shows the tree representing the sound Composite2 formed by the above pro­
cedure. The subtree, bounded by a box and labelled 1 , represents the composite sound 
C om positel. In general, therefore, a composite sound formed by the combination of a 
number of other sounds is represented as a tree node, with the sounds from which it is 
built given as child nodes.
One particular, and notable, example of the use of the tree representation in the 
construction and manipulation of composite sounds is the TTree [6 ] of Glendon Di- 
ener. This model consists of a binary tree with the horizontal arcs labelled with time 
delays. The nodes, connected by the arcs, represent musical objects, or gliphs, which 
are activated after the time delays given on the connecting arc. This method forms the 
basis of Diener’s system 2 for notation and composition. In this system the objects at 
the nodes are notation elements which may be superimposed or distributed over time 
to describe a composition.
Figure 3-4 shows a score fragment consisting of two staves. Each stave contains 
a treble clef and a number of notes following it. Each note is clearly separated from 
the preceding note, or clef, by a time delay. The delay following the clef in each case,
2The system emphasises the compositional use of notation mentioned earlier in the text.
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Figure 3-4: A n  Example Two Stave Score Fragment
Paper: 0
Staff: 0  Staff: 0
tClef:0 —  qN: 1 —  qN: 1 —  eN:0.5 —  eN:0.5 —  qN: 1 tClef:0 —  qN: 1 —  qN: 1 —  qN: 1 —  qN: 1
Figure 3-5: TTree Representation o f a Two Stave Score Fragment
however, is zero. Figure 3-5 shows the score fragm ent represented as a TTree where 
tC lef stands for treble clef, qN  means quarter note, and eN  means eighth note, with 
a whole note being one semibreve. Therefore qN :l, for example, represents a quarter 
note, or crochet, following by a delay of one crochet beat. The object class and delay 
tim e can be used either to  display each score element in the correct position on the 
page, or control the order of sound generation events for the purpose of listening to  a 
composition.
The TTree is, therefore, a potential method for constructing composite sounds from 
smaller elements produced via experim entation. The use of TTrees for this purpose was 
thus explored by the production of a program  for the building and rendering of sounds 
constructed from smaller elements distributed over time. It was found, however, th a t 
the model is suspect to  some of the problems found with the DMIX system . Since it 
is only possible to  d istribute objects over time, all other aspects of an object, such as 
the pitch or amplitude of a note, m ust be changed within the object itself. Hence, as 
with DMIX, the problem is with the difficulty of undoing alterations made during the 
compositional process. For this reason the TTree is not completely acceptable as the 
basis of a system for the composition of experimental com puter music. It will be seen 
in the following tex t, however, th a t the new model proposed, which provides a solution 
to  the problems we have described, is in a sense an extension, or generalisation, of the 
TTree mechanism.
3.4 Building and Manipulating Com posite Sounds
In beginning to  describe the solution to  the problem of building, and m anipulating, 
composite sounds we will first fall back on the analogy between the use of a child’s 
building set, and the paradigm  of experimental com puter music. W hen the child builds 
a house, for example, from the bricks, of various shape and colour, he/she might proceed 
by building walls, a door, a roof, etc, and construct from these composites, consisting of 
many joined bricks, the  more complex structure of the house. During this process the 
physical properties of the  bricks, which are the primitives in the building kit, remain 
unaltered. They are, however, transform ed in space by both translation and rotation, 
relative to  the struc tu re  to  which they are attached. This type of building mechanism 
can be found in the technique known as constructive solid geometry (CSG) [1 2 ], found 
in the subject of com puter graphics. In CSG solid objects are constructed via the 
combination, using set operations such as union, of geometrically defined primitives, 
which are thus transform able in space.
After the  deconstruction of a composite in the child’s building set, say the house 
and thus the doors and walls etc, the bricks are found to  be in the same condition as 
before the construction process. This is regardless of how the house has been “played” 
or experim ented with, by the use of rotation, translation, or joining, which are the 
m ethods of experim entation here. This is due to the fact th a t the bricks only appear 
different due to  their position, and angle, relative to  the point a t which they are viewed.
3.4 .1  P aram eter-S p aces
Let us suppose th a t  we have an object, a sine wave, which has a given frequency of 440 
Hz, i.e it has a single frequency param eter. Now suppose we wish to  raise the pitch 
of this sine wave by an octave, i.e. raise its pitch to 880 Hz. Suppose th a t instead of 
changing the param eter of the wave we consider th a t our object, the sine wave, occupies 
a point in a frequency space, and we are simply moving it a distance of 440 Hz within 
it. The internal slots of the object will remain unaltered. However, since we know its 
position, when we come to render the sound, we can do so with the correct frequency 
880 Hz. In general the  values supplied to the pressure function of a sound generating 
object are determ ined by its position in its param eter-space. This, as will become 
clear, solves the problem sta ted  above concerned with m anipulating composite sounds, 
since the objects themselves are not altered, but produce a modified sonic ou tpu t due 
to  their relative position to  the point a t which they are viewed. Before continuing on 
this path we will first stop to examine the nature of these param eter spaces, and in 
particular their com ponent dimensions.
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3.4 .2  D im en sion s
Notionally we can say th a t a dimension will consist of a num ber of points. Each point 
is a measure of distance from itself to a fixed origin. For example the value 440 Hz can 
be seen to  be 440 Hz from 0 Hz, the origin. We can also move from one point in the 
dimension to  another. Hence there are routes between the points. These routes are 
relative measures of distance between the points. Given this notional definition we can 
make the following formal definition.
D efin ition
We define a dimension in term s of sets T and A. Then V7  G T, 7  is an absolute measure 
in the dimension and V<5 G A, S is a relative measure in the dimension. Finally we have 
a function $  of the form $  : T x A — > T. Hence a dimension is defined as a triple 
Q =  ( r ,  A, 4>). P u t simply T is a set of points. A is a  set of routes between the points, 
and the function $  is a m ethod for going along a route from one point to  another. To 
aid the understanding of this definition we will give the following two examples.
E xam p les
1. Let T =  3ft+ and A =  3ft. We have the interpretation th a t 7  G T => 7  is a 
frequency in Hz and 6 G A =£> S is a frequency difference in Hz. We therefore 
have the very simple function 4> : (7 , £) — > 7  +  5,
V7  G 3ft+ ,V<5 G 3ft where 7  +  5 > 0. This gives the frequency reached by the 
displacement 5 from 7 . Hence Q =  ( r ,  A, 4>) defines one particular dimension of 
frequency in Hz.
2. Let T =  {v io l in , v io la , cello, contrabasso, f l u t e , oboe, c lar inet , bassoon, t r u m p e t , 
h o rn , t rombone, tuba, soprano , a l to , tenor , bass}.  Let A  =  {s t r i n g , w o o d w in d , 
brass,  voice) .  We have th e  in te rp re ta tio n  th a t  7  G T 7  is an in s tru m en ta l 
tim bre  and 6 G A  <5 is an in stru m en t family. T he action  of th e  function  $  
in th is  case is when given a  tim bre  7 , and a  fam ily 6 , th e  resu lt is th e  tim b re  
th a t  is th e  co u n te rp a rt of 7  in S. T h a t is th e  in stru m en t in th e  fam ily th a t  has a 
sim ilar range. For exam ple (viola, voice) =  alto  and 4>(/lute,  s t r ing)  =  viol in.  
Hence th e  trip le  Q. =  ( r ,  A,4>) defines a  dim ension of tim bre . F igure  3-6 shows 
a  rep resen ta tion  of th is  dim ension in which each in stru m en t is a  node, and  th e  
rou tes between th em  are given as arcs. For th e  purposes o f c larity  in th e  d iag ram , 
only th e  string and  wind  rou tes are given.
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Figure 3-6: Graph o f  a Discrete Dimension o f Instrumental Timbres
Given this formal definition of dimension, and hence of a param eter-space, we will 
now consider the natu re  of a  composite sound constructed in such a space.
3 .4 .3  D efin ing th e  S tru cture
A composite sound will consist of a tree of nodes to  which a num ber of sound generating 
objects, e.g. instrum ents, will be attached. The attachm ent takes the form of a position 
in the space of param eters of a particular sound generator, relative to  the node. As 
an example suppose th a t  we have an instrum ent, with a fixed tim bre, which has a 
frequency value of / ,  and am plitude a. If we assume a particular ordering of these 
values we can say th a t  this instrum ent is a t ( / ,  a) relative to  the node to  which it is 
a ttached.
The nodes themselves are connected via the arcs which control the  relative position, 
over time, of one node in relation to  another. The motion of a  node, relative to  another, 
has an affect on the absolute position in the param eter-space of any sound generating 
objects attached to  it. The values used to  drive an instrum ent, i.e. its param eters, are 
defined by the in strum en t’s position in param eter-space, relative to  an observer. Hence 
the  sound of an instrum ent perceived a t the position of the observer, is affected by the 
motion of the struc tu re  of nodes.
Before we make a definition of the elements of our s tructu re  we will first s ta te  some
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assum ptions necessary for their definition. Let us suppose th a t all the  param eters taken 
by sound generating objects in our system are taken from dimensions contained in a 
set of dimensions D.  In addition to this we also have a dimension of tim e which we 
will call T.  Having made these assumptions, we may now proceed with our definitions.
S o u n d  G e n e r a to r  A sound generator is a pair s = ( / ,  p), where /  is a function of the 
form /  : T  X dSl x .. . x d Sk — > sound pressure , and where dSi £ D  Vz =  1 . . .  k, for 
some natural num ber k. In addition p  is a tuple of the form p = ( p i , . . . ,Pk), with 
each pi £ dSi V? =  1 . .  .k . Thus a sound generator is essentially an instrum ent 
coupled with a position in its param eter-space, relative to  the node to  which it is 
attached.
N o d e  A node is a  triple n = (m, a, S),  where m  is the node th a t is directly above n  in 
the hierarchy, which we will therefore call the parent of n. Should there exist no 
node th a t is the  parent of n, we shall write e in its place. In addition a is a tuple 
of arcs, the definition for which is found below, of the form ( a i , . . . ,  a&), for some 
natural num ber k. The set S  is the set of sound generators associated with this
node. Again, if there are no arcs issuing from the node we shall write the  symbol
e in place of the  tuple.
In order th a t the  structure  of nodes is constrained to  be a tree, we assert the fol­
lowing conditions. We have a function higher : N  odes X N odes  — > {t ru e , fa ls e } ,  
which is therefore a predicate function given by the following.
fa ls e  if m  is the root node
true  if n  is the parent of m
higher  (n, par ent(m))  otherwise
The predicate function higher  evaluates as h igher(n ,m )  = t ru e , therefore, if n 
is higher in the  structure of nodes than m. Given this definition we will constrain 
the structu re  such th a t Vn £ N odes , h igher(n , n) =  fa lse .
A rc  An arc is a triple a = (n, m, g ), where n  and m  are the  nodes connected by the arc, 
such th a t n is the  parent node of m. g is a function of the form g : D U { T }  — > F , 
where F  = {fd  : T j  x T  — ► r^ ,V  dim ensions d = (T j, A j, $<*) £ D ]  U { f t : 
T  — > T}, such th a t g{d) — fd, and g(T) = f t .  The set F  is, therefore, the 
set of all functions defining the relative motion of the node beneath it in all 
dimensions from which the param eters of the sound generating objects are taken. 
The function g simply produces the correct function for the dimension given by 
its single argum ent.







Figure 3-7: A n  Example o f a Tree o f Nodes and Arcs
Node Parent Arcs Generators
N odel e (A rcl, Arc2) { M
Node2 N odel (Arc3, Arc4) {*2 }
Node3 Nodel e {*3}
Node4 Node2 e {*4}
Node5 Node2 e {**}
Figure 3-8: Table o f Nodes
3 .4 .4  A n E xam p le  Structure
Figure 3-7 shows a tree of five nodes connected by four arcs. Each node has associated 
with it a single sound generating object, each of which has param eters from a num ber 
of dimensions. For example, the sound generating object s \  =  ( f i , p i ) ,  where f \  is 
a  function of the form f \  : T  X D \  X . . .  X Dk — > sound p r e s s u r e , w ith each D{ a 
dimension. In addition pi =  ( d i , . . . ,  dk), with each d; £ D{.
The table in figure 3-8 shows the associated values for each node in figure 3-7. 
Figure 3-9 gives the values for each of the four arcs found in the example tree of nodes.
3.4 .5  P aram eter  E valuation
The actual param eter values of a  sound generator, th a t is the values which deter­
mine the sound th a t is ou tput, are themselves determined by a generator’s position 
in param eter-space. It is therefore necessary to  be able to  calculate these values, i.e. 
the position, when com puting the sound for a particular struc tu re  of nodes, arcs, and 
generators. T ha t is when we wish to  produce the sound file for a composite sound.
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Arc Parent Child Function
A rcl Nodel Node2 Fi
Arc2 Nodel Node3 f 2
Arc3 Node2 Node4 f 3
Arc4 Node2 Node5 f 4
F igure 3-9: Table o f Arcs
Before a formal definition of the m ethod of calculation is given we will make the 
following definitions, u is a function of the form u : N odes  — > N odes  such th a t u(n) 
gives the node directly above n  in the tree, i.e. the parent of n. In figure 3-10, for 
example u(NodeS) = N ode2. v is a function of the form v : N odes  — > Arcs  such 
th a t v(n)  gives the arc directly above n. In figure 3-10 for example v(N ode3 ) =  Arc2. 
Finally f- denotes the function for dimension of arc j .  The tim e a t the node at 
the top of the tree we will call to. W hen the sound is computed to increases uniformly. 
The tim e a t node n  is given by the function e* : N odes  — > T , evaluated thus.
j io if n  is the root
\  (et(u (n ))) otherwise
Hence in figure 3-10 we have et (Node2) =  t\  = f t  (to) and et (Node3) = t 2 =  f t ( t  1) — 
f t  (ft  (Io))- Now if n  is a  node let nt denote the  tim e a t  th a t  node. Suppose th a t  an 
ob jec t a t  a  node n has a  p aram ete r p  £ T; for som e i. T he value during  rendering  is 
given by th e  function  e; : T*- x N odes  — > T; thus.
f p if n  is the root
' P' \  e i ( f ^ n\ p } (u(n))t), u(n))  otherwise
W here (u (n )) t denotes the time a t the parent node of n. Hence in figure 3-10 the value 
of param eter p  of object A is e^(p, N ode3) =  / J ( / | ( p ,  £1), £o)- Therefore if the object A 
has a pressure function g : Td X T  — > sound pressure  the  result during performance, 
or com putation, will be p(e^(p, Aode3),to)? since e^(p, N ode3) is a  score for the sound 
generating object A. The pressure value of the composite a t tim e to is thus given by 









Figure 3-10: Evaluating the Value of Parameter p of Object A
3.5 T he R endering o f C om posite Sounds
3.5.1 In troduction
The term rendering has become almost exclusively associated with the field of computer 
graphics, in which a model of a scene is rendered to produce an image. This stems from 
one particular meaning of the word, which is th a t to render is to translate one thing 
into another. Hence in the field of computer sound synthesis the term rendering refers 
to the process of translating a particular model of sound into another representation, 
and in particular, as in this instance, the low-level digital representation, stored in a 
sound file for example. This process of sound rendering has also been likened to th a t 
of compilation, found in the implementation of many computer languages.
The rendering of the composite sounds defined above consists of four stages. To 
begin we must generate what we will refer to as the contributor set. This is a set of pairs 
of the form (s, n), where s is a sound generator which contributes to the overall sound of 
the composite, and n  is the node to which it is attached. Then for each element of this 
set we must produce the path of the generator in the pair. For each sound generator 
we will then produce a representation of its path through its parameter-space. This we 
can then use to provide the param eters for the sound generator over time, to  produce 
the contributed sound of the generator to the entire sound of the composite. The sound 
for the composite sound is therefore given by the sum of the sound contributed by all 
the sound generators in the contributor set.
Before we begin rendering the composite sound we must first decide upon the values 
of a number of param eters. Firstly we must select the node we are to  consider to  be the 
root of the area of the composite we are to render. The ability to  produce the sound 
for a particular portion of our composite is im portant in the context of experimental 
computer music composition. It is rather like designing the motion of a skeleton, during 
which we might wish to examine the motion of a particular limb or bone say, minus 
the motion of it due to its attachm ent to the body.
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After deciding which node to  take as root, we m ust specify an interval of tim e over 
which the tim e a t the  root node is to  run, and hence w hat interval of tim e we are to 
render the sound over. Along with the definition of this interval we m ust also specify 
by w hat step of tim e the tim e at the root is to  increase, or decrease, as there is, it 
should be noted, nothing wrong with time running backwards over the interval. This 
would produce a tim e reversed output, in the sense th a t the param eter paths, which 
will examine later, will be tim e reversed. The tim e step we choose takes the  role of the 
control rate, as it specifies the rate  a t which the param eters of the sound generators 
are updated, and hence the accuracy to which the param eter paths are represented3.
Finally we m ust specify the sampling rate a t which the final ou tpu t is to  be produced.
Hence prior to rendering of the composite we have defined the following param eters.
r  The node th a t is to  be considered as the root of the portion of the composite we are
rendering.
t 1 Sc £2 Forming the interval [£i,£2] over which we are to  render, 
k The control rate  specifying the accuracy of path  rendering, 
s The sampling rate of the final ou tpu tted  sound file.
3.5 .2  P rod u cin g  th e  C ontributor Set
For convenience in the following expression we will assign the functions p, a, and g to 
be equivalent to  the projection functions H i4, n 2 , and n 3 , respectively such th a t for a 
given node n, p(n) gives the parent of n, a(n) gives the arcs of n, and g(n)  gives the
sound generators attached to the node. In addition, for a  given arc r  the function c(r)
gives the node to  which the arc points, i.e. the child of the arc. We further specify a 
function called size,  which gives the number of elements in a particular n-tuple. Hence 
for example s i ze ( (a i,  0*2 , 0,13)) = 3. We also require the function pairs , which gives the 
required set of pairs of node and generator, given a the set of generators for the node. 
For example, if s (n ) =  { s i ,S 2 } then pairs(n )  =  {(n, Si), (n, 5 2 )}- Now if we let P  
represent the set of all pairs of nodes and sound generators, the contributor set is given 
by a function of the form C on  : N o d e s  — > P , evaluated as follows.
f pairs(n)  if a(n) = e
I  (U?” i (o(n)) C on(c{U i(a(n)))))U pairs{n)  otherwise
3The nature, and production, of parameter paths will be discussed later in the text. In the section  
on parameter path rendering we will examine the issue of accuracy
4For an n-tuple m ,  the function II,(m ) gives the i th element of m, V* =  1 . . .  n .
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Therefore in our example structure in figure 3-7, given Nodel as the root node the Con  
function will yield the following result.
C o n(N ode l)  =  {(N o d e l , s i) , (Node2 , S2) , (N odeS , S3), (7VWe4, S4), (N ode5, S5)} 
Giving the remaining nodes as the root of our structure, we get the following results.
C o n (N o d e2) =  {(Node2, S2), (Node4,s±), (Node5, S5)}
Con(NodeS)  =  {(Aode3, S 3 ) }
C on(N ode4 ) =  {(Node4, S 4 ) }  
C on(N ode5 ) =  {(Node5, s5)}
3 .5 .3  G en eratin g  th e  P aram eter Paths
Once all the sound generators, which contribute to  the composite, have been collected, 
the next stage is to  create the paths of the param eters for each generator. A param eter 
path  is a history of the  value of a particular generator param eter over the tim e for which 
we are rendering the composite. As such it is essentially a function of tim e which yields 
a param eter value as ou tput. For example, let us consider th a t we have a generator 
which produces sound pressure ou tpu t given a value of time, and of frequency. Let us 
further suppose th a t the frequency value is taken from a dimension F  = (I"/, A /, $ / ) ,  
and th a t we are rendering over the interval of tim e Then the path  for the
frequency param eter is represented by the function p : T  — > T/ .  Hence the task 
of generating the path  for this param eter is equivalent to  the task of constructing a 
representation of th is function.
W hen this is achieved for all the param eters of a particular generator, we have 
in effect constructed a score, in the sense we defined previously, for the generator in 
question. To dem onstrate this fact suppose th a t we have a sound generator g with 
a sound generating function f g : T  x  Ti x  T2 — > sound p ressu re , th a t  is g hats two 
param eters, in addition to  the tim e param eter. Hence if we now generate the paths for 
these param eters over the interval [£1 , £2]? and call these p\ and P2 respectively, then the 
pair (p \)p 2) is clearly a score for g. This is because the evaluation of f g( t ,p i ( t ) ,p 2 (t)) 
where t goes from £1 to  £2 , produces the contributed sound for this generator, which 
is in effect an instrum ent in all but name, for the portion of the composite we are 
interested in here.
W hat we have to  solve now is the problem of generating the paths for all the 
generators in the contributor set. Hence we m ust generate the param eter path  for each
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generator’s param eters. Therefore to generate a particular param eter path  we are given 
the interval [/1 + 2], the  control rate  k (specified in Hz), the initial param eter value p, 
and the node n, in which the generator, to  which the param eter belongs, is found. Let 
us suppose th a t our param eter p E Tp, and hence the path  of p  is a function of the 
form /  : [£1 , £2] — > Tp. We have already seen how to evaluate the value of a param eter 
a t a given node. This was given by the function e;(p, n), where i was an index to  
the  dimension from which the param eter p  was taken. Therefore the path  is given by 
/(£) =  epp(p, n) given th a t  in the equation for e, u(n ) t = et (u(n)),5 with £0 , the tim e 
a t the root node, given by the current value of tim e at the  root node £ E [£1 , £2]-
T he above solu tion  for th e  p a th  of the  p aram ete r p  is exact for all values of £ 
in th e  in terval [£1 , £2] - However, for th e  purposes of rendering we are only in terested  
in evaluating  th e  p a th  a t  po in ts along th e  interval [£1, £2] sep a ra ted  by th e  am oun t 
specified by th e  con tro l ra te  fc, i.e. a t  steps o f Hence we evaluate, as above, /(£ ) for 
£ =  £1 +  f  for a non-negative integer a  =  0 . .  .5, w ith 8 <  k { t 2 — £1) < 5 + 1 .
The question arises as to  how we are to  give values for /  where £ does not lie on 
one of the chosen points. This decision is fairly arbitrary, though the result will likely 
have a bearing upon how much aliasing6 will occur in the path  rendering process. Two 
possible schemes are outlined below. The first chooses to  take the value of the  nearest 
evaluated point th a t  is less than £. The second views the path  as being constructed 
from straight lines joining the evaluated points. This straight line interpolation is likely 
to  be more accurate than  the first representation. It is likely, however, th a t  there will 
exist be tter m ethods of representation than than  this. For example, the fitting of a 
curve to the given set of points may, in many circumstances, produce be tte r results.
1 . /(£) =  /(£ i +  f )  where a  is a non-negative integer, such th a t a  < k(t  — ti)  < cn+1 .
2- f ( t )  = f ( t  1 +  f ) +  1 +  n p 1) -  f ( t  1 +  f ) ) ,  where a  is a  non-negative
integer, such th a t  a  < k(t — £1) < a  +  1 .
It should be noted th a t  the arithm etic operations in the equations, are generic, with 
the action required defined in term s of the dimensions to  which the operands belong. 
To illustrate the process of path rendering we will, in the  following tex t, give a brief 
example.
5u(n) gives the parent of the node n.
6By the term aliasing we m ean differences between the continuous representation of the path, and
its representation using points sampled at the control rate. Aliasing can occur in any system  which
represents a continuous process as a number of values sampled at particular intervals in time, for 
example the digital representation of sound. The greater the intervals at which sampling takes place, 
i.e. the lower the sampling rate, the greater the risk of aliasing.
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An Example of Path Rendering
As an example, let us consider th a t we are rendering a s tructu re  as found in figure 3-11. 
Here we have a sound generator, a fixed am plitude sine wave generator to  be exact, a t 
the bottom  of our hierarchy of nodes. The only param eter th a t this generator takes is 
one of frequency in Hertz, which is currently 440 Hz, say. The arcs above the node, in 
which the generator is found, contain frequency functions / 2 , and f i  respectively. For 
convenience we will assume th a t all time functions are identity functions, and hence 
the time will be the same for all nodes, namely the time a t the  root node, here N odel. 
We are to be rendering this structure with N odel as the root, over the interval of tim e 
[0, 4] seconds, and a t a control rate  of 10 Hz. We do not need to  concern ourselves with 
the sampling rate, as we are only concerned with the production of paths here. The 
function f i  is defined as f i ( p , t )  = lOOi +  p, and the definition of is given below.
/2CM) =
A graph representing f \  with p fixed a t zero can been seen in figure 3-12. A similar 
graph for / 2  can be seen in figure 3-13. W ith the use of the equations for tim e and 
param eter values shown earlier in the text, we can calculate the path  of the frequency 
param eter. If we were to  use the system of giving param eter values for tim es in between 
those th a t are rendered as being the value of the nearest rendered value before it in 
time, we get the path  shown in figure 3-14. This path  may now be used to  drive 
the sound generator to  produce the sound for its part of the structure, which in this 
example is the sound for the whole structure.
3 .5 .4  D im e n s io n  H ie r a r c h y
Before dealing with the final production of the  pressure function for our composite we 
will examine an small issue relating to  the control of param eter values. It may often 
be the case th a t when computing param eter values we wish particular values not to  
be affected, whilst others of a  similar type must change. This occurs when we have 
vibrato, given els a frequency which we do not wish to change, and note frequencies 
which we wish to be altered. This is not a problem since we can view the dimensions of 
v ibrato  frequency and note frequency, i.e. pitch, as different entities which are therefore 
governed by different arc functions. In a sense we have a kind of class hierarchy as 
shown in figure 3-15. Here the class of frequency param eters is a subclass of the  class
1 0 0  +  p  if t < 1
2 0 0  +  p  if t < 2
300 +  p  if t < 3
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Figure 3-13: Graph of Frequency Function / 2
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Figure 3-14: The Path of the Frequency Parameter as Rendered.
of all param eters. The frequency class is further divided into vibrato and pitch classes. 
Hence each of these properties can be controlled separately by defining a function for 
its class, or together if desired, by defining a function for their superclass.
3 .5 .5  P ro d u ct io n  o f  T h e  P ressure Function
The production of the pressure function, i.e. the sound, for the composite is a simple 
process of using the paths for each sound generating object in the contributor set, to 
drive the associated sound generator. Hence the path for each sound generator is used 
as a score. The resulting sound from each sound generator’s performance of its path, is
Q Parameter ^
^  Frequency ^
Figure 3-15: Dimension Class Hierarchy
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summed to produce the sound for the entire composite. For example, suppose we have 
a num ber of sound generating objects si  .. .Sk, for some natural num ber fc, with each 
Si =  (f i , p i ). Each of these generators takes a single param eter of frequency, and for 
each of these param eters we have produced paths p ± .. .pk- We further suppose th a t 
the composite is rendered over an interval of time [0 , d\ seconds, and th a t the  sound 
for the composite is given by the function g : [0, d\ — > sound pressure. The function 
g is, therefore, evaluated by the expression g{t) = Yli= 1 fi{Pi{t))-
3.6 Summary of the Nodes and Arcs M odel
The model of a composite sound as a tree of nodes, to  which are attached sound genera­
tors, connecting by arcs moving in param eter-space can be seen to  be a generalisation of 
d a ta  structures for music such as the TTree [6], of Glendon Diener. This however only 
controls the position of musical objects in time, and hence forms a m ethod of starting  
and stopping hierarchies of sound generators. The nodes and arcs model generalises 
this by providing a m ethod of constructing sounds in any musical space, which we have 
called param eter-spaces. This not only provides a m ethod for applying well known 
effects such as tem po curves [5] to  provide performance nuances, but also more general 
and abstract notions such as being able to  apply a glissando to any sound regardless 
of the complexity of its construction, or transform ing a string quarte t, as a single unit, 
into a wind quarte t.
The purpose of the design of the nodes and arcs model was to  form a solution to  
the problem of score specification, in an experimental com puter music system . This 
was found to  be a problem of providing a mechanism of constructing composite sounds 
hierarchically, which could then be experimented with, w ithout affecting the compo­
nents from which the composite is built. This is achieved by the model since a t no tim e 
are the sound generating objects altered internally. The sonic effects are produced by 
their motion in their param eter-spaces, relative to  a particular observer, i.e. the  root 
node a t rendering.
The next problem is how to  represent this process in an uncomplicated m anner to  
the user of an experim ental com puter music system. It is therefore the  problem of 
designing a suitable user interface for a system which uses the  nodes and arcs model. 
The solution to  th is problem, used in the im plem entation of a prototypical system , will 
be described in the  following chapter. This will be described within the context of a 
prototypical system which has been implemented, and tested, which forms the overall 
topic of discussion in the following text.
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C hapter 4
Im plem entation of a Prototypical 
System
4.1 Introduction
The purpose of the im plem entation of a prototypical system was to  provide a platform  
from which to  test the viability of the nodes and arcs model as a solution to  the problem 
of score specification under the paradigm of experimental com puter music. The system 
is, therefore, not intended to  be a complete and general package for sound synthesis. It 
is ra ther an im plem entation of the aspects of a  system which uses the nodes and arcs 
model, which are new. We will begin the description of the system by first examining 
the system architecture.
4.2 System  Architecture
Figure 4-1 shows the architecture of the prototypical system . The main components, 
as can be seen from the diagram , are the Graphical User Interface (GUI), Lisp Object 
S ys tem , Sound Renderer , and Audio I / O , i.e. audio input and ou tpu t. The fifth 
module, Disk, simply represents backing store for the  input and ou tpu t of sound files, 
as such it is not strictly a part of the system. The audio input and ou tpu t module is 
of no real interest, and as it simply consists of program  code for the audio input and 
o u tpu t of sound d a ta  already existing either in memory or on disk.
The main components of this system, which implement the  preponderance of its 
functionality, are therefore the GUI, object system, and sound renderer. Of these 
three modules the object system is the only one for which its im plem entation was not 











Figure 4-1: System Architecture.
Indigo, with excellent graphical and audio1 capabilities.
4.3 Graphical User Interface
4 .3 .1  D esign
The production of a graphical user interface to  a  particular process is in essence the 
realisation of a  particular m etaphor for the process in question. We have already, in 
the  preceding tex t, referred to  the similarity between the paradigm  of experim ental 
com puter music, and the action of play, and in particular play and experim entation 
with a building kit. W hatever user interface design we are to  choose, it m ust represent 
the objects found in our model, namely nodes, arcs, functions, scores and tools on 
screen, and provide for the interaction of these, via the action of the  user. There are, 
perhaps, a large num ber of m etaphors which we might use to  represent the process of 
building sounds using the nodes and arcs model2, all of which may be perfectly usable. 
Indeed it might be argued th a t the most useful interface would be one which allows for 
the design of a  particular m etaphor th a t each particular user finds m ost appropriate. 
We are not, however, interested in the design of a user interface which dem onstrates 
some new technique in human com puter interaction (HCI), or attem pting  to  provide a 
GUI from the analysis of the need of composers [49]. We simply wish to  have a usable 
interface, which provides a means of testing the nodes and arcs model. The selection 
of a m etaphor by which to  represent the compositional process using the model is,
S u p p o rts  stereo sound at maximum sampling rate of 48 kHz, w ith 16 bit samples
2 See section on Future Research : User Interface Issues
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therefore, an arb itrary  one. At the very least a particular solution to  the user interface 
problem will not be unique in its success. In spite of this, we will give a brief discussion 
on the selection of the m etaphor, which is implemented in the prototypical system .
In the nodes and arcs model there are a number of classes of items, or objects, 
th a t are used in the compositional process, which require a representation in the user 
interface. F irst and foremost, there are the nodes and arcs themselves. The GUI 
represents the structures built from these objects as rooms (the nodes), connected to 
each other via doors (the arcs). All objects attached to  a particular node are seen to 
inhabit the room which is the representation of the node in the GUI. The doors, which 
inhabit the room from which the arcs they represent stem , act like arcs by controlling 
the relative position of the nodes, and hence rooms, below them  in the hierarchy. In 
a sense w hat happens when rendering is th a t the sound in a particular room is the 
result of sound passing through the doors from rooms lower in the hierarchy, with the 
addition of sound generated in the room itself. In addition the action of each door 
warps the sound coming through it in a particular fashion, which is defined by the 
user’s application of functions to  it. This models the functionality of an arc.
In order th a t the user can move between many rooms, a t different positions in 
the compositional hierarchy, describing different parts of the composition, it should be 
possible to view many parts of the structure  a t once, and move between them . The 
view of a room is, therefore, th a t of a window showing a movable viewport onto the 
room in question. W ith the production of a number of these viewports, showing a 
multiplicity of rooms, the user is able to  move between them , using the mouse, and 
focus h is/her a ttention on a particular part of the composition a t will. Since we wish 
to  show a number of viewports on screen simultaneously, we would like to  minimize 
the size of the windows they inhabit. For this reason the objects found in each room 
are displayed in iconic form on a grid, shown by the viewports, mimicking the object 
m atrix  found in the internal representation of nodes, which we will examine later in 
the tex t.
To enforce the sense given to  the user of actually working inside the compositional 
s tructu re , rather than  externally creating it, it was decided th a t the system ’s da ta , and 
tools, for object creation, destruction, and m anipulation etc, should inhabit rooms also. 
These objects, which do not generate sound, are therefore viewed in iconic form, as 
p a rt of the rooms they inhabit. This uniform representation of all our system  objects 
generates the problem of how we are to provide interaction between them . To do this 
we borrow from the paradigm of slappability [43], introduced by Daniel V. Oppenheim 
as p a rt of his system for experimental music composition, DMIX. Actions are therefore 





Figure 4-2: Icon Structure
the dropping it on any object shown in any viewport. The action taken depends upon 
the classes of the two objects involved. Hence a single binary generic function is used 
as the control for the entire system. This function we call the perform function since it 
provides for a kind of abstract form of performance. In the case of an instrum ent object 
being dropped onto a score, we might expect to hear the instrum ent play the score in 
question. This is a fairly traditional form of performance. We might expect, however, 
th a t an object called edit, when dropped upon a score would produce an appropriate 
editor for the type of score used. In a sense the edit object performs the score, by 
examining its class. The result of the performance is the production of the appropriate 
score editor.
At this point we have constructed a complete metaphor for the process of exper­
imental music composition using the new nodes and arcs model. The GUI will view 
nodes as rooms in which all the classes of system objects can be found, and picked up 
and dropped to invoke the perform function, and hence produce the particular action 
th a t is desired. We will now examine the implementation of this m etaphor in the pro­
totypical system, and in addition detail some of the tools, and data, objects available 
in the system when it is started , and the functionality th a t they provide.
4.3 .2  T h e  V iew  Library
The view library VL, which was built by the author of this thesis using Silicon Graphics 
library GL [32, 54] and the user interface library FORMS [44], is a C library which 
consists of functions for creating, destroying, and manipulating viewports and the icons 
tha t inhabit the areas th a t the viewports inspect. Each viewport, on its creation, is 
bound to an empty two dimensional array, of a given size, into which icons may be 
placed, or removed.
The structure of the icons in VL is shown in figure 4-2. Each icon consists of a square 
background image onto which is placed a smaller image, which is used to  identify the 
icon. At the bottom  of the icon a text label is placed to further help identify the object 
which the icon represents.
The structure of the viewports in VL is shown in figure 4-3. The move button allows 
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Figure 4-3: Viewport Structure
size of the viewing area to be altered. The scroll bars, and arrow buttons are used 
to control the position of the viewing area over the array of icons th a t the viewport 
examines. The exit button is used to close the viewport.
The VL library contains functions which allow the creation and on-screen drawing 
of viewports. The viewports show a m atrix, of a specified size, containing VL icons. 
The icons themselves may be created and destroyed and added to viewports via the 
use of additional functions also contained in the library. A function may be called to 
allow the control of any viewports shown, and the icons within them, in the manner 
specified above. This function will return only if one of the following two events occurs.
1. A viewport is closed by pressing its exit button.
2. An icon is picked up, by clicking on it, and dropped into a viewport (possibly the 
same one) with a second click of the middle mouse button.
In the second of these events a library function may be used to obtain handles on 
the viewport from which the icon was picked up, its position in the icon m atrix, the 
viewport in which it was dropped, the position in the icon m atrix of the viewport in 
which it was dropped, and the icon, if any, th a t resides a t the dropping position. This 
information can then be used to drive the perform function.
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Figure 4-4: The View of the Main Room on First Running the System
4 .3 .3  T h e  V iew in g  of  R o o m s
The object system module keeps track of all the objects associated with a particular 
node in the tree structure. This is in the form of a m atrix which can be mapped onto 
a m atrix of icons in order to display the node, or rather room which represents it, in 
a viewport. This is achieved by first creating a viewport of a size specified by the 
user, which views an icon matrix, the size of which is identical to the size of the object 
m atrix. A unary generic function is then used to create the appropriate icon for each 
object in the matrix, which is then placed at an identical position in the viewport’s 
icon m atrix. Hence the appearance of a particular object, i.e. the appearance of the 
icon which represents it in the GUI, is determined by its class and hence the method 
of the generic function which builds the icon for its class. Finally, the viewport, with 
its filled in icon matrix, is displayed to allow the user to interact with it in the manner 
described above. Figure 4-4 shows the appearance of the main, or root room, which is 
a t the top of the initial structure when the system begins. As can be seen, this room, 
and hence the associated node, contains three doors to rooms lower in the structure. 
These three initials rooms contain user tools, classes of objects th a t can be created, 
and some example note objects.
4 .3 .4  Invoking the  Perform  Function
When an action occurs in the user interface the details concerning the pick and drop 
motion of the icon in question is sent back to the object module. From this information,
mm
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Figure 4-5: Performing the Kill Tool on a Note to Destroy It.
and the room to viewport bindings, the object module is able to find out which object 
has been performed upon which other object, if any. If it is the case th a t the position 
onto which the first icon was placed is empty, then the icon, and the object it represents, 
is moved into this position. Otherwise the perform function is evaluated with the two 
objects in question as argum ents. The object whose icon was moved forms the first 
argum ent, and the object on which it was placed becomes the second. After the perform 
function is evaluated, the objects, and the icons remain unchanged, except in cases 
such as the deletion of an object with the kill tool. This type of operation is shown 
in figure 4-5 in which the kill tool is being used to delete a note object from a room. 
Hence, the perform function has a method which deletes an object when an instance 
of a kill tool forms its first argument.
4 .3 .5  Im p lem en ted  O b jects
We will now examine the nature of the objects th a t are implemented in the prototypical
system.
N o te s  These objects are a very simple form of sound generator with internal slots 
for frequency, amplitude and timbre. The model for the timbres found in note 
objects is described later in the section on track production. The note objects in 
the system are different from MIDI notes as they cannot be “switched” on and 
off. They will simply play a continuous tone, the properties of which are defined 
by its motion through its own parameter-space.
D o o rs  Door objects provide the user with a representation of arcs to which functions 
may be added. Each door also provides a mechanism for displaying the room
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which is directly below it in the hierarchy. This is achieved by simply double 
clicking on a particular door. If the room below the door is not displayed, then 
a viewport showing the room in question is produced. Rendering is achieved in 
the system by applying the render tool to  a  door. The user can then select the 
param eters, described earlier in the tex t, which determ ine how the rendering is 
to  be carried out. After the completion of the on screen form, the  sound for the 
room in which the door resides, or the one directly below it (this choice is made 
in the  form), is rendered and an iconic representation of the sound file produced 
is given to  the user to  place in a room. This sound file can then be played by 
applying the play tool to  it.
T oo ls  Tool objects are used to  inspect, create, destroy, or modify in some way, the 
objects th a t are available in the system. The edit tool, for example, may be ap­
plied to  another object to  invoke the appropriate editor for the object in question. 
In particular the edit tool can be applied to  a graph object, as described below, 
with the result th a t a representation, th a t can be edited, of the graph object is 
produced on screen. This representation is in the form of a  graph editing tool, as 
shown in figure 4-6.
G ra p h s  G raph objects provide a general score functionality in th a t they can be created 
and edited and applied to  doors, to  affect the motion in param eter-space of the 
node, represented by the room, directly below the door in the hierarchy, and 
hence all sound generators, and other nodes, positioned relatively to  it. The 
correspondence between the graph and the param eter function is defined by the 
completion of an on screen form, which the user is given to  complete, when the 
graph is applied to  a door. Typically values to  be specified in the form are which 
dimension to  supply control over, over w hat tim e period to  do it, and scaling 
factors.
C la sse s  Class objects exist to  represent the classes of all the instantiable objects in the 
system . For example a class object exists to  represent the  note class. W hen the 
make tool is applied to  a note class object a form is produced which the user m ust 
complete to  specify the initial values of the internal slots of a note object. W hen 
this form is completed a note object is created with its internal slots specified as 
in the completed input form.
G r a in G e n e r a to r s  G rain generators produce produce random ly distributed sinusoidal 
grains (or sonic quanta) over frequency, am plitude, and time. Their operation 
is therefore governed by param eters describing the probabilistic distribution of
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Figure 4-6: The Graph Editor
the grains over frequency and amplitude, the average number of grains per sec­
ond, and the duration of the grains. The grains are assumed to be uniformly 
distributed over time according to the number of grains per second. Granular 
synthesis and the use of a grain generator will be described in more detail in the 
system demonstrations section, given later in the text.
4.4 O bject System
The object system is central to the operations of the system, as it acts as the control 
mechanism for the software. All sound generating objects, tools, the nodes they inhabit, 
and the arcs th a t link the nodes, exist in this module. The user interface module 
represents the objects found in this module in a graphical form. All actions th a t take 
place in the GUI are sent to this module, and it is here th a t a decision is made on 
what is to be done. The result of a particular action may be to invoke the sound 
renderer, or the audio input and output module. This process is controlled by the 
binary generic function perform , the arguments to which are specified by GUI action. 
Hence, the behaviour of the system is defined by the methods of this generic function.
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The class hierarchy is im portan t for the purpose of lessoning the num ber of m ethods, 
and is therefore outlined in the following section.
4 .4 .1  C lass H ierarchy
The hierarchy of classes for the object system is shown in figure 4-7. The driving 
concern in the construction of this hierarchy was the desire to  minimize the num ber of 
m ethods th a t  need to  be defined for the perform  function. For example all classes of 
objects are a sub-class of the TopLevel class. This is useful, as will be shown later, as 
it enables the  perform  function to  trap  actions for which no specific m ethod is defined.
4.4 .2  T h e Perform  Function
All actions in the  system , as was stated  previously, are controlled through a single 
binary generic function, the argum ents (two objects) to  which are determ ined by the 
user interface. The Lisp code shown in figure 4-8 shows the declaration of the perform 
function as a generic function of two argum ents. This code also defines a m ethod on 
the perform function for the case of two objects whose classes m atch the top level 
class in our hierarchy. This m ethod therefore provides a default action for when no 
more specialised action is specified. A message is therefore displayed by the user GUI 
to  inform the user th a t  the system does not know how to  deal with the performance 
of these two objects. The language used in this example, and in the im plem entation 
of the object module, is EuLisp [45], which was chosen because of its object oriented 
capabilities, and the properties of Lisp th a t are ideal for system prototyping.
4 .4 .3  S tru ctu re  R ep resen tation
The internal representation of the nodes and arcs structure  is essentially the represen­
ta tion  of a tree of nodes. A particular node object will have slots defining the parent of 
the node, if one exists, a  m atrix containing objects th a t inhabit, or are attached  to, the 
node, and a list of arcs which connect the node to  further nodes lower in the  hierarchy. 
Instances of the  arc class have a slot containing the node object, lower in the hierarchy, 
to  which the arc points, i.e. the child node of the arc. An arc object will also have a 
slot which contains a  unary generic function, which acts as a  function selector when 
given a param eter of a  particular class, i.e. taken from a particular dimension. For 
example, when given a frequency param eter, the function selector might provide the 
function by which the position in the dimension of frequency, of the  object containing 
the param eter, is defined relative to  the node above the arc. Should there be no par­



































Figure 4-7: Class Hierarchy
(defgeneric perform-function (x y))
(defmethod perform-function ((x top-level-object)
(y top-level-object))
(vl-show-message "No method is known" "to perform these objects." ""))
Figure 4-8: Code Declaring the Perform Function and Default Method.
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Figure 4-9: Internal Representation of the Structure o f Nodes and Arcs.
function is returned. Figure 4-9 shows the objects, and their slots, which define the 
internal representation of a structure of nodes and arcs.
4.5 Sound R enderer
4.5.1 T h e  C ontr ibutor Set
The production of the contributor set, the set of sound generators which contribute 
sound to the total sound of the composite, follows almost exactly the definition given 
in chapter 3. The only difference is th a t in the prototypical system not all objects 
attached to nodes, and hence the rooms th a t are their graphical representation, are 
sound generating objects. Hence an object is only added to the contributor set if it 
yields a positive response from the generic unary predicate function is-sound-generator. 
The Lisp code found in figure 4-10 is an outline of the code found in the system 
implementation for the generation of the contributor set. The names of the functions 
and symbols found in the figure, however, are not necessarily those found in the actual 
code.
The code in figure 4-10 produces a representation of the contributor set by recursing 
down the structure of rooms, adding the an object found in a particular room if it is 
a sound generator. When the function get-contributor-set is called on the root of the 
composite sound we wish to render, a list of pairs is produced. Each pair in the list 
contains a sound generating object and the room, or node, to which it is attached. The 
resulting list can then be used for the purpose of path rendering, which we will describe 






(add-room-objects room (get-room-objects room)) 
(get-contributor-set-exits (get-room-exits room)))




(setq contributor-set (cons (cons room (car objects))
contributor-set)))




(t (get-contributor-set-aux (car exits))
(get-contributor-set-exits (cdr exits)))))
Figure 4-10: Sketch of Code to Generate the Contributor Set
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(defun evaluate-parameter-value (p room)
(cond 
((is-root room) p)
((t (let ((p-function (get-parameter-function p room)))
(evaluate-parameter-value
(apply-p-function p-function (get-parent-time room) p) 
(get-parent room)))))))
Figure 4-11: Sketch o f Code fo r Parameter Evaluation
4 .5 .2  P ath  R ep resen tation  and P rodu ction
The production of the path  for a particular sound generating object, th a t is a member 
of the contributor set, is simply a m atter of evaluating each of its param eters a t each 
m om ent in time specified by the interval over which we are rendering, and the control 
rate . A sketch of the code for the evaluation of a particular param eter value, of an 
object in a particular room, with the assum ption th a t the tim e in each room in the 
s tructu re  has been updated, is shown in figure 4-11. The code evaluates the param eter 
value in a recursive fashion by applying the appropriate function for the class of the 
param eter, found in the arc above the current room, to  the param eter value and the 
tim e in the parent room of the room in which we are evaluating. The recursion continues 
by evaluating the resulting value of the param eter function, in the  room th a t is the 
parent of the current room. The recursion ends when the root room is reached, in 
which the param eter value is returned unaltered.
The representation of a particular param eter’s path is, therefore, a  list. The path 
for a particular sound generating object is the collection of all its param eter paths, 
represented as lists. The param eter path lists are not, however, simply lists of param eter 
values for each control cycle. Rather, they are represented as spanning lists such th a t 
if a particular param eter does not move, i.e. change, in ten control cycles, say, the 
list representing the path  will contain the pair ( 1 0  . p) where p represents the steady 
param eter. Figure 4-12 shows the spanning list representation of a frequency path , 
rendered for four notes each of one second in length, with paths sampled a t a rate  of 
10 Hz. This representation is useful since it allows the track Tenderer, which we will 
discuss in the following section, to copy previously w ritten sound samples should the 
param eters of a sound, which affect the wave th a t is ou tpu t, not change. This helps 
to  speed up the process of track rendering, but is only possible because of the  simple 
model of tim bre used in the prototypical system, and only applies to  sound generators 
th a t  produce the same sound given the same param eters. This is not the case, for
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Cycles Value Cycles Value Cycles Value Cycles Value
523.251622.254 493.883587.330
END
Figure 4-12: A Parameter Path Represented as a Spanning L ist 
instance, with a stochastic grain generator.
4 .5 .3  T im bral M odel and Track R endering
W hilst instrum ent specification is an im portant problem in the field of com puter sound 
synthesis, and something th a t should be dealt with effectively in any useful sound syn­
thesis system , it is not the focus of the research of the au thor with relation to  this 
thesis. The single tim bral model, and hence method of instrum ent specification, used 
in the  prototypical system is a  very simple one. Each tim bre in this model consists 
of a single sound sample of a known frequency, am plitude, and sampling rate. Trans­
form ations in pitch are achieved by “stretching” or “compressing” the sample, by the 
correct am ount to  produce a sample a t the desired frequency. Am plitude modifications 
are simply achieved by scaling the individual sample values in the sample itself. In 
addition to  these properties, the tim bre model allows for the specification of a repeat 
position. This is the individual sample number, in the list of samples making up the 
whole sample, a t which point the sound sample will begin to  repeat after the end of the 
sample has been reached. An example of a tim bre of this type is shown in figure 4-13.
Instances of this class of tim bres form part of the internal struc tu re  of all the sound 
generators, such as note objects, found in the system, bu t note the  grain generator 
objects which only produce sinusoidal grains. Hence all sound generators in a particular 
contributor set will have tim bres of this nature. The rendering of a  track, the sound 
for a single sound generator which contributes to  the sound of the composite over the 
period of rendering, is produced by using the path for the sound generator to  drive the 
modifications to  the ou tpu tted  wave, which is continuously w ritten to  a sample store 
file for the  length of the interval of rendering. As in theory, the path  for the sound 
generating object is in effect used as a score for it to  perform. Hence for each sound 
generating object a track is w ritten which represents its contribution to  the  composite. 
The track, and therefore sound, for the composite is produced by adding the tracks 




Figure 4-13: Example o f the Timbre Model Used in the Prototypical System
4.6 S ystem  D em onstrations
The following three sections dem onstrate the use of the system to produce a number of 
small example compositions. The first of these is fairly traditional, producing a short 
choral piece with transform ations only being applied to the dimensions of frequency, 
amplitude, and time. The second example dem onstrates an implementation of the 
discrete dimension of instumental timbre we cited earlier in the text. The final, and 
most complex, example demonstrates the use of transform ations in an implemented 
stochastic space, or space of probabilistic distributions, to drive a stochastic grain 
generator.
4 .6 .1  Frequency, A m p litu d e  and T im e
Figure 4-14 shows the structure of a short example composition which was produced 
using the sound Tenderer, but without the use of the user interface. Instead the struc­
ture was built using EuLisp code which when interpreted created the required objects, 
rooms, doors, functions, notes etc, and rendered the sound over an interval of [0 , 8 ] 
seconds. The resulting outputs from progressively building the composition, the steps 
for which are boxed by dashed lines and numbered in the figure, were each recorded 
onto audio tape. This tape was then used to  dem onstrate the method of hierarchical 
construction, or assembly, in a seminar, given by the author on the 10th March 1995, to 
members of the Computing Group at the University of Bath. The steps of construction 
are as follows:
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1 . F irstly  a single room was created into which two note objects pitched a t D and 
A, above middle C, respectively were placed. The am plitudes for the two notes 
were equal, whilst the tim bre for both was given as a sampled voice sound. The 
sound for this particular room was then rendered and inspected.
2. At this point a room was constructed above the original and functions affect­
ing the frequency param eters were added to  the  door connecting the two rooms. 
These functions behave as a composite function, such th a t any frequency is tran s­
posed down one octave, i.e. is halved, and is then further modified by a function 
which acts as a motif, which is thus dependent upon time. The sound a t the new 
room was rendered, and then listened to.
3. Two new rooms were created below the top room in the hierarchy. Into the first 
of these new rooms copies of the two notes, found in the  first room, were placed. 
Into the second of the newly created rooms we placed a single note, with the same 
tim bre and am plitude as the others, but pitched a t E above middle C. Functions 
acting as motives were added to the doors connecting these new rooms to  the 
highest room in the hierarchy. The sound a t the highest, or root, room was then 
rendered, producing a sound akin to  th a t of five singing voices in combination.
4. In a similar fashion, a gong sound was added to  the composition. Then to  demon­
stra te  the control th a t is made possible by the nodes and arcs model, a  glissando 
was applied to  the whole of the choral sound, as if it were simply one sound 
generating object. The sound for the current s ta te  of the example composition 
was then produced.
5. Finally, to  dem onstrate th a t time could be changed, or warped, in the same 
m anner as any other class of param eter, a function was added to  make time 
effectively run four times faster in all parts of the struc tu re  below the root room, 
than  was previously the case. The sound for the root room, for the  completed 
composition, was therefore rendered. Rendering was achieved over an interval 
of tim e of [0 ,8 ] seconds, a t a control ra te  of 100 Hz, and a sampling rate  of 48 
kHz. This com putation took roughly six minutes, which is obviously far from 
real-time production. This “slowness” is due to  a  num ber of factors, such as 
the im plem entation of the Tenderer being fairly naive. The path  rendering is 
computed in the EuLisp interpreter which frequently has to  carry out garbage 
collection. The track rendering is achieved through compiled C code, bu t is ra ther 
expensive in this case due to the size of the samples used for tim bres. The voice 
sample consists of 19,835 sixteen bit samples, which are stretched, squashed or
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Figure 4-14: Structure of an Example Composition
scaled in the final example, one hundred times for every second of sound. The 
gong sound consists of 42,028 sixteen bit samples, but is not recomputed very 
often. While the final form for the example composition is fairly complex, there 
clearly remains scope for improvement in the efficiency of the rendering process.
The primary purpose of the above example was to test the rendering of composite 
sounds. It does not dem onstrate the properties of the system such as being able to 
experiment at all levels of the composition, or the re-usability of elements th a t have been 
experimented upon. These properties can only be dem onstrated by the entire system, 
through the use of the user interface. This has been done on less complex example 
compositions by creating structures of rooms and doors on the fly, and experimenting
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with notes placed in them  through the production of functions, generated using the 
graph editor.
The following two examples detail the more complex dimensions found in the sys­
tem , i.e. tim bral and stochastic dimensions.
4 .6 .2  T im bre Space
O ur dimension of instrum ental tim bre is defined previously in the tex t, and is shown 
in figure 3-6. For the aid of the reader we will, however, resta te  the definition in the 
following text. Let T =  {v io lin , viola, cello, contrabasso, f lu te , oboe, c la rine t, bassoon, 
tru m p e t, ho rn , trom bone, tuba, soprano, alto, tenor, bass}. Let A =  {s tr in g , w oodw ind, 
brass, voice}. We have the interpretation th a t 7  6  T => 7  is an instrum ental tim bre 
and 8  £ A => 5 is an instrum ent family. The action of the function 4? in this case is 
when given a tim bre 7 , and a family 8 , the result is the tim bre th a t is the  counterpart 
of 7  in 8 , i.e. $ : T x  A — > T. T ha t is the instrum ent in the family th a t has a similar 
range. For example $>(viola, voice) = alto  and 4>(/lute, s tr ing ) = vio lin . Hence the 
triple Q = (r, A, 4>) defines our dimension of instrum ental tim bre.
Figure 4-15 shows the structure of a short example composition which was produced 
to  dem onstrate this particular dimension of instrum ental tim bre. The steps taken in 
its construction are described in the following.
1. F irstly  a single room was created into which we placed one note object. The 
tim bre for the note is given as tuba, the pitch was given as the first D below 
middle C, whilst the amplitude value is not of im portance. The sound thus 
produced for this room was a single note played with a tu b a  sound a t the pitch 
given above.
2. Three additional rooms were created. Into each of these a single note object 
was placed with the pitch and tim bre described in figure 4-15. A new room was 
created above each of these rooms to  represent the combination of the sounds 
from all of them . The sound produced a t this room, Room d, a t this point was, 
therefore, th a t of a brass quarte t playing a four part chord of D minor. However, 
functions were then applied to  the doors connecting Room5 to  the rooms below it 
transform ing their position in tim bre space. Each was set to  move by the distance, 
or route, woodwind, shown as wind in the diagram, after a certain period of time. 
For example the tuba  part was set to  move via wind after two seconds, and thus 
become a bassoon. Hence the effect of the sound produced a t Room5 after these 
additions was one of a brass quarte t transform ing into a wind quarte t.
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Figure 4-16: Timbre Paths for Each Note Object
3. Finally a room was created above Room5. A function transforming the position of 
Room5 , via the route string after six seconds, was applied to the door connecting 
Room5 to Room6 . The eight seconds of sound thus produced a t Room6  was th a t 
of the transforming of brass into woodwind as before, but with the addition th a t 
after six seconds the wind quartet suddenly changes into a string quartet.
The affect of the transform ations on each note, or quarte t member, can be seen in 
figure 4-16 which shows the path of the instrumental timbre param eter for each note 
object. From this diagram we can follow how the total sound produced evolves over 
time.
4 .6 .3  S toch astic  Space
Granular synthesis [56] is a technique for specifying complex sounds as the assemblage 
of a large number of simple sonic quanta, otherwise referred to as grains. Each grain 
being, effectively, a point in a space of param eters used to drive a pressure function. 
The specification of a complex sound is therefore achieved via the choice of grains and 
the specification of the distribution of grains within this space. Figure 4-17 shows a set
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Figure 4-17: A Distribution o f Grains over Frequency and Time
of grains distributed over frequency and time. Each line in the diagram shows the life 
of a particular grain over which its amplitude rises from silence to its full value, and 
returns again to silence.
Due to the large quantity of grains required to produce a sound of reasonable 
complexity, the distribution of grains is normally achieved via the use of an algorithm. 
A very common instance of this approach is the use of stochastic processes to determine 
the distributions of grains, for example the grain clouds of Iannis Xenakis [67].
Granular synthesis is therefore an ideal basis for the testing of stochastic spaces, 
by which we mean spaces whose points represent probabilistic distributions. A gran­
ular synthesis engine, with the following properties, was implemented as part of the 
system. The engine produces “simple” sinusoidal grains distributed over frequency, 
amplitude, and time. The engine therefore has param eters governing the probabilistic 
distribution of the grains over both frequency and amplitude. In addition a real num­
ber, greater than zero, governs the average number of grains starting  per second, which 
are uniformly distributed over time, and of a fixed length.
We define our stochastic space, or space of probabilistic distributions, as Qs = 
(rs,A s, $ s). The set of points in the space is given by Fs = S  X Vp x  Tp, where 
S  = {u n ifo rm , triangular, valley}, and Tp is the set of points from a dimension 
Qp = (Tp, Ap,<I>p) over which our param eters values are to be randomly distributed. 
Therefore given a particular point in this space 7  =  (d ,P11P2) G Ts , d describes one 
of the possible types of probability density function (pdf), shown in figure 4-19. The 
values p i,P 2 € Tp describes the range of the pdf, outside of which it is always zero. It
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is therefore the case th a t for each pdf /  : \p \,P 2[ — > [0 , 1] we have J f ( x ) d x  =  1 .
U n ifo rm  In the uniform distribution the probability of each value in the range \p i1P2] 
is identical. Thus the pdf, for the uniform distribution, f u : [p i, P2] — > [0,1] is 
given by
if Pi < x < p 2
U x )  =  0 ~P‘ otherwise
This constant probability, between these limits, is represented by the value uh in 
figure 4-19
T r ia n g u la r  For the distribution referred to  as triangular the probability is greatest a t 
the m idpoint m  =  P l ^ P 2 , this being given by ht = p2l pi • Hence, the pdf, for the 
triangular distribution, f t : \pi,P 2] — > [0 ? 1] is given by
hm - n l if Pl -  x -  m
M x ) =  1 if  m  <  X <  p 2P 2  — t n
0 otherwise
V a lley  For the distribution shape referred to  as valley the probability is greatest a t 
both end points, and zero a t the m idpoint m =  Pr- P2-. The probability a t the 
end points p\ and P2 is given by hv = p2t pi • Hence, the pdf, for the valley 
distribution, f v : [p i,P 2] — > [0 , 1] is given by
M ? - f )  if Pl < x < m
m —pi  r  1 —  —
f v i x ) = {  hl { X- ^  if m  < X < p 2P 2 — m
0 otherwise
The set of distances, or routes, for our stochastic dimension is given by A s =  D U M , 
where D  = { u n ifo r m , triangu lar, re fle c t}  and M  =  {1,2} X A p. The routes between 
the points in our dimension can therefore be one of two things. If we have a route 5 6  D  
then going along this route will lead to a point which may contain a different type of 
distribution. In order to  define the function for this dimension will we renam e some 
projection functions by setting y s (y) =  H i(7 ), 7 1 (7 ) =  ^ ( 7 ), and 7 2 (7 ) =  ^ ( 7 ) 
V7  G Ts . We therefore define the function : Ts X A s — > Ts , evaluated as $ 5 (7 , 5) 









Figure 4-18: Distribution Shape Changing Routes
(u n ifo rm , 7 1 (7 ), 7 2 (7 )) if <£ =  uniform
(triangular, 7 1 (7 ), 7 2 (7 )) if <£ =  triangular
(valley, 7 1 (7 ), 7 2 (7 )) if £ =  reflect and 7 ^(7 ) =  triangular
(triangular, 7 1 (7 ), 7 2 (7 )) if 5 =  reflect and 7 5 (7 ) =  valley
7  otherwise
Figure 4-18 shows the distribution types and the routes available between them  in 
our stochastic space. For the purpose of clarity only the routes th a t lead to  a  different 
distribution type are shown.
If we have a route 8 E M , then the result of moving via this route is th a t of arriving 
a t a point where the range of the distribution may have been altered. We therefore 
define the function 4>s : Ts X A s — > Ts , evaluated as $ 5 (7 , <£) where 5 E M , by
* (7 ,* )  =
(7 5 (7 ), $ p(7 i(7M )»  72(7)) if I I I (5) =  1
(7 5 (7 ), 7 1 (7 ), $p (72 (7M ))) if ni(«5) =  2
As an example, which we will use in the  dem onstration of the stochastic space, 
consider we have a dimension of frequency in Hertz given by a positive real number, 
with real num ber differences, and addition as the means of navigating the routes. 
T h a t is if our frequency dimension is given by Q f = (9£+ ,5ft, 3>/) then for example 
4?/(440, —220) =  440 -|— 220 =  220. Now let us suppose th a t in our definition of the 
stochastic space we have fip =  fiy. Then given the point (u n ifo r m ,  100, 200) E Ts, and 
the route (1, 50) E M , we have $ s((u n ifo rm , 100, 200), (1,50)) =  (u n ifo rm , 150, 200).
Figure 4-20 describes the structure of a short example composition built to  dem on­
s tra te  the use of our stochastic space to  control a  grain generating object. The steps
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Figure 4-19: Available Distribution Types
followed to produce this composition were as follows.
1 . A single room was created into which was placed a grain generator. The initial 
param eters were set such tha t the generator would produce an average of fifty 
grains per second. The initial distribution for the pitch of the grains was given as 
(uniform, 100,200) i.e frequencies distributed uniformly between 100 Hz and 200 
Hz. The amplitude was set to be the same for all grains, and each grain would have 
the same duration, this being 0.2 seconds. The two seconds of sound produced 
was thus th a t of approximately one hundred grains uniformly distributed over 
this period and the set range of frequencies.
2. A second room was constructed above the first and two functions added to the 
door between the two rooms. The first of these functions transform s a point in 
the stochastic space by raising the top limit of the distribution by 800 Hz over 
a period 0.5 seconds. This position remains fixed for 1 second and then moves 
back down again over the next 0.5 seconds to reach the point at which it began. 
The graph of this function can be seen in figure 4-20 in the left hand side of the 
box above R o o m l . The second transform ation function raises the bottom  limit 
of the distribution by 600 Hz over the period of time 0.5 seconds to 1 second. It 









































Figure 4-21: Grains Produced after the First Transformation
has no affect after this time. The graph of this function can be seen in figure 4- 
20, in the right hand side of the box above R o o m l. The grains produced due 
to these two transform ations can be seen in figure 4-213. As can be seen from 
the diagram the trend is for the grains to follow the change in the limits of the 
uniform distribution governing their pitch.
3. An additional room was constructed above RoomS and a function added to the 
newly created door. This function translates the distribution type of a point in 
the stochastic space. Between the intervals of time 0.25 seconds to 0.75 seconds, 
and 1.25 seconds to 1.75 seconds, the room below is moved via triangular. The 
graph for this function can be seen in figure 4-20 in the box above Room2. The 
application of this function results in all distribution types becoming triangular 
between these periods. The resulting set of grains produced, and thus sound, 
was similar4 to the sound produced without the new transform ation between 
the intervals of time when the transform ation did not apply. However, over the 
intervals of time where the distributions become triangular there was a noticeable
3For the purpose of clarity only fifty of the grains are shown. In addition all graphs of grains against 
time were produced via separate experiments without using the main system. This was necessary since 
rendering the structure within the complete system only produces a sound file as output.
4 Not necessarily the same since only the distributions remain unaltered. The grains are still ran­
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Figure 4-22: Path o f the Distribution Type after the Final Transformation
concentration of grains around the midpoint of the range of the distribution.
4. Finally a room was constructed above Room f and a function added to the new 
door. This function also translates the distribution part of a point in the stochas­
tic space. However the resulting motion is via the distance, or route, reflect, 
and acts over the interval of time 0.5 seconds to 1.5 seconds. This results in any 
triangular distributions becoming valley distributions, and vice versa. The graph 
for this function can be seen in figure 4-20 in the box above RoomS. The affect 
of all these transform ations in total on the path of the stochastic distribution, 
part of the frequency distribution param eter in the grain generator, can be seen 
in figure 4-19. This path, and the known path of the distribution limits, accords 
with the set of grains produced and is shown in figure 4-23. The overall sound 
effect was therefore one of a cloud of sounds rising and then falling in pitch over a 
period of two seconds, with the clouds being shaped according to the controlling 
distribution a t a particular moment.
The production of this set of grains, via the motion of the grain generator through 
our stochastic space, concludes our section on system demonstrations.
4.7  R em arks on the P rototyp ica l System
The purpose of the implementation of the prototypical system was to provide a platform 
on which the nodes and arcs model could be tested, to see if in practice it can be cited as 
a solution to the problem of score specification, as well as in theory. The implementation 
therefore is only concerned with the properties of the system th a t are new. This was
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Figure 4-23: Grains Produced after the Final Transformation.
achieved in the current implementation, and through tests on the sound Tenderer, and 










In the preceding tex t we have traced the problems relating to  com puter sound synthesis 
back to  their source. This was found to  be a property of the  digital representation of 
sound itself. Although the digital representation of sound is completely general, the 
am ount of d a ta  required for this generality is too large to  be specified manually. This 
has lead to  sound being specified using various synthesis techniques, which require a 
smaller am ount of d a ta  to  drive them , but produce a loss in generality. This problem 
we referred to  as the fundam ental problem of digital sound synthesis.
We further dem onstrated th a t this problem had been split into the two com ponent 
problems of instrum ent specification and score specification. Both of these compo­
nent problems was shown to  inherit a problem relating to  generality from their parent 
problem. In the case of instrum ent specification it was shown th a t for any particu­
lar synthesis technique there will exist types of wave forms and tim bres for which it 
is not general enough. For example FM  synthesis is not general enough to  produce 
high quality voice synthesis. If it is the case th a t a  particular synthesis technique is 
general enough for all types of timbres, then there will exist wave forms and tim bres 
for which it is too general. For example a general physical model would be ra ther an 
over elaborate m ethod of producing a wave th a t  could easily be synthesised using FM . 
The m ost general m ethod would of course be the specification of samples, which can 
be said to  be too general, by reference to  the  fundam ental problem. The unit gen­
era to r model, however, was shown to provide a solution to  the  generality problem of 
instrum ent specification, provided th a t the set of unit generators is extensible.
In score specification the problem was uncovered by the fact th a t  for any particular 
score writing system, or m ethod, there will exist musical ideas for which it is not general
93
enough to  notate, or there will exist musical ideas for which it is too general, in the  sense 
th a t  to  use the notation in this instance would be a tedious exercise. As examples we 
noted th a t  common western notation is perfectly adequate for notating a piano sonata, 
say, bu t is not general enough to  notate a m icrotonal composition. A graph notation 
is completely general, but would be rather too general to  make the notation of a  piano 
sonata  anything other than  tedious and inefficient. This becomes a serious problem in 
the situation in which we wish to construct a composition, or section of a composition, 
from parts  for which the most appropriate m ethod of notation is not appropriate  for 
the  o ther parts. We therefore argued th a t the best way to  solve this difficulty was 
to  specify each part using the most appropriate notation system , and then combine 
the results to  form the piece we desire. Under the paradigm  of experim ental com puter 
music (ECM ), which we showed to  be desirable, the results of the combination of parts, 
which we called composite sounds, m ust be subject to  the same type of experim entation 
as the  pieces from which they are built. We further showed th a t experim entation on a 
com posite sound should not affect the parts from which it is built. On exam ination of 
current system s for sound synthesis we found this property to  be lacking in all of them .
As a solution to  this unsolved problem, a new model was described for the  construc­
tion of composite sounds. The nodes and arcs model, which views the construction as 
taking place in what we have called parameter-space, was shown to overcome this prob­
lem. This was achieved due to  the fact th a t the modification of sound, which is the 
result of experim entation, is achieved via motion through the param eter-space, and not 
by altering the internal structure  of any sound generating object. The theory behind 
these structu res of nodes and arcs was described, and the m ethod for rendering the 
sound from them  was given.
W ith the use of this new model, and the theory behind it, a  prototypical system 
was described. The im plem entation of this system, which has been realised, provided a 
m eans for testing the aspects of a complete system, th a t were new, i.e. the  aspects th a t 
were a consequence of the nodes and arcs model. The resulting system was shown to 
have been tested on small example compositions, and dem onstrated, to  establish th a t 
the nodes and arcs model, and hence system s which implement it, provides a solution 
to  the  problem of score specification under the paradigm  of experim ental com puter 
music.
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5.2 Areas for Future Research
5 .2 .1  E x p lo r in g  D im e n s io n s
Since the control, and modification, of sound in the nodes and arcs model is achieved 
via motion through a number of dimensions, the combination of which we called a 
param eter-space, the power of the model may be increased by the im plem entation of 
more complex dimensions than  simply frequency or am plitude. One such complex 
dimension is th a t of instrum ental tim bre. This has been achieved to  an extent via 
the im plem entation of a discrete dimension of instrum ental tim bre. More impressive 
effects could be achieved, however, via the im plem entation of a  continuous dimension 
of tim bre. The continuous motion of a composite sound in such a dimension could yield 
simple control over effects such as the gradual, i.e continuous transform ation of a  string 
qu arte t into a wind quarte t, or four part choir, over time, as opposed to  the discrete 
alterations in our example. In general the problem of sound m orphing or m utation [48], 
could be explored by examining which paths from one point, or param eterised sound, 
to  another yield the best aesthetic results.
The control of sound generators which produce algorithmic compositions, specified 
by a fixed set of param eters, is another possible application. In the case of stochastic 
music we have dem onstrated the affect of motion in a dimension of probabilistic dis­
tribu tions on a grain generator. There is still of course room for greater generalisation 
and control in the realm of stochastic space. W ith the im plem entation of more gen­
eral dimensions, and additional sound generators dependent upon them , the increased 
power in sound control, provided by the im plem entation of such dimensions, could be 
enormous.
5 .2 .2  I m p le m e n t in g  a  C o m p le te  S y s t e m
The im plem entation of a  greater number of score editing tools, more complex sound 
generating objects, and a faster rendering process etc, are all necessary for the pro­
duction of a  complete system for experimental com puter music. Much of this work is, 
however, simply a m atte r of coding and as such is not strictly  part of research, as it 
does not add to  the theoretical strength of the model, although it may dem onstrate it 
more thoroughly. The analysis of w hat score writing tools are necessary to  adequately 
span the set of musical ideas is of interest. The results of this analysis could be used to  
construct a sort of set of “unit generators for scores.” The au thor suspects th a t, like 
unit generators used in the realm of instrum ent specification, the set m ust be extensi­
ble, probably with the use a score writing system designer, or model, such as the three 
dimensional transparen t glyph (3TG) model of Glendon Diener [7].
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5 .2 .3  U s e r  I n te r fa c e  I s su e s
An im portan t aspect to  consider in the construction of a complete system  is the design 
of the user interface. This entails the consideration of w hat is a viable paradigm  to 
base the interface upon. In the prototypical system the nodes and arcs model was 
viewed as a set of rooms connected by doors, with all system objects inhabiting the 
rooms. As was mentioned a t the time, there may exist other viable paradigm s for the 
viewing of the model. Perhaps, for example, we could view the hierarchy as boxes 
within boxes with the system ’s objects found inside these boxes. It is therefore obvious 
th a t an investigation into these possibilities is a useful area for future research. It is 
suspected th a t  the result of these investigations may be the realisation th a t  the  most 
appropriate  paradigm  is one th a t may be altered, or completely specified, by the user 
of the system , should he/she wish to  do so.
One property of the nodes and arcs model, and hence the prototypical system , th a t 
has been deliberately emphasised is its capacity for enabling the user to  work a t any 
particular level of the composition a t any time. The emphasising of this point has 
resulted in the exclusion of the usefulness of viewing, and m anipulating, the composi­
tional struc tu re  as a whole, in all its complexity. One particular way of doing this may 
be to  view the composition as a kind of skeleton which moves in a high dimensional 
param eter space. It would therefore be useful to  investigate m ethods for the graphical 
m anipulation of such structures. This is likely to  entail an exam ination of similar tech­
niques found in com puter graphics, and in particular com puter anim ation. However, 
the addition of such elements must lead to  a more complete, varied, and thus more 
effective user interface for the system.
5 .2 .4  P e d a g o g ic a l  U s e s
One of the  rem arks made concerning the paradigm  of experim ental com puter music 
was th a t it was in some way similar to  play. This correspondence is made clearer by 
the nodes and arcs model which allows for the experim entation with sound and music 
in a  similar way to  the use of a child’s building kit, which we described earlier. This 
could be used as the basis for a com puter music system , built upon the nodes and arcs 
model, and with suitable tools and objects, for music composition via experim entation 
and play, aimed a t non-musicians. This, as Iannis Xenakis has sta ted , would be one 




This thesis has outlined w hat is required of a complete and general system  for ex­
perim ental com puter music. The nodes and arcs model provides the first solution to  
the  problem of score specification under the paradigm  of experim ental com puter mu­
sic. This solution has been tested and found to  be valid via the im plem entation and 
exam ination of a prototypical system based on the new nodes and arcs model. The 
prototypical system is in no way a complete and general system  for com puter sound 
synthesis. It does, however, serve to  illustrate the theoretical strength  of the nodes and 
arcs model in a practical setting. Given the solution to  the score specification problem 
supplied by the nodes and arc model, and the existence of system s such as DMIX, 
which implement solutions to  the other cited problems of com puter sound synthesis, 
we can conclude th a t a complete system for general com puter sound synthesis is im- 
plem entable, using the new model as its base. This potential, but as yet imaginary, 
system  would appear to sidestep the fundam ental problem of digital sound synthesis, 
by providing a means for a user to  deal with all aspects of sound and music specification 
a t the level of generality th a t is appropriate.
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