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Résumé : 
Mots-clés : DC/DC SI MIMO, MPPT, générateur piézoélectrique, celule photovoltaïque, batterie 
LIPON, WSN 
L’autonomie énergétique des systèmes embarqués est un frein majeur au développement de 
l’inteligence ambiante et de l’internet des objets. Cette thèse présente un système générique de 
gestion de micro-puissance capable d'alimenter un nœud de réseau de capteurs autonomes et 
communicant sans fil (WSN). L’architecture proposée est basée sur un convertisseur DC/DC abaisseur 
simple inductance multi-entrées multi-sorties (SI MIMO) associé à un circuit de recherche du point de 
puissance maximal (MPPT) très basse consommation. Nous montrons dans ce travail que cette 
famile de convertisseurs permet d’hybrider eficacement plusieurs sources et plusieurs éléments de 
stockage pour fournir les tensions régulées nécessaires à l’alimentation électrique d’un nœud de 
WSN. Pour ce faire, et dans le cadre du projet PCB², nous avons réalisé un convertisseur SI MIMO à 
base de composants discrets ultra basse consommation sur carte PCB. Ce convertisseur interface un 
récupérateur piézoélectrique, une celule photovoltaïque et une batterie fine au LIPON (Lithium 
Phosphorous Oxynitride) enterrée dans le circuit imprimé, pour alimenter un capteur de 
température enregistreur. Le développement de modèles pour chacun de ces dispositifs et leur 
implémentation dans un environnement de simulation système en VHDL-AMS a permis, dans un 
premier temps, de valider le concept présenté, puis, a guidé le travail de conception et 
d’optimisation du circuit du démonstrateur. Le rendement ainsi obtenu avoisine 55% dans les 
conditions normales d’utilisation et tend vers 70% lorsque le niveau de puissance qui transite dans le 
convertisseur dépasse 500 µW. 
Summary : 
Keywords: DC/DC SI MIMO, MPPT, piezoelectric generator, photovoltaic cel, LIPON battery, WSN 
Energy supply of embedded systems is limiting the development of the internet of things and more 
generaly of the ambient inteligence paradigm. This thesis presents a generic micro-power 
management system able supply a wireless sensor node. The proposed architecture is based on a 
Single Inductor Multi Inputs Multi Outputs (SI MIMO) DC/DC converter coupled to an ultra low power 
Maximum Power Point Tracking circuit. In this work, we show that this family of converter alows to 
eficiently hybridizing several power sources with power storage elements in order to provide 
diferent DC regulated voltages that can supply a sensor node. In this end, and in the framework of 
the PCB² project, we realized a SI MIMO converter made of discrete components on a printed circuit 
board. This converter interfaces a piezoelectric generator, a photovoltaic cel, and a thin-film LIPON 
Lithium Phosphorous Oxynitride) battery buried in the PCB, in order to power a temperature data-
logger. The concept validation and the design of the demonstrator have been done thanks to devices 
modeling and system simulations in a VHD-AMS environment. The eficiency of the circuit is about 
55% in standard usage conditions and reaches 70% when the power passing through the converter 
exceeds 500µW.  
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e début des années 90 marque l’apparition de l’Internet tel que nous le connaissons 
aujourd’hui [1]. La mise en place de ce gigantesque réseau de réseaux a ouvert, et ouvre 
encore, des perspectives qui modifient profondément notre vie au quotidien. Les années 2000 
ont vu la naissance du « web 2.0 » et des réseaux sociaux [2]. Cet «internet des humains » représente 
l’extension virtuele d’internet dans la société des hommes. Quelques années plus tard, l’idée d’un 
« internet des objets » apparaissait logiquement [3]. Ce concept marque l’extension d’internet au 
monde réel et aux objets eux-mêmes [4]. Les objets inteligents, « smart things », deviennent alors 
une interface directe, invisible et omniprésente avec le réseau pour rapatrier de l’information réele 
sur le réseau virtuel. On parle ainsi d’inteligence ambiante. 
Cela n’est plus aujourd’hui de la science-fiction, principalement grâce au développement exponentiel 
des réseaux de télécommunication (satelite, fibre optique, GSM, WiFi…), des terminaux (téléphones 
portables, PC portables, notebook, Smartphone et tablettes tactiles…) et plus globalement de 
l’électronique numérique et de toutes les technologies sous-jacentes. Après l’aire des Interfaces 
Homme-Machine (IHM), nous vivons aujourd’hui à l’heure du « Machine To Machine » (M2M), et 
l’avènement de l’Internet des Objets n’est plus très loin [3]. 
En 1997 le professeur Pister, du BSAC (Berkeley Sensor and Actuator Center) de l’Université de 
Berkeley, lance le projet « Smart Dust ». L’objectif est de concevoir des micro-capteurs (<1mm3) 
pour la surveilance des champs d’opération militaire [5]. Dès lors, une communauté scientifique va 
se fédérer derrière l’objectif de metre en réseau des capteurs pour créer une forme d’inteligence 
ambiante. Ces réseaux de capteur sans fils (WSN) vont être rapidement confrontés au problème de 
l’autonomie énergétique. En efet comment peut-on assurer l’alimentation électrique des nœuds de 
ces réseaux, qui, par définition, sont enfouis dans l’environnement sans aucun lien physique entre 
eux, ni avec le réseau électrique ? 
Seule une production locale d’énergie électrique (comme cela est fait pour de nombreux systèmes 
embarqués : voiture, avion, sous-marin, satelite…) au niveau de chaque nœud permet, 
théoriquement, d’alonger à l’infini la durée de fonctionnement du réseau. Cete idée sera le moteur 
de la communauté scientifique de la récupération d’énergie ambiante (« ambiant energy 
harvesting ») qui va grandir paralèlement à cele des WSN. La stratégie adoptée est de mettre à 
profit diférents efets physiques (piézoélectricité, efet Seebeck, efet photovoltaïque, induction 
électromagnétique…) pour transformer l’énergie présente localement autour du capteur en 
électricité. 
L
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Pour rendre exploitable cette énergie récupérée, il s’avère nécessaire de doter le nœud d’un organe 
de gestion capable de faire l’interface entre les diférentes sources de récupération, un ou plusieurs 
éléments de stockage (accumulateur électrochimiques, super-condensateurs…), et les 
consommateurs électriques. La problématique de la gestion de puissance étant largement déjà 
développée dans la communauté scientifique des System on Chip – System on Package (SoC – SiP), il 
s’agira ici de l’adresser au travers des contraintes introduites par la récupération/stockage d’énergie 
ambiante, à savoir : 
− développer une électronique adaptée aux très faibles niveaux de puissance recupérée 
(<100µW) ; 
− gérer une grande dynamique de courant (jusqu’à 4 ordres de grandeurs) ; 
− fonctionner à très basse (dizaines de mV) ou à plus haute (dizaines de V) tension ; 
− d’asservir le fonctionnement des sources de récupération d’énergie à leur point d’émission 
de puissance maximale ; 
− gérer l’utilisation (charge/décharge) d’un ou plusieurs éléments de stockage de l’énergie, et 
assurer leur protection (surcharge/décharge profonde) ; 
− fournir une ou plusieurs tensions régulées pour alimenter les consommateurs électriques du 
nœud (CPU, Rx/Tx, capteurs..). 
Nous montrerons, dans cete thèse, qu’une architecture de gestion basée sur un convertisseur DC-DC 
« Single Inductor » à plusieurs entrées et plusieurs sorties permet de répondre à ce problème, en 
hybridant eficacement plusieurs sources et éléments de stockage pour fournir les tensions régulées 
nécessaires à l’alimentation d’un nœud de réseau de capteurs. Nous partirons de ce concept pour 
aler jusqu’à la réalisation d’un démonstrateur physique utilisant deux sources de récupération 
d’énergie, vibratoire (piézoélectrique) et photovoltaïque (silicium amorphe en couche mince), et une 
batterie fine de type LiPON (Lithium Posphorous Oxo-Nitride), pour alimenter un capteur de 
température data-logger. Pour atteindre cet objectif, la mise en place et l’utilisation d’une 
méthodologie de conception et d’optimisation globale et eficace s’avèrera nécessaire. Ce travail 
permettra ainsi de présenter et metre en relief les diférents aspects de cette méthodologie basée 
sur la simulation des diférents éléments du circuit décrits en VHDL-AMS. De plus, ce démonstrateur 
s’appuiera sur le procédé d’intégration développé dans le cadre du projet PCB² (Passive Component 
& power on Board in Printed Circuit Board), principal support financier des activités de recherche 
présentées dans cete thèse. Nous mettrons ainsi en œuvre la technologie de batterie enterrée, 
développée en partenariat avec CIREP, EADS IW, Airbus et Thales AS, dans l’optique de présenter un 
système compact intégrant l’ensemble des composants de manière hétérogène sur carte PCB. 
Dans la première partie de ce manuscrit nous introduirons plus en détail la problématique de la 
gestion de l’énergie au sein des réseaux de capteurs, puis nous dresserons un état de l’art complet 
permettant de situer les travaux présentés dans cette thèse. 
Dans un second temps nous nous intéresserons aux deux sources de production d’énergie 
sélectionnées : le générateur piézoélectrique et la celule photovoltaïque, ainsi qu’à la batterie 
LiPON. Pour chacun de ces éléments, nous introduirons les principes de fonctionnement, avant de 
présenter les résultats de nos caractérisations expérimentales, puis nous détailerons l’élaboration 
des modèles VHDL-AMS qui permettront les simulations du système complet dans son 
environnement fonctionnel. Dans ce chapitre nous décrirons aussi le développement du procédé 
d’intégration de la baterie au sein du PCB, et les principaux résultats obtenus. 
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Le troisième chapitre présentera le travail de conception du système de gestion de puissance multi-
sources. Nous détailerons, tour à tour, les fonctions de chaque bloc du circuit, en mettant l’accent 
sur le convertisseur DC/DC Single Inductor Multi-Input Multi-Output, cœur du système de gestion 
présenté dans cette thèse, et son électronique de commande. Les choix et le dimensionnement des 
composants seront argumentés, en nous appuyant chaque fois sur les résultats de simulations 
électriques bas niveau. 
Le quatrième et dernier chapitre adressera enfin l’ensemble des réalisations efectuées au cours de 
ce travail de thèse. Nous y présenterons, de manière détailée, les 3 cartes que nous avons réalisées, 
ainsi que les résultats des caractérisations associées. Nous donnerons les résultats relatifs à 
l’intégration de batteries fines dans le PCB, résultats obtenus dans le cadre du projet PCB². Nous 
présenterons enfin le circuit imprimé du démonstrateur intégrant la batterie fine, la celule 
photovoltaïque, le générateur piézoélectrique, le capteur de température, et le système de gestion 
de puissance. 
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11 INTRODUCTION 
1 Introduction 
e déploiement de réseaux de capteurs autonomes communicants sans fil est, avec le progrès 
des technologies de tagging (code-barres, matrice 2D, et surtout RFID), le fer de lance de 
l’internet des objets. Depuis plus de 10 ans la communauté scientifique travaile sur le sujet en 
proposant des innovations qui lèvent un à un les verrous bloquant le développement de ces réseaux 
à grande échele. Aujourd’hui des solutions « clef en main » sont disponibles [1–5] et l’on observe un 
transfert de technologie vers l’industrie et les sociétés commerciales. En efet les applications sont 
légions : de l’habitat inteligent, au contrôle de santé de structure, en passant par la surveilance des 
réseaux de transport et de distribution (électricité, eau, donnée et voie, transport ferroviaire, urbain, 
aérien…), la grande distribution et la gestion de la chaine logistique, pour ne citer que les exemples 
les plus économiquement porteurs. Pourtant des problèmes majeurs subsistent. En janvier 2011 le 
réseau des instituts Carnot publie un livre blanc sur « les réseaux de systèmes communicants et 
l’internet des objets » [6] qui cible prioritairement 5 grands thèmes de recherche : 
− La gestion de l’énergie à l’échele de l’objet ; 
− Les architectures matérieles et logicieles reconfigurables (le co-design et l’intégration) ; 
− La confidentialité des données, le respect de la vie privée, la sécurité et la fiabilité du réseau ; 
− La qualité de service et les protocoles de communications ; 
− La gestion du service (fusion de données et traitement de l’information). 
Cette thèse adresse le premier point. Le premier chapitre situe les travaux entrepris dans ce contexte 
général. Il sera structuré en 3 grandes parties : 
− Dans une première partie nous essaierons de définir ce qu’est un réseau de capteurs 
autonomes. Nous dresserons l’évolution technologique des nœuds capteurs, depuis le 1er 
imaginé en 1998, jusqu’à aujourd’hui. Nous mettrons enfin en perspective la problématique 
de la consommation de l’énergie dans les réseaux de capteurs autonomes s’appuyant sur un 
exemple concret : le réseau SimpliciTI ; 
 
− Dans une seconde partie nous introduirons la problématique de la récupération et du 
stockage de l’énergie au niveau d’un nœud capteur. Nous présenterons les diférentes 
sources d’énergies disponibles ainsi que les technologies associées au stockage de cete 
énergie ; 
 
− Enfin, dans une troisième partie nous discuterons des stratégies de gestion de cette énergie 
en nous basant sur l’état de l’art des travaux publiés dans la littérature. Nous considérerons 
d’abord les architectures mises en œuvre dans les réseaux de capteurs existants utilisant la 
récupération d’énergie ambiante comme mode d’alimentation, puis nous nous intéresserons 
particulièrement aux travaux proposant des architectures multi-sources / multi-charges. 
Nous conclurons ce chapitre en synthétisant les enjeux relatifs à la problématique de cette thèse. 
Le cadre de travail étant alors fixé nous donnerons les objectifs visés par ce travail de thèse. 
  
L
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2 Les réseaux de capteurs autonomes 
2.1 Histoire, fonctions et définitions 
Un mote (abréviation de remote sensor node) est le nom américain à ce que nous appelons 
un nœud de réseau de capteurs autonomes communicant sans fil. Par abus de langage nous 
parlerons aussi de nœud capteur (sensor node). Un nœud capteur est la brique de base d’un réseau 
de capteurs autonomes communicant sans fil (Wireless Sensor Network ou WSN). C’est la connexion 
de plusieurs nœuds au travers d’un protocole de communication sans fil (ZigBee, WiFi, IEEE 802.15.4, 
GPRS, Bluetooth, etc.) qui forme le réseau. 
L’introduction du concept de WSN est souvent rattachée au projet « Smart Dust » de l’Université de 
Berkeley. En 1997, le professeur Pister du BSAC (Berkeley Sensor and Actuator Center) propose de 
concevoir un réseau de micro-capteurs (<1mm3) pour la surveilance des champs d’opération 
militaire [7]. L’objectif de tels réseaux est de mesurer, colecter et mettre en forme de l’information 
de manière totalement autonome. Cette information peut-être stockée localement sur le réseau, 
distribuée entre les nœuds, ou être rapatriée sur un serveur local via un nœud-passerele, voire sur 
un serveur distant via une connexion Internet (Figure I-2-1). 
 
Figure I-2-1 : La place des réseaux de capteurs autonomes communicants sans fils dans l’Internet des 
Objets 
Les nœuds sont dotés de capteurs spécifiques à la mission qui leur est assignée dans le réseau. On 
retrouve traditionnelement des capteurs de température, de pression, d’humidité, de luminosité, de 
pH, de contrainte, des accéléromètres, un GPS, des capteurs de proximité des capteurs de vitesse, 
des détecteurs de présence ou de passage, des imageurs CMOS ou CCD, des détecteurs d’ouverture 
ou de fermeture et de toute autre grandeur qui puisse être intéressante à mesurer… Certains nœuds 
du réseau peuvent aussi être reliés à des actionneurs ou à des systèmes d’alerte et d’avertissement. 
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Figure I-2-2 : Architecture standard d’un WSN 
L’architecture d’un nœud est centrée autour d’un couple CPU (Central Processing Unit : 
microcontrôleur, processeur, FPGA…) et Émetteur/Récepteur radio (Figure I-2-2). Un Convertisseur 
Analogique Numérique interface généralement les capteurs avec le CPU. On peut quelquefois noter 
l’ajout d’une mémoire externe au processeur pour augmenter la capacité de stockage de données 
sur le nœud. Certains nœuds sont dotés de deux processeurs ou d’un microcontrôleur et un FPGA 
(composant logique programmable) pour rendre l’architecture du nœud reconfigurable [8–11]. Une 
table synthétisant l’ensemble de ces données pour tous les motes publiés depuis 1998 jusqu’à 
aujourd’hui est présentée en annexe 1. La Table I-2-1 retient seulement le nom et l’année de 
publication pour chacune des réalisations (les motes commerciaux sont soulignés). 
 
Figure I-2-3 : Les WSN : un exemple de transfert de technologie entre recherche et industrie 
Comme le montre la Figure I-2-3 le nombre de motes publié par an depuis 1998 n’a cessé de 
progresser jusqu’en 2005. C’est une période durant laquele la communauté scientifique s’est 
penchée sur la réalisation de démonstrateurs pour faire la preuve de concept du déploiement de 
réseaux de capteurs autonomes communicant sans fil. À partir de 2005 et jusqu’à aujourd’hui, on 
observe une diminution du nombre de motes publiés. Dans le même temps, la part de l’ofre 
commerciale est devenue prépondérante. Il s’agit de grands groupes industriels qui se sont 
positionnés sur le marché des WSN [1–5], ou de start-up qui efectuent un transfert d’innovation des 
laboratoires académiques vers l’industrie [8], [12–31]. Au final depuis le mote WeC de l’université de 
Berkeley (USA) en 1998 [14], près de 100 architectures de mote ont été publiées, suivant toujours les 
dernières évolutions technologiques en terme de transceiver radio et de microcontrôleurs basse 
consommation (Table I-2-1). 
Aujourd’hui, compte tenu de l’ofre commerciale, de nombreuses publications scientifiques dans le 
domaine des WSN sont basées sur des motes commerciaux et ciblent les applications réseau. Il reste 
pourtant encore des verrous à lever au niveau du nœud lui-même [6]. En efet, contrairement aux 
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solutions de tagging, les réseaux de capteurs autonomes et communicants sans fils peuvent capter, 
stocker, créer et mettre en forme de l’information, ce qui nécessite de l’inteligence. Là où une 
simple étiquete, ou un tag RFID, sont des éléments passifs seulement interrogeables, un réseau de 
capteurs est une interconnexion de nœuds actifs qui consomment de l’énergie et doivent donc être 
alimentés. 
2.2 Le problème de l’autonomie des WSN 
Avec le développement de nœud actif, la question de l’alimentation électrique des nœuds capteurs 
devient donc centrale. Comment assurer l’autonomie énergétique du réseau sur de longues, voire 
très longues périodes de fonctionnement ? 
Aujourd’hui, la quasi intégralité des motes recensés est alimentée par 1, 2 ou 3 batteries de type AA 
ou AAA ([1], [8], [12], [14], [16], [19], [24], [27], [28], [30], [32–46]), ou par 1 pile bouton de type BR-
xxxx ou CR-xxxx pour les systèmes aux dimensions plus réduites ([14], [14], [47–52]) –cf. Annexe 1. 
Ceci amène 2 constats : 
− Les bateries sont des éléments finis de stockage de l’énergie. La durée de vie des nœuds est 
donc limitée par la capacité et la durée de vie de la batterie ; 
− Le volume d’une batterie est directement relié à sa capacité de stockage. Il y a donc un 
compromis entre durée de vie, capacité de la batterie et volume du nœud. 
Aussi pour augmenter la durée de vie du nœud la première solution à envisager est simplement de 
réduire la consommation des composants électroniques du nœud. Cette problématique de réduction 
de la consommation énergétique déborde le domaine des WSN puisqu’ele s’applique à l’ensemble 
du matériel électronique portable (PC, téléphones mobiles, lecteurs MP3, appareils photo 
numériques…). Les enjeux économiques sont tels que l’on observe dès le début des années 2000 une 
tendance globale à la réduction de la consommation des composants électroniques (à performances 
égales). Les retombées sont directes pour les WSN avec la mise à disposition de microcontrôleurs, 
d’ADC (convertisseur analogique-numérique), de capteurs et de modules radio ultra basse 
consommation. 
La deuxième solution est de mieux gérer l’énergie globalement pour réduire la consommation 
moyenne du nœud. En efet une fois que l’on a minimisé la consommation de chaque fonction au 
maximum, la seule solution restant pour réduire encore la consommation globale du nœud est 
d’éteindre les fonctions inutiles et ne les activer que lorsqu’eles doivent réaliser leurs tâches. Ainsi le 
nœud de réseau est placé dans un mode sommeil très basse consommation la majeure partie du 
temps pour n’être activé que périodiquement. On peut ainsi théoriquement rendre la consommation 
moyenne du nœud très faible (asymptotiquement vers la consommation du mode sommeil). De plus 
il est possible de moduler cette consommation, et donc de moduler la durée de vie du nœud, en 
jouant sur le rapport cyclique de l’activité du nœud. 
Grâce aux progrès faits dans la réduction des consommations électriques et dans la gestion de 
l’énergie, un certain nombre d’applications de WSN sont aujourd’hui déjà opérationneles. 
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Figure I-2-4 : Historique des « Motes » les plus représentatifs 
 
 
Year Platform Ref. 
1998 WeC [14] 
1998 Rene1 [14] 
1999 AWAIRS1 [53] 
1999 µAMPS [32] 
2000 Dot [14] 
2000 Rene2 [14] 
2001 BTNode [12] 
2001 Mica [13] 
2001 
Smart-its 
(Teco) 
[54] 
2001 SpotON [33] 
2001 WINS NG 2.0 [55] 
2002 
CENS Medusa 
MK2 
[56] 
2002 GNOMES [34] 
2002 iBadge [57] 
2002 Mica2 [14] 
2002 Mica2Dot [14] 
2002 PicoNode [58] 
2002 PushPin [35] 
2003 ESB/2 [59] 
2003 Glacsweb Probe [60] 
2003 HiDRA [61] 
2003 iMote [62] 
2003 
MANTIS 
Nymph 
[63] 
2003 RFRAIN [37] 
2003 Spec [47] 
2003 U3 [36] 
2003 Wisenet [38] 
2004 BEAN [64] 
2004 BSNnode [49] 
2004 
CITSensor 
Node 
[48] 
2004 DSYS25 [65] 
2004 MicaZ - 
2004 MITes [66] 
2004 Particle [39] 
2004 Pluto70 [67] 
2004 RISE [68] 
2004 Sentio [69] 
2004 SPIDER-NET [70] 
2004 Telos [14] 
2004 ZebraNet [71] 
2005 
AVM 
Demonstrator 
[72] 
2005 Cookie [10] 
2005 ETRX1 [16] 
2005 eyesIFXv2 [73] 
2005 Fleck [74] 
2005 
Imote2/ 
Stargate 2 
[52] 
2005 MASS [75] 
2005 Mule [76] 
2005 Parasiticnode [77] 
2005 ProSpeckz I [78] 
2005 SolarBiscuit [79] 
2005 SunSpot [40] 
2005 
TelosB/ 
TmoteSky 
[80] 
2005 T-nodes - 
2005 TyndalMote [81] 
2005 uPart 014xilmt [50] 
2005 XSM [46] 
2005 XYZsensornode [52] 
2006 µNode - 
2006 
DIY Smart-its 
(Lancaster) 
[54] 
2006 ECO Node [82] 
2006 
EnOcean 
TCM120 
[15] 
2006 Everlast [83] 
2006 ez430-RF2480 [1] 
2006 FireFly [41] 
2006 
NXP 
JN5148-EK010 
[5] 
2006 SAND [51] 
2006 SHIMMER [26] 
2006 Snows5 [84] 
2006 
SoftBaughDZM
D1612-RF 
[28] 
2006 TinyNode [42] 
2006 ZN1 [85] 
2007 ANT AT3 [17] 
2007 
Fantastic 
Datanode 
[43] 
2007 IRIS [19] 
2007 KMote [21] 
2007 mPlatform [9] 
2007 Plug [86] 
2007 ScatterWeb [87] 
2007 SquidBee [20] 
2007 WeBeeThree - 
2007 ZigBit [18] 
2008 CC2531EMK [2] 
2008 Eco [52] 
2008 Epic [22] 
2008 Raven [8] 
2008 
Sensinode 
Nano stack 
[44] 
2008 Waspmote [29] 
2009 
Coronis 
Wavecard 
[30] 
2009 deUSB2400 [23] 
2009 FreeStar PRO [3] 
2009 Isense [45] 
2009 SuperNode - 
2010 CM5000 - 
2010 EconoTAG [4] 
2010 Shimmer2R [25] 
2010 
SOWNet 
G-Node G301 
[31] 
2010 SuRF [24] 
2011 Lotus [27] 
Table I-2-1 : 
Historique des « Motes »
WeC(1998) Rene2 (2000) Mica2 (2002) Telos(2004) ez430 (2006) WaspMote(2008) Shimer2R (2010)
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2.3 Un exemple : le réseau SimpliciTI. 
Le réseau SimpliciTI est basé sur le kit eZ430-RF2500 de Texas Instrument [1]. Dans cet exemple le 
nœud est programmé en mode End Device et efectue des acquisitions de la température et de la 
tension de baterie [88]. Les 2 mesures sont efectuées chaque seconde, le résultat est envoyé via la 
liaison sans fil. Un autre nœud programmé en mode Access Point et connecté par USB à un PC peut 
aussi servir d’interface avec le réseau pour recevoir et enregistrer les mesures efectuées. 
(http://www.ti.com/lit/zip/slac139) 
1 Mesure de T° 
2 Mesure de Vcc 
3 Calcul de T° et Vcc 
4 Mise en route de l'oscilateur 
5 Démarrage du transiver 
6 Préparation du message 
7 Accrochage PLL 
8 Rx (vérification anticolision) 
9 Passage du mode Rx au mode Tx 
10 Tx 
11 Passage au mode sleep 
 
 
Figure I-2-5 : Profil de consommation du nœud eZ430-RF2500 en mode End Device [88] 
 ><
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(eq. I- 2) 
Activité radio 
Courant 
Consommé 
Durée 
d'exécution 
XOSC startup 2.7 mA 300 μs 
Ripple counter 
timeout 
1.75 mA  150 μs 
Idle mode 1.5 mA 375 μs 
PLL calibration 7.5 mA  809 μs 
RX mode 18.8 mA 180 μs 
TX mode 21.2 mA  800 μs 
MSP430 active 
current 
2.7 mA 2.705 ms 
MSP430 LPM0 
current 
1.1 mA  55 μs 
ADC10 active 850 μA 115 μs 
Durée d'exécution totale 2.88 ms 
Table I-2-2 : Table des consommations du nœud eZ430-RF2500 en mode End Device [88] 
12 4 5 6 7 89 10 113
20mA
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Pour deux batteries AAA de capacité totale 1000mA.h, la durée de vie du nœud estimée sur la base 
de ces chifres est donc légèrement supérieure à 3 ans. Bien que ce résultat soit surestimé, car 
obtenu en négligeant l’autodécharge de la batterie et en considérant que la tension reste sufisante 
pour alimenter le nœud jusqu’à la décharge totale, on comprend que des applications commerciales 
puissent aujourd’hui se développer. En efet une autonomie de 3 ans peut sufire dans le cadre d’un 
déploiement ponctuel du réseau de capteur. Cependant, pour les applications dont la durée 
d’exploitation dépasse la dizaine d’année (habitat inteligent, contrôle de santé de structure 
surveilance des réseaux de transport et de distribution, etc.), le réseau doit être « déployé et 
oublié ». En efet il n’est pas économiquement possible d’assurer une maintenance régulière pour 
changer les batteries sur un réseau de grande envergure, enfoui et physiquement inaccessible. 
Dans ce cas, seule une production locale d’énergie électrique au niveau du nœud permet 
aujourd’hui théoriquement d’alonger à l’infini la durée de fonctionnement du réseau. On parle 
alors de récupération d’énergie ambiante. 
3 Récupération et stockage d’énergie ambiante - Vers l’autonomie 
énergétique des nœuds capteurs 
Dans cette partie, nous dresserons un état de l’art des solutions de récupération d’énergie 
ambiante envisagées pour résoudre le problème de l’autonomie des WSN pour les applications très 
longue durée et nœud inaccessible. L’objectif commun de tous les travaux présentés est d’assurer 
une production d’énergie localement au niveau du nœud capteur. Nous montrerons aussi 
l’importance du stockage de l’énergie électrique ainsi produite avant de passer en revue les solutions 
exploitables dans le cadre des WSN. 
3.1 Les systèmes de récupération d’énergie 
Le concept de récupération d’énergie ambiante se base sur la transduction de diverses grandeurs 
physiques dans le domaine électrique. De manière classique ces efets bien connus (piézoélectricité, 
efet Seebeck, efet photovoltaïque, induction électromagnétique…) sont utilisés dans les capteurs 
pour obtenir un signal électrique image de la grandeur observée. Ici, ce n’est plus la valeur absolue 
du signal, mais la puissance électrique ainsi générée qui importe. L’idée n’est pas nouvele. En efet 
déjà dans les années 80-90 un grand nombre de petits dispositifs électroniques (montres, 
calculatrices…) fonctionnaient déjà sur ce principe en s’alimentant grâce à l’énergie fournie par une 
petite celule photovoltaïque bas coût en silicium amorphe. Mais depuis le début des années 2000, et 
paralèlement au développement de la thématique des WSN, une communauté scientifique s’est 
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fédérée autour du thème de la récupération d’énergie ambiante (« energy harvesting »). Les 
principaux objectifs poursuivis sont : l’augmentation des rendements des générateurs, et la 
miniaturisation des dispositifs. 
 
Figure I-3-1 : Les technologies de récupération d’énergie d’après [89] 
Au final les dispositifs de récupération d’énergie ambiante peuvent être classés en quatre grandes 
catégories en fonction de la source d’énergie qu’ils exploitent : 
− Le rayonnement solaire ; 
− L’énergie mécanique et vibratoire ; 
− Les gradients thermiques ; 
− Les émissions électromagnétiques radio fréquences. 
Pour chacun de ces domaines, nous alons efectuer un état de l’art des dispositifs et technologies 
mis en œuvre. De plus, et bien que la puissance récupérable soit grandement dépendante des 
conditions d’utilisation, nous essaierons de donner, à chaque fois, un ordre de grandeur ou une 
estimation de la puissance pouvant être ainsi récupérée dans le cadre d’application de type WSN. 
3.1.1 Solaire photovoltaïque 
Le principe de base de fonctionnement des celules photovoltaïques est connu depuis le XIXème 
siècle. Ces dispositifs convertissent l’énergie des rayonnements lumineux en énergie électrique grâce 
à l'efet photoélectrique, découvert en 1839 par Edmond Becquerel, mis en évidence dans les semi-
conducteurs en 1875 par Werner Von Siemens, et finalement formalisé par Albert Einstein en 1922. 
C’est l’industrie spatiale qui, dès 1954, fera décoler l’exploitation des celules photovoltaïques pour 
la production d’énergie électrique à bord des satelites. Aujourd’hui, avec les problématiques de 
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développement durable, le photovoltaïque s’est démocratisé et le marché de l’énergie solaire croît 
de 30% par an depuis plus de 10 ans. 
 
Figure I-3-2 : Évolution de l’efficacité normalisée des différentes technologies photovoltaïques depuis 1975 
D’un point de vue technologique, les celules utilisées pour la récupération d’énergie sont les mêmes 
que celes utilisées dans les centrales photovoltaïques. Seul le nombre de celules, leur dimension et 
leur coût vont diférer fondamentalement. Il est courant de présenter l’évolution des celules 
photovoltaïques en les groupant selon 3 générations : 
− Les celules de première génération sont des jonctions PN à base de silicium cristalin (mono 
ou poly) ; 
− Les celules de deuxième génération sont des celules en couches minces. L’objectif principal 
étant de diminuer la quantité de matériau actif afin de diminuer le coût. On distingue les 
technologies à base de silicium amorphe (a-Si), de di-Sélénium de Cuivre Indium ou Cadmium 
Galium (CIS, CGS, CIGS et CIGSS), et de Telurure de Cadmium (CdTe). Les rendements sont 
plus faibles mais les celules sont moins chères et des dispositifs sur substrat souple existent ; 
− Enfin la troisième génération regroupe les celules dites organiques et les celules à très haut 
rendement (II-V, multi-jonctions et concentration). Ces technologies sont encore 
généralement au stade de la R&D mais certaines celules à très haut rendement sont 
aujourd’hui en production pour l’industrie spatiale et pour le solaire photovoltaïque 
concentré. 
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Nous passerons donc ici rapidement en revue les diférentes technologies disponibles dans le but de 
pouvoir choisir la plus adaptée à une utilisation pour l’alimentation des WSN. 
Le record absolu de rendement est de 25% (±0.5%) [90]. Il est détenu par le Photovoltaics Special 
Research Center UNSW en Australie sur des celules FZ-Si (Figure I-3-3). Le coût de production des 
celules en silicium monocristalin est élevé car les techniques de production de wafer sont très 
énergivores. Pour diminuer les coûts, les celules en silicium polycristalin peuvent être fabriquées à 
partir des « déchets » de la filière monocristal (électronique ou photovoltaïque) [91]. Il s’agit 
principalement des résidus produits notamment lors des étapes de sciage. Les morceaux de silicium 
monocristalin sont fondus pour être assemblés et former une celule à l’aspect caractéristique 
(Figure I-3-4). On peut en efet distinguer les joints de grain qui délimitent chaque monocristal. Ce 
sont principalement les défauts de la structure cristaline au niveau de ces joints qui vont engendrer 
la recombinaison des porteurs et faire par conséquent diminuer le rendement (environ 20% en 
laboratoire, 11 à 17% pour les modules commerciaux). 
 
 
Figure I-3-3 : Celule c-Si détentrice du record de 
rendement [92] 
Figure I-3-4 : Celule en silicium 
polycristalin [93] 
Les techniques de celules en couches minces permetent de réduire encore les coûts de production 
en diminuant la quantité de matériau actif. Cette fois ci le semi-conducteur est directement déposé 
sur un substrat qui est le support mécanique de la celule (généralement du verre ou de l’inox, mais il 
existe aussi des celules sur substrat souple plastique). 
− Dans cette famile, on trouve les celules à base de silicium amorphe (a-Si). Ce sont les 
celules bas-coût que l’on retrouve sur les calculatrices ou montres « solaires ». Les 
rendements sont plus faibles : 9.5% en laboratoire, 5 à 9% en production industriele ; 
− On trouve aussi les celules en Cadmium de Telure (CdTe) qui présente l’avantage d’être 
idéalement adaptées au spectre solaire (gap 1.45eV) mais dont le développement reste 
limité en Europe à cause de la réglementation sur l’utilisation du Cadnium [94]. Rendement 
en laboratoire : 16.7%, 6 à 11% dans l’industrie ; 
− Les celules au di-Sélénium de Cuivre Indium ou Cadmium Galium (CIS, CGS, CIGS et CIGSS) 
qui présentent les rendements les plus élevés parmi les couches minces mais à un coût plus 
élevé. Rendement en laboratoire : 20%, 6 à 12% dans l’industrie ; 
− Les celules PV à multi-jonctions sont constituées de plusieurs couches élémentaires 
d'aliages semi-conducteurs II-V avec toujours pour objectif d’augmenter le rendement en 
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convertissant plusieurs parties du spectre solaire. Rendement à 1 sun : 33.8%, rendement 
record de 41.6% sous concentration (364 sun1) ; 
− On peut noter aussi les techniques à croissance de film mince de silicium polycristalin ou 
microcristalin. 
Les celules à pigment photosensible, dites celules de Grätzel, les celules photovoltaïques 
organiques ou encore les celules polymères sont des technologies photovoltaïques non basées sur 
l’utilisation d’un matériau semi-conducteur inorganique. Leur rendement est aujourd’hui encore 
faible (5-10%) et des problèmes de stabilité des matériaux organiques dans le temps persistent. Mais 
des développements sont en cours et déjà des entreprises comme Konarka ont saisi le marché car les 
perspectives commerciales sont intéressantes avec par exemple de la peinture photovoltaïque qui se 
dépose au rouleau. 
La Table I-3-1 résume la comparaison entre les diférentes technologies de celule : 
− Le premier constat est que la technologie triple jonction II-V surpasse toutes les autres en 
terme de rendement. La contrepartie est son coût élevé et une dificulté 
d’approvisionnement. Pour l’instant seuls des marchés de niche comme le spatial et 
photovoltaïque concentré sont ciblés ; 
− Les technologies silicium cristalin sont les plus matures et les plus vendues. Eles ofrent un 
bon rapport rendement/coût et sont faciles à approvisionner ; 
− Les celules CIGS sont une bonne alternative au silicium. C’est la technologie émergente (hors 
silicium) leader de la filière couche mince ; 
− La technologie silicium amorphe en couche mince est une technologie bas coût éprouvée. 
Son rendement normalisé est moindre mais pourtant la densité de puissance annoncée sous 
un éclairage artificiel à 1000 lux est sensiblement équivalente aux technologies précitées. 
Ceci peut être expliqué par la réponse spectrale des celules a-Si (Figure I-3-5). En efet le 
rendement normalisé est calculé à partir du spectre de la lumière solaire (AM1.52). Or le 
silicium amorphe, contrairement au silicium monocristalin, n’absorbe quasiment pas dans 
l’infrarouge ce qui diminue le rendement normalisé des celules. Mais si l’on limite le calcul 
au domaine spectral du visible (là où se concentrent les émissions des éclairages artificiels et 
le spectre de la lumière difuse) le gain obtenu par l’utilisation du c-Si n’est plus aussi net. 
Ceci fait de la technologie a-Si une bonne alternative en termes de cout pour les applications 
« indoor » et/ou l’éclairement est indirect ; 
  
                             
1
 Le solaire photovoltaïque à concentration propose d’utiliser des celules plus chères, donc avec de meileurs 
rendements, en concentrant l’énergie solaire sur une petite surface : 1000 sun sur 2.5cm² à 40% de rendement 
≈ 1 sun sur 1m² à 10% de rendement. De plus le rendement de conversion des celules augmente avec la 
concentration du flux lumineux (si l’on maintient la température de la jonction). 
2
 Un coeficient de masse d’air de 1.5 (AM1.5) correspond à 1.5 fois l’épaisseur de l’atmosphère, ce qui 
équivaut à un angle d’incidence des rayons d’environ 48°. 
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Technologie 
Rendement 
laboratoire 
1000 W.m-2 
Celules ou modules 
commerciaux 
Densité de 
puissance à 1000 
lux [µW.cm-2] 
Substrat Prix 
c-Si 
24,7% 
(celule ~ 1 cm²) 
University of 
New South 
Wales 
15% - 18%  
(celule ~ 100 cm²) 
Q-Cels, Motech 
12% - 16% (module ~ 1 m²) 
Suntech, Sharp, JA Solar, 
Solarworld 
≈ 20 - 50 
(celule ~ 100 
cm²) 
Étude pour 
diférents 
fabricants de 
celules 
c-Si + 
mc-Si 
20,4% 
(celule ~ 1 cm²) 
Fraunhofer ISE 
14% - 17%  
(celule ~ 100 cm²) 
Q-Cels, Motech 
12% - 14% (module ~ 1 m²) 
Suntech, Sharp, Kyocera, Yingli 
Solar, JA Solar, Solarworld 
 
mc-Si  + 
c-Si 
contact arrière  
17% - 19% (module ~ 1 m²) 
Sunpower  
c-Si + 
c-Si 
hétérojonction  
16% - 17% (module ~ 1 m²) 
Sanyo  
c-Si  + 
a-Si 
9.5% 
(celule ~ 1 cm²) 
University of 
Neuchatel 
6% - 7% (module ~ 1 m²) 
Mitsubishi Heavy Industries, 
Schott 
Solar 
≈ 35 
(module ~ 1 m²) 
Schott Solar 
Verre - 
CdTe 
16,7% 
(celule ~ 1 cm²) 
NREL 
10% - 11% (module ~ 1 m²) 
First Solar  
Verre - 
CIGS 
20% 
(celule ~ 1 cm²) 
NREL 
6% - 12% (module ~ 1 m²) 
Würth Solar, Q-Cels, Global Solar,  
Solarion, Showa Shel Solar, 
Honda 
Soltec, Sulfurcel, Johanna Solar,  
Avancis, Sunshine PV, Nanosolar 
≈ 30 - 35 
(celule ~ 1 cm²) 
ZSW 
Verre 
Métal 
Plastique 
- 
Double jontion 
a-Si/µc-Si 
11,7% 
(module ~ 10 
cm²) Kaneka 
8% - 10% (module ~ 1 m²) 
Sharp, Kaneka, 
Mitsubishi Heavy Industries 
 
Verre - 
Triple Jonction 
a-Si/a-SIGe/ 
a-SiGe 
 
6% (module ~ 1 m²) 
Uni-solar  
Métal - 
Triple jonction 
GaInP/GaAs/Ge 
33,8% 
(celule ~ 1 cm²) 
Spectrolab 
25% - 30% (celule ~ 10 cm²) 
Azurspace, Spectrolab, Emcore  
c-Ge  ++ 
Organique 
7,9% 
(celule ~ 
0.1cm²) 
Solarmer 
1.5% (module ~ 1 m²) 
Konarka 
≈ 10 
(module ~ 1 m²) 
Konarka 
Plastique - 
Graetzel 
10.4%  
(celule ~ 1 cm²) 
Sharp 
1.5% (module ~ 100 cm²) 
G24 Innovations 
≈ 15 
(module ~ 100 
cm²) 
G24 Innovations 
Plastique - 
Table I-3-1 : Tableau comparatif des différentes technologies de l’industrie photovoltaïque d’après [95] et 
[90] 
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− Enfin les celules organiques restent une solution d’avenir, de part leur caractère 
« biodégradable », leur facilité d’intégration et leur coût potentiel. Cependant les 
rendements et la stabilité dans le temps limitent encore aujourd’hui leur utilisation pour des 
applications de récupération d’énergie. 
 
Figure I-3-5 : Spectres d’absorption des celules solaires a-Si et c-Si comparés aux spectres de la lumière 
solaire diffuse et AM1.5 
 
De par l’aspect fortement contraint des applications WSN, le choix de la technologie à 
utiliser doit donc résulter d’un compromis entre le coût, les performances et la facilité d’intégration 
requis. Nous avons mis en avant la nécessité de considérer le type d’excitation lumineuse pour 
optimiser ce compromis. Il est de plus assez aisé d’obtenir des tensions utiles de l’ordre de quelques 
volts en mettant en série plusieurs celules ce qui en fait le candidat idéal pour l’alimentation des 
WSN. 
3.1.2 Récupération d’énergie mécanique et vibratoire 
Récupérer l’énergie mécanique des vibrations pour alimenter les réseaux de capteurs autonomes est 
une solution intéressante tant cette forme d’énergie est présente partout aux abords de l’activité 
humaine. C’est pourquoi de nombreux travaux de recherches ont été conduits ces dernières années 
pour proposer des solutions alant dans ce sens [96]. Aujourd’hui certaines technologies ont atteint 
une maturité sufisante pour voir apparaitre les premiers dispositifs commerciaux. Dans cette partie 
nous donnerons un panorama complet et critique de l’ensemble des techniques pouvant être mises 
en œuvre dans les WSN. 
Il existe 3 grandes familes de dispositifs exploitant chacune un efet physique diférent : 
− Les générateurs électrostatiques ; 
− Les générateurs électromagnétiques ; 
− Les générateurs piézoélectriques. 
Ces 3 familes partagent cependant la caractéristique commune de mettre en œuvre un système 
inertiel résonnant pouvant être modélisé, au premier ordre, par un système Masse – Ressort –
Amortisseur. L’objectif est de transformer la vibration en un déplacement relatif de deux masses. 
C’est l’énergie de ce déplacement qui sera ensuite convertie en électricité par un des modes de 
couplage mécanique/électrique cités ci-dessus. 
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Figure I-3-6 : Modèle de principe d’un générateur inertiel résonant pour la récupération d’énergie 
mécanique 
L’étude de ce système générique permet déjà de dresser un certain nombre de conclusions [97]. La 
puissance électrique générée est proportionnele au coeficient de couplage mécanique/électrique, à 
la masse inertiele du générateur, ainsi qu’au carré de l’amplitude de l’accélération de l’excitation 
mécanique, et est inversement proportionnele à la fréquence de résonnance du dispositif. 
 
n
AM
P
ω
².
µ  (eq. I- 6) 
Donc pour maximiser la puissance récupérée il faut s’orienter vers des générateurs embarquant la 
plus grosse masse possible (dans les limites des contraintes de masse et de volume de l’application) 
et qui soient capables de s’accorder sur la basse fréquence de plus grande amplitude du spectre des 
vibrations dans l’environnement du nœud. L’avantage d’un tel système raisonnant est qu’il permet 
« d’amplifier » l’excitation mécanique. La contrepartie à cela vient du fait que plus la résonance est 
prononcée plus le dispositif est sélectif en fréquence. Il agit alors comme un filtre mécanique pour 
toutes les fréquences d’excitation éloignées de la fréquence de résonance. Aussi y a-t-il là un 
compromis à trouver entre la nature passe-bande du générateur et le contenu fréquentiel des 
vibrations. 
Les générateurs basés sur le mode de transduction électrostatique s’apparentent à des 
condensateurs plans dont une des électrodes est mobile. Deux modes d’utilisation peuvent être alors 
envisagés : 
− Soit en imposant une charge fixe aux électrodes. Dans ce cas, le déplacement relatif des deux 
électrodes induit un changement de tension aux bornes du condensateur. Cette force 
électromotrice peut alors être utilisée pour créer un courant ; 
− Soit en imposant une diférence de potentiel fixe entre les deux plaques. Le déplacement 
crée ainsi directement un courant dans le circuit connecté au condensateur. 
Dans les deux cas on comprend qu’il faut associer une électronique active pour polariser les 
armatures du générateur et pouvoir récupérer de l’énergie. Certains auteurs considèrent donc ces 
dispositifs comme des « amplificateurs de puissance ». Le principal avantage de ces générateurs et 
que leurs performances augmentent à mesure ou l’on intègre le système (une diminution de 
l’écartement des électrodes entraine une augmentation de la capacité et donc de la sensibilité du 
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phénomène de transduction3). De plus
Electro Mecanical Systems) sont tout à fait adaptées à la 
IMEC, 2003 [98] 
 
12nW, 1g @ 1kHz, 2 mm3 
Les exemples de réalisations 
récupérée est délicate, les densités
intéressantes. On citera en particulier les travaux de Despesse et al. 
à faible facteur de qualité (donc large bande) 
de 0.3g à 50Hz. 
Les générateurs électromagnétiques
retrouve principalement deux méthodes
− Soit une bobine mobile est placé dans le champ magnétique d’aimant 
− Soit une bobine fixe est placée dans un champ 
permanant mobile. 
Dans les deux cas c’est le déplacement relatif de la bobine par rapport à l’aimant qui génère le 
courant induit. 
 
Ferro Solutions 
VEH-460
Jusqu’à 5.2 mW 
0.1g @ 60Hz
170 cm
                             
3
 C’est d’aileurs le principe de base des accéléromètres MEMS capacitifs.
- VERS L’AUTONOMIE ÉNERGÉTIQUE DES NŒUDS CAPTEURS
, les technologies classiques de réalisation des MEMS (Micro 
réalisation de tels générateurs.
Imperial Colege, 2006 [99] CEA Leti, 2007
 
2.4µW, 40g @ 20Hz, 3 cm² 12 µW, 0.3g @ 50Hz, 1cm²
ci-dessus montrent que même si l’exploitation de la puissance 
 volumiques de puissance pouvant 
[100], qui proposent un 
récupérant potentielement 12 µW pour une 
 sont basés sur le principe de l’induction électromagnétique
 : 
permanents
magnétique variable créé par un aimant 
 
, 2009 [101] 
Perpetuum PMG FSH, 
2009 [102] 
  
- 16V 
 
3 - 430g 
Jusqu’à 25 mW - 5V 
0.5g @50 ou 60 Hz 
230 cm3 - 1kg 
 
25  
 
 [100] 
 
 
être atteintes sont 
système 
excitation 
. On 
 fixes ; 
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Deux sociétés (Ferro Solutions et Perpetuum) proposent aujourd’hui des générateurs 
électromagnétiques capables de délivrer une puissance supérieure au mW pour une amplitude 
d’accélération inferieure à 1g4. Mais ces dispositifs sont assez volumineux (~200 cm3) et lourds (500g-
1kg). C’est là le principal inconvénient de cette technologie car la densité de puissance récupérée 
s’efondre à mesure où l’on cherche à diminuer les dimensions et le poids du générateur. En efet les 
matériaux magnétiques tout comme les inductances de forte valeur sont dificiles à intégrer. Les 
récents résultats montrent que la puissance récupérée par des générateurs dont le volume est 
inferieur à 1cm3 devient trop faible pour les applications WSN. 
University of 
Brescia, 2009 
[103] 
 
290 µw 
183.2 mV 
1g @ 102Hz 
 
8.6 cm3 
 
WIMS 
University of 
Michigan, 
2009 [104] 
 
5.8µW 
37.3 mV 
1g @ 10Hz 
 
3.74 cm3 
Middle East 
Technical 
University, 
2010 [105] 
 
5 nW 
11.4 mV 
±2mmp @ 113Hz 
 
149 mm3 
Les céramiques et les quartzs piézoélectriques sont utilisés de longue date comme transducteurs 
électromécaniques5. L’efet piézoélectrique prend sa source dans l'apparition de moments dipolaires 
électriques lors de l’application d’une contrainte sur le matériau. Les générateurs piézoélectriques 
utilisent cet efet pour produire de l’énergie électrique à partir du déplacement relatif de 2 masses. 
Diférentes topologies peuvent être utilisées pour cela : cymbale, membrane, ressort en S… mais le 
format le plus répandu est la poutre encastrée. Il s’agit de former une poutre composite constituée 
d’une ou plusieurs couches de matériau piézoélectrique séparées par un matériau inerte. Une masse 
est généralement fixée à l’extrémité libre de la poutre pour en accroitre l’inertie et augmenter les 
contraintes induites dans le matériau piézoélectrique. 
                             
4
 Par comparaison un vibreur de téléphone portable est capable de générer des vibrations de 10 g pour une 
consommation électrique de 250mW. 
5
 On les retrouve dans les actionneurs mécaniques de haute précision, dans les jauges de contraintes, dans les 
moteurs à injection, dans certaines imprimantes, dans les microphones et les haut-parleurs, mais aussi dans les 
briquets électroniques pour fournir la tension nécessaire à l’amorçage de l’arc électrique. 
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Midé Raw volture harvester, 
2005 
Jusqu’à 
1g @
8 cm
Là aussi deux fabricants se partagent
générateurs fournissant jusqu’à 
rapport aux générateurs électromagnétiques.
TIMA, 2007 [108] 
 
2µw, 4g @ 1.3kHz, 2mm² 
L’intégration des matériaux piézoélectriques
techniques de fabrication des MEMS (Micro Electro Mecanical Systems) permet de produire des 
générateurs de dimensions inferieures 
pour l’alimentation des WSN. On citera pour mémoire le dispositif de H.Durou
générer prés de 30µW sous 0.5g à 88Hz 
[110]. 
 
Intégration 
Niveau de tension 
Densité 
d’énergie 
micro 
macro 
Pré-polarisation 
Table I-3-2 : Tableau comparatif des modes de transduction pour la récupération d’énergie mécanique
 
Bien que leur bonne disposition à l’intégration soit un 
électrostatiques n’ont pas encore atteint le degré de maturité des 2 technologies concurrentes. Si 
les spécifications en termes de volume et le poids de l’application ne sont pas contraignantes on 
s’orientera plutôt vers un générateur élec
finalement un bon compromis entre densité de puissance et possibilité d’intégration. C’est vers ce 
choix que nous orienterons ce travail de thèse.
ERGIE AMBIANTE - VERS L’AUTONOMIE ÉNERGÉTIQUE DES NŒUDS CAPTEURS
[106] 
Piezo Systems Generator, 
2005 [107] 
 
 
6mW - 13V 
 75Hz 
3 - 16g 
Jusqu’à 4.7mW - 18V 
±1.57mmp @ 45Hz 
6 cm3 - 9.5g 
 le marché (Midé et Piezo Systems). Ils proposent des 
plusieurs mW pour une masse et un encombrement réduit par 
 
IMEC, 2008 [109] LAAS-CNRS
 
60µW, 2g @ 571 Hz, 0.2 cm² 26.6µW, 0.5g @ 88Hz, 464 mm
, bien que délicate, est possible
au cm3 aux performances proches des spécifications
dans un volume de 464mm3 et pour une masse de 
Électrostatique Électromagnétique Piézoélectrique
++ - 
- + 
++ - 
- ++ 
Oui non N
atout,
tromagnétique. Les générateurs piézoélectriques sont 
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, 2009 [110] 
 
3 
. Ceci couplé aux 
 requises 
 et al. capable de 
2.5g 
 
+ 
++ 
+ 
+ 
on 
 
 les générateurs 
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3.1.3 Les thermo générateurs 
Des pertes d’énergie sous forme thermique apparaissent dans la majorité des transformations 
énergétiques. Récupérer une partie de cette énergie sous forme électrique pourrait permettre 
d’alimenter un dispositif électronique, en particulier ici un nœud de réseau de capteurs. En partant 
de ce constat des générateurs thermoélectriques (TEG), appelés aussi thermopiles ou calopiles, ont 
été conçus pour produire une force électromotrice à partir d’une diférence de température. Trois 
efets physiques sont à considérer lorsque l’on veut décrire la relation entre un champ électrique et 
un gradient de température dans un matériau : l’efet Thomson, l’efet Seebeck et l’efet Peletier. En 
1821, T. J. Seebeck a montré qu’une diférence de potentiel apparaissait à la jonction de deux 
matériaux soumis à une diférence de température. Ainsi si l’on veut pouvoir exploiter cette force 
électromotrice dans le cadre d’un thermo générateur les matériaux utilisés doivent avoir un 
coeficient Seebeck élevé (S) et une forte conductivité électrique (σ), mais une faible conductivité 
thermique (κ) pour maintenir le gradient de température. En efet l’eficacité de Carnot d’un thermo-
générateur est donnée par la formule suivante : 
 C
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2
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(eq. I- 7) 
Avec 
 
T
ρ.κ
S
ZT ×=
2
 
(eq. I- 8) 
Où TC est la température de la source chaude, TF, cele de la source froide, S, le coeficient Seebeck, 
ρ, la résistivité électrique, et κ, la conductivité thermique. 
Ils sont généralement constitués de plusieurs métaux conducteurs ou semi-conducteurs diférents 
formant des hétérojonctions. Chaque jonction peut-être considérée comme un thermocouple. 
L’agencement spatial de ces jonctions (Figure I-3-8), ainsi que leur mise en série (plusieurs centaines) 
permet d’obtenir des tensions utiles à partir de diférence de température de quelques degrés. 
Le principe est connu de longue date et des exemples d’utilisation existent, par exemple dans le 
domaine spatial. Les sondes Voyager 1 et 2, mais aussi plus récemment Galileo et Cassini ont été 
équipées d’un générateur thermoélectrique à radio-isotope6 et non de panneaux solaires. 
 
Figure I-3-7 : Montre Thermatron de la société Bulova (1982) [111] 
                             
6
 La chaleur est produite par désintégration d’un élément radioactif (Plutonium-238) 
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On citera aussi pour mémoire la montre Thermatron de la société Bulova [117]. Commercialisée en 
1982 ele est alimentée directement par la chaleur du poignet via les 700 thermocouples de 0.25mV 
de chacun des 4 générateurs thermoélectriques fournissant 175mV et qui additionnés fournissent 
0,7 V. 
 
 
Figure I-3-8 : Schéma écorché d’un thermo 
générateur 
Figure I-3-9 : Rendement de Carnot des 
différentes technologies 
Les modules conçus pour travailer à température ambiante utilisent, pour la plupart, des composés 
au Bi2Te3 qui permettent théoriquement d’atteindre un rendement de Carnot maximum de 18% 
(Figure I-3-9). C’est d’aileurs le cas des trois modules commerciaux présentés ci après (ThermoLife 
Nextreme et Micropelt). 
Termo Life [112] Nextreme [112] Micropelt [112] 
   
123µW @ ∆T = 5K 
42.5µA - 2.9V 
140µW @ ∆T = 0.8K 
VOC = 5mV 
2.8mW @ ∆T = 10K 
VOC = 2.3V 
Les puissances électriques pouvant être générées (même à partir fable diférences de température) 
peuvent satisfaire aux exigences de l’alimentation des WSN. Pour les très faibles diférences de 
température (< 1°C) les tensions de sortie restent trop faibles (< 1V) et une électronique d’adaptation 
doit être utilisée. La technologie actuele permet de fabriquer de très petits thermo-générateurs, 
cependant la miniaturisation des systèmes thermiques servant à guider le flux de chaleur (radiateurs, 
caloducs…) reste délicate (cf. photo ci-dessus). 
La récupération d’énergie thermique est donc un bon candidat pour l’alimentation des WSN 
dès lors qu’un gradient de température (relativement constant si il est faible) facilement 
exploitable est disponible au niveau de chaque nœud (canalisation d’eau chaude, pot 
d’échappement, machine thermique…). Cependant, au regard du faible niveau de tension fourni il 
faudra veiler à ce que l’électronique de gestion soit capable d’exploiter la puissance ainsi 
récupérée (architecture élévatrice du niveau de tension). 
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3.1.4 L’énergie des champs radio 
Parmi toutes les technologies présentées, la récupération d’énergie des ondes électromagnétiques 
radiofréquences est sûrement cele que nous côtoyons le plus au quotidien. Tous les systèmes de 
lecture sans contact (non-optique) et les tags RFID utilisent l’énergie des ondes radio émises par une 
base pour s’alimenter. Cete solution doit donc logiquement être envisagée pour l’alimentation des 
WSN. On distinguera deux philosophies d’utilisation : 
− La récupération de l’énergie du rayonnement électromagnétique artificiel ambiant (GSM, 
FM, WiFi…) ; 
− La transmission d’énergie sans fil par couplage électromagnétique. 
La première exploite le rayonnement EM ambiant. La densité d’énergie présente dans 
l’environnement est cependant relativement faible car l’amplitude des signaux émis est normalisée 
pour chaque bande de fréquence de sorte à éviter, d’une part, les problèmes de polution 
électromagnétique de l’environnent, et, d’autre part, pour protéger les populations. La seconde 
considère le transport d’énergie sans fil par émission d’ondes électromagnétique. Dans cette 
configuration un dispositif « base », connecté au réseau électrique, alimente un ou plusieurs 
capteurs distants. 
2.45GHz Rectenna [113] Powercast [114] 
 
 
1.5mW @ 20cm 
2.45GHz - 100mW source 
40µw @ 10m 
915MHz - 3W source 
Les performances de tels systèmes de récupération sont assez délicates à quantifier car fortement 
dépendante de la nature et la puissance de la source, mais aussi de la distance et de l’environnement 
entre la source et l’antenne du récupérateur. M. Belevile et al. avancent le chifre général de 
0.1µW/cm² d’antenne dans la bande GSM (900MHz-1800MHz) [112]. La société Powercast propose 
un dispositif permettant de récupérer 40µW à 10 mètres d’une source de 3W à 915MHz (puissance 
non autorisée en Europe sur cette bande). 
 
Le concept est intéressant. La technologie existe et son utilisation dans le cadre d’application 
point à point ou RFID a déjà atteint une certaine maturité. Cependant la mise en œuvre dans le 
cadre des WSN nécessite une étude et un design d’antenne au cas par cas en fonction de la nature 
des émissions présentes dans l’environnent du capteur. 
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3.2 Le stockage de l’énergie 
Nous venons de voir que les niveaux de puissance pouvant être récupérée dans l’environnement 
d’un nœud-capteur sont sensiblement équivalents à la consommation moyenne du nœud (de la 
dizaine à la centaine de µW). Il semble donc être possible, en l’état de la technique, et lorsque les 
conditions sont favorables, d’alimenter un WSN grâce aux techniques de récupération d’énergie. 
Pourtant les niveaux de puissance instantanée requis lorsque le nœud est en mode actif sont environ 
2 à 3 ordres de grandeur supérieurs (dizaine de mW). Il est donc impératif de doter le nœud d’un 
élément de stockage de l’énergie qui fasse tampon entre l’énergie récupérée en continu 
(idéalement) et la consommation cyclique du nœud. De plus, lorsque la production d’énergie est 
inégale dans le temps (alternance jour/nuit avec le solaire photovoltaïque par exemple) et que 
l’activité périodique du nœud doit être maintenue même lorsque la source d’énergie extérieure a 
disparue, l’utilisation d’un élément de stockage est nécessaire. 
L’énergie électrique n’est intrinsèquement pas stockable. Il faut la convertir en énergie potentiele au 
travers d’une transformation réversible. Bien que de nombreux modes de stockage puissent être 
exploités à grande échele pour stocker de l’énergie électrique sur les réseaux de distribution 
d’électricité par exemple [116], seul un stockage électrostatique ou électrochimique reste 
envisageable à l’échele d’un réseau de capteurs. 
Un bon élément de stockage doit réunir les qualités suivantes : 
− Une forte densité (massique et/ou volumique) d’énergie (une grande capacité) ; 
− Une forte densité (massique et/ou volumique) de puissance (une faible résistance série) ; 
− Une faible autodécharge (une très grande résistance paralèle) ; 
− Une bonne cyclabilité (peu de dégradation de la capacité au cyclage) ; 
− Fournir un niveau de tension sufisant (>1.5V) et relativement constant sur l’état de charge ; 
− Une utilisation possible en basse température (<0°C) ; 
− Une durée de vie, une fiabilité et une sécurité de fonctionnement importante (> 10 ans). 
 
 
Figure I-3-10 : Diagramme de Ragone des différentes technologies de stockage de l’énergie d’après [117] 
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3.2.1 Super-condensateurs 
Le digramme de Ragone (Figure I-3-10) permet de visualiser le compromis densité de puissance / 
densité d’énergie. On observe que les dispositifs électrostatiques (condensateurs, super-
condensateurs) ont une très grande densité de puissance mais ne sont pas adaptés pour stocker 
beaucoup d’énergie. De plus, la tension aux bornes d’un condensateur, ou d’un super-condensateur, 
varie linéairement avec l’état de charge. Enfin l’autodécharge d’un super condensateur peut être non 
négligeable devant la puissance instantanée récupérée pour une application WSN. Pourtant les 
super-condensateurs ont de nombreux avantages. En efet, ils conservent leurs excelentes 
propriétés en termes de densité de puissance même à basse température, ils ont une très longue 
durée de vie et sont peu afectés par le cyclage, ce sont enfin des technologies fiables et sures [115]. 
3.2.2 Batteries 
À l’inverse les batteries électrochimiques disposent d’une plus grande capacité à stocker l’énergie. En 
efet tirée par le marché des systèmes embarqués (spatial, militaire, voiture, avion…) au départ, puis 
des dispositifs électroniques portables et aujourd’hui par le véhicule électrique, la capacité de 
stockage des bateries à été multipliée par 10 en 50 ans (Figure I-3-11). Il existe de nombreux types 
d’accumulateurs. Les plus courants sont l’accumulateur au plomb, les accumulateurs Nickel-
Cadmium (NiCd), les accumulateurs Nickel Métal Hydrure (NiMH) et les accumulateurs au Lithium 
(Li). Ce sont les derniers, et plus particulièrement la technologie Li-ion, qui sont le plus utilisés pour 
l’alimentation des dispositifs électroniques nomades. En revanche la densité de puissance des 
accumulateurs électrochimiques est faible comparée à cele des super condensateurs (Figure I-3-10), 
et ce d’autant plus que la température est basse. Ce problème peut être limité en partie en réalisant 
un « hybride » batterie/condensateur, voire batterie/super-condensateur. Il s’agit de placer un 
condensateur, ou un super-condensateur, en paralèle à la batterie pour découpler la tension et 
suppléer aux brefs appels de courant. Il est ainsi possible de profiter de la grande densité d’énergie 
d’une batterie, tout en disposant d’une densité de puissance élevée [118–120]. 
 
Figure I-3-11 : Évolution de la densité massique d’énergie pour les différentes technologies 
d’accumulateurs depuis 1970 
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3.2.3 Micro-batteries et batteries en couches minces 
Les micro-bateries intégrées et les batteries en couches minces sont basées sur le principe de 
fonctionnement des accumulateurs au Lithium. Mais contrairement à la filière Lithum ion (Li-ion) ou 
Lithium polymère (Li-po) l’électrolyte et solide et l’anode est en lithium métalique. La batterie est 
donc entièrement solide ce qui limite considérablement les problèmes d’utilisation courant des 
accumulateurs lithium (en particulier le risque d’explosion). 
 
  
Figure I-3-12 : Schéma de fonctionnement d’un accumulateur au Lithium métal [121] 
 
Lors de la décharge les ions lithium formés au niveau de l’électrode négative (oxydation anodique), 
migrent dans l’électrolyte pour s’intercaler dans le matériau hôte de l’électrode positive (réduction 
cathodique). Les électrons ainsi produits alimentent en énergie le circuit extérieur. Durant la charge 
la force électromotrice du chargeur force la circulation des électrons en sens inverse, les ions Li+ sont 
libérés de la cathode et retournent au niveau de l’anode pour former du lithium métalique (Figure 
I-3-12). 
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Figure I-3-13 : Digramme de Ragone (µBat et batteries couche mince) 
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Il existe de nombreux matériaux potentielement intéressants pour former l’électrolyte. Il doit 
posséder une bonne conductivité ionique mais une mauvaise conductivité électronique. Au début 
des années 1990 il a été découvert qu’une couche mince de LiPON amorphe (LixPOyNz, typiquement 
x = 2,1 à 3,4 ; y = 1,3 à 3,8 ; z = 0 à 1,4) réunissait toutes les qualités requises d’un bon électrolyte. 
Depuis ce matériau est fréquemment utilisé dans la réalisation de micro-batterie au lithium [121].A 
ce jour nous avons recensé 5 fabricants de batteries au LIPON (IPS, Cymbet, ST Microelectronics, GS 
nanotech et FrontEdge Technology). Dans tous les cas l’électrode positive est constituée de LiCoO2 
cristalin. Ce sont donc des bateries Li/LIPON/LiCoO2. IPS, ST, GS et FrontEdge produisent des 
batteries en couche mince de capacité alant de 100 µA.h à 5 mA.h7. Cymbet propose des micro-
batteries sur puce encapsulées dans des boitiers de type QFN, DFN (composants montés en surface) 
dont la capacité varie entre 1 µA.h et 50 µA.h. 
Les performances de ces dispositifs, et particulièrement des batteries en couches minces, 
rivalisent avec les caractéristiques classiques des accumulateurs Li-ion et des super-condensateurs. 
Ils constituent une bonne alternative au problème de l’autodécharge des super-condensateurs. De 
plus l’épaisseur (~100 µm) et la flexibilité de ces batteries ouvrent des perspectives d’intégration 
dans les cartes électroniques qui seront explorées dans la suite de ce travail. 
 SCap Bat µBat 
Puissance + - = 
Énergie - + = 
Tension - + + 
Autodécharge - + + 
Cyclabilité + - = 
Durée de vie + - = 
Basse T° + - - 
Sureté + - + 
Table I-3-3 : Tableau comparatif des technologies usueles de stockage de l’énergie électrique 
La principale limite souvent énoncée à l’utilisation de batteries couplées aux technologies de 
récupération d’énergie dans le cadre des WSN est l’évolution de leurs performances dans le temps. 
En efet au Chapitre I-1-2-3 nous avons vu que de simples batteries primaires permetent déjà 
d’assurer l’alimentation d’un nœud pendant plusieurs années. L’objectif avec la récupération 
d’énergie ambiante est d’étendre cette durée de vie à plusieurs dizaines d’années. La durée de vie 
annoncée pour une batterie lithium en couche mince tele que cele que nous utiliserons dans ce 
travail est de 10 ans ce qui permet d’ores et déjà de tripler la durée de vie du réseau (ou de diviser le 
cout de maintenance du réseau par 3). Il est à noter cependant que hormis pour les celules 
photovoltaïques, le recul sur la durée de vie et la fiabilité dans le temps des dispositifs de 
récupération d’énergie ambiante est encore limité. 
  
                             
7
 La capacité d’une batterie est donnée pour une fraction du courant nominal de la batterie : si la capacité à 1C 
d’une batterie vaut 1mA.h cela signifie que l’on peut extraire de la batterie 1mA pendant 1 heure avant 
d’atteindre la tension de fin de décharge. 
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Année Plateforme PV RF T° VIB SCap Bat Ref8 
2002 GNOMES x 
   
 x [34] 
2003 ESB/2 x 
   
x x [59] 
2004 CITSensor Node 
   
x  x [48] 
2004 ZebraNet x 
   
 x [71] 
2005 Heliomote (Mica2) x 
   
 x [122] 
2005 SolarBiscuit x 
   
x  [79] 
2005 Promotheus (Telos) x 
   
x x [123] 
2006 Rockwel (Telos) 
   
x x x [124] 
2006 Ambimax (ECO node) x 
   
x x [125] 
2006 Everlast x 
   
x  [83] 
2006 Trio (Telos, XSM, Promotheus) x 
   
x x [126] 
2006 TinyNode x 
   
 x [42] 
2006 SAND x 
   
 x [51] 
2006 Power Cast P2110-EVAL-01 (TI eZ430) 
 
x 
  
 x DS 
2007 Enviromote (Mica2) x 
   
 x [127] 
2007 U. of Texas (MicaZ) x 
   
x x [128] 
2007 CSIRO Australia (Fleck) x 
   
 x [129] 
2007 SquidBee x 
   
 x [20] 
2007 
EnOcean PTM 200 
(RCM 120)    
x   DS 
2007 
Cymbet EVAL-08 & 10 
(TI eZ430) 
x 
   
 x DS 
2007 
PowerCast P2110-EVAL-02 
(TI eZ430)  
x 
  
 x DS 
2008 Waspmote x 
   
 x [29] 
2008 
Joule-Thief Adaptitiv Energy 
(TI ez430)    
x x x DS 
2009 Isense x 
   
 x [45] 
2009 U. of Bologna (TmoteSky) x 
   
x  [130] 
2009 
Cymbet EVAL-11 
(TI eZ430)  
x 
  
 x DS 
2009 
Micropelt TE Power Node 
(TI eZ430)   
x 
 
  DS 
2010 CapLibrate (IRIS) x 
   
x  [131] 
2010 U. of Mid Sweden (Sentio) x 
   
x  [132] 
2010 
Cymbet EVAL-09 
(TI eZ430) 
x x x x  x DS 
2011 
IPS-EVAL-EH01 
(TI eZ430) 
x (x) (x) (x)  x DS 
2011 
Thermobility WPG-1S 
(TI eZ430)   
x 
 
 x DS 
2011 ENERGY-HARVEST-RD x 
   
 x DS 
Table I-3-4 : Table des systèmes à base de récupération d’énergie pour l’alimentation des motes 
                             
8
 DS : cf. datasheet constructeur 
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3.3 La récupération d’énergie pour l’alimentation des WSN – Résumé et 
analyse 
Aujourd’hui un certain nombre de sources sont disponibles commercialement. Nous venons de voir, 
de plus, qu’en les couplant avec un dispositif de stockage adapté (batterie Li et/ou super-
condensateur) il est théoriquement possible d’alimenter un nœud sur une dizaine d’année. Ceci 
explique le nombre grandissant de publications étudiant un WSN alimenté par récupération 
d’énergie ambiante. Cete partie propose une synthèse de l’état de l’art et en tire des conclusions 
concernant les enjeux futurs de la récupération d’énergie et son stockage pour l’alimentation des 
WSN. 
La Table I-3-4 récence l’ensemble des travaux considérés. On y retrouve ici certains des motes listés 
au I-2-1 qui implémentent des solutions de récupération d’énergie de manière native ([20], [29], [34], 
[59], [48], [71], [79], [83], [51], [42], [45]). Mais aussi des travaux s’appuyant sur des motes déjà 
existant en leur ajoutant un module de récupération, stockage et gestion de l’énergie ([122], [123], 
[124], [125], [126], [127], [128], [129], [130], [131], [132]). Enfin depuis quelques années les 
industriels du secteur (PowerCast, Cymbet, Adaptitiv Energy, Micropelt, IPS) proposent des cartes 
d’évaluation implémentant une électronique de gestion pour alimenter le nœud ez430 de Texas 
Instrument. 
 
  
Figure I-3-14 : Évaluation de la proportion de chaque technologie de récupération/stockage sur l’ensemble 
des travaux listés 
Les éléments de stockage utilisés sont les 2 principaux présentés dans la partie précédente (2/3 pour 
les batteries Li et 1/3 de super condensateur). La majorité des travaux utilisent l’un ou l’autre mais 
certains ([59], [123–126], [128]) utilisent les deux types de stockages pour former des hybrides 
batterie/super-condensateur. 
Les sources utilisées reprennent les 4 grandes familes présentées précédemment : solaire (PV), 
vibration (VIB), radio (RF), et thermique (T°). Les 2/3 des systèmes exploitent l’énergie solaire. Le plus 
souvent il s’agit de cas d’utilisation réalistes voire d’expérimentations sur le terrain. Pour les 3 autres 
PV
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sources les sources utilisées sont généralement artificieles : pot vibrant pour les vibrations, émetteur 
dédié pour les ondes RF, plaque chaufante pour les gradients de température. 
La technologie de récupération d’énergie vibratoire utilisée est à chaque fois basée sur un 
générateur piézoélectrique mais pour la plupart l’utilisation d’un générateur électromagnétique 
pourrait être envisagée. Le dispositif d’EnOcean est particulier dans le sens où il s’agit de 
récupération mécanique impulsionnele (appui sur un bouton) et non de vibrations continues. C’est 
le seul exemple d’utilisation « en situation » pour cette technologie de récupération d’énergie. 
Depuis quelques années on voit naitre l’idée de coupler les sources de récupération au travers de 
systèmes multi sources. Cymbet et IPS sont les premiers à aler dans ce sens en proposant des cartes 
d’évaluation permettant d’alimenter le nœud ez430 de Texas Instrument (présenté I-1-2-3). 
 
Pour ce travail nous souhaitons développer un système générique capable de combiner 
l’énergie provenant de plusieurs sources. Historiquement le LAAS s’est positionné sur la 
récupération d’énergie vibratoire pour l’alimentation d’application de contrôle de santé de 
structure (SHM) dans les systèmes avion. On citera pour mémoire les travaux de thèse de Durou 
[133] qui a développé un générateur piézoélectrique intégré en technologie SOI (Silicon on 
Insulator). Nous considérerons alors un générateur piézoélectrique pour nous inscrire dans la ligne 
de ces travaux. Nous utiliserons aussi une celule photovoltaïque car c’est clairement à ce jour la 
technologie de récupération d’énergie la plus mature. Notre élément de stockage sera une batterie 
fine au LIPON qui grâce à une logue durée de vie, une tres faible autodécharge, une bonne densité 
de puissance et une capacité adaptée aux besoins d’un nœud, est le candidat idéal pour un WSN. 
Cette batterie sera aussi le lien avec le projet PCB² qui finance ce travail de thèse. 
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4 La gestion de puissance dans les WSN 
L’utilisation de la récupération d’énergie ambiante couplée à un ou plusieurs éléments de stockage 
pour l’alimentation d’un nœud de WSN nécessite la mise en place d’un système de gestion de 
puissance au niveau du nœud. Dans un premier temps nous avons vu que les besoins énergétiques 
d’un nœud étaient de l’ordre de la centaine de µW, avec une consommation pulsée de l’ordre de la 
dizaine de mW pendant quelques milisecondes. Nous avons ensuite montré qu’il existait des 
techniques de récupération d’énergie sufisamment matures qui, couplées avec un élément de 
stockage (batterie et/ou super-condensateur), permettait d’assurer l’alimentation énergétique d’un 
WSN. Nous avons enfin recensé les diférentes expériences menées en ce sens dans la dernière 
décennie. 
Dans cette partie nous analyserons l’architecture des systèmes de gestion d’énergie mis en œuvre 
dans ces applications. Nous verrons qu’une communauté scientifique s’est fédérée autour de ce 
thème, à l’interface entre les techniques de gestion de puissance des systèmes sur puces (System on 
Chip, SoC) et la problématique de l’énergie dans les WSN. Nous proposerons alors une architecture 
de gestion avancée basée sur l’utilisation d’une classe particulière de convertisseurs DC-DC dits 
« Single Inductor ». Nous resserrerons finalement la problématique autour des architectures multi-
sources/multi-charges pour finalement présenter l’idée centrale soutenue dans cette thèse et en 
donner ses objectifs de recherche. 
4.1 La vision classique – L’architecture « Série » 
Le système de gestion de l’énergie d’un nœud doit réaliser 3 fonctions principales : 
− Placer dynamiquement les sources de récupération d’énergie proche de leur point 
d’émission de puissance maximal ; 
− Gérer l’utilisation (charge/décharge) d’un ou plusieurs éléments de stockage de l’énergie et 
assurer leur protection (surcharge/décharge profonde) ; 
− Fournir une ou plusieurs tensions régulées pour alimenter les consommateurs électriques du 
nœud (CPU, Rx/Tx, capteurs..). 
Ce, en respectant les contraintes que nous avons exposées précédemment : 
− Développer une électronique adaptée aux très faibles niveaux de puissance générée 
(<100µW) ; 
− Gérer une grande dynamique de courant (jusqu’à 4 ordres de grandeurs) ; 
− Fonctionner aux très basses tensions (dizaine de mV) ou à plus haute tension (dizaine de V). 
Connexion 
directe 
Tension régulée Architecture série 
   
(a) (b) (c) 
Figure I-4-1 : Architectures de base 
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L’architecture la plus simple consiste à connecter directement le générateur, l’élément de stockage 
et la charge entre eux. Dans cette configuration (Figure I-4-1-a) aucune gestion n’est cependant 
possible. Un équilibre dynamique se trouve entre les éléments connectés en paralèle et fixe le point 
de fonctionnement du circuit en fonction du courant requis par la charge et de la puissance 
récupérée. 
En insérant un convertisseur DC-DC entre l’élément de stockage et la charge on ajoute un degré de 
liberté au circuit (Figure I-4-1-b). Il est alors possible de réguler la tension vue par la charge 
indépendamment du point de fonctionnement du circuit de récupération/stockage. On contrôle ainsi 
la décharge de l’élément de stockage pouvant aussi assurer sa protection contre la décharge 
profonde (destructrice pour les bateries au Lihium). 
Si l’on veut pouvoir assurer à la fois le placement du point de fonctionnement au niveau de la source 
et fournir une tension régulée à la charge il faut insérer un deuxième convertisseur DC-DC entre la 
source et l’élément de stockage. En efet tous les récupérateurs d’énergie ambiante ont une 
caractéristique puissance/tension en forme de cloche. Il existe donc un point de fonctionnement 
pour lequel l’extraction de puissance est maximale (cf. Chapitre II-3). Le premier convertisseur DC-
DC permet ainsi d’extraire le maximum de puissance de la source pour le placer dans l’élément de 
stockage tampon. Le second convertisseur DC-DC régule toujours la tension vue par la charge. Cette 
architecture à 2 convertisseurs (Figure I-4-1-c) est appelée « architecture série ». 
Les convertisseurs DC-DC utilisés ci-dessus peuvent être de 3 natures diférentes. On distinguera : 
− Les régulateurs linéaires ou LDO (Low Drop Out). Très simple d’utilisation, ils sont capables 
d’assurer une très grande stabilité de la tension régulée mais ce au détriment de leur 
rendement. En efet l’adaptation des niveaux de tension est assurée par la dissipation 
d’énergie sous forme thermique dans le transistor principal du régulateur. Ce sont des 
convertisseurs intrinsèquement abaisseurs (tension de sortie inferieure à la tension 
d’entrée) ; 
− Les pompes de charges capacitives. Eles permetent l’élévation de la tension d’entrée 
(même faible) vers des niveaux de tension supérieurs. Leurs versions asynchrones (utilisant 
des diodes) sont couramment appelées multiplicateurs de tension. N’implémentant que des 
transistors (ou des diodes) et des condensateurs, leur intégration sur puce est possible. 
Toutefois le rendement de ces pompes de charges est très dépendant de la diférence de 
tension entre entrée et sortie et est généralement optimisé pour un rapport donné. Leur 
utilisation est donc déconseilée avec une tension d’entrée fortement variable ; 
− Les convertisseurs DC-DC inductifs. Ils peuvent être élévateurs et/ou abaisseurs. Leur 
rendement peut être très bon (>90%) et ce pour de grandes plages de tension 
d’entrée/sortie. Ils sont constitués de transistors, d’inductances et de condensateurs. Le filtre 
LC étant dificilement intégrables les convertisseurs DC-DC inductifs se présentent souvent 
sous la forme d’un circuit intégré entouré de quelques composants passifs. 
  Nous orienterons nos travaux vers cette dernière catégorie de convertisseurs dont le 
rendement et la flexibilité d’utilisation sont de réels avantages lorsque l’on considère la variété des 
niveaux de tensions observée dans le cadre des applications de récupération d’énergie pour 
l’alimentation des WSN. 
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Hong Kong Univ., 2008 [134] Johns Hopkins Univ., 2003 [135] IMEC,2010 [136] 
 
  
Multiplieur de tension à diodes 
actives + pompe de charge 
Convertisseur DC-DC inductif 
abaisseur (buck) 
Convertisseur DC-DC à inductance 
couplées (oscilant) 
4.2 Architectures avancées – paralélisation des chaines de puissance 
La grande majorité (~95%) des articles publiés sur les circuits de gestion dans le cadre d’applications 
de récupération d’énergie pour l’alimentation des WSN est basée sur l’architecture série. Pratique 
dans sa forme et simple d’implémentation, ele atteint pourtant rapidement certaines limites : 
− En efet toute l’énergie récupérée doit passer par l’élément de stockage ainsi que les 2 
convertisseurs DC-DC avant d’atteindre la charge. Le rendement global de la chaine de 
puissance est donc limité par le rendement de chacun des éléments de la chaine ; 
− Il est de plus impossible d’imposer un mode de charge particulier pour l’élément de stockage 
(e.g. charge à tension constante). Dans l’architecture série les charges extraites de la source 
de récupération d’énergie sont placées « à la volée » dans l’élément de stockage qui assure 
le tampon avec la consommation du nœud. 
 
 1 élément de stockage 2 éléments de stockage 
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Le même genre de question s’est posé dans les années 80 avec l’optimisation des architectures de 
gestion d’énergie dans les satelites. La réponse proposée à l’époque fut de paraléliser les chemins 
de puissance. Un chemin direct de haut rendement entre la source et la charge, et un autre chemin 
vers le/les éléments de stockage [137]. 
Toutefois la multiplication des convertisseurs DC-DC engendre une grande complexité de 
l’architecture du système de gestion de puissance. Or la principale contrainte dans le cadre d’une 
application WSN est le très faible niveau de puissance mis en jeu (centaine de µW). Il n’est donc pas 
réaliste de complexifier autant le système de gestion car sa consommation propre doit rester 
négligeable face à la puissance transitant dans le circuit. Aussi les architectures les plus complexes 
que l’on retrouve dans la littérature sont composées d’au maximum 3 convertisseurs. 
4.3 Systèmes de gestion de puissance et convertisseurs DC-DC « Single 
Inductor » 
Paralèlement à cette réflexion, et dès le début des années 2000, on voit naitre une nouvele famile 
de convertisseurs DC-DC inductifs : les convertisseurs DC-DC Single Inductor. Il s’agit de 
convertisseurs DC-DC à plusieurs entrées et/ou plusieurs sorties n’utilisant qu’une seule inductance. 
Cette idée a d’abord été développée pour les systèmes de gestion de puissance dans les circuits 
intégrés. En efet nous avons vu plus haut que le principal inconvénient des convertisseurs DC-DC 
inductifs était la dificulté d’intégrer leur inductance. Ainsi en multiplexant dans le temps plusieurs 
convertisseurs autour d’une unique inductance on optimise au maximum l’utilisation de l’inductance 
et l’on réduit la taile et le volume du convertisseur. 
En 2003 Lam et al. proposent d’utiliser un convertisseur DC-DC Single Inductor à deux entrées et 
deux sorties (Dual Inputs Dual Outputs, DIDO) pour réaliser un système de gestion de batterie 
(Battery Management System, BMS). Cette manière d’envisager les convertisseurs Single Inductor 
avec un élément de stockage connecté à la fois à l’entrée et à la sortie est la source d’inspiration 
primaire de l’architecture présentée dans cete thèse. 
Hong Kong Univ., 2003 [138] 
 
 
BMS traditionnel BMS avancé – Convertisseur DC-DC Single Inductor 
Par la suite plusieurs équipes de recherche dans le monde ont repris ce concept : en 2003, pour 
hybrider une micro-pile à combustible avec une batterie au Lithium en couche mince [139], en 2009 
H. Shao et al. réalisent à peu près la même chose avec un module solaire photovoltaïque [140]. Le 
CEA Leti propose en 2010 un convertisseur DC-DC Single Inductor double sortie qui est la brique de 
base de leur plateforme de gestion de puissance pour les microsystèmes autonome, Managy [141]. 
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Georgia Tech., 2006 [139] CEA Leti, 2010 [141] Purdue Univ., 2009 [140] 
 
 
 
DC-DC DIDO 
µFuel-Cel + Thin film Li-ion 
DC-DC SIDO 
Projet Managy 
DC-DC DIDO 
PV + batterie Li-ion 
 
  Ces travaux montrent qu’un convertisseur DC-DC Single Inductor à deux entrées et deux 
sorties permet de réaliser les 3 fonctions principales d’un système de gestion de puissance dans le 
cadre d’application de récupération/stockage de l’énergie pour l’alimentation d’un WSN. Ce 
convertisseur permet de gérer la charge et la décharge de l’élément de stockage, tout en assurant 
le placement du point de fonctionnement en entrée au niveau de la source et la régulation de la 
tension de sortie vue par la charge. Cet unique convertisseur est donc à même d’assurer la fonction 
de 3 ou 4 convertisseurs séparés. L’avantage principal étant alors une diminution du nombre de 
composants passifs externes et surtout une rationalisation de la consommation du circuit de 
contrôle des convertisseurs. Tout cela fait du convertisseur DC-DC Single inductor le candidat idéal 
pour la réalisation d’un système de gestion de puissance générique. 
5 Enjeux et objectifs de la thèse - Vers une architecture générique 
multi-sources 
Nous avons vu précédemment qu’étant donné le faible niveau de puissance récupérée mais aussi et 
surtout la nature souvent non déterministe de la présence d’énergie dans l’environnement du nœud, 
il pouvait être intéressant de combiner l’énergie de plusieurs sources. Les systèmes de gestion 
d’énergie multi-sources existants consistent, le plus souvent, en la mise en paralèle de plusieurs 
chaines de puissance mono-source (généralement basée sur l’architecture série) [142], [143]. 
CEA Leti, 2008 [142] Univ. of Barcelona, 2010 [143] 
  
TEG + RF EM + VIB + PV + TEG 
Dans ce travail nous monterons qu’un convertisseur DC/DC SI permet aussi d’hybrider eficacement 
plusieurs sources de récupération d’énergie. Déjà en 2009, Saggini et al. proposaient un 
convertisseur DC-DC Single Inductor à une entrée et multi-sorties pour la gestion de puissance multi-
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sources [144]. Pourtant, bien que l’architecture présentée soit basée sur un convertisseur DC/DC SI, il 
s’agit simplement d’une architecture série (avec plusieurs entrées en paralèle) repliée sur ele-même 
autour d’une unique inductance. En efet dans leur architecture, l’élément de stockage tampon 
(condensateur) est connecté à l’unique entrée qui fonctionne de manière bidirectionnele, 
l’ensemble des sources, des charges, et des éléments de stockage étant alors connectés en sortie du 
convertisseur. Ceci, en sacrifiant les chaines paralèles directes entre les sources et les charges, fait 
perdre tout l’intérêt de l’utilisation d’un convertisseur DC/DC SI. Nous tacherons ici de montrer 
qu’une meileure utilisation d’un convertisseur DC/DC SI est possible pour la gestion multi-sources, 
en connectant l’ensemble des sources en entrée, les charges en sortie, et les éléments de stockage 
connectés à la fois en entrée et en sortie. 
 
Univ. of Udine, 2009 [144] LAAS-CNRS, 2011 
 
 
DC-DC Single Inductor 
Multi-sources 
 
 
L’idée principale soutenue dans cette thèse est qu’un convertisseur DC-DC Single Inductor à 
plusieurs entrées et plusieurs sorties permet à lui seul d’assurer le rôle d’un système gestion de 
l’énergie multi-sources complet. En efet nous tenterons de montrer qu’une généralisation du 
concept présenté précédemment est possible et que l’utilisation de cette architecture rend 
possible : 
− L’hybridation de plusieurs sources de récupération d’énergie avec un ou plusieurs éléments 
de stockage ; 
− La polarisation de chacune des sources de sorte à ce qu’eles délivrent leur maximum de 
puissance ; 
− La gestion et la protection du/des éléments de stockage, tant en charge, qu’à la décharge ; 
− L’accès à une ou plusieurs tensions régulées en sortie pour alimenter le nœud. 
 
Pour cela dans la suite de ce manuscrit nous exposerons les diférentes étapes du processus de la 
conception et de la réalisation d’un démonstrateur qui validera ces idées (Figure I-5-1). 
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Nous utiliserons un module photovoltaïque en silicium amorphe sur substrat verre, principalement 
pour l’aspect bas coût de cette technologie qui présente cependant des performances intéressantes 
pour des éclairements faibles et indirects, en accord avec les spécifications d’alimentation des WSN 
que nous avons vues dans ce chapitre. Pour adresser la problématique de gestion multi-sources, 
nous utiliserons aussi un générateur piézoélectrique commercial constitué de deux couches de 
matériaux piézoélectrique PZT (céramique de Titano-Zirconate de Plomb) enterrées dans un 
assemblage fibre de verre - résine époxy (de type carte de circuit imprimé PCB FR4). On notera que, 
contrairement aux thermo-générateurs et aux récupérateurs d’énergie RF, la tension fournie par les 
deux sources choisies permet de ne considérer, dans un premier temps, que le développement d’un 
architecture abaisseuse de tension. 
Notre élément de stockage sera une batterie fine au LIPON qui, nous l’avons vu dans ce chapitre, 
grâce à une longue durée de vie, une très faible autodécharge, une bonne densité de puissance, et 
une capacité adaptée aux besoins d’un nœud, est le candidat idéal pour l’alimentation d’un WSN. 
Cependant nous verrons qu’en pratique l’utilisation de cette batterie en l’état, mène directement à 
une perte de surface utile sur la carte, et donc, par conséquent, à une diminution de la compacité du 
système. Pour la réalisation du démonstrateur, nous nous appuierons donc sur une technologie 
d’intégration développée par CIREP dans le cadre du projet PCB², projet qui finance cette thèse. La 
batterie sera stratifiée dans le volume du circuit imprimé, libérant ainsi toute la surface pour 
l’électronique de gestion de puissance. 
L’application de démonstration considérée sera l’alimentation d’un capteur enregistreur de 
température communicant selon le protocole 1-wire. 
 
 
 
Figure I-5-1 : Schéma du démonstrateur final de la thèse 
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Dans la suite du manuscrit nous présenterons le détail de ces travaux : 
− Dans un premier temps, le chapitre I présentera les caractérisations expérimentales des 
sources et stockages que nous avons choisis dans ce chapitre : le générateur piézoélectrique, 
la celule solaire en silicium amorphe, et la batterie Li/LIPON/LiCoO2 en couche mince. Pour 
chacun de ces dispositifs, à partir des caractérisations précédentes, nous élaborerons un 
modèle numérique de manière à pouvoir simuler et concevoir le convertisseur DC-DC et son 
circuit de commande dans son environnement fonctionnel. 
− Dans un deuxième temps, en nous appuyant sur les résultats de ces simulations, nous 
détailerons, dans le chapitre II, la conception de chacun des blocs du circuit de gestion de 
puissance dans le cadre du démonstrateur proposé. Le dimensionnement des composants du 
convertisseur, la technique de Maximum Power Point Tracking (placement du point de 
puissance des sources), la protection de la batterie et la logique de contrôle du convertisseur 
seront abordés. 
− Enfin dans le dernier chapitre, nous caractériserons les performances obtenues par le 
démonstrateur conçu au chapitre précédant. Nous présenterons les résultats expérimentaux 
obtenus pour chaque réalisation efectuée dans ce travail. Nous terminerons en exposant les 
développements et les résultats obtenus pour la technologie d’intégration des batteries 
lithium en couche mince dans la carte électronique (PCB) du circuit de gestion de puissance. 
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51 INTRODUCTION 
1 Introduction 
ans le chapitre précédent nous avons choisi les 2 sources de récupération d’énergie 
ambiante et l’élément de stockage que nous alons considérer pour concevoir et développer 
un système de gestion de puissance pour l’alimentation de capteur sans fil. Il s’agit de : 
− Un générateur piézoélectrique ; 
− Une celule solaire en silicium amorphe ; 
− Et une baterie Li/LIPON/LiCoO2 en couche mince. 
L’objectif de ce chapitre est de mettre en place les modèles des sources et de la batterie qui seront 
ensuite utilisés pour concevoir et optimiser le système de gestion de puissance. Dans la première 
partie du chapitre nous donnerons une description détailée des caractéristiques techniques de 
chacun de ces dispositifs. Nous présenterons ensuite les protocoles et les résultats des 
caractérisations. Nous ferons alors la synthèse des performances obtenues, principalement en 
termes d’erreur sur la puissance et sur la tension. Ces résultats serviront au développement de 
modèles équivalents qui seront implémentés en VHDL-AMS pour réaliser la conception globale du 
module de gestion de puissance. Le choix des modèles sera motivé, après un rapide état de l’art, par 
la nécessité d’avoir une représentation du comportement des sources et de la batterie, la plus fidele 
possible à la réalité, à moindre coût de calcul, car destiné à faire de la conception système. Pour 
chacun des modèles choisis nous détailerons aussi la procédure d’extraction des paramètres à partir 
des résultats de caractérisation. Nous conclurons enfin ce chapitre par une comparaison 
modèle/expérience en donnant à chaque fois les performances obtenues avec nos modèles et en 
précisant leurs domaines de validité respectifs. 
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2 Le générateur piézoélectrique
Dans le chapitre précédent nous avons vu que, comparativement aux autres solutions de 
récupération d’énergie vibratoire (électrostatique et électromagnétique), l
piézoélectriques présentaient finalement un bon compromis entre densité de puissance et possibilité 
d’intégration. C’est donc naturelement vers ce choix que nous ori
Compte tenu des dispositifs commercialement disponibles
travailer avec les générateurs piézoélectriques de la 
2.1 Présentation du dispositif choisi
Nous utiliserons donc deux générateurs
Corporation. Ces générateurs sont des poutres composites de 
et de PZT1 (Titano-Zirconate de Plomb
PZT est de 60 × 17 mm², et les 
poutre est composée de deux couches de PZT (
Figure 
4 électrodes sont disponibles au niveau du connecteur, il est donc possible de connecter les deux 
couches de PZT en série (pour augmenter la tension de sortie du générateur
augmenter le courant. La fréquence de résonance des poutres 
variable en bout de poutre. Pour 
réalisé un support mécanique permettant de monter 2 poutres. Le support a été 
équilibrer le poids pour éviter 
accéléromètre 3 axes (Freescale MMA7260Q
faciliter l’exploitation des données expérimentales
mécanique du LAAS. 
 
                             
1
CTS 3195HD PZT 
 
enterons ce travail de thèse.
 au début de la thèse, nous avons choisi de 
société MIDÉ. 
 
 V21BL commercialisés par la société Midé Technology 
matériau FR4 (époxy
 – une céramique piézoélectrique). La surface des 
dimensions hors-tout de la poutre sont de 80
Figure I-2-1). 
II-2-1 : Schéma de la poutre Midé 
) ou en paralèle pour 
est ajustée en positionnant une
être utilisées les poutres doivent être encastrées,
au maximum le balourd. Une cavité est prévue
) de manière à pouvoir instrumenter le support et ainsi 
. Il a été usiné en aluminium par l’atelier 
es générateurs 
 
 et fibre de verre) 
couches de 
 x 18 mm². Chaque 
 
 masse 
 nous avons donc 
conçu de manière à 
 pour insérer un 
 
 
2.2 Description du banc de c
Un banc de caractérisation a été réalisé 
piézoélectriques choisis. La source des vibration
Le principe de fonctionnement d’un pot vibrant
cylindrique est suspendue dans un 
dans la bobine une force axiale 
alors transmise au support portant les générateurs piézoélectriques 
travers d’une fixation mécanique rigide.
sufire pour produire une vibration 
Figure II-2-2 : Schéma interne d’un pot vibrant 
d’après [1] 
La caractérisation du générateur
piézoélectrique chargé par une résistance variable. 
l’amplitude des vibrations produites par une 
dépendante de la charge mécanique
la tension appliquée au pot vibrant et l’
déplacement du pot sur le plan de travail
charge mécanique du pot vibrant
piézoélectriques. Aussi pour s
préconisées par Otman et al. [2]
une électronique de contrôle du pot vibrant (
Figure II-2-4 : Schéma de l’asservissement en accélération du pot vibrant
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aractérisation 
pour déterminer les performances 
s est un pot vibrant à aimant permanant 
 est similaire à celui d’un haut parleur
champ magnétique radial (Figure I-2-2). Lorsqu’un courant passe 
proportionnele à l’intensité du courant est cré
présenté
 Un simple générateur basse fréquence (GBF) peut 
sinusoïdale. 
 
Figure II-2-3 : Photographie du support monté sur le 
pot vibrant 
 consiste à mesurer la tension aux bornes du générateur 
Le problème dans cette configuration est que 
excitation électrique donnée est grandement 
 sur le support. Il n’existe aucune correspondance
accélération finalement subie par le support.
 peut modifier toute une série de mesures.
 est fonction de la charge électrique
e placer dans des conditions d’excitation constante, tel
, et assurer une reproductibilité des mesures, nous 
Figure I-2-4). 
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Le pot vibrant est ainsi asservi à partir de la tension sinusoïdale fournie par l’accéléromètre (image 
de l’accélération subie par la partie encastrée des poutres piézoélectriques). Un étage de conversion 
RMS/DC permet de récupérer le niveau RMS de cete tension. L’erreur par rapport à la consigne est 
calculée par un sommateur. Cette erreur est transmise au correcteur PI analogique pour le calcul de 
la commande2. La sortie du correcteur est une tension continue variable image de l’amplitude de la 
tension sinusoïdale à appliquer au pot vibrant. Un étage de modulation d’amplitude basse fréquence 
permet alors de retrouver un signal sinusoïdal. La porteuse est choisie à la fréquence de résonance 
du récupérateur. Enfin un étage d’amplification de classe B (push-pul + AOP pour correction de la 
distorsion) permet de délivrer le courant nécessaire à l’actionnement du pot vibrant. 
A noter que pour les essais en température le pot vibrant a été placé dans une étuve programmable 
(Vötsch VT4004). 
2.3 Choix du modèle équivalent 
Il s’agit maintenant de choisir une modélisation capable de rendre compte fidèlement du 
comportement du générateur piézoélectrique dans le cadre d’une simulation du circuit de gestion 
complet. Comme nous l’avons vu précédemment les matériaux piézoélectriques ont de nombreuses 
applications, par conséquent beaucoup de modèles existent dans la littérature [3-5]. Dès 1987 la 
modélisation des résonateurs piézoélectriques est normalisée par l’IEEE [6]. Les modèles de 
générateur piézoélectrique peuvent être classés selon 3 catégories : 
− Les modèles physiques numériques par éléments finis (2D/3D) ; 
− Les modèles électriques équivalent basés sur l’analogie électrique/mécanique (1D) ; 
− Les modèles physiques analytiques (1D/2D). 
Les premiers sont généralement des modèles destinés au design et à la conception d’un générateur. 
Leur précision est grande mais les temps de calcul limitent leur utilisation à des horizons de 
simulation très courts. Bien qu’il soit possible de coupler les modèles aux éléments finis avec des 
simulations de circuits SPICE [7], ce n’est pas une solution adapté pour la conception et le 
dimensionnement d’un système complexe. 
Les modèles analytiques sont très précis tout en étant beaucoup moins coûteux en termes de temps 
de calcul. Toutefois ces modèles restent dificiles d’utilisation dans le cadre de simulation d’un 
système de gestion de puissance complet [8]. On notera ici le travail de Boussetta et al. [9] qui a 
porté en VHDL-AMS le modèle analytique de Marzencki et al. [10]. Cependant son utilisation reste 
compliquée au vu de l’important travail de caractérisation nécessaire à l’identification des nombreux 
paramètres du modèle. 
Finalement les modèles électriques équivalents, ou modèles compacts, sont globalement bien 
adaptés à notre utilisation. Il s’agit pour nous d’avoir un modèle relativement simple mais qui reste 
sufisamment fiable et dont les paramètres peuvent être directement extraits de mesures 
                             
2
 Le correcteur a été réglé par la méthode de Ziegler-Nichols en boucle fermée : Kc=7.4 et fc=5 Hz d’où KP=3.33 
et τI=166.7 ms. 
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expérimentales. Durou et al. ont montré dans leurs travaux [7] que, sous l’hypothèse d’une 
excitation sinusoïdale à la fréquence de résonance de la poutre le plus simple des modèles 
électriques équivalent (Figure I-2-5) est capable de reproduire fidèlement les résultats d’un modèle 
aux éléments finis 3D complet. Nous montrerons ici que cette modélisation est applicable au 
générateur piézoélectrique Midé V21BL. 
 
Figure II-2-5 : Circuit équivalent d’un générateur piézoélectrique à la résonance 
En efet le modèle est simplement constitué d’une source de courant sinusoïdal en paralèle avec un 
condensateur (Figure I-2-5). On peut ainsi écrire : 
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respiezo
=
=
+= ϕπ
 
G étant l’amplitude des vibrations et T la température ambiante. 
2.4 Extraction des paramètres 
On considère le générateur excité par une vibration sinusoïdale dont la fréquence coïncide avec la 
fréquence de résonance de la poutre. Cette hypothèse, bien que très forte, est admise dans la 
majorité des travaux traitant de générateur piézoélectrique pour la récupération d’énergie 
vibratoire. Nous traiterons ici des vibrations comprises entre 0.1g et 6g sur une large gamme de 
température (0 à 50°C). La première étape est de déterminer la loi de variation de cete fréquence de 
résonance en fonction de la température et du niveau de vibration. En efet la fréquence de 
résonance de la poutre à tendance à diminuer lorsque la température diminue et lorsque l’amplitude 
de l’excitation augmente (Figure I-2-6). 
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Figure II-2-6 : Évolution de la fréquence de résonance en fonction de l’accélération et de la température 
Nous proposons de représenter ce phénomène par l’équation suivante : 
 
TGfres .)log(. Γ+Β+Α=  (eq. II- 2) 
Avec : 
 
1
1
01460
44680
2758
-
-
C Hz..Γ
 Hz.g.-Β
 Hz.Α
°=
=
=
 
Où G représente l’amplitude de l’accélération des vibrations (en g, où g = 9,81 m.s-2) et T la 
température ambiante (en °C). 
Il reste maintenant à déterminer la valeur de la capacité piézoélectrique Cp et la relation liant le 
courant Ipiézo avec le niveau de vibration et la température. Pour ce faire, nous considérons le circuit 
suivant : 
 
Figure II-2-7 : Schéma du circuit d’extraction des paramètres du modèle équivalent 
Si le courant Ip est donné par : 
 
).sin().,( tTGIIp piézo ω=  (eq. II- 3) 
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On peut alors écrire que VRload, valeur eficace de la tension aux bornes de la résistance Rload est : 
 
)²..(1
.
loadp
load
piézoR
RC
R
IV
load ω+
=
 (eq. II- 4) 
Ainsi si l’on dispose de la valeur de la tension VRload pour diférentes valeurs de Rload, à diférentes 
températures et valeurs d’accélération, la relation précédente permet d’extraire la valeur de Cp ainsi 
que la relation liant le courant Ipiézo avec G et T. 
Nous avons fait l’hypothèse que Cp ne varie pas avec T et G, ce qui est vrai au premier ordre si l’on 
néglige la variation de la constante diélectrique des matériaux avec la température ainsi que la 
dilatation de la poutre. Pour plus de précision nous procéderons en 2 étapes (Figure I-2-8). Un 
premier ajustement du jeu de données expérimentales permettra d’extraire des valeurs de Cp et de 
Ipiézo. Nous pourrons ainsi calculer une valeur moyenne de Cp qui sera utilisée comme paramètre 
pour un deuxième ajustement du modèle, avec seulement un degré de liberté cette fois ci. 
 
Figure II-2-8 : Procédure d’extraction des paramètres du modèle 
A chaque fois, la fonction de fit est la suivante : 
 
².²1
.
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 (eq. II- 5) 
Avec : 
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Figure II-2-9 : Extraction de Cp
 
Après la première extraction de 
(Figure I-2-9). Le rapport σ/µ reste inferieur à 
le premier ajustement. La valeur moyenne obtenue pour Cp est de
Le deuxième ajustement permet d’obtenir une valeur de I
que la variation de Ipiézo est indépendante
comportement est linéaire, au 
s’expliquer en partie par la souplesse
le débattement de la poutre augmente
La fonction suivante permet d’interpoler les valeurs de
 
α
=
log(.
Ipiézo
Avec : 
 
 
 
 Figure II-2-10 : Extraction de Ip
paramètres, on peut vérifier que Cp est indépendant de G et de T
3% pour l’ensemble des valeurs de
 : 
<Cp> = 10.17 nF 
piézo pour chaque couple (T,G)
 de la température. Entre 0 et 1 g d’
delà on observe un tassement des performances. Cela p
 du matériau FR4 qui a tendance à dissiper
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 Cp extraites après 
. On observe 
accélération le 
eut 
 de l’énergie lorsque 
 (eq. II- 6) 
 
 
2.5 Résultats et conclusion
Le modèle que nous avons développé ici 
validité s’étend de 0.1 g à 6 g dans la gamme de température 0
la valeur eficace de la tension est de 8.8 %, 
données expérimentales (Figure 
Figure II-2-11 : Comparaison modèle/expérience pour le générateur piézoélectrique Midé
La Table I-2-1 compare nos expériences
pour diférentes excitations. La puissance maximale délivrée
lorsque le module est soumis à des vi
Table II-2-1 : Puissance récupérée en fonction de l’accélération (modèle et expérience)
En résumé, nous avons élaboré un modèle
notre besoin : 
− Il est léger en temps de calcul
− Il reste fidèle aux mesures
(erreur moyenne de 8,8%)
− Les paramètres sont facilement 
être étendus au besoin dans une gamme de 
− Et il est possible de l’implémenter
circuit. 
L’inconvénient de ce type de modèle est qu’il faut refaire l’extraction des paramètres à chaque fois 
que l’on change d’environnement d’utilisation ou de dispositif.
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a été publié dans PowerMEMS09 [29
-50 °C. L’erreur relative moyenne sur 
soit 249 mV en absolu, sur l’ensemble du domaine de 
I-2-11). 
 et les résultats du modèle en terme de puissance maximale
 (Rload = 227kΩ) 
brations de 0.5 g d’amplitude. 
 de générateur piézoélectrique qui permet de répondre à 
 car relativement simple ; 
 expérimentales dans la gamme de fonctionnement considérée
 ; 
récupérables à partir de l’expérience, et pourraient donc 
fonctionnement plus large ;
 directement en SPICE pour efectuer des 
 
59 ECTRIQUE 
]. Son domaine de 
 
 
, 
est égale à 100 µW 
 
 
 
 
simulations 
 
 
60 
CHAPITRE I 
3 Le générateur photovoltaïque
La deuxième source qui nous avons choisie d’implémenter 
Après un état de l’art précis des technologies disponibles, nous avons opté pour une technologie de 
celule en film mince en silicium amorphe.
3.1 Présentation du dispositif choisi
 Le générateur photovoltaïque que nous 
18/081/038xxx fabriqué par la société SOLEMS dans une technologie silicium amorphe en couche 
mince sur substrat verre. Les dimensions du générateur sont 
mécanique des poutres Midé (81 × 38 mm)
l’empilage démonstrateur final (cf. Chapitre 
manière à obtenir une tension 
qu’aucune protection n’est intégrée au générateur, ni diodes de by
reprise de contact s’efectue en face arrière grâce à 2 bandes métalisées.
Figure II-3-1 : Photographie du module photovoltaïque en silicium amorphe SOLEMS
3.2 Description de la procédure de c
 La caractérisation d’un générateur photovoltaïque 
courant/tension (I/V) et puissance/tension (P/V). P
simulateur solaire qui reproduit en laboratoire le spectre du rayonnement solaire. La source étant 
calibrée, il est possible de remonter au rendement du module en mesurant la puissance électrique 
générée à ses bornes. 
Ici le fabricant nous a fourni les caractéristiques I/V de plusieurs celules sous diférents éclairement
(200, 1000 et 20000 lux). La source utilisée était un tube fluorescent. Toutes les mesures on été 
efectuées à température ambiante
caractérisation en température. L
de son fonctionnement en température.
3.3 Choix du modèle équivalent
 De par leur historique les celules solaires s
nombreux travaux de modélisation
jonction PN hors équilibre thermodynamique.
modélisation adoptée sera diférente
 
est un générateur photovoltaïque
 
 
avons choisi pour ce travail est le module 
choisies identiques à
 dans le but de faciliter l’interconnexion verticale dans 
IV). Il s’agit de 18 jonctions PN reliées en série de 
de 7V au point de puissance maximal (garanti 
-pass, ni diodes anti
 
 
aractérisation 
consiste à tracer de ses caractéristiques 
our se faire on utilise traditionnelement un 
 car le dispositif de test utilisé ne permettait pas une 
e modèle du générateur ne rendra donc pas compte des variations 
 
 
ont aussi des dispositifs qui ont 
. La physique sous-jacente est bien connue car il s’agit d’une
 En fonction du but recherché la technique de 
. On retrouve des modèles mailés qui permetent d’optimiser 
. 
 celes du support 
à 200 lux). À noter 
-retour. La 
 
s 
fait l’objet de 
 
 
 
les paramètres géométriques d’une parti
implémentant des équations d’optique ainsi que 
conducteurs [12]. Ces derniers
physiques et électriques d’une celule
électrique. Dans les deux cas ces 
D’après Luis Castafier et al., qui dans 
la dernière décennie sur le sujet, 
celule pour simuler un circuit électrique
modèle électrique équivalent. 
Au premier ordre, le courant fourni par une celule solaire 
superposition de 2 contributions
− Le courant de difusion, 
classique ; 
− Le photocourant, fonction de l’
Ainsi un modèle de celule idéale peut
à une diode. Des modèles intégrant
ajoutant des éléments supplémentaires
− Une résistance série. Le courant généré par la celule traverse 
qui a sa résistivité propre à laquele s’ajoute cele des contacts 
étant donné les faibles 
diminue l’importance des pertes dans la 
mince est caractérisée par une faible 
engendrer d’erreur supplémentaire
− Une résistance paralèle
introduites durant le processus de fabric
circuits en périphérie du module)
− Une seconde diode peut
porteurs dans la zone de charge d’espace. 
tensions de polarisation. Dans ce cas 
diférent de 1 : généralement
cet efet pour notre modélisation
Au final nous proposons le modèle suivant (
 
Figure II-3-2 : Schéma électrique équivalent du module photovoltaïque
LE GÉNÉRATE
e spécifique de la celule [11]. Des 
les équations de l’électronique
 permetent ainsi d’optimiser de manière globale les 
 mais restent encore trop complexes pour une simulation 
modèles s’adressent aux technologues, concepteurs de celules.
leur livre [13] présentent une synthèse des travaux publié
et si, comme c’est le cas ici, on souhaite se servir 
, la technique de modélisation ad hoc est encore une fois le 
peut-être considéré comme la 
 : 
fonction de la polarisation de la jonction PN comme 
éclairement incident. 
-être réalisé en connectant une source de courant
 des non-idéalités peuvent être construits
 : 
le matériau semi
métaliques
éclairements considérés, la valeur du courant
résistance série. De plus la technologie couche 
résistance série. Aussi nous pourrons
 ; 
 qui représente les imperfections technologique
ation de masse (généralement de 
 ; 
 être aussi ajoutée pour rendre compte des 
Ce phénomène peut être significatif 
le coeficient d’idéalité de la seconde diode est choisi 
 on le suppose égal à 2 [13]. Une fois encore nous 
. 
Figure I-3-2) : 
 
VdVcbLUXaI .).exp(.. ++=  
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modèles physiques 
 des solides semi-
paramètres 
 
s dans 
du modèle de 
pour une diode 
 en paralèle 
 sur cette base en 
-conducteur 
. Dans notre cas, 
 reste faible ce qui 
 la négliger sans 
s de la jonction 
très faibles courts-
recombinaisons des 
aux faibles 
négligerons 
(eq. II- 7)
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3.4 Extraction des paramètres 
L’étape qui suit consiste à extraire les paramètres (a, b, c et d) dans nos conditions d’utilisation. La 
gamme d’éclairement considérée sera 200 – 20000 lux : 200 lux correspond à l’éclairage minimal 
d’un couloir selon la norme européenne EN12464 et 20000 lux représente la luminosité difuse d’une 
journée ensoleilé (pas d’ensoleilement direct). 
 
Figure II-3-3 : Procédure d’extraction des paramètres du modèle 
Les seules données expérimentales en notre possession sont un ensemble de couples (I,V) pour 
diférents éclairements (200, 1000, 20000 lux). La démarche que nous avons adoptée pour extraire 
les 4 coeficients du modèle est similaire à cele suivie pour le générateur piézoélectrique. Nous 
procédons à plusieurs ajustements successifs (Figure I-3-3). 
   
a) 1er fit b) 2ième fit c) 3ième fit 
Figure II-3-4 : Résultats des ajustements successifs des caractéristiques I/V expérimentales 
Un premier fit (Figure I-3-4-a) permet d’obtenir le coeficient d’idéalité de la diode, c, ainsi que la 
conductance paralèle, d. Chaque caractéristique expérimentale permet d’obtenir une valeur pour c 
et pour d. Puis, faisant l’hypothèse que ces 2 coeficients sont constants, la valeur moyenne est 
retenue : 
411.c =  
74523 e-.d = -  
Le deuxième fit (Figure I-3-4-b) est efectué en passant en paramètres les coeficients c et d calculés. 
L’ajustement a donc maintenant seulement 2 degrés de liberté : le photocourant, a.lux, et le courant 
EXP.
DATA
1ierfit
<c>
<d>
2ièmefit
<b>
3ièmefit
a.lux
4ièmefit
aVHDL-AMS
 
 
de saturation sous obscurité, b. Une fois encore nous retiendrons la valeur moyenne de b
I-3-5) : 
Figure II-3-5 : Extraction de b
Le troisième fit (Figure I-3-4-c) permet
pour chaque valeur d’éclairement
résultante de la somme des erreurs efectuées sur les 
groupes de points sont relativement bien alignés. La valeur de a peut donc être 
par un ajustement linéaire des point
Table II-3-1 : Grandeurs caractéristiques pour différents éclairements (résultats du modèle en grisé)
3.5 Résultats et conclusion
Ce modèle, présenté lors des journées annueles de l’école doctorale GEET [30], 
une erreur relative limitée à 11
point de puissance maximal et seulement 0.42% su
puissance maximale générée par le module est de 14
de vie en intérieur). Le tableau suivant résume les valeurs expérimentales et les données issues du 
modèle (en grisé) pour les diférentes valeurs d’éclairement
LE GÉNÉRATEUR PHOTOVO
124834 e-.b = -  
 
 Figure II-3-6 : Extraction de a
 de récupérer un ensemble de valeurs du 
. Ce troisième ajustement permet aussi de confirmer que la 
coeficients b, c et d est faible. En efet 
s (Figure I-3-6). 
79740 e-.a =  
 
 
 
 
.2 % sur la puissance, 6.7 % sur le courant, 3.4% sur la tension du 
r la tension en circuit ouvert (cf. 
1 µW sous un éclairement de 200 lux (i.e. lieu 
 : 200, 1000 et 20000 lux.
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 (Figure 
 
photocourant, a.lux, 
les trois 
simplement extraite 
 
permet d’obtenir 
Table I-3-1). La 
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Figure II-3-7 : Comparaison modèle/expérience (P/V et I/V) pour le module photovoltaïque SOLEMS 
 
En résumé, ce modèle permet de décrire simplement le fonctionnement du générateur 
photovoltaïque étudié. Il présente les avantages suivant : 
− Il est léger en temps de calcul car relativement simple ; 
− Il est relativement fidèle aux mesures expérimentales dans la gamme d’éclairement 
considérée ; 
− Ses paramètres peuvent être récupérés simplement à partir des caractéristiques I/V ; 
− Et il est possible de l’implémenter directement en SPICE pour efectuer des simulations 
circuit. 
Toutefois la partie optique de la celule n’est pas du tout adressée par ce modèle. Or au chapitre I 
nous avons vu l’importance de l’adéquation entre le spectre d’émission de la source de 
rayonnement lumineux et le spectre d’absorption de la celule. Ici les caractérisations ont été 
efectuées sous tubes fluorescents. Les paramètres extraits à partir de ces caractérisations ne sont 
donc strictement représentatifs que de cette source d’éclairement.  
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4 La batterie fine LIPON 
Comme nous l’avons indiqué au chapitre I, les performances en terme de densité de 
puissance/énergie des batteries fines en technologie couches minces sont excelentes. Eles rivalisent 
avec les caractéristiques classiques des accumulateurs Li-ion et des super-condensateurs. Ils 
constituent une bonne alternative au problème de l’autodécharge des super-condensateurs. De plus 
l’épaisseur et la flexibilité de ces batteries ouvrent des perspectives d’intégration dans les cartes 
électroniques qui seront explorées qui seront explorées dans le dernier chapitre de ce manuscrit. 
4.1 Présentation du dispositif choisi 
L’élément de stockage principal choisi pour notre système est donc une batterie fine à électrolyte 
solide de type Li/LiPON/LiCoO2, appelée Thinergy modèle MEC101 (Micro Energy Cel) et 
commercialisée par la société Infinite Power Solution. Sa capacité nominale est de 700 µA.h à C/2 à 
25°C(3). Cete capacité est idéalement adaptée à notre application, l’autonomie théorique en veile 
étant ainsi supérieure à 75 jours. De plus, La conductivité électronique du LiPON étant très faible, 
l’autodécharge de cette batterie est annoncée inférieure à 1% par an, ce qui en fait un excelent 
élément de stockage pour une application WSN. 
 
Figure II-4-1 : Schéma en coupe de la batterie fine Thinergy 
Cette baterie ne mesure que 25.4 mm (1 inch) de coté et seulement 170 µm d’épaisseur, pour un 
poids total de 450 mg. Ele présente ainsi la meileure densité (massique et volumique) d’énergie 
pour un élément de stockage commercial (batterie et super condensateur) à dimensions 
comparables. Le seul point faible vient du courant maximal de décharge qui n’est que de 30 mA ce 
qui peut être faible comparé au courant d’émission/réception de certains modules de 
communication sans fil4. Ceci peut être résolu en mettant 2 bateries en paralèle, ce qui permet de 
                             
3
 Cela correspond à une décharge totale par un courant de 350 µA sur une durée de 2h. 
4
 Ce n’est pas le cas pour le module CC2500 du eZ430 de Texas Instrument dont le courant d’émission est de 
l’ordre de 20 mA (cf. Chapitre I). On notera cependant que 30mA pour une batterie de 700µA.h représente une 
décharge à prés de 43C ce qui est énorme comparée à des batteries de plus gros volume généralement limité à 
quelques C. Cela confirme une fois encore la très grande densité de puissance de cette technologie couche 
mince. 
Colecteur de courant (-)
Anode-Lithium
Électrolyte solide-LiPON
Cathode-LiCoO2
Colecteur de courant (+)
170 µm
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doubler le courant maximal de décharge, ou plus simplement d’utiliser un condensateur de 
découplage adapté. On parle alors d’hybride baterie/condensateur [14-16]. Un condensateur de 
500µF en paralèle à la baterie permet théoriquement de fournir 800µA.h supplémentaires tout en 
augmentant la densité de puissance, et donc le courant maximum disponible. 
4.2 Description des procédures de caractérisation 
Une fois encore nous avons été amenés à développer un banc de caractérisation pour modéliser ce 
composant. Les expérimentations menées se résument en un grand nombre de charges et décharges 
de la baterie sous diférents courants et à diférentes températures (cf. Table I-4-1). Pour ce faire 
nous avons utilisé un potensiosat/galvanostat Metrohm AUTOLAB, qui n’est autre qu’une source de 
tension/courant pilotée par ordinateur. Ce genre d’appareil permet ainsi de couvrir une très large 
gamme de tests imaginables pour les dispositifs électrochimiques. Il permet également de récupérer 
sous forme numérique l’évolution du courant et de la tension aux bornes de la batterie sur toute la 
durée des expériences. Pour les caractérisations en température nous utiliserons l’étuve 
programmable (Vötsch VT4004) utilisée précédemment avec le générateur piézoélectrique. 
 
Table II-4-1 : Table des caractérisations expérimentales effectuées 
La procédure traditionnele de charge d’une batterie au Lithium comporte 2 phases [17] : 
− Une phase de charge à courant constant. La valeur du courant de charge préconisée par le 
constructeur est généralement comprise entre C/2 et 2C (une charge plus rapide pourrait 
endommager la batterie). Durant cete phase la tension va augmenter graduelement pour 
atteindre 4.1V ; 
− Une phase de charge à tension constante. La tension de 4.1V est maintenue constante 
jusqu’à ce que le courant absorbé par la batterie passe sous la valeur C/10. 
Un avantage de la technologie de batterie choisie pour ce travail est qu’ele supporte une simple 
charge à tension constante, y compris en partant d’un état faiblement chargé. Cela vient 
principalement du fait que les courants mis en jeu restent relativement faibles, en valeur absolue. 
Ainsi, bien que l’on observe un pic de courant pouvant dépasser 10mA en début de charge, la 
batterie couche mince n’est pas endommagée. Ceci n’est pas le cas avec des bateries de plus grande 
capacité, et il faut limiter le courant absorbé par la batterie à 2C en début de charge pour éviter leur 
destruction. 
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Figure II-4-2 : Cycles charge/décharge pour l’extraction des paramètres 
(conditionnement/caractérisation) 
Le protocole de caractérisation choisi pour notre travail sera similaire à celui proposé par Abu-Sharkh 
et al. [18]. Il s’agit pour chaque essai de faire subir à la batterie 2 cycles charge/décharge (Figure 
I-4-2). Le premier cycle est identique pour toutes les expériences. C’est un cycle de conditionnement 
qui permet de replacer la batterie dans un état de charge connu à priori. Ce cycle est une 
charge/décharge à C/2 (ce qui correspond à 350 µA) suivi d’une pause de 10 minutes. On procède 
ensuite au cycle charge/décharge de test. La batterie est chargée et déchargée de manière pulsée. À 
chaque pause on récupère des informations sur le comportement dynamique de la batterie pour des 
états de charges diférents (Figure I-4-3). De plus, nous verrons qu’en enregistrant la tension ateinte 
à la fin de chaque pause il est possible de reconstruire la courbe de la tension d’équilibre en circuit 
ouvert en fonction de l’état de charge. 
 
Figure II-4-3 : Évolution du niveau de tension en fonction de l’état de charge pour une charge/décharge à 
différents courants 
Nous avons aussi procédé à un cycle charge/décharge très lent (C/10 ou 70µA) de manière à rester le 
plus proche possible de l’équilibre thermodynamique de la batterie. On observe ainsi que les courbes 
de charge et de décharge sont presque superposées (Figure I-4-3). De cette mesure nous tirerons la 
capacité intrinsèque de la batterie. Mais avant de présenter plus en détail l’exploitation de ces 
résultats, détailons le modèle qui sera utilisé pour simuler la batterie dans le circuit de gestion de 
puissance. 
CHARGE
DISCHARGE
0.5C: 350µA
1C : 700µA 
2C : 1.4mA
4C : 2.8mA
8C : 5.6mA
16C:11.2mA
0.1C: 70µA
CHARGE
DISCHARGE
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4.3 Choix du modèle équivalent 
Nous avons vu que la batterie est au cœur du système de gestion de puissance. Ele joue un rôle 
tampon entre l’énergie récupérée par les sources piézoélectriques et la celule photovoltaïque, et les 
consommateurs connectés au bus de tension régulé. Aussi nous devons nous doter d’un modèle 
retranscrivant fidèlement le comportement complexe de la batterie tant à la charge, qu’à la décharge 
et, ce sur une large gamme de température et de courant. 
Bien que de nombreux modèles de batterie soient disponibles dans la littérature, on ne retrouve que 
très peu de travaux sur la modélisation des batteries fines au lithium. Il sera donc question pour nous 
de trouver un modèle adapté au module Thinergy. Une fois encore, il est possible de classer les 
modèles existants en 2 catégories [19], [20] : 
− Les modèles électrochimiques, qui décrivent de manière détailée les phénomènes se 
produisant dans la batterie. Ce sont des modèles de conception de batterie car ils 
permettent d’évaluer l’impact des paramètres géométriques ou physiques sur les 
performances de la baterie. Ils peuvent être analytiques ou aux éléments finis. Dans les deux 
cas ce sont des modèles lourds, complexes et dificilement intégrables dans une simulation 
électrique pour faire la conception « système ». 
− Des modèles abstraits qui ofrent une vue simplifiée du fonctionnement de la batterie en se 
focalisant sur une représentation comportementale des phénomènes mis en jeux. Les 
paramètres du modèle sont alors ajustés à partir de l’expérience. 
C’est dans cette deuxième catégorie que l’on retrouve les modèles électriques équivalents. Pour les 
mêmes raisons que précédemment nous avons orienté notre choix vers ces modèles en particulier 
car ils sont simple à implémenter, légers en temps de calcul, mais restent sufisamment précis si leurs 
paramètres sont extraits de mesures expérimentales. 
Un modèle électrique équivalent d’une batterie, dans sa version la plus simple, peut se résumer à 
une source de tension continue. Une résistance série permet d’ajouter un comportent dynamique 
lors des appels de courant mais ce genre de modélisation, bien qu’assez précis sur de courtes 
écheles de temps (état de charge et température connus et fixés) est trop sommaire pour 
représenter l’ensemble des comportements présentés dans la section précédente. Des modèles 
SPICE plus complexes ont été développés pour la simulation des chaines de puissance dans les 
satelites [21], [22]. Nous focaliserons notre attention sur le modèle proposé par Min Chen et al. [23], 
validé pour une batterie Li-ion et une batterie NiMH, qui semble donc sufisamment robuste et 
flexible pour être adaptée à notre batterie. Dans ce modèle la température n’est pas prise en compte 
mais nous montrerons qu’ele peut l’être simplement en exprimant les paramètres comme des 
fonctions de la température. 
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Figure II-4-4 : Schéma du modèle électrique équivalent 
Le modèle reprend un concept en 2 parties présenté initialement par Bor Yann Liaw et al. [24] : 
− Une partie « statique » représentant la capacité de la batterie, C, l’autodécharge, ILEAK, et la 
tension de circuit ouvert du module, V(SOC), en fonction de l’état de charge SOC ; 
− Une partie « dynamique » qui modélise la cinétique chimique, la difusion des espèces 
ioniques et la difusion thermique lors des régimes transitoires [25-28]. 
Les hypothèses principales de ce modèle sont la réversibilité en courant du fonctionnement de la 
batterie (les dynamiques sont les mêmes à la charge et à la décharge pour un état de charge donné) 
et la conservation de la charge (l’état de charge est une fonction linéaire de l’état de charge initial, de 
la capacité de la batterie et de l’intégrale du courant). Nous verrons par la suite que ces hypothèses 
se vérifient expérimentalement pour notre batterie. 
4.4 Extraction des paramètres 
Le schéma ci-dessous synthétise la procédure d’extraction des paramètres du modèle présenté dans 
la section précédente. Nous commencerons par nous intéresser à la partie « statique » avant 
d’extraire les paramètres « dynamiques » du modèle. 
 
Figure II-4-5 : Procédure d’extraction des paramètres 
  
Caractérisation :
Charge-décharge
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4.4.1 Tension de circuit ouvert VOC = f(SOC) 
Il s’agit ici de déterminer la relation entre la tension de la baterie à l’équilibre thermodynamique et 
son état de charge. Comme préconisé par Suleiman Abu-Sharkh et al. [18] on procède à des charges 
et des décharges pulsées. En conservant uniquement les points correspondant à l’état d’équilibre 
atteint en fin de pause, il est possible de reconstruire la courbe VOC = f(SOC). Un polynôme d’ordre 4 
permet ensuite d’interpoler ces points (Figure I-4-6). 
 
 
Figure II-4-6 : Extraction de la relation entre la tension en circuit ouvert de la batterie, l’état de charge et 
la température 
Ce travail de caractérisation a été réalisé pour 3 températures : -10°C, 23°C et 70°C. Nous avons 
finalement interpolé l’ensemble de ces points par une fonction polynomiale à 2 variables d’ordre 4 
(figure). 
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4.4.2 Capacité de la batterie 
Nous avons mesuré une capacité de la batterie à C/10 (i.e. pour un courant de décharge de 70 µA) de 
903 µA.h. Cette valeur est 29% supérieure à la capacité donnée par le fabricant à C/2. Ceci s’explique 
principalement par la chute de tension due aux résistances séries internes de la batterie. En efet la 
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fin de décharge est seulement déterminée par le passage sous la tension de 2.5V5. Plus la valeur du 
courant de décharge est élevée, plus la chute de tension dans les résistances séries est grande, et 
donc plus la tension de fin de décharge est atteinte rapidement. Ainsi la capacité apparente d’une 
batterie est d’autant plus faible que la décharge est réalisée à fort courant. Cet efet bien connu 
porte le nom de « rate-capacitance efect » [19]. Physiquement on l’explique en considérant le 
gradient de concentration des espèces réactives à la surface de l’électrode. La charge non utilisée 
n’est pas perdue ; ele est juste indisponible car la réaction consomme les espèces chimique plus vite 
que les phénomènes de difusion ne les apportent. Cet efet va de pair avec un autre efet : le 
« charge recovery efect ». Il s’agit simplement du fait que lorsque la batterie retrouve son équilibre 
thermodynamique une certaine partie de la charge est récupérée et devient de nouveau disponible. 
On notera que ces deux efets sont parfaitement décrits de manière comportementale par la partie 
dynamique du modèle. 
La capacité de 904 µA.h a été mesurée suite à une décharge à très faible courant (C/10). Ainsi la 
batterie est restée proche de son équilibre thermodynamique tout le long de l’expérience, ce qui 
nous permet d’obtenir une valeur assez proche de la capacité totale réele. On notera qu’en 
diminuant encore le courant et/ou en augmentant la température on aurait pu mesurer une capacité 
légèrement plus grande. 
Le calcul de la valeur de la capacité C du modèle est purement conventionnel. On choisira que la 
tension du nœud SOC représente la valeur de l’état de charge en pourcent. Ele peut donc varier de 
0V (0% SOC) à 1V (100% SOC). En adoptant cette convention la valeur de C est donnée par : 
 
][.3600 ).( µFCapacitéC hµAen=  
(eq. II- 12) 
Ou encore : 
 
F.C 25443=
 
4.4.3 Autodécharge 
La valeur de ILEAK associée à cette capacité peut être calculée à partir des données constructeur. 
L’autodécharge est donnée inferieure à 1% par an, ce qui correspond à une chute de tension de 
10 mV par an au nœud SOC. 
Donc : 
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(eq. II- 13) 
  Nous avons ainsi déterminé tous les paramètres de la partie « statique » du modèle. 
Intéressons nous maintenant à la partie « dynamique ». Nous justifierons d’abord le choix des 3 
constantes de temps, puis, à partir des données expérimentales, nous déterminerons les valeurs de 
                             
5
 La tension ne doit impérativement jamais passer sous cette valeur sous peine d’infliger un endommagement 
iréversible, voire une destruction pure et simple de la batterie. 
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ces constantes, et enfin la relation entre les résistances et l’état de charge, la valeur du courant et la 
température. Le diagramme ci-dessous schématise l’ensemble de la procédure d’identification du 
modèle. 
 
Figure II-4-7 : Procédure d’extraction des paramètres « dynamiques » du modèle équivalent 
 
 
4.4.4 Détermination du nombre de constantes de temps 
Dans leurs travaux [23], Chen et al. ont limité la complexité de leur modèle en n’utilisant que 
2 couples RC dans le circuit électrique équivalent. D’après leurs résultats, ces deux constantes de 
temps sufisent à décrire le comportement dynamique d’une batterie Li-ion et NiMH. Nous alons 
vérifier si tel est le cas pour le module Thinergy. 
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 Étant donné que nous considérons les transitoires en début de pause lors de la décharge l’état de charge de la 
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L’erreur maximale de 14% obtenue avec n=1 confirme que les phénomènes en présence sont régis 
par plusieurs constantes de temps. Bien que n=2 permette de diminuer l’erreur de moitié, n=3 
permet d’obtenir une erreur relative maximale de l’ordre du pourcent. Nous voyons aussi qu’utiliser 
plus de constantes de temps (n>4) n’apporte aucun gain significatif en terme de précision, au 
détriment d’une complexité croissante du modèle. 
# err. max. 
1 14% 
2  6% 
3 1% 
4  1% 
Table II-4-2 : Erreur maximale sur la tension en fonction du nombre de constante de temps utilisées 
Nous choisirons donc 3 constantes de temps pour notre modèle. 
4.4.5 Constantes de temps Rx.Cx 
Si l’on regarde la répartition des valeurs de cx=Rx.Cx obtenues pour l’ensemble des ajustements en 
fonction de la valeur de l’état de charge, de la température et du courant de décharge on observe 3 
nuages de points distincts (Figure I-4-9). 
 
Figure II-4-9 : Extraction des cx=Rx.Cx 
Nous ferrons l’hypothèse que les constantes de temps sont indépendantes de l’état de charge, de la 
température et du courant, et ne retiendrons donc que les moyennes : 
0025.163.
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Nous procéderons ensuite à un deuxième ajustement du même type, mais en figeant cette fois-ci les 
valeurs de c1, c2 et c3 en paramètre pour obtenir les valeurs corrigées des coeficients a, b1, b2 et b3 
associés (Figure I-4-7). 
 
 
 
75 LA BATTERIE FINE LIPON 
4.4.6 Résistance série R 
Les valeurs extraites pour a permettent de remonter directement à la valeur de la résistance série R. 
 
Figure II-4-10 : Extraction de R 
On observe que R varie exponentielement avec la température. Plus la température est élevée plus 
la résistance est faible ce qui rejoint les considérations que nous avons faites précédemment sur le 
« rate capacitance efect ». La valeur que l’on récupère à température ambiante (50-60Ω) 
correspond aux données fabricant. On observe aussi une légère diminution de la valeur de R lorsque 
le courant augmente. Ceci peut s’expliquer en partie par un accroissement de l’auto-échaufement 
de la batterie quand le courant augmente. Cet efet est d’aileurs d’autant plus prononcé que la 
température exterieure est faible. 
Au final nous avons choisi de représenter la variation de R par une fonction linéaire à 2 variables, T et 
log(I), comme suit : 
 
( ) ( ) ()( IRTRRR log.exp..exp.exp βγα=  (eq. II- 16) 
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4.4.7 Résistance série R1 
Le coeficient a1 nous donne l’évolution de la résistance R1 en fonction du courant, I, de la 
température, T, et de l’état de charge, SOC. On retrouve une évolution de forme exponentiele 
(Figure I-4-11) que nous avons choisi de représenter avec la fonction suivante : 
 
( ) ( )[ ] ()TSOCTTISOCTIR 1111 .exp.,),,( Γ+Β−Α=  (eq. II- 17) 
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Figure II-4-11 : Extraction de R1 
L’extraction de Γ1 s’efectue à partir de la moyenne des valeurs de R1 entre 80% et 100% d’état de 
charge. Le logarithme de Γ1 peut être ajusté par un polynôme d’ordre 2 (Figure I-4-12) : 
 
() ( )γβα ccc RTRTRT 11211 ..exp ++=Γ  (eq. II- 18) 
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Figure II-4-12 : Extraction de C1 Figure II-4-13 : Extraction de B1 
Une fois la valeur de Γ1 déterminée, on procède à un nouvel ajustement des valeurs de R1 en figeant 
maintenant Γ1. L’objectif est de récupérer les valeurs de B1 corrigées pour les exprimer sous la forme 
(Figure I-4-13) : 
 
( ) ( )[ ]SOCRTRTRSOCT bbb ...exp, 11211 γβα ++=Β  (eq. II- 19) 
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Figure II-4-14 : Extraction de A1 
 
Un troisième et dernier ajustement des valeurs de R1 (avec Γ1 et B1 fixés) permet d’obtenir un 
ensemble de valeurs pour A1, que nous représentons par l’équation suivante (Figure I-4-14) : 
 
 
( ) ( ) ( ) ()[ ]IRTRTRRTRTRTI aaaaaaababab log...exp...exp, 112111211 γβαγβα ++++=Α (eq. II- 20) 
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Figure II-4-15 : Évaluation de la modélisation de R1 en fonction de I, SOC et T 
Les figures ci-dessus (Figure I-4-15) comparent les valeurs de R1 extraites à partir des points 
expérimentaux et ceux obtenus par le modèle. Au final le comportement complexe de R1 est bien 
retranscrit par l’ensemble des équations présentées dans cete section. 
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4.4.8 Résistance série R2 
Nous procédons de manière identique pour la résistance R2. Le coeficient a2 nous donne l’évolution 
de la résistance R2 en fonction du courant, I, de la température, T, et de l’état de charge, SOC. On 
retrouve une évolution de forme exponentiele (Figure I-4-16). Nous avons donc choisi de 
représenter R2 par la fonction suivante : 
 
( ) ( )[ ] ()TSOCTTISOCTIR 2222 .exp.,),,( Γ+Β−Α=  (eq. II- 21) 
 
Figure II-4-16 : Extraction de R2 
L’extraction de Γ2 s’efectue toujours à partir de la moyenne des valeurs de R2, entre 80% et 100% 
d’état de charge. Le logarithme de Γ2 peut aussi être ajusté par un polynôme d’ordre 2 (Figure 
I-4-17) comme suit : 
 
() ( )γβα ccc RTRTRT 22222 ..exp ++=Γ  (eq. II- 22) 
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Figure II-4-17 : Extraction de C2 Figure II-4-18 : Extraction de B2 
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Une fois la valeur de Γ2 déterminée, on procède à un nouvel ajustement des valeurs de R2 en fixant 
maintenant Γ2. L’objectif est de récupérer les valeurs de B2 corrigées pour les exprimer sous la forme 
(Figure I-4-18) : 
 
( )( )SOCRTRSOCT bb .., 222 βα +=Β  (eq. II- 23) 
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Figure II-4-19 : Extraction de A2 
Un troisième et dernier ajustement des valeurs de R2 (avec Γ2 et B2 fixés) permet d’obtenir un 
ensemble de valeurs pour A2, décrit par l’équation suivante (Figure I-4-19) : 
 
( ) ( ) ( ) ()[ ]IRTRTRRTRTRTI aaaaaaababab log...exp...exp, 222222222 γβαγβα ++++=Α (eq. II- 24) 
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Figure II-4-20 : Évaluation de la modélisation de R2 en fonction de I, SOC et T 
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Les figures ci-dessus (Figure I-4-20) comparent une nouvele fois les valeurs de R2 extraites des 
points expérimentaux et cele obtenues avec le modèle. L’évolution complexe de R2 est là encore 
bien retranscrite par l’ensemble des équations présentées dans cette section. 
4.4.9 Résistance série R3 
La résistance série R3 est cele qui représente les phénomènes lents. Ele est indépendante de l’état 
de charge et l’on observe des variations exponentieles par rapport au courant et à la température 
(Figure I-4-21). 
 
Figure II-4-21 : Extraction de R3 
On choisira donc de représenter R3 par une fonction linéaire à 2 variables : 
 
( ) ( ) ()( IRTRRR log.exp..exp.exp 3333 βγα=  (eq. II- 25) 
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La Figure I-4-21 compare les points issus des données expérimentales avec ceux issus de notre 
modèle. 
4.5 Résultats et conclusion 
 
Figure II-4-22 : Comparaison modèle/expérience pour la batterie Thinergy 
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Le modèle que nous avons construit a fait l’objet d’une publication lors de la conférence 
internationale PowerMEMS1010 [31]. Des simulations efectuées à diférentes températures (Figure 
I-4-22) montrent qu’il permet d’obtenir des résultats (tension aux bornes de la batterie) avec une 
erreur relative sur la tension inférieure à 1%, pour des courant alant de 0 à 100 mA et pour des 
températures comprises entre -20 °C et 80 °C. Cependant pour la partie du domaine de 
fonctionnement où le modèle extrapole à partir des points expérimentaux, en fin de décharge par 
exemple, les résultats ne sont plus quantitatifs mais restent tout de même qualitatifs. 
 
Figure II-4-23 : Courant maximal en fonction de la température 
Les performances atteintes en termes de représentation du comportement en température de la 
batterie sont donc satisfaisantes. Comme le montre la figure ci-dessus (Figure I-4-23), seuls les 3 
points de température mesurés expérimentalement (-10°C, 23°C et 70°C) sufisent à reconstruire 
correctement le comportement de la batterie sur l’ensemble du domaine de température. Une des 
principales améliorations qui pourrait être toutefois apportée est la prise en compte de l’auto-
échaufement de la batterie. Pour cela des caractérisations plus précises, en mesurant notamment la 
température de surface de la batterie, sont nécessaires. 
 
En résumé le modèle de batterie que nous avons choisi et implémenté satisfait à toutes nos 
exigences : 
− Il est léger en temps de calcul car relativement simple ; 
− Il est fidèle à nos mesures expérimentales : erreur inferieure à 1% sur la tension, pour des 
courants alant jusqu’à 100mA et pour des températures comprises entre -10°C et 80°C 
(sauf en fin de décharge) ; 
− Ses paramètres sont déterminés à partir de caractérisations expérimentale simples ; 
− Et il est possible de l’implémenter directement en SPICE pour efectuer des simulations 
circuit. 
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5 Conclusion 
Le premier chapitre a présenté le choix de 2 sources de récupération d’énergie ambiante et d’un 
élément de stockage : 
− Un générateur piézoélectrique V21BL de Midé Technologies ; 
− Une celule solaire en silicium amorphe de SOLEMS ; 
− Une batterie au LIPON en couche mince Thinergy MEC de IPS. 
Nous avons présenté, dans ce second chapitre, la caractérisation expérimentale de ces éléments 
dans le domaine de fonctionnement suivant : 
− [0,1 g 6 g] @ 60 Hz entre 0°C et 50°C pour le générateur piézoélectrique ; 
− [200 lux à 20000 lux] à température ambiante pour le module photovoltaïque ; 
− [0 à 100mA] entre -10°C et 80°C pour la batterie. 
Les résultats de caractérisation sont satisfaisants car les deux sources choisies répondent tout à fait à 
nos atentes en termes de puissance récupérée : 
− 100µW à 0.5g pour le générateur piézoélectrique V21BL de Midé Technologies ; 
− 140µW à 200lux pour la celule solaire en silicium amorphe de SOLEMS. 
D’autre part, le module de batterie Thinergy avec une capacité nominale de 700µA.h et un courant 
maximum instantané de 30mA correspond parfaitement aux spécifications d’une application de type 
capteur autonome. 
Après un rapide état de l’art des modèles développés dans la littérature, nous avons proposé pour 
chacun de ces éléments un modèle basé sur un circuit électrique équivalent. Les paramètres de ces 
modèles ont été extraits des caractérisations expérimentales pour obtenir une simulation la plus 
fidèle possible à la réalité à moindre coût de calcul. Nous pouvons résumer les résultats obtenus sur 
les domaines de fonctionnement donnés précédemment : 
− Une erreur de 8.8 % pour le générateur piézoélectrique ; 
− Une erreur de l’ordre de 10% pour la celule solaire ; 
− Une erreur inferieure à 1% pour la tension de batterie au LIPON. 
Tous ces modèles sont compatibles SPICE et ont été implémentés dans un environnement de 
simulation VHDL-AMS de sorte à pouvoir être utilisés pour concevoir le système de gestion de 
puissance objet principal de ce travail de thèse. Ceci sera développé dans le chapitre suivant. 
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87 INTRODUCTION – VUE D’ENSEMBLE DU CIRCUIT 
1 Introduction – Vue d’ensemble du circuit 
ans le premier chapitre nous avons présenté la problématique générale de la thèse en la 
plaçant en perspective dans le contexte global de l’alimentation électrique des capteurs 
autonomes et communicant (WSN : Wireless Sensor Node). Nous avons fait le choix 
d’implémenter un convertisseur DC-DC Single Inductor à plusieurs entrées et plusieurs sorties car il 
peut assurer la gestion d’énergie d’un système multi-sources complet, c'est-à-dire : 
− L’hybridation de plusieurs sources de récupération d’énergie avec un ou plusieurs éléments 
de stockage ; 
− La polarisation de chacune des sources de sorte qu’ele délivre son maximum de puissance ; 
− La gestion et la protection du ou des éléments de stockage, tant en charge, qu’à la décharge ; 
− L’accès à une ou plusieurs tensions régulées en sortie pour alimenter le nœud du réseau de 
capteurs. 
Un démonstrateur sera conçu dans ce sens afin d’alimenter un capteur de température enregistreur 
(Figure II-1-1). Dans le Chapitre I nous avons modélisé les dispositifs des récupération/stockage 
d’énergie retenus pour ce travail : un générateur piézoélectrique V21BL de Midé Technologies, une 
celule solaire en silicium amorphe de SOLEMS, et une batterie au LIPON en couche mince Thinergy 
MEC de IPS. Tous ces dispositifs ont été caractérisés et des modèles implémentables en VHDL-AMS 
ont été développés. 
 
Figure III-1-1 : Vue d’ensemble du circuit de gestion de puissance multi-sources multi-charges 
Il est assez dificile d’évaluer, tant de manière qualitative que quantitative, les performances d’un tel 
système de gestion d’énergie. Ainsi nous proposons de nous servir de la simulation comme une aide 
à la conception. Le langage VHDL-AMS, et particulièrement avec l’environnement SystemVision de 
Mentor Graphics [1], permettra de faire la passerele entre les modèles comportementaux décrits au 
chapitre précédant, le modèle bas niveau du système de gestion, et l’aspect logiciel portant 
l’inteligence du circuit. Dans ce chapitre nous alons présenter les diférentes étapes de la 
conception de ce système de gestion de puissance. Le schéma ci-dessous (Figure II-1-2) détaile les 
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diférents blocs fonctionnels du circuit complet proposé. Dans la suite nous détailerons chacun de 
ces blocs, les choix technologiques pris, le dimensionnement des principaux éléments, et les 
diférents compromis efectués. 
 
Figure III-1-2 : Schéma complet du circuit de gestion de puissance multi-sources multi-charges 
Nous distinguerons 3 blocs spécifiques que nous alons détailer dans les 3 parties suivantes : 
− Le convertisseur AC/DC 
− L’étage de Maximum Power Point Tracking (MPPT) 
− Le convertisseur DC/DC Single Inductor Multi-Input Multi-Output (SI MIMO) pour lequel nous 
distinguerons : la chaine de puissance, le circuit de contrôle qui la pilote, et le logiciel associé 
qui porte toute l’inteligence de la gestion.  
Générateur Piézo
ACDC
MPPT
DCDC SI MIMO
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2 L’étage de conversion AC/DC 
Le premier bloc fonctionnel que nous alons détailer est l’étage de conversion AC/DC. Nous avons vu 
au chapitre précédent que lorsque le générateur piézoélectrique est soumis à une excitation 
sinusoïdale, le courant produit est sinusoïdal (AC, Alternating Curent). Or, pour être alimenté, un 
WSN nécessite un ou plusieurs niveaux de tension continue (DC, Direct Curent). Un étage de 
conversion AC/DC (ou rectifier) est donc nécessaire à l’exploitation de la puissance fournie par le 
générateur piézoélectrique. On distingue deux familes de convertisseurs AC/DC : 
− Les convertisseurs AC/DC actifs, ou synchrones ; 
− Les convertisseurs AC/DC passifs, ou asynchrones. 
2.1 Les convertisseurs AC/DC actifs ou synchrones 
 
Figure III-2-1 : Pont en H pour la conversion AC/DC 
Les convertisseurs AC/DC actifs sont principalement utilisés dans les applications de puissance. Ils 
sont basés sur un pont en H (Figure II-2-1) dont les 4 éléments de commutation peuvent être des 
thyristors, des IGBT, ou encore des MOSFET pour les applications basse tension (de l’ordre du volt) et 
moyen courant (plusieurs ampères). L’intérêt des convertisseurs actifs est leur rendement. En efet, 
en théorie, le rendement est de 100% car à chaque instant dans les éléments de commutation, soit la 
tension, soit le courant, est nul ce qui fait que la puissance dissipée dans le convertisseur est nule. En 
pratique ce n’est évidement pas le cas et les éléments de commutation doivent être dimensionnés 
de sorte à minimiser les pertes. La contrepartie est qu’il faut contrôler précisément le moment de 
commutation de chacune des branches du pont. Le calcul du rendement total doit donc tenir compte 
de la consommation de ce circuit de contrôle dédié. 
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Figure III-2-2 : Convertisseur AC/DC actif par [2] 
Les convertisseurs AC/DC actifs trouvent aussi leur utilisation dans les applications de récupération 
d’énergie. Ils sont utilisés principalement pour la récupération d’énergie RF et thermique [3], [2]. 
Nous avons vu en efet que les tensions produites par ces 2 modes de récupération d’énergie 
peuvent être très faibles. Ainsi les convertisseurs AC/DC, avec un seuil de commutation très proche 
de zéro, sont la seule solution permetant de redresser des tensions aussi faibles. Cependant la 
question de leur utilisation dans le cadre de notre application se pose. Leur rendement est-il meileur 
que celui d’un étage de conversion passif malgré le très faible niveau de puissance mis en jeu ? 
 
Figure III-2-3 : Schéma de simulation du convertisseur AC/DC 
Pour répondre à cette question nous avons donc cherché à estimer les performances pouvant être 
atteinte par l’utilisation d’un convertisseur AC/DC actif pour redresser la tension fournie par un 
générateur piézoélectrique Midé. Pour ce faire nous avons simulé un convertisseur AC/DC parfait 
(seuil de commutation égal à 0, temps de réponse < 1ns, pas de perte en commutation, pas de perte 
statique) et observé l’efet de la consommation du circuit de contrôle du convertisseur. Le schéma 
simulé est présenté Figure II-2-3. Dans une première approximation cette consommation est choisie 
constante en laissant la possibilité de rafiner la simulation si besoin. 
À mesure où la consommation de l’étage de redressement augmente on observe une diminution du 
rendement. Le rendement dépend alors de manière non linéaire du niveau d’accélération auquel est 
soumis la source piézoélectrique ainsi que du point de fonctionnement dicté par la charge électrique 
en sortie de l’étage AC/DC. Même avec une consommation de 800 nA on observe déjà que toute une 
partie du domaine de simulation correspond à un rendement égal à 0. Ceci veut dire que la puissance 
consommée par le convertisseur est supérieure ou égale à la puissance générée par la source 
piézoélectrique. Si l’on continue d’augmenter la consommation de l’étage, on observe qu’à partir de 
10 µA le rendement de convertisseur AC/DC ne dépasse plus les 50% quelque soit le niveau de 
vibration, ni le point de polarisation. Ces chifres sont à comparer avec les performances pouvant 
être obtenues par un simple étage de conversion AC/DC passive et asynchrone. 
 
 
Ic
o
ns
o 
= 
80
0 
n
A
 
Ic
o
ns
o 
= 
5 µ
A
 
Figure III-2-4 : Rendement théorique d’un convertisseur AC/DC idéal en fonction de
son circuit de contrôle, de l’accélération des vibrations et de la charge électrique en sortie de l’étage
2.2 Les convertisseurs AC/DC passi
AC/DC simple 
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Figure III-2-5 : Les différentes structures de convertisseurs AC/DC passifs asynchrones
Les convertisseurs passifs asynchrones 
Avec une seule diode on retrouve
rendement maximal théorique est de 50% car seule une alternance sur deux est redressée. Avec 4 
diodes il est possible de réaliser un convertisseur AC/DC double alternance. L’architecture la plus 
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classique est cele du pont de Graëtz, qui reprend le pont en H présenté précédemment avec des 
diodes comme éléments de commutation (Figure II-2-5-b). À noter qu’il existe aussi des 
convertisseurs AC/DC asynchrones capable à la fois de redresser et d’élever le niveau de tension. On 
parle alors de multiplicateurs de tension : la cascade de Vilard (Figure II-2-5-c) est le plus classique. 
La complexité des étages multiplicateurs de tension conduit à des rendements moindres car plus il y 
a de diodes, plus il y a de pertes. 
 
Figure III-2-6 : Courbe du rendement de l’étage AC/DC en fonction de la valeur de la résistance de charge 
Le rendement du convertisseur AC/DC simple alternance étant intrinsèquement limité à 50%, nous 
nous intéresserons ici à l’architecture double alternance. Il s’agit donc de choisir correctement les 4 
diodes du pont de Graëtz pour optimiser le rendement de l’étage. Pour nous aider dans ce choix 
nous avons, là encore, réalisé des simulations avec le modèle de générateur piézoélectrique présenté 
au Chapitre I. Les modèles SPICE des diodes sont fournis par les fabricants. Nous nous intéresserons 
au rendement de l’étage donné par : 
 IN
OUT
IN
OUT
IN
OUT
ACDC
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V
V
P
P
.==η
 
(eq. III- 1) 
Aussi, si pour un niveau d’excitation de la source donné, on trace l’évolution du rendement d’un 
étage de conversion AC/DC chargé par une résistance, on obtient une courbe en cloche comme cele 
représentée Figure II-2-6. À faible charge, c'est-à-dire pour Rload très grande, le générateur 
piézoélectrique est presque en circuit ouvert. La tension est élevée et le courant fourni est 
comparable au courant inverse dans les diodes bloquées du pont ce qui dégrade fortement le 
rendement (Figure II-2-6). À plus forte charge, lorsque Rload est faible, le courant fourni par le 
générateur piézoélectrique est maximum mais la tension de sortie est faible. On est presque en 
situation de court-circuit. La tension est alors plus faible que le seuil de conduction des diodes qui 
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restent donc bloquées. Les pertes dans les diodes sont grandes et le rendement s’efondre (Figure 
II-2-6). 
Il faut donc veiler à trois points concernant le choix des diodes : 
− Avoir un seuil de conduction le plus faible possible pour limiter les pertes en très basse 
tension ; 
− Avoir un courant inverse le plus faible possible pour limiter les pertes de l’étage lorsque le 
courant est faible ; 
− Que la résistance de charge optimale du pont, i.e. le haut de la courbe en cloche du 
rendement, soit proche de la résistance de charge optimale du générateur piézoélectrique. 
Ainsi les performances de l’étage redresseur sont maximales lorsque l’émission de puissance 
de la source est maximale. 
Ainsi, nous avons sélectionné 2 technologies pour les diodes du convertisseur : 
− Des diodes semi-conducteur à jonction PN ; 
− Des diodes à hétérojonction Schottky. 
Les premières sont les diodes les plus classiquement utilisées car eles ont un très faible courant 
inverse (< nA) mais leur seuil de conduction est de 0.6 – 0.7 V. Les diodes Schottky sont utilisées dans 
les applications basse tension car ce sont des diodes rapides à faible tension de seuil 0.3 – 0.4 V, mais 
eles ont un courant inverse supérieur (≈ µA). 
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Figure III-2-7 : Comparaison du rendement de l’étage AC/DC en fonction de la technologie de diode 
utilisée 
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Nous avons comparé 3 références de diodes en terme rendement efectif obtenu au niveau de 
l’étage AC/DC (Figure II-2-7) : 
− PN : 1N54 (PN low leakage) 
− SD1 : SDM20E40C (Schottky) 
− SD2 : BAT54 (Schottky) 
Lorsque l’on observe les courbes de rendement pour PN et SD1 on retrouve les comportements 
attendus : le rendement de la diode PN est supérieur à faible courant alors que la diode Schottky se 
comporte mieux à faible tension Toutefois nous avons réussi à trouver un bon compromis avec la 
diode Schottky petits signaux BAT54 produite par Fairchild qui conduit à un rendement maximum de 
97% à 0.5g (Figure II-2-7). 
2.3 Conclusion 
 Nous montrons ici qu’un convertisseur AC/DC basé sur un pont de Graëtz à diodes Schottky 
permet d’atteindre un rendement moyen de 90% sur la gamme d’accélération 0.1g-0.5g. Pour 
obtenir un rendement similaire avec un étage actif il faudrait que la consommation du circuit de 
contrôle soit inferieure à 1µA. C’est un objectif réaliste (plus encore si l’on envisage le 
développement d’un ASIC1 comme le travail de L. Assouère [4]) mais qui représente déjà un travail 
de conception particulièrement soigné. Déjà au Chapitre I nous argumentions sur l’avantage que 
représente le niveau élevé de tension fourni par le générateur piézoélectrique. Nous en apportons 
ici la preuve quantitative. De plus, les simulations, basées sur le modèle du dispositif 
piézoélectrique présenté au Chapitre I, nous ont permis de choisir la diode la plus adaptée en 
arbitrant entre plusieurs références. Notre choix s’est finalement porté sur la diode Schottky de 
type BAT54 produite par Fairchild qui ofre le meileur compromis en terme de rendement sur 
l’ensemble de la gamme de fonctionnement considérée. 
 
3 MPPT : Maximum Power Point Tracking 
 Parmi les objectifs à atteindre pour notre circuit de gestion de puissance nous annoncions 
celui de polariser les sources de sorte à ce qu’eles fournissent leur maximum de puissance. C’est ce 
que l’on appele du Maximum Power Point Tracking (MPPT). 
Dans cette partie nous présenterons des résultats fondamentaux sur la caractéristique de puissance 
des générateurs choisis (piézoélectrique et photovoltaïque). Ceci introduira le concept de recherche 
du point de puissance maximal. Nous détailerons alors les diférentes approches déjà développées 
dans la littérature avant de présenter la technique de MPPT très basse consommation que nous 
avons développée pour ce travail. 
 
                             
1
 ASIC : Application-Specific Integrated Circuit (circuit intégré) 
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3.1 Caractéristique de puissance des sources de récupération d’énergie 
Dans cette partie nous introduirons le concept de recherche du point de puissance maximal. 
Nous montrerons que cette technique initialement introduite pour les générateurs photovoltaïques 
peut être généralisée à l’ensemble des sources de récupération d’énergie ce qui en fait le candidat 
idéal pour notre système de gestion de puissance générique. 
3.1.1 Générateur piézoélectrique 
 
 
Figure III-3-1 : Générateur piézoélectrique et convertisseur AC/DC 
Considérons l’établissement de la tension aux bornes du générateur piézoélectrique, soumis à une 
excitation sinusoïdale à sa fréquence de résonance chargé par le convertisseur AC/DC décrit ci-avant 
et un condensateur de filtrage C (initialement déchargé) - Figure II-3-1. Les diodes sont considérées 
comme idéales (pas de seuil, pas de pertes). Le générateur piézoélectrique est représenté par le 
modèle électrique équivalent décrit dans le chapitre I. 
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(eq. III- 4) 
À chacun de ces instants la tension aux bornes du condensateur de filtrage C est donnée par (cf. [5]) : 
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(eq. III- 6) et (eq. III- 7) 
L’énergie stockée dans le condensateur, EC, et la puissance, P, associée peuvent être exprimées par : 
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Pour les k croissants la tension du condensateur augmente et tend vers une valeur stable (Figure 
II-3-2) donnée par : 
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, ω  (eq. III- 9) 
C’est la tension en circuit ouvert du générateur, VOC. 
 
Figure III-3-2 : Évolution de la tension aux bornes du condensateur de filtrage en sortie de l’AC/DC 
Ainsi la puissance récupérée augmente pour passer par un maximum avant de diminuer et tendre 
asymptotiquement vers zéro, malgré le fait que l’excitation mécanique soit restée inchangée (Figure 
II-3-2). Il existe donc une tension de polarisation pour laquele le générateur produit un maximum de 
puissance. Dans l’optique de la récupération d’énergie pour l’alimentation d’un système autonome 
de type WSN, il est donc souhaitable de réguler la tension aux bornes de la source pour maximiser la 
production d’énergie. 
Si l’on dérive l’expression de P obtenue ci-dessus (pour le détail du calcul cf. [5]), on trouve que la 
tension VMPP (Maximum Power Point), pour laquele la puissance est maximale, est donnée par : 
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(eq. III- 10) 
Ainsi la tension du point d’émission maximal de puissance VMPP est égale à la moitié de la tension en 
circuit ouvert. Par conséquent bien que VMPP soit fortement dépendante de l’amplitude des 
vibrations le rapport α reste constant : 
 5.0==
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α  (eq. III- 11) 
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La Figure II-3-3 présente les caractéristiques I(V) et P(V) du générateur piézoélectrique. Ces mesures 
confirment que la connaissance de la tension en circuit ouvert permet de déduire la tension du point 
de puissance maximal. Toutefois, le rapport α mesuré est de 0,6 (cf. Figure II-3-3). La diférence avec 
la valeur théorique peut s’expliquer par une légère sous-estimation de la tension en circuit ouvert. En 
efet l’impédance interne de l’appareil de mesure utilisé est de 10 MΩ, ce qui conduit à un courant 
résiduel d’environ 2,5% du courant de court-circuit ISC. Cependant le rapport α obtenu est bien 
constant sur l’ensemble de la gamme de vibration considérée, ce qui en fait un bon estimateur du 
niveau de la tension du point de puissance maximal. 
 
 
Figure III-3-3 : Évolution du rapport VMPP/VOC en fonction du niveau de vibration 
3.1.2 Celule photovoltaïque 
Comme nous l’avons vu au chapitre précédent, les générateurs photovoltaïques présentent aussi une 
caractéristique puissance/tension en forme de cloche (Figure II-3-4). Il existe donc une tension de 
polarisation de la celule pour laquele l’émission de puissance est maximale. Cette tension évolue 
avec l’éclairement mais la variation est plus faible que dans le cas des générateurs piézoélectriques. 
Cela est directement lié à la forme exponentiele de la caractéristique courant/tension de la jonction 
PN. 
 
Figure III-3-4 : Tension de circuit ouvert et tension du point de puissance maximal pour la celule solaire 
0,1 g 0,3 g 0,5 g
VMPP [V] 1,26 4,02 6,83
VOC [V] 2,1 6,77 11,48
VMPP/VOC 0,60 0,59 0,59
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Autre similitude entre les deux types de source, la tension en circuit ouvert, VOC, du générateur 
photovoltaïque est reliée à la tension du point de puissance maximale, VMPP, par une loi quasi-
linéaire. Il est donc ainsi possible de calculer VMPP à partir de la mesure de VOC et de la donnée d'un 
coeficient. Celui-ci est compris entre 0,73 - 0,80 [6] et environ 0,85 [7] (dans le cas de celules PV 
polycristalines). Pour notre celule, le coeficient α a été mesuré à 0,82 de moyenne et est assez 
constant sur l’ensemble du domaine d’éclairement considéré (Figure II-3-5). 
 
Figure III-3-5 : Évolution du rapport VMPP/VOC en fonction du niveau de luminosité 
3.1.3 Conclusion 
Nous venons de voir que la caractéristique puissance/tension des sources de récupération d’énergie 
est fortement non linéaire. Que ce soit pour le générateur piézoélectrique ou pour la celule solaire, 
ele présente une forme de cloche dont le maximum varie en fonction de l’excitation. Ainsi, si l’on 
connecte directement une charge, c’est ele qui impose le point de fonctionnement du générateur et 
donc la puissance récupérée. Par exemple, si l’on considère qu’un nœud de WSN fonctionne en 
mode pulsé, le générateur sera polarisé proche de l’état « circuit ouvert » lorsque le nœud est en 
sommeil, puis en « court-circuit » lorsque l’appel de courant nécessaire au réveil du nœud viendra 
dépasser la capacité de production du générateur. Dans les deux cas la puissance générée est quasi-
nule. 
Dans cette configuration la connexion d’un élément de stockage tampon est donc obligatoire pour 
maintenir le point de fonctionnement entre ces deux états où la récupération d’énergie est nule : 
− Dans le cas de l’utilisation d’une batterie comme élément de stockage la tension reste 
relativement constante ce qui permet de conclure directement qu’ele ne sera pas toujours 
ajustée sur la tension d’émission de puissance maximale du générateur qui, ele, peut varier 
en fonction des conditions d’excitation extérieure. 
− Dans le cas d’un condensateur, ou d’un super-condensateur, la tension aux bornes de la 
source va directement dépendre du bilan énergétique global : si le courant produit est plus 
élevé que le courant consommé la tension augmentera jusqu’à atteindre la tension de circuit 
ouvert du générateur. À l’inverse, si le courant consommé par la charge est supérieur au 
courant généré, la tension baissera jusqu’à atteindre zéro. La dynamique du point de 
fonctionnement ne dépend alors que du rapport entre la valeur absolue des courants mis en 
jeu et de la capacité du condensateur. La production de puissance va par conséquent subir 
de larges variations alant d’une puissance nule à une puissance maximale, sans qu’il soit 
réelement possible de prévoir les instants de variation ni leur amplitude. 
200 lux 1000 lux 20000 lux
VMPP [V] 8,9 9,9 11,5
VOC [V] 10,7 12 14,2
VMPP/VOC 0,83 0,83 0,81
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Dans les 2 cas, la récupération d’énergie dépend du reste du circuit et les générateurs ne génèrent 
pas le maximum de puissance possible à chaque instant. Étant donné le faible niveau de puissance 
pouvant être récupéré, il n’est pas question de se contenter d’une production aléatoire des sources. 
Il faut pouvoir les maintenir constamment dans l’état où eles génèrent la puissance de manière 
optimale. Pour ce faire il faut dissocier la tension au niveau du générateur du reste du circuit en 
insérant un convertisseur DC-DC derrière le générateur. Ce convertisseur sera piloté de sorte à 
maintenir la polarisation de la source autour du point d’émission de puissance maximal. C’est ce que 
l’on appele du Maximum Power Point Tracking (MPPT), ou recherche du point de puissance 
maximal. 
3.2 Les diférentes approches possibles de MPPT 
Ce concept de recherche du point de puissance maximal ou Maximum Power Point Tracking n’est pas 
nouveau. De nombreuses publications sur des lois de commandes assurant un tel fonctionnement 
apparaissent régulièrement dans la littérature depuis 1968. Bien qu’ayant à la base été développées 
pour les applications photovoltaïques de moyenne ou forte puissance nous alons passer rapidement 
en revue les diférentes techniques de MPPT de manière pouvoir déterminer celes qui sont 
transposables à la récupération d’énergie ambiante. Nous séparerons les méthodes dites de 
« recherche approchée » des méthodes de « recherche directe ». 
3.2.1 Les méthodes de recherche approchée 
On considère comme méthode de recherche approchée toute méthode essayant de se placer proche 
du point de paissance optimal sans efectuer de recherche dynamique. Ces méthodes sont donc 
généralement fondées sur une connaissance à-priori : 
− Les travaux de Takehara et Kurokami [8] se basent sur une modélisation mathématique de la 
puissance délivrée par la celule. Il s'agit de calculer le point de fonctionnement idéal à partir 
de la mesure du courant et de la tension en sortie du générateur et d'un modèle 
mathématique (dans ce cas la courbe P=f(V) est considérée comme un polynôme d'ordre 3). 
Toutefois cette approche possède plusieurs inconvénients majeurs : une connaissance à 
priori des paramètres physiques de la celule et la nécessité de disposer d'un contrôleur 
possédant une bonne puissance de calcul. Aussi l'eficacité de tels algorithmes n'est pas 
réelement avérée. 
− Le point de puissance maximal peut aussi être déterminé à partir de données experimentales 
stockées dans une table (data lookup table). Il n'est alors plus nécessaire d'embarquer une 
grande puissance de calcul sur le contrôleur, mais ceci au détriment de l’augmentation de 
capacité mémoire pour stocker les données [9]. 
− De nombreuses autres méthodes de recherche approximative existent. On citera pour 
mémoire une technique développée par Pandey, Dasgupta et Mukerjee [10] ne necessitant 
qu’une meusure periodique de la tension de fonctionnement de la celule. Ils visent une 
application industriele bas-cout, la loi est donc une commande numérique minimaliste bien 
adaptée à l’utilisation dans le cadre de WSN alimenté par celule solaire [11]. 
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3.2.2 Les méthodes de recherche directe 
Les méthodes de recherche directe sont capables de s'adapter dynamiquement pour que la source 
travaile toujours, ou plus exactement oscile, autour du MPP. Les résultats obtenus sont très bons, 
les algorithmes décrits dans la suite, s'ils sont utilisés dans de bonnes conditions, ont des eficacités 
proche de 100 % : 
− La recherche par annulation de la dérivée de la puissance : comme pour toute recherche 
d'extremum la solution la plus simple est de rechercher le zéro de la fonction dérivée. 
 0=+=
dt
dU
I
dt
dI
U
dt
dP PV
PV
PV
PV
PV  (eq. III- 12) 
C’est la méthode historique employée par Hartman en 1968 [12]. UPV et IPV sont 
échantilonnés régulièrement de manière à disposer des valeurs instantanées et de leurs 
dérivées temporeles. Le signe de dPPV permet de savoir dans quel sens déplacer le point de 
fonctionnement. En comptant la comparaison à zéro, il faut efectuer 9 opérations à chaque 
cycle, ce qui requiert d'embarquer un calculateur. 
− La méthode « Perturb and Observe » (P&O) : c’est sûrement la méthode la plus répandue à 
ce jour [13]. Le principe est identique, il s'agit encore d'annuler la dérivée, mais cette fois par 
une méthode de type essai-erreur. On ajoute une perturbation sur la tension de polarisation, 
si la puissance diminue alors cela veut dire que l'on s'éloigne du MPP on change donc le signe 
de la perturbation, sinon on recommence. L'algorithme est simple mais nécessite un petit 
microcontrôleur ou un DSP (Digital Signal Processor, processeur de calcul numérique). 
L’eficacité de cete technique est très bonne si les conditions environnementales ne sont 
pas trop changeantes. 
− La méthode de la Conductance Incrémentale (IC) : pour palier à ce problème Hussein et al. 
[14] proposent une méthode basée sur l'équation suivante : 
G
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PV −==−⇒=+=+= 0  (eq. III- 13) 
Le principe est comparable à P&O en plus complexe. Les deux algorithmes ont d'aileurs à 
peu près la même eficacité en statique, même si IC oscile légèrement moins autour du MPP. 
Par contre IC fonctionne bien malgré des conditions atmosphériques changeantes. 
− La méthode de la Capacité Parasite (PC) : le principe de base est le même que IC, mais on 
exprime cette fois le courant IPV comme une fonction de la tension VPV(t), et on prend en 
compte la capacité parasite de la jonction PN [15]. 
− La méthode par oscilations forcées [16] : une perturbation petit-signal haute fréquence est 
ajoutée à la commande du convertisseur DC-DC. Cette perturbation haute fréquence se 
retrouve aussi sur la puissance délivrée par la celule. C’est alors le déphasage entre la 
perturbation sur la commande et son efet sur la puissance qui permet de localiser le MPP (la 
fonction P=f(V) étant croissante puis décroissante, cf. Figure II-3-6). 
− D'autres méthodes plus complexes encore existent [18-21]. Eles sont capables de trouver le 
maximum de puissance global lorsqu’un module est partielement ombragé en utilisant par 
exemple une suite de Fibonacci [22], de la logique floue [23], voire même des réseaux de 
 
 
neurones [24]. On notera aussi une loi de commande purement analogique développée au 
LAAS par Angel Cid Pastor 
Figure III-3-6 
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uniquement de la technologie de la celule. Ainsi à partir de la simple mesure de VOC, il est possible de 
déduire la valeur de VMPP. Nous avons verifié experimentalement cette proporiété pour le module 
photovoltaique SOLEMS et pour le générateur piezoelectrique Midé (cf. II-3-1 et II-3-2). 
Contrairement à Bruneli et al. qui proposent de dédier une partie du module de récupération à la 
mesure en continu de VOC [26], nous opterons pour une mesure périodique de VOC par déconnection 
de la source. Le transfert de puissance est donc totalement coupé durant le temps de la mesure, 
mais le reste du temps la totalité du volume est utilisé pour la récupération d’énergie. 
 
Figure III-3-7 : Schéma électrique de l’échantilonneur bloqueur MPPT proposé 
La Figure II-3-7 présente l’implémentation physique proposé pour la méthode de MPPT décrite ci-
dessus. On retrouve CINA, le condensateur de filtrage en sortie du redresseur, et CINB, le condensateur 
d’entrée du convertisseur DC/DC. Une diode Zener (BZX84C16V) limite la tension redressée 16V 
(tension maximale tolérée par le circuit de contrôle cf II-4-3). L’objectif de ce module MPPT est 
d’échantilonner et de bloquer périodiquement une fraction de la tension de circuit ouvert de la 
source, tel que, lorsque VOC = VOCmax = 16V, on soit en limite haute de la tension d’entrée du 
comparateur : c’est à dire VMPPT = VCOMPh = 2.5V. Pour ce faire nous alons procéder à un échange de 
charge entre les condensateurs CINB et CMPPT : 
− Dans un premier temps une impulsion est envoyée sur la grile du nMOS RST pour décharger 
complètement le condensateur CMPPT, c’est la phase de « reset » du MPPT. 
− Ensuite l’entrée du convertisseur DC/DC est inhibée par l’ouverture du MOS U ce qui à pour 
efet d’isoler la source du reste du circuit. La tension aux bornes des condensateurs CINA,B 
augmente donc jusqu’à atteindre VOC, c’est la phase de « charge ». 
− À ce moment là on commute l’interrupteur SPDT (Single Pole Double Throw) formé par les 
deux MOS A. Le condensateur CINB est donc isolé de la source pour être connecté à CMPPT, 
c’est la phase « d’échange ». 
− Enfin en rétablissant les MOS A et U, CMPPT est finalement isolé du reste du circuit et la chaine 
de puissance est reformée. La régulation de la tension aux bornes de CINB autour d’une 
fraction de la tension stockée dans CMPPT peut reprendre (cf II-4-1), c’est le mode de 
fonctionnement normal du convertisseur DC/DC. 
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Une diode limitatrice de courant (CLD : Curent Limiting Diode) est introduite entre CINB et CMPPT pour 
limiter le courant lors de la phase d’échange et protéger ainsi le MOS A. Si l’on considère la 
conservation de la charge lors de la phase d’échange entre CIN et CMPPT, on peut écrire : 
 
QfQi=
 
(eq. III- 14) 
Avec : 
 
OCINBVCQi .=  (eq. III- 15) 
Et : 
 
MPPTMPPTINB VCCQf ).( +=  (eq. III- 16) 
Si l’on pose : 
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On en déduit : 
 
INBINBMPPT CC
r
r
C .4,5.
1
=
−
=
 
(eq. III- 18) 
 
 
Ainsi si l’on choisit : 
µFCINB 7.4=  
On obtient : 
µFCMPPT 38.25=  
 
 
D’après la définition de α (eq. II-11) on a alors : 
 
MPPTMPP V
r
V .
α
≈
 
(eq. III- 19) 
Avec : 
 
Figure III-3-8 : Comparaison des rapports α/r 
 
Comme le montre la Figure II-3-9, les résultats obtenus sont conformes à nos attentes. L’étage 
d’échantilonnage-blocage fonctionne correctement et présente un caractère linéaire dès 0.3g pour 
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le générateur piézoélectrique et dès 200lux pour le module photovoltaïque. Aussi il est possible 
d’évaluer eficacement la tension du MPP à partir de la tension « stockée » dans le condensateur 
CMPPT multipliée par le rapport calculé dans la Figure II-3-8 ci-dessus. L’eficacité du positionnement 
du MPP est donnée par : 
 MPP
MPPMPPT
MPPT
V
VV
r
−
=
.
α
η
 
(eq. III- 20) 
ηMPPT est supérieur à 99% pour le module photovoltaïque et dépasse 90%, entre 0.3 g et 0.9 g, pour 
le générateur piézoélectrique (Figure II-3-9). Au-delà de 0.75g, la tension de circuit ouvert du 
générateur dépasse 16V la diode Zener DZ écrête alors VOC. Ceci explique la diminution de ηMPPT pour 
les fortes excitations. Une solution envisageable pourrait-être une reconfiguration série/paralèle 
dynamique des couches piézoélectriques du générateur de manière à augmenter le domaine de 
fonctionnement du MPPT. 
 
 
 
Figure III-3-9 : Résultats de simulation et rendement associé pour la procédure de MPPT proposée 
 
 
Au final, la surconsommation induite par le circuit de MPPT proposé est minimale. Il n’y a 
aucune consommation active en continu, si ce n’est cele du comparateur à hystérésis nécessaire au 
fonctionnement du convertisseur DC/DC. Les seules pertes introduites sont celes générées par la 
résistance série du MOS lorsqu’il est passant et surtout l’absence totale de puissance récupérée 
durant la phase d’échantilonnage de VOC. 
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4 Convertisseur DC/DC Single Inductor Multiple Inputs Multiple 
Outputs : DC/DC SI MIMO 
Dans cete quatrième et dernière partie du Chapitre II, nous présenterons le cœur du système de 
gestion de puissance développé dans cette thèse, à savoir le convertisseur DC/DC Single Inductor à 
plusieurs entrées, plusieurs sorties : 
− Dans un premier temps nous détailerons le principe de son fonctionnement en nous basant 
sur des résultats de simulation. 
− Nous argumenterons ensuite les choix technologiques et les dimensionnements pour les 
diférents composants de la chaine de puissance du convertisseur : l’inductance du filtre de 
puissance et les transistors utilisés en commutation. 
− Nous procéderons enfin à une description détailée au niveau matériel et logiciel du circuit 
de commande du convertisseur qui mettra efectivement en œuvre la gestion inteligente de 
la puissance dans le circuit. 
 
4.1 Principe de fonctionnement 
Dans ce premier paragraphe nous alons développer en détail le principe du fonctionnement du 
convertisseur DC/DC Single Inductor Multi-Input Multi-Output (SI MIMO) qui forme le cœur du 
système de gestion de puissance présenté dans cette thèse. Pour ce faire nous procéderons en 3 
temps : 
− Nous présenterons d’abord le fonctionnement d’un convertisseur DC/DC Single Inductor 
Dual-Output (SI DO) double sorties ; 
− Nous verrons qu’un convertisseur DC/DC SI DO n’est pas en mesure de répondre à lui seul à 
la totalité des fonctions atendues pour un système de gestion de puissance mono-source 
complet. Nous introduirons alors le convertisseur DC/DC SI DIDO (Dual-Input Dual-Output) ; 
− Enfin nous détailerons la nécessité de passer à une architecture de type SI MIMO (Multi-
Input Multi-Output) pour prendre en charge plusieurs sources de récupération d’énergie. 
4.1.1 Convertisseur DC/DC simple inductance double sortie : DC/DC SI DO 
Le convertisseur DC/DC SI DO buck est la brique de base du système de gestion de puissance 
présenté dans cete thèse. C’est un convertisseur DC/DC abaisseur (buck) à une entrée et deux 
sorties. L’entrée (IN) est connectée à une source de récupération d’énergie ambiante (pour l’instant 
nous considérerons le cas d’un système mono-source). Une des sorties (OUT1) est connectée à la 
charge, l’autre (OUT2) à un élément de stockage. Le caractère abaisseur du convertisseur impose la 
relation suivante : 
 2,1OUTIN
VV >
 
(eq. III- 21) 
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L’objectif de cet étage de conversion est triple : 
− Réguler la tension VOUT1 autour d’une valeur de consigne (ici 2.8V) ; 
− Assurer d’autre part la régulation de la tension VIN autour de la tension du point d’émission 
de puissance maximale de la source ; 
− « Router » de manière contrôlée la puissance entre la source, le stockage et la charge. 
Dans cette configuration la charge ne peut pas être directement alimentée par l’élément de 
stockage. Cette fonction ne pourra être assurée qu’avec le DC/DC SI DIDO (Dual-Input Dual-Output) 
présenté ensuite. Nous nous plaçons donc dans le cas où Precup > Pconso. 
 
Figure III-4-1 : Convertisseur SIDO buck 
Nous alons voir que le fonctionnement d’un convertisseur DC/DC SIDO buck se rapproche de celui 
du buck traditionnel à la diférence près que ce n’est pas une, mais deux sorties qui sont connectées 
à l’inductance L (Figure II-4-1). Pourtant l’utilisation qui en est faite ici n’est pas traditionnele. 
Généralement la tension d’entrée du convertisseur est lentement variable et l’on régule la tension de 
sortie à un niveau diférent. Ici, l’objectif est de réguler à la fois la tension d’entrée VIN pour assurer le 
MPPT, et la tension de sortie VOUT1 pour respecter les conditions d’alimentation de la charge. Or dans 
un convertisseur classique (1 entrée et 1 sortie) il n’est physiquement pas possible de vouloir forcer 
l’extraction d’une certaine puissance en entrée tout en tentant d’imposer une tension fixe 
quelconque en sortie. En efet, si la tension de sortie est fixée, pour une charge donnée, la puissance 
de sortie est fixée. Ainsi, comme la puissance de sortie et cele à l’entrée du DC/DC sont directement 
liées par le rendement de conversion, la puissance à l’entrée est nécessairement fonction de la 
charge en sortie. Ceci n’est plus le cas pour un convertisseur à 2 sorties, la deuxième sortie 
permettant de router le surplus de puissance vers l’élément de stockage. Comme pour un 
convertisseur buck classique, le hacheur du DCDC SIDO buck (Figure II-4-2) est composé d’un 
élément de commutation, le transistor MOS MP1 (partagé avec l’étage MPPT S&H présenté 
précédemment) et une diode de roue libre, DFW. 
 
Figure III-4-2 : Hacheur du DCDC SIDO buck 
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Le MOS MP1 est piloté par hystérésis de sorte que la tension VIN soit régulée autour de VMPP : Lorsque 
MP1 est passant la source est connectée à l’inductance. Étant donné que VOUT1<VIN (ou VOUT2<VIN) le 
courant dans l’inductance augmente, di/dt = (VIN-VOUT1,2)/L > 0. La tension VIN commence alors à 
diminuer jusqu’à ce qu’ele atteigne la valeur limite basse (VMPP-HYSTIN)/2. On ouvre alors MP1. La 
source est déconnectée et VIN remonte. L’inductance est maintenant reliée à la masse par la diode de 
roue libre, et le courant dans l’inductance diminue (di/dt= - VOUT1,2/L). Le courant ne peut pas devenir 
négatif à cause de la diode de roue libre DFW. Il y a donc un temps mort dans l’inductance (i=0) 
jusqu’à ce que la tension VIN atteigne la valeur limite haute (VMPP+HYSTIN)/2 et le cycle recommence. 
La Figure II-4-3 montre l’évolution des diférentes tensions et du courant dans l’inductance lors d’un 
cycle de hachage. 
 
Figure III-4-3 : Évolution des différentes tensions et du courant dans l’inductance lors d’un cycle de 
hachage 
Paralèlement, et de manière totalement indépendante, l’étage de sortie du convertisseur (Figure 
II-4-4) route la puissance, soit vers la sortie 1 régulée en tension, soit vers l’élément de stockage. De 
manière pratique cela est réalisé par une paire de transistors MOS complémentaires (MP2 et MN3). 
Ces deux transistors sont pilotés par un autre comparateur à hystérésis qui asservit la tension VOUT1 
autour de la tension de consigne. Lorsque VOUT1 < (VREF-HYSTOUT)/2 la puissance incidente est dirigée 
vers la sortie 1. Lorsque VOUT1 > (VREF+HYSTOUT)/2 la puissance incidente est alors dirigée vers 
l’élément de stockage. 
 
Figure III-4-4 : Étage de sortie du DCDC SIDO buck 
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U
IL
VOUT1
 
 
108 CHAPITRE II 
La Figure II-4-5 simule un exemple où l’énergie incidente est partagée entre les deux sorties lors de 
la phase de charge de l’inductance. VOUT1 atteint la tension limite maximale alors que la source est 
connectée à l’inductance. La sortie 2 prend alors le relai pour extraire les charges supplémentaires. 
Ce mode de fonctionnement est appelé « Ordered Power Distributive Control » (OPDC) [27]. Le 
changement de sortie peut tout aussi bien se produire lors de la phase de roue libre. Cela n’a pas 
d’incidence sur le bon fonctionnement du hacheur asynchrone décrit au dessus. Les diodes D1 et D2 
évitent tout retour de courant ou court-circuit entre les deux sorties, eles pourraient de plus être 
mises à profit dans le cadre d’une architecture buck-boost (abaisseur-élévateur). 
 
 
Figure III-4-5 : Exemple où l’énergie incidente est partagée entre les deux sorties lors de la phase de 
charge de l’inductance 
Au final le fonctionnement du DCDC SIDO buck peut être décrit simplement par deux commandes par 
hystérésis fonctionnant en paralèle et pouvant être représentées par une machine à état à 2 entrées 
(la sortie des 2 comparateurs à hystérésis) et 3 sorties (les signaux de commandes des griles des 
transistors du convertisseur) : 
 
 
Figure III-4-6 : Graphe de fluences de la machine à état du convertisseur DC/DC SIDO 
 
Les conditions de transition entre 2 états sont notées sur la flèche correspondante. Les états 
correspondants sont donnés par la Figure II-4-7. La convention adoptée pour le vecteur de sortie 
[A B C] est : ‘1’ transistor passant, ‘0’ transistor bloqué. 
VIN
VOUT1
VOUT2
i1
VinVMPP
‘0’
‘1’
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Vref1
‘0’
‘1’
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Figure III-4-7 : États et combinaison de sortie pour la machine à états du convertisseur DC/DC SIDO 
Nous verrons dans la suite que cete représentation sous forme de machine à état est très puissante 
et permet facilement de décrire et de simuler des systèmes aux comportements complexes. Ce point 
sera abordé lorsque nous détailerons le circuit de contrôle du convertisseur au Chapitre II-4-3. 
4.1.2 Convertisseur DC/DC simple inductance double-entrées double-sorties :DC/DC SI DIDO 
Nous venons de voir qu’un convertisseur SIDO est capable de : 
− Réguler la tension VOUT1 ; 
− Réguler la tension VIN de manière à assurer la fonction de MPPT ; 
− Router de manière contrôlée le surplus de puissance récupérée vers l’élément de stockage 
dans le cas où Precup > Pconso. 
Mais le convertisseur SIDO ne permet pas de réutiliser l’énergie stockée dans la batterie pour 
alimenter la charge dans le cas ou Precup < Pconso. Pour ce faire il faut utiliser un deuxième 
convertisseur reliant directement l’élément de stockage à la charge (Figure II-4-8-a). 
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(a) SIDO (b) SIDIDO 
Figure III-4-8 : Architecture SIDO vs SIDIDO 
Comme nous l’avons introduit au Chapitre I, en 2003 Lam et al. [28] ont proposé d’utiliser un 
convertisseur DC-DC Single Inductor à deux entrées et deux sorties (Dual Inputs Dual Outputs, DIDO) 
pour réaliser un système de gestion de batterie (Battery Management System, BMS). L’idée avancée 
est de connecter l’élément de stockage à la fois en entrée et en sortie du convertisseur (Figure 
II-4-8-b). En efet nous venons de montrer que le courant dans l’inductance du convertisseur SIDO 
présente de longues phases de « temps mort » (courant nul). Il est donc possible de « réutiliser » 
cette inductance pour un autre convertisseur DC/DC. Cela revient ainsi à multiplexer temporelement 
un convertisseur DC/DC SIDO et un convertisseur DC/DC classique autour de la même inductance. 
Ceci peut être réalisé en rajoutant simplement un transistor à la structure du convertisseur SIDO : 
 
Figure III-4-9 : Convertisseur DC/DC SI DIDO buck 
Il reste donc à trouver une solution pour déterminer dans quel état se trouve le système : 
− Faible charge : Precup > Pconso (batterie en charge) ; 
− Forte charge : Precup < Pconso (décharge de la batterie). 
Pour déterminer le mode de fonctionnement dans lequel le circuit se trouve, nous utiliserons la 
tension aux bornes du condensateur de découplage de la sortie 1. 
En efet, considérons le circuit suivant : 
 
Figure III-4-10 : Bilan de puissance aux bornes d’un condensateur 
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On peut écrire : 
 dt
dV
CVPP INOUT −=
 
(eq. III- 22)
 
On en déduit donc que : 
 dt
dV
PP INOUT µ− )(
 
(eq. III- 23)
 
 
Ainsi le sens de variation de la tension aux bornes d’un condensateur est l’image du bilan de 
puissance du nœud du circuit auquel il est connecté. Par conséquent, la sortie 1 étant toujours la 
sortie prioritaire dans le mode de fonctionnement OPDC décrit précédemment (II-4-1-1), si la 
tension VOUT1 passe sous la tension VREF1-HYSTOUT/2 c’est que la puissance récupérée est inférieure à 
la puissance consommée par la charge et il faut alors utiliser la batterie pour alimenter la charge. On 
peut ainsi se servir de ce niveau de tension pour déclencher la transition du mode de charge à celui 
de décharge de la baterie. Un comparateur supplémentaire sufit donc pour déterminer le mode de 
fonctionnement adéquat. Ce mécanisme peut-être décrit par une machine à états qui comporte 
maintenant 3 entrées (les sorties des 3 comparateurs) et 4 sorties (les 4 signaux de commande des 
griles des transistors du convertisseur). On retrouve les 4 états correspondant au fonctionnement 
SIDO (mode faible charge) auxquels se rajoutent 5 autres états pour régir l’utilisation de la batterie 
(Figure II-4-11). À noter que la protection contre la décharge profonde de la batterie peut être 
simplement réalisée en inhibant la transition vers le mode forte charge lorsque la tension de batterie 
est inferieur à un certain seuil (signal LBO : Low Battery Output). 
 
 
 
Figure III-4-11 : Graphe de fluences de la machine à état du convertisseur DC/DC SI DIDO 
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Le vecteur de sortie [A B C D] est codé selon la même convention que précédemnent (‘1’ : transistor 
passant, ‘0’ : transitor bloqué) 
 
Figure III-4-12 : États et valeurs de sorties de la machine à états du convertisseur SI DIDO 
4.1.3 DC/DC SI MIMO : Convertisseur DC/DC simple inductance multi-entrées multi-sorties 
Nous avons vu qu’un convertisseur DC/DC SI DIDO permet de réaliser toutes les taches d’un système 
de gestion de puissance mono source, en multiplexant dans le temps un convertisseur DC/DC SI DO 
et un convertisseur DC/DC classique. En ajoutant encore un transistor supplémentaire, on autorise 
l’hybridation de deux sources de récupération d’énergie. On parle alors de convertisseur DC/DC SI 
MIMO (Figure II-4-13). 
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Figure III-4-13: Convertisseur DC/DC SI MIMO buck 
En définitive, avec un DC/DC SI MIMO, il est ainsi possible de multiplexer dans le temps 3 
convertisseurs : 
− Deux convertisseurs DC.DC SI DO, connectés chacun à une des deux sources (respectivement 
VIN1 le générateur piézoélectrique et VIN2 la celule photovoltaïque) et partageant le même 
élément de stockage (la batterie fine au LIPON VOUT2) ; 
− Et un convertisseur DC/DC classique reliant la baterie (VOUT2) à la charge (VOUT1). 
Dans notre cas, ces 3 convertisseurs sont abaisseurs (architecture buck) ce qui implique la limitation 
suivant sur les tensions : 
 122,1 OUTOUTIN
VVV >>
 
(eq. III- 24)
 
La machine à état du convertisseur DC/DC SI MIMO est plus compliquée. Une représentation sous 
forme de table en est donnée en Annexe 2. Nous étudierons aussi en détail les diférentes étapes de 
sa synthèse dans la section suivante (Chapitre II-4-3). 
  
(a) Faible charge (b) Forte charge 
Figure III-4-14 : Résultats de simulation du convertisseur DC/DC SI MIMO buck 
La Figure II-4-14 résume les diférents modes de fonctionnement du convertisseur DC/DC SI MIMO. 
Figure II-4-14-a représente le mode de fonctionnement sur charge faible (50 µA). On observe que les 
deux entrées VPV et VPZ sont bien régulées autour de leur point d’émission de puissance maximal 
respectif. La tension de sortie VOUT1 est bien régulée autour de 2.8V, et le surplus d’énergie est 
convenablement routé vers la batterie (cf. les élévations brusques de tension au niveau du nœud 
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VBAT). Dans la partie « zoomée » de la courbe, on voit aussi que le partage entre la sotie 1 et la sortie 
2 est bien assuré. La Figure II-4-14-b représente le mode de fonctionnement sur forte charge. Le 
courant consommé par la charge est de 500 µA, ce qui représente une puissance supérieure à la 
puissance récupérée par les 2 sources de récupération. La batterie est donc périodiquement utilisée 
dans le but de toujours assurer la régulation de la tension VOUT1 autour de 2.8V (cf les brusques 
chutes de tensions au niveau du nœud VBAT). On observe là encore que les tensions d’entrée VPV et 
VPZ sont régulées autour des points de puissance maximum respectifs. Dans la partie « zoomée » on 
peut voir que, bien que l’on soit en mode forte charge, l’énergie provenant des sources de 
récupération est toujours utilisée, le système repasse même temporairement en mode faible charge 
suite à l’absorption d’un lot de charge provenant du module piézo. La tension de seuil basse est 
volontairement choisie éloignée de VOUT1 pour metre facilement en évidence les transitions entre le 
mode faible charge et forte charge. 
 
4.1.4 Conclusion 
Ces résultats confirment qu’un convertisseur DC/DC SI MIMO, associé à l’étage 
d’échantilonnage blocage de la tension de MPP décrit précédemment, permet de remplir tous les 
objectifs que nous avions fixés pour notre système de gestion de puissance pour l’alimentation 
électrique d’un WSN, à savoir : 
− L’hybridation de plusieurs sources de récupération d’énergie avec un élément de stockage ; 
− La polarisation de chacune des sources de sorte qu’eles délivrent leur puissance maximale ; 
− La gestion de l’élément de stockage, tant à la charge qu’à la décharge ; 
− Une régulation de la tension de sortie pour alimenter le nœud. 
 
 
  
(a) DC/DC SI MIMO buck (b) DC/DC SI MIMO buck-boost 
Figure III-4-15 : Perspectives d’évolution de l’architecture de convertisseur DC/DC SI pour la gestion de 
puissance 
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À noter que l’on peut généraliser le concept pour obtenir un système de gestion de puissance pour N 
sources de récupération d’énergie, I éléments de stockages, et K tensions régulées (Figure II-4-15-a). 
Il est même possible de s’afranchir de la limitation sur les tensions (VIN > VBAT > VOUT) en 
implémentant une architecture buck-boost (abaisseur-élévateur) pour chacun des convertisseurs 
DC/DC composant le convertisseur DC/DC SI MIMO (Figure II-4-15-b). 
4.2 Dimensionnement du convertisseur 
Nous venons de voir que la structure interne du convertisseur DC/DC SI MIMO n’est composée que 
d’interrupteurs, d’inductances et de condensateurs. Un bon dimensionnement de ces éléments est 
donc essentiel pour optimiser le rendement du convertisseur. Dans cete partie, nous énoncerons les 
arguments et les diférents compromis qui ont mené aux choix technologiques efectués. 
Nous commencerons par présenter le dimensionnement du filtre de puissance (inductance, 
condensateurs), puis nous justifierons le choix des transistors utilisés comme éléments de 
commutation. 
4.2.1 Le filtre de puissance (LC) 
Le rôle du filtre LC dans une alimentation à découpage est essentiel. De son dimensionnement 
découlent toutes les grandeurs importantes du convertisseur (fréquence de fonctionnement, 
oscilation résiduele du courant et de la tension, rendement etc.). Les condensateurs peuvent être 
considérés comme découplant chacune des tensions d’entrées/sorties du convertisseur. L’inductance 
est quant à ele le composant qui permet de lisser les variations de courant lors des commutations 
des transistors du convertisseur. 
 
Figure III-4-16 : Condensateur céramique multicouches CMS 
Nous utiliserons des condensateurs céramiques multicouches montés en surface (Figure II-4-16). 
Cette technologie permet d’atteindre de très bonnes densités de puissance et une très faible 
autodécharge. Ce sont des composants couramment utilisés sur les circuits électroniques il est donc 
facile d’approvisionner des condensateurs dont la capacité peut aler jusqu’à la centaine de µF pour 
des volumes de quelques milimètres cubes. On choisira des condensateurs dont la tension maximale 
est de 16V pour les entrées et de 6.3V pour les sorties. Le diélectrique sera de préférence choisi de 
type « X5R » pour limiter les dérives de la capacité avec la température. 
Comme nous le mentionnions auparavant, le temps mis par chacune des sources de récupération 
pour atteindre sa tension de circuit ouvert dépend de la capacité des condensateurs sur les entrées 
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correspondantes du convertisseur DC/DC. Plus cete capacité est grande, plus la dynamique du nœud 
est lente. Par conséquent, une capacité trop grande nuira au rendement du MPPT, en augmentant la 
durée du processus d’échantilonnage de la tension en circuit ouvert, et donc la durée pendant 
laquele la source est déconnectée du circuit. D’un autre coté nous avons vu que les entrées du 
convertisseur DC/DC associées aux sources de récupération sont pilotés par une commande à 
hystérésis. Ainsi, les fréquences de fonctionnement de ces entrées vont directement dépendre de la 
taile des condensateurs associés. Plus la capacité est faible, plus la fréquence de commutation est 
élevée, et donc les pertes par commutation aussi. Une capacité trop faible engendrera par 
conséquent une diminution du rendement du convertisseur. 
Au final, nous avons choisi 9,4 µF (2 condensateurs de 4.7µF) pour les entrées connectés aux sources 
de récupération, 100µF pour la sortie régulée, et 500µF en paralèle avec la baterie (cf. Chapitre I). 
 
 
(a) (b) 
Figure III-4-17 : Inductance CMS 
Le choix de l’inductance est là encore le résultat d’un compromis entre plusieurs facteurs : la taile, 
les spécifications requises pour la conversion de puissance, et le coût du composant. Une inductance 
de faible valeur coûte moins cher, mais conduira à une plus grande ondulation du courant, avec le 
risque de saturer le circuit magnétique, ce qui diminue la valeur de l’inductance. À volume constant, 
plus la valeur de l’inductance est grande, plus sa résistance série augmente, et plus le courant 
maximum diminue. En considérant les courants mis en jeu dans notre application, il est possible de 
trouver des inductances de quelques dizaines de milimètres cubes (Figure II-4-17-a) dont la valeur 
peut s’élever jusqu’à 100µH, pour une résistance série de l’ordre de l’Ohm. Au-delà, jusqu’à 1 mH, 
pour obtenir les mêmes caractéristiques, on ne trouvera que des inductances de type « wire 
wound » (Figure II-4-17-b) dont le volume est supérieur. 
Dans le chapitre suivant nous verrons que, pour les premiers prototypes, nous avions choisi une 
inductance de 47 µH dont la résistance série n’est que 670 mΩ, pour un courant maximum toléré de 
400 mA et un volume de 20 mm3 (KEMET - L1210R470M). Cele-ci nous semblait être le meileur 
compromis possible entre les diférentes contraintes évoquées ci-dessus. Mais ce raisonnement ne 
tient pas compte d’un point important qui est la dynamique de la commande. En efet, le couple LC 
du filtre de puissance, formé par le condensateur du port d’entrée et l’inductance du convertisseur, 
fixe la dynamique de la tension sur le nœud d’entrée lors de la commutation du MOS amont. Ainsi il 
faut que la dynamique de ce nœud soit compatible avec la rapidité du comparateur à hystérésis 
faute de quoi la commande MPPT ne peut fonctionner correctement. 
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Aussi on peut considérer le circuit suivant : 
 
Figure III-4-18 : Schéma équivalent du convertisseur DC/DC lors de la phase de transfet de la puissance 
récupérée 
Où C correspond à la capacité reportée sur l’entrée du convertisseur DC/DC, L est l’inductance du 
convertisseur, et VO est considérée constante (2.8V ou 4V selon la sortie considérée, mais cete 
valeur n’a pas d’importance dans le calcul). On a donc un vison simplifiée du convertisseur DC/DC 
pendant la phase de commutation lorsque le MOS amont est passant (i.e. VMPP + HYSTIN/2 > VI > 
VMPP - HYSTIN/2) et on peut écrire : 
 LC
V
V
LCdt
Vd O
I
I =+ .
1
2
2
 
(eq. III- 25)
 
La solution de cette équation diferentiele : 
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(eq. III- 26)
 
L’instant tt tel que VI(tt)=VO, est alors donné par : 
 
LCtt .
2
π
=   ou  
C
t
L t
.
.4
2
2
π
=
 
(eq. III- 27) ou (eq. II- 28)
 
Si l’on analyse l’évolution du temps de transition des comparateurs disponibles dans le commerce, 
on observe une évolution exponentiele de cette dernière (Figure II-4-19). Plus un comparateur est 
rapide, plus il consomme. Ceci s’explique principalement par l’augmentation du courant de 
polarisation de l’étage diférentiel du comparateur. 
 
Figure III-4-19 : Évolution du temps de transition des comparateurs en fonction de leur consommation 
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Pour éviter de diminuer le rendement du convertisseur DC/DC nous 
basse consommation dans le circuit de contrôle (cf
consommation statique n’excède
conséquent, même en prenant 
convertisseur seulement 10 fois plus lente que la vitesse moyenne des comparateurs «
power », ce qui, nous verrons dans le dernier chapitre de cette thèse
la régulation MPPT de manière satisfaisante
EPCOS - B82477G4105M : 1.68 Ω
de 1.31cm3. 
4.2.2 Les transistors 
Figure III-4-20 : Schéma du modèle SPICE level 3 des transistor Si1551(P&N)
Lorsque l’on conçoit une alimentation
commutation est critique. En théorie i
puissance dissipée et donc optimiser le r
être exprimée comme la somme de la puissance statiq
 
Avec : 
 
Et 
 
Où RON correspond à la résistance des transistors 
grile. Lorsque l’on conçoit un ASIC de puissance
géométrique des transistors. En augmentant 
augmente aussi Cgg, qui est proportionnel au produit W.L (largeur x longueur)
fréquence de commutation et le courant rms dans les transistors
manière à minimiser les pertes. 
avons choisi 
. Chapitre IV). Les comparateurs dont la 
 pas 1µA ont un temps de transition de l’ordre de 10µs.
une inductance de 1 mH, on obtient une dynamique de l
, n’est pas sufisant pour assurer 
. L’inductance de 1 mH finalement choisie est le 
 de résistance série, un courant maximum de 55
 
 à découpage, le choix et le dimensionnement
l existe un point de dimensionement idéal pour minimiser la 
endement du convertisseur [29]. La puissance dissipée
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à l’état passant et Cgg la capacité rapportée à la 
, on a directement accès au dimensionnement 
la largeur de la grile (W) on diminue R
. Ainsi en connaissant la 
, on peut choisir les transistors
des composants très 
 Par 
’entrée du 
 ultra-low 
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0mA, et un volume 
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(eq. III- 29)
 
(eq. III- 30)
 
(eq. III- 31)
 
on, par contre, on 
 de 
 
 
119 CONVERTISSEUR DC/DC SINGLE INDUCTOR MULTIPLE INPUTS MULTIPLE OUTPUTS : DC/DC SI MIMO 
 
Figure III-4-21 : Évolution de la fréquence de commutation et du courant dans l’inductance en fonction de 
la puissance récupérée et du courant de charge 
Dans le cas de notre circuit, la fréquence de commutation n’est pas fixée (Figure II-4-21). Ele dépend 
principalement de la puissance récupérée, de la largeur de l’hystérésis autour de la tension de 
référence VMPPT et de la capacité du condensateur CIN. Plus la puissance récupérée est grande, plus 
l’hystérésis est étroite, et plus la capacité est petite, plus la fréquence de fonctionnement augmente. 
De plus le courant qui passe dans les transistors est fonction de la charge (Figure II-4-21). Or nous 
avons vu dans les chapitres précédents que la consommation d’un nœud de WSN varie de plusieurs 
ordres de grandeurs dans le temps (mode sleep / mode actif). Il est donc impossible de trouver un 
unique point de fonctionnement nominal pour le convertisseur. Waltisperger et al. proposent de 
segmenter les transistors du convertisseur de manière à pouvoir moduler dynamiquement les 
paramètres physiques des éléments de commutation du convertisseur [11]. L’utilisation de 
transistors discrets ne nous permet pas de contrôler directement les paramètres géométriques. La 
seule optimisation possible à ce niveau reste alors le choix de la référence du composant. Nous avons 
simulé plusieurs transistors MOS pour finalement arrêter notre choix sur les modèles Si1551(P&N) et 
Si1300BDL de Vishay. Ces transistors, de par leur faible capacité de grile, permetent de limiter les 
pertes en commutation. La contrepartie est une résistance à l’état passant, et donc des pertes 
statiques, plus élevées. 
 
Figure III-4-22 : Paramètres électriques des transistors choisis 
 
4.2.3 Conclusion 
Le dimensionnement des composants constituant la chaine de puissance d’un convertisseur 
DC/DC n’est pas un problème simple. Les compromis efectués sont déterminants au regard du 
rendement final de l’étage de conversion. La simulation a permis de guider nos choix en nous 
permettant d’arbitrer entre plusieurs références de composants. Au final nous nous sommes 
arrêtés sur l’utilisation des Si1551(P&N) et du Si1300BDL pour les transistors et d’une inductance de 
1 mH (B82477G4105M). Ces choix seront validés expérimentalement dans le Chapitre IV. 
 
 
120 CHAPITRE II 
4.3 Contrôle du convertisseur DC/DC 
Depuis le début de ce chapitre nous 
DC/DC SI MIMO. Dans cette section,
contrôle qui mettra efectivement en œuvre la gestion inteligente de la puissance 
le stockage, et les charges. Cette partie sera divisée en trois temps
− Nous présenterons dans un premier 
− Dans un deuxième temps
machine à états que nous avons 
− Enfin nous verrons les diférentes
implémentation dans le 
Nous mettrons là encore l’accent sur l’
environnement de simulation VHDL
mixte du système simulé : matériel/logiciel, analogique/numérique, 
Figure III-4-23 : État de l’art de la consommation des principaux microcontrôleurs ultra
consommation dans leurs différents modes de fonctionnement
4.3.1 Architecture matériele du circuit de contrôle et de gestion
Le rôle du circuit de contrôle et de gestion est d’assur
transistors de manière à, d’une part séquencer correctement la procédure de MPPT décrite au II
et, d’autre part, assurer le fonctionnent du convertisseur DC/DC SI MIMO comme décrit au II
et gestion de la puissance
n’avons décrit que le fonctionnement attendu 
 nous alons présenter en détail la conception 
 : 
temps l’architecture matériele du circuit de contrôle
, nous décrirons l’aspect logiciel de la commande en 
développée ; 
 étapes de la réduction de la machine à état
microcontrôleur. 
intérêt et la puissance d’une simulation globale dans un 
-AMS. Cette démarche prenant alors tout son sens par la nature 
électrique/multi
 
 
er la commande des griles des diférents 
 
du convertisseur 
du circuit de 
entre les sources, 
 ; 
détailant la 
, en vue de son 
-physique. 
 
-basse 
-3-4, 
-4-1-3. 
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Au début de ce travail de thèse, nous envisagions de concevoir le circuit de contrôle uniquement à 
base de composants analogiques basse consommation et de portes logiques discrètes. Mais, 
rapidement le choix de l’utilisation d’un microcontrôleur s’est imposé. En efet, après analyse des 
principaux microcontrôleurs alors disponibles dans le commerce, il est apparu que, pour les meileurs 
d’entre eux, la consommation minimale en mode actif s’élevait seulement à quelques microampères 
(Figure II-4-23), ce qui, selon nos mesures, est équivalent à la consommation de quelques portes 
logiques discrètes2. Avec un microcontrôleur, on dispose en outre, de modules de temporisation et 
de séquencement fiables et simples d’utilisation (timer), mais aussi et surtout du caractère 
reprogrammable qui permet de dissocier clairement la partie logiciele de la partie matériele du 
circuit de gestion. La contrepartie à cela est que, pour consommer peu, la fréquence de 
fonctionnement du microcontrôleur doit être choisie la plus basse possible. 
 
Figure III-4-24 : Évolution du courant d’alimentation d’un PIC16LF en fonction de la fréquence 
d’horloge 
 
Nous avons arrêté notre choix sur un microcontrôleur PIC de la famile 16LF, le PIC16LF1827. Sa 
consommation n’est que de 4.8µA en mode actif lorsque l’horloge LF à 31kHz est sélectionnée 
(Figure II-4-24). De plus, ce microcontrôleur 8 bits dispose de 2 comparateurs basse consommation, 
d’un convertisseur analogique-numérique, ainsi que tous les périphériques classiques associés à la 
famile 16F (un jeu complet d’interruptions, une liaison série asynchrone, une horloge temps réel…). 
Bien que dans notre application le microcontrôleur doit toujours être en mode actif, on notera une 
consommation record en mode sommeil de seulement 30nA. Au chapitre I, nous avons vu que ceci 
était un avantage décisif lorsque l’on choisit d’adopter un fonctionnement en mode pulsé pour 
diminuer la consommation moyenne. Aussi tout le travail efectué sur ce microcontrôleur dans cette 
thèse assure pour le laboratoire la mise à disposition d’une chaine de développement logiciele sur 
un microcontrôleur adaptée pour d’autres projets très basse consommation. 
 
                             
2
 Mesures efectuées sur diférents composants de la famile AUP commercialisée par NXP. 
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Figure III-4-25 : Fonctions de transfert des différents comparateurs u
Déjà au II-4-1-3 nous annoncions l’utilisation de comparateurs pour surveiler le franchissement de 
seuils sur les tensions d’entrée et de sortie du convertisseur (
comparaisons constitueront les entrées d’
contrôle des griles du transistor du convertisseur DC/DC. Cette machine à 
implémentation dans le microcontrôleur
comparateurs et que le microcontrôleur
de sortie du microcontrôleur est donc de 0 
satisfaisante les transistors MOS
commuter les transistors à partir de la commande 0
des comparateurs. La tension d’
disponible dans le circuit. Ele est donnée par un réseau de diodes (
fonctionnement ce sera VBAT, VIN1
assuré en comparant la commande 0
(a) 
Figure III-4-26 : Architectures possibles pour le circuit de contrôle du circuit de gestion de puissance
Nous venons de voir que l’utilisation d’un 
sélectionner la fréquence d’horloge l
ce qui est un ordre de grandeur 
basse consommation. Il n’est donc pas envisageable d’utiliser directement le 
calculer les signaux de commande des level
comparateur-microcontrôleur-levelshifter serait bien trop important. Nous avons donc 
d’utiliser le microcontrôleur pour 
étage supplémentaire composé de multiplexeurs analogique
  
i2
‘0’
‘1’
i1
Vin1VMPP1
‘0’
‘1’
tilisés pour le circuit de gestion de 
puissance 
Figure II-4-25). 
une machine à états capable de fournir les signaux de 
, seront détailés plus loin dans cette partie. Les 
 sont alimentés par la sortie VOUT1. La dynamique des signaux 
– 2,8V ce qui n’est pas sufisant pour piloter de manière 
. Il faut donc un étage de « driver » de MOS capable de faire 
 – 2,8V. Pour ce faire, nous utiliserons là encore 
alimentation VMAX de ces comparateurs est la tension maximale 
Figure II-4-27
 et VIN2. Ainsi le changement de niveau de logique (level
 – 2,8V avec une tension de référence de 1,2V.
 
(b) 
microcontrôleur est possible à la seule condition 
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Au final, le schéma complet du circuit de contrôle est le suivant : 
 
 
Figure III-4-27 : Schéma complet du circuit de contrôle 
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4.3.2 Le logiciel du circuit de contrôle et de gestion 
Après avoir présenté l’aspect matériel du circuit de contrôle qui pilote les transistors de la chaine de 
puissance du convertisseur DC/DC SI MIMO, intéressons nous maintenant à l’aspect logiciel associé 
qui porte toute l’inteligence de la gestion de puissance : 
− Nous introduirons d’abord le concept de logique séquentiele. Ce faisant nous montrerons 
comment l’utilisation d’une machine à états est toute indiquée pour le support de 
l’inteligence du circuit de gestion de puissance. 
− Nous donnerons ensuite les diférentes étapes du processus d’encodage de cete machine à 
état de manière à pouvoir l’implémenter eficacement dans un microcontrôleur. 
 
4.3.2.1 Logique séquentiele et machine à états 
D’une façon complémentaire à la logique combinatoire, la logique séquentiele permet d’organiser 
les calculs booléens dans le temps. Ele permet ainsi de concevoir des algorithmes de calculs 
puissants et des machines à calculer génériques comme les processeurs et, ce qui nous intéresse ici 
en particulier, les machines à états [30]. En efet, contrairement à un circuit combinatoire où la 
connaissance des valeurs d’entrées à un instant donné sufit à déterminer les valeurs de sorties 
(Figure II-4-28-a), les sorties d’un circuit séquentiel peuvent être aussi fonction de l’évolution des 
valeurs d’entrées. Par conséquent une même combinaison présentée à plusieurs reprises aux entrées 
d’un circuit séquentiel peut conduire à des résultats diférents (Figure II-4-28-b). 
 
 
 
 
(a) Logique combinatoire (b) Logique séquentiele 
Figure III-4-28 : Logique séquentiele vs. logique combinatoire 
Ce non-déterminisme apparent prend sa source dans une fonction propre à la logique séquentiele : 
la mémorisation. En efet la valeur de la sortie ne dépend plus uniquement des entrées, mais aussi de 
« l’état du système » porté par une ou plusieurs variables internes (VI). La valeur de ces variables 
dépend du séquencement des valeurs des entrées, c'est-à-dire des valeurs actueles, mais aussi des 
valeurs passées. Ainsi ces variables internes mémorisent une partie de l’histoire du circuit. Un circuit 
logique séquentiel est donc un circuit combinatoire qui détermine les sorties et les variables internes, 
à partie des entrées et des variables internes. C’est ce rebouclage, ilustré dans la Figure II-4-28-b, 
qui réalise la fonction de mémorisation propre à la logique séquentiele. 
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Dans notre travail, nous utilisons de manière couplée plusieurs circuits séquentiels : une machine à 
états et des comparateurs à hystérésis3. L’inteligence de l’algorithme de gestion de l’énergie est en 
grande partie portée par la fonction de mémorisation induite par l’utilisation d’un circuit séquentiel. 
Ceci nous permet d’obtenir un comportement complexe avec un circuit relativement simple, et donc 
un coût énergétique réduit. 
La machine à états utilisée pour le convertisseur DC/DC SI MIMO comporte 6 entrées : 2 entrées 
logicieles (y1 et y2), internes au microcontrôleur, permetant de faire communiquer les procédures 
de MPPT de chacune des sources avec la machine à états, et les 4 sorties des comparateurs à 
hystérésis (i1, i2, o1
a et o1
b), et 8 sorties : 4 sorties pour le pilotage des transistors de l’étage MPPT 
(EIN1,2 et RST1,2) et 4 sorties pour le pilotage des transistors du convertisseur DC/DC (XA, XB, XC et 
XD). Il n’est pas aisé de donner une représentation graphique de cete machine à état comme nous 
l’avions fait au II-4-1-1 et au II-4-1-2 pour les convertisseurs SI DO et DIDO. Nous donnerons ici la 
matrice des phases (Figure II-4-29) qui correspond à une représentation matriciele de la machine à 
états. 
À chaque ligne correspond un état du système. Cet état, dit stable, est représenté en rouge sur la 
Figure II-4-29. À chacun de ces 52 états stables correspond une configuration des variables de sorties 
(cf Annexe 2). Sur chaque ligne on représente aussi les transitions possibles entre l’état présent du 
système et l’état suivant en fonction de l’évolution des entrées. Ces transitions sont matérialisées par 
des états représentés en bleu sur la Figure II-4-29. Ces états sont dits instables car durant un laps de 
temps ∆t, les valeurs en entrée et en sortie des lignes à retard (Figure II-4-28-b) sont diférentes. Un 
état instable peut mener soit à un nouvel état stable, soit à un autre état instable, on parle alors de 
course ou de cycle. Lorsque l’on conçoit une machine il faut s’assurer que ces courses soient finies, et 
que le système atteint toujours un état stable. À noter que dans la théorie de la logique séquentiele 
asynchrone [30], on considère qu’il est impossible de modifier simultanément l’état de deux 
variables. Dans ces conditions, pour lever toute ambigüité lors de la synthèse d’une machine à états, 
il est nécessaire de définir le comportement du système selon l’ordre dans lequel les variables 
changent d’état. On remarquera de plus que certaines configurations du vecteur d’entrées ne 
correspondent à aucun état. Il s’agit de configurations interdites, normalement impossibles à 
atteindre à cause du lien qu’il existe entre o1
a et o1
b (il est impossible que VOUT1 > VREF1 et VOUT1 < VLOW1 
en même temps cf. Figure II-4-25). 
4.3.2.2 Réduction et codage de la machine à états de commande du convertisseur DC/DC SI MIMO 
Bien qu’il soit tout à fait possible de coder directement une tele machine ce n’est pas la solution la 
plus avantageuse en termes de ressources. Dans ce paragraphe nous détailerons les diférentes 
étapes du processus de réduction de la machine à états qui permetra de l’implémenter de manière 
optimale dans le microcontrôleur. En efet, nous avons vu que, dans la logique séquentiele, l’état du 
système était porté par les variables internes (VI). L’objectif pour nous ici est donc de trouver le 
codage optimal qui simplifiera au maximum la représentation de ces VI dans le microcontrôleur. 
                             
3
 Les comparateurs à hystérésis sont aussi des composants séquentiels : un même niveau d’entrée peut 
correspondre aux deux états de sortie, ce n’est que l’histoire de l’évolution de la tension diférentiele en 
entrée qui permet de donner le niveau de sortie. 
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Figure III-4-29 : Matrice des phases de la machine à états du convertisseur DC/DC SI MIMO 
La solution la plus simple consiste à attribuer une variable interne par état. Par exemple pour trois 
états on pourra utiliser les valeurs binaires 001, 010, 100 (soit 3 VI). Cete méthode est appelée 
encodage « one-hot ». L’avantage principal de cet encodage est que pour passer d'un état à un autre, 
seules deux transitions, changement de 2 VI, sont nécessaires. Ceci simplifie considérablement les 
problèmes pouvant apparaitre lors de l’attribution des VI4, et permet ainsi une optimisation pour la 
synthèse automatique. Son inconvénient est qu'il faut au n VI pour représenter n états, ce qui 
conduit à une augmentation linéaire du nombre de VI par rapport au nombre d'états. 
Un encodage de type énuméré, utilisant toutes les valeurs binaires existantes, a quant à lui une 
augmentation logarithmique du nombre de VI : par exemple pour trois états, on pourrait utiliser les 
valeurs binaires 00, 01, 11 (soit 2 VI). Si l’on applique cet encodage sur la matrice des phases du 
DC/DC SI MIMO on aboutit à l’utilisation de 6 VI. C’est moins que pour la méthode « one-hot », mais 
                             
4
 Ces problèmes seront détailés plus loin en nous appuyant sur le cas concret de la machine à états du 
convertisseur DC/DC SI MIMO. 
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c’est au détriment d’une complexité accrue pour l’attribution des VI. Avec cet encodage, il n’est 
d’aileurs pas exclu qu’il faile réintroduire des VI supplémentaires. 
Dans notre cas au vu du nombre très limité de ressources dont nous disposons (microcontrôleur 8 
bits), il est primordial d’optimiser l’encodage de la machine à état. Pour accélérer les opérations de 
lecture et d’écriture en mémoire, nous devons donc limiter la longueur des mots utilisés à 8 bits. 
C’est déjà le cas pour le vecteur de sortie de la machine à états qui est justement de longueur 8. Avec 
les 6 bits correspondant aux 6 entrées de la machine à états il ne reste donc que 2 bits pour les VI. 
L’idéal serait donc de limiter le nombre de VI à 2. Pour limiter le nombre de VI nous venons de voir 
qu’il faut limiter le nombre d’états stables. Or il est possible que, lors de la synthèse de la machine, 
nous ayons, par commodité, défini plus d’états stables que nécessaire. Nous alons donc procéder à 
la réduction de la matrice des phases. En efet deux lignes de la matrice des phases peuvent être 
réduites si : 
− Les états stables à regrouper sont dans des colonnes diférentes. 
− Les deux lignes concernées sont identiques aux indiférences près (cases blanches sur la 
Figure II-4-29). 
À noter que contrairement à la simplification de la matrice des phases au sens de Hufman (qui fait 
en plus intervenir la matrice de sortie de la machine à états), la réduction n’est pas unique. Pour 
déterminer la réduction optimale il faut dresser un arbre de réduction. Nous avons donc écrit un 
algorithme sous MATLAB, qui, pour chaque état, vérifie les conditions mentionnées ci-dessus. Pour 
représenter le fonctionnement de cet algorithme, nous avons opté pour une représentation 
matriciele de l’arbre de réduction (Figure II-4-30). Si deux états sont réductibles, la case 
correspondante de la matrice est marquée de bleu (la matrice est donc symétrique). Après avoir 
déterminé la compatibilité des états entre eux (Figure II-4-30-a), l’algorithme cherche à former les 
plus grands groupes d’états compatibles (Figure II-4-30-b). À chaque sommet de l’arbre, l’ordre des 
états est modifié de manière aléatoire. Ensuite l’algorithme est de type glouton, les états sont 
évalués de proche en proche. La procédure boucle sur ele-même et ne conserve, après chaque 
itération, que la solution qui a obtenu le moins de groupes (l’arrêt de la boucle peut être conditionné 
ou laissé libre à l’utilisateur). Le meileur résultat obtenu pour cette machine à état est de 3 groupes 
(Figure II-4-30-c). 
   
a) b) c) 
Figure III-4-30 : Représentation matriciele du graphe de réduction de la matrice des phases 
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Une fois les groupes obtenus, les règles de production de la matrice des phases réduite sont les 
suivantes [30]. Pour chaque paire de lignes au sein d’un groupe : 
− Remplacer toute paire d’un même état instable par cet état instable. 
− Remplacer toute paire d’états indiférents par un état indiférent. 
− Si un des deux états de la paire est stable, l’état résultant est stable. 
− Si un des états de la paire est indiférent et l’autre non, remplacer la paire par l’état non 
indiférent correspondant (stable ou instable). 
On obtient ainsi la matrice des phases réduite présentée Figure II-4-31. 
Nous avons donc obtenu une matrice des phases équivalente, mais comportant un nombre minimal 
de ligne. Il y a maintenant plusieurs états stables par ligne. Une lettre est attribuée à chaque ligne (A, 
B et C). On remarquera que chacune d’entre-eles correspond à un mode de fonctionnement 
particulier du circuit : 
− A : Utilisation de la batterie. Soit, lié au fait que la puissance récupérée par les sources de 
récupération d’énergie n’est pas sufisante, soit car la procédure de MPPT est en cours sur 
l’une et/ou l’autre sources ; 
− B : Utilisation de la puissance fournie par la source n°1 ; 
− C : Utilisation de la puissance fournie par la source n°2. 
Avec seulement trois lignes, en utilisant un encodage de type énuméré, nous respectons notre 
contrainte de 2 VI. Cependant l’attribution des VI doit être efectuée avec précaution. En efet, une 
des hypothèses de base de la théorie de la logique séquentiele est qu’il est impossible que 2 
variables changent de valeur au même moment. De plus, nous avons vu plus haut que, pour transiter 
d’un état stable vers un autre état stable, le système pouvait passer par plusieurs états instables. 
C’est ce que l’on appele une course. Si au moins une des transitions de la course impose la 
modification de plusieurs VI, la course devient critique. Lorsque l’on conçoit une machine à état, il 
faut éliminer tous problèmes de course critique, car ils peuvent mener à un comportement erratique 
du système. Pour cela, il faut attribuer les VI de sorte que pour toutes les transitions entre états 
stables et instables et entre états instables, seulement une VI change de valeur. Si c’est impossible, il 
faudra ajouter une ou plusieurs VI supplémentaires. Dans cette recherche, on peut donc éliminer les 
colonnes de la matrice des phases réduite où il n’y a aucun état, celes où il n’y a qu’un état stable, 
ou les colonnes complètes (3 états stables), cf. Figure II-4-32 [30]. Dans notre cas les seules des 
transitions entre états stables et instables des lignes B et C peuvent être problématiques (il n’y a pas 
de transition entre états instables). Ainsi, il faut atribuer les VI de sorte que pour passer de la ligne B 
à la ligne C seulement une VI soit modifiée. 
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Figure III-4-31 : Matrice des phases réduite pour le convertisseur DC/DC SI MIMO 
 
 
 
Figure III-4-32 : Recherche des courses critique et attribution des variables internes 
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On choisira de coder les lignes par : 
− A : 0 0 
− B : 0 1 
− C : 1 1 
4.3.3 Conclusion 
Après avoir décrit l’architecture matériele du circuit de gestion nous avons décrit l’aspect 
logiciel associé. La gestion des chemins de puissance dans le circuit est basée autour d’un 
microcontrôleur ultra basse consommation qui active ou inhibe des chaines de commande 
analogiques formées par des comparateurs basse consommation. La décision de l’activation ou 
non de ces chaines est pilotée par une machine à états implémentée dans le microcontrôleur sous 
la forme d’une table. Au final le système possède 52 états possibles qui peuvent être regroupés en 
3 groupes selon le fait que la source principale d’énergie soit la batterie, le générateur 
piézoélectrique, ou la celule photovoltaïque. 
On notera que dans le cadre de la réalisation d’un ASIC, la machine à états pourrait être synthétisée 
sous forme de portes logiques directement à partir du code VHDL grâce à un outil comme Xilinx ISE 
Design Suite. Dans notre cas, nous avons écrit un code MATLAB qui génère 2 fichiers texte : l’un avec 
le code C à intégrer dans la mémoire du microcontrôleur, l’autre avec le code VHDL équivalent pour 
intégrer la machine à états dans la simulation du circuit complet. 
 
Figure III-4-33 : Résultat de simulation du circuit de gestion de puissance complet sous SystemVision 
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La Figure II-4-33 montre le résultat d’une simulation du convertisseur DC/DC SI MIMO avec le 
générateur piézoélectrique (sous 0,5g) et la celule solaire (sous 200 lux). Le comportement de la 
machine à états est détailé par les chronogrammes des variables d’entrées (dwin) et de sorties 
(dwout). Figurent aussi les signaux de commande des griles des MOS (A, B, C, D). Cette simulation 
permet, entre autre de valider les dimensionnements des composants, de confirmer le bon 
fonctionnement de la machine à état et d’estimer le rendement du convertisseur. 
La puissance totale entrante est ici de 288 µW, et la puissance utile en sortie est de 159 µW. Ceci 
donne un rendement de 55,2%. La répartition de ces pertes dans le système est détailée dans la 
Figure II-4-34 : 
− 48% (62,1 µW) sont dissipés dans les résistances des transistors à l’état passant ; 
− 22% (28,2 µW) correspondent à la consommation des level-shifter, il s’agit donc des pertes 
en commutation ; 
− 16% (20,6 µW) sont utilisés pour l’alimentation du circuit de contrôle (microcontrôleur, 
comparateurs à hystérésis, et multiplexeurs 2:1) ; 
− On retrouve enfin 8% de perte (10,4 µW) dans l’étage AC/DC et 4% (5.6 µW) dans la 
résistance série de l’inductance. 
 
 
Figure III-4-34 : Répartition des pertes simulée dans le circuit de gestion de puissance 
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5 Conclusion 
Nous confirmons une fois encore la puissance de notre approche de conception par simulation 
analogique et mixte en VHDL-AMS. En efet dans le chapitre précédent nous avion mis l’accent sur 
une modélisation analogique compatible SPICE. Ces modèles ont été réutilisés dans ce chapitre pour 
réaliser des simulations de la chaine de puissance du circuit de gestion d’énergie (AC/DC, MPPT, 
DC/DC). Tous les composants de la partie puissance sont simulés grâce aux modèles SPICE fournis par 
les fabricants. La commande du convertisseur DC/DC et le séquencement du MPPT sont assurés par 
un circuit numérique. L’interfaçage avec la chaine de puissance est assuré par des comparateurs très 
basse consommation jouant, d’un coté, le rôle de convertisseur analogique numérique 1 bit et, de 
l’autre, celui de driver de MOS. 
Nous venons de voir que l’utilisation d’une machine à états est toute indiquée pour supporter le 
logiciel de contrôle de la gestion de puissance. Le logiciel SysemVision de MentoGrapics, basé sur la 
norme VHDL-AMS IEEE 1076.1, permet de simuler ces 2 aspects : analogique et numérique 
(puissance et logiciel). Sa force tient du fait qu’il met à disposition de l’utilisateur 2 cœurs de 
simulation : 
− Un simulateur analogique performant (Eldo) capable de résoudre les problèmes d’équations 
diférentieles ordinaires (simulations de type SPICE). La norme VHDL-AMS (IEEE 1076.1-
2004) propose aussi ensemble de bibliothèques mettant à profit les diférentes analogies 
électriques pour permetre de simuler des problèmes multi-physique (thermique, 
mécanique, fluidique..) ; 
− Un simulateur événementiel (Modelsim ou Questa) capable de simuler des circuits 
numériques dont le comportement est décrit par du code VHDL. 
À cela s’ajoute un jeu d’instructions permettant à l’utilisateur de contrôler la communication entre 
ces deux simulateurs. SystemVision accepte aussi les langages VERILOG, C, IBIS, et propose une 
solution de cosimulation, grâce au serveur SVX, permettant de communiquer avec d’autres logiciels, 
comme Simulink et Labview par exemple. 
Tout cela confirme qu’une architecture de gestion de puissance basée sur un convertisseur 
DC/DC Single Inductor Multi-Input Multi-output permet d’atteindre les objectifs que nous nous 
étions fixés, à savoir : 
− Hybrider eficacement plusieurs sources de récupération d’énergie avec un ou plusieurs 
éléments de stockage ; 
− Polariser chacune de ces sources de sorte à ce qu’ele délivre son maximum de puissance ; 
− Gérer et protéger le ou les éléments de stockage, tant en charge, qu’à la décharge ; 
− Fournir une ou plusieurs tensions régulées en sortie pour alimenter le nœud du réseau de 
capteurs. 
Le quatrième et dernier chapitre de cette thèse va maintenant confronter nos simulations à la 
réalité en présentant les diférentes réalisations que nous avons produites pour valider 
expérimentalement ces conclusions. 
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1 Introduction 
es simulations menées au Chapitre II amènent deux conclusions principales : un convertisseur 
DC/DC Single Inductor Multi-Input Multi-Output permet de réaliser l’ensemble des fonctions 
requises pour un système de gestion de puissance ; un circuit de commande basé autour d’un 
microcontrôleur ultra basse consommation implémentant une machine à états permet d’atteindre 
l’autonomie complète (énergétique et décisionnele) de ce système. 
Ce quatrième et dernier chapitre adressera l’ensemble des réalisations qui nous ont permis de 
vérifier expérimentalement ces conclusions. 
En efet, dès le début de ce travail, l’ambition que nous nous sommes fixée était de couvrir la totalité 
du processus de développement, du concept jusqu’à la réalisation d’un prototype. Cet objectif final 
constitue de plus un livrable du projet PCB², principal support financier des activités de recherche 
présentées dans cette thèse. Ce projet vise à développer une filière technologique émergente dans le 
domaine de l’intégration sur circuit imprimé. Le LAAS a été l’animateur du groupe de travail dont 
l’objectif était l’intégration d’une batterie fine au PCB (Printed Circuit Board, circuit imprimé). La 
technologie ainsi développée sera le support d’intégration du système de gestion de puissance multi-
sources (piézoélectrique et solaire) que nous avons conçu dans cette thèse et présenté au chapitre 
précédent. 
Nous présenterons d’abord, de manière détailée, les 3 cartes que nous avons réalisées ainsi que les 
résultats des caractérisations associées : 
− Une première carte servira à valider le concept. Le circuit de contrôle est déporté sur une 
carte de développement alimentée en externe ; 
− La deuxième carte implémente un système mono-source avec uniquement le générateur 
piézoélectrique. Le microcontrôleur ultra-basse consommation choisi et présenté au 
Chapitre II (PIC16LF1827) est utilisé pour commander un convertisseur DC/DC Single 
Inductor Dual-Input Dual-Output ; 
− Le troisième démonstrateur met en œuvre un convertisseur DC/DC Single Inductor Multi-
Input Multi-Output. Le système est alors multi-sources (piézoélectrique + solaire). La carte a 
de plus été fabriquée pour accueilir les sources de récupération obtenir un système de 
manière la plus compacte possible (81x38x30 mm3). 
Nous présenterons ensuite l’action menée dans le cadre du projet PCB², ainsi que les principaux 
résultats obtenus concernant la technologie d’intégration de la baterie dans le circuit imprimé (dans 
la limite des accords de confidentialité passés avec les partenaires du projet). Nous terminerons alors 
en présentant la conception et la réalisation du démonstrateur final implémentant le convertisseur 
DC/DC SI MIMO sur une carte avec une batterie fine enterrée servant d’élément de stockage de 
l’énergie.  
L 
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2 MPMS : Micro-Power Management System 
Pour chacune de ces cartes nous donnerons tour à tour une description détailée suivie des résultats 
de caractérisations électriques. 
2.1 CARTE 1 : Preuve de concept 
2.1.1 Description 
La première carte que nous avons réalisée met en œuvre le convertisseur DC/DC SI DIDO et la 
commande de MPPT présentée au Chapitre II. Le système est mono-source, la source utilisée est le 
générateur piézoélectrique. Le schéma électrique de la carte est le suivant : 
 
Figure IV-2-1 : Schéma électrique de la carte N°1 
On retrouve un étage de conversion AC/DC ainsi qu’un échantilonneur/bloqueur MPPT au niveau de 
la première entrée du convertisseur. La première sortie du convertisseur est reliée à un 
condensateur céramique multicouche de 20 µF. La deuxième sortie est découplée par 5 
condensateurs céramiques multicouches de 100 µF chacun. L’équipotentiele de la deuxième sortie 
est connectée à la deuxième entrée du convertisseur SI DIDO. On notera que seule la chaine de 
puissance est implémentée sur la carte. Des connecteurs sont disposés au niveau des entrées et des 
sorties de manière à pouvoir brancher le générateur piézoélectrique, la charge, et la baterie. Sur 
cette première carte nous avions choisi une inductance de 47 µH et la capacité du condensateur de 
l’entrée 1 n’est que de 100 nF (cf chapitre II-4-2). 
Le placement et le routage de la carte ont été efectués sous Alegro Orcad Capture CIS et Layout. La 
carte est double face et un plan de masse est présent sur chaque face (Figure IV-2-2). 
AC/DC
MPPT
DC/DC SI DIDO
SORTIE 1
VOUT
SORTIE 2
VBAT
ENTRÉE 2
VBAT
ENTRÉE 1
VIN
 
 
139 MPMS : MICRO-POWER MANAGEMENT SYSTEM 
 
Figure IV-2-2 : Layout cuivre, schéma d’implantation et photographie de la carte N°1 (TOP et BOTTOM) 
2.1.2 Caractérisation 
La commande des griles des transistors du convertisseur est réalisée par une carte de 
développement d’un PIC18F4525. La fréquence de fonctionnement du microcontrôleur est fixée à 
250 kHz pour une consommation efective de 2,5 mA. Les deux comparateurs internes du 
microcontrôleur sont utilisés pour obtenir les signaux de commande i1 et o1
a (cf Chapitre II-4-3). Le 
séquencement de la procédure d’échantilonnage du MPPT est aussi assuré par le PIC et les 
interruptions associées aux timers. 
 
Figure IV-2-3 : Échantilonnage de la tension référence pour le Maximum Power Point Tracking (MPPT) 
VIN 
VMPPT 
VIN 
VMPPT 
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La Figure IV-2-3 présente les signaux observés à l’osciloscope. La tension VMPPT (cyan) est mise à zéro 
lorsque la commande RST = ‘1’. Le circuit s’ouvre et le condensateur CIN se charge (jaune) jusqu'à la 
tension de circuit ouvert VOC lorsque A = ‘1’. L’échange entre les condensateurs CIN et CMPPT a lieu 
lorsque EIN = ‘1’. Les résultats de la fonction de MPPT correspondent aux attentes, une fraction 
connue de la tension de circuit ouvert est stockée dans CMPPT, son fonctionnement est donc validé. 
 
Figure IV-2-4 : MPPT sans et avec fenêtre d’hystérésis 
Les deux figures ci-dessus montrent le fonctionnement classique du convertisseur. À la fin du 
processus d’échantilonnage de la tension du MPP, la tension VIN (jaune) est régulée autour de la 
valeur mémorisée (ici 5V). On remarquera l’importance de l’hystérésis au niveau du comparateur 
produisant la commande i1. En efet sur les comparateurs intégrés au PIC18F l’hystérésis peut être 
désactivée. Contrairement à la figure de gauche qui représente le fonctionnement sans hystérésis, la 
fréquence de commutation du convertisseur sur la figure de droite est stabilisée par la présence 
d’une hystérésis sur la commande i1. On notera aussi que la tension de sortie VOUT (cyan) est régulée 
comme atendu autour de 2,8V. 
2.1.3 Conclusions 
Cette première carte permet de valider le concept du système de gestion de puissance que nous 
proposons dans cette thèse. Le fonctionnement de la chaine de puissance présentée au chapitre II-
4 est validé. Expérimentalement nous avons vérifié que le convertisseur DC/DC SI DIDO permettait 
de : 
− Hybrider une source de récupération d’énergie (ici le générateur piézoélectrique) avec un 
élément de stockage (un condensateur de 500µF) ; 
− Polariser la source de sorte à ce qu’ele délivre son maximum de puissance (Maximum 
Power Point Tracking) ; 
− Gérer l’élément de stockage, tant à la charge, qu’à la décharge ; 
− Fournir une tension régulée en sortie, VOUT régulée de 2,8V. 
Le fonctionnement de la technique de MPPT ultra basse consommation présentée au Chapitre II-3 
est aussi validé. On notera, cependant, la nécessité de générer périodiquement les signaux de 
contrôle appropriés, ce qui implique l’utilisation d’un élément de temporisation (astable 
analogique ou timer numérique). 
VIN VIN 
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Cependant, bien que fonctionnel, le circuit de contrôle alimenté en externe sur une carte de 
développement consomme une puissance (≈ 7 mW) supérieure à cele qui peut être récupérée dans 
des conditions d’utilisation réalistes (cf Chapitre I). Le rendement global du système est donc 
négatif. 
2.2 CARTE 2 : Convertisseur DC/DC SI DIDO + MPPT 
L’objectif que nous nous sommes fixé avec cette deuxième carte, est d’embarquer le circuit de 
contrôle et d’en réduire sa consommation de manière à rendre le système autonome en énergie. 
2.2.1 Description 
Sur le schéma électrique de cete seconde carte (Figure IV-2-6), on retrouve l’ensemble de la chaîne 
de puissance déjà implémentée sur la première carte (AC/DC, MPPT, DC/DC SI). On notera l’ajout du 
capteur de température enregistreur DS2422 qui fera ofice de charge pour le circuit, et du circuit de 
protection de la batterie (LT4070). Une troisième entrée a été prévue pour pouvoir passer en mode 
multi-sources avec la celule solaire (DC/DC SI MIMO). La présence d’un cavalier permet d’isoler, dans 
un premier temps, physiquement cette partie du circuit pour caractériser le fonctionnement en 
mode mono-source (DC/DC SI DIDO). Outre ces modifications, on trouve aussi maintenant sur la 
carte, tout un ensemble de composants dédiés à la commande des transistors de la chaîne de 
puissance : 
− Un microcontrôleur PIC16LF1827 qui pilote la procédure de MPPT et qui implémente la 
machine à états présentée au chapitre II-4-1-2) ; 
− 3 comparateurs ultra basse consommation LTC1540. Ces comparateurs ont une référence 
intégrée et leur hystérésis est fixée par un réseau de résistances. Ils fournissent les 3 entrées 
de la machine à états (i1, o1
a et o1
b) ; 
− 4 comparateurs ultra basse consommation (LTC1540) faisant ofice de « level shifter » 
(adaptation des niveaux logiques) pour piloter les griles des transistors MOS de la chaine de 
puissance ; 
− 3 comparateurs LTC1540 supplémentaires, câblés en prévision de l’utilisation en mode multi-
sources. 
 
Figure IV-2-5 : Layout cuivre des 4 couches de la carte N°2 
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Figure IV-2-6 : Schéma électrique de la carte N°2 
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Le placement et le routage de cete carte ont là encore été réalisés sous Alegro Orcad Capture CIS et 
Layout. Il s’agit d’une carte 4 couches. La chaîne de puissance est placée sur la couche « top », les 
composants du circuit de commande sont sur la couche « botom ». Ces deux couches 
communiquent par des vias traversants. Dans l’optique d’intégrer une batterie dans cete carte, les 
vias traversants ont été disposés de manière à réserver un emplacement pour la batterie (en 
pointilés rouges). De plus, la carte a été routée de manière à ce que les deux couches internes 
soient optionneles. Dans cete version eles sont utilisées pour améliorer la qualité de 
l’équipotentialité de la masse, mais aussi, et surtout, pour router des signaux internes vers des plots 
de test, en périphérie de la carte pour faciliter la caractérisation. Nous avons ainsi autorisé 
l’utilisation de vias borgnes pour les couches 1 à 2 et 3 à 4. 
  
Figure IV-2-7 : Photographie de la carte N°2 
2.2.2 Caractérisation 
Le microcontrôleur PIC16LF1827 a d’abord été programmé avec le code de séquencement du MPPT 
et la machine à états présentée au chapitre II-4-1-2. Nous avons ensuite caractérisé la carte de la 
même manière que la précédente, c'est-à-dire en mode mono-source avec le générateur 
piézoélectrique. 
 
0,25 g 
 
0,4 g 
Figure IV-2-8 : Problème d’actionnement des MOS de la carte N°2 
Comme le montre la figure ci-dessus, la procédure d’échantilonnage de la tension du MPP 
fonctionne correctement, mais la commande du MOS U2B (Figure IV-2-8) n’assure plus le suivi du 
MPP par hystérésis sur la tension VIN (jaune). En efet, une fois le transistor U2B passant, la tension 
VIN diminue car les charges sont transférées dans l’inductance du convertisseur DC/DC vers les 
sorties. Le délai mis alors par le circuit de contrôle pour le rebloquer le transistor est trop long, la 
1 cm 
VIN 
VOUT VBAT 
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tension VIN s’efondre et n’est pas régulée autour du point d’émission de puissance maximal de la 
source. Ceci est dû au fait que la commande des MOS est dictée directement (au travers de l’étage 
de « level-shifter ») par les sorties de la machine à états implémentée dans le PIC. Or l’horloge du 
microcontrôleur est réglée à 31kHz pour minimiser sa consommation. Ainsi, le cycle d’instruction 
minimal, qui dure 4 coups d’horloge, s’étale par conséquent sur près de 130 µs. La machine à états 
dans le microcontrôleur consiste à lire un registre des entrées de la machine et à états les valeurs 
correspondante dans le registre de sortie. Ceci est réalisé en continu dans une boucle while 
(interruptible par la procédure d’échantilonnage du MPPT). Le code de la machine à états a été écrit 
en C, puis compilé grâce au compilateur Hitech. Au final le code en langage machine comporte 101 
instructions d’assembleur, ce qui implique un délai minimal de 1.31 ms entre deux changements du 
vecteur de sortie. Ce délai est bien trop grand au regard des valeurs choisies pour le filtre LC : 47 µH / 
100 nF (cf. la discussion du chapitre II-4-2-1). On observe un problème similaire sur la tension de 
sortie régulée VOUT, qui, lors du passage en mode forte charge (utilisation de la batterie comme 
source) s’élève jusqu’à la tension de batterie. 
2.2.3 Conclusion 
Cette deuxième carte avait pour but de valider l’utilisation du microcontrôleur très basse 
consommation présenté au chapitre II-4-3, pour piloter le convertisseur DC/DC SI. La nécessité de 
diminuer au maximum la consommation du circuit de commande impose d’utiliser la plus basse 
fréquence de fonctionnement du microcontrôleur (31 kHz). Ceci amène trois constats : 
− Le séquencement des signaux de commande du module de MPPT est validé. L’utilisation 
des timers internes du microcontrôleur simplifie considérablement le circuit par rapport à la 
mise en œuvre d’astables analogiques. De plus le caractère reprogrammable du 
microcontrôleur permet une plus grande flexibilité et ouvre même des perspectives de 
développement intéressantes : modification de la fréquence de rafraichissement de la 
tension du MPP en fonction d’une estimation de la variabilité des conditions 
environnementales, ou encore le déclanchement forcé d’une procédure de MPPT lorsque la 
puissance récupérée vient à varier brusquement… ; 
− La lenteur du microcontrôleur ne permet pas un pilotage direct (via les level-shifter) des 
griles des transistors. Il faut modifier l’architecture du circuit de contrôle pour le rendre 
fonctionnel ; 
− L’implémentation d’une machine à états dans un microcontrôleur est simple, et pratique 
d’utilisation. 
2.3 CARTE 3 : Convertisseur DC/DC SI MIMO + MPPT 
Le disfonctionnement du module de commande par hystérésis ne peut être résolue uniquement en 
redimensionnant le filtre LC, car cela conduirait à l’utilisation d’inductance trop volumineuse. Il nous 
a donc falu repenser l’architecture du circuit de commande du convertisseur dans sa globalité. Le 
problème vient de la position centrale du microcontrôleur qui ralenti la totalité de la chaine de 
commande des transistors. L’idée que nous proposons de valider avec cette troisième carte est 
d’utiliser des multiplexeurs 2:1 pilotés par le microcontrôleur pour inhiber ou activer des chaines de 
commande « rapide » composées seulement de comparateurs basse consommation (cf. Chapitre II-
4-3-1). 
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2.3.1 Description 
Cette troisième et dernière carte a été conçue pour être le démonstrateur du projet PCB². Nous 
implémenterons le système complet multi-sources présenté au Chapitre II. La carte électronique 
sera aussi le support mécanique de la celule photovoltaïque et des poutres du générateur 
piézoélectrique (Figure IV-2-9). 
 
Figure IV-2-9 : Schéma éclaté du dispositif final de la thèse (celule photovoltaïque, circuit de gestion et 
générateur piézoélectrique) 
Sur le schéma ci-après (Figure IV-2-11), on retrouve la chaine de puissance complète du 
convertisseur DC/DC SI MIMO. La valeur de la capacité associée à chacune des entrées de 
récupération d’énergie est maintenant de 9,4 µF, et l’inductance est choisie de 1 mH 
(cf. Chapitre II-4-2). Le circuit de contrôle est composé de : 
− 4 comparateurs ultra-basse consommation (LMC7215) pour générer les signaux d’entrée de 
la machine à états ; 
− 6 comparateurs ultra-basse consommation (LPV370x) pour assurer le pilotage des griles des 
transistors du convertisseur (level-shifter) ; 
− 1 microcontrôleur PIC16LF1827 pour gérer le séquencement de la procédure de MPPT et 
implémenter la machine à états ; 
− 4 multiplexeurs analogiques (ADG734) pour activer ou inhiber les chaines analogiques 
formées par les comparateurs en fonction des sorties de la machine à états ; 
− 1 référence de tension ultra basse consommation (ISL60002). 
 
  
Figure IV-2-10 : Photographie de la version 4 couches avec batterie externe de la carte N°3 
1 cm 
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Figure IV-2-11 : Schéma électrique de la carte N°3 
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Figure IV-2-12 
Le placement et le routage de cete carte ont une nouvele fois été réalisés sous Alegro Orcad 
Capture CIS et Layout. Deux versions de la carte ont été générées
− Et une version 4 couches avec batterie externe (
− Une version 6 couches avec baterie enterrée, 
dernière parie de ce chapitre (cf. IV
2.3.2 Caractérisation 
Au moment ou nous rédigeons ces lignes, l
réalisation. Nous avons donc caractérisé la version 4 couches avec batterie externe
électrique est strictement identique
procédure de MPPT sur le générateur photovoltaïque, puis pour le générateur piézoélectrique, et 
enfin sur le convertisseur DC/DC. À chaque fois
les résultats des simulations efectuées au Chapitre II
2.3.2.1 MPPT S&H – Générateur photovoltaïque
La figure ci-dessous représente la fin de la 
tension VIN (en vert) a atteint la tension de circuit ouvert. La tension V
à zéro avant de procéder à l’échange de charges entre le condensateur C
connue de la tension en circuit ouvert est ainsi stockée dans C
pilotage du MOS U6 par hystérésis (cf. chapitre II
Figure IV-2-13 : Reset et échantilonnage de la tension de référence du MPPT (source photovoltaïque)
MPMS : MICRO-POWER M
: Layout cuivre de la version 6 couche de la carte N°3
 : 
Figure IV-2-10). 
qui sera présentée plus en détail dans l
-3.2.2 ; 
a version 6 couches avec batterie interne est en cours de 
. Dans la suite nous détailerons les résultats obtenus pour la 
, nous comparerons les mesures expérimentales avec 
. 
 
procédure de MPPT sur le générateur 
MPPT (en violet
IN2 et C
MPPT pour servir de référence au 
-3-4). 
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a 
, dont le schéma 
photovoltaïque. La 
) est alors remise 
MPPT2. Une fraction 
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Nous avons efectué une série de mesures en faisant varier l’éclairement de la celule. Pour chaque 
valeur d’éclairement la valeur de la tension en circuit ouvert du générateur (OC), ainsi que sa fraction 
stockée dans CMPPT (MPPT S&H) sont relevées. La Figure IV-2-14 compare l’évolution de ces grandeurs 
avec celes obtenues par simulation au Chapitre II. On constate que la tension du générateur en 
circuit ouvert est conforme à nos attentes. 
 
Figure IV-2-14 : Comparaison mesure/expérience de l’évolution des tensions en fonction de l’éclairement 
MPPT (générateur photovoltaïque) 
La tension VMPPT est, ele, sous-estimée en simulation. La Figure IV-2-15-b montre un phénomène 
parasite qui explique que la valeur mesurée soit légèrement supérieure à cele attendue. En efet, on 
observe une légère augmentation de VMPPT (en violet) à la reprise du mode de fonctionnement 
normal. Ce phénomène n’apparait que pour des éclairements supérieurs à 200 lux. La cause la plus 
probable est un chevauchement des commandes lors de la remise en conduction du PMOS U4B et du 
NMOS U6 et du blocage du NMOS U4B en fin de séquence MPPT. Pour éviter cela il faudrait pouvoir 
utiliser 3 signaux de commande distincts et non 2 comme c’est le cas ici, et générer une commande 
non chevauchante avec un temps mort entre le blocage du NMOS et l’ouverture du PMOS. Ceci est 
impossible dans la configuration actuele de la carte car toutes les broches d’entrées/sorties du 
microcontrôleur sont déjà utilisées (boitier SSOP 20 pins). 
  
a) b) 
Figure IV-2-15 : Détail de la phase d’échantilonnage du MPPT (générateur photovoltaïque) 
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Implémenter un échantilonneur bloqueur MPPT, comme proposée au chapitre II-3-4, permet de 
résoudre facilement ce problème en recalculant empiriquement le rapport α/r de sorte que la 
tension échantilonnée reste l’image de la tension d’émission du point de puissance maximum. Dans 
ce cas, il s’agit de jouer sur le rapport des résistances R14, R15 et R16 pour obtenir le rapport optimal 
de 4.25 (cf. Figure IV-2-11). Ainsi le rendement moyen du placement de point de puissance est de 
97,6 % sur la gamme d’éclairement (200 lux – 4000 lux)1. 
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(eq. IV- 1) 
2.3.2.2 MPPT S&H – Générateur piézoélectrique 
  
a) b) 
Figure IV-2-16 : Détail de la phase d’échantilonnage du MPPT (générateur piézoélectrique) 
Nous pouvons dresser le même constat pour l’étage d’échantilonnage MPPT associé au générateur 
piézoélectrique. On retrouve, là encore, une légère sur estimation de la tension du point de 
puissance maximal pour les vibrations supérieures à 0,3g (Figure IV-2-16), ce qui impose une 
modification du rapport des résistances R1, R2 et R3. 
 
Figure IV-2-17 : Comparaison mesure/expérience de l’évolution des tensions en fonction de l’éclairement 
(générateur piézoélectrique) 
                             
1
 Nous n’avons pas pu obtenir un éclairement supérieur à 4000 lux avec l’éclairage utilisé pour la 
caractérisation. 
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Au final le rapport α/r optimal est de 3.3 (cf. Figure IV-2-17). Ainsi, le rendement moyen du 
placement de point de puissance est de 88,8 % sur la gamme d’accélération (0,2 g – 1 g). 
 
PZ
MPP
PZ
MPPMPPT
PZ
PZ
MPP
V
VV
r
−





=
1
exp
.
α
η
 
(eq. IV- 2)
 
2.3.2.3 Convertisseur DC/DC SI MIMO 
Pour caractériser le convertisseur DC/DC nous nous intéresserons séparément aux deux modes de 
fonctionnement suivants : 
− Mode forte charge pour lequel la batterie est utilisée pour alimenter la charge ; 
− Mode faible charge pour lequel l’une et l’autre des sources de récupération d’énergie sont 
utilisées pour alimenter la charge et/ou la baterie. 
Sur faible charge, les sources de récupération d’énergies sont utilisées. On rencontre cependant le 
même problème que pour la carte précédente, à savoir le MPPT fonctionne en mode dégradé. La 
dynamique de la chaine de commande analogique, formée par le comparateur suivi du multiplexeur 
et du level-shifter, est encore trop lente et le transistor d’entrée ne se bloque pas sufisamment tôt 
pour assurer la commande par hystérésis. Pourtant le filtre LC du convertisseur DC/DC a été 
redimensionné de sorte à ralentir au maximum le temps de commutation, et les simulations du 
circuit complet annonçaient un fonctionnement correct. Il semblerait que le modèle SPICE du 
comparateur très basse consommation que nous avons utilisé ne soit pas sufisamment fiable pour 
donner des résultats quantitatifs, tout du moins pour une utilisation comme driver de MOS. 
Pour caractériser le mode forte charge, nous avons fait varier le courant de charge de 10 µA à 1 mA, 
et mesuré la puissance extraite de la batterie, et cele efectivement fournie à la charge. Comme 
attendu, la fréquence de fonctionnement du NMOS U7 dépend directement de la puissance 
demandée par la charge. La tension reste bien régulée autour de 2,8V, avec une oscilation résiduele 
d’environ 60 mV, soit environ 2% (Figure IV-2-18). 
   
Figure IV-2-18 : Évolution de la tension de sortie en fonction du courant de charge 
La figure ci-dessous présente le rendement du convertisseur en fonction du courant de charge. Celui 
ci est inferieur à 60% pour les courants inferieurs à 100µA, et tend vers 75% lorsque le courant 
dépasse 1mA (Figure IV-2-19). 
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Figure IV-2-19 : Évolution du rendement du convertisseur en mode forte charge en fonction du courant 
de charge 
2.3.3 Conclusion 
Cette troisième carte avait pour objectif de valider l’architecture du circuit de contrôle (présentée 
au chapitre II-4-3) basée sur l’utilisation couplée d’un microcontrôleur basse consommation et de 
multiplexeurs 2:1 analogiques. 
Avec la seconde carte nous avions vu que le microcontrôleur n’était pas sufisamment rapide pour 
piloter les griles des transistors du convertisseur DC/DC SI au travers des level-shifters. L’idée avec 
l’utilisation des multiplexeurs analogiques 2:1 est que le microcontrôleur ne contrôle plus 
directement le convertisseur DC/DC, mais qu’il inhibe ou active des chaines de commande 
analogique. La dynamique des signaux de commande n’est alors plus limitée par la fréquence 
d’horloge du microcontrôleur, mais seulement par le temps de propagation dans les comparateurs. 
Or, nous avons vu que, plus un comparateur est rapide, plus il consomme. Toujours dans l’optique 
de minimiser la consommation du circuit de commande, nous avions déterminé en simulation, le 
meileur compromis entre consommation et rapidité (cf chapitre II-4-3). Il se trouve que sur ce 
point particulier les résultats obtenus expérimentalement ne concordent pas avec nos simulations. 
L’explication la plus probable est que le modèle SPICE des comparateurs utilisés n’est pas 
sufisamment fiable pour obtenir des résultats quantitatifs. Nous aurions dû, dans un premier 
temps, valider le modèle au travers de quelques caractérisations. 
Pour le reste, le comportement global du système de gestion de puissance multi-sources est validé. 
La procédure de MPPT permet d’atteindre une précision du placement du point de fonctionnement 
de 88,8 % pour le générateur piézoélectrique et de 97,6 % pour la celule photovoltaïque. Le 
rendement du convertisseur DC/DC SI MIMO en mode forte charge (utilisation de la batterie 
comme source d’énergie principale) a été mesuré à 60% pour les courants de 100µA et tend vers 
75% lorsque le courant dépasse 1mA ce qui corrobore nos simulations. 
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3 Vers l’intégration de la batterie dans le démonstrateur 
Depuis le début de ce manuscrit nous avons mentionné à plusieurs reprises la très faible épaisseur de 
la batterie que nous avons utilisée dans ce travail (170 µm). Cette finesse ouvre d’intéressantes 
perspectives d’intégration qui ont été étudiées dans le cadre du projet PCB². Dans ce projet, le LAAS-
CNRS est leader du groupe de travail qui vise à intégrer une baterie Thinergy dans le PCB. Le 
lancement du projet coïncidant avec le début de cette thèse, ce fut une bonne opportunité de 
coupler ces objectifs, en proposant d’appuyer le démonstrateur de la thèse sur la technologie 
développée dans le projet, pour réaliser l’intégration physique de la batterie Thinergy dans le circuit 
imprimé du système de gestion de puissance proposé dans cette thèse. C’est de ce point dont il va 
être question dans cette dernière partie. 
Nous introduirons d’abord les objectifs et les enjeux associés au projet PCB², en particulier sur 
l’aspect intégration de l’énergie dans le circuit imprimé. Nous présenterons ensuite une synthèse des 
diférentes actions menées en ce sens avec une batterie Thinergy au cours des 3 dernières années. 
Puis nous détailerons (dans la limite des accords de confidentialité passés avec les partenaires du 
projet) les résultats obtenus sur l’intégration de la baterie dans un PCB (Printed Circuit Board, circuit 
imprimé). Nous terminerons, enfin, en présentant le démonstrateur final implémentant le circuit 
présenté ci-avant (au chapitre IV-2-3). 
3.1 Présentation du projet PCB² 
Le projet PCB² (Passive and power Component on Board in Printed Circuit Board) est un projet de 
R&D industriel financé par la DGCIS (Direction générale de la compétitivité de l'industrie et des 
services). Il vise à développer une filière technologique émergeante dans le domaine de l’intégration 
sur circuit imprimé. Il fédère les principaux acteurs autour d’une filière technologique répondants 
aux besoins spécifiques de l’embarqué (fiabilité, vibrations, cycles thermiques, et bien sur énergie…). 
Parmi ceux-ci on compte 5 PME : CIREP, FEDD, NEXIO, SERMA Technologies et STUDELEC, 3 grands 
groupes : AIRBUS, EADS et THALES et CONTINENTAL et 3 laboratoires de recherche : IMS, EADS IW et 
le LAAS-CNRS. C’est CIREP, au travers du groupe CIRE (grand fabriquant national de circuits imprimés) 
qui est le porteur de projet. Au point de vue technique les objectifs sont multiples mais tendent tous 
à répondre aux besoins d’intégration croissante par des technologies d’intégration physique dans le 
PCB : 
− Suivre l’évolution des technologies HDI (Haute Densité d’Interconnections) ; 
− Maîtriser la tenue CEM par l’utilisation de composants passifs enterrés (condensateurs et 
résistances) ; 
− Permettre l'augmentation de la fréquence de fonctionnement de l'électronique (de 300MHz 
jusqu'à 5 GHz, impédance contrôlée..) ; 
− Améliorer la dissipation thermique au sein de cartes de plus en plus denses ; 
− Et, ce qui nous intéresse ici plus particulièrement, proposer une solution technologique pour 
l’autonomie énergétique de l’électronique embarquée par l’intégration d’une batterie dans 
la carte. 
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Le tableau ci-dessous rassemble l’ensemble des initiatives industrieles intégrant une batterie en 
couches minces dans une carte électronique comportant un circuit de gestion de puissance. Eles 
sont, pour la plupart, portées par des entreprises que nous avons déjà mentionnées au Chapitre I 
(IPS, Nextreme, PowerCast…). De nombreux nouveaux produits ont été annoncés à la conférence 
IDTechEx « Energy Harvesting & Wireless Sensor Network (WSN) – Europe » à Munich lors du mois 
de juin 2011. On notera d’aileurs qu’IPS a remporté le « Best in show Award » à cette occasion. 
Toutes ces cartes embarquent une baterie Thinergy, identique à cele que nous avons choisie. 
 
IPS Thinergy 
01/2009 
Nextreme 
11/2009 
Sharp Microelectronic + Arrow 
Central Europe gmbh - 06/2010 
   
Nextreme 
02/2011 
Nextreme 
04/2011 
Nextreme WPG-1 
06/2011 
   
PowerCast 
06/2011 
IPS EVAL EH 01 
06/2011 
Arrow Electronic Australia 
07/2011 
   
 
À chaque fois, la batterie est directement soudée sur une des faces du PCB. Pour certains 
démonstrateurs, l’ensemble de la carte à ensuite été plastifiée par laminage basse température, de 
manière à protéger la batterie. Ce sont donc 6,45 cm² de carte qui sont abandonnés à l’usage de la 
batterie. Ceci n’est pas tolérable dans une optique de densification des circuits imprimés. 
C’est partant de ce constat, et du réel besoin de puissance au plus proche des éléments 
consommateurs dans les circuits embarqués, que la nécessité d’intégrer la batterie dans le PCB est 
apparue comme un enjeu majeur de l’utilisation de cette technologie en couches minces. Cette 
problématique est adressée par le 5ième axe de travail du projet PCB². 
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En septembre 2008, lors du lancement du projet aucun acteur de la filière fabrication de circuit 
imprimé n’était en mesure de fournir ce service. Pourtant dès juin 2010, le groupe asiatique OKI 
annonçait avoir réussi à intégrer une batterie Thinergy dans un PCB (Figure IV-3-1), sans pour autant 
proposer cette technologie en catalogue depuis. 
 
Figure IV-3-1 : Intégration d’une batterie fine dans le PCB par la société asiatique OKI (juin 2010) 
Nous alons détailer les diférents résultats obtenus dans le cadre du projet PCB² avant de présenter 
le démonstrateur final qui implémente le circuit présenté au IV-2-3 avec une carte dans laquele est 
enterrée une batterie. 
3.2 Intégration dans le PCB 
Un circuit imprimé est un empilage alterné de couches diélectriques polymérisées laminées de 
cuivre, sur lesqueles sont gravées les pistes internes, et de couches « prepreg » pré-polymérisée, le 
tout refermé par deux feuilards de cuivre, sur lesquels seront gravés les pistes externes de la carte 
(Figure IV-3-2). 
 
Figure IV-3-2 : Schéma en coupe d’un circuit imprimé classique (8 couches) 
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FR4
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FR4
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FR4
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Figure IV-3-3 : Différentes vues d’un échantilon de test pour le plan d’expériences de l’intégration des 
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Pour des raisons de confidentialité, les résultats et la synthèse de ce plan d’expériences ne peuvent 
figurer dans ce manuscrit. Nous pouvons tout de même observer une coupe réalisée sur une des 
cartes de test. On voit la batterie stratifiée dans la carte dont on distingue nettement la trame de 
tissu en fibre de verre. 
 
Figure IV-3-4 : Coupe d’un PCB avec batterie enterrée 
Une fois la batterie enterrée, nous avons envisagé deux possibilités pour assurer la reprise de contact 
sur les électrodes positive et négative : 
− Soit par perçage traversant ; 
− Soit par perçage micro-via laser. 
La solution du perçage traversant est moins couteuse, mais assez dificile à metre en œuvre au 
regard de la précision à ateindre face aux tolérances de placement de la baterie dans la carte. Si la 
batterie est percée les électrodes sont mises en court-circuit, ce qui provoque sa destruction (Figure 
IV-3-5-a). La technique de micro via laser est utilisée sur les cartes HDI (Haute Densité 
d’Interconnections). Bien que plus onéreuse, ele semble être plus indiquée que le perçage 
traversant. En efet le laser s’arrête sur les couches métaliques, la carte n’est pas traversée il n’est 
donc plus possible de détruire la batterie (Figure IV-3-5-b). De plus toute la surface des électrodes, de 
chaque coté de la baterie, peut être utilisée. Pour l’une ou l’autre des techniques, la métalisation 
des vias ne pose pas de problème particulier. L’accroche du cuivre s’efectue de manière correcte sur 
les électrodes de la baterie. 
  
(a) Via traversant (b) Micro-via LASER 
Figure IV-3-5 : Reprises de contact sur la batterie enterrée 
50 µm 
200 µm 
200 µm 
 
 
3.3 Fabrication du démonstrateur
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Figure IV-3-6 : Règles de dessin adoptées pour le démonstrateur final du projet (carte N°3 version 6 
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IV-3-7 : Implantation des vias dans la carte 
157 STRATEUR 
 : 
moyenne de 65% de 
 de réaliser le 
 
s sauf pour 
 Le routage 
disponible pour le 
 
 
 
158 CHAPITRE IV 
La Figure IV-3-8 présente l’implémentation de la baterie
positionnée dans l’empilage. On distingue nettement la reprise de contact négative (
plage d’accueil du strap, et la reprise de contact positive (
condensateurs de 100 µF connectés en paralèle.
 
Figure IV-3-8 : Positionnement et reprise de contact sur la batterie dans la carte
 
Au moment où nous écrivons ce manuscrit la carte avec batterie enterrée est encore en cours 
de fabrication. Sur les 15 cartes prévues nous avons décidé d’en fabriquer la moitié dans du FR4 haut 
Tg et l’autre dans du FR4 bas Tg standard pour lequel nous avons vu plu
terme de température de stratification sont bien plus basses. Le circuit est strictement identique du 
point de vue électrique à celui présenté au 4
sensiblement les mêmes. Le démo
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4 Conclusion 
Ce chapitre vient sanctionner l’ensemble du travail de conception réalisé dans cette thèse. Notre 
objectif était de fabriquer un circuit imprimé intégrant le système de gestion de puissance multi-
sources présenté précédemment dans ce manuscrit. Les trois démonstrateurs réalisés ont permis de 
valider les réflexions menées au chapitre précédant : 
− Le système de recherche du point de puissance maximal (MPPT) très basse consommation 
basé sur l’échantilonnage d’une fraction de la tension en circuit ouvert de la source est 
validé. Le rendement moyen en terme de positionnement du point de fonctionnement est 
de 97,6 % pour le générateur photovoltaïque sur la gamme 200– 400 lux, et de 88,8 % pour 
le générateur piézoélectrique sur la gamme 0,2 – 1 g ; 
− Le principe de l’utilisation couplée d’un microcontrôleur très basse consommation 
fonctionnant à basse fréquence (31 kHz) et de multiplexeurs analogiques pour implémenter 
une machine à états contrôlant les diférents modes de fonctionnement du convertisseur 
DC/DC est validé ; 
− L’utilisation proposée de comparateurs très basse consommation pour réaliser le pilotage 
des griles des transistors ne permet cependant pas d’atteindre le comportement souhaité. 
La raison principale de cet échec est la dynamique trop faible des comparateurs très basse 
consommation disponible dans le commerce. Bien que cela soit directement préjudiciable 
au rendement global du convertisseur, la seule solution envisageable en l’état est 
d’accepter d’utiliser des comparateurs plus rapides consommant par conséquent plus ; 
− Le fonctionnement du convertisseur DC/DC en mode forte charge fonctionne quant à lui 
comme attendu. Le rendement est inferieur à 60% pour les courants inferieurs à 100µA et 
tend vers 75% lorsque le courant transitant dans le convertisseur dépasse 1mA. 
Paralèlement à cela, dans le cadre du projet PCB², nous avons validé la technologie d’intégration des 
batteries fines dans le PCB proposée par CIREP. Un démonstrateur complet et fonctionnel sur FR4 
haut-Tg est en cours de réalisation, et sera livré avant la fin du projet. Il intégrera la batterie et 
supportera mécaniquement la celule photovoltaïque et les deux poutres du générateur 
piézoélectrique dans des dimensions réduites (81x38x30 mm3). Ce travail confirme donc que la 
réalisation d’un circuit très basse consommation (en continue) à base de composants discrets sur 
circuit imprimé reste un travail délicat, et qu’il est dificile de garder des performances satisfaisantes 
en dessous de la centaine de µW. 
Le circuit présenté ici est transposable sur silicium pour la réalisation d’un ASIC dédié à la gestion de 
puissance multi-sources. La plus grande marge de manœuvre ainsi obtenue dans le 
dimensionnement des transistors de la chaine de puissance, la possibilité des concevoir les 
comparateurs et les drivers de MOS au niveau transistor, ainsi que la possibilité de la synthèse 
logique d’un circuit asynchrone équivalent à la machine à états, sont autant d’avantages comparatifs 
de la technologie intégrée face à un circuit sur carte. Moyennant un redesign de certaines parties du 
circuit (comparateurs, level-shifter et machine à état), cette solution devrait permetre d’améliorer 
les performances de l’architecture ici présentée. 
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n réseau de capteurs autonomes et communicant sans fil (Wireless Sensor Network : WSN) 
est une interconnexion de nœuds actifs qui peuvent capter, stocker, créer, mettre en 
forme, et partager de l’information de manière totalement autonome. Ces WSN, en servant 
d’interface invisible et omniprésente avec le réseau internet, seront à n’en pas douter une des 
briques de base de l’internet des objets de demain. Depuis plus de 10 ans, des équipes de chercheurs 
ont su metre à profit l’évolution de la technique pour donner réalité à ce concept. Aujourd’hui des 
solutions commerciales sont disponibles et les exemples de déploiement se multiplient : habitat 
inteligent, surveilance des structures, des personnes, des réseaux de transport et de distribution, 
etc.. Pourtant la question de l’autonomie énergétique de ces réseaux reste centrale. En efet, 
comment peut-on, sur de longues, voire très longues, périodes de fonctionnement, assurer 
l’alimentation électrique des nœuds de ces réseaux, qui, par définition, sont enfouis dans 
l’environnement, sans aucun lien physique entre eux, ni avec le réseau de distribution électrique ? 
L’utilisation d’éléments de stockage de l’énergie tel que les bateries et les super-condensateurs 
limite de fait l’autonomie du réseau. Finalement, il n’est pas économiquement rentable d’assurer 
une maintenance périodique pour changer les batteries sur un réseau de grande envergure. Seule 
une production d’énergie électrique au niveau du nœud permet théoriquement d’alonger à l’infini la 
durée de fonctionnement du réseau. Ainsi il est possible d’utiliser l’énergie présente dans 
l’environnement (vibration, lumière, gradient thermique, champs électromagnétique) pour alimenter 
le nœud. On parle alors de récupération d’énergie ambiante. Cependant, pour rendre exploitable 
l’énergie récupérée, il est nécessaire de doter le nœud d’un organe de gestion capable de faire 
l’interface entre les diférentes sources de récupération, les éléments de stockage, et les 
consommateurs. Ce système de gestion d’énergie doit pouvoir réaliser 3 fonctions principales pour 
hybrider eficacement une ou plusieurs sources avec un élément de stockage : 
− Placer dynamiquement les sources de récupération proche de leur point d’émission de 
puissance maximal ; 
− Gérer l’utilisation (charge/décharge) d’un ou plusieurs éléments de stockage et assurer leur 
protection (surcharge/décharge profonde) ; 
− Fournir une ou plusieurs tensions régulées pour alimenter les consommateurs du nœud 
(CPU, Rx/Tx, capteurs..). 
C’est sur ces aspects qu’a porté le travail présenté dans ce manuscrit. La thèse que nous soutenons 
ici est qu’un convertisseur DC-DC Single Inductor à plusieurs entrées et plusieurs sorties (DC/DC SI 
MIMO), associé à un circuit de recherche du point de puissance maximal (MPPT) très basse 
consommation, permet de gérer l’énergie dans un système multi-sources. 
Un démonstrateur a été conçu dans ce sens afin d’alimenter un capteur de température 
enregistreur. Il interface deux sources de récupération : un générateur piézoélectrique V21BL de 
Midé Technologies et une celule solaire en silicium amorphe de SOLEMS, et une batterie au LIPON 
en couche mince de Infinite Power Solution. Le convertisseur DC/DC est piloté par une machine à 
états implémentée dans un microcontrôleur PIC16LF très basse consommation. 
Ce démonstrateur a de plus servi de support à notre approche de conception par prototypage virtuel. 
En efet, étant donné la complexité et l’hétérogénéité d’un tel système, il est assez dificile d’évaluer 
les performances en terme d’énergie utile disponible au niveau du nœud. Tous les éléments du 
U
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système ont été caractérisés puis modélisés en VHDL-AMS. Ces modèles ont ensuite été utilisés pour 
simuler le système de gestion d’énergie dans son environnement de fonctionnement. Ces 
simulations ont permis, entre autre, de valider le dimensionnement des composants, le code de la 
machine à état, et d’estimer le rendement du système. 
Cette thèse de doctorat a été menée dans le cadre du projet PCB² (Passive and power Component on 
Board in Printed Circuit Board), projet de recherche et développement financé par la direction 
générale de la compétitivité de l'industrie et des services (DGCIS). Lancé en septembre 2008, à 
l’initiative de CIREP, une PME toulousaine, ce projet avait pour objectif de développer une filière 
technologique émergeante dans le domaine de l’intégration sur circuit imprimé. Dans ce cadre le 
LAAS-CNRS a été leader du groupe de travail qui vise à intégrer une batterie Thinergy dans un circuit 
imprimé. Le démonstrateur final de cete thèse s’est donc naturelement appuyé sur le procédé ainsi 
développé pour proposer un système compact intégrant l’ensemble des composants de manière 
hétérogène sur carte PCB. 
Ce travail a été reportés dans ce manuscrit selon 4 chapitres : 
− Le premier chapitre introduit la problématique de la gestion de l’énergie au sein des réseaux 
de capteurs (WSN), et dresse un état de l’art complet permettant de situer les travaux 
présentés dans cette thèse. Dans une première partie, après avoir donné la définition d’un 
réseau de capteurs autonomes et communicant sans fil, nous avons, au travers de l’exemple 
du réseau SimpliciTI, mis en avant la nécessité de récupérer l’énergie pour alimenter les 
nœuds de tels réseaux. Dans un second temps nous avons identifié les solutions existantes 
en matière de récupération d’énergie et de stockage, et choisi à chaque fois les plus 
adaptées à l’application visée. Dans une troisième partie, nous avons analysé les diférentes 
architectures possibles pour un système de gestion d’énergie, pour finalement nous focaliser 
sur les systèmes multi-sources basés sur d’un convertisseur DC/DC Single Inductor Multi 
Input Multi Output. 
− Le deuxième chapitre donne une description détailée des caractéristiques techniques des 
deux sources de récupération d’énergie ambiante et de l’élément de stockage choisis au 
chapitre précédant : un générateur piézoélectrique, une celule solaire en silicium amorphe, 
et une batterie au LIPON en couche mince. Pour chacun de ces éléments, nous avons 
présenté des résultats de caractérisation dans les domaines de fonctionnement suivants : 
[0,1 g 6 g] @ 60 Hz entre 0°C et 50°C pour le générateur piézoélectrique, [200 lux à 20000 
lux] à température ambiante pour le module photovoltaïque, et [0 à 100mA] entre -10°C et 
80°C pour la baterie. C’est sur ces résultats que nous avons basé le développement des 
modèles électriques comportementaux. Les erreurs obtenues entre modèle et expérience 
sur les domaines de fonctionnement donnés précédemment sont : de l’ordre de 10% pour le 
générateur piézoélectrique et pour la celule solaire, et inferieure à 1% pour la batterie. 
− Le troisième chapitre présente les diférentes étapes de la conception du système de gestion 
de puissance. L’accent est mis sur une méthodologie de conception basée sur des 
simulations VHDL-AMS au niveau circuit électrique. Dans une première partie de ce chapitre 
nous détailons les choix efectués sur le design de l’étage AC/DC du générateur 
piézoélectrique. Nous montrons qu’un convertisseur AC/DC basé sur un pont de Graëtz à 
diodes Schottky permet d’atteindre un rendement moyen de 90% sur la gamme 
d’accélération 0.1g-0.5g. Dans une deuxième partie, après un rapide état de l’art, nous 
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présentons le système de Maximum Power Point Tracking (MPPT) générique et ultra-basse 
consommation que nous avons conçu. Le rendement du placement de point de puissance est 
supérieur à 99% pour le module photovoltaïque et dépasse 90%, entre 0.3 g et 0.9 g, pour le 
générateur piézoélectrique. La troisième partie du chapitre détaile en trois temps la 
conception du convertisseur DC/DC Single Inductor à plusieurs entrées, plusieurs sorties : 
nous présentons, d’abord, son principe de fonctionnement, puis nous argumentons, ensuite, 
sur les choix technologiques et le dimensionnement des diférents composants de la chaîne 
de puissance (inductance, condensateurs et transistor), pour finalement détailer, tant au 
niveau matériel que logiciel, le circuit de commande du convertisseur. En simulation, le 
rendement du convertisseur DC/DC SI MIMO, avec le générateur piézoélectrique sous 0,5g et 
la celule solaire sous 200 lux, est de 57,3%, toutes pertes comprises. 
− Le quatrième et dernier chapitre de cette thèse adresse l’ensemble des réalisations que nous 
avons produites pour valider les conclusions dressées dans le chapitre précédent. Dans une 
première partie nous présentons d’abord, de manière détailée, les 3 cartes que nous avons 
réalisées, ainsi que les résultats des caractérisations associées : la première carte sert de 
preuve de concept, la deuxième implémente un système mono-source avec uniquement le 
générateur piézoélectrique, la troisième implémente le système multi-sources 
(piézoélectrique + solaire). Les résultats obtenus sont, dans l’ensemble, conformes à nos 
simulations. La procédure de MPPT permet d’atteindre une précision du placement du point 
de fonctionnement de 88,8 % pour le générateur piézoélectrique (entre 0,2 g et 1 g), et de 
97,6 % pour la celule photovoltaïque (entre 200 lux et 4000 lux). Le rendement du 
convertisseur DC/DC SI MIMO en mode forte charge (utilisation de la batterie comme source 
d’énergie principale) a été mesuré à 60% pour un courant de 100µA, et tend vers 75% 
lorsque le courant dépasse 1mA. Pourtant la dynamique des level-shifter est tele que, 
malgré nos eforts, les entrées du convertisseur DC/DC associées aux sources de 
récupération fonctionnent en mode dégradé. Dans la deuxième partie du chapitre nous 
présentons l’action menée dans le cadre du projet PCB². Nous avons réussi à fabriquer 
plusieurs cartes FR4 haut Tg avec une batterie intégrée fonctionnele. Cependant, la 
technologie d’intégration n’est pas assez mature pour envisager une exploitation 
commerciale : mauvaise reproductibilité avec environ 35% de cartes défailantes et une perte 
moyenne de 65% de la capacité sur les cartes fonctionneles. Nous sommes toutefois alés 
jusqu’au bout de notre démarche, en utilisant cete technologie pour réaliser ln 
démonstrateur complet du circuit de gestion de puissance présenté dans ce manuscrit. 
En résumé, le concept de base du système de gestion de puissance multi-sources que nous 
proposons dans cette thèse est validé. L’architecture basée sur un convertisseur DC/DC SI MIMO 
valide chacun des objectifs que nous avions fixés. Nous avons confirmé que l’utilisation d’une 
machine à état est un support approprié pour la logique de gestion d’un tel système. Nous avons 
aussi validé l’implémentation ultra basse consommation d’une technique de MPPT fondée sur 
l’observation de la tension en circuit ouvert des sources. Bien que la réalisation d’un circuit très 
basse consommation à basse de composants discrets soit un travail délicat, nous avons montré 
qu’il est possible de garder des performances intéressantes en dessous de la centaine de µW. Cela 
confirme, là encore, la nécessité d’une méthodologie de conception eficace. 
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Dans le prolongement de ces travaux, il pourrait être intéressant d’adresser les développements 
suivants : 
− À notre connaissance, nous présentons l’unique réalisation d’un convertisseur DC/DC SI 
MIMO à base de composants discrets ultra basse consommation sur PCB mais une 
intégration sur silicium, sous forme d’ASIC (Application Specific Integrated Circuit), du circuit 
présenté ici semble être une suite naturele. En efet, à plusieurs reprises dans le manuscrit 
nous avons présenté les avantages de l’intégration monolithique de la chaine de puissance et 
du circuit de contrôle du convertisseur DC/DC SI MIMO ; 
− Le passage à une architecture de type buck-boost (abaisseur-élévateur) parait nécessaire 
pour permetre l’utilisation de sources de récupération d’énergie thermique et RF, voire de 
micro pile à combustible (à hydrogène ou même microbiennes), dont la tension de sortie est 
généralement inferieure à la tension de baterie. Cela permettrait aussi l’utilisation d’un 
stockage capacitif pur (condensateur et/ou super-condensateur) dont la tension varie 
beaucoup plus avec l’état de charge que cele d’une batterie au lithium ; 
− Dans ce travail nous avons considéré une loi de commande de type MPPT. L’avantage de 
cette loi de commande est d’être sufisamment est générique pour pouvoir être appliqué à 
l’ensemble des sources de récupération d’énergie (vibratoire, solaire, thermique et RF). 
Pourtant, de récents développement prouvent que des techniques d’extraction de charge 
non linéaire permettent d’atteindre es rendement supérieurs [1]. Ces techniques ciblent 
spécifiquement les applications de récupération d’énergie vibratoire continue. Il s’agit de 
synchroniser sur la vibration l’extraction des charges produites par le générateur. On pourra 
s’intéresser aussi aux architectures de conversion raisonnantes bien adaptées à la 
récupération d’énergie sous très basse tension (thermique, RF, µPAC..) [2]. Dans les deux 
cas, ces convertisseurs pourrait servir de port d’entrée (en remplaçant par exemple le couple 
AC/DC + MPPT) au convertisseur DC/DC SI MIMO présenté dans cete thèse. 
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Annexe 1 : Table détailée des motes 
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Year  Platform CPU 
Clock 
(MHz)
RAM / 
Flash / 
EEPROM Radio Transceiver 
BW 
(kbps) 
1998 WeC  Atmel AT90LS8535  4
512 / 8K / 
32K 
 RFM TR1000  10
1998 Rene1  Atmel AT90LS8535  4
512 / 8K / 
32K 
 RFM TR1000  10
1999 AWAIRS1
 Intel StrongARM 
SA1100 
 59-206  1M / 4M   Conexant RDSSS9M 100
1999 µAMPS
 Intel StrongARM 
SA1100 
 59-206  1M / 4M   National LMX3162  1000
2000 Dot  Atmel Atmega 163  8
 1K / 16K / 
32K 
 RFM TR1000  10
2000 Rene2  Atmel Atmega 163  8
 1K / 16K / 
32K 
 RFM TR1000  10
2001 x BTNode  Atmel Atmega 128L  8
 4K / 128K / 
4K 
CC1000  77
2001 Mica  Atmel Atmega 128L  4
 4K / 128K / 
512K 
 RFM TR1000  40
2001
Smart-its
(Teco)
 PIC 16F87x 20 4k / 128k Ericson BT -
2001 SpotON  Dragonbal EZ  16  2M / 2M   RFM TR1000  10
2001 WINS NG 2.0 Hitachi SH-4 80
16k / 256k + 
16M
Sensoria WINS NG RF 
2.0
-
2002
CENS Medusa 
MK2
 Atmel Atmega 128L/ 
Atmel AT91FR4081 
 4/40 
 4K / 32K 
136K / 1M 
 RFM TR1000  10
2002 GNOMES
Texas Instruments 
MSP430F149
8
 2K / 60K / 
32K 
National LMX9820 721
2002 iBadge  Atmel Atmega 128L  8  4K / 128K 
 Ericsson ROK101007 
BT 
1000
2002 x Mica2  Atmel Atmega 128L  8
 4K / 128K / 
512K 
 Chipcon CC1000  38,4
2002 Mica2Dot  Atmel Atmega 128L  4
 4K / 128K / 
512K 
 Chipcon CC1000  38,4
2002 PicoNode
Intel SA-1100 + 
XILINX FPGA
-
512k + 4M 
512k + 4M
Ericsson ROK101007 -
2002 PushPin Cygnal C8051F016 22 2,25k / 32k Newark 83F8851 166
2003 ESB/2 MSP430F149 1 2k / 60k / - TR1001 115,2
2003 Glacsweb Probe Microchip PIC18F876 - 4k / 64k Radiometrix TX1H 9,6
2003 HiDRA StrongARM 1100 59-133 1M / 4M / - Rockwel proprietary -
2003 iMote  Zeevo ZV4002 (ARM)   12-48  64K / 512K   Zeevo BT  720
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Freq. MHz OS 
sleep 
(uA) Tx
Rx 
(mA) Note
916,5  TinyOS  45 -
916,5  TinyOS  45 -
900
 MicroC / 
OS 
800 -
2400  ìOS  - - - -
3.6V DC single lithium-ion cel or 
three NiCD or NiMH cels
916,5  TinyOS  45 -
916,5  TinyOS  45 -
868 BTnut 3,3m 35,2 35,2 1652 x AA type batteries 
916,5  TinyOS  18 28,0 26,2 - 2 AA batteries
868  Smart-its  - - - - 3V lithium cel
916,5
dedicated 
firmware
1,5m 32,8 21,6 120
two lithium coin cel batteries 
180mAh
2400 - - - - -
916  Palos  6 27,0 22,0 -
540mAh lithium-ion rechargeable 
battery
2400
GNOMES 
OS
- -
two AA NiMH cels (3700mAh) + 
solar charger
2400  Palos  - - - - Battery 3.6 V 700 mAh
900  TinyOS  16 35,0 18,0 1692 x AA type batteries 
900  TinyOS  16 35,0 18,0 142CR2354 
2400
Angel 
RTOS
- - - -
IR Bertha 10 - Two AAA batteries in series
868 Contiki 8 8,0 8,0 149
Three AAA batteries /solar panels 
Supercap capacitor
433 - 10 - - -
3.6V Lithium Thionyl Chloride 
batteries
900 PASTA 50m -
2400  TinyOS  3m 20,7 20,7 4 C-cels ~9100mAh at 6V nominal.
300 active
55 active
24 active
24 active
24 active
24 active
60 active
10 active
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2003
MANTIS
Nymph
 Atmel Atmega 128L  4
 4K / 128K / 
512K 
 Chipcon CC1000  38,4
2003 RFRAIN  Chipcon CC1010 (8051)  3-24   2K / 32K   Chipcon CC1010  76,8
2003 Spec  8-bit AVR-like RISC  4-8  3K  FSK Transmitter 100
2003 U3  PIC 18F452  10
 1K / 32K / 
256 
 CDC-TR3001  100
2003 Wisenet
Chipcon CC1010 (8051 
core)
-
2k+128 / 
32k
Chipcon CC1010 -
2004 BEAN
Texas Instruments 
MSP430F169
1 2k / 60k Chipcon CC1000 76,8
2004 BSNnode  TI MSP430F149  8
 2K / 60K / 
512K 
 Chipcon CC2420  250
2004
CITSensor
Node
 PIC 16F877  20  368 / 8K   Nordic nRF903  76,8
2004 DSYS25  Atmel Atmega 128L 4  4K / 128K  Nordic nRF2401 1000
2004 x MicaZ  Atmel Atmega 128L 8  4K / 128K  Chipcon CC2420 250
2004 MITes  nRF24E1 (8051) 16  4K / 512  Nordic nRF24E1 1000
2004 Particle  PIC 18F6720  20
 4K / 128K / 
512K 
 RFM TR1001  125
2004 Pluto70  TI MSP430F149  8
 4K / 60K / 
512K 
 Chipcon CC2420  250
2004 RISE
 Chipcon CC1010 EM 
(8051) 
 3-24   2K / 32K   Chipcon CC1010 EM 76,8
2004 Sentio Atmel Mega 128L 8
8k + 32k / 
128k / 4k
CC2420 -
2004 SPIDER-NET  TI MSP430F149 8 2k / 60k /  Chipcon CC1000 16,2
2004 Telos  TI MSP430F149  8
 2K / 60K / 
512K 
 Chipcon CC2420  250
2004 ZebraNet
Texas Instruments 
MSP430F149
8
2k / 60k + 
4M
MaxStream 9xStream 19,2
2005
AVM 
Demonstrator
Texas Instruments 
MSP430F149
- - Nordic nRF2401 -
2005 Cookie
ADUC841 (8052) + 
XC3S200 Spartan 3
- - Telegesis ETRX2 -
2005 x ETRX1  Atmel Atmega 128L 8  4K / 128K Ember EM2420 250
2005 eyesIFXv2  TI MSP430F1611  8
 10K / 48K 
4M
 Infineon TDA 5250  19,2
2005 Fleck  Atmel Atmega 128L  8
 4K / 128K / 
512K 
 Nordic nRF903  76,8
2005
Imote2/
Stargate 2
 Intel PXA 271   13-416
 256K+32M / 
32M 
 Chipcon CC2420  250
2005 MASS Cygnal C8051F125 - 7k / - / 32k - -
2005 Mule Renesas M16C/62P 10
20k / 256k 
/256 k
Mitsumi WML-
C10AHR
-
2005 Parasiticnode C8051F311 25 512 / 16M / BR-C11A Class 1 -
2005 ProSpeckz I  Cypress CY8C2764  12  256 / 16K   Chipcon CC2420  250
2005 SolarBiscuit Microchip PIC18LF452 7,3 - Chipcon CC1020 -
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900  Mantis  <1m 73,0 40,0 -
 0,3 - 1000 
 RFRAIN 
Libraries 
- - - 65four AAA bateries
900  TinyOS 300 7,0 5,0 <1 CR2032, 3V, 255 mAh 
315  Pavenet  - - - -
hree AAA 700 mAh NiMH 
bateries
868  TinyOS  30 31,8 26,7 - 2xAA bateries
868 BEAN_API 10,5 32,1 25,2 70
2400  TinyOS  8 - - - rechargeable battery
868  TinyOS  9 17,0 14,0 -
 Energizer CR2450 575mAh, 3V 
miniature li batery + 
piezoelectric converter (opt.)
2400  TinyOS - - - -
2400  TinyOS 16 27,7 25,4 1692 x AA type batteries 
2400 - - - - 41 CR2032 coin battery
868,35  Smart-its  - - - - Single AAA batery 
2400  TinyOS  - -
rechargeable 120 mAh lithium 
polymer batery
 0,3 - 1000  TinyOS  - 11,9 26,7 -
2400
Proto-
threads
- - - - 5V power supply
433 - 2 27,0 9,0 - NiCd 1,2V 160mAh
2400  TinyOS  10 21,1 22,8 -
900 - 20 0,8 0,3 -
2mA-h lithium-ion battery + solar 
charger
2400 - - - - -
- - - - - -
2400  EmberNet 15 30,0 30,0 20 2 x AA Battery
868  TinyOS  8 43,0 35,0 - Batery Capacity: 2500 mAh
 902-928   TinyOS  - 26,7 26,7 -
rechargeable battery 2000 mAh + 
solar charger
2400  TinyOS  200 12,0 9,0 60
Lion / Li-Poly / 3×AAA NiMH / 
standard cels (via daughter 
board)
- µC/OS-I - - - -
2400
Tiny 
Timber
- - - -
- - - - - - 3.5 gram Lithium Polymer 145 
2400
 Speckle 
net 
300 24,5 24,5 -
3V lithium button cel or 3.6V 
Varta Mempac
315 - - - - - Batery less, 5V 1F super-capacitor 
25 active
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2005 SunSpot  Atmel AT91FR40162S  75  256K / 2M   Chipcon CC2420  250
2005 x
TelosB/
TmoteSky
 TI MSP430F1611  8
10k / 48k 
1M / -
CC2420 250
2005 T-nodes Atmega 128L 4
4k / 512k 
(opt.) / 
128k
CC1000 52
2005 TyndalMote Atmega 128L 4 4k / 128k / nRF2401 -
2005 uPart 014xilmt  rfPIC 16F675  4  64 / 1K   rfPIC 16F675  19,2
2005 XSM Atmel ATmega128L 8
 4K / 128k + 
4M / 512K 
Chipcon CC1000 -
2005 XYZsensornode
 OKI ML67Q500x 
(ARM/THUMB) 
 1,8-57,6 
32K+2M / 
256K / 4K
 TI CC2420  250
2006 µNode TI MSP430 4,6
10k / 48k 
4M / -
50
2006
DIY Smart-its
(Lancaster)
PIC18F252 8
 3K / 48K / 
64K 
8kFRAM
 Radiometrix  160
2006 ECO Node  nRF24E1 (8051)  16
 132K / - / 
32K 
 Nordic nRF24E1  1000
2006 x
EnOceanTCM12
0
 PIC 18F452  10
 1,5K / 32K / 
256 
 Infineon TDA 5200  120
2006 Everlast PIC16LF747 8 4k / - / 64k Nordic nRF2401 25,6
2006 x ez430-RF2480
Texas Instruments 
MSP430F2274
8 1k / 32k CC2480 -
2006 FireFly ATmega32 8 2k / - / 32k Chipcon CC2420 250
2006 x
NXP
JN5148-EK010
2006 SAND CoolFlux DSP 10 - / 1M / - TI CC2420
2006 SHIMMER  TI MSP430F1611   4/8   10K / 2G 
 WML-C46A BT/ 
CC2420 
250
2006 Snows5 TI MSP430F1611 8
10k / 48k 
16M
ChipCon CC1100 250
2006 x
SoftBaughDZM
D1612-RF
MSP430F1612 - - ZMD44102 -
2006 TinyNode MSP430F1611 8
10k / 48k / 
512k
XE1205 152
2006 ZN1 H8S/2218 4 12k / 128k CC2420
2007 x ANT AT3  TI MSP430F1232 8  256 / 8K  Nordic nRF24L01 1000
2007
FantasticDatano
de
Atmel AT91SAM7S256 50 64k / 128k Chipcon CC2500 1000
2007 x IRIS  Atmel ATmega 1281  8
 8K / 640K / 
4K 
 Atmel ATRF230  250
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2400
 Squawk 
VM (Java) 
426 17,4 18,8
2 AA batteries / 3.6v lithium-ion 
battery
2400 TinyOS 5,1 19,5 21,8 1302 AA battery
868 TinyOS 20 25,0 12,0 -
2400 TinyOS - - - - slim line battery packs
868  Smart-its 340 -
Lithium Coin cel types CR1620, 
BR1620, CR1632, BR1632
433  TinyOS  15 24,0 16,0 - 2 x AA type batteries 
2400  SOS  30 -
3×AA 1.2 V Ni-MH rechargeable 
cels
868-915
AmbientR
T
2,5 9,0 12,5 - 2 AA batteries
433  Smart-its  - - - - 3V lithium cel
2400 - 2 22,0 16,0 - 3V Li coin
868  TinyOS  40 23,3 29,2 62
2400 - 280 1,8 21,7 - 450mW Solar Cel + 
2400 ZASA <1 23,9 21,5 100
2 AAA eZ430 Batery Boards + 
solar charger (SEH Development 
Tool) + RF energy harvesting 
(P2110-EVAL) + thermoharvester
2400 Nano-RK - - - - 2 AA Li-ion bateries
2400 FreeRTOS 11 19,7 - -
CR1225 Lithium Coin Cel Battery / 
1,3cm² solar cel & 22mAh 
Lithylene battery
2400  TinyOS  - - - - Li-ion 250mAH battery
433 SmartOS 10 24,1 22,5 - 1.8 to 3.6 V
915 Airbee-OS - - - 170dual AAA supply
868 TinyOS 5 25,0 16,0 -
2 x AA alkaline cels, 2000mAh / 
solar suply
2400 - 1 24,9 25,5 -
internal Li-ion rechargeable 
battery 30mAh
2400  Ant 1,1 13,0 13,0 45
2400 - 48 51,0 38,0 2602 AA batteries
2400  TinyOS  11 25,0 24,0 1192 AA batteries 2200 mA-h
7 to 160 mW
20,7 max
 
176 
 
2007 x KMote
Texas Instruments
MSP430F1611
8 10k / 48k  Chipcon CC2420 250
2007 mPlatform
MSP430F1611 (OKI 
ML67Q5003 opt.)
+ Xilinx XC2C512
6 (60) + 
32
10k / 48k 
(32k / 512k)
CC2420
75 
(390)
2007 Plug
Atmel AT91SAM7S64
48
16k / 64k + 
4M
Chipcon CC2500 500
2007 ScatterWeb TI MSP430F1612 10
5k / 55k / 
256
Chipcon CC1020 153
2007 x SquidBee ATmega168 (Arduino) 16
1k / 16k / 
512
Xbee Maxstream
2007 WeBeeThree
Chipcon CC2431 8051 
Core
32 8k / 128k / - TI-Chipcon CC2431 250
2007 x ZigBit Atmel ATmega1281V 4
8k / 128k / 
4k
Atmel AT86RF230 250
2008 x CC2531EMK
Texas Instruments 
CC2531F256
- -
Texas Instruments 
CC2531F256
-
2008 Eco
Nordic nRF24E1 
(DW8051 MCU)
-
4k / - / 
512+32k
Nordic nRF24E1 1000
2008 x Epic
Texas Instruments 
MSP430F1611
4/8
10k / 48k + 
16M / -
Chipcon CC2420 250
2008 x Raven
Atmel ATmega3290P + 
ATmega1284P
- - / - / 2k Atmel AT86RF230 -
2008
Sensinodenano
stack
TI MSP430F54xx 8 16k / 192k / - CC2430/RC1180HP
2008 x Waspmote ATmega1281 8
8k / 128k + 
2G / 4k
XBee-802.15.4 (XBee-
xxx) 
37,5
2009 x
CoronisWaveca
rd
 TI MSP430F149 4
2k / 64k / 
128k
ASIC Wavenis 20
2009 x deUSB2400 Atmel AT91SAM7S256 - 64k / 256k Atmel AT86RF231 2000
2009 x FreeStar PRO Freescale MC13224V 32
96k / 128k / 
80k
Freescale MC13224V 250
2009 x Isense Jennic JN5139 16 96k / 128k Jennic JN5139 250
2009 SuperNode TI MSP430F1611 8 10k / 48k / - UZ2400
2010 CM5000 TI MSP430F1611 8
10k / 1M / 
48k
CC2420 -
2010 x EconoTAG Freescale MC13224V 24
96k / 128k / 
80k
Freescale MC13224V 250
2010 x Shimmer2R
Texas Instruments 
MSP430F1611
8
10k / 48k + 
SD card
Rowing Networks RN-
42
250
2010 x
SOWNet G-
Node G301
Texas Instruments 
MSP430F2418
8
8k / 8M / 
116k
Texas Instruments 
CC1101
500
2010 x SuRF
Texas Instruments 
CC430F5137
-
4k / 128k + 
1M / 32k
Texas Instruments 
CC430F5137
500
2011 x Lotus Cortex® M3 10-100
64k / 64k + 
512k
Atmel RF231 250
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2400 TinyOS 6,7 19,3 21,1 80
2400
proprietar
y
- - - -
2400 Bertha - - - - Inside a plug
868 Contiki 250 115,0 25,0 - 3 AAA batteries
2400
Xbee 
firmware
14m 150solar module (opt)
2400 - 0,5 25,0 27,0 -
2400 BitCloud 6 18,0 19,0 40
2400 SmartRF - - - 57 USB
2400 none - 10,0 22,0 - CR1225 Lithium battery
2400 TinyOS 9 17,4 19,7 70
2400 Contiki - - - 39two 1.5V LR44 battery cels
2400/868 - - - - -
2 x AA rechargeable NiMH 
batteries
2400
Waspmote 
IDE
62 49,6 50,3 200
1150mA, 2300mA and 6600mA Li-
Ion rechargeable, 13000mAH non - 
rechargeable, flexible or rigid 
solar panel
433-868-
915
none 3 45,0 18,0 60 1 AA battery, 3.6 V / 3200mA 
2400 - - 45,0 - 35 USB
2400
Freescale 
Beestack
1,1 193,0 30,0 26
2400 TinyOS 6 39,9 44,0 -
2 AA batteries or Solar Power 
Module (SPM10X) + 1,6W 8V solar 
cel + Li-ion battery 6750mAh
2400 TinyOS 51,0 29,0 -
2400 TinyOS 5,1 - 2.1V~3.6V
2400 Contiki  2 29,0 22,0 55
2400 TinyOS - - - 200450mAh battery
868 TinyOS 2.1 30 50,0 35,0 68
900 OSHAN 6 - - 2002 AAA batteries
2400 TinyOS 10 67,0 66,0 - 2 AA batteries 
1,8m active
70m active
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Annexe 1 : Machine à états du DC/DC SI MIMO 
 
 
 
 
 
N° dwIN dwOUT Transitions1 
1 000011 1100 2 11 14 30 16  
2 000001 1111 1 3 4 7 31 17 
3 000000 1111 2 5 6 18 32  
4 000101 1111 2 11 5 19 34  
5 000100 1111 4 3 20 35    
6 001000 1111 7 3 21 36    
7 001001 1111 6 2 14 22 37  
8 000001 0100 3 9 15 10 24 38 
9 000011 0100 8 14 11 25 39  
10 000101 1000 5 11 13 26 40  
11 000111 1000 10 12 27 41    
12 000011 1000 11 13 14 25 39  
13 000001 1000 12 10 15 3 24 38 
14 001011 0100 9 15 28 43    
15 001001 0100 14 6 8 29 43  
16 100011 1100 27 23 17 1 44  
17 100001 1111 16 22 19 18 2 45 
18 100000 1111 17 20 21 3 46  
19 100101 1111 27 17 20 4 48  
20 100100 1111 19 18 5 49    
21 101000 1111 18 22 6 50    
22 101001 1111 21 23 17 7 51  
23 101011 1100 22 16 52      
24 100001 1000 18 29 26 25 13 45 
25 100011 1000 24 27 28 12 25  
26 100101 1000 20 27 24 10 48  
                             
1
 N° :  Numéro de l’état 
 dwIN :  Mot d’entrée (y1 y2 IN1 IN2 o1a o1b) 
 dwOUT :  Mot de sortie (A B C D) 
 Transitions : États vers lequel une transition 
  est possible 
27 100111 1000 26 25 11 47    
28 101011 1000 25 29 14 52    
29 101001 1000 21 28 24 15 51  
30 010011 1100 42 33 31 1 44  
31 010001 1111 30 37 34 32 2 45 
32 010000 1111 31 35 36 3 46  
33 010111 1100 30 34 47      
34 010101 1111 33 31 35 4 48  
35 010100 1111 34 32 5 49    
36 011000 1111 37 32 6 50    
37 011001 1111 36 31 30 7 51  
38 010001 0100 32 40 39 43 8 45 
39 010011 0100 38 41 42 9 44  
40 010101 0100 35 38 41 10 48  
41 010111 0100 40 39 11 47    
42 011011 0100 39 43 14 52    
43 011001 0100 42 38 36 15 51  
44 110011 1100 47 45 52 30 16  
45 110001 1111 48 46 44 51 31 17 
46 110000 1110 45 49 50 32 18  
47 110111 1100 44 48 33      
48 110101 1111 45 49 47 34 19  
49 110100 1111 48 46 35 20    
50 111000 1111 46 51 36 21    
51 111001 1111 50 52 45 37 22  
52 111011 1100 51 44 23      
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