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Anforderungsanalyse zur
computergestützten Erkennung der
Deutschen Gebärdensprache∗
Thomas Bauer
Reutlingen University
Thomas.Bauer@Student.
Reutlingen-University.DE
Abstract
Im Rahmen der wissenschaftlichen Vertiefung
an der Hochschule Reutlingen befasst sich
diese Arbeit mit der Untersuchung der An-
forderungen und der Machbarkeit zur com-
putergestützten Erkennung der Deutschen Ge-
bärdensprache - im Folgenden DGS - und
des deutschen Fingeralphabets. Die Erkennt-
nisse aus dieser Arbeit dienen als Grundlage
zur Entwicklung eines Systems zur Überset-
zung von Gebärden der DGS oder des Fin-
geralphabets in die deutsche Schriftsprache.
Zunächst werden grundlegende Informationen
zu Geschichte, Aufbau und Grammatik der
DGS und des Fingeralphabets aufgeführt. Die
Erkennung der Gebärden soll durch optische
Bewegungssensoren erfolgen. Hierfür werden
unterschiedliche Sensortypen betrachtet und
verglichen. Im weiteren Verlauf erfolgt die
Analyse der benutzerspeziﬁschen und tech-
nischen Anforderungen. Erstere basieren auf
der Befragung einer Fokusgruppe aus gehörlo-
sen und hörenden Menschen aus dem Bereich
der Gehörlosen-, Schwerhörigen- und Sprach-
behindertenpädagogik. Abgeleitet aus den In-
formationen der Anforderungsanalyse ergibt
sich, bis zu einem gewissen Grad, die Mach-
barkeit aus technischer und benutzerspeziﬁ-
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scher Sicht. Abschließend erfolgen die Zu-
sammenfassung der Anforderungen, welche
an das zu entwickelnde System gestellt wer-
den sowie eine Handlungsempfehlung für die
Entwicklung eines Prototyps.
Schlüsselwörter
Gestenerkennung, Deutsche Gebärdenspra-
che, Fingeralphabet, Übersetzung, Dolmet-
scher, Grammatik, Anforderungsanalyse, Pro-
totyp, Bewegungssensor, Asus Xtion, Prime-
Sense Carmine, Leap Motion
CR-Kategorien
A.1 [Introductory and survey]; D.2.1
[Requirements/Speciﬁcations]: Elicitation
methods (e.g., rapid prototyping, interviews,
JAD); H.1.2 [User/Machine Systems]:
Human information processing; I.4.8 [Scene
Anlysis]: Sensor fusion, Tracking
1 Thematische Einführung
Neben der Linguistik, welche sich bereits seit
Jahrhunderten mit der exakten wissenschaftli-
chen Erforschung der menschlichen Sprache
befasst, charakterisiert die Computerlinguis-
tik (CL) seit Mitte des 20. Jahrhunderts das
Fachgebiet der maschinellen Verarbeitung
natürlicher Sprache. Sie orientiert sich dabei
an den linguistischen Teilbereichen der Pho-
netik und Phonologie, der Morphologie, der
Syntax und Semantik sowie der Pragmatik
(vgl. [2], S. 1ff). Ein Anwendungsbereich
der Computerlinguistik stellt die maschinelle
Übersetzung (MÜ) oder auch Machine Trans-
lation (MT) dar.
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Abbildung 1: Verteilung der Hörschädigung nach Sohn
Quelle: vgl. [15], Abbildung eigen
Die fortschreitende Globalisierung erfordert
zunehmend zeitnahe Übersetzungen unter-
schiedlicher digitaler Dokumente wie z.B.
von Handbüchern, Gebrauchsanweisungen
oder Websites. Dabei behandelt die zugrunde
liegende Übersetzung die Übertragung eines
Textes aus einer Quellsprache in die jeweilige
Zielsprache. Das Verfahren der maschinellen
Übersetzung aus der Computerlinguistik
soll hierbei unterstützend eingesetzt werden,
indem beispielsweise Übersetzungsprozesse
sowie Sprachein- und ausgaben durch eine
Recheneinheit vollautomatisch analysiert
und übernommen werden. Damit vereint die
maschinelle Übersetzung Einﬂüsse aus der
Linguistik, Mathematik, Informatik, Über-
setzungswissenschaft und der Elektrotechnik
(vgl. [2], S. 642ff).
Auch für Menschen mit Behinderung
kann die maschinelle Übersetzung unterstüt-
zend eingesetzt werden. So besteht bereits
die Möglichkeit der Ein- und Ausgabe am
Computer für sehbehinderte bzw. blinde Men-
schen mittels Lautsprache. Die automatische
Spracherkennung (Automatic Speech Reco-
gnition - ASR) liefert diesbezüglich bereits
gute und brauchbare Ergebnisse, dennoch
steigt die Fehlerquote durch unterschiedliche
Faktoren an. So erschweren bspw. Störge-
räusche, ein umfangreiches Vokabular oder
aber auch Konstruktionsabbrüche, Dialekte
und Akzente die korrekte Spracherkennung
(vgl. [9], S. 15). Braillezeilen und Braille-
tastaturen hingegen sind vergleichbar mit
einem Monitor und einer Tastatur und somit
nahezu fehlerlos. Die Fehleranfälligkeit wird
hier durch den Faktor Mensch bestimmt. Die
Verarbeitung der maschinellen Übersetzung
bezieht sich in diesem Falle ausschließlich auf
die Substitution der einzelnen Schriftzeichen
eines Textes, da für jedes dieser Zeichen ein
passendes Pendant in Brailleschrift existiert
und grammatikalische Unterschiede, wie bei
verschiedenen Sprachen, nicht existieren.
Ein weitaus komplexerer Anwendungs-
fall ergibt sich bei Menschen mit einer starken
Hörschädigung sowie gehörlosen Menschen.
Dabei steht vor allem die Kommunikations-
unterstützung im Vordergrund. Der Deutsche
Schwerhörigenbund e.V. geht derzeit von rund
80 000 gehörlosen und rund 16 Millionen
schwerhörigen Menschen in Deutschland
aus (vgl. [5]). Diese Zahlen beruhen auf
einer Schätzung, der die wissenschaftliche
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Untersuchung „Hörscreening“ von Dr. med.
Wolfgang Sohn aus dem Jahre 1999 zugrunde
liegt. Dabei wurden Daten von ca. 2000
Probanden aus Deutschland im Alter über
14 Jahren ermittelt und ausgewertet (vgl.
[15]). Das Diagramm in Abbildung 1 zeigt
die Verteilung nach Grad der Schwerhörigkeit
zum Zeitpunkt der Datenerhebung.
Als leichtgradig schwerhörig wird ein mitt-
lerer Hörverlust bis 35dB (Dezibel) bezeich-
net, wobei als Faustregel davon ausgegangen
werden kann, dass eine Abnahme des Schall-
drucks um ca. 10 dB einer Lautstärkenhal-
bierung entspricht. Bei einem Hörverlust von
30dB entspräche dies etwa 1/8 des ursprüng-
lichen Schalldrucks. Mittelgradig schwerhö-
rig entspricht einem mittleren Hörverlust zwi-
schen 40 – 65 dB, hochgradig bereits 70 –
85 dB. Ab einem mittleren Hörverlust von 90
dB und größer gilt eine an Taubheit grenzen-
de Schwerhörigkeit (vgl. [15]). Vielen der Be-
troffenen bleibt für die Kommunikation, auf-
grund ihrer Behinderung, ausschließlich der
Schriftverkehr oder die Gebärdensprache. Im
Gegensatz zur Brailleschrift stellen die Gebär-
densprachen eigenständige Sprachen mit ei-
gener Grammatik dar. Die Anforderungen an
eine maschinelle Übersetzung der Gebärden-
sprache sind daher weitaus höher gesetzt und
nicht so einfach zu realisieren, da zunächst
die Erkennung der Gebärden und im weiteren
Verlauf die grammatikalische Übersetzung er-
folgen muss.
1.1 Motivation und Stand der
Technik
Verschiedene Möglichkeiten wie z.B. Dolmet-
scher, Ferndolmetschdienste oder aber auch
mobile Gebärdensprachlexika ermöglichen
bzw. erleichtern die Kommunikation zwi-
schen Gehörlosen und Hörenden. Dennoch
ergeben sich daraus diverse Einschränkungen.
So ist der Einsatz eines Dolmetschers oder
Ferndolmetschdienstes immer von einer rea-
len Person abhängig, welche die eigentliche
Übersetzung durchführt. Des Weiteren ist die
Nutzung solcher Dienste mit relativ hohen
Kosten verbunden. Diese werden jedoch in
der Regel von einem Kostenträger übernom-
men und belasten somit nicht den Anwender
selbst. Gebärdensprachlexika erlauben es dem
Benutzer einzelne Begriffe und deren Gebär-
den nachzuschlagen, jedoch wird hier keine
Übersetzung ganzer Sätze angeboten. Eine
computergestützte Übersetzung könnte dabei
eine höhere Verfügbarkeit für den Anwender
und ggf. gleichzeitig eine Kostenreduktion für
den Kostenträger bedeuten.
Es gibt einzelne Ansätze zur computer-
gestützten Erkennung und Übersetzung von
Gebärdensprachen. Sowohl Eingabetechniken
als auch die Methoden zur Erfassung und
Übersetzung der Gebärdensprache oder des
Fingeralphabtes variieren hier. In früheren
Ansätzen fanden für die Eingabe meist Da-
tenhandschuhe Verwendung. So beschreiben
Jangquin et al. in [11] bereits 1998 einen
Ansatz zur Erkennung der Chinese Sign
Language (CSL) unter Verwendung eines
Datenhandschuhs. Mittlerweile werden je-
doch meist rein visuelle Ansätze verfolgt (vgl.
[3], S. 1). Diese reichen von der einfachen
Webkamera bis hin zu dreidimensionalen
Tiefenkameras wie z.B. die Microsoft Kinect.
So beschreiben Dos Santos Anjo et al. in [6]
einen Ansatz zur Erkennung einiger statischer
Gesten des Fingeralphabets der Brazilian Sign
Language (Libras) mit Hilfe der Kinect.
Ebenfalls auf Basis der Microsoft Kinect
Technologie entwickelten Forscher der
Chinese Academy of Science und der Bei-
jing Union University in Zusammenarbeit
mit Microsoft Research Asia einen Proto-
typ zur Gebärdensprachübersetzung. Der
Software-Prototyp VisualComm ermöglicht
die Kommunikation zwischen gebärdenspra-
chorientierten und lautsprachenorientierten
Menschen sowie eine Übersetzung zwischen
unterschiedlichen Gebärdensprachen (vgl.
[4], S. 1ff). Den Entwicklern war es wichtig,
eine Zweiwegekommunikation anzubieten.
So werden einerseits Gebärden in Text oder
Sprache übersetzt und andererseits Wörter
und Sätze durch einen 3D Avatar in Ge-
bärdensprache dargestellt. Zur Eingabe der
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Gebärden wird der optische Tiefensensor
Kinect verwendet. Mit einem Wortschatz
von 370 chinesischen Gebärden und einer
Erfassungsquote von ca. 95% beweist dieser
Ansatz, dass die Erkennung gestenbasierter
Sprachen mit bereits verfügbaren und kosten-
günstigen 2D und 3D-Sensoren möglich ist
(vgl. [3], S. 1f).
Im Vergleich hierzu bietet das britische
Unternehmen Technabling Ltd. bereits ein
plattformunabhängiges Softwaresystem zur
Echtzeitübersetzung gestenbasierter Spra-
chen. Der Einsatz des Portable Sign Language
Translator (PSLT) soll auf den meisten
unterschiedlichen Geräten wie z.B. Smart-
phones, Tablets und Laptops möglich sein.
Voraussetzung ist eine einfache Kamera um
die jeweiligen Gesten aufzuzeichnen. Aktuell
beschreibt Technabling Ltd. die Möglichkeit
einer Übersetzung in geschriebenen Text aus
der British Sign Language (BSL), der Chinese
Sign Language (CSL) und aus Makaton1(vgl.
[20]).
Die Ansätze von Microsoft und Technabling
Ltd. wurden gegen Ende 2013 veröffentlicht
und beﬁnden sich derzeit in unterschiedlichen
Entwicklungsstufen. Dies lässt auf das noch
junge Thema der Gebärdenspracherkennung
und –übersetzung schließen, welches weiter-
hin viel Raum für Forschungsmöglichkeiten
bietet.
1.2 Zielsetzung
Im Zuge einer Master-Thesis soll ein Pro-
totyp zur computergestützten Übersetzung
der Deutschen Gebärdensprache und/oder des
deutschen Fingeralphabets entstehen. In ei-
nem ersten Schritt werden daher in dieser Ar-
beit sowohl erste benutzerspeziﬁsche als auch
technische Anforderungen ermittelt und ana-
lysiert. Aus den daraus gewonnen Informatio-
nen lässt sich die Machbarkeit des Projekts ab-
leiten. Hinsichtlich der benutzerspeziﬁschen
1Makaton ist ein Förderansatz welcher ein
Kernvokabular von Alltagsbegriffen in Form
von Gebärden und Symbolen bereitstellt (vgl.
[13]).
Anforderungen werden sowohl Gehörlose und
Schwerhörige als auch Hörende in einem In-
terview befragt. Hier gilt es unter Anderem die
Relevanz festzustellen, ob eine Übersetzung
der Deutschen Gebärdensprache und/oder des
deutschen Fingeralphabets erfolgen soll. Wie
bereits in Abschnitt 1.1 aufgeführt, werden
mittlerweile meist nur visuelle Eingabetech-
niken für die Erfassung der Gebärdensprache
verwendet. Daher werden für die technischen
Anforderungen die derzeit aktuellen optischen
Bewegungssensoren Leap Motion, Asus Xti-
on Pro Live sowie die PrimeSense Carmine
1.09 verglichen und auf ihre Einsatztauglich-
keit untersucht.
2 Gebärdensprache und
Fingeralphabet
In den folgenden Abschnitten werden die
Grundlagen und Besonderheiten der Deut-
schen Gebärdensprache und des deutschen
Fingeralphabets aufgeführt.
2.1 Deutsche
Gebärdensprache (DGS)
Woher Gebärdensprachen stammen und wann
sie entstanden sind, lässt sich nicht genau
erklären. Dies ist darauf zurückzuführen, dass
in den vergangen Jahrhunderten gehörlose,
schwerhörige und sprachbehinderte Men-
schen meist unterdrückt und als Minderheit
ausgeschlossen wurden, weshalb es auch
nur wenig Zeugnisse dieser Zeitgeschichte
gibt. Es wird jedoch angenommen, dass
Gebärdensprachen in einfacher Form schon
vor der Entstehung von Lautsprachen ver-
wendet wurden (vgl. [10], S. 4). Durch die
Entwicklung und Verbreitung der Laut-
sprachen wurden die Gebärden nur noch
in abgeschwächter Form zur Unterstützung
eingesetzt oder zum Teil ganz verdrängt.
Erst Mitte des 16. Jahrhunderts erkannte der
Mönch Pedro Ponce de Leon, dass die bis
dahin als „geistarm“ geltenden gehörlosen
und sprachbehinderten Menschen ebenfalls
lernfähig sind. Er unterrichtete Jungen in
Sprechen, Schreiben und Lesen. Bis ins späte
19. Jahrhundert entwickelten sich aus dieser
Kenntnis die ersten Schulen für Gehörlose
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in Frankreich, den USA und Deutschland.
1880 erfolgte der Umbruch beim Mailänder
Kongress. Insgesamt 255 Lehrer aus Europa
und Amerika – darunter nur zwei Gehörlose
– entschieden über die Entwicklung des
Gehörlosen-Unterrichts und verboten ihn.
Erst 1988 wurde durch das Europäische
Parlament der Entschluss zur Anerkennung
nationaler Gebärdensprachen gefasst. Seit
dem 1. Mai 2002 ist die Gebärdensprache in
der Bundesrepublik Deutschland als eigen-
ständige Sprache anerkannt (vgl. [14]).
Gebärdensprache ist nicht gleich Gebär-
densprache. Oftmals wird davon ausgegan-
gen, dass sich gebärdensprachorientierte
Menschen auf der ganzen Welt miteinander
verständigen können. Dem ist jedoch nicht so.
Wie bei den Lautsprachen haben sich kultu-
rell unterschiedliche Sprachen und Dialekte
entwickelt. In Deutschland spricht man daher
von der Deutschen Gebärdensprache (DGS).
Sie ist wie alle anderen Gebärdensprachen
eine rein visuelle Sprache und besitzt eine
eigene Grammatik. Neben den Armen und
Händen werden vor allem das Gesicht, des-
sen Mimik und Mundbild sowie der gesamte
Oberkörper zur Zeichenproduktion eingesetzt.
Im sogenannten Gebärdenraum, welcher sich
im Bereich des Oberköpers beﬁndet, werden
die Gebärden in dreidimensionaler Form
dargestellt. In seltenen Fällen kann der Ge-
bärdenraum auch verlassen werden wie z.B.
bei einer Form der Gebärde für Hund, bei
welcher mit der ﬂachen Hand zweimal auf
den Oberschenkel geklopft wird (vgl. [7],
S.34f).
Auch in Bezug auf die Grammatik unter-
scheidet sich die DGS von der deutschen
Lautsprache. In beiden Sprachen werden
zur Bildung eines einfachen aktiven Satzes
mindestens die Satzglieder Subjekt (S) und
Prädikat/Verb (V) benötigt – oft auch mit der
Erweiterung durch ein Objekt (O). Ist unklar,
ob die Sprache die Satzfunktionen Subjekt
und Objekt aufweist, wird stattdessen von
Agens (A) und dem Gegenüber Patiens (P)
gesprochen. So auch bei der DGS. Die Anord-
Abbildung 2: Gebärdenraum
Quelle: [1], S. 23
nung der Satzglieder der beiden Sprachen ist
meist unterschiedlich. Während die deutsche
Lautsprache in der Regel einer Anordnung
von AVP bzw. SVO folgt und somit das
Prädikat als bindendes Glied zwischen Agens
und Patiens dient, steht das Prädikat in der
DGS meist am Ende eines Satzes (vgl. [7], S.
175ff).
Lautsprache:
Das Mädchen - putzt - das Auto
DGS:
Mädchen - Auto – putzen
Aber auch hier gibt es unterschiedliche
Wortstellungsvarianten sodass, neben der
grundlegenden Variante APV, auch die Va-
rianten AVP oder PAV vorkommen können.
Dies hängt von unterschiedlichen Faktoren ab
(vgl. [7], S. 178).
Nicht nur die Syntax beeinﬂusst den
grammatikalischen Unterschied der DGS
zur deutschen Lautsprache. Beispielsweise
existieren, wie im obigen Beispiel zu sehen,
auch keine Artikel (der, die, das) oder Ko-
pulae2. Der grammatikalische Aufbau setzt
2Kopula ist eine Verbform von „sein“, „blei-
ben“ und „werden“, welches Subjekt und Prä-
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sich zudem aus unterschiedlichen Elementen
zusammen. So spielen neben dem Produk-
tionstempo und der Modalitätsunterschiede
der Gebärden auch die Nutzung des Gebär-
denraums sowie unterschiedliche Formen der
Hände, des Oberköpers oder der Mimik eine
elementare Rolle in der Grammatik einer
visuell-gestischen Sprache. Im Folgenden
werden daher nur die einzelnen Bereiche
gestreift, welche für die vorliegende Arbeit
relevant sind. Eine ausführliche Beschreibung
des grammatikalischen Unterschieds der DGS
zur deutschen Lautsprache bieten Boyes,
Braem und Penny in [1].
Modalitätsunterschiede beziehen sich primär
auf die lineare Anordnung der gesprochenen
Sprache im Vergleich zur räumlichen An-
ordnung der Gebärdensprache und sind eng
mit dem Produktionstempo verknüpft. Ein
Versuch von Bellugi und Fischer aus dem Jahr
1972 vergleicht dabei die Geschwindigkeiten
der beiden Sprachen bezogen auf einen vor-
gegebenen Text im Vergleich zum Ausdruck
eines eigens gefassten Gedanken bzw. Satzin-
haltes. Die Ergebnisse, dargestellt in Tabelle
1, überraschten die Forscher. Während beim
vorgegebenen Text das Produktionstempo der
Lautsprache annährend doppelt so schnell
war wie bei der Gebärdensprache ist das
Tempo um den Inhalt in eigenen Worten
auszudrücken annährend gleich (vgl. [1], S.
46f). Die Annahme der Forscher, dass Satzin-
halte in Lautsprache schneller zu übermitteln
sind als in Gebärdensprache wurde damit
wiederlegt.
Tabelle 1: Vergleich Produktionstempo
Quelle: ([1], S. 47)
nach Bellugi und Fischer 1972
Gebärdensprache Lautsprache
2,37 Gebärden/Sek. 4,7 Wörter/Sek.
1,27 Sek./Satzinhalt 1,47 Sek./Satzinhalt
dikat zu einer Aussage verbindet. So ist bei
dem Satz „Er ist krank“ das Wort „ist“ als Ko-
pula anzusehen. In der DGS würde somit nur
„Er krank“ bestehen (vgl. [1], S. 45).
Wie ist es dennoch möglich, dass bei einer
zeitlich doppelt so langen Produktion der
Gebärden, Satzinhalte in gleicher oder sogar
schnellerer Zeit übermittelt werden können?
Dies liegt am Aufbau und der Form der
Sprache. Während die Lautsprache durch
eine sukzessive Organisation und Verkettung
linguistischer Formen einen grammatika-
lischen Aufbau in linearer Form verfolgt,
können in der Gebärdensprache durch die
räumliche Anordnung grammatikalische
Formen gleichzeitig produziert werden. Auch
die Wahrnehmung spielt dabei eine große
Rolle. Das menschliche Gehör kann einzelne
aufeinanderfolgende Elemente einfacher
erfassen als eine Überlagerung der Elemente.
Die visuelle Wahrnehmung hingegen erlaubt
die simultane Erfassung mehrerer Elemen-
te. So können bei der Gebärdensprache
alle Komponenten (Handform, Bewegung,
Mimik) gleichzeitig wahrgenommen und
verarbeitet werden. Je nach Ausführung bzw.
Abwandlung einer Gebärde können dadurch
unterschiedliche Inhalte übermittelt werden,
für die in der Lautsprache mehrere Wörter
notwendig wären. Folgende Abbildung zeigt
ein Beispiel der Gebärdensprache in welchem
zum Einen dargestellt wird, dass in manchen
Fällen nur eine Gebärde für die Übermittlung
eines ganzen Satzes benötigt wird und zum
Anderen, dass die geringe Abwandlung der
gleichen Gebärde eine etwas andere Informa-
tion übermittelt (vgl. [1], S. 47ff).
Abbildung 3: Modiﬁzierung von Gebärden
Quelle: vgl. [1], S. 51
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Der dreidimensionale Gebärdenraum stellt
hier ein unabkömmliches Werkzeug zur gram-
matikalischen und semantischen Satzbildung
dar. So können unter Anderem auch Aus-
gangsort und Ziel einer Handlung oder aber
auch Zeitangaben durch die Position und die
Bewegungsrichtung der Gebärde im Gebär-
denraum übermittelt werden (vgl. [1], S. 74).
Allgemein lässt sich also sagen, dass die Ge-
bärdensprache ein Konstrukt einzelner Gebär-
den ist und aus Bewegungen und Formen der
Hände, der Arme, des Oberköpers und des
Kopfes besteht. Zudem müssen Mimik und
Mundbild sowie die eigene Syntax berück-
sichtigt werden. Durch den Einsatz dieser Ele-
mente bzw. durch die Modiﬁkation einer Ge-
bärde durch diese Elemente lassen sich un-
terschiedliche Bedeutungen eines Satzes aus-
drücken.
2.2 Deutsches Fingeralphabet
Das Fingeralphabet stellt keine eigenständi-
ge Sprache dar. Es ist ein Teilbereich der
Gebärdensprache und ermöglicht die Darstel-
lung von Buchstaben mittels einzelner Hand-
formen. So ist jedem Buchstaben des Alpha-
bets eine eigene Handform zugewiesen. Meist
dient das Fingeralphabet nur unterstützend zur
Beschreibung von Eigennamen oder unklaren
Wörtern in der DGS (vgl. [1], S. 146f).
Abbildung 4: Beispiel deutsches
Fingeralphabet
Quelle: www.visuelles-
denken.de/Schnupperkurs3.html
Das Buchstabieren von Wörtern erfolgt in der
Regel wie bei der Gebärdensprache innerhalb
des Gebärdenraumes vor der Brust. Es ist
möglich ganze Sätze zu buchstabieren. Dies
ist jedoch über einen längeren Zeitraum so-
wohl für den Produzent als auch für den Zu-
seher anstrengend, sodass durchschnittlich nur
56% der gezeigten Buchstaben klar verstan-
den werden können (vgl. [17] zitiert nach [1],
S. 146). Wie die Gebärdensprache selbst, un-
terscheiden sich Fingeralphabete über Länder-
grenzen hinweg oft sehr stark. Das deutsche
Fingeralphabet wird beispielsweise einhändig
buchstabiert während das britische Fingeral-
phabet durch beide Hände dargestellt wird
(vgl. [1], S. 146f).
3 Erfassung durch optische
Bewegungssensoren
Bewegungssensoren ermöglichen im Allge-
meinen die Erfassung von kinematischen
Vorgängen innerhalb des zu überwachenden
Raumes. Dies können Lageänderungen, Ge-
schwindigkeiten oder auch Beschleunigungen
sein. Für jede dieser Größen existieren spe-
zielle Sensoren (vgl. [18], S. 182). Im Be-
reich der Mensch-Maschine-Interaktion wer-
den Bewegungssensoren meist zur Erfassung
von Gestik und Mimik eingesetzt. Dies setzt
voraus, dass Position und Lageveränderungen
von Händen, Kopf, Augen, Augenbrauen oder
Lippen erkannt werden können. Bei der Be-
wegungserfassung von Händen und Fingern
werden derzeit überwiegend optische Bewe-
gungssensoren oder Datenhandschuhe einge-
setzt. Für die Erfassung der Gesten der DGS
und des Fingeralphabets eignen sich Daten-
handschuhe. Sie bieten im Vergleich zu den
optischen Systemen eine exaktere Erfassung
der Anatomie und Bewegung von Händen und
Fingern. Dies wird über Dehnungssensoren
entlang der Finger und Hände sowie durch Be-
schleunigungssensoren ermöglicht. Dadurch
lassen sich die Freiheitsgrade von Hand- und
Fingergelenken sowie deren Bewegungen ge-
nau abbilden. Optische Bewegungssensoren
hingegen können bei Verdeckungen keine zu-
verlässige Erfassung, wie sie bspw. bei einer
Faust vorkommen können, ohne weiteres ge-
währleisten (vgl. [21], S. 1). Datenhandschuhe
sind jedoch im Vergleich zu optischen Einga-
begeräten umständlicher und nicht leicht ad-
aptierbar. Im folgenden Abschnitt werden da-
her zwei Arten von optischen Bewegungssen-
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soren in ihrem Aufbau und der Funktions-
weise beschrieben, welche für die Gebärden-
spracherkennung eingesetzt werden könnten.
In Abschnitt 4 werden diese Sensoren auf ih-
re technischen Anforderungen und deren Ein-
setzbarkeit überprüft.
3.1 Asus Xtion Pro Live /
PrimeSense Carmine
Sowohl die Asus Xtion Pro Live als auch die
PrimeSense Carmine gehören zu der Familie
der RGB-D Sensoren oder auch Tiefenkame-
ras. Sie bieten die Möglichkeit einer dreidi-
mensionalen Erfassung von Räumen und Ob-
jekten und unterscheiden sich prinzipiell nur
im Design voneinander. Vergleichbar ist die
Asus Xtion Pro Live mit der PrimeSense Car-
mine 1.08. Beide Kameras besitzen diesel-
ben Speziﬁkationen und sind für Entfernun-
gen zwischen 0,8 – 3,5 m ausgelegt. Parallel
hierzu bietet PrimeSense noch zusätzlich die
Carmine 1.09 für kurze Distanzen zwischen
0,35 – 1,4 m an (vgl. [16], S. 4).
Abbildung 5: PrimeSense Carmine 1.09
Quelle: www.faceshift.com/wordpress/wp-
content/uploads/2013/01/PrimeSense_
sensor.jpg
Die Erfassung des Raumes und dessen
Objekte wird mittels zweier integrierter
CMOS-Sensoren sowie einer Infrarotlicht-
quelle realisiert. Dabei sendet der IR-Emitter
ein codiertes Lichtraster in den Raum. Das re-
ﬂektierende Raster wird von einem der beiden
CMOS-Sensoren aufgezeichnet. Aus den so
gewonnenen Daten lässt sich ein Tiefenbild
erzeugen. Der zusätzliche CMOS-Sensor
ermöglicht die Aufnahme eines einfachen
Kamerafarbbildes (vgl. [16], S. 2).
Abbildung 6: Erzeugung eines Tiefenbildes
Quelle: [16], S. 2
Auf Basis der Daten des Tiefenbildes kann
dann, beispielsweise durch Software, eine
Identiﬁkation von Personen und deren Bewe-
gungen erfolgen, eine Klassiﬁkation von Ob-
jekten, eine Messung der Größe oder des Vo-
lumens sowie die Lage von Wänden und Bo-
den ermittelt werden (vgl. [16], S. 2). Mit
dem OpenNI (Open Natural Interaction) Fra-
mework der gleichnamigen Organisation wird
eine Schnittstelle geboten, über welche mit
der Hardware kommuniziert und Daten aus-
gelesen werden können. OpenNI ist ein quel-
loffenes Projekt und kann somit durch weitere
Organisationen oder auch einzelne Entwickler
beliebig erweitert und verändert werden (vgl.
[8], S. 9).
3.2 Leap Motion
Im Juli 2013 brachte das Startup-
Unternehmen Leap Motion seinen gleich-
namigen Bewegungssensor auf den Markt.
Dahinter verbirgt sich eine kleine Box, in der
Größe eines Feuerzeugs.
16 InformaticsInside14
Abbildung 7: Leap Motion Kontroller
Quelle: www5.pcmag.com/media/images/393
268-leap-motion-controller.jpg?thumb=y
Platziert zwischen Display und Anwender er-
laubt der Kontroller eine dreidimensionale
Bewegungs- und Gestenerkennung der Hän-
de und Finger innerhalb eines ca. 60 cm ho-
hen und rund 150° großen Feldes über dem
Kontroller. Leap Motion bewirbt sein Produkt
mit der Erkennung aller zehn Finger und ei-
ner Genauigkeit von 0,001 mm (vgl. [12]).
Technische Details werden Seitens Leap Mo-
tion nicht veröffentlicht. Nach Informationen
der Firma SparkFun Electronics3 sind nur
einfache elektronische Komponenten verbaut.
Lediglich zwei CMOS Bildsensoren mit ei-
ner optischen Linse sowie drei Infrarot-LEDs
sind Hauptbestandteil des Kontrollers. Die ge-
naue Funktionsweise ist dabei nicht bekannt.
SparkFun Electronics vermutet, dass die bei-
den Kameras auf jeden Fall zur stereosko-
pischen Bildverarbeitung dienen. Wird einer
der beiden Sensoren verdeckt, funktioniert der
Kontroller nicht mehr. Des Weiteren ist nur
noch die USB Anschlusstechnik verbaut. Dies
lässt darauf schließen, dass die Verarbeitung
der Daten überwiegend vom Rechner selbst
und der mitgelieferten Software erledigt wer-
den muss (vgl. [19]). Über die Airspace Ober-
ﬂäche lassen sich Anwendungen aus unter-
schiedlichen Bereichen verwalten. Diese kön-
nen über den Airspace Store, überwiegend
kostenpﬂichtig, bezogen werden. Aktuell ste-
hen ca. 170 Anwendungen zur Verfügung, wo-
bei der größte Teil auf die Kategorie „Games“
3SparkFun Electronics ist ein Elektronikhänd-
ler welcher neben Herstellung und Verkauf
von MicroController-Entwicklerboards, neue
Gadgets wie die Leap Motion hinsichtlich
technischer Bestandteile und Funktionen un-
tersucht (vgl. [19]).
fällt. Über die Leap Motion API ist es Ent-
wicklern möglich, eigene Anwendungen für
den Bewegungssensor zu implementieren.
4 Anforderungsanalyse
Im folgenden Abschnitt werden sowohl die
benutzerspeziﬁschen als auch die techni-
schen Anforderungen hinsichtlich des zu
entwickelnden Systems zur Gebärdenspra-
cherkennung aufgeführt. Die benutzerspeziﬁ-
schen Anforderungen basieren dabei auf den
Aussagen von betroffenen bzw. fachnahen
Personen aus dem Bereich der Gehörlosen-,
Schwerhörigen- und Sprachbehindertenpäd-
agogik. Hierzu wurden Interviews mit den
entsprechenden Personen durchgeführt. Diese
eignen sich vor allem für die Ermittlung der
funktionalen und nicht-funktionalen Anforde-
rungen aus Benutzersicht. Die funktionalen
Anforderungen beschreiben dabei, welche
Aufgabe bzw. welches erwartete Verhalten
an das System gestellt werden soll. Nicht-
funktionale Anforderungen beziehen sich
unter Anderem auf die Qualität, Performance
oder Bedienbarkeit des Systems. Hierbei hilft
die Befragung der betroffenen und fachnahen
Personen, da diese, als zukünftige Anwen-
der, ein qualiﬁziertes Urteil bezüglich der
benutzerspeziﬁschen Anforderungen abgeben
können.
Die technischen Anforderungen bezie-
hen sich auf Auﬂösung, Geschwindigkeit und
Bewegungsfreiheit der optischen Sensoren so-
wie auf das Produktionstempo der Gebärden.
Hierfür wurden von den gehörlosen Personen
jeweils zwei Sätze in eine Kamera gebärdet
bzw. buchstabiert. Durch diese Aufnahmen
erfolgt eine Zeitmessung der Gebärden pro
Sekunde. Aus den gewonnenen Informationen
der Anforderungsanalyse lässt sich bis zu
einem gewissen Maß die Machbarkeit eines
Systems zur Gebärdenspracherkennung bzw.
zur Erkennung des Fingeralphabets ableiten.
Daraus ergibt sich auch die abschließende
Entscheidung, welcher Ansatz weiterhin in
der Master-Thesis verfolgt wird.
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4.1 Benutzerspeziﬁsche
Anforderungen
Für die Ermittlung der benutzerspeziﬁschen
Anforderungen wurden zwei Interviews
durchgeführt. Als Gesprächsgrundlage wurde
ein Szenario in Form einer Alltagssituation
vorgegeben. Dabei sollten sich die Inter-
viewpartner einen Arztbesuch vorstellen, bei
welchem kein Dolmetscher vorhanden ist und
die Kommunikation zwischen Gehörlosem
und Arzt direkt stattﬁndet. Im ersten Interview
fand die Befragung mit einer hörenden Person
statt. Die Fokusgruppe des zweiten Interviews
bestand aus insgesamt drei gehörlosen Perso-
nen im Alter zwischen 30 – 60 Jahren. Dieses
Interview entwickelte sehr schnell eine Eigen-
dynamik und wurde zur Gruppendiskussion
mit teils unterschiedlichen Ansichten.
Zusammengefasst sind alle befragten Per-
sonen in der Lage mit Hilfe der DGS zu
kommunizieren, wobei es starke Unterscheide
gibt, seit wann, wie lange und intensiv die
DGS gelernt und eingesetzt wurde. Auch
unter den Gehörlosen ist es möglich, dass
diese nicht DGS-orientiert aufgewachsen sind
und die Sprache teilweise erst spät erlernt
haben. Grundsätzlich lässt sich jedoch sagen,
dass die DGS für Gehörlose als Muttersprache
anzusehen ist.
In Bezug auf die Selbsteinschätzung über
die Kenntnis und Erfahrung von technischen
Hilfsmitteln wie E-Mail, SMS, Mobiltelefon
und Computer gehen alle Interviewpartner
von einem guten bis sehr guten Kenntnisstand
aus. Der Unterschied in der Nutzung von
technischen Hilfsmitteln zwischen den gehör-
losen und hörenden Personen beschränkt sich
lediglich auf die Nutzung des Telefons.
4.1.1 DGS oder Fingeralphabet
In Bezug auf die Frage, ob eine Übersetzung
der DGS in die deutsche Schriftsprache oder
die Übersetzung des Fingeralphabets sinnvol-
ler wäre, sind alle Interviewpartner gleicher
Meinung. Hierbei steht die DGS eindeutig
im Vordergrund. Das Fingeralphabet ist nur
als Hilfsmittel zur Erklärung einzelner Wör-
ter oder Eigennamen anzusehen. Meist wer-
den schnell neue Eigengebärden erfunden. Zu-
dem erfordert das Gebärden und Verstehen
des Fingeralphabets mehr Konzentration und
oftmals werden nur Bruchstücke verstanden.
Ganze Sätze werden in der Regel nicht durch
das Fingeralphabet gebärdet. Die DGS bie-
tet hier eine weitaus einfachere und vor al-
lem schnellere Möglichkeit der Kommunika-
tion. Die Erkennung des Fingeralphabets wäre
demnach nur eine zusätzliche Option.
4.1.2 Übersetzungsrichtung
Innerhalb der Fokusgruppe wird eine Über-
setzungsrichtung von der DGS in die deut-
sche Schriftsprache bevorzugt. Die Interview-
partner beschreiben dies damit, dass DGS-
orientierte Menschen in der Regel beide
Sprachen lernen. Auch wenn bei der deut-
schen Schriftsprache Deﬁzite existieren, ist
die Verständlichkeit für geschriebene Texte
relativ groß. Dem gegenüber wird das Ver-
fassen eigener Texte entsprechend schwie-
riger empfunden. Verglichen wird dies mit
einer anderen Fremdsprache wie z.B. Eng-
lisch. Meist wird auch hier mehr verstanden
wie selbst artikuliert. Einige DGS-orientierte
Menschen können zudem viele Informationen
über das Mundbild gesprochener Sätze auf-
nehmen. Hörende Menschen hingegen verste-
hen kaum etwas von der Gebärdensprache, es
sei denn sie wurde erlernt. Somit steigt die
Relevanz einer Übersetzung aus der DGS in
die deutsche Schriftsprache. Dennoch sollte
auch der umgekehrte Weg nicht ganz außer
Acht gelassen werden. Vor allem bei Grup-
pengesprächen eines Gehörlosen mit mehre-
ren hörenden Personen sinkt die Aufnahmefä-
higkeit der gehörlosen Person stark. Hier kam
der Vorschlag seitens der Interviewpartner, die
gesprochene Sprache über eine virtuell gebär-
dende Person in die DGS übersetzen zu lassen.
4.1.3 Grammatikalische
Übersetzung
Über die grammatikalische Übersetzung der
DGS in die deutsche Schriftsprache herrscht
eine geteilte Meinung innerhalb der Fokus-
gruppe. Zwei Interviewpartner sind der Mei-
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nung, dass zunächst eine Übersetzung der In-
halte wichtig ist, da der Kontext dennoch ver-
standen werden kann, auch wenn der jewei-
lige Satz nicht in grammatikalisch richtigem
Schriftdeutsch vorliegt. Viel wichtiger als ei-
ne grammatikalische Übersetzung wäre eine
Erkennung der richtigen Gebärde auf Basis
der gesamten Körpersprache. Dazu zählt auch
die Beachtung der Mimik, des Mundbildes
und der Körpersprache. So wäre es beispiels-
weise auch möglich, statt der DGS aus der
LBG zu übersetzen. Die LBG beschreibt da-
bei lautsprachen begleitende Gebärden, wel-
che sich an der deutschen Schriftgramma-
tik orientieren. Dies würde jedoch für DGS-
orientierte Menschen bedeuten, dass sie ent-
gegen ihrer Muttersprache die Sätze in deut-
scher Grammatik bilden müssten. Für die an-
deren Interviewpartner ist eine grammatikali-
sche Übersetzung wichtig und sollte auf jeden
Fall durchgeführt werden. Dennoch sehen al-
le Interviewpartner auch eine gewisse Schwie-
rigkeit der grammatikalischen Übersetzung,
da hier mehrere Faktoren eine Rolle spielen.
Eine Übersetzung mit einfachen grammatika-
lischen Regeln, wie das bereits in Abschnitt
2.1 aufgeführte AVP ⇒ APV, sollten für den
Anfang verfolgt und umgesetzt werden.
4.1.4 Persönliche Erwartungen
Alle Interviewpartner können sich ein System
zur Übersetzung der DGS vorstellen und
würden dies auch effektiv einsetzen. Vor
allem in Alltagssituationen wie beim Ein-
kaufen, wo keine komplexen Themeninhalte
gesprochen werden, sehen sie ein solches
System als sinnvolle Unterstützung an. Bei
komplexen Themenbereichen wie bei Ärzten
oder Ämtern ziehen die gehörlosen Inter-
viewpartner jedoch immer noch einen realen
Dolmetscher vor. Dies liegt ein wenig in der
Vorstellungskraft der Interviewpartner, da
sich derzeit keiner ein voll funktionsfähiges
und vor allem fehlerfreies System vorstellen
kann.
Ein weiterer wichtiger Punkt bezieht sich
auf die Größe und damit die Einsetzbarkeit
des Systems. Es muss klein, handlich und
praktikabel sein. Als Beispiel wird hier das
Handy bzw. Smartphone genannt. Die Über-
setzung muss annährend in Echtzeit erfolgen.
Kleine Latenzzeiten werden akzeptiert, dürfen
jedoch nicht störend sein. Neben der reinen
Übersetzung aus der DGS in die deutsche
Schriftsprache werden Erweiterungen wie
z.B. eine Sprachein- und ausgabe, eine
Speichermöglichkeit oder auch Mustertexte
vorgeschlagen. Auch sollte es möglich sein,
neue Gebärden in das System übertragen zu
können.
4.2 Technische Anforderungen
Bezüglich der technischen Anforderungen
wurden die bereits aufgeführten Bewegungs-
sensoren mit Hilfe ihrer Demoanwendungen
auf ihre Einsatzmöglichkeit hinsichtlich der
Gebärdensprach- und Fingererkennung getes-
tet. Hier spielen die Auﬂösung und damit die
Genauigkeit der Systeme sowie die Bewe-
gungsfreiheit und die Bewegungsrichtung ei-
ne ausschlaggebende Rolle. Auch die Ermitt-
lung des durchschnittlichen Produktionstem-
pos einer Gebärde ist entscheidend, da hiermit
eine Einschätzung gegeben werden kann, mit
welcher Mindestgeschwindigkeit das System
reagieren sollte.
4.2.1 Produktionstempo
Unter dem Begriff des Produktionstempos
versteht man, wie bereits in Abschnitt 2.1
angesprochen, den zeitlichen Zusammenhang
hinsichtlich der Erzeugung des sprachlichen
Ausdrucks durch die Gebärden oder durch
die Darstellung der Buchstaben des Finge-
ralphabets (vgl. [1], S.46f). Die Ermittlung
der durchschnittlichen Zeit pro Gebärde
bestimmt die Mindestgeschwindigkeit, mit
welcher ein System zur Gebärdenspracher-
kennung agieren muss. Werden Gebärden
erst später oder langsamer erfasst, entstehen
Latenzzeiten, welche sich nachteilig auf
die Benutzerfreundlichkeit auswirken. Dies
bedeutet gleichzeitig, dass die Akzeptanz
eines solchen Systems stark abnehmen würde.
In Bezug auf den Versuch von Bellugi und
Fischer (1972) wurden folgende Sätze von
den Gehörlosen der Fokusgruppe in eine
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Kamera gebärdet:
„Hallo, mein Name ist V-o-r-n-a-m-e–N-a-c-
h-n-a-m-e.“
„Ich arbeite bei der Paulinenpﬂege in
Winnenden.“
Im ersten Satz sollten dabei Vorname
und Nachname im Fingeralphabet buchsta-
biert werden. Die Aufnahme erlaubt, bedingt
durch das Aufnahmeformat, eine zeitliche
Messung mit einer Genauigkeit von bis zu
25 Bildern pro Sekunde (fps). Dies entspricht
40 Millisekunden (ms). Die Auswertung
ergab dabei die in Tabelle 2 aufgeführten
Ergebnisse.
Um beide Sätze, inklusive dem Buchstabieren
des Namens, zu gebärden, benötigten die Test-
personen im Schnitt 9,4 sek. Betrachtet man
lediglich die Gebärden der DGS, so werden
ca. 0,55 sek pro Gebärde und ca. 1,87 sek
pro Satzinhalt benötigt. Die minimale Abwei-
chung im Vergleich zum Messergebnis von
Bellugi und Fischer ist auf die geringe An-
zahl von Sätzen und gebärdenden Personen
zurückzuführen. Dennoch ähnelt das Ergeb-
nis der Studie von 1972 (vgl. [15]). Betrach-
tet man die durchschnittlich benötigte Zeit pro
Gebärde im Fingeralphabet, fällt auf, dass die-
se mit ca. 0,37 sek deutlich schneller durch-
geführt werden kann. Dies liegt schätzungs-
weise am kleineren Gebärdenbereich und der
damit geringeren Bewegungsstrecke. Für ein
System zur Gebärdenspracherkennung müss-
te demnach die Erfassung der jeweiligen Ge-
bärde mindestens innerhalb von ca. 500 ms in
der DGS und ca. 350 ms im Fingeralphabet
erfolgreich durchgeführt und verarbeitet wer-
den.
4.2.2 Räumliche Auﬂösung und
Erfassungsgeschwindig-
keit
Mit der räumlichen Auﬂösung und der
Erfassungsgeschwindigkeit lässt sich die Ge-
nauigkeit des Bewegungssensors beschreiben,
mit welcher Objekte erkannt sowie deren
Bewegungen erfasst und verarbeitet werden
können. Vor allem bei der Erkennung der
Hände und einzelner Finger sollte eine mög-
lichst hohe Auﬂösung gegeben sein. Tabelle 3
zeigt die Auﬂösungen der Bewegungssenso-
ren sowie deren Erfassungsgeschwindigkeiten
im Vergleich.
Die aufgeführten Werte sind Angaben
der Hersteller und können nicht messbar
überprüft werden. Demnach bietet die Leap
Motion eine deutlich höhere Auﬂösung und
Erfassungsgeschwindigkeit. Sie wurde primär
für die Erkennung der Hände und Finger
entwickelt, während die Asus Xtion als auch
die Sensoren von PrimeSense primär zur
Erkennung des gesamten Körpers konzipiert
wurden. Für den Einsatz zur Erkennung des
Fingeralphabets steht demnach die Leap
Motion an oberster Stelle. Aber auch die Sen-
soren von Asus und PrimeSense ermöglichen,
mittels der speziellen API des amerikanischen
Unternehmens 3Gear Systems, die Erkennung
beider Hände und aller zehn Finger. Die
API basiert dabei auf einer Erweiterung des
OpenNI Frameworks. Da es mit der Leap
Motion nicht möglich ist ein Körpertracking
zu realisieren, wird im Anschluss lediglich
das Fingertracking betrachtet und getestet.
Ein messbarer Vergleich der Hardware ist mit
den vorhandenen Mitteln nicht zu realisieren.
Daher wird die Hardware auf Basis der
dazugehörigen Demoanwendungen getestet
und beurteilt. Als Testumgebung dient ein
Mac Book Pro mit einem 2,4 GHz Intel Core
i5 Prozessor, 8GB RAM und dem aktuellen
Betriebssystem OS X in der Version 10.9.1.
Hinsichtlich des Fingertrackings wird die
Leap Motion mit der PrimeSense Carmine
1.09 und deren jeweils aktuellsten Software-
versionen verglichen.
Die Leap Motion wird standardmäßig
mit dem sogenannten Visualizer ausgeliefert.
Diese Demoanwendung erlaubt die Erfassung
und graﬁsche Darstellung der Hände und Fin-
ger. Im Einstellungsfeld der Leap Motion lässt
sich während der Nutzung die aktuelle Daten-
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Tabelle 2: Messergebnis Produktionstempo
Gesamt Sätze bzw. Name Durchschnitt pro Gebärde
Messwert fps ms fps ms
Gebärden DGS 93,66 3746,66 13,73 549,33
Fingeralphabet 141,33 5653,33 9,15 365,86
Gesamt 234,99 9399,99 - -
Tabelle 3: Auﬂösung und Geschwindigkeit
Quelle: Vgl. [12] und [16]
Leap Motion Asus Xtion/Carmine 1.08 Carmine 1.09
Räumliche Auﬂösung 0,001 mm 3,4 mm 0,9 mm
Tiefenauﬂösung 0,001 mm 12 mm 1 mm
Geschwindigkeit >200 fps max. 60 fps max. 60 fps
übertragungsrate sowie die Verarbeitungszeit
anzeigen. Durchschnittlich stellte sich wäh-
rend des Tests eine Datenübertragungsrate
von ca. 90 fps und einer Verarbeitungszeit
von ca. 8 ms ein. Vergleichbar hierzu wird
das Fingertracking der Carmine 1.09 mit der
Demoanwendung HandViewer aus der bereits
erwähnten API von 3Gear Systems getestet.
Abbildung 8: Darstellung Visualizer
(oben), HandViewer (unten)
Während des Tests stellte sich hier eine
durchschnittliche Datenübertragungsrate von
ca. 59 fps ein. Eine Verarbeitungszeit wird
seitens der Anwendung nicht gegeben. Beide
Ergebnisse übertreffen dennoch die Anfor-
derungen des in Abschnitt 3.2.1 ermittelten
Produktionstempos deutlich und könnten
somit zur reinen Erfassung von Gebärden
der DGS und des Fingeralphabets eingesetzt
werden. Zum Test selbst werden nacheinander
verschiedene Handformen und Bewegungen
durchgeführt und deren visueller Eindruck
beurteilt.
Bezüglich der Geschwindigkeit ist ein
deutlicher Unterschied, vor allem bei schnel-
len Bewegungen, zu verzeichnen. Hier
bietet die Leap Motion mit ihrer höheren
Datenübertragungsrate einen ﬂüssigeren und
annährend realen Bewegungsablauf. Über
den HandViewer wirken die Bewegungen
etwas langsamer und stockend. Schnelle
Bewegungen der Finger können teilweise
nicht erfasst werden.
Bei unterschiedlichen Handformen fällt
im Visualizer der Leap Motion auf, dass
eng beieinander liegende Finger schnell zu
einer Erfassungsschwierigkeit und damit zum
Verschwinden der Finger führt. Dies wird
gerade bei einer Faust oder einer Rotation der
Hand, bei welcher sich die Finger überlagern,
stark wahrgenommen. Im HandViewer in
Verbindung mit der Carmine 1.09 werden
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solche Überlagerungen teilweise kompen-
siert. Selbst eine zur Kamera orthogonal
stehende Hand wird dargestellt und bei einer
Bewegung einzelner Finger werden diese
trotz Überlagerung erfasst. Allerdings sind
auch hier Erfassungsfehler zu verzeichnen.
Beispielsweise wird bei einer Faust, die den
Daumen unter oder über den restlichen Fin-
gern hat, kein Unterschied wahrgenommen.
In Bezug auf die Bewegungsauﬂösung ist
die Leap Motion deutlich ﬁligraner. Kleinste
Bewegungen des Zeigeﬁngers im Millimeter-
bereich werden erfasst. Hier kann es bei der
Carmine 1.09 vorkommen, dass solch geringe
Bewegungen erst gar nicht erfasst werden
können.
Hinsichtlich der Gebärden des Fingeral-
phabets, bei welchem die Finger oft eng
beieinander liegen, verzeichnen beide Syste-
me deutliche Schwächen bei der Auﬂösung.
Hier entstehen in der Regel stärkere Er-
fassungsfehler. Dennoch ist es denkbar,
dass diese Fehler durch die Entwicklung
bestimmter Algorithmen kompensiert werden
könnten. Ein Beispiel hierfür bieten Zagel,
Süßmuth und Bodendorf in [22]. In ihrer Ar-
beit „Automatische Rekonstruktion eines 3D
Körpermodells aus Kinect Sensordaten“ wird
ein dreidimensionales Körpermodell aus dem
Tiefenbild des Kinect Sensors durch einen
speziellen Algorithmus errechnet. Der ver-
wendete Algorithmus gleicht dabei Artefakte
wie z.B. Rauschen oder Quantisierungsarte-
fakte, welche durch die limitierte Auﬂösung
des Sensors entstehen, aus (vgl. [22], S. 554f).
Eine Aussage darüber, ob und wie gut die Er-
fassung mit beiden Systemen erfolgen kann,
ist zum aktuellen Zeitpunkt nicht möglich, da
dies einen konkreten Test mit einer Software
zur Erkennung der Gebärden voraussetzen
würde. Dennoch ist der Einsatz beider Sys-
teme hinsichtlich der räumlichen Auﬂösung
und der Erfassungsgeschwindigkeit denkbar.
4.2.3 Bewegungsfreiheit
und Bewegungsrichtung
Sowohl die Gebärden der DGS als auch
die des Fingeralphabets werden innerhalb
des Gebärdenraums in Sprachrichtung zum
Zuseher gebärdet. Dies erfordert eine frontale
Erkennung der Gebärden. Die Asus Xtion
sowie die PrimeSense Carmine sind in tech-
nischer Hinsicht für diesen Frontaleinsatz
konzipiert. Leap Motion bietet hingegen nur
eine Erkennung der Hände und Finger über
dem Kontroller. Bezüglich der Erfassung von
Gebärden der DGS kann die Leap Motion
nicht eingesetzt werden, da der Erfassungs-
raum zu klein und damit kein Körpertracking
möglich ist. Sowohl die Asus Xtion als auch
die Sensoren von PrimeSense ermöglichen
bereits, mittels OpenNI Framework, ein
Körpertracking. Hier kann beispielsweise
der gesamte Körper oder aber auch nur der
Oberkörper erfasst werden. Durch eine Er-
weiterung des Frameworks könnte demnach
die gewünschte Gebärdenspracherkennung
realisiert werden.
Für die Erfassung des Fingeralphabets
müsste die Leap Motion um 90° gedreht wer-
den und sich die gebärdende Person sehr nahe
am Kontroller beﬁnden, da die Erfassungs-
tiefe lediglich max. 60 cm beträgt. Ein Test
mit dem Visualizer zeigt, dass dies nicht so
einfach zu realisieren ist. Die reine Erfassung
der Hände bei einem gedrehten Kontroller
funktioniert, solange sich keine Fläche oder
kein Objekt hinter den Händen beﬁndet. Da
das Fingeralphabet jedoch vor dem Körper
in Brusthöhe gebärdet wird, kann hier keine
Erfassung erfolgen. Beim Fingertracking in
Verbindung mit der PrimeSense Carmine
1.09 erfolgt das Fingertracking von oben.
Auch hier muss der Sensor zunächst gedreht
werden. Die Frontalerfassung ist hier nur
eingeschränkt möglich, wenn sich die Hände
vor einem ebenen Hintergrund beﬁnden. Vor
dem Körper steigt die Fehlerrate jedoch stark
an. Somit können beide Sensorarten nicht für
eine Frontalerkennung des Fingeralphabets
eingesetzt werden.
5 Zusammenfassung
Durch die mit der Fokusgruppe geführten
Interviews wird deutlich, dass aktuell immer
noch Probleme in der Kommunikation zwi-
schen gehörlosen und hörenden Menschen
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bestehen. Es gibt nur wenig effektive Hilfs-
mittel, sodass meist ein realer Dolmetscher
zum Einsatz kommt. Die Idee einer compu-
tergestützten Erkennung und Übersetzung
der Gebärdensprache ﬁndet Anklang bei der
Fokusgruppe. Allerdings begrenzt sich die
Vorstellung derzeit noch auf ein System, wel-
ches nur für einfache Gespräche verwendet
wird. Für komplexe Gespräche, wie z.B. bei
Ärzten oder Ämtern, wird weiterhin noch der
reale Dolmetscher bevorzugt. Das System
selbst sollte natürlich portabel, einfach zu
nutzen und schnell sein. Geringe Latenz-
zeiten werden akzeptiert. Zunächst wird die
Übersetzungsrichtung aus der DGS in die
deutsche Schriftsprache gewünscht. Aber
auch der umgekehrte Weg sollte nicht außer
Acht gelassen werden. Weitere Optionen
könnten eine Sprachein- und ausgabe, eine
Speicherfunktion sowie die Möglichkeit zur
Erweiterung des Wortschatzes durch neue
Gebärden sein.
In technischer Hinsicht zeichnet sich der
Trend zu den Sensoren von Asus und Pri-
meSense ab. Trotz der geringeren räumlichen
Auﬂösung sowie der langsameren Erfassungs-
geschwindigkeit, lassen sich diese Sensoren
vielseitiger einsetzen. Auch die Möglichkeit
mit den Sensoren eine Erkennung der Mimik
realisieren zu können, spricht stark für den
Einsatz bei der computergestützten Überset-
zung aus der DGS in die deutsche Schriftspra-
che. Alle ermittelten Anforderungen werden
nochmals in Tabelle 4 aufgeführt.
6 Handlungsempfehlung
In Anbetracht der technischen und benut-
zerspeziﬁschen Anforderungsanalyse wird für
die Entwicklung eines Systems zur Erken-
nung und Übersetzung der DGS in die deut-
sche Schriftsprache folgende Handlungsemp-
fehlung ausgesprochen. Im ersten Schritt soll-
te die Erfassung der Gebärden im Vordergrund
stehen. In technischer Hinsicht werden da-
für die Sensoren Asus Xtion oder PrimeSense
Carmine empfohlen. Die Software muss da-
her zunächst auf einem stationären PC oder
Laptop lauffähig sein. Dies begründet sich
durch die vorgeschlagenen Bewegungssenso-
ren, welche für den mobilen Einsatz aufgrund
ihrer Größe ungeeignet sind. PrimeSense ent-
wickelt aktuell diesbezüglich den Bewegungs-
sensor Capri 1.25, welcher für den mobilen
Einsatz vorgesehen ist (vgl. [16], S. 3). Die
Entwicklung einer mobilen Version könnte
dann, nach erfolgreichem Testlauf des statio-
nären Systems, erfolgen. Aus Entwicklersicht
müssen, für die Erfassung der Gebärden, eige-
ne Gesten programmiert werden, welche beim
Erfassungsvorgang ggf. über eine Datenbank
abgeglichen werden können. Ist die Erfassung
mehrerer Gebärden möglich, kann im zweiten
Schritt die grammatikalische Übersetzung im-
plementiert werden. Zunächst sollten hier je-
doch nur einfache grammatikalische Regeln in
Betracht gezogen werden. Ziel für einen Pro-
totyp ist die Möglichkeit zur Erkennung von
ausgewählten Gebärden, aus welchen bspw.
zwei unterschiedliche Sätze erzeugt und über-
setzt werden können.
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Tabelle 4: Ermittelte Anforderungen
Benutzerspeziﬁsche
Anforderungen
Übersetzung DGS
Übersetzungsrichtung DGS⇒ dt. Schriftsprache
Grammatik Zunächst einfache Regeln
(AVP⇒ APV)
Persönliche Erwartungen - Portabel
- Praktikabel
- Einfache Nutzung
- Annährend
Echtzeitübersetzung
Technische
Anforderungen
Produktionstempo/
Erfassungsgeschwindigkeit
≤ 500 ms/Gebärde (DGS)
Auﬂösung Die Auﬂösung wird be-
stimmt durch die Erfas-
sungsgenauigkeit und die
Erfassungsgeschwin-digkeit.
Je höher die Auﬂösung, desto
genauer können Erfassungen
durchgeführt werden.
Bewegungsrichtung/
Bewegungsfreiheit
- Frontal zum Anwender
- Gebärdenraum muss vollstän-
dig erfasst werden
Empfohlener Sensortyp RGB-Tiefensensor
- Asus Xtion
- PrimeSense Carmine
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