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An analogue of the ErdGs-Ko-Rado Theorem is proved for the Hamming 
scheme H(n, q). 
I. INTRODUCTION 
Erdos, Ko and Rado [2] proved the following theorem: 
Let 0 < r < k. Let F be a collection of k-subsets of an n-set X, and 
n > n,(k, r). 
(i) If any two sets in F instersect in at least r elements, then 
IFI < (;I:). 
(ii) Equality holds if and only if F consists of all k-subsets which 
contain a fixed r-subset of X. 
Let Q = (0, l,..., q - 1) and Qn = {x = (x, ,..., x,): xi E Q}. We define 
d(x, y), the distance between x and y (x, y E Q”), as the number of indicies i 
for which xi # yi. Qn with this distance is called the Hamming scheme 
H(n, q). If F, F’ E Q, we write F N F’ if there exists c E S, such that OF = 
{ux = (x0(,) ,.,., x0&: x = (xi ,..., xn) E F} = F’, where S, is the symmetric 
group on {l,..., n}. 
In the language of association schemes (see [ 1 I), the Erdiis-KeRado 
theorem gives an upper bound on the size of a family of diameter k - r in 
the Johnson scheme J(n, k), and characterizes the extremal case. Our 
theorem (or more precisely its specialization to F, = F2) is an analogous 
result for H(n, q). 
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THEOREM. Let F,, F, c Q”, and q > r + 2. If 1 PI IF, I> qztner) and 
d(x, y) < n - rfor all x E F, , y E F,, then F, = F, N {(a, ,..., a,, x,+, ,..., x,): 
xi E Q for i = r + l,.,., n}, where a, ,..., a, are fzxed. 
Remarks. 1. The case r = 1 and F, = F, has been proved by Livingston 
[4]. A new proof of Livingston’s bound (though not of his characterization 
of the extremal cases) has been given by Stanton [6], using the technique 
discovered by Lovasz [5]. 
2. The bound for the case F, = F, has been proved by Frank1 and 
Fiiredi [3], r > 14. 
3. If q < r + 2, then there are counterexamples [3]: Let n 2 r + 2. Fix 
a, ,..., ar+2r and let F,=F,= {xEQ’:xi=ai for at least r+ 1 I’s for 
i,<r+2}. Then lF,I=/F,I=q”-‘-2((r+2)(q- 1)+ I), and d(x,x’)< 
n - r for all x,x’ E F, = F,. If q < r + 1, then j F, I = I F, / > 
4 “-r-‘((4 + l)(q - 1) + 1) = q”-‘. If q=r+ 1, then JF,I=1F21=q”-r, but 
they don’t have fixed r coordinates, 
II. PROOF OF THE THEOREM 
To avoid trivialities we assume throughout that 0 < r < n. If 
x = (x, ,..*, x,J E Qn, then we let x’ = (x2 ,..., x,J E en-i, and for F G Q”, we 
let F= {~xEF}. We define H,= {xEF,:d(Z,y3<n-r- 1 for all 
yEF2}andH2={yEF2:d(~,,y3gn-r-1forallxEF,}.Fromnowon, 
we assume the hypothesis of the Theorem and assume IF, I I F,I maximum 
and ] F, I > ] F, I. The next two lemmas say that if x E I;,, then either x @ Hi, 
in which case 2 is unique; or x E H,, in which case F, may be assumed to 
contain each z which differs from x only in the first coordinate. The idea 
here is essentially the same as that used by Livingston [4]. 
LEMMA 1. Ifx,z@H, andx’=z’, thenx=z. 
Proof: Since x, z G H,, there exists y E F, such that d(f, y3 = d(,?, yy’) = 
n-r. Since both d(x,y) and dfz,y)<n-r, we have xi =y, and zi =y,. 
so,x=z. 1 
LEMMA 2. {(i, x2 ,..., x,): x = (x, ,..., x,,) E H, , i = 0 ,..., q - 1 } G F, . 
Proof. Suppose that x = (i, x2 ,..., x,) E H, . Then for any j, 0 <j < q - 1, 
and any yE F,, we have (since d is a metric) d((j, x2 ,..., xJ, y) < 
1 +d(Z,yy3<n-r, so that the maximality of IF211 F,I implies 
(.A x2 ,..., x,J E F, . 1 
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Proof of the Theorem 
We use induction on n. When n = 1, it is trivially true. So we assume 
n > 2 and assume the Theorem is true for n’ ( n. Using the induction 
hypothesis, we prove the following Lemma. 
LEMMA 3. Either Hi = Fi or lHil < IFiI/(q - l), i = 1,2. 
Proof: Consider g, and pz. Then by induction hypothesis, IZ?, 1 IFzl < 
q2’“-‘-“~IF,llF21/q2. But /~,l=lH,l/q and I~21=lA21/q+IF2\H21. So 
we get 
IH,I * (4lF2I + (1-q)lH*I)GIF,IIF*I* (1) 
Similarly 
I~2I~~4l~,I+~~-~~l~~I~~I~~II~2I~ (2) 
Equation (1) can be written as 
/~21~4l~,I-I~~I~~~~--1)1~,II~*I’ (3) 
If we multiply both sides of (2) by (q I H, I - IF, I), we get 
I~2l~~l~~I+~~-~~l~,l~~~l~,I-I~~I~~I~~lI~2I~~l~~I-I~,I~~ 
(We may assume q I H, I - IF, I > 0.) By (3), we get 
~~l~,l+~~-~~l~,I~~~I~,I-I~,I~~~~-~~l~,II~,I~ 
which gives 
~~~--1)I~,I-l~,Il~I~,I-l~,Il~~~ 
So either IH,I=IF,I or JH,I < lFII/(q - 1). Similarly JH,] = IF21 or 
I H,I < IF21/(q - 1). But by (1) and (2), we have I H, I = IF, I if and only if 
IH21=IF21. If lHil=lFil/(q-1) for i= 1,2, then equality holds 
everywhere. So, by induction hypothesis, Ifi, = lpi;.1 = q”-‘-’ for i = 1, 2. 
Since qlkil = IH,l, we get Hi = F, for i = 1,2. So if Hi # Fi, then we have 
lHil < IFJ(q - 1) for i = 1,2. 1 
If F, = H, (so F, = H,), then we consider P, and P,, and by induction 
hypothesis, we are done. So, it is enough to show that if II > r, then there is 
at least one coordinate j such that H,(j) = F,, where H,(j) = {x E F,: d(9, 
7) < n - r - 1 for all y E F2}, .? = (x, ,..., xi- 1, xi+ 1 ,,.., xn). (Actually we 
are going to show that there are at least n -r such coordinates.) Let 
Ai = {x E F, : x, = i} and Bi = { y E F,: y, = i). The next lemma proves that 
if H, #F,, then there is an i such that IAil > (F,l/q. 
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LEMMA 4. The following are equivalent. 
(i) lAil = IF,I/q for all i; 
(ii) H, = F, . 
Proof. Statement (ii) clearly implies (i). On the other hand, suppose 
1 Ai1 = 1 F, j/q and (B,I = IF, l/q for all i. It is enough to show 6, = 2,. Let us 
consider & and g2 (we used q > 2). Then since d(c, ~3 < n - r - 1 for all 
x E A,, y E B, and IJO((B,( > qzcnWr-‘), &, = B2 by induction hypothesis. 
Similarly, K, = Bz. So A, = 2,. I 
We may assume IHjl < 1 Fjl/(q - 1) for j = 1,2. So by Lemma 4, we may 
assume IA,1 > IF, l/q. If I B,I < JF,(/q, then there is i f 0 such that 
IBi( > IF21/q. By considering x0 and Bi and using induction hypothesis, we 
get a contradiction. So, we have I B,I > I F21/q. The next lemma proves that 
both A, and B, will be dominating F, and F,. 
LEMMA 5. l&l > IFJ(l - l/d and l&d > IU1 - l/q). 
ProoJ We consider 8, and FTp ,,. Then I &, I I FTp O I< IF, ) I F2 l/q*. Since 
F,\Ao = KF,\PoP~&J KF~\Ao>\KL 
lF%,I=IWlq+ lF1l-l4l-~IW) ( 
=!F,I-lA,l-+fl 
>lF,l I-- 
( 
q-2 
q(q - 1) - IAJ- 1 
So, we get 
(II&II 
IF21 ( 
q- 1 +I-- 
4-l 
4lAol < 1 
1 IF,1 ’ 
It implies 
4lAoI 1 IF21 ->q- l$---, 
IFll q- 1 @,I 
Similarly 
4PoI 1 IF,1 ->q-1+---. 
IF21 4-l Mel 
Let x=q(A,I/IF,I,y=qlB,I/IF,I. Let x&y. (Ify>x, symmetric argument 
works.) Then by (l), x > q - 1 + l/(q - 1) - l/y > q - 1 + l/(q - 1) - I/X. 
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Consider the function f(x) = x - (q - 1 + l/(q - 1) - l/x). (By assumption, 
x > 1.) Since y(x) > 0 for x > 1, f(x) is strictly increasing. Since 
f(q - 1) = 0 and f(x) > 0, x > q - 1. Then by (2), y > q - 1. It implies 
I& > IF,I(l - l/q) and I4 > IMl - W I 
LEMMA 6. There are at least n - r coordinates i such that H,(i) = F, . 
ProoJ Suppose it is false. Then, there are at least r + 1 coordinates, say, 
i = 1, 2,..., r + 1 such that IH,(i)l < IF,//(q - 1). By Lemma 5, there are 
a, ,..., a,, I such that ICiI=({xEF l:XizUi}l > IF,I(l - l/q) for 
i= 1 ,..., r + 1. So, In;:: Gil > IF,I(l - (r + 1)/q) > q”-‘(1 - (r + 1)/q). But 
1 ny; Gil < qn-r-1, b ecause the first r + 1 coordinates are fixed. So, we get 
q(1 - (r + 1)/q) < 1. It implies q < r + 2, which gives a contradiction. 1 
As we noted before, Lemma 6 finishes the proof of the Theorem. 
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