We present a software package for structured total least-squares approximation problems. The allowed structures in the data matrix are block-Toeplitz, block-Hankel, unstructured, and exact. Combination of blocks with these structures can be specified. The computational complexity of the algorithms is O(m), where m is the sample size. We show simulation examples with different approximation problems. Application of the method for multivariable system identification is illustrated on examples from the database for identification of systems DAISY.
Introduction
The structured total least squares (STLS) problem is defined as the total least squares (TLS) problem [10, 27] 
For t = 1, . . . , T − l, the difference equation (2) 
History of the problem
The origin of the STLS problem dates back to the work of Aoki and Yue [3] , although the name "structured total least squares" appeared only 23 years later in the literature [7] . Aoki and Yue consider a single input single output system identification problem, where both the input and the output are noisy (errors-in-variables setting) and derive a maximum likelihood solution. Under the normality assumption for the measurement errors, a maximum likelihood estimate turns out to be a solution of the STLS problem. Furthermore, Aoki and Yue approach the optimization problem in a similar way to the one we adopt: they use classical nonlinear least-squares minimization methods for solving an equivalent unconstrained problem.
The STLS problem occurs frequently in signal processing applications. Cadzow [5] , Bresler and Macovski [4] propose heuristic solution methods that turn out to be suboptimal [8, Section V] with respect to the STLS criterion. These methods, however, became popular because of their simplicity. For example, the method of Cadzow is an iterative method that alternates between unstructured low rank approximation and structure enforcement, thereby only requiring singular value decomposition (SVD) computations and manipulation of the matrix entries.
Abatzoglou et al. [2] are considered to be the first who formulated an STLS problem. They called their approach constrained total least squares (CTLS) and motivate the problem as an extension of the TLS method to matrices with structure. The solution approach adopted in [2] is closely related to the one of Aoki and Yue. Again an equivalent optimization problem is derived, but it is solved numerically via a Newton-type optimization method.
Shortly after the publication of the work on the CTLS problem, De Moor lists many applications of the STLS problem and outlines a new framework for deriving analytical properties and numerical methods [7] . His approach is based on the Lagrange multipliers and the basic result is an equivalent problem, called Riemannian singular value decomposition (RiSVD), that can be considered as a "nonlinear" extension of the classical SVD. As an outcome of the new problem formulation, an iterative solution method based on the inverse power iteration is proposed.
Another algorithm for solving the STLS problem (even with 1 and ∞ norm in the cost function), called structured total least norm (STLN), is proposed by Rosen et al. [23] . In contrast to the approaches of Aoki et al., Rosen et al. solve the problem in its original formulation. The constraint is linearized around the current iteration point, which results in a linearly constrained least-squares problem. In the algorithm of [23] , the constraint is incorporated in the cost function by adding a multiple of its residual norm.
All problem formulations and solution methods cited above have been proven to be equivalent [14] but only consider univariate STLS problems, i.e., STLS problems with one right-hand side vector B. They all aim to reduce the rank of the augmented data matrix C := [A B] with one. A multivariate version of the algorithm of Rosen et al. is proposed in [25] . It involves, however, Kronecker products that unnecessary inflate the dimension of the involved matrices.
When dealing with a general affine structure the CTLS, RiSVD, and STLN methods have computational complexity O(m 3 ). Fast algorithms with computational complexity O(m) are proposed by Mastronardi et al. [15, 21] for special STLS problems: [A b] Hankel and A Toeplitz, b unstructured. They use the STLN approach but recognize that a matrix appearing in the kernel subproblem of the algorithm has low displacement rank. This is exploited via the Schur algorithm.
Motivation for our work
The STLS methods outlined above point out the following issues: Structure: the structure specification for the augmented data matrix [A B] varies from general affine [2, 7, 23 ] to specific affine, like Hankel/Toeplitz [15] , or Hankel/Toeplitz block augmented with an unstructured column [21] , Rank reduction: all published methods, except the one of [25] , reduce the rank of the augmented data matrix [A B] by one,
Computational efficiency: the efficiency varies from O(m 3 ) for the methods that use a general affine structure to O(m) for the fast methods of [15, 21] that use a Hankel/Toeplitz-type structure.
No efficient algorithms exist for multivariate problems. In addition, the proposed methods lack a numerically reliable and robust software implementation that would enhance their use in real-life applications. Due to the above reasons the STLS methods, although attractive for theoretical studies and relevant for applications, did not penetrate in real-life problems.
The motivation for our work is to make the STLS method practically useful by deriving algorithms that are general enough for various applications and computationally efficient for non-toy examples. We complement the theoretical study by a robust software implementation. Therefore, we present in this paper a numerically efficient algorithm together with a robust software implementation for solving a variety of STLS problems.
Outline of the paper
In Section 2, we define formally the class of problems solved by the package and describe the solution method used. Section 3 outlines the proposed algorithm. The implementation details necessary to use the software package are given inAppendixA. In Section 4, we compare the performance of the STLS package with that of alternative solution methods in several classical estimation problems. Section 5 describes an application of the package in system identification and shows simulation results with real-life and simulated data sets from the data base for system identification DAISY.
Problem formulation and solution method
The STLS problem was introduced in Section 1 as the TLS problem with an additional constraint on the correction matrix [ A B]. Now we further specify this informal definition. The general STLS problem that we are going to consider iŝ
where X ∈ R n×d is a parameter of interest, p ∈ R n p is a data vector, and S(p) ∈ R m×(n+d) is a structured matrix
All block-Toeplitz and block-Hankel structured blocks C (l) 
The link with the formulation in (1) is
The constraint that [A B] and [ A B] have the same structure is enforced by (5) and the search for the optimal solution is over the parameters p that uniquely specify the correction. The structure of S(p) is specified by the scalar K, and the array D ∈ ((T, H, U, F) × N × N) q that describes the structure of the blocks {C (l) } q l=1 ; D l specifies the block C (l) by giving its type D l (1) , the number of columns n l = D l (2) , and if applicable, the number of columns t l = D l (3) of a block in a block-Toeplitz/Hankel block C (l) . The input data for the problem is the vector p (alternatively the matrix S(p)) and the structure specification K, D. The desired solution is a valueX of X at a global optimum point of the optimization problem (3).
An equivalent unconstrained optimization problem to (3)- (4) is derived by minimizing analytically over the correction p, see [17, Section 2] ,
where the weight matrix (X) has block-Toeplitz and block-banded structure, see [17, Section 3] , 
The block size is dK and the upper/lower block bandwidth s equals the maximum number of block columns in a block-Hankel/Toeplitz structured block C (i) .
Transforming the original problem (3)-(4) to the equivalent one (2) is a key step in our solution approach. The equivalent problem is an unconstrained optimization problem that has as decision variables only the nd element of X. In contrast, the original problem is a constrained optimization problem and has as additional decision variables the n p elements of p. For the applications that we aim at, n p ?nd, which makes the elimination of p a huge complexity reduction. The same elimination step is used also in the CTLS and RiSVD approaches for the case of univariate STLS problems.
The second key step in our solution approach is the exploitation of the structure in the weight matrix (X) for efficient cost function and first derivative evaluation. The cost function evaluation requires solving the system of equations (X)y(X)=r(X) and computing the inner product f 0 (X)=r (X)y(X). Straightforward implementation of these steps results in O(m 3 ) floating point operations (flops). By solving the system of equations, taking into account the structure of (X), we reduce the computational complexity to O(m). In addition, the first derivative f 0 (X) can be computed with the same computational complexity. The numerical efficiency of the method with respect to n and d, however, is O((nd) 3 ). Therefore, it is suitable for applications with m?nd.
Caveat: The STLS problem is nonconvex. By using a local optimization method there is no guarantee that a global minimum point is found. Upon convergence, the computed solution is (up to the provided convergence tolerance) locally optimal. The convergence to one local minimum or another depends on the initial approximation used.
Algorithm and implementation
The input data for the STLS algorithm is the structure specification K, D and the data matrix C. The flexible structure specification D is utilized in the computations for the construction of the weight matrix (X). Because of its structure, (X) is specified by the nonzero part of its first block row, i.e., by the s + 1 matrices { k (X)} s k=0 . In [17, Section 4], we prove that the k 's are quadratic in X. Define the shift matrix
and let be the Kronecker delta function: (0) = 1 and (k) = 0 for k = 0. It can be shown that
By computing the Wc ,k 's defined in (8), (X) can be constructed for any X ∈ R n×d via (7). Expressions (7) and (8) completely "decode" the structure specification D and utilize it in the subsequent computations. Algorithm 1 outlines the step for the construction of the Wc ,k 's. It requires arithmetic operation only for indexing matrix-vector elements. The s + 1 matrices {Wc ,k } s k=0 are sparse. For the typical applications that we address, however, their dimension (n + d)K × (n + d)K is relatively small (compared with the row dimension m of the data matrix), so that we do not take into account their structure.
1:
Input structure specification K, D.
2:
Define s := max l=1,...,q (n l − 1), where n l := n l /t l , for block-Toeplitz/Hankel structured block C (l) , and n l := 1, otherwise. 3:
end if 14:
end for 15:
and stop.
Algorithm 2 specifies the steps needed for the cost function and its first derivative evaluation. For details, see [17, Section 5] . The flops per step for Algorithm 2 are:
Thus in total O(md(sdK 2 + n) + n 2 dK 3 + 3nd 2 K 3 + 2d 3 K 3 + 2snd 2 K 2 ) flops are required for cost function and first derivative evaluation. Note that the flop counts depend on the structure through s.
Algorithm 2
Cost function and first derivative evaluation.
Solve y r = r exploiting the block-banded/Toeplitz structure of , e.g., by using the routines MB02GD from the SLICOT library and DPBTRS from the LAPACK library. and N k,ij ∈ R d×d is the (i, j )th block of N k ∈ R dK×dK . 10. Output f 0 , f 0 and stop.
The overall algorithm for the computation of the STLS solution is Algorithm 3.
Algorithm 3 Algorithm for solving the STLS problem (3).
1: Input: the structure specification K, D and the matrices A and B. 2: Compute the matrices {Wc ,k } via Algorithm 1. 3: Compute the TLS solution X (0) of AX ≈ B, by, e.g., the function MB02MD from the SLICOT library. 4: Execute a standard optimization algorithm, e.g., the BFGS (Broyden, Fletcher, Goldfarb, and Shanno) quasi-Newton one, for the minimization of f 0 over X with initial approximation X (0) and with cost function and first derivative evaluation, performed via Algorithm 2. LetX be the approximation found by the optimization algorithm upon convergence. 5: OutputX and stop.
The implementation details are given in Appendix A.
Simulation examples
In this section, we illustrate the application of the STLS package on standard estimation problems. Our goal is to show the flexibility of the STLS problem formulation (3)- (4) . A more realistic application of the STLS package is described in Section 5, where simulation examples on real-life data sets are shown.
The problems listed below are special cases of the block-Toeplitz/Hankel STLS problem, for particular choices of the structure specification K, D. If not given, K and the third element of D l are by default equal to ones. In all but one of the examples, we show the computed solution by the STLS package and by an alternative method. Special problems like least squares (LS), TLS, and mixed LS-TLS [27, Section 3.5] should be solved in practice by the corresponding special methods. Still they serve as benchmarks for the STLS package.
All examples are performed in MATLAB 6.0, running on a Linux i686 PC. The scripts, listed below, are included in the STLS package as the demo file demo.m.
Least squares
The least squares problem AX ≈ B, where A ∈ R m×n is exact and unstructured, and B ∈ R m×d is perturbed and unstructured, is solved as an STLS problem with structure specification In the simulation example above A = A f . This problem is called data least-squares problem and is studied in [12, 6] .
Hankel low-rank approximation
The Hankel low-rank approximation problem [7, Section 4 .524], is defined as follows:
Here H is a mapping from the parameter space R n p to the set of the m × (n + d) block-Hankel matrices, with block size n y × n u . If the rank constraint is expressed as H(p)[
where X ∈ R n×d is an additional variable, then (9) becomes an STLS problem with K = n y and
Next we show a simulation example for the scalar Hankel low-rank approximation problem, i.e., when n y = n u = 1. The closely related STLS problem with Toeplitz structured data matrix H(p) is studied in [15] , where an efficient O(m) solution method is proposed. For comparison with the STLS package we use a MATLAB implementation faststln2 of the method of [15] . The difference in the computed solutions xh_stls and xh_stln for the example above is due to the different convergence tolerances of the two methods. The cost function f 0 of the equivalent problem (6) is evaluated at xh_stls and xh_stln and it turns out that the results coincide up to the 6th digit after the decimal point. Better approximation of the minimum point can be achieved (at the expense of extra computation time) by decreasing the convergence tolerances.
Deconvolution problem
The convolution of the sequences (. . . , a −1 , a 0 , a 1 , . . .) with the sequence (. . . , x −1 , x 0 , x 1 , . . .) is a  sequence (. . . , b −1 , b 0 , b 1 , . . .) defined as follows:
Assume that x j = 0 for all j < 1 and for all j > n. Then (10) for i = 1, . . . , m can be written as the following structured system of equations:
Note that the matrix A is Toeplitz structured and is parameterized by the vector a =col(a 1−n , . . . , a m−1 ) ∈ R m+n−1 .
In the deconvolution problem we aim to find x, given a and b. With exact data the problem boils down to solving the system of equations (11) . By construction it has a solution equal to x. Moreover the solution is unique whenever A is of full column rank, which can be translated to a condition on a (persistency of excitation).
The deconvolution problem is more realistic (and more challenging) when the data a, b is perturbed. We assume that m > n, so that the system of equations (11) is overdetermined. Because both a and b are perturbed and the A matrix is structured the deconvolution problem is similar to an STLS problem with the structure specification
. A rigorous motivation for using the STLS method is the fact that under the additional assumption that the observations are obtained from true values with additive noise that is zero mean, normal, with covariance matrix a multiple of the identity, the STLS method provides a maximum likelihood estimate of the true values.
The STLS problem with the structure
] is studied in [21] , where an efficient O(m) method is proposed. We compare the solution obtained with the STLS package with the solution obtained with the MATLAB implementation faststln1 of the method of [21] . In the particular simulation example shown below, the STLS package computes better approximation of a minimum point (i.e., the value of the cost function f 0 at the computed solution is smaller), using about 200 times less computation time. This tremendous difference in the computation times can be attributed to the MATLAB implementation of faststln1. (M-files extensively using for loops are executed slowly in MATLAB versions 6.0 or smaller.) >> m = 200; n = 2; % m = length (x), n = length (b) >> % Generate true data: a0, b0, and x0 >> a0 = rand(n + m-1);A0 = toeplitz(a0(n:n + m − 1),a0(n:-1:1)); >> x0 = rand(n,1); b0 = A0*x0; >>% Add noise: a = a0 + noise, b = b0 + noise >> v_n = 0.25; % noise level >> a = a0 + v_n * randn(n + m-1); b = b0 + v_n * randn(m,1); >> A = toeplitz (a(n:n + m-1),a(n:-1:1)); >> % Define the structure and solve the deconvolution problem via STLS >> s = 
Transfer function estimation
Consider the single input u, single output y linear time-invariant (LTI) system described by the difference equation (12) and define the parameter vector x := col(b 0 , . . . , b n , −a 0 , . . . , −a n−1 ) ∈ R 2n+1 . The transfer function estimation problem is to find the parameter vector x, given a set of input/output measurements (u t , y t )
and the order n.
For the time horizon t = 1, . . . , T , (12) can be written as the structured system of equations
where m = T − n. We assume that the time horizon is large enough to ensure m?2n + 1. System (13) is satisfied for the exact input/output and a solution is the true value of the parameter x. Moreover, under additional assumption on the input (persistency of excitation) the solution is unique.
For perturbed input/output data an approximate solution is sought and the fact that the system of Eq. (13) is structured and all elements are perturbed suggests the use of the STLS method. Again under appropriate conditions for the data generating mechanism an STLS solution provides a maximum likelihood estimator.
The structure arising in this problem is The relative error of estimation e := x −x / x , wherex is the vector of true values of the parameters andx is the vector of their estimates is largest for the LS method and is smallest for the STLS method. This relation of the estimation errors can be expected with high probability for large sample size (T → ∞) due to the statistical consistency of the TLS and STLS methods and the inconsistency of the LS method. In addition, the STLS method being a maximum likelihood method is statistically more efficient than the TLS method.
Application in multivariable system identification
The application described is this section is a generalization of the transfer function estimation example of Section 4.6 and is treated in detail in [19] . Here, we briefly describe the problem and show some simulation results on the data sets from DAISY.
Description of the identification problem
Let M be a user-specified model class, consisting of LTI systems with bounded complexity and let w be an observed time series of length T ∈ N. We view a model B ∈ M as a collection of legitimate time series. Within M, we aim to find the modelB that best fits the data according to the criterion
The resulting optimization problem is known as the global total least squares problem [22] . We consider a difference equation representation of the system, i.e.,
Note that no a priori separation of the variables into inputs and outputs is imposed. The number of inputs and the number of outputs in an input/output representation of B, however, are invariant. We denote by L m,l the set of all LTI systems with m inputs and lag at most l. The natural numbers m and l specify the maximum complexity of a model in the model class L m,l .
The considered identification problem is defined as follows. For a given time series w and a complexity specification (m, l), where m is the number of inputs and l is the lag of the identified system, solve the optimization problem
In [18] the identification problem (14) is expressed as an STLS problem (3). The parameterX, in the STLS problem formulation, gives a difference equation representation of the systemB. Moreover a transfer function and an input/state/output representations ofB can be derived fromX.
Performance on data sets from DAISY
Currently the data base for system identification DAISY [9] contains 28 real-life and simulated data sets, which are used for verification and comparison of identification algorithms. In this section, we apply the described identification method, implemented by the software package described here, on data sets from DAISY that correspond to input/output identification problems. (The other data sets consist of output only time series. They can be modeled as a response of an autonomous linear time invariant system and treated in a similar way by the STLS method but we do not do this here.)
The first part of Table 1 gives information for the data sets (number of data points T, number of inputs m, the number of outputs p) and shows the selected lag l for the identified model. Since all data sets are with given input/output partitioning, the only user-defined parameter selecting the complexity of the model class L m,l is the lag l.
The estimates obtained by the following methods are compared:
• subid, a MATLAB implementation of the robust combined subspace algorithm of [28, Fig. 4 .8];
• detss, a MATLAB implementation of the deterministic balanced subspace algorithm of [18] ;
• pem, the prediction error method of the Identification Toolbox of MATLAB;
• stls, the proposed method based on STLS.
Note that l + 1 is the user-supplied parameter i in the combined subspace algorithm subid. The order specified for the methods subid, detss, and pem is pl (the maximum possible in the model class
The comparison is in terms of the relative percentage misfit
M rel is computed by solving the smoothing problem M(w,B) for the estimated modelsB. For detss and pem,B is the deterministic part of the identified stochastic system. The second part of Table 1 shows the relative misfits M rel and execution time for the compared methods. The STLS solver is initialized with the approximation of the non-iterative method subid or detss that achieves smaller misfit on the particular data set. The time needed for the computation of the initial approximation is not added in the timing of stls. The prediction error method is called with the data w and the order n = pl specification only, so that the appropriate model structure and computational method are selected automatically by the function. Since M rel is up to a scaling factor equal to the cost function of stls, it is not surprising that the proposed method outperforms with respect to this criterion the alternative methods. The purpose of doing the comparison is to verify that the numerical tool needed for the solution of the optimization problem (3) is robust and efficient.
Indeed, identification problems with a few thousands of data points can be solved with the STLS software package. Such problems are infeasible for direct application of optimization methods without exploiting the special structure. Also the computation time of stls is similar to that of pem, which is also an optimization based method. On all examples, initialization of the STLS solver with the estimate obtained by a subspace identification method, leads to an improved solution, in terms of the misfit criterion. Hence at the expense of some extra computation time, the subspace approximation is improved by stls.
Conclusions and future work
We considered an STLS problem with structure of the data matrix, specified block-wise. Each of the blocks can be block-Toeplitz/Hankel structured, unstructured, or exact. It was shown that such a formulation is flexible and covers as special cases many previously studied structured and unstructured matrix approximation problems.
The numerical solution method is based on an equivalent unconstrained optimization problem (6). Under our assumptions, the weight matrix is block-Toeplitz and block-banded. These properties were used for cost function and first derivative evaluation with computational cost linear in the sample size.
The block-Toeplitz/Hankel structure is motivated by identification and model reduction problems for multivariable LTI systems. Planned further extensions are to include a diagonal weight matrix W > 0, p W p, and a regularization term vec (X)Qvec(X) in the STLS cost function.
matrix J = [*r i /*x j ], where x = vec(X), so that the pseudo-Jacobian J + proposed in [11] is used instead of J. Its evaluation is done with computational complexity O(m). The software is written in ANSI C language. For the vector-matrix manipulations and for a C version of MINPACK's Levenberg-Marquardt algorithm, we use the GNU Scientific library (GSL) [1] . The computationally most intensive step of the algorithm-the Cholesky decomposition of the block-Toeplitz, block-banded weight matrix (X)-is performed via the subroutine MB02GD from the SLICOT library [26] . By default the optimization algorithm is initialized with the TLS solution. Its computation is performed via the SLICOT subroutine MB02MD.
The package contains:
• C-source code: stls.c and stls.h (the function stls implements Algorithm 3), see Section A.1.
• MATLAB interface to the C function stls via C-mex file stls.m, see Section A.2.
• A demo file demo.m with examples that illustrate the application of the STLS solver, see Section 4.
• Documentation (this paper) and the related papers [17, 16, 19] describing the STLS problem in more details.
It is available from http://www.esat.kuleuven.ac.be/ ∼ imarkovs/stls/stls.html
A.1. C function
The function stls implements Algorithm 3 for solving the STLS problem ( 
where x (k) , k = 1, 2, . . . , iter maxiter are the successive iterates, and epsrel, epsabs, maxiter are fields of opt. Convergence to the desired tolerance is indicated by a positive value of opt.iter. In this case opt.iter is the number of iterations performed. opt.iter = −1 indicates lack of convergence. opt.time and opt.fmin show the time in seconds used by the algorithm and the cost function f 0 value at the computed solution.
The type opt_and_info is defined in stls.h as /* optimization options and output information structure */ typedef struct { /* input options */ int maxiter; double epsrel, epsabs; /* output information */ int iter; double fmin; double time; } opt_and_info;
A.2. MATLAB mex-file
The provided C-mex file allows to call the C solver stls via the MATLAB command:
>>[xh, info, v] = stls(a,b,s,x,opt);
The input arguments a, b, and s are obligatory. x and opt are optional and can be skipped by the empty matrix []. In these cases their default values are used. Description of the arguments:
A.1. a and b are the matrices A ∈ R m×n , and B ∈ R m×d , respectively, where [A B] = S(p). A.2. s is a q × 3 matrix or a structure with scalar field k and a q × 3 matrix field a. In the first case K is assumed to be 1, and in the second case it is specified by s.k. The array D, introduced in Section 2, is specified by s, in the first case, and by s.a, in the second case. The first column of s (or s.a) defines the type of the blocks C (1) , . . . , C (q) (1 block-Toeplitz, 2 block-Hankel, 3 unstructured, 4 exact), the second column defines n 1 , . . . , n q , and the third column defines t 1 , . . . , t q . A.3. x is a user-supplied initial approximation. Its default value is the TLS solution.
A.4. opt contains user supplied options for the exit conditions. opt.maxiter defines the maximum number of iterations (default 100), opt.epsrel defines the relative tolerance epsrel (default 1e-5), and opt.epsabs defines the absolute tolerance ε a epsabs (default 1e-5), see (16) . A.5. xh is the computed solution. A.6. info is a structure with fields iter, time, and fmin that gives information for the termination of the optimization algorithm. These fields are the ones returned from the C function, see item A.5. A.7. v is the error covariance matrix (J + J + ) −1 of the vectorized estimatex = vec(X).
A.3. Compilation
The included make file, when called with argument mex, generates the MATLAB mex file. The GSL, BLAS, and LAPACK libraries have to be installed in advance. For their location and for the location of the mex command and options file, one has to edit the provided make file. Precompiled mex-files are included for Linux only. Note 1. Due to particularities of the Windows operating system the compilation of the mex files for Windows is complicated. For UNIX-related operating systems the compilation is straightforward, once the supporting libraries are installed and the correct paths are specified in the make file.
