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Abstract
We prove that Weyl quantization preserves constant of motion of the Harmonic Oscillator.
We also prove that if f is a classical constant of motion andOp(f) is the corresponding operator,
then Op(f) maps the Schwartz class into itself and it defines an essentially selfadjoint operator
on L2(Rn). As a consequence, we provide detailed spectral information of Op(f). A complete
characterization of the classical constants of motion of the Harmonic Oscillator is given and
we also show that they form an algebra with the Moyal product. We give some interesting
examples and we analize Weinstein average method within our framework.
Keywords— Constant of motion, Harmonic Oscillator, Weyl Calculus, Moyal Product.
1 Introduction.
Let h0 be a classical Hamiltonian. A classical constant of motion for h0 is a classical observable f such that
{h0, f} = 0, where {·, ·} is the Poisson bracket on the classical phase space. Similarly, if H0 is a quantum
Hamiltonian, a quantum constant of motion for H0 is a quantum observable F such that [H0, F ] = 0, which
means that the selfadjoint operators H0 and F strongly commute. Equivalently, a constant of motion is an
observable that is invariant by the evolution of the system given by the Hamiltionian. Moreover, classical
and quantum constants of motion admit decompositions through the reduction and diagonalization pro-
cesses respectively (see Subsection 2.1). The analogy between classical and quantum constant of motion
suggests that a canonical quantization Op should map classical constants of motion of h0 into quantum
constants of motion of H0 = Op(h0). In such case we say Op preserves constants of motion of h0. The
initial motivation of this article is to address the latter problem when h0 is the classical Harmonic Oscillator
and H0 is the quantum Harmonic Oscillator.
Let Op be the canonical Weyl quantization. The celebrated Groenewold-Van Hove’s no go Theorem (see
[12]) implies that Op does not interchange the Poisson bracket of classical observables with the commutator
of the corresponding operators. Therefore we should not expect that Op preserves constants of motion for
every h0. However, it is not difficult to argue that the latter property might hold in some examples. As
we mentioned before we will prove that the Harmonic Oscillator is one of those examples, i.e. Op preserves
constants of motion of the Harmonic Oscillator. We combine the latter result with the N−representation
Theorem to obtain a large number of further consequences concerning both classical and quantum constants
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of motion.
In Section 2, we sumarize some known facts concerning constants of motion and the classical and quantum
Harmonic Oscillator. We also recall the average method of Weinstein for constructing constants of motion
[25].
In Section 3, we prove that canonical Weyl quantization preserves constants of motion of the Harmonic
Oscillator (Theorem 3.1). Let f be a classical constant of motion of the Harmonic Oscillator. Using the
N−representation Theorem, we prove that Op(f) maps the Schwartz class S(Rn) into itself (Theorem 3.2)
Note that such result is usually obtained by imposing strong conditions on the symbol f , for instance be-
longing to a Ho¨rmander class ([14], [11], [23]). Moreover we show that Op(f) is essentially selfadjoint on the
Schwartz class S(Rn). Again, such result is usually obtained imposing strong conditions on f , for instance
Op(f) is essentially selfadjoint if f is hypoelliptic (Theorem 26.2 of [20]). Since constants of motion are de-
composed through the spectral diagonalization of the Hamiltonian, we obtain detailed spectral information
of Op(f) (Theorem 3.3). We also provide an interesting criteria for boundedness of Op(f) (Proposition 3.2).
Concerning the construction of constants of motion, we prove that Weyl quantization exchange Weinstein
average of observables (Corollary 3.4). In addition, we show that the metaplectic representation maps the
unitary group U(n) into unitary quantum constants of motion, so we can also represent the Lie algebra u(n)
as quantum constants of motion Corollary 3.5 and 3.6 (moreover, those operators are also the quantization
of some classical constants of motion as well).
In Section 4, we give a complete characterization of classical constants of motion. More precisely, we
proof that every tempered constant of motion is of the form
f =
∑
|α|=|β|
cα,βW (φβ, φα),
where α, β ∈ Nn, φα and φβ are the correspondig Hermite functions and W is the Wigner transform.
Depending on the behavior of the constants cα,β, the corresponding series will converges in different spaces
(S(R2n), L2(R2n) or S′(R2n)) and moreover cα,β = 〈Op(f)φα, φβ〉 (Theorem 4.1 and Proposition 4.2). We
also use our techniques to give explicit expressions of the quantum and classical Weinstein averages (Propo-
sitions 4.3 and 4.4). In Subsection 4.1 we discuss some well known facts regarding the Moyal product. For
example it is not always well defined when the two factors are tempered distributions. In order to avoid
that problem the so called multiplier algebra (see [8]) was introduced. We prove that the set of tempered
constants of motion form a subalgebra of the multiplier algebra and in particular the Moyal product be-
tween two tempered constants of motion is always well defined (Theorem 4.2 and Corollary 4.1).
In Section 5, we give two explicit formulas to compute the Wigner transform W (φα, φβ) and the coef-
ficients 〈Op(f)φα, φβ〉 (Theorem 5.1 and Theorem 5.2).
Finally, we include an appendix containing known facts concerning Weyl quantization that are needed
for the comprehension of this article.
2 Preliminaries.
In this Section, we summarize some general facts concerning constants of motion and the classical and
quantum Harmonic Oscillator. First let us fix some notation:
• S(Rm) is the Schwartz space of rapidly decreasing smooth functions on Rm with its canonical Fre´chet
space topology.
• S′(Rm) denote the topological dual of S(Rm) known as the space of tempered distributions.
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• We endow L2(Rm) with its cannonical inner product, linear on the left, and for T ∈ S′(Rm) and
φ ∈ S(Rm) we use the notation 〈T, φ〉 = T (φ).
• If H is a linear operator, we denote its domain by D(H).
2.1 Constants of Motion.
In this Subsection we recall the concept of (classical and quantum) constant of motion and some of their
properties. We shall emphasize the analogy between their classical and quantum description.
Let us fix a complete Hamiltonian h0 ∈ C∞(R2n) and denote by ϕt its corresponding Hamiltonian flow.
We say that f ∈ C∞(R2n) is a classical constant of motion for h0 if {h0, f} = 0, where {·, ·} denotes
the Poisson bracket corresponding to the canonical symplectic structure on R2n. Leibniz’s rule and Jacobi
identity show that the set A of all constants of motion is a Poisson subalgebra of C∞(R2n). It is easy to
show that f belongs to A if and only if f ◦ ϕt = f , for each t ∈ R.
An important construction for the analysis of constants of motion is the following: Let λ be a regular
value of h0. Thus, the constant energy level set Σˆλ := h
−1
0 (λ) ⊆ R2n is a (2n − 1)-submanifold invariant
under ϕ. Moreover, considering h0 as an equivariant moment map, the orbits space Σλ := Σˆλ/ϕ can be en-
dowed with the symplectic form given by Marsden-Weinstein-Meyer reduction [1, 18, 19, 17] (our particular
case is sometimes called Jacobi-Liouville theorem).
Since f ∈ A is constant on each orbit, we can associate to f the field of smooth functions fλ ∈ C∞(Σλ),
defined by
fλ([x, ξ]) = f(x, ξ), (1)
where (x, ξ) ∈ Σˆλ is any element in the orbit [x, ξ].
Clearly, if a ∈ C∞(R) and f is a constant of motion, then a ◦ f is also a constant of motion. In par-
ticular, a ◦ h is a constant of motion for any a ∈ C∞(R).
Another way to construct constants of motion is the following: Let f ∈ C∞(R2n), under certain as-
sumptions, the function f˜ given by
f˜(x, ξ) =
∫
R
f ◦ ϕt(x, ξ)dt (2)
defines a classical constant of motion. We shall not provide general conditions to guarantee that f˜ is well
defined for a generic h0, instead we are going to give the details when h0 is the Harmonic Oscillator in
Subsection 2.2.
Let us pass to the quantum description of constants of motion. Fix a selfadjoint operator H0 on L
2(Rn)
(a quantum Hamiltonian). A quantum observable, i.e. a selfadjoint operator F , is a quantum constant of
motion for H0, if F strongly commutes with H0. If F is a bounded selfadjoint operator, then F is a constant
of motion iff eitH0Fe−itH0 = F , for every t ∈ R. Moreover, the set of bounded constants of motion is the
selfadjoint part of a von Neumann algebra (the commutant of H0).
In analogy with the classical framework, the following construction is usefull to describe quantum con-
stant of motion (see [6] or [5] for details). Let σ(H0) the spectrum of H0. There is a unique Borel measure
η (up to equivalence) on σ(H0), a unique measurable field of Hilbert spaces {H(λ)}λ∈σ(H0) (up to unitary
equivalence on η-almost every fiber), and a unitary operator T : L2(Rn)→ ∫ ⊕
sp(H0)
H(λ)dη(λ) such that
[Ta(H0)u](λ) = a(λ)(Tu)(λ) ∀u ∈ Dom(a(H0)),
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where a is any Borel function on σ(H0) and a(H0) denotes the corresponding operator given by the functional
calculus. T is called the diagonalization of H0. In particular we have that
[TH0u](λ) = λ(Tu)(λ) ∀u ∈ Dom(H0).
and
[TeitH0u](λ) = eitλ(Tu)(λ) ∀u ∈ H, t ∈ R.
Notice the similarities between the construction of H(λ) and Σλ: Both constructions are meant to make
the Hamiltonian constant on each fiber and the corresponding dynamics trivial.
It is well known that F is a constant of motion if and only if it admits a decomposition through T [6, 5],
i.e. there is a measurable field of selfadjoint operators {Fλ}λ∈σ(H0) such that [TFu](λ) = Fλ[Tu(λ)]. Such
field of operators is the quantum counterpart of the field of classical observables fλ defined in (1).
It is easy to prove that, if F is a quantum constant of motion, so is a(F ) and a(F )λ = a(Fλ), for any
Borel function a on R.
As in the classical framework, we can construct constants of motion as follows: Given a selfadjoint op-
erator F on L2(Rn), under certain conditions, we can define the quantum constant of motion F˜ given
by
F˜ =
∫
R
eitH0Fe−itH0dt. (3)
Just as in the classical case, we shall not give general conditions under which F˜ is a well defined operator,
we will only explain in detail the case when H0 is the quantum Harmonic Oscillator.
The classical and quantum average trick above have been successfully used to study the asymptotic be-
haviour of clusters of eigenvalues for Schrodinger operators on compact Riemannian manifolds, for instance
see [25, 13].
Using similar ideas, in [7] it was shown that tr(e−it(H0+P )) has the same singularities than tr(e−itH0),
where P is an isotropic pseudodifferential operator of order 1. We expect that our results concerning the
constant of motion of the Harmonic Oscillator can be useful for further developments on the latter research
topic.
2.2 The Harmonic Oscillator.
This Subsection is meant to summarize some of the well known facts concerning the Harmonic Oscillator
that we are going to need later.
The classical Harmonic Oscillator is the physical system with hamiltonian given by h0(x, ξ) =
1
2
(‖x‖2 +
‖ξ‖2). It is easy to check that the flow of h0 is given by
ϕt(x, ξ) =
[
(cos t)I (sin t)I
(− sin t)I (cos t)I
] [
x
ξ
]
The flow ϕt is a linear simplectomorphism. In particular, it preserves volume and its pullback maps S(R
n)
into itself, so we can extend the pullback to S′(Rn).
Definition 2.1. For each T ∈ S′(R2n), we define the distribution ϕ∗tT by
(ϕ∗tT )(f) = T (f ◦ ϕt),
where f is any rapidly decreasing function on R2n. If ϕ∗tT = T , we say that T is tempered constant of
motion of the Harmonic Oscillator.
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With the identification of (x, ξ) ∈ R2n with x+ iξ ∈ Cn, the flow admits the representation
ϕt(x+ iξ) = e
−it(x+ iξ).
If λ is a regular value for h0, that is λ 6= 0, then the submanifolds h−10 (λ) are precisely the spheres S2n−1√2λ .
Hence the orbit space Σλ = S
2n−1√
2λ
/ϕ is isomorphic as a manifold to the proyective plane CPn−1.
Since the flow is 2π-periodic, we can replace it by the corresponding action of the group T. In partic-
ular, we have no technical problems defining the average f˜ , as in Subsection 2.1, by the Bochner integral
f˜ =
1
2π
∫
T
ϕ∗t (f) dt,
where f is any tempered distribution and T is the circle group.
There is a family of polynomial constants of motion of particular interest in the present study. Set
z = x + iξ = (x1 + iξ1, . . . , xn + iξn) = (z1, · · · , zn) and α, β ∈ Nn n-tuples of nonegative integers with
|α| = |β|. The monomial
mα,β(z) = z
αz¯β (4)
is a constant of motion of the classical Harmonic Oscillator. For example h0 itself and the coordinates of
the angular momentum are a linear combination of some of the monomials mα,β. The set
{mα,β : |α| = |β| = k}
has exactly d2k =
(
n+k−1
k
)2
elements. We will show in Theorems 4.1 and 5.1 that the functions of this
monomials generate the set of all classical constants of motion for the Harmonic Oscillator.
The n dimensional quantum Harmonic Oscillator is the self adjoint H0 =
1
2
(−∆ + ‖x‖2) defined in a
subspace of L2(Rn). The spectral decomposition of H0 is well known: The spectrum of H0 is formed by
degenerate eigenvalues of the form k+ n
2
, with k any nonnegative integer, and the corresponding eigenspace
Hk has dimension dk =
(
n+k−1
k
)
. We shall denote by Pk the orthogonal projection on Hk.
The n dimensional Hermite functions {φα,n : |α| = k} form a basis of Hk, where
φα,n(x1, ..., xn) = φα1,1(x1) · · ·φαn,1(xn)
and φαi,1 is defined by
φαi,1(x) = (−1)αi
1
4
√
π(αi!2n)2
e
x
2
2
(
dαi
dxαi
e−x
2
)
From now on we will not make explicit reference to the dimension of Hermite functions. The family
{φα}α∈Nn is an orthonormal basis for L2(Rn), so
L2(Rn) =
⊕
k∈N
Hk.
Clearly, the latter decomposition is the spectral diagonalization of H0. It is well known that the one
parameter group eitH0 is 2π periodic (we will show it in proposition 3.1), so for bounded operators F
emulating equation (3), we can define the average F˜ by the Bochner integral
F˜ =
1
2π
∫
T
eitH0Fe−itH0 dt. (5)
Latter we will give sense to this average for a wider class of operators.
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3 Preservation of constants of motion and its consequences.
An equivalent version of the next result can be found in proposition 4.46 of [11]. However it was not pointed
out that ϕt is the flow for the classical Harmonic Oscillator.
Proposition 3.1. For each t ∈ R, the metaplectic representation maps the flow ϕt to the one parameter
group eitH0 . In particular, eitH0 maps S(Rn) into S(Rn) and it can be extended to a strongly continuous
one parameter group on S′(Rn).
Corollary 3.1. If F is a continuous linear operator from S(Rn) to S(Rn) then the average operator given
by equation (5) is well defined in the strong sense. Similarly, if F is a continuous linear operator from
S′(Rn) to S′(Rn) then the average operator given by equation (5) is well defined in the weak sense.
Recall that Op denotes the Weyl quantization. In Appendix A we summarize some of the main properties
of Weyl quantization.
Theorem 3.1. Weyl quantization preserves constants of motion of the Harmonic Oscillator, more precisely,
for each tempered constant of motion f and each t ∈ R, we have that
eitH0Op(f)e−itH0 = Op(f). (6)
In particular, [H0,Op(f)] = 0 on S(R
n).
Proof. It is a direct consequence of Proposition 3.1 and equation (20) in the Appendix A.
Using the Moyal product ⋆, we can find a weaker version of the latter theorem. For instance, since h0
is quadratic, for suitable f ∈ S′(R2n) we have that Op({h0, f}) = Op(h0 ⋆ f − f ⋆ h0) = [H0,Op(f)] as
operators defined on S(Rn). In particular, if f is a suitable tempered constant of motion [H0,Op(f)] = 0.
However, without using the metaplectic representation, it seems technically difficult to show that eitH0
maps S(Rn) into S(Rn), so (6) might not make sense, and even after showing that property, there are some
extra technical difficulties to obtain (6) from the equation [H0,Op(f)] = 0, which we do not know how to
overcome directly.
It is well known that Op defines a unitary isomorphism between L2(R2n) and the space of Hilbert-Schmidt
operators on L2(Rn). In particular, for any f ∈ L2(R2n), we have that
Op(f) =
∑
α,β
〈Op(f)φα, φβ〉Pα,β ,
where the convergence holds in the space of Hilbert-Schmidt operators and Pα,β is the one dimensional rank
operator given by Pα,βφ = 〈φ, φα〉φβ. The particular properties of the Hermite orthonormal basis allow us
to generalize such expression.
Lemma 3.1. For any f ∈ S′(R2n), the kernel Kf of Op(f) is given by
Kf =
∑
α,β
〈Op(f)φα, φβ〉φβ ⊗ φα, (7)
where (φ⊗ ψ)(x, y) = φ(x)ψ(y). There is a constant C > 0 and γ ∈ N2n such that, for any α, β ∈ Nn, we
have that
|〈Op(f)φα, φβ〉| ≤ C((α, β) + 1)γ . (8)
Moreover, if f ∈ S(R2n), then for each m ∈ N, we have that
sup
α,β∈Nn
|〈Op(f)φα, φβ〉| (|α|+ |β|)m <∞. (9)
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Proof. Recall that Op(f) : S(Rn) → S′(Rn) is continuous. The N-representation theorem for S(Rn)
(theorem V.13 [22]) implies that, for any φ ∈ S(Rn), the convergence of the series ∑〈φ,φα〉φα = φ holds
in S(Rn) endowed with its canonical locally convex topology. Therefore, for any φ, ψ ∈ S(Rn) we have that
〈Kf , ψ ⊗ φ〉 = 〈Op(f)φ, ψ〉 =
∑
α,β
〈Op(f)φα, φβ〉〈φβ, ψ〉〈φ, φα〉 =
∑
α,β
〈Op(f)φα, φβ〉〈φβ ⊗ φα, ψ ⊗ φ〉.
The inequalities (8) and (9) follows from the N-representation theorem for S′(R2n) and S(R2n) respectively
(theorem V.13 and theorem V.14 in [22]).
Inequalities (8) and (9) characterize elements in S′(R2n) and S(R2n) respectively, but we shall leave the
consequences of that fact for Section 4.
We shall apply the previous results when f is a tempered constant of motion of h0.
Corollary 3.2. Let f be a tempered constant of motion. If |α| 6= |β|, then 〈Op(f)φβ , φα〉 = 0. In particular,
the kernel of Op(f) is given by
Kf =
∑
|α|=|β|
〈Op(f)φα, φβ〉φβ ⊗ φα. (10)
Proof. Notice that
〈Op(f)φα, φβ〉 = 〈eitHOp(f)e−itHφα, φβ〉 = eit(|α|−|β|)〈Op(f)φα, φβ〉.
Thus, 〈Op(f)φβ, φα〉 = 0, unless |α| = |β|.
The fact that the eigenspaces of H0 are finite dimensional and the N-representation theorem implies the
following remarkable result.
Theorem 3.2. If f is a tempered constant of motion, then Op(f) : S(Rn)→ S(Rn).
Proof. By Corollary 3.2 we know that for all ϕ ∈ S(Rn) we have
Op(f)ϕ =
∑
|α|=|β|
〈Op(f)φα, φβ〉〈ϕ, φβ〉φα =
∑
α

 ∑
|β|=|α|
〈Op(f)φα, φβ〉〈ϕ, φβ〉

φα
Notice that there is γ ∈ N2n and C > 0, such that given α ∈ Nn and for all β ∈ Nn with |α| = |β|
|〈Op(f)φα, φβ〉〈ϕ, φβ〉| ≤ C max|β|=|α|((α, β) + 1)
γ |〈ϕ, φβ〉| ≤ C(|α|+ 1)|γ||〈ϕ, φβ〉|.
Since ϕ ∈ S(Rn) and d|β| is a polynomial of degree n− 1 on |β|, for all m ∈ N we have that
|α|m
∣∣∣∣∣∣
∑
|β|=|α|
〈Op(f)φα, φβ〉〈ϕ, φβ〉
∣∣∣∣∣∣ ≤
∑
|β|=|α|
|α|m(|α|+ 1)|γ||〈ϕ, φβ〉|
≤
∑
|β|=|α|
1
d|β|
sup
β∈Nn
(
d|β||β|m(|β|+ 1)|γ||〈ϕ, φβ〉|
)
≤ C
By the N−representation Theorem Op(f)ϕ ∈ S(Rn).
The following straightforward consequence is an example of how the results of this article can be applied
in the Fock-Bargmann model.
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Corollary 3.3. Let f be a tempered constant of motion and let B be the Bargmann transform. The operator
BOp(f)B∗ maps homogeneous polynomials of degree k into homogeneous polynomials of degree k and has
Wick symbol fW determined by
fW (z, z) = 2
n
∫
f(x, ξ)e−2pi[(s−ξ)
2+(r−x)2]dξdx,
where z = r − is.
Proof. It is well known that BHk is the space of homogeneous polynomials of degree k. The last statement
follows from the previous theorem 3.2 and proposition 2.97 in [11].
Recall that a tempered distribution T is called real if for every ϕ ∈ S(Rm) we have T (ϕ) = T (ϕ). The
identity (18) implies that if f ∈ S′(R2n) is real, then
〈Op(f)ϕ,ψ〉 = 〈ϕ,Op(f)ψ〉.
However, even if Op(f) maps S(Rn) into S(Rn), the latter identity does not guarantee that Op(f) is a
selfadjoint operator. The following Theorem implies that this is the case if, in addition, f is a tempered
constant of motion.
Theorem 3.3. If f is a real tempered constant of motion, then Op(f) is a essentially selfadjoint operator
on S(Rn). In addition the following identity holds
Op(f) =
⊕
k
Opk(f) =
⊕
k
∑
|α|=|β|=k
〈Op
~
(f)φα, φβ〉Pα,β, (11)
where Opk(f) is the restriction of Op(f) to Hk. If σ(Op(f)) and σp(Op(f)) denotes the spectrum and the
point spectrum of Op(f) respectively, then
σp(Op(f)) =
⋃
k
σp(Op
k(f)).
In particular σp(Op(f)) is at most numerable and it is dense in σ(Op(f)). Moreover, Op(f) is bounded if
and only if
sup{|λ| : λ ∈ σp(Op(f))} <∞.
Proof. Since Opk(f) is a selfadjoint operator, Uk(t) := e
itOpk(f) is a unitary one parameter group on Hk.
Define
U(t) :=
⊕
k∈N
Uk.
Clearly U(t) is a unitary one parameter group, let us check it is also strongly continuous. Let ϕ ∈ L2(Rn)
then
‖U(t)ϕ− ϕ‖2 =
∞∑
k=1
‖Uk(t)Pkϕ− Pkϕ‖2.
Note that ‖Uk(t)Pkϕ−Pkϕ‖2 ≤ 4‖Pkϕ‖2, so by the Lebesgue dominated convergence theorem, lim
t→0
‖U(t)ϕ−
ϕ‖2 = 0, which proves U is strongly continuous. By Stone’s Theorem U(t) has a selfadjoint infinitesimal
generator H , we shall prove that S(Rn) ⊂ D(H) and Hϕ = Op(f)ϕ, for ϕ ∈ S(Rn). Now observe that, by
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Fubini’s Theorem ∫ t
0
iU(a)Op(f)ϕ da =
∫ t
0
∞∑
k=0
ieaOpk(f)Opk(f)Pkϕ da
=
∞∑
k=0
∫ t
0
ieaOpk(f)Opk(f)Pkϕ da
=
∞∑
k=0
(Uk(t)− I)Pkϕ
= (U(t)− I)ϕ.
The last equality implies that the function t → U(t)ϕ is differentiable and dU(t)ϕ
dt
= iU(t)Op(f)ϕ which
proves our claim. The same argument in the proof of Theorem 3.2 shows that U(t) maps S(Rn) to S(Rn),
so by Theorem VIII.10 of [22] Op(f) is essentially selfadjoint.
Identity (11) is a direct consequence of Corollary 3.2. Clearly
⋃
k
σp(Op
k(f)) ⊆ σp(Op(f)). Conversely, if
Op(f)ϕ = λϕ with ϕ 6= 0, then Opk(f)Pkϕ = λPkϕ for each k ∈ N. Since ϕ 6= 0, there is k0 such that
Pk0ϕ 6= 0, therefore λ ∈ σp(Opk0(f)) and σp(Op(f)) =
⋃
k
σp(Op
k(f)). It is well known that
σ(Op(f)) =
⋃
k
σ(Opk(f)) =
⋃
k
σp(Op
k(f)).
Finally, Op(f) is bounded iff sup
k
||Opk(f)|| = sup
k
max{|λ| : λ ∈ σp(Opk(f))} <∞, and this completes the
proof.
Remark 3.1. There exist tempered constants of motion ut such that Op(ut) is the one parameter group
U(t) = eitOp(f) (where Op(f) is the closure of the operator Op(f)). The latter claim follows from Theorem
4.1 in the next Section.
The following result is a simple but interesting criteria for boundedness.
Proposition 3.2. If f is a tempered constant of motion such that
sup
α,β∈Nn
|〈Op(f)φα, φβ〉||α|n−1 <∞,
then Op(f) defines a bounded operator on L2(Rn).
Proof. Recall that Op(f) is bounded iff supk ||Opk(f)|| < ∞. Since each Hk is finite dimensional, thus
‖Opk(f)‖ ≤ dk max|α|=|β|=k |〈Op(f)φα, φβ〉|. Therefore, the fact that dk is a polynomial on k of degree n − 1
implies our result.
The following important result is consequence of proposition 3.1 and equation (19).
Corollary 3.4. Weyl quantization intertwine the averaging of observables, that is Op(f˜) = O˜p(f).
Finally, using Proposition 3.1, we shall provide some interesting examples of constants of motion coming
from the restriction of the metaplectic representation µ to the complex unitary group U(n). The following
result is a direct consequence of the comments after the proof of Proposition 4.75 in [11], but we shall
approach it in a different way (without considering the Bargmann transform).
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Corollary 3.5. µ(U(n)) is a unitary group of constant of motion of H0.
Proof. Recall that the flow ϕt in complex coordinates is given by ϕt = e
itI . In particular, for each S ∈ U(n),
we have that
eitH0µ(S)e−itH0 = µ (ϕt ◦ S ◦ ϕ−t) = µ(S).
The previous corollary allow us to define the representations µk : U(n)→ U(Hk) given by µk(S) = µ(S)|Hk ,
for each k ∈ N. Abusing of the notation, we also denote by µ the restriction of the metaplectic representation
to U(n). Hence, µ admits the decomposition
µ =
⊕
k
µk.
It is well known that each µk is irreducible (for instance [15]). Moreover, since dk =
(
n+ k − 1
k
)
, we
expect that µ1 is equivalent to the canonical representation of U(n) and µk is the corresponding symmetric
k-th power representation.
Let u(n) the Lie algebra of U(n) and π be any strongly continuous unitary representation. For any A ∈ u(n),
we can define the strongly continuous one parameter group U(t) = π(eitA). Stone’s theorem implies U(t)
has a selfadjoint infinitesimal generator which we denote by dπ(A). The map dπ can be extended to the
enveloping algebra of u(n), but selfadjointness is not automatically guaranteed (ellipticity might be required,
see chapter VI in [16]). For simplicity, we shall not consider such general case in this article.
The following result is a direct consequence of corollary 3.5.
Corollary 3.6. For each A ∈ u(n), the selfadjoint operator dµ(A) is a constant of motion essentially
selfadjoint on S(Rn). Moreover, the map dµ admits the decomposition
dµ =
⊕
k
dµk.
The operators dµ(A) also comes from Weyl quantization. Indeed, dµ(A) = Op(pA), where pA is the
polynomial of degree 2 given by
pA(w) = −1
2
w · AJ · w,
and J is the canonical symplectic matrix. Moreover, the flow of pA is etA (see theorem 4.45 in [11]). We
would like to obtain refine spectral information concerning the operators dµ(A) using the latter decompo-
sition, corollary 3.3 and representation theory. However, we shall leave the latter problem open for a future
work.
4 Characterization of classical constants of motion and their
Moyal product.
Recall that Op defines an isomorphism between the space of tempered distributions S′(R2n) and the space
of continuous operators B[S(Rn), S′(Rn)]. Moreover, if T ∈ B[S(Rn), S′(Rn)] then Op−1(T ) = W˜ (KT ),
where KT is the kernel of T given by the Schwartz’s kernel theorem.
Proposition 4.1. Let Φα,β =W (φβ, φα). For each t ∈ R, we have that
Φα,β ◦ ϕt = eit(|α|−|β|)Φα,β . (12)
In particular, Φα,β is a constant of motion iff |α| = |β|. Moreover, Op(Φα,β) = Pα,β.
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Proof. Proposition 4.28 in [11] implies that
Φα,β ◦ ϕt =W (µ(ϕ−t)φβ, µ(ϕ−t)φα) = eit(|α|−|β|)Φα,β.
The identity Op(Φα,β) = Pα,β is a particular case of example (ii) in page 92 of [11].
The following result is a direct consequence of Lemma 3.1.
Lemma 4.1. For any f ∈ S′(R2n), we have that
f =
∑
α,β
〈Op(f)φα, φβ〉Φα,β,
where the convergence of the series holds in S′(R2n) with its canonical topology. In addition, if f ∈ S(R2n)
the convergence of the series holds in S(R2n).
The following results provide a complete characterization of tempered, square integrable and rapidly de-
creasing constants of motion.
Theorem 4.1. For any tempered constant of motion f , we have that
f =
∑
|α|=|β|
〈Op(f)φα, φβ〉Φα,β ,
where the convergence of the series holds in S′(R2n) with its canonical topology. Conversely, if Cα,β is a
family of constants such that there is a constant C > 0 and γ ∈ N2n satisfying
|Cα,β | ≤ C((α, β) + 1)γ ,
then the series
∑
|α|=|β|Cα,βΦ
α,β converges on S′(R2n) to a tempered constant of motion. Similarly, if
Cα,β is a family of constants such that, for each m ∈ N, we have that
sup
α,β∈In
|Cα,β| (|α|+ |β|)m <∞,
then the series
∑
|α|=|β|Cα,βΦ
α,β converges on S(R2n) to a rapidly decreasing constant of motion.
.
The following result is the square integrable version of the latter theorem.
Proposition 4.2. The set {Φα,β}|α|=|β| forms a orthogonal basis of the Hilbert space of square integrable
constants of motion.
Proof. We only need to check orthogonality, but this is a direct consequence of Proposition 1.92 in [11].
The following result is another interesting consequence of equation (12) and Lemma 4.1.
Proposition 4.3. For any f ∈ S′(R2n) we have that
fˆ =
∑
|α|=|β|
〈Op(f)φα, φβ〉Φα,β .
Proof. Notice that, ∫
T
Φα,β ◦ ϕtdt = Φα,β
∫
T
eit(|α|−|β|)dt.
Thus, Φ˜α,β = Φα,β when |α| = |β| and it vanishes otherwise. Therefore, the continuity of the average map
implies that
f˜ =
∑
α,β
〈Op(f)φα, φβ〉Φ˜α,β =
∑
|α|=|β|
〈Op(f)φα, φβ〉Φα,β .
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The following result is the quantum version of the previous one.
Proposition 4.4. For any linear continuous operator F : S′(R2n)→ S′(R2n) we have that
F˜ φα = P|α|Fφα.
Moreover, the kernel KF˜ of F˜ is
KF˜ =
∑
|α|=|β|
〈Fφα, φβ〉φβ ⊗ φα
Proof. Note that∫
T
e−it(H0−k−
n
2
)φα dt =
∫
T
e−it(|α|−k)φα dt =
[∫
T
e−it(|α|−k)dt
]
φα = 2πδk,|α|φα.
Therefore
1
2π
∫
T
e−it(H0−k−
n
2
) dt = Pk,
in consequence
F˜ φα =
1
2π
∫
T
eitH0Fe−itH0φα dt =
1
2π
∫
T
e−it(H0−|α|−
n
2
)Fφα dt = P|α|Fφα.
4.1 The Moyal product of constants of motion.
In this Section we consider the so called Moyal product. It is clear that if f ∈ S(R2n), then Op(f) :
S(Rn) → S(Rn). Then for each f, g ∈ S(R2n), there is h ∈ S(R2n) such that Op(f)Op(g) = Op(h). The
Moyal product of f and g is by definition f ⋆g = h. It turns out that ⋆ defines a non-commutative associative
product. For example, Proposition 4.1 implies that
Φα,β ⋆ Φα
′,β′ = δα′,βΦ
α,β′ (13)
Once Planck’s constant ~ is introduced (see Appendix A), the Moyal product admits a power series expan-
sion on ~. In fact, the Moyal product was originally defined through that expansion ([12],[3]). The rigorous
proof of equality between between the two expressions was established in [8] (where the Moyal product is
called twisted product).
One of the main properties of the Moyal product is the identity∫
R2n
f ⋆ g(x, ξ)dξdx =
∫
R2n
fg(x, ξ)dξdx.
The latter formula allow us to extend the definition of the Moyal product as follows: For each T ∈ S′(R2n)
and f ∈ S(R2n), define T ⋆ f ∈ S′(R2n) and f ⋆ T ∈ S′(R2n) by
T ⋆ f(g) = T (f ⋆ g), f ⋆ T (g) = T (g ⋆ f).
However, we cannot define T1 ⋆ T2 for arbitrary T1, T2 ∈ S′(R2n). In order to overcome the latter issue, it
was introduced the so called Moyal multiplier algebra M: we say that T ∈ M if T ⋆ f and f ⋆ T belong to
S(Rn), for each f ∈ S(Rn). Therefore, for each T1, T2 ∈M, we can define
T1 ⋆ T2(f) = T1(T2 ⋆ f).
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With the latter extension of the Moyal product and complex conjugation, M becomes a ∗-algebra.
The Corollary 3.2 implies that it is always possible to define the compositions Op(f)Op(g) and Op(g)Op(f)
for any pair of tempered constants of motion f, g. The latter suggest that it should be always possible to
define the Moyal products f ⋆ g and g ⋆ f . Indeed, we will prove that any tempered constant of motion is
an element of the multiplier algebra.
Lemma 4.2. If f ∈ S′(R2n) and g ∈ S(R2n) are such that f =
∑
α,β
cα,βΦ
α,β and g =
∑
α,β
dα,βΦ
α,β then
f ⋆ g =
∑
α,β
(∑
α′
cα,α′dα′,β
)
Φα,β (14)
Proof. This result is follows from formula (13) and using twice the continuity of the Moyal product when
one of the factors is fixed.
Theorem 4.2. Every tempered constant of motion belongs to the multiplier algebra M.
Proof. Let f be a tempered constant of motion and g ∈ S(R2n). There exists coefficients aα,β and bα,β
such that
f =
∑
|α|=|β|
aα,βΦ
α,β and g =
∑
α′,β′
bα′,β′Φ
α′,β′ .
Using equation (14)
f ⋆ g =
∑
α,β

 ∑
|α′|=|α|
aα,α′bα′,β

Φα,β .
Since g ∈ S(R2n) and d|α| is a polynomial on |α| of degree n − 1, equations (8) and (9) imply that for all
m ∈ N
∑
|α′|=|α|
|aα,α′bα′,β |(|α|+ |β|)m ≤
∑
|α′|=|α|
|aα,α′ |
d|α|(|α|+ 1)|γ| supα′,β
(
d|α′|(|α′|+ 1)|γ|(|α′|+ |β|)m|bα′,β |
)
≤ C
∑
|α′|=|α|
((α, α′) + 1)γ
d|α|(|α|+ 1)|γ|
≤ C
Therefore Lemma 3.1 implies f ⋆ g ∈ S(R2n). A similar argument proves that g ⋆ f ∈ S(R2n).
Corollary 4.1. The space of tempered constants of motion of the Harmonic Oscillator form a ∗-algebra
with the Moyal product.
5 Explicit computations for Φα,β and 〈Op(f)φα, φβ〉.
Expressions for Φα,β can be found in the literature for the case n = 1 for example in [11]. The following
result is a closed formula for Wigner transform of n dimensional Hermite functions.
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Theorem 5.1. If |α| = |β| we have the following formula
Φα,β(x, ξ) = 2nπ
n
2 e−h0(x,ξ)mα′,β′ (ξ + 2iπx)
n∏
k=1
Pαk,βk
(
1√
2
‖ξk + 2iπxk‖
)
with mα′,β′ some monomial of the form (4) and Pαi,βi some polynomial. In consequence, the classical
constants of motion of h0 are generated by the monomials mα,β and the functions of ‖xk + iξk‖.
Proof. We are interested in a closed expression for W (φα, φβ) with |α| = |β|. Due to the integral definition
of the Wigner transform and its relation to the Fourier Wigner Transform (Section 1.4. in [11]) we get
W (φα, φβ)(x, ξ) =
n∏
k=1
W (φαi,1, φβi,1)(xi, ξi) = 2
n(−1)|α|
n∏
k=1
V (φαk,1, φβk,1)(xk, ξk).
There are several expressions for V (φαk,1, φβi,1)(xk, ξk), one is given in [2] in terms of complex Hermite
polynomials. After some easy computations we find that
W (φα, φβ)(x, ξ) = 2
n+|α|π
n
2 e−
‖z‖2
2
n∏
k=1
Hαk,βk(zk)
The complex Hermite polynomials admit a factorization of the formHαk,βk(zk) = O
|αk−βk|
αk,βk
(zk)Pαk,βk(‖zk‖)
where Pαk,βk is the polynomial
Pαk,βk(‖zk‖) =
min(αk,βk)∑
s=0
(−1)ss!
(
m
s
)(
n
s
)
‖zk‖min(αk,βk)−s
and
Oαk,βk(zk) =
{
zk αk > βk
zk αk ≤ βk
The latter implies for some indices α′, β′ ∈ Nn with |α′| = |β′| we have
W (φα, φβ)(x, ξ) = 2
n+|α|π
n
2 e−
‖z‖2
2 mα′,β′(z)
n∏
i=1
Pαi,βi(‖zi‖)
We shall look for an integral expression of 〈Op(f)φα, φβ〉. With this purpose in mind, in what follows we
assume that f is a measurable polynomially bounded function so it defines a tempered distribution.
In order to follow the general perspective described in Section 2.1, we shall denote by CPn−1λ the pro-
jective plane obtained as the orbit space of the flow ϕt restricted to the sphere S
2n−1√
2λ
. Recall that, since
each ϕt is an isometry, CP
n−1
λ admits a canonical Riemannian structure called the Fubini-Study metric,
which by definition makes the projection π : S2n−1√
2λ
→ CPn−1λ a Riemannian submersion. The following
identity is a direct consequence of proposition A.III.5 in [4].
Lemma 5.1. Let νλS the canonical volume form of the sphere S
2n−1√
2λ
and νλF the Fubini-Study volume form
of the projective plane CPn−1λ . Also let ν
λ
[z] the volume form of the orbit [z] (a great circle on S
2n−1√
2λ
) induced
from the its canonical Riemannian structure. For any g ∈ L1(S2n−1√
2λ
) we have that
∫
S
2n−1√
2λ
g(z)νλS(z) =
∫
CP
n−1
λ
(∫
[z]
g|[z]νλ[z]
)
νλF ([z])
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Theorem 5.2. Let f ∈ A. If |α| = |β|, then
< Op(f)φα, φβ >= 2π
∫ ∞
0
(∫
CP
n−1
λ
fλΦ
β,α
λ ν
λ
F
)
dλ.
Proof. Using coarea formula [10, 9, 21] we have that
〈Op(f)φα, φβ〉 =
∫
R2n
f(x, ξ)Φβ,α(x, ξ)dxdξ =
∫ ∞
0
(∫
S
2n−1√
2λ
f(z)Φβ,α(z)νλS(z)
)
1√
2λ
dλ.
Since fΦβ,α is constant on each orbit, the previous lemma implies that∫
S
2n−1√
2λ
f(z)Φβ,α(z)νλS(z) = 2π
√
2λ
∫
CP
n−1
λ
fλ([z])Φ
β,α
λ ([z])ν
λ
F ([z])
and this finish the proof.
Remark 5.1. Since all the projective planes are diffeomorphic, we can replace the integration over CPn−1λ
by integration over a single projective plane, but we would need to include a suitable Jacobian. Indeed, we
have that
< Op(f)φα, φβ >= 2
nπ
∫ ∞
0
(∫
CPn−1
f(λz)Φβ,α(λz)νF ([z])
)
λn−1dλ. (15)
Remark 5.2. Let B be the Bargmann transform. Then B(Hk) is the space of homogeneous polynomials
of degree k. Thus, B(Hk) can be identified with the Hilbert space Γ0(CPn−1,O(k)) of global holomorphic
Sections of the vector bundle O(k) → CPn−1. Since the operator BOp(f)B∗ maps Γ0(CPn−1,O(k)) into
itself, 〈Op(f)φα, φβ〉 = 〈BOp(f)B∗(Bφα), Bφβ〉 can be expressed as an integral over CPn−1, somehow
exchanging the double integral (15) in the previous remark.
A Weyl Quantization.
In this Appendix we recall the definition of Weyl quantization and some of its main features.
Weyl quantization [26, 12] (or Weyl calculus) is a map meant to transform real functions in the canon-
ical phase space R2n (classical observables) into selfadjoint operators on L2(Rn) (quantum observables)
in a physically meaningful manner, that is, taking into account the analogies between the descriptions of
classical and quantum mechanics. There are several approaches to introduce Weyl quantization, for in-
stance [27, 23, 20], but we will mainly follow [11]. We also recommend [24] for a quite complete review of
quantization theory.
Formally, for certain function f on phase space, we define the operator Op~(f) acting on L
2(Rn) given
by
Op~(f)u(x) =
∫
Rn
∫
Rn
f
(x+ y
2
, ξ
)
e
i
~
(x−y)·ξu(y)dξdy, (16)
where ~ is a positive parameter interpreted as Planck’s constant. In this article, we will not need to consider
the roll played by ~, so we will take ~ = 1 and Op := Op1.
The meaning of the expression (16) changes depending on the class of functions we are considering. More
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precisely, if f ∈ S′(R2n), then Op(f) : S(Rn)→ S′(Rn), so (16) defines a tempered distribution (in partic-
ular, the evaluation on x is not well defined). The standard way to rigorously define Op(f) is the following:
Notice that, the kernel of Op(f) should be
Kf (x, y) = (I ⊗ F)f
(x+ y
2
, y − x
)
=
∫
Rn
f
(x+ y
2
, ξ
)
ei(x−y)·ξdξ, (17)
where (I ⊗ F) is the Fourier transform in the momentum variable. The change of variables (x, y) →(
x+y
2
, y − x) is linear, injective and preserves measure, thus composing with this map send S(R2n) to itself
continuously and it can be extended to S′(R2n). Since the (I⊗F) is well defined on S′(R2n), we can define
Kf for f ∈ S′(R2n) using the middle expression in (17). In fact, the map f → Kf is an automorphism of
the locally convex space S′(R2n). Finally, for u, v ∈ S(Rn), we define
Op(f)u(v) = Kf (v ⊗ u)
A fundamental object in the description of Weyl quantization is the the so called Wigner transform W :
S(Rn)× S(Rn)→ S(R2n) defined by
W (u, v) =
∫
Rn
e−iξ·pu
(
x+
p
2
)
v
(
x− p
2
)
dp
The Wigner transform can be regarded as the restriction to functions of two variables of the form g(x, y) =
u(x)v(y) of the map W˜ defined by
W˜g(x, ξ) =
∫
Rn
e−iξ·pg
(
x+
p
2
, x− p
2
)
.
Using the arguments in the definition of the kernel Kf , we can define W˜ on S
′(R2n); in fact, W˜ is the
inverse of the map f → Kf and W˜ is unitary on L2(R2n). In particular, we have that
〈Op(f)u, v〉 = 〈f,W (v, u)〉. (18)
For instance, if f is polynomially bounded, then
〈Op(f)u, v〉 =
∫
R2n
f W (u, v).
One of the main properties of Weyl quantization is its relation with the so called metaplectic representation.
Let Sp(n) be the real symplectic group, i.e. the group formed by all the linear and symplectic maps
S : R2n → R2n. There is a map µ : Sp(n)→ U(L2(Rn)), characterized up to a ±1 factor by the identity:
ρ(S(q, p)) = µ(S)ρ(q, p)µ(S)−1,
where (q, p) ∈ Hn is an element of Heisenberg group and ρ is the Schro¨dinger representation. The map µ
is called the metaplectic representation (see [11] for details). As consequences, we have the very important
(and beautiful) identities
W (µ(S)φ,µ(S)ψ) = W (φ,ψ) ◦ S∗ (19)
Op(f ◦ S∗) = µ(S)Op(f)µ(S)−1 (20)
The metaplectic representation is not a true representation of Sp(n), because in general we only have that
µ(ST ) = ±µ(S)µ(T ), so it defines a representation of the double covering group Sp2(n) of Sp(n). However,
restricted to the complex unitary group U(n), µ does define a representation (notice that the Hamiltonian
flow of the Harmonic Oscillator belongs to U(n)).
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