We give various versions of Carleson measure characterization of BMOA on pseudo-convex domains of finite type in C 2 as well as on strongly pseudo-convex domains in C n .
Introduction.
The purpose of this paper is to prove the following complex version of a well known theorem of Fefferman and Stein [FS] . Here, BMOA and the Carleson measure are defined in terms of and τ (ζ, δ) is essentially the radius in complex tangential direction of the ball B (ζ, δ) . (For precise definitions, see Section 2.) We also have a similar theorem for strongly pseudo-convex domains in C n .
On the unit ball in C n , the equivalence of (1) and (2) was proved by Coifman, Rochberg, and Weiss using the Bergman metric [CRW] . The equivalence of (1) and (3) was proved by Choa and Choe using the PaleyLittlewood identity [CC] . Recently, M. Jevtic proved the equivalence of (1) and (4) [J] . Notice that on the unit ball in C n , τ (ζ, δ) ≈ δ 1/2 for any ζ and hence (r| N f | 2 + τ 2 r −1 | T f | 2 )dm ≈ r|˜ f |dm where˜ is the gradient with respect to the Bergman metric. The Bergman metric on the unit ball is explicit. Moreover, the unit ball is homogeneous. These properties of the unit ball are essential ingredients in above mentioned works. However, these properties are absent on pseudo-convex domains. Quite recently, Krantz and Li showed that f ∈ BM OA if and only if r| f | 2 dm is a Carleson measure and established the duality of H 1 and BM OA on strongly pseudo-convex domains and weakly pseudo-convex domains of finite type in C 2 [KL] . The result of this paper refines the result in [KL] in tangential and normal directions in a precise way. The quantities |r N f | 2 and |τ T f | 2 in Theorem 1.1 arise naturally since the maximum size polydisc contained in Ω has the radius proportional to r in the normal direction and τ in the tangential direction.
To prove Theorem 1.1, we will use the result of Krantz-Li and some ideas in the proof of Fefferman-Stein theorem as appeared in [S] , such as area integrals. Other ingredient for the proof in this paper is the derivative estimates of holomorphic functions on pseudo-convex domains obtained by Grellier [G] .
This paper is organized as follows: In Section 2 we review some properties of nonisotropic balls defined in [NSW1, NSW2] . In Section 3 we derive some estimates of derivatives of holomorphic functions. In Section 4 we prove Theorem 1.1.
We use the notation : A B means that A ≤ CB for some constant C which does not depend on quantities to be estimated.
We wish to thank the anonymous referee for valuable suggestions.
Nonisotropic Balls and Polydiscs.
This section consists mostly of the facts from the well developed theory on the geometry of pseudo-convex domains of finite type [BDN, C, NSW1] , [NSW2] . We need to review them for proper exposition of the result and proof in this paper.
Let Ω = { z ∈ C 2 : r(z) > 0 } be a smoothly bounded pseudo-convex domain in C 2 where r is a smooth real valued function with | r| = 1 on ∂Ω. Given a point p ∈ ∂Ω, we may assume that ∂r ∂x1
(p) = 1 and ∂r ∂y1
(p) = ∂r ∂x2
(p) = ∂r ∂y2
(p) = 0 where z j = x j + y j , j = 1, 2. Near p, define vector fields T and L by (2.1)
Then L, L, and T form a basis of the tangent space T ζ (∂Ω) for ζ ∈ ∂Ω near p.
We say p is of type k if Λ k (p) = 0 and Λ j (p) = 0 for j = 2, ..., k − 1. Suppose that every point on ∂Ω is of finite type and let m be the maximum type of ∂Ω. Let
and define τ (p, δ) by
One can easily see that
Following [NSW2]
, we now define a family of balls on ∂Ω which makes ∂Ω a space of homogeneous type in the sense of [CW] . For ζ ∈ ∂Ω near p and small
where exp ζ refers to the usual exponential map. Note that these balls are essentially twisted ellipsoids of radius τ (ζ, δ) in the complex tangential directions, and radius δ in the direction T . Let d(ζ, ξ) be the pseudo-distance associated with this family of balls, namely,
On the other hand, at every p ∈ ∂Ω there is a local coordinate system such that with this coordinate system the defining function r becomes
with h p (0, 0) = 0, h p (0, 0) = 0, and
where C 1 and C 2 are independent of p and δ. (See [BDN] or [C] .) Then, one can easily see that, with the local coordinates,
where g p (z 2 ) is a function smooth in p and z 2 and small uniformly in p and z 2 .
Lemma 2.1. There exists C > 0 such that in terms of the local coordinates near p ∈ ∂Ω,
Proof. By (2.6), we have
Thus Lemma 2.1 follows from (2.7).
We now define a polydisc centered at z ∈ Ω near p ∈ ∂Ω. Using the local coordinates near p, define
On Ω there are approach regions naturally associated with the nonisotropic distance: For ζ ∈ ∂Ω and δ > 0, define the admissible approach region by
The following lemma is well-known. (A complete proof can be found in [K] .) Lemma 2.2 [NSW1] . For each α > 0 and small > 0, there exists β such that for all p ∈ ∂Ω and for all z ∈ A α (p)
We now recall the definitions of BMOA and the Carleson measure on Ω. Define a "tent" over a ball B(ζ, δ) ⊂ ∂Ω by (B(ζ, δ) ) B(ζ,δ) |f
(We use the same letter f for the boundary value of f .)
Notice that for the definition of BMOA, we used the L 2 integral instead of L 1 integral as in the usual definition of BMO. This does not make any difference because of the John-Nirenberg inequality.
Before finishing this section, let us fix some notations for this paper. For z ∈ Ω with r(z) ≤ δ 0 , let
r(z)).
Let T and N be the usual tangential and normal part of the Euclidean gradient. To keep notations short, let
Derivative Estimates.

Grellier proved the following:
Lemma 3.1 [G, Theorem A and B] . Let z ∈ Ω be a point near ∂Ω. Then, for any f holomorphic in Ω and a positive integer k,
Moreover, there exists a constant C > 0 such that for any t > 0 there exist C(t) and δ 0 such that for all z with |r(z)| < δ 0 , we have (3.3)
As consequences, we have the following:
Lemma 3.2. Let k be a positive integer. Then for all t > 0 there exists
Proof. If we use the local coordinate, then by (2.8), L k is a linear combination of differential operators of the form
where α j +β j , α+β ≥ 1 and α+ α j , β+ β j ≤ k. By the Taylor expansion of r and (2.7) we have
Thus
Notice that r(w) ≈ r(z) and τ (p, r(w)) ≈ τ (p, r(z)) if w ∈ P (z). Therefore, using the Cauchy estimates for the derivatives of f , we have
By (2.8) and Lemma 2.1, for w ∈ P (z)
is an increasing function of |w 2 | and |w 2 | τ (p, |w|) for w ∈ P (z), it follows that
Thus we have (3.4).
Notice that by (3.1), (3.2), and (3.4) we have for i + j ≥ 1,
|Df (w)|dm(w).
Thus by (3.3) we have (3.5). This completes the proof.
Proof of Theorem 1.1.
In this section, we prove the main theorem of this paper, Theorem 1.1. Since (2) ⇒ (3) is trivial, we will prove (1) ⇒ (2), (3) ⇒ (4), and (4) ⇒ (1).
(1) ⇒ (2). Suppose f ∈ BMOA. It is known that r| f | 2 dm is a Carleson measure (see [KL] ). Thus it suffices to show that measure. Fix a ball B = B(ζ 0 , δ) ⊂ ∂Ω and set ζ δ = ζ − δν ζ where ν ζ is the unit outward normal vector at ζ ∈ ∂Ω. Using Hardy's inequality we have
By Lemma 3.1 we have
where K(·, ·) is the Bergman kernel on Ω. Thus by divergence theorem we have
We now use the local coordinate system near ζ 0 as decribed in Section 2. Since | ∂r ∂z1
| ≤ C,
The following size estimation of the Bergman kernel is well-known (see [NRSW] or [Mc] ): For z ∈ Ω and ζ ∈ ∂Ω, B(ζ, d(ζ, π(z) 
))) .
Thus by Lemma 2.1 we have
If f ∈ BM OA, then
(see [S2] ) and hence
In the exactly same way, we have
.
Thus we have
This completes the proof of (1) ⇒ (2). , δ) ).
Using the inequality (3.5) of Lemma 3.2 we have
Choose t so that t 2 M < 1/2 and fix correponding δ 0 (Lemma 3.2). Let N = N (ζ) be the integer such that 2
Repeating the above inequality, we have
By (3.5) with t small enough and the Carleson measure property of r −1 |D T f | 2 dm, there exist a positive constant C and a compact subset K of Ω such that
This completes proof of (3) ⇒ (4).
(4) ⇒ (1 
and that if ζ ∈ B(π(z), r(z)) then z ∈ A α (ζ) for some α > 0. Thus by Fubini theorem, we have (4.1)
In order to control the tangential derivative of f in (4.1) in terms of the normal derivative, we need the following lemma. 
We assume Lemma 4.1 temporarily and complete the proof of Theorem 1. Thus it follows from (4.1) and Lemma 4.1 that
This completes the proof of Theorem 1.1.
Proof of Lemma 4.1. Let us assume δ 0 = 1 for convenience. Put dV = (rτ ) −2 dm. For given α > 0, choose > 0 and β > α so that for all z ∈ A α (ζ), P (z) ⊂ A β (ζ) (Lemma 2.2). For α > 0 and t > 0, let S α,t = S α,t (ζ) = {z ∈ A α (ζ) : t/2 < r(z) < 2t}.
