Hypergeometric sequences are such that the quotient of two successive terms is a fixed rational function of the index. We give a generalization of M. Petkov6ek's algorithm to find all hypergeometric sequence solutions of linear recurrences, and we describe a program to find all hypergeometric functions that solve a linear differential equation.
Introduction
Most of the effort on finding closed-form solutions to linear differential equations has been focused on finding liouvillian solutions, i.e., functions built over rational functions by application of exp, log, J, algebraic closure, and field operations (see [9] for a bibliography on this).
While Iiouvillian functions correspond more or less to the intuitive notion of '(elementary" functions and their integrals, it is natural to try to extend the existing algorithms to special functions. One reason for doing this is that special functions do arise in practice; another reason is that finding any solution permits to reduce the order of the equation under study. This may bring the is currently hopeless on equations of large order, see [4] .)
The special functions we consider in this article are generalized hypergeometric functions.
A hypergeometric
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It is easy to see that a series F =~k>o fk is hypergeometric if and only if fo = 1 and the~atio fk+l/ fk is a rational function of k. The ai's (resp. bi 's) are the negatives of the zeros (resp. poles) of this function, counted with their multiplicities, and z is the leading coefficient.
If -1 is not a pole we append it to the list of zeros in order to cancel out the factor k!.
In general (see [2, Ch. IV]), this series converges for all finite z when p < q, and for IzI < 1 when p = q+ 1 so that one can talk of the hypergeometric function in these cases. The series diverges for all .z # O when p > g + 1. In all cases, (1) satisfies the following differential equation Let E denote the shift operator, Es(n) = a(n + 1), and let po(n), pl (n), . . .. pal(n) be rational functions of n such that p., pd~O. Then Therefore it is desirable to have an algorithm which will find all right factors of the form Lm,r of a given recurrence operator L. Fix m~1. Let L be as in (3), normalized in such a way that its coefficients are polynomials, and assume that L = LILm,T.
(n)~r ( We omit the proof which is analogous to the one given in [6] for the special case m = 1 (see also
where R is from (5) This leaves us with a finite choice for A(n) and B(n) -they are monic factors of polynomials to(n) and td, (n -rn(d$ -1)), respectively.
Given the choice of A and B, a glance at the leading coefficient of (7) 
Basic Algorithm
In this section we apply algorithm HYPER -the algorithm of the previous section with m = 1 -to find hypergeometric solutions of linear differential equations.
Our algorithm consists of three steps which we now describe.
Step 1. Recurrence for formal power series solutions. We start from a homogeneous linear differential equation of the form r d, 
Step 2. Solving the recurrence. Algorithm HY-PER [6] finds hypergeometric-sequence solutions of equations of the form (9). Given a linear recurrence like (9) with coefficients in Q [n], it outputs an algebraic number Z a~d three monic polynomials A(n), B(n), and C'(n) in Q[n] such that there exists a solution of (9) verifying B(n) C(n)fn+l = ZA(n)C(n + l) f.,
with (Z, A, B, C) as in Lemma 1. It is shown in [6] that algorithm HYPER can actually produce a basis of such solutions.
Our step 2 thus consists first in computing this basis for (9). fn,p = z, no,P < n}, i=no,p for some constants an ,P. Any linear combination of these sequences is also a solution of (9) for n~M.
We now have to match the condition that j~= O when k < 0 in (9). In other words we are looking for a basis of the subspace of the vector space generated by our solutions where fk = O when k <0. This is done by solving a linear system of M equations obtained by substituting a generic linear combination of our solutions into (9) fern =0,..., M -1. If M~O, then all linear combinations are solutions of (9) for all n.
Step 3. Definite summation of hypergeometric sequences.
We enter this step with a sequence U.
which is a linear combination (where the coefficients may be symbolic) of hypergeometric terms of the types above, We now compute the definite sum from O to infinity of Unzn. Note that definite summation of the sequence corresponds to .z = 1.
Obviously sequences of the first type above correspond to polynomial solutions of (8), of which we get a basis. To deal with solutions of the second type, we first rewrite A(n) =~(n -t-~~), B(n) =~(n +~j) and C(n + no) =~~~~(c) c;n(n -1) . . (n -i + 1), and then it is not difficult to see that the corresponding series is should be used instead of looking for solutions of the recurrence with finite support.
Extensions
In this section we examine simple modifications of the algorithm which make it find solutions in larger classes of expressions.
rn-hypergeometric series
Many special functions can be expressed in terms of gen- Then there exists a positive integer N such that for n~N, the sequence of Taylor coefficients of F is a hnear combination of hypergeometric sequences which satisfy (9). We can group together sequences whose ratios are rational functions of the index. Then by [6, Corollary 5. 1], each of these hypergeometric sequences is also a solution of (9) and thus will be found by HYPER. This concludes the proof. Once it is reordered, Equation 
the point O is always a singular point of the operator.
In particular, it is useless to look for solutions of hypergeometric type when O is not a root of the leading coefficient of the differential equation.
(Solutionsof (11) can be checked independently. This should allow us to find solutions of the type za~FP(.; z) with a an algebraic number, and a convergent~FP when the singularity is regular.
3.3 Initial conditions.
There are several issues in the use of initial conditions. If the initial conditions are of the form yI~)(0) = c~E~, then obviously solving a linear system of equations will
give the proper linear combination of the basis (if any).
If the initial conditions are given at points different from the origin, then there is still a linear system to solve, but one has to decide when a coefficient is O in a class of hypergeometric constants. This seems to be a very difficult problem at the time.
3.4
Non-homogeneous equations.
If the right-hand side of (8) The last case to consider is when the right-hand side belongs to~[z]ti(z).
Then a simple solution is to translate the equation at the level of coefficients and then use the extension of HYPER to non-homogeneous equations.
Step 3 remains unchanged.
3.5 
Conclusion
The algorithm we describe in this paper is a first step towards a better use of hypergeometric functions in computer algebra. In many cases, a linear differential equation contains all the information which is needed to work with a function. However, when one is interested in using the function globally, then it becomes useful to have any kind of "closed-form". Hypergeometric functions are one class of such closed-forms.
To complete this work, it will be useful to delimit precisely the class of solutions that the extensions of Section 3 can find. Another point is that although it is possible to extend the algorithm in many directions, all these computations are rather expensive. It would be interesting to determine heuristically which of these extensions are worth the computation, and in which order.
All of this will hopefully be the object of a subsequent paper. The program implementing both the algorithm of Section 1 and the algorithm of Section 2 will soon be part of the Maple share library.
Combinatorialists might use it fruitfully in conjunction with the GFUN package which provides tools for manipulating linear recurrent sequences and linear differential equations [8] . Another useful application of this program is in conjunction with Zeilberger's technique of "creative telescoping" [11] . Thus one could get a closed-form solution to some definite hypergeometric summations.
As a final note, our algorithms extend without any modification to fields of coefficients containing Q. The only difficulty is that the computation of integer solution of polynomials over the field has to be effective, as well aa the decomposition of polynomials into linear factors.
