Abstract. In this work, we are concerned with the high-order numerical methods for coupled forward-backward stochastic differential equations (FBSDEs). Based on the FBSDEs theory, we derive two reference ordinary differential equations (ODEs) from the backward SDE, which contain the conditional expectations and their derivatives. Then, our high-order multistep schemes are obtained by carefully approximating the conditional expectations and the derivatives, in the reference ODEs. Motivated by the local property of the generator of diffusion processes, the Euler method is used to solve the forward SDE, however, it is noticed that the numerical solution of the backward SDE is still of high-order accuracy. Such results are obviously promising: on one hand, the use of Euler method (for the forward SDE) can dramatically simplify the entire computational scheme, and on the other hand, one might be only interested in the solution of the backward SDE in many real applications such as option pricing. Several numerical experiments are presented to demonstrate the effectiveness of the numerical method.
1. Introduction. We are interested in the numerical solution of the following coupled forward-backward stochastic differential equations (FBSDEs) on (Ω, F , F, P ). where t ∈ [0, T ] with T > 0 being the deterministic terminal time; (Ω, F , F, P ) is a filtered complete probability space with F = (F t ) 0≤t≤T being the natural filtration of the standard d-dimensional Brownian motion W = (W t ) 0≤t≤T ; X 0 ∈ F 0 is the initial condition for the forward stochastic differential equation (SDE); ξ ∈ F T is the terminal condition for the backward stochastic differential equation (BSDE) 
is called the generator of BSDE and (X t , Y t , Z t ) : [0, T ] × Ω → R q × R p × R p×d is the unknown. It is worth to note that b(·, x, y, z), σ(·, x, y, z) and f (·, x, y, z) are all F t -adapted for any fixed numbers x, y and z, and that the two stochastic integrals with respect to W s are of the Itô type. A triple (X t , Y t , Z t ) is called an L 2 -adapted solution of the FBSDEs(1.1) if it is F t -adapted, square integrable, and satisfies (1.1). The FBSDEs (1.1) is called decoupled if b and σ are independent of Y t and Z t .
Since the original work [30] , in which Pardoux and Peng obtained the existence and uniqueness of the adapted solution for nonlinear BSDE under some standard conditions, FBSDEs have been extensively studied. In [23] , a four-step approach was introduced to study the solvability of coupled FBSDEs, and it was shown that the problem (1.1) is uniquely solvable under standard conditions on the data b, σ, ξ and f, when the diffusion coefficient σ does not depend on Z t . Then Peng and Wu obtained the existence and uniqueness of fully coupled FBSDE with an arbitrarily large time duration in [36] .
In recent years, FBSDEs have possessed important applications in many fields, such as mathematical finance [18] [19] [20] 26] , risk measure [16, 35] , stochastic control [18, 32] , stochastic differential games [17] and nonlinear expectations [16, 34] . Generally speaking, it is difficult to find the explicit closed-form solutions of FBSDEs, and thus, finding numerical solutions of FBSDEs becomes popular. In the past decades, many numerical schemes for solving BSDE and decoupled FBSDEs have been proposed and studied. Some of them, such as [2, 4, 6-8, 12-15, 21, 22, 24, 25, 28, 39] , are Euler-type methods with convergence rate 1 2 ; and some of them [9-11, 38, 42-47] are high-order numerical methods with higher convergence rates. It is worth to point out that in the above literatures, the high-order methods for decoupled FBSDEs rely on the highorder approaches for both the forward SDE and the backward SDE. It is clear that the high-order approaches for forward SDEs requires large amounts of computations and are often difficult to be applied. Concerning the coupled FBSDEs, since the coefficients of the forward SDE depend on the unknowns (Y t , Z t ) of the BSDE, it seems not easy to design high-order (yet efficient) numerical schemes.
It is also worth noting that, in many practical problems such as the option pricing in stock markets, one is only interested in the solutions of the BSDE, i.e. Y t and Z t in (1.1). In fact, in the European option pricing problem, the forward SDE is a mathematical model of stock prices, and its solution X t stands for the price of the underlying assets at time t, whose present value is regarded as a known quantity. While Y t and Z t represent the option price and the portfolio respectively. Therefore, what really make sense to us are the values of Y t and Z t at the known stock prices at the present time. Such facts motivate us to use some cheap numerical methods (such us the Euler method) to solve the forward SDE. Therefore, we are interested in the following problem:
# Whether one could still expect high-order accurate numerical solutions of the backward SDE if the Euler method is used to discretize the forward SDE? In this paper, we shall give a positive answer to this question. To this end, we shall study high accurate numerical methods for the coupled Markovian FBSDEs (1.1), in which the terminal condition ξ is a deterministic function ϕ of X T . Based on FBSDEs and SDE theories, we will derive two reference ordinary differential equations (ODEs) of (1.1) that contain the conditional expectations and their derivatives. Then, our numerical scheme is obtained by approximating the conditional mathematical expectations and their derivatives, in the reference ODEs. In particular, motivated by the local property of the generator of diffusion processes, the Euler method is used to solve the associated SDE in (1.1), which dramatically simplifies the entire computing complexity while without reducing the accuracy of the numerical solutions of the BSDE. High-order convergence rates of such approaches are shown by several numerical examples.
The rest of the paper is organized as follows. In Section 2, some preliminaries on SDEs, FBSDEs and derivative approximations are introduced. In Section 3, we discuss the design of high-order numerical methods for decoupled FBSDEs, and we extend these numerical methods to solve the coupled FBSDEs in Section 4. In Section 5, numerical experiments are carried out to demonstrate the effectiveness of the proposed numerical schemes. We finally give some conclusions in Section 6.
Some notations to be used:
• |·|: the Euclidean norm in the Euclidean space R, R q and R q×d .
• F t,x s : the σ-algebra generated by the diffusion process {X r , t ≤ r ≤ s, X t = x}.
• • C k b : the set of functions φ(x) with uniformly bounded derivatives up to the order k.
• C k1,k2 : the set of functions f (t, x) with continuous partial derivatives up to k 1 with respect to t, and up to k 2 with respect to x.
Preliminaries.
2.1. Diffusion process and its generator. A stochastic process X t is called a diffusion process starting at (t 0 , x 0 ) if it satisfies the SDE (2.1)
where b s = b(s, X s ) and σ s = σ(s, X s ) are measurable functions that satisfy
It is well known that under conditions (2.2), the SDE (2.1) has a unique solution. Moreover, one has E
, ∀t ≤ s, by the Markov property of the diffusion process.
For a given measurable function g :
, then G is a function of (s, t, x) for s ≥ t. The partial derivative of G with respect to s is defined by
if the limit exists and is finite. Definition 2.1. Let X t be a diffusion process in R q satisfying (2.1). The generator A x t of X t on g is defined by
Concerning the generator A x t , we have the following result [29] : Theorem 1. Let X t be the diffusion process defined by the SDE (2.1)
Note that A Xt t f (t, X t ) ∈ F t is a stochastic process. Furthermore, by using together the Itô's formula, Theorem 1 and the tower rule of conditional expectations, we have the following theorem.
Theorem 2. Let t 0 < t be a fixed time, and x 0 ∈ R q be a fixed space point. If
Moreover, the following identity holds
, whereX t is a diffusion process satisfying
andb s =b(s,X s ; t 0 , x 0 ),σ s =σ(s,X s ; t 0 , x 0 ) are smooth functions of (s,X s ) with parameters (t 0 , x 0 ) that satisfȳ
Note that by choosing differentb s andσ s , the identity (2.8) gives different ways to approximate
. The computational complexity can be reduced significantly if one uses some appropriate choices. For example, one can simply choosē
2.2. Solution regularity and representation of FBSDEs. Consider the following decoupled FBSDEs, (2.10)
Here the superscript t,x indicates that the forward SDE starts from (t, x), which will be omitted if no ambiguity arises. To study the fine properties of decoupled FBSDEs, the following assumptions were made in [40] : Assumption 1. 
3. The functions f and ϕ are uniformly Lipschitz continuous with Lipschitz constant K, and assume
Then, the following theorem was proved [40] : Theorem 3. Under Assumption 1, there exists functions u and v and such that,
s ) and 1. |v(t, x)| ≤ C, where C depends on T and K; 2. v is continuous;
Moreover, we have the following nonlinear Feynman-Kac formula [27, 33] :
where ∇ x u denotes the gradient of u with respect to the spacial variable x.
Derivative approximation.
In this subsection, we will introduce a numerical method for approximating the function derivatives (e.g., du(t) dt ). Such a method will play an important role in designing our high-order numerical methods for FBSDEs.
Let u(t) ∈ C k+1 b and t i ∈ R (0 ≤ i ≤ k) satisfying t 0 < t 1 < · · · < t k , where k is a positive integer. Let ∆t i = t i − t 0 , i = 0, 1, . . . , k. Then by Taylor's expansion, for each t i , i = 0, 1, . . . , k, we have
where α k,i , i = 0, 1, . . . , k, are real numbers. By choosing α k,i (i = 0, 1, . . . , k) as (2.14)
where
. In particular, when ∆t i = i∆t, the conditions (2.14) are equivalent to the following linear system.
In the following table, we list α k,i ∆t (i = 0, 1, . . . , k) of the system for k = 1, 2, . . . , 6. 
3 − Remark 2.2. The multistep schemes proposed in this paper are closely related to the above derivative approximation schemes. We now provide some remarks for the stability of the above numerical schemes, which have been well investigated in [3] for solving ODEs. To illustrate the basic stability results, let us consider the ODE
with the known terminal condition Y (T ). Under the uniform time partition 0 = t 0 < t 1 < . . . < t N = T , we apply the following multistep scheme to numerically solve (2.17).
where the α k,j 's are defined by (2.16). By the theory of multistep scheme for solving ODEs [3] , in order to guarantee the stability of scheme (2.18), the roots {λ k,j } k j=1 of the charactristic equation
must satisfy the root conditions, that is,
By the definition of α k,j in (2.16), it can be checked that 1 is the simple root of (2.19) for each k. In Table 2 .2, we list the maximum absolute values of the roots for k = 2, 3, . . . , 8 except the common root 1. We learn from Table 2 .2 that the multistep scheme (2.18) is unstable for k ≥ 7, that is why we have only listed the α k,i ∆t's for 1 ≤ k ≤ 6 in Table 2 .1.
3. Numerical schemes for decoupled FBSDEs. We first consider the numerical approaches for decoupled FBSDEs (1.1), namely, the functions b and σ are independent of Y t and Z t . Let N be a positive integer. For the time interval [0, T ], we introduce a regular time partition as
We will denote t n+k − t n by ∆t n,k and W t n+k − W tn by ∆W n,k , and use the notaions ∆t tn,t = t − t n and ∆W tn,t = W t − W tn for t ≥ t n .
3.1. Two reference ODEs. Let (X t , Y t , Z t ) be the solution of the decoupled FBSDEs (1.1) with terminal condition ξ = ϕ(X T ). By taking conditional expectation E x tn [·] on both sides of the BSDE in (1.1), we obtain the integral equation
By Theorem 3, the integrand E
is a continuous function of s. Then, by taking derivative with respect to t on both sides of (3.1), we obtain the following reference ordinary differential equation
Note that we also have
By multiplying both sides of the above equation by (∆W tn,t ) τ (where (·) τ is the transpose of (·)), and taking the conditional expectation E 
Again, the two integrands in (3.3) are continuous functions of s by Theorem 3. Upon taking derivative with respect to t ∈ [t n , T ) in (3.3) one gets the following reference ODE:
Remark 3.1. The two ODEs (3.2) and (3.4) are our reference equations for the BSDE in (1.1). Our numerical schemes will be derived by approximating the conditional expectations and the derivatives in (3.2) and (3.4).
3.2.
The time semi-discrete scheme. Motivated by Theorem 2, we choose smooth functionsb(t, x) andσ(t, x) for t ∈ [t n , T ] and x ∈ R q with constraints b(t n , x) = b(t n , x) andσ(t n , x) = σ(t n , x). The diffusion processX tn,x t is defined by 
). By Theorem 2, we have
Now introducing the scheme (2.15) into
where α k,i are defined by (2.14), andR k y,n andR k z,n are truncation errors, i.e.
By inserting (3.7) and (3.8) into (3.2) and (3.4), respectively, we obtain
n and Z n be the numerical approximations for the solutions Y t and Z t of the BSDE in (1.1) at time t n , respectively. And we denoted by X n the numerical solution of the associated forward SDE at t n . Then, by removing the truncation error terms R k y,n and R k z,n from (3.9) and (3.10), we get our time semi-discrete numerical scheme for solving decoupled Markovian FBSDEs (1.1):
whereȲ n+j are the values of Y n+j at the space pointX tn,X n t . The simplest choice ofb andσ in (3.5) may be thatb(t, X tn,x t ) = b(t n , x) and σ(t, X tn,x t ) = σ(t n , x) for t ∈ [t n , T ]. In this case, Scheme 1 becomes .7) and (3.8), respectively. Remark 3.2. Motivated by Theorem 2, we used the Euler scheme to solve the associated SDE in Scheme 2. The main advantages of this idea are twofold: for one hand, the use of the Euler scheme can dramatically reduce the total computational complexity, and for the other hand, one may be only interested in the solution of the BSDE in many applications. We will show in Section 4 that the numerical solutions of the BSDE can still be of high-order accuracy in such a framework.
3.3. The fully discrete scheme. Scheme 2 is a time semi-discrete scheme for solving FBSDEs. To propose a fully discrete scheme, we introduce a general space partition D n h of R q on each level t n with parameter h n > 0. The space partition D n h is a set of discrete grid points in R q , i.e D n h = {x i |x i ∈ R q }. We define the density of the grids in D n h by (3.17) h n = max
whereȲ n+j is the value of Y n+j at the space point X n,j defined by
Generally, X n,j defined by . Here, we will adopt a local interpolation operator I n h,X such that I n h,X g is the interpolation value of the function g at space point X ∈ R q by using the values of g only on D n h,X . Note that any interpolation methods can be used here, however, care should be made if one wants to guarantee the stability and accuracy.
In numerical simulations, the conditional expectations E 
The two terms R k,E y,n and R k,E z,n are numerical errors introduced by approximating conditional expectations, and the other two terms R k,I h y,n and R k,I h z,n are numerical errors caused by numerical interpolations.
By removing the six error terms R
y,n and R k,I h y,n from (3.21), we obtain our fully discrete scheme for solving decoupled FBSDEs as follows: , ∀t ∈ [0, T ] and if the k-step scheme and r-degree polynomial interpolations are used, then the following estimates hold [1, 3, 5] .
The other two terms R k,E y,n and R k,E z,n are the local truncation errors resulted from the approximations of the conditional mathematical expectations in (3.9) and (3.10). It is noted that these conditional expectations are functions of Gaussian random variables, which can be represented as integrals with Gaussian kernels, which may be approximated by Gauss-Hermite Quadrature with high accuracy. We will briefly introduce the Gauss-Hermite quadrature rule and its application in Scheme 3 in the next subsection.
In Scheme 3, the values
are still needed to get an order-k scheme. In principle, these values can always obtained by solving the FBSDES in the interval [T − k∆t, T ], with a more regular time partition (fine mesh), as in [46] . Alternatively, one can sort to other types of highorder schemes, to get the values of
. For instance, assume that k = 2, we can use some simple schemes with local truncation error of order 2, to get (Y N −1 , Z N −1 ). For the cases of k > 2, one can follow the similar procedure above. 
where L is the number of sample points used in the approximation. The points {a j } L j=1 are the roots of the Hermite polynomial H L (x) of degree L and {ω j } L j=1 are the corresponding weights [1] :
The truncation error R(g, L) of the Gauss-Hermite quadrature formula (3.27) is
wherex is a real number in R. The Gauss-Hermite quadrature formula (3.27) is exact for polynomial functions g of degree less than 2L − 1. For a d-dimensional function g(x), x ∈ R d , the Gauss-Hermite quadrature formula becomes (3.29)
j , and
It is well known that, for a standard d-dimensional normal random variable N (0, 1), it holds that
Then by (3.29), we get
is the truncation error of the GaussHermite quadrature rule for g.
Recall that, in Scheme 3, the conditional expectation E n+j is a function of X n,j and has the following explicit representation. 
Similarly, we have
For smooth data, by (3.28), we have the following estimates [1, 37] 
where R k,E y,n and R k,E z,n are defined in (3.21). Now, we would like to remark that, to obtain a high-order scheme for solving FBSDEs, both the interpolation error and the above integration error should be well controlled, to balance the time discretization error.
Numerical schemes for coupled FBSDEs.
In this section we extend Scheme 3 to the following scheme for solving fully coupled FBSDEs (1.1).
In Scheme 4, X n,j , Y n and Z n are coupled together. Numerical methods for solving nonlinear equations are needed. In our numerical experiments, we will use the following iterative scheme to solve Y n and Z n . 
, and let l = 0; 2. for l = 0, 1, . . . , solve Y n,l+1 = Y n,l+1 (x) and Z n,l+1 = Z n,l+1 (x) by
. Note that if the drift coefficient b and the diffusion coefficient σ do not depend on Y . and Z . , Scheme 5 coincides with Scheme 3.
Remark 4.1. Notice that the mesh D n h is essentially unbounded. However, in real computations, we are interested in obtaining only certain values of (Y t , Z t ) at (t n , x) with x belongs to a bounded domain. For instance, in option pricing, we are only interested in the option values at the current option price. Thus, in practice, only a bounded sub-mesh of D n h is used on each time level. It is also worth to note that, in our numerical tests, we use the Gaussian-Hermite integral rule to approximate the conditional expectations. Such an approximation is global, while only a small number of integral points are needed (of course, the integral points are bounded).
Numerical experiments.
In this section, we will provide with several numerical examples to show the behavior of our fully discrete Scheme 3 and Scheme 5 for solving FBSDEs. For simplicity, we will use uniform partitions in both time and space. The time interval [0, T ] will be uniformly divided into N parts with time step ∆t = T N and time grids t n = n∆t, n = 0, 1, . . . , N . The space partition is D n h = D h for all n, where D h is defined by
where D j,h is the partition of the one-dimensional real axis R
for j = 1, 2, . . . , q, and D h,x ⊂ D h denotes the set of some neighbor grids near x. For all the examples, the terminal time T is set to be 1.0. In our numerical experiments, the approximation of conditional expectations E x,h tn Ȳ n+j and E x,h tn Ȳ n+j ∆W n,j were defined by (3.33) and (3.34) respectively for x ∈ D h . We choose I n h,x to be the local Lagrange interpolation operator based on the values of the interpolated functions on D h,x at time level t n , so that the interpolation error estimates in (3.26) hold.
Our main goal of the numerical experiments is to demonstrate the high accuracy of the fully discrete Scheme 3 and Scheme 5 in time. So in the conditional expectation approximations, we set the number of the Gauss-Hermite quadrature points to be big enough (we take eight points in each dimension) such that the errors resulted from the use of Gauss-Hermite quadrature rule are negligible. To balance the time discrete truncation errors and the space truncation error, for fixed time partition step size ∆t, we require h r+1 = (∆t) k+1 , where k is the step number of our scheme and r is the degree of the Lagrangian interpolation polynomials. In our numerical experiments, we change the problem of choosing r into the problem of choosing h such that h = ∆t k+1 r+1 . we choose small r when lower order schemes (k ≤ 3) are tested (such as r = 4 or r = 6). And when the order becomes higher than 3, we choose a bigger r (e.g., r = 10 or r = 15). We assume that
are given for fixed k in such a way that their effects for the the convergence rate are also negligible. However, as discussed before, the value of
can also be computed numerically.
In what follows, we denote by CR and RT the convergence rate and the running time respectively. The unit of RT is second. The numerical results, including numerical errors, convergence rates and running times, are obtained by running Scheme 3 and Scheme 5 in FORTRAN 95 on a computer with 16 Intel Xeon E5620 CPUs(2.40GHz), and 3.1G free RAM.
Decoupled Cases.
In this subsection we use two numerical examples to demonstrate the high accuracy of the fully discrete Scheme 3 for solving decoupled FBSDEs.
Example 1. The considered decoupled FBSDEs are
with the initial and terminal conditions
1+exp(t+XT ) . The analytic solutions Y t and Z t of (5.2) are
We choose the initial condition x = 1.0, and solve the approximate solutions Y From Table 5 .1 we can make the following conclusions: 1. Scheme 3 is a k-order numerical scheme for 1 ≤ k ≤ 6 (note that when k = 6, the convergence rate for N = 16, 32, 64 and 128 is approximately 6.0, but when N = 256, the accuracy of double precision variables influenced the convergence rate). Such result is consistent with the one when this kind of multistep scheme is used to solve deterministic ODEs [3] . 2. The errors and the convergence rates listed in Table 5 .1 show that Scheme 3 is stable for 1 ≤ k ≤ 6, and is unstable when k ≥ 7, which is again consistent with those in deterministic ODEs settings [3] . We would like to mention that the L 2 -stability for a large class of linear multistep schemes has been studied in [10] , however, the analysis in [10] does not cover our new schemes. A rigorous stability proof for our schemes is part of our ongoing work. 3. The errors and the running times listed in Table 5 .1 clearly show that Scheme 3 will be more efficient if bigger k is used (1 ≤ k ≤ 6) in general. Generally, a highly accurate numerical scheme for solving the forward SDE is needed, if one wants to obtain a highly accurate numerical scheme for the BSDE. However, the results in Table 5 .1 indeed show that highly accurate numerical solutions of the BSDE are obtained when the Euler scheme is used to solve the forward SDE. Such idea can significantly simplify the solution procedure of the scheme for solving FBSDEs. To the best of our knowledge, no such effort has been made before for solving FBSDEs.
Let's now take the European option pricing as an example, for which one is only interested in the solution of the BSDE.
Example 2. Assume that the option price S t and the bond price p t are governed by (5.4)
where b t is the expected return rate of the stock, σ t > 0 is the volatility of the stock, r t is the return rate of the bond, and b t , r t , σ t and σ Suppose that an investor with wealth Y t puts π t money to buy the stock and use Y t − π t to buy the bond, and the stock pays dividends continuously with a bounded dividend rate d(t, S t ) at time t. Then by using the no-arbitrage principle, the processes Y t and π t satisfy the following stochastic differential equation.
For the European call option the terminal condition is given at the mature time T by
where S T is the solution S t of the model (5.4) at the mature time T , and K is the strike price. Therefore, by the no-arbitrage principle, Y 0 should be the price of this European call option.
In particular, when b t = b, σ t = σ, r t = r and d(t, S t ) = d are all constants in (5.4) and (5.6), by the Black-Scholes formula, the analytic solution (Y t , Z t ) of the FBSDE (5.4) and (5.6) with terminal condition (5.7) can be written in the following form.
where N is the cumulative normal distribution function.
Now we take the constants b = 0.05, σ = 0.2, r = 0.03, d = 0.04, the mature time T = 1.0 and K = S 0 = 100.0. We solve the problem by Scheme 3 for k = 1, 2, 3, 4. The errors, convergence rates and running time are listed in Table 5 .2. such that the exact solution of (5.9) (with α 1 = α 2 = 1/2) is (5.11)
Y 2 (t) = cos(t + X 1 (t)) cos(t + X 2 (t)), Z 1 (t) = 0.5 cos(t + X 1 (t)) sin(t + X 2 (t)) cos 2 (t + X 2 (t)) + 0.5 sin(t + X 1 (t)) cos(t + X 2 (t)) cos 2 (t + X 1 (t)),
− 0.5 cos 3 (t + X 1 (t)) sin(t + X 2 (t)).
The errors and convergence rates are listed in Table 5 .3, and it is shown that the numerical Scheme 3 is an order-k scheme for the two-dimensional example. In this subsection, we will test Scheme 5 for solving coupled FBSDEs. Compared to the numerical schemes for decoupled FBSDEs, an iterative process is required for the coupled FBSDEs in Scheme 5. In our computations, it is noticed that this iterative process converges very quickly, and 3 or 4 iterations are enough up to the tolerance ǫ 0 = 10 −11 .
Example 4. Consider the following two systems of FBSDEs.
(5.12)
The exact solutions (Y t , Z t ) of (5.12) and (5.13) are respectively (sin(t+X t ), √ 2 cos(t+X t ) sin 2 (t+X t )) and (sin(t+X t ), √ 2 cos(t+X t )(sin 2 (t+X t )+1)).
Note that the diffusion coefficient σ s = √ 2(Y s sin(s + X s ) + 1) in (5.13) satisfies condition (2.11), but the diffusion coefficient σ = √ 2Y s sin(s + X s ) in (5.12) does not. Moreover, these two diffusion coefficients does not depend on Z s . The aim of this numerical example is to test the ability of our Scheme 5 to handle this kind of coupled FBSDE. We choose x = 1.0, and use Scheme 5 to solve problems (5.12) and (5.13). The errors, convergence rates and running times are listed in Table 5.4 and  Table 5 .5 Tables 5.4 and 5.5 show that Scheme 5 is a high-order method (of order-k accuracy) for solving coupled FBSDEs with diffusion coefficient σ independent of Z t and with the constrant (2.11) or not, and show that the scheme is more efficient when the integer k is bigger.
Example 5. To have a further investigation for Scheme 5, we now choose a diffusion coefficient σ s that depends on (X s , Y s , Z s ). The coupled FBSDEs are The exact solutions Y t and Z t of (5.14) are Y t = sin(t + X t ) and Z t = cos 2 (t + X t ). In this example, we choose x = 1.5. The errors, numerical convergence rates, and running times are listed in Table 5 .6. The results in Table 5 .6 clearly show that Scheme 5 works well and is a orderk numerical method for solving the fully coupled FBSDEs in which the diffusion coefficient σ depends on X t , Y t and Z t .
6. Conclusions. In this work, a new kind of highly accurate multistep schemes for solving fully coupled FBSDEs is proposed. The key feature of such approaches is that the Euler method is used to solve the forward SDE, which reduces dramatically the entire computational work, and moreover, the numerical solution of the BSDE maintains the high-order accuracy. Our numerical experiments show that the proposed multistep schemes are effective and of high-order accuracy for solving both decoupled and fully coupled FBSDEs. We believe that the schemes proposed here are promising in solving problems for example in finance, stochastic control, risk measure, etc. In our future studies, with proper updates for the spacial approaches, we will use our high-order schemes to solve higher dimensional FBSDEs.
