Denoising-based Unsupervised Neural Machine Translation (U-NMT) models typically employ denoising strategy at the encoder module to prevent the model from memorizing the input source sentence. Specifically, given an input sentence of length n, the model applies n/2 random swaps between consecutive words and trains the denoising-based U-NMT model (Artetxe, Labaka, and Agirre 2018). Though effective, applying denoising strategy on every sentence in the training data leads to uncertainty in the model thereby, limiting the benefits from the denoising-based U-NMT model. In this paper, we propose a simple fine-tuning strategy where we fine-tune the trained denoising-based U-NMT system without the denoising strategy. The input sentences are presented as is i.e., without any shuffling noise added. We observe significant improvements in translation performance on many language pairs from our fine-tuning strategy. Our analysis reveals that our proposed models lead to increase in higher n-gram BLEU score compared to the denoising U-NMT models.
Introduction
Unsupervised Neural Machine Translation (U-NMT) systems (Lample et al. 2018; Wu, Wang, and Wang 2019) typically train an encoder-decoder model for machine translation task using the monolingual data available in the two languages (l 1 , l 2 ). The model proposed by consists of a shared encoder and language specific decoders. The training of the denoising-based U-NMT system proceeds in mini-batches cycling through four objectives. For the first objective, the system is trained to reconstruct the l 1 language sentence. The l 1 language sentence is sent through the shared encoder and passed through the l 1 language specific decoder which tries to re-generate the input sentence. Similarly, the second objective involves training the system to reconstruct the l 2 language sentence. For the third objective, a l 1 language sentence is translated to get a sentence in l 2 language. Specifically, the l 1 language sentence goes through the shared encoder and l 2 decoder which generates the translation in l 2 language. This translation being noisy is referred to as synthetic translation. This synthetic translated parallel sentences can now be used to train the system in a supervised manner i.e., given synthetic l 2 language sen-tence recover (translate) the original l 1 language sentence. Finally, the same procedure is applied in the opposite direction for the last objective; translate l 2 language sentence to the l 1 language to get synthetic parallel sentences followed by training the system in a supervised manner from l 1 → l 2 . The first two objectives are auto-encoding objectives with the next two being the back-translation objective.
A major issue with the vanilla U-NMT model is, the model might memorize the input sentences during the autoencoding phase. Existing approaches typically use denoising strategy to prevent the model from memorizing the input sentence. Specifically, given a sentence containing n words, n/2 random swaps between consecutive words are applied. The model now has to reconstruct the original input sentence given the perturbed/corrupt sentence during the auto-encoding phase. The model cannot memorize the input sequence as every time it observes a perturbed sequence due to denoising. Denoising strategy has been found to be specifically useful. Denoising combined with back-translation has furthered the gains from unsupervised neural machine translation.
Despite the potential of denoising auto-encoder, applying random word swaps on all input sentences during training introduces uncertainty to the model specifically the encoder. Recently, it has been observed that RNN encoders are sensitive to the exact ordering of the sequence (Michel and Neubig 2018; Murthy, Kunchukuttan, and Bhattacharyya 2019; Ahmad et al. 2019) . By randomly swapping few consecutive words in all the source sentences, the denoising encoder cannot learn to generate good encoder representations and later good translations. This limits the potential of U-NMT systems leading to poor translation performance.
In this paper, we propose a two-phase training strategy to mitigate the above issue. In the first phase, the normal training of the denoising unsupervised NMT is carried out i.e., we apply random swaps to the words in the input sentence and train the auto-encoder objective. In the second phase, we remove the denoising component from the encoder i.e., the input sentences are presented as is without any swapping of the words. We observe consistent improvements in the BLEU score over the denoising U-NMT baseline for many language pairs. Our analysis reveal that the proposed strat-egy is able to generate better phrases and thereby, higher BLEU scores.
Related Work
Neural machine translation (NMT) (Cho et al. 2014; Sutskever, Vinyals, and Le 2014; Bahdanau, Cho, and Bengio 2015) typically needs lots of parallel data to be trained on. Recently, several unsupervised approaches to train a machine translation have been proposed in the literature. , Lample et al. 2018 , and Yang et al. 2018b have proposed unsupervised approaches to train a neural machine translation system. Several approaches showed ways to train SMT (Artetxe, Labaka, and Agirre 2018) and hybrid (Lample et al. 2018 ; Artetxe, Labaka, and Agirre 2019) models too without any parallel corpora.
Artetxe, Labaka, and Agirre 2018 introduced denoisingbased U-NMT which are utilizes cross-lingual embeddings and train RNN-based encoder-decoder architecture of Bahdanau, Cho, and Bengio 2015. This architecture contains a shared encoder and two language-specific decoders. Training is a combination of denoising and backtranslation as shown in Fig. 1 . By adding noise Artetxe, Labaka, and Agirre mean shuffling of words of a sentence. Here, shuffling is performed by swapping neighboring words n/2 times, where n signifies the number of words in the sentense. Lample et al. 2018 relies on a single encoder-decoder pair. It starts with word-by-word translation followed by denoising and backtranslation. Here, adding noise in the input sentences means both shuffling of words and deletion of random words from sentences.
To handle language divergence between source and target languages, Yang et al. 2018b used language-specific encoders and decoders i.e. two encoders and two decoders. In the architecture he used Transformer (Vaswani et al. 2017) instead of RNN and connected them using GAN (Yang et al. 2018a) . They use shuffling of words as noise. However unlike the approach of Artetxe, Labaka, and Agirre 2018, they take random permutation of the words of a sentence by maintaining a constraint by forcing it to produce perturbed sentences with a smaller displacement of words at the beginning. The displacement of words increases as training proceed further.
Recent works of Kim, Geng, and Ney 2018 and Wu, Wang, and Wang 2019 suggest a simpler but effective approaches to train unsupervised NMT systems which also rely on denoising. Kim, Geng, and Ney 2018 showed a detailed analysis of different artificial noises for the denoising model and proposed a generalized version of swapping neighboring words. Kim, Geng, and Ney 2018 combined this method with the language model resulting U-NMT system without backtranslation. Wu, Wang, and Wang 2019 also proposed an alternative approach extract-and-edit to replace backtranslation. Given a source sentence, it extracts top k nearest embedding parallel sentences of the target language which are edited with the source sentence. Translated sentence and extracted-and-edited sentences are then evaluated w.r.t. their similarities with the source sentence. However, to the best of our knowledge, no work has been done yet to mitigate the risks of using denoising blindly.
Recently, Murthy, Kunchukuttan, and Bhattacharyya 2019 demonstrated that LSTM encoders of the NMT system are sensitive to the word-ordering of the source language. They consider the scenario of zero-shot translation from language l 3 to l 2 . They train a NMT system for l 1 → l 2 languages and use l 1 -l 3 languages bilingual embeddings. This enables the trained model to perform zero-shot translation from l 3 → l 2 . However, if the word-order of the languages l 1 and l 3 are different, the translation quality from l 1 -l 3 is hampered. Michel and Neubig 2018 have also made a similar observation albeit in the monolingual setting. They observe that accuracy of the machine translation system gets adversely affected due to noise in the input sentences. They discuss various sources of noise with one of them being word emission/insertion/repetition or grammatical errors. The lack of robustness to such errors could be attributed to the sequential processing of LSTM or Transformer encoders. As the encoder processes the input as a sequence and generates encoder representation at each time-step, such errors would lead to bad encoder representations resulting in bad translations generated. Similar observations have also been made by Ahmad et al. 2019 for cross-lingual transfer of dependency parsing. They observe that self-attention encoder with relative position representations is more robust to word-order divergence and enable better cross-lingual transfer for dependency parsing task compared to RNN encoders. 
Our Approach
Our approach to train a denoising based unsupervised NMT system entails the following two phases. In the first phase of the training, we proceed with denoising and back-translation with shuffled sentience like the baseline system for m number of iterations, where n is the number of iterations and m<n. After this phase, ideally, we expect the encoder to be capable of generating good context representations from a sentence of randomly shuffled words. The decoder now acts as a language model, generating the translation given the context representation. This, however could introduce uncertainty to the model leading to inconsistent encoder representations. To overcome this, we propose to fine-tune the model in the second phase using the correct ordering of the words. Specifically, the model uses a simple autoencoder and backtranslation for (n-m) times without adding any noise. This ensures that the encoder learns to generate context representation with information about correct ordering of words. Primarily, we apply our fine-tuning approach on one of the most used and simplest U-NMT approaches. More concretely, our training procedure consists of 8 subprocesses as discussed in Fig. 2 :
• DN src : Denoising of source sentences in which we train shared-encoder, source-decoder and attention with noisy source sentence as input and original source sentence as output.
• DN trg : Denoising of target sentences which trains shared-encoder, target-decoder and attention with noisy target sentence as input and original target sentence as output.
• BT S src : Back-translation with shuffled synthetic source sentences as input and actual target sentences as output.
• BT S trg : Back-translation with shuffled synthetic target sentences as input and actual source sentences as output.
• AE src : Auto-encoding of source sentences in which we train shared-encoder, source-decoder and attention with source sentences as input and the same source sentences as output.
• AE trg : Auto-encoding of target sentences in which we train shared-encoder, target-decoder and attention with target sentences as input and the same target sentences as output.
• BT src : Back-translation with synthetic source sentences as input and actual target sentences as output.
• BT trg : Back-translation with synthetic target sentences as input and actual source sentences as output.
Experimental Setup
We describe the languages experimented with, datasets used, the model hyperparameters used in our experiments in this section.
Languages used:
We have used monolingual data of six languages in our experiments. These are English (en), French (fr), German (de), Spanish (es), Hindi (hi), and Punjabi (pa). Among these languages, Hindi and Punjabi are of SOV word-order where the other four languages are of SVO word order. In our experiments, we choose the source and target language-pairs such that they have same word-order.
Datasets and Preprocessing:
To train en-fr, en-de and en-es translation models, we have used the English, French, German NewsCrawl corpora with articles from 2007 to 2013 of WMT14 1 and the Spanish NewsCrawl corpora with articles from 2007 to 2012 of WMT13 2 . For Hindi-Punjabi, we use Wikipedia dumps of the respective languages for training. In our experiment, en-fr and en-de models are tested using WMT14 test-data and en-es models using WMT13 test-data. For Hindi-Punjabi, we use ILCI test data (Jha 2010 ) for testing. We have tested all models with original test-data and also with perturbed test-data.
We have pre-processed the corpus for normalization, tokenization and lowercasing using the scripts available in Moses (Koehn et al. 2007 ) and Indic NLP Library 3 . We have applied BPE (Sennrich, Haddow, and Birch 2016) to perform subword segmentation using subword-NMT 4 . In our experiments, the number of merge operations of BPE for all languages is set to 50,000.
Network and Evaluation:
We have used the monolingual corpora described above to independently train the embeddings for each language using the skip-gram model of word2vec (Mikolov et al. 2013) with 10 negative samples, a context window of 10 words, 300 dimensions, a sub-sampling of 10 −5 , and 10 training iterations. To map embeddings of two languages to a shared space, we have used Vecmap 5 by Artetxe, Labaka, and Agirre 2018 and the recommended configuration with numeral-based initialization. We have used undreamt 6 to train the unsupervised NMT system proposed by Artetxe, Labaka, and Agirre 2018. Shuffling method and other network parameters were kept the same as . During training, we constantly monitor the perplexity on the training data. We terminate the training procedure when the perplexity of the training split does not change for successive 10 thousand steps. The training of the system usually proceeds to around 400 thousand to 600 thousand steps.
We have evaluated BLEU scores (Papineni et al. 2002) using multi-bleu.perl 7 . For calculating N-gram BLEU scores, we have used tool provided by TildeMT 8 . To analyse the system we have produced heatmaps of attention generated by the models.
Baseline Systems:
Our baseline systems are trained according to the training method proposed by Artetxe, Labaka, and Agirre 2018 where input sentences are always shuffled before training. Here, we have kept all the hyperparameters same as the system except the number of iterations. The results of the baseline model are different from the ones reported in the original paper due to different word embeddings. In fact, we report better BLEU scores for the baseline system compared to the results reported in the original paper .
Results
In this section we report the results from our experiments followed by detailed analysis of the same. The translation accuracy of trained models with original and perturbed test sentences are shown in Table 1 and Table 2. We observe that for all language-pairs, the models which are trained using our approach significantly improve the translation quality in terms of BLEU score over the baseline models for non-perturbed test data. On the other hand, when tested with perturbed sentences, our approach fails miserably to translate the sentences correctly due to its sensitivity towards ordering of words. However, baseline models also experience a drop in BLEU scores, but robustness of baseline approach to perturbation saved baseline models from huge failure. Will add that in final copy. 
Quantitative analysis
We hypothesize that the U-NMT model with the denoising auto-encoder is able to generate better word translations but fails to stitch them together to generate phrases. To validate this hypothesis, we report the n-gram specific BLEU scores for both our system and the baseline system tested with non-perturbed test-data. We calculate the percentage of improvement on using our approach over the baseline system in terms of individual n-gram (n=1,2,3,4) specific BLEU scores for each language-pair and a particular value of n and the results are presented in Table 3 . The analysis of the individual n-BLEU scores of outputs in Table 3 reveal that our method achieves relative improvement in n-gram accuracies for higher values of n compared to the relative improvement in n-gram accuracies for lower values of n. This is due to the word-shuffling perturbation introduced by the denoising auto-encoder. The resulting encoder representations would be noisy confusing the attention module and the decoder module leading to the decoder not being able to generate phrases. Presumably, our approach, which profits from the ability to learn from the unperturbed ordering of words in the sentence, helps to generate better phrasal translations resulting in improvement of higherorder n-grams matching.
Qualitative analysis
We observe several instances where our proposed approach results in better translation compared to the baseline system. We now present some instances from the test data where our approach was found to be beneficial. By analysing the translation outputs manually, we have found out two shortcomings of translation generated by the baseline systems. Our method profits from mitigating these issues in its output.
Shuffled words in output Due to uncertainty produced by shuffling of words before training, the baseline model choose to generate sentences which are more acceptable for a language model. Fig 3 and Fig 4 shows two such examples in our test data. In Fig 3, the phrase 'el anuncio del probable descubrimiento' meaning 'the announcement of the probable discovery' is translated to 'the likely announcement of the discovery' using baseline system. Reordering of words changed the meaning of the phrase resulting in a drop in BLEU score. However, our proposed system translates it to 'the announcement of the likely discovery' which is more correct. The same flaw is also present in Fig 4. Here, two phrases 'ein 90 millionen' meaning 'a 90 million' and 'letztes jahr' meaning 'last year' are mixed up and produced 'last $ 90 million a year'. Translation of this sentence using our approach handled this issue correctly.
Duplicate words in output We have observed, for some test sentences, the baseline model prefers to generate a word in multiple probable positions. Fig 5 and Fig 6 show examples of such situation. In Fig 5, the phrase 'jAM phira' in Punjabi meaning 'or' should be translated as 'yA phira' in Hindi. However, in the translation produced by baseline model, the correct phrase is generated along with the word 'phira' occurring again forming another phrase 'phira se' meaning 'again'. Note that, both the phrases are very commonly used in Hindi. Fig 6 shows another such example. Here, the word 'autres' meaning 'other' is generated twice as adjectives of 'pays' meaning 'country' and 'gens' meaning 'people'.
Heatmap Example of the attention distribution generated using our models are shown in Fig 7 and Fig 8. Attention distributions generated by our proposed systems in comparison with the attention distribution generated by the baseline systems are with lesser confusion. The little similarity with probable word-alignment of the sentence achieved by the attention distributions of Fig 7a and Fig 8a is due to the performance of global attention model in a perturbed sentence scenario. However, in case of Fig 7b and Fig 8b, there are more confusions of attentions. Production of correct attention distribution was easy for the global attention model as it was trained on sentences without perturbation.
Conclusion and Future work
We have observed that the denoising strategy of swapping words for denoising-based unsupervised neural machine translation task introduces uncertainty to the model. By using a simple fine-tuning strategy where the training is carried out by removing the denoising component from the model, we observe significant improvements in BLEU scores for many language pairs in both the directions. We observe higher improvements in n-gram specific BLEU scores for higher n-grams. The baseline models were able to generate word translations but due to the denoising component perform poor at generating correct phrase translations. However, our fine-tuning model removes the uncertainty in the model as we give the input sentence as is without any shuffling/swapping and is able to generate phrase translations better.
Our experiments have been primarily on language-pairs with the same word-order. We would like to expand our study by including more language pairs: preferably languages with different word-order. We look forward to experiment our approach with other type of noises i.e. random word insertion/deletion and on different architecture. 
English
in india , china and many other countries , people work ten to twelve hours a day . In India, China and other countries, other people work from fifteen to one.
French reference
Our approach en inde , en chine et de nombreux autres pays , les gens travaillent quinze à douze heures un jour .
(Google translation)
In India, China and many other countries, people work fifteen to twelve hours a day . 
