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We study the bond percolation on a one-parameter family of a hierarchical small-world network,
and find the metatransition between an inverted Berezinskii-Kosterlitz-Thouless (iBKT) transition
and an abrupt transition driven by changing the network topology. It is found that the order param-
eter is continuous and the fractal exponent is discontinuous in the iBKT transition, and oppositely,
the former is discontinuous and the latter is continuous in the abrupt transition. The gaps of the
order parameter and the fractal exponent in each transition vanish as they approach the metatransi-
tion point. This point corresponds to a marginal power-law transition. In the renormalization group
formalism, this metatransition corresponds to the transition between transcritical and saddle-node
bifurcations of the fixed point via a pitchfork bifurcation.
I. INTRODUCTION
Recently, cooperative phenomena (e.g. percolation
and ferromagnetism) on various kind of non-Euclidean
graphs have been investigated extensively in the context
of complex networks [1], and a lot of exotic behaviors
have been found [2]. One of the most remarkable facts
is that such a system often exhibits a critical phase [3],
inside which a system always shows properties typical
for ordinary critical points of the second-order transition
such as infinite susceptibility and a zero-order parameter
[4]. This phase lies between an ordered phase (e.g., a
percolating phase and a ferromagnetic phase) and a dis-
ordered phase (e.g., a nonpercolating phase and a para-
magnetic phase); it is not a boundary but it occupies
finite fraction of the parameter space. Although such a
phase is similar to the quasi-long-range-order phase of
the two-dimensional XY model, [5–7], the origin is quite
different. Some studies imply that a critical phase is at-
tributed to a small-world property of graphs [4, 8, 9].
Recognition of a critical phase leads us to have interest
in a transition between critical and noncritical phases.
To our knowledge, disorder-critical transition has been
found only in nonamenable graphs such as trees, and
the property of its singularity has been well investigated
[3, 10, 11]. On the other hand, critical-order transition
has been found in various systems, and its singularity
is distinguished by the behavior of the order parameter
near the phase boundary as the following: (T1) power-
law transitions [9], (T2) inverted Berezinskii-Kosterlitz-
Thouless (iBKT) transitions [4, 12–15] and (T3) abrupt
transitions [3, 16]. The order parameter m varies with
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the distance from the phase boundary ε in the ordered
phase as m ∝ εβ in T1, m ∝ exp[−α/ε1/2] in T2, and
m = mc+ c1ε
b in T3, respectively. Here β, α, mc, c1 and
b are constants.
On the other hand, singularity cannot be quantified by
the ε dependence of m or the susceptibility χ in a critical
phase, wherem = 0 and χ =∞ in an infinite size system.
The authors proposed the characterization of the singu-
larity by the fractal exponent ψ [8]. It is related to the
finite size dependence of a local disconnected susceptibil-
ity [13] of a specific site χ˜, which includes the contribu-
tion of the long-range coherence and corresponds to the
size of the cluster that contains the focused site in per-
colation models. In highly inhomogeneous graphs such
as nonamenable graphs, where the boundary effect is not
negligible even in the thermodynamic limit, and scale
free networks, the local disconnected susceptibility of a
central site or hub can diverge even when the spatially
averaged susceptibility does not. Therefore the critical
phase of such a system is characterized better by the for-
mer [3, 9, 16–19]. We introduce ψ such that χ˜ ∝ Nψ,
where N is the number of degrees of freedom. Whereas
ψ takes trivial values: 0 in a disordered phase and 1 in an
ordered phase, it takes a fractional value between 0 and
1 in a critical phase. Previous studies on several systems
indicate that the continuity of ψ at critical-order transi-
tions is opposite to that ofm; ψ continuously approaches
1 as 1−ψ ∝ εν in T3 [3, 16] whereas it continuously ap-
proaches an edge value ψc < 1 from below and jumps to
1 in T1 and T2 [9].
At this moment, we lack a unified picture of various
critical-order transitions. Recently, all of the aforemen-
tioned transitions were found in different models on the
same graph, a hierarchical small-world network (HSWN)
with a one-dimensional backbone, known as the Farey
graph [20]: T2 for the Q-state Potts model with Q ≥ 3
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FIG. 1. Initial graph Gr0 and schematic diagram of the recur-
sive construction of the hierarchical graph. The solid circles
are the roots of both Gr
n
and Gr
n+1, and the empty circles are
the roots of Gr
n
and not of Gr
n+1. The broken and solid lines
represent the backbone and shortcut edges, respectively.
[18], T1 for the Potts model with Q = 2 [19] and T3 for
bond percolation [16]. Note that bond-percolation can
be mapped to the Potts model with Q = 1. The authors
predicted a metatransition by changing Q at Qc = 2 [19].
Here metatransition means the transition between tran-
sitions T2 and T3 via T1 as a metatransition point. Al-
though this metatransition can be a clue to establishing
a comprehensive theory of the critical-order transitions,
its property is rarely understood due to the fact that the
number of spin state Q, which is an integer, cannot be
changed continuously. In this paper, we investigate the
metatransition in detail by analyzing the bond percola-
tion on a random HSWN whose topology can be changed
by a continuous parameter.
II. STRUCTURE OF THE GRAPH
Here we explain how to construct the sequence of ran-
dom graphs that we treat. We start with Gr0, which con-
sists of two vertices, which are called “roots,” connected
by a “backbone edge.” As illustrated in Fig. 1, we recur-
sively make the graph Grn+1 from two G
r
n’s with proba-
bility 1− r, and from four Grn’s with probability r. Here
Grn’s are independent random realizations. In both cases,
we make graph operations: joining pairs of root vertices
in Grn’s to be one, letting two of the roots in G
r
n’s be the
roots of Grn+1, and adding a “shortcut edge” connecting
the new roots. The deterministic cases with r = 0 and
r = 1 coincide with the Farey graph [16, 18, 19] and the
decorated (2,2)-flower [4, 9, 21, 22], respectively. The ex-
pectation value of the number of vertices in Grn increases
as
〈Nn+1〉 =
〈
k〈Nn〉 − l
〉
, (1)
where 〈· · · 〉 means the average over graph realization.
Random variables (k, l) equal (2,1) with probability 1−r
and (4,4) with probability r. Then we have 〈Nn〉 =
[(1+r)κn+(1+3r)]/(1+2r), and 〈Nn〉 is approximately
proportional to κ(r)n for n ≫ 1, where κ(r) ≡ 2(1 + r).
We call the subgraph obtained by removing all short-
cut edges the backbone, where the shortest path length
between the two roots equals Ln = 2
n. The effective di-
mension of the backbone deff such that 〈Nn〉 ∝ (Ln)deff
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FIG. 2. (Color online) Renormalization group flow diagram
for (a) r = 0 and (b) r = 1. The solid (blue) and broken (red)
lines represent stable and unstable fixed points, respectively.
The thin gray lines represent p∗ = p, which is the starting
point of the RG flow.
is given by deff = log2 κ(r), which monotonically changes
1→ 2 with r : 0→ 1. With the shortcut edges, the graph
is small-world, i.e. infinite-dimensional, in the sense that
the shortest path length is proportional to lnNn.
III. RENORMALIZATION OF THE
PERCOLATING PROBABILITY
We consider the bond percolation on Grn. Let p be the
open-bond probability for both the backbone and short-
cut edges. By utilizing the hierarchical structure of Grn,
we can derive an exact renormalization group (RG) map
of p. We introduce the probability pn that the two roots
of Grn are connected; i.e., they belong to the same cluster.
Its average over graph realizations satisfies the recursion
equation starting from p0 = p:
pn+1 = 1− (1− p)(1− p2n)(1 − rp2n),
⇔ pn+1 − pn = (1− pn)[p(1 +A(r, pn))−A(r, pn)],(2)
A(r, p) ≡ p[1− rp(1 + p)]. (3)
Hereafter, pn denotes the averaged value over graph re-
alizations. The nontrivial fixed point (NTFP) for given
r and p, p∗(r, p) ∈ (0, 1), is obtained by solving
A(r, p∗) = p/(1− p). (4)
Figure 2(a) shows the RG flow for the case of r = 0
(Farey graph). We consider the flow starts at p0 = p. As
p increases, a transcritical bifurcation of the stable fixed
point occurs at p = pc = 1/2; pn converges to the NTFP
for p < pc and to 1 for p ≥ pc. Thus the system is in a
critical phase for p < pc and in a percolating phase for
p > pc. A nonpercolating phase corresponding to p
∗ = 0
does not exist. The above bifurcation corresponds to T2
as shown in Ref. [16].
For the case of r = 1 [decorated (2,2)-flower], there ex-
ist two NTFPs for p < p∗sn = 5/32 as shown in Fig. 2(b).
The one with smaller p∗ is stable and the other is un-
stable. The two NTFPs meet and annihilate together
at the saddle-node bifurcation point (SNBP), (p, p∗) =
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FIG. 3. (Color online) (a) p dependence of the nontrivial
fixed points for r = 0.0− 1.0 (0.1 step). The solid (blue) and
broken (red) lines represent stable and unstable fixed points,
respectively. (b) Phase diagram in the r×p plane. The abrupt
transition occurs across the solid line and the iBKT transition
does across the broken line.
(psn, p
∗
sn) = (5/32, 1/3). Consequently, a saddle-node bi-
furcation occurs with increasing p; pn converges to the
stable NTFP for p < pc = psn and to 1 for p > pc.
Therefore p∗ jumps from p∗sn to p
∗ = 1 at pc. This bifur-
cation corresponds to T3 as shown in Ref. [9, 22]. [Note
that the stable fixed point p∗ = 1 and the unstable fixed
point for p < pc are irrelevant in the present case with
p0 = p < p
∗(r, p). ]
Next we consider the case of general r ∈ [0, 1]. Fig-
ure 3(a) shows the p dependence of the NTFP for several
values of r. The type of bifurcation of the RG fixed point
changes at r = rc = 1/5; saddle-node type for r > rc and
transcritical type for r ≤ rc. The SNBP is given by
∂p/∂p∗ = 0, which leads to
(
psn(r), p
∗
sn(r)
)
=
(
A(r, p∗sn(r))
1 +A(r, p∗sn(r))
,
√
1 + 3/r − 1
3
)
.(5)
As r decreases, p∗sn becomes larger to be unity at r = rc,
and the SNBP enters the unphysical region p∗ > 1. At
r = rc, a pitchfork bifurcation occurs by changing p.
Equation (4) leads to the p dependence of the stable fixed
points near and below pc for given r as
1− p∗(r, p) =


|ε| for r < rc,√
|ε| for r = rc,
[1− p∗sn(r)] +
√
|ε| for r > rc.
(6)
Here ε ≡ p− pc(r) and we omit unimportant coefficients
of the power of |ε| [the same as in Eqs. (15) and (19)
appearing later]. In the limit r → rc + 0, the gap of p∗
at pc, i.e., 1− p∗sn, continuously approaches 0 as
1− p∗sn(r) = (25/8)(r − rc) +O((r − rc)2). (7)
Figure. 3(b) shows the phase diagram in the r×p plane.
The threshold probability pc(r) is given by psn(r) for r >
rc and by [1 + A
−1(r, 1)]−1 for r < rc. As shown next,
the point (p, r) = (pc(rc), rc) plays a similar role with a
tricritical point [23], which joins a first-order transition
boundary and a second-order one.
IV. GENERATING FUNCTION ANALYSIS
We investigate the order parameter and the fractal ex-
ponent of the root cluster, i.e., the cluster that one root
belongs to. The size of the root cluster of a given random
graph averaged over the open-bond realization srtn can
be calculated by using the generating function Zn(x) =∑
s zn,sx
s, where zn,s is the probability that a root be-
longs to a cluster with size s. We split it in two terms
as Zn(x) = x
2Tn(x) + xT n(x) with Tn(x) =
∑∞
s=0 tn,sx
s
and Tn(x) =
∑∞
s=0 tn,sx
s, where tn,s is the probability
that a root belongs to a cluster with size s + 2 that in-
cludes another root, and tn,s is the probability that a
root belongs to a cluster with size s + 1 that does not
include another root [9]. The expectation value of a root
cluster size is given by
srtn = Z
′
n(1) = [2Tn(1) + Tn(1)] + [T
′
n(1) + T
′
n(1)], (8)
where the primes indicate the derivatives with respect to
x, and Tn(1) = 1 − Tn(1) = pn. The recursion equa-
tions of T ′n(1) and T
′
n(1) averaged over realizations of
random graphs are obtained by utilizing those for r = 0
in Ref. [16] and for r = 1 in Ref. [9] as
〈~τn+1〉 =
〈
Mn〈~τn〉+ ~cn
〉
, ~τn ≡
(
T ′n(1)
T
′
n(1)
)
. (9)
Here (Mn,~cn) equals (M
(0)
n ,~c
(0)
n ) with probability 1 − r
and (M
(1)
n ,~c
(1)
n ) with probability r where
M
(0)
n =
(
2[p pn + p] 2pp˙n
p pn p p˙n
)
, ~c
(0)
n =
(
pn[pn + 2ppn]
p pnpn
)
,
M
(1)
n =
(
4[1− p p2np˙n] 4p˙n[p2n + ppnp˙n]
2p p2np˙n 2p pnp˙
2
n
)
,
~c
(1)
n =
(
2pn[2− pn − 2p p2np˙n]
2p pnp
2
np˙n
)
, (10)
p ≡ 1− p, pn ≡ 1− pn, p˙n ≡ 1 + pn. (11)
A. Fractal exponent in the critical phase
First, we consider the singularities of the fractal expo-
nent. We have
〈srtn 〉 ∝ [λ(r, p∗)]n (12)
for large n, where λ(r, p) is the larger eigenvalue of M
(r)
n =
(1− r)M(0)n + rM (1)n with pn = p∗(r, p). Then the fractal
exponent ψ(r, p) such that
〈srtn 〉 ∝ 〈Nn〉ψ(r,p) (13)
is given by
ψ(r, p) = lnλ(r, p)/ ln κ(r). (14)
The p dependence of ψ for several values of r is shown
in Fig. 4. For given r, ψ increases with p for p < pc(r)
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FIG. 4. (Color online) p dependence of fractal exponent ψ for
p ≤ pc(r) and order parameter P for p ≥ pc(r) for r = 0.0−1.0
(0.1 step). The red (grey) lines indicate the data at r = rc.
We show the numerical data with n = 65536 for P , in which
the finite size effect is negligible in this plot.
and equals 1 for p > pc(r). Near and below p = pc(r), we
numerically found that 1−ψ obeys the power-law whose
exponent depends on r as
1− ψ(r, p) =


|ε|2 for r < rc,
|ε| for r = rc,
[1− ψc(r)] +
√
|ε| for r > rc,
(15)
where ψc(r) ≡ ψ(r, pc(r)).
B. Order parameter in the percolating phase
Next, we consider the singularities of the order param-
eter
P ≡ 〈srtn /Nn〉, (16)
which means the probability that a randomly chosen ver-
tex belongs to the root cluster. To calculate P , we solve
the following recursion equations:〈
~τn+1
Nn+1
〉
=
〈
Mn(N
−1
n ~τn) +N
−1
n ~cn
k − lN−1n
〉
≈
〈
Mn〈N−1n ~τn〉+ 〈N−1n 〉~cn
k − l〈N−1n 〉
〉
, (17)
〈N−1n+1〉 =
〈
N−1n
k − lN−1n
〉
≈
〈 〈N−1n 〉
k − l〈N−1n 〉
〉
. (18)
In these formulas, we make an approximation to take the
average of N−1n in the denominator in advance, which
is good for large Nn. The p dependence of P for p >
pc(r) in Fig. 4 is obtained by solving Eq. (17) and (18)
numerically and using Eqs. (8) and (9). Whereas P for
n→∞ equals 0 for p < pc, P is finite and increases with
p above pc. Near and above pc(r), we numerically found
three types of singular behavior for P depending on r as
P (r, p) =


Pc(r) + ε for r < rc
εβ for r = rc
exp[−α(r)/√ε ] for r > rc
, (19)
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FIG. 5. (Color online) r dependence of 1−ψc (blue solid line)
and Pc (red broken line).
where Pc(r) = P (r, pc(r)). We estimate β = 1/2, which
coincides with β for the Potts model on the Farey graph
with Q = Qc = 2 [19].
C. Metaorder parameters
Figure 5 shows the r dependence of the gaps 1−ψc and
Pc. Whereas 1−ψc is zero for r ≤ rc and finite for r > rc,
Pc is zero for r ≥ rc and finite for r < rc. These gaps
play the role of an order parameter in the metatransition.
We actually found the following power-laws:
1− ψc(r) ∝ (r − rc)2 for r > rc, (20)
Pc(r) ∝ rc − r for r < rc. (21)
The power exponents 2 and 1 are numerically estimated
with good precision.
V. CONCLUSIONS
In this paper, we investigated the metatransition in the
bond percolation on a random hierarchical small-world
network whose topology could be varied by the contin-
uous parameter r. It is clearly shown that the meta-
transition at rc from the iBKT transition to the abrupt
transition corresponds to the event where the SNBP gets
over the ordered fixed point to enter the unphysical re-
gion. A similar classification is proposed by Boettcher
and Brunson [24, 25]. At the transition for r < rc, which
is governed by a transcritical bifurcation point, the or-
der parameter is discontinuous and the fractal exponent
is continuous. At the transition for r > rc, which is
governed by a saddle-node bifurcation point, the order
parameter is continuous and the fractal exponent is dis-
continuous. At the marginal transition at r = rc, which
is governed by a pitchfork bifurcation point, both the
fractal exponent and the order parameter are continuous.
The metatransition is characterized by a “metaorder pa-
rameter”: the gap of the order parameter for r < rc and
the gap of the fractal exponent for r > rc, both of which
continuously vanish as r → rc ± 0, respectively. Univer-
sality of the present criticality of the phase transitions,
5Eqs. (15, 19), and that of the metatransition, Eqs. (20,
21), is an open question.
The continuity of ψ is noteworthy because it is related
to the divergence of a correlation length ξ as 1−ψ ∝ ξ−1
in nonamenable graphs such as enhanced trees [8], which
have a small-world property in the sense that the dimen-
sion is proportional to lnN . If we extend the concept of
correlation length in general small-world systems by ξ ∝
(1−ψ)−1, the difference between the critical-order transi-
tions and conventional phase transitions stands out. The
order parameterm is continuous and ξ−1 is discontinuous
at the iBKT transition for r > rc and m is discontinuous
and ξ−1 is continuous at the abrupt transition for r < rc.
On the other hand, both m and ξ−1 are discontinuous at
an ordinary first order transition and both of them are
continuous at an ordinary second-order transition. Fur-
thermore, we consider that the power-law transition at
the metatransition point is not a generic critical-order
transition with power-law (T1) but a special one at the
marginal point. This transition is governed by a stable
fixed point [19], and ψ is continuous therein, whereas a
power-law transition is ordinarily governed by an unsta-
ble fixed point and ψ is discontinuous therein. Such a
generic power-law transition is observed, e.g., by extend-
ing the present model; a transition occurs at the unstable
NTFP shown in Fig. 3 if different open-bond probabil-
ities are given for the backbone and shortcut edges to
provide p0 > psn(r, p) (see Ref. [9]).
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