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Zusammenfassung
In dieser Arbeit behandeln wir direkte und inverse Probleme, die aus
der Streuung von elektromagnetischen und akustischen Wellen an einem
unbeschränkten, inhomogenen und biperiodischen Medium mit einem
lokalen Defekt hervorgehen. Die Annahme einer Störung im Medium,
oder bereits die Wahl einer allgemeinen einfallenden Welle, verhindert
die Reduktion des Problems auf eine periodische Zelle, wodurch die klas-
sische Theorie nicht mehr angewandt werden kann und neue Methoden
entwickelt werden müssen.
Wir analysieren das vektorwertige Streuproblem, welches durch die
Maxwell-Gleichungen beschrieben ist, sowie das skalarwertige Streupro-
blem, das durch die Helmholtz-Gleichung modelliert wird. Für beide
Streuprobleme zeigen wir die eindeutige Existenz der Lösung unter
möglichst geringen Annahmen hinsichtlich Regularität der Parameter.
Hierfür wenden wir die Bloch-Floquet-Transformation auf das varia-
tionelle Problem an und erhalten so eine Familie von Problemen auf
einem beschränkten Gebiet. Für diese Familie können wir die eindeu-
tige Existenz der Lösung zeigen und anschließend die Lösung zu dem
ursprünglichen Problem konstruieren, wofür im vektorwertigen Fall die
Sherman-Morrison-Woodbury-Formel eine wichtige Rolle annimmt. Ne-
ben der Existenztheorie verwenden wir die äquivalente Formulierung zur
Herleitung einer numerischen Methode zur Approximation der Lösung,
welche auf der Finite-Elemente-Methode aufbaut. Für beide Probleme
betrachten wir zudem die Glattheit der Bloch-Floquet-Transformierten
der Lösung bzgl. der Quasiperiodizität, wodurch wir insbesondere die
Konvergenzordnung der numerischen Methode verbessern können.
Nach der Betrachtung des direkten Problems wenden wir uns dem
Inversen Problem der Rekonstruktion der Störung zu. Wir definieren
verschiedene Messoperatoren und zeigen für diese die Eindeutigkeit der
Rekonstruktion und die Schlecht-Gestelltheit des Inversen Problems. An-
schließend verwenden wir unsere numerische Methode für das direkte
Problem, um die lokale Störung des bestrahlten Objektes mit Hilfe eines
Newton-artigen Verfahrens zu rekonstruieren. Als eine alternative Rekon-
struktionsmethode führen wir das bildgebende Verfahren mit den Namen
Faktorisierungsmethode für die Problemstellung ein, die den Träger der
Störung mit einem geringen numerischen Aufwand lokalisiert. Hierfür
konstruieren wir einen Fernfeldoperator, zeigen seine Faktorisierung und
betrachten numerische Ergebnisse.
Abstract
We consider the direct and inverse scattering problem of electroma-
gnetic and acoustic wave phenomena for an unbounded, inhomogeneous
and bi-periodic media, which includes a local defect. The assumption
of a perturbation or the choice of a general incident field prevents the
reduction of the scattering problem to one periodic cell. Hence, the classi-
cal theory is not applicable and one has to solve the problem with new
methods.
In the first part, we analyze the vector valued scattering problem,
which is formulated in terms of the Maxwell’s equations, as well as the
scalar valued scattering problem modeled by the Helmholtz equation.
For both scattering problems we show the unique solvability based on
some reasonable presumptions on the regularity of the parameter. For
that, we are going to use the Bloch-Floquet transform to derive a family
of problems to a variational problem on a bounded domain. For this
family we can show the unique existence of the solution, which allows
us to construct the solution of the whole problem. Beside the existence
theory, we stay in the transformed setting to derive a numerical method
for the approximation of the solution by extending the finite-elements
method. Moreover, we show some regularity results for the Bloch-Floquet
transfomed solution w.r.t. the quasiperiodicy, wherefrom, in particular,
we can improve the performance of the numerical method.
After the consideration of the direct problem, we continue with the
inverse problem of reconstructing the perturbation. For that, we consider
different measurement operators, prove the uniqueness of the reconstruc-
tion and show the ill-posedness of the operators for the analysis of the
inverse problem. Having the theory, we use our numerical method for the
direct problem to apply a Newton method to reconstruct the perturbation
of the scatterer. Furthermore, we introduce the Factorization method for
our setting as a fast imaging method, which localizes the support of the
perturbation with less numerical cost. In order to do so, we define a
carefully designed far field operator, prove the factorization, and show
numerical results.
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1Einleitung
Das zerstörungsfreie Testen ist ein wichtiges Instrument zur automatisierten
Werkstoffprüfung in der Produktion, welches die Möglichkeit bietet Kosten
zu reduzieren und die Effizienz zu steigern. In den Ingenieurwissenschaften
besteht ein entsprechend großes Interesse an der Entwicklung von solchen
Verfahren, wie z. B. für das automatisierte Auffinden von Defekten in der
Produktion von Nano-Gras (siehe [Zim+12]). Um die Störungen von solchen
Nano-Gras-Strukturen maschinell schnell und automatisiert aufzufinden, bie-
tet es sich an, die Streuung an dem Testobjekt zu erfassen, die z. B. von einem
Laser als einfallendes Licht erzeugt wird, und anhand dieser Messdaten einen
Defekt zu lokalisieren. Jedoch mangelt es aktuell an effizienten Algorithmen,
um die Messdaten entsprechend auszuwerten (siehe [Pat10]). In dieser Ar-
beit analysieren wir diese Fragestellung mit mathematischen Methoden und
entwickeln für gewisse Klassen von (Nano-Gras-)Strukturen eine numerische
Methode zur Lokalisierung und Rekonstruktion der Störung.
(a) Fehlerfreie Struktur. (b) Struktur mit Defekten. (c) Stäbchen sind zu kurz oder
fehlen komplett.
Abbildung 1.1.: Beispiele für fehlerfreie und defekte Nano-Gras-Strukturen
(Quelle: Institute of Solid State Physics, Universität Bremen).
Aus mathematischer Sicht wird die Problemstellung durch ein Inverses Problem
beschrieben, in dem man aus der Wirkung die Ursache herleiten will. Im
Allgemeinen steht ein Inverses Problem dem sogenannten direkten Problem
gegenüber, welches den Effekt aus einer Ursache beschreibt. Man versucht also
bei einem Inversen Problem aus gegebenen Messdaten einen Parameter oder
eine andere Größe zu rekonstruieren, die diese Daten erklärt. Dabei sind die
Probleme meist schlecht-gestellt, was grob gesagt bedeutet, dass kleine Fehler
in den Messungen einen großen Fehler in der Rekonstruktion verursachen
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und diese damit unbrauchbar machen können. Ein entscheidender Teil in der
Theorie der Inversen Probleme ist demnach die Annahme eines vorhandenen
Rauschens in den Messdaten und der adäquate Umgang mit diesem.
Das vorliegende Inverse Streuproblem ist ein Spezialfall eines solchen Inversen
Problems. Wenn eine einfallende Welle, z. B. erzeugt von einer Punktquelle,
auf das Medium trifft, so entsteht eine gestreute Welle. Das Verhalten der
gestreuten Welle wir dabei maßgeblich von dem Streumedium beeinflusst,
welches in unserem Fall Nano-Gras-Strukturen sein sollen und im vektorwer-
tigen Fall durch die Permittivität sowie die Permeabilität und im skalaren
Fall durch den Brechungsindex beschrieben ist. Das direkte Problem wäre
dementsprechend die Bestimmung der gestreuten Welle aus der Kenntnis der
Parameter und der einfallenden Welle. Das hier betrachtete Inverse Streuprob-
lem ist die Bestimmung der Störung der Parameter, wenn die einfallenden
Wellen, gewisse Messdaten der gestreuten Wellen und die Eigenschaften der
ungestörten Parameter bekannt sind.
Um einen ersten Schritt in die Richtung einer mathematisch fundierten Analyse
des oben beschriebenen Inversen Streuproblems zu gehen, werden wir statt der
willkürlichen Stäbchen-Verteilung der Nano-Gras-Strukturen eine periodische
Anordnung annehmen, deren Defekt durch eine lokale Störung modelliert
wird und die Periodizität stört. Für die einfallende Welle setzen wir, im
Gegensatz zur klassischen Theorie der quasiperiodischen Streuprobleme, keine
Periodizitätsbedingung voraus. Für die Betrachtung des Inversen Problems
müssen wir zunächst das direkte Problem analysieren. Wir werden hierfür
sowohl die Lösbarkeit des akustischen als auch des elektromagnetischen
Streuproblems untersuchen. Diese Analyse, primär die Existenztheorie des
vektorwertigen Problems, wird den Kern dieser Arbeit darstellen. Aufgrund
der Störung und wegen der nicht-periodischen einfallenden Welle kann das
Streuproblem nicht ohne Weiteres von einem unbeschränkten Gebiet auf ein
beschränktes Gebiet reduziert werden. Die Annahme der Periodizität des
ungestörten Parameters ermöglicht uns dafür die Anwendung der Bloch-Flo-
quet-Transformation, um eine variationelle Formulierung auf beschränkten
Räumen in einer Integralform zu erhalten. Vor allem das elektromagnetische
Streuproblem wird hierbei durch die unkonventionellen Lösungsräume und
die Singularität in der Randbedingung hinreichend kompliziert. Auf Basis
der Bloch-Floquet-Transformation werden wir zudem einen Algorithmus für
die numerische Approximation der Lösung einführen. Da das transformierte
Problem auf einem beschränkten Gebiet definiert ist, benötigen wir mit diesem
Ansatz, abgesehen von der Ausstrahlungsbedingung nach oben hin, keine
weitere künstliche Abschneidebedingung für die numerische Approximation.
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künstlichen, verrauschten Messdaten werden wir Messoperatoren denieren
und zeigen, dass die Rekonstruktion eindeutig ist und die dazugehörenden
Inversen Probleme schlecht-gestellt sind. Hierzu betrachten wir Nah- und Fern-
feldmessungen sowie die Messung der gesamten Welle auf einer beschränkten
Menge. Zur Vorbereitung auf die Numerik des Inversen Problems berechnen
wir zudem die FrØchet-Ableitung dieser Operatoren und den adjungierten
Operator der FrØchet-Ableitung. Dann wenden wir ein inexaktes Newton-
Verfahren auf die Messoperatoren an, um numerische Beispiele für die Qua-
lität der Rekonstruktion zu geben. Mit dem Newton-Verfahren werden wir
gute Ergebnisse für die Rekonstruktion der Störung erhalten. Ein solches
Newton-artiges Verfahren hat jedoch immer den Nachteil, dass man viele
Auswertungen des Vorwärtsoperators benötigt, was sehr viel Zeit in Anspruch
nehmen kann. Wenn wir die Störung nur lokalisieren wollen und nicht den
genauen Wert kennen müssen, dann bietet es sich alternativ an, ein bildge-
bendes Verfahren zu verwenden. Deswegen werden wir im letzten Teil die
Faktorisierungsmethode für unsere Problemstellung entwickeln. Die Fakto-
risierungsmethode gibt eine theoretische Legitimation für ein numerisches
Verfahren des Inversen Problems der Rekonstruktion des Trägers der Störung.
Man setzt die Kenntnis der Fernfelderder gestreuten Wellen, die durch ebene
Wellen aus jeder Richtung als einfallende Felder erzeugt werden, voraus. Nach
der Adaption des Streuproblems auf ebene Wellen als einfallendes Feld ist die
Idee, einen Fernfeld-Operator zu denieren und diesen in drei Operatoren zu
zerlegen. Diese Zerlegung beschreibt dann ein binäres Kriterium, ob ein Punkt
z ∈ R2 innerhalb oder außerhalb des Trägers der Störung liegt.
Die Arbeit ist dabei wie folgt unterteilt: Nach einem einführenden Kapitel 2
mit Grundlagen, in dem wir insbesondere auf die Bloch-Floquet-Transfor-
mation und die Sherman-Morrison-Woodbury-Formel eingehen, beginnen
wir mit der Analyse des direkten Streuproblems und zeigen die eindeutige
Lösbarkeit des skalaren Problems in Kapitel 3. Zudem führen wir in Kapitel 3
die numerische Methode zur Approximation der Lösung ein. Anschließend
widmen wir uns dem vektorwertigen Problem in Kapitel 4, um auch hierfür
die eindeutige Lösbarkeit des direkten Problems zu zeigen und die numerische
Methode auf diese Problemstellung zu erweitern. Danach betrachten wir das
Inverse Problem der Rekonstruktion der Störung, formulieren in Kapitel 5
die Problemstellung, analysieren diese und wenden ein Newton-Verfahren an,
um numerische Ergebnisse zu präsentieren. Im letzten Kapitel 6 konstruieren
wir die Faktorisierungsmethode für das skalare Problem als eine schnellere
Alternative zu dem Newton-Verfahren.

2Theoretische Grundlagen und Notation
Als Einstieg in die Thematik und zur Klärung der Notation fassen wir in
diesem Teil die mathematischen Grundlagen zusammen, die wir fortlaufend
in der Arbeit verwenden werden. So führen wir in den Abschnitten 2.4 und
2.5 die Bloch-Floquet-Transformation ein, die ein grundlegendes Werkzeug
der Analysis und der Numerik sein wird. Die Theorie der hierfür benötigten
quasiperiodischen Sobolev-Räume fassen wir in Abschnitt 2.3 zusammen. Um
das Streuproblem auf ein variationelles Problem zu reduzieren, müssen wir
einen künstlichen Schnitt im Raum erzeugen, wodurch eine Randbedingung
entsteht. Diese Randbedingung wird dann im vektorwertigen Fall durch den
Calderon-Operatormodelliert, wofür wir in Abschnitt 2.2 vorbereitend die
gewichteten Sobolev-Räume einführen werden. In Abschnitt 2.6 beweisen wir
zudem die Sherman-Morrison-Woodbury-Formel.
2.1. Grundlegendes und Notation
Für eine natürliche Zahl d ≥ 1 und eine beliebige Menge W soll Wd das
kartesische Produkt Wd := W× . . .×W bezeichnen, deren Elemente durch
x = (x1, . . . , xd)
⊤ ∈ Wd mit xi ∈ W für 1≤ i ≤ d gegeben sind. Üblicherweise
werden wir Rd,Z d sowie Quader, wie z. B. [−1/ 2, 1/ 2]d, betrachten. Für ein
x ∈ Wd werden wir die euklidische Norm (
å
d
j=1 |xj |2)1/ 2 mit |x| abkürzen und
bezeichnen für ein x ∈ Wd und d ≥ 2 das Tupel (x1, . . . , xd−1)⊤ als x. Mit der
Notation Rd+ wird die Menge {x ∈ Rd : xd > 0} bezeichnet.
Der Funktionenraum S(Rd) steht für den Schwartz-Raumund beinhaltet al-
le Funktionen f ∈ C¥ (Rd), die für alle Multiindizes a und b aus N n0 die
Abschätzung
sup
x∈Rd
⃓⃓⃓⃓
⃓xa ¶|b|f¶xb (x)
⃓⃓⃓⃓
⃓ < c
erfüllen. Der Raum ist mit einer Familie von Halbnormen
sup
x∈Rd
max
|b|≤N
(1+ |x|2)N/ 2
⃓⃓⃓⃓
⃓¶|b|f¶xb (x)
⃓⃓⃓⃓
⃓ , N ∈ N 0,
metrisiert und beinhaltet die Testfunktionen D(Rd) := C¥0 (Rd), die unendlich
oft stetig differenzierbar sind und einen kompakten Träger besitzen. Die
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Elemente des Dualraumes S ′(Rd) ⊆ D′(Rd) von S(Rd) heißen temperierte
Distributionen. Der Operator
F ( f )(t) := ˆ︁f (t) := (2p )−d/ 2 ∫︂
Rd
f (x) eit·x dx für alle f ∈ L1(Rd) ∩ L2(Rd)
heißt Fourier-Transformationund der inverse Operator ist durch
F−1( ˆ︁f )(t) := (2p )−d/ 2 ∫︂
Rd
ˆ︁f (x) e−it·x dx für alle ˆ︁f ∈ L1(Rd) ∩ L2(Rd)
gegeben. Die Fourier-Transformation F lässt sich zu einem Isomorphismus auf
S sowie auf L2(Rd) erweitern. Für eine temperierte Distribution u ∈ S ′(Rd)
wird die Fourier-Transformation F : S ′(Rd)→ S ′(Rd) als ˆ︁u(f ) := (Fu)(f ) :=
u(F f ) deniert und ist ein Isomorphismus auf S ′(Rd).
Für Funktionen, die auf dem ganzen Raum Rd gegeben sind, ist der Sobolev-
Raum Hs(Rd) für ein s∈ R deniert als
Hs(Rd) :=
{︃
u ∈ S ′(Rd) : ˆ︁u ∈ L1loc(Rd) mit ⃓⃓⃓⃓⃓⃓(1+ | · |2)s/2 ˆ︁u⃓⃓⃓⃓⃓⃓L2(Rd) < ¥
}︃
.
Der Raum wird mit dem Skalarprodukt
(u, v)Hs(Rd) :=
∫︂
Rd
(1+ |x|2)s ˆ︁u(x)ˆ︁v(x) dx
für u und v aus Hs(Rd) und der entsprechend abgeleiteten Norm ausgestattet.
Der Raum H−s(Rd) ist die Darstellung des Dualraumes zu Hs(Rd) bzgl. des
L2(Rd)-Skalarproduktes. Für eine Teilmenge W ⊆ Rd denieren wir den
Sobolev-Raum Hn(W), n ∈ N 0, durch
Hn(W) :=
{︄
u ∈ L2(W) : ¶
|g|u
¶xg ∈ L
2(W) für alle g ∈ N d0 mit |g| ≤ n
}︄
und statten den Raum mit dem üblichen Skalarprodukt
(u, v)Hn(W) := å
g∈N d0, |g|≤n
∫︂
W
¶|g|u
¶xg
¶|g|v
¶xg dx
für u und v ∈ Hn(W) und der abgeleiteten Norm aus.
Es sei mit∇ der Gradient als Operator bezeichnet. Wie gewohnt wird durch
∇ · f := div f :=
å
3
j=1 ¶/ ¶xj f j die Divergenz von f = (f 1, f 2, f 3)⊤ : R3 → C3
beschrieben. Für zwei Vektoren x und y aus R3 schreiben wir das Kreuzpro-
dukt der beiden Vektoren als x× y. Diese Notation verwenden wir, um die
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Anwendung des curl-Operators auf f durch
curl f := ∇× f :=
⎛⎜⎝
¶
¶x1
¶
¶x2
¶
¶x3
⎞⎟⎠×
⎛⎜⎝f 1f 2
f 3
⎞⎟⎠ :=
⎛⎜⎝
¶
¶x2 f 3− ¶¶x3 f 2
¶
¶x3 f 1− ¶¶x1 f 3
¶
¶x1 f 2− ¶¶x2 f 1
⎞⎟⎠
darzustellen. Analog zu den Sobolev-Räumen Hn(W) denieren wir die Räume
H(curl; W) und H(div; W) durch
H(curl; W) :=
{︁
u ∈ L2(W) : curl u = ∇× u ∈ L2(W)}︁
und
H(div; W) :=
{︁
u ∈ L2(W) : div u = ∇ · u ∈ L2(W)}︁
mit den entsprechenden Skalarprodukten und Normen.
In dieser Arbeit werden wir mit Differentialoperatoren auf Spurräumen agie-
ren, wofür wir zur Vereinfachung der Notation einige abkürzende Schreib-
weisen verwenden werden. Dazu setzen wir den transversen Teil eines Vek-
torfeldes f = (f 1, f 2, f 3)⊤ : R3 → C3 als f T := (f 1, f 2, 0)⊤. Zudem denie-
ren wir zwei Differentialoperatoren div T f := ¶f 1/ ¶x1 + ¶f 2/ ¶x2 und curl T f :=
¶f 2/ ¶x1 − ¶f 1/ ¶x2. Analog denieren wir für eine Funktion v : R3 → C den
Operator ∇Tv := (¶v/ ¶x1, ¶v/ ¶x2, 0)⊤.
Für die Spur einer genügend glatten Funktion f : W→ C auf einem Lipschitz-
Gebiet W⊆ Rd schreiben wir abkürzend f ⃓⃓¶W. Es ist allgemein bekannt, dass
der so denierte Spuroperator auf H1(W)-Funktionen erweitert werden kann
und nach H 1/ 2(¶W) abbildet. Für die beiden Räume H(curl ; W) und H(div ; W)
können ebenfalls Spuroperatoren deniert werden, die wir im folgenden Satz
zusammenfassen.
Proposition 2.1. Es seiW ein beschränktes Lipschitz-Gebiet inR3 mit der äußeren
Einheitsnormalenn. Dann hat der Operatorgn(v) := v
⃓⃓
¶W · n für v ∈ C¥ (W)3 eine
stetige und lineare Fortsetzung von H(div ; W) nach H−1/ 2(¶W) und es gilt für alle
v ∈ H(div; W) und f ∈ H1(W) die Gleichung
(v,∇f )L2(W)3 + (div v, f )L2(W) = ⟨gn(v), f ⟩H−1/2 (¶W)×H1/2 (¶W).
Analog lässt sich der Operatorgt(v) := n× v
⃓⃓
¶W für v ∈ C¥ (W)3 zu einem linearen
und stetigen Operator von H(curl ; W) nach H−1/ 2(¶W)3 erweitern und es gilt für
alle v∈ H(curl; W) und f ∈ H1(W)3 die Gleichung
(∇× v, f )L2(W)3 − (v,∇× f )L2(W)3 = ⟨gt(v), f ⟩H−1/2 (¶W)3×H1/2 (¶W)3.
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Beweis:Siehe [Mon03, Theorem 3.24] und [Mon03, Theorem 3.29].
Später werden wir primär den Fall n = e3 := (0, 0, 1)⊤ und die entsprechen-
den Spuroperatoren betrachten. Für die Grundlagen der Integrationstheorie
von Banachraum-wertigen Funktionen, die in der Arbeit fortlaufend implizit
genutzt wird, sei auf [Yos80] verwiesen.
2.2. Gewichtete Sobolev-Räume
Im Folgenden werden wir gewichtete Sobolev-Räume Hst (R2), s, t ∈ R , einfüh-
ren, die wir später für den Lösungsraum der Maxwell-Gleichungen benötigen.
Wir denieren den gewichteten Schwartzraum Sk(R2) für ein k > 0 durch
Sk(R2) :=
{︃
f ∈ S(R2) :
(︃
x ↦→ ˆ︁f (x)|k2− |x|2|1/4
)︃
∈ S(R2)
}︃
.
Nach [Rit09, Proposition 4.4.3] gilt die Identität
Sk(R2) =
{︂
f ∈ S(R2) :
(︂
x ↦→ |k2− |x|2|t/2 ˆ︁f (x))︂ ∈ S(R2) für alle t ∈ R}︂ .
Meist wird in dieser Arbeit k > 0 als eine beliebige, aber feste Wellenzahl des
Streuproblems gewählt sein. Deswegen lassen wir den Index im Folgenden
weg. Wenn wir den Dualraum zu Sk(R2) durch S ′k(R2) bezeichnen, so sollen
die gewichteten Sobolev-Räume Hst (R2) deniert sein als
Hst (R2) :=
{︄
u ∈ S ′k(R2) :
(︄
(1+ | · |2)s/2
⃓⃓⃓⃓
1+ | · |2
k2− | · |2
⃓⃓⃓⃓t/2 ˆ︁u)︄ ∈ L2(R2)}︄ ,
die nach [Rit09, Theorem 4.4.6] Hilberträume sind.
2.3. Quasiperiodische Sobolev-Räume
Nun werden wir die Sobolev-Räume a-quasiperiodischer Funktionenauf Rd für
d ∈ N denieren. Für eine invertierbare Matrix L ∈ Rd×d heißt eine Funktion
u ∈ L1loc(Rd) a-quasiperiodisch mit der PeriodeL , falls a ∈ Rd und
u(x + L j) = e−ia·L j u(x) für alle j ∈ Z d und fast alle x ∈ Rd gilt.
Die Funktion heißt L -periodisch, wenn a · L j ein Mehrfaches von 2p für alle
j ∈ Z d ist. Wir denieren die Menge
WL :=
{︃
L z : z ∈ Rd, −12 < zi <
1
2 für alle i = 1, . . . ,d
}︃
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und bezeichnen mit Cma (WL ) den Raum der m-mal stetig differenzierbaren
a-quasiperiodischen Funktionen auf Rd mit der Periode L . Für eine Funktion
u aus dem Raum C1a(WL ) ist die Funktion x ↦→ eia·xu(x) L -periodisch und
lässt sich bekanntlich punktweise durch eine Fourier-Reihe entwickeln, die
absolut und gleichmäßig konvergiert (siehe [Kre89, Kapitel 8]). Damit lässt
sich u als Fourier-Reihe
u(x) =
å
j∈Z d
ˆ︁uj e−ia·x f jL (x)
darstellen mit den Fourier-Koefzienten ˆ︁uj und den Funktionen f jL , die für
alle j ∈ Z d durch
ˆ︁uj := ∫︂
WL
u(x) eia·x f jL (x) dx und f
j
L (x) :=
1
| det L |1/2 e
−iL ∗ j·x (2.1)
mit L ∗ := 2p (L −1)⊤ gegeben sind. Die Fourier-Reihen-Darstellung gilt weiter-
hin bzgl. der Konvergenz in der L2(WL )-Norm, wenn u aus L2(WL ) gewählt
wird. Die Menge {f jL }j∈Z d ist ein Orthonormalsystem von L2(WL ), sodass
die Parsevalsche Gleichung die Darstellbarkeit der Norm durch ||u||2L2(WL ) =
å j∈Z d |ˆ︁uj |2 impliziert.
Proposition 2.2. Für s ≥ 0 denieren wir als H sa(WL ) den Raum aller L2(WL )-
Funktionen, die bzgl. der Norm
||u||Hsa(WL ) :=
⎛⎝
å
j∈Z d
(1+ |j|2)s |ˆ︁uj |2
⎞⎠ 12
einen endlichen Wert annehmen. Der Raum ist ein Hilbertraum mit dem Skalarpro-
dukt
(u, v)Hsa(WL ) := å
j∈Z d
(1+ |j|2)s ˆ︁uj ˆ︁vj für u , v ∈ Hsa(WL ).
Beweis:Der eindimensionale Fall ist in [Kre89, Kapitel 8] zu nden, der sich
leicht auf den d-dimensionalen Fall übertragen lässt.
Die Hma (WL )-Norm, m ∈ N 0, ist auf dem Raum C¥a (WL ) äquivalent zu der
Hm(WL )-Norm
||u||2Hm(WL ) :=
∫︂
WL
|u(x)|2 +
å
|g|=m
⃓⃓⃓⃓ ¶g
¶xg u(x)
⃓⃓⃓⃓2
dx für u ∈ Hm(WL ),
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was sich analog zu [Kre89, Theorem 8.4] zeigen lässt. Aus der Approximier-
barkeit der Funktionen und der Vollständigkeit des Raumes folgt dadurch
insbesondere, dass der RaumHma (WL ) der Abschluss von C¥a (WL ) bzgl. der
Hm(WL )-Norm ist.
Wenn wir eine Funktion u = u(a, x) betrachten, die von x und a abhängt,
dann schreiben wir die Fourier-Koefzienten als ˆ︁uj(a). Punktweise in a ist die
Funktion wie in (2.1) darstellbar. Es sei für a, x ∈ R2 die endliche Summe der
Fourier-Reihe als
(Snu)(a, x) :=
å
j∈Z d, |j|≤n
ˆ︁uj(a) e−ia·x f jL (x)
bezeichnet. Als Nächstes betrachten wir den Raum L2 (IL ; Hsa(WL )) für s≥ 0
mit
IL :=
{︃
L ∗z : z ∈ Rd, −12 < zi <
1
2 für alle i = 1, . . . ,d
}︃
.
Der Raum L2 (IL ; Hsa(WL )) ist durch
L2 (IL ; Hsa(WL )) :=
{︃
u ∈ L2(IL ×WL ) :
∫︂
IL
||u(a, ·)||2Hsa(WL ) da < ¥
}︃
deniert und mit dem Skalarprodukt
(u, v)L2(IL ;Hsa(WL )) :=
∫︂
IL
(u(a, ·), v(a, ·))Hsa(WL ) da
ausgestattet. Aus der Proposition 2.2 folgt entsprechend, dass sich die Norm
schreiben lässt als
||u||2L2(IL ;Hsa(WL )) = åj∈Z d
(1+ |j|2)s ||ˆ︁uj(a)||2L2(IL ) für u ∈ L2 (IL ; Hsa(WL ))
und dass für s= m ∈ N 0 die Norm äquivalent zu der L2(IL ; Hm(WL ))-Norm
ist, die gegeben ist durch
||u||2L2(IL ;Hm(WL )) :=
∫︂
IL
||u(a, ·)||2Hm(WL ) da.
Proposition 2.3. Der Raum L2 (IL ; Hsa(WL )) ist für s ≥ 0 ein Hilbertraum und es
gilt für alle u ∈ L2(IL ; Hsa(WL ))
||u− Snu||L2(IL ;Hsa(WL )) → 0 für n → ¥ .
Beweis:Es wird hier die Abgeschlossenheit und die Approximierbarkeit (bzw.
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Darstellbarkeit als Fourier-Reihe) gezeigt, denn der Nachweis der Vektorraum-
und Skalarprodukt-Axiome ist leicht nachzuprüfen. Der Beweis orientiert sich
an [Kre89, Kapitel 8], worin der Sobolev-Raum der periodischen Funktionen
auf R eingeführt wird.
(i) Abgeschlossenheit: Es sei{f k}k∈N 0 eine Cauchy-Folge in L2(IL ; Hsa(WL )),
dann gibt es nach der Denition einer Cauchy-Folge für jedes # > 0 ein
N ∈ N 0, sodass für alle k, m ≥ N und für alle M ∈ N 0
å
j∈Z d
|j|≤M
(1+ |j|2)s
⃓⃓⃓⃓⃓⃓ˆ︃(f k)j − [(f m)j ⃓⃓⃓⃓⃓⃓2L2(IL ) ≤ åj∈Z d(1+ |j|2)s
⃓⃓⃓⃓⃓⃓ˆ︃(f k)j − [(f m)j ⃓⃓⃓⃓⃓⃓2L2(IL )
≤ #2
gilt. Daraus folgt insbesondere, dass {[(f m)j}m∈N 0 für alle j ∈ Z d eine Cauchy-
Folge in dem vollständigen Raum L2(IL ) ist, die gegen vj ∈ L2(IL ) konvergiert.
Wir setzen
v(a, x) :=
å
j∈Z d
vj(a) eia·x f jL (x),
so gilt für alle k ≥ N , für alle M ∈ N 0 und für m→ ¥ die Abschätzung
å
j∈Z d, |j|≤M
(1+ |j|2)s ||vj − ˆ︃(f k)j ||2L2(IL ) ≤ #2.
Wir lassen anschließend M → ¥ laufen, sodass
||v− uk||2L2(IL ;Hsa(WL )) = åj∈Z d
(1+ |j|2)s ||vj − ˆ︃(f k)j ||2L2(IL ) ≤ #2 (2.2)
für alle k ≥ N gilt. Aus der Denition des Raumes L2(IL ; Hsa(WL )), aus der Ab-
schätzung (2.2), sowie aus der Dreiecksungleichung folgt v ∈ L2(IL ; Hsa(WL )),
denn
||v||L2(IL ;Hsa(WL )) ≤ ||uk− v||L2(IL ;Hsa(WL )) + ||uk||L2(IL ;Hsa(WL )) < ¥
für ein beliebiges k ≥ N .
(ii) Die Approximierbarkeit folgt nun aus der Tatsache, dass eine Funktion
u ∈ L2(IL ; Hsa(WL )) einen endlichen Wert in der Norm besitzt und
||u− Snu||2L2(IL ;Hsa(WL )) = åj∈Z d, |j|>n
(1+ |j|2)s ||ˆ︁uj ||2L2(IL )
gilt.
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Die letzte Proposition und die Dichtheit von C¥0 (IL ) in L2(IL ) impliziert
insbesondere, dass der RaumC¥0 (IL ; C¥a (WL )) dicht in L2 (IL ; Hsa(WL )) liegt,
denn x ↦→ eia·x(Snu)(a, x) lässt sich durch ein trigonometrisches Polynom in x
mit Koefzienten in C¥0 (IL ) annähern.
Als Nächstes charakterisieren wir den Dualraum des eben eingeführten Rau-
mes L2 (IL ; Hsa(WL )), s ≥ 0. Für alle Funktionale l aus dem Dualraum von
L2 (IL ; Hsa(WL )) ist
l j : L2(IL )→ C, w ↦→ l
(︂
(a, x) ↦→ w(a) eia·xf jL (x)
)︂
,
ein Funktional auf dem Hilbertraum L2(IL ). Demnach existiert eine eindeutige
Funktion ˆ︁l j ∈ L2(IL ) mit (w,ˆ︁l j)L2(IL ) = l j(w) für alle w ∈ L2(IL ).
Proposition 2.4. Ein Funktional l ∈ L2 (IL ; Hsa(WL ))′ lässt sich für s ≥ 0 durch
l(u) =
å
j∈Z d
(ˆ︁uj ,ˆ︁l j)L2(IL ) für alle u ∈ L2 (IL ; Hsa(WL )) (2.3)
darstellen. Zudem ist die Operatornorm gegeben durch
||l ||2 =
å
j∈Z d
(1+ |j|2)−s ||ˆ︁l j ||2L2(IL ) =: M 2l . (2.4)
Beweis:Wir wählen die Funktion
un(a, x) :=
å
j∈Z d, |j|≤n
(1+ |j|2)−sˆ︁l j(a) eia·x f jL (x), (a, x) ∈ I ×WL ,
für die
||un||2L2(IL ;Hsa(WL )) = åj∈Z d, |j|≤n
(1+ |j|2)−s ||ˆ︁l j ||2L2(IL )
und für alle n ∈ N 0
||l || ≥ |l(un)|||un||L2(IL ;Hsa(WL ))
=
⎛⎝
å
j∈Z d, |j|≤n
(1+ |j|2)−s ||ˆ︁l j ||2L2(IL )
⎞⎠1/2
gilt. Damit konvergiert die Reihe M 2l mit der Abschätzung M l ≤ ||l || und
die Darstellung in (2.3) ist wohldeniert, denn nach der Cauchy-Schwartz-
Ungleichung gilt
å
j∈Z d
|(ˆ︁uj ,ˆ︁l j)L2(IL )| ≤ å
j∈Z d
(1+ |j|2)−s ||ˆ︁l j ||2L2(IL ) å
j∈Z d
(1+ |j|2)s ||ˆ︁uj ||2L2(IL )
= M 2l ||u||2L2(IL ;Hsa(WL )).
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Wie zuvor gesehen, lässt sich eine Funktion aus L2 (IL ; Hsa(WL )) als Fourier-
Reihe darstellen, sodass die Darstellung von l in (2.3) aus der Stetigkeit der
Funktionale folgt. Also gilt auch ||l || ≤ M l , womit ||l || = M l gezeigt ist.
Wir setzen für ein Funktional l ∈ L2 (IL ; Hsa(WL ))′
(Sn l)(a, x) :=
å
j∈Z d,|j|≤n
ˆ︁l j(a) e−ia·x f jL (x), (a, x) ∈ I ×WL ,
und
ln(u) :=
∫︂
IL
(u(a, ·), (Sn l)(a, ·))L2(WL ) da für alle u ∈ L2 (IL ; Hsa(WL )) ,
so erhalten wir aus der Gleichung (2.4) die Konvergenz
||l − ln||2 =
å
j∈Z d, |j|>n
(1+ |j|2)−s ||ˆ︁l j ||2L2(IL ) → 0 für n → ¥ .
Aufgrund der Dichtheit der glatten Funktionen mit kompaktem Träger C¥0 (IL )
in L2(IL ) ist eine Funktion x ↦→ eia·x(Sn l)(a, x) durch ein trigonometrisches
Polynom in x mit Koefzienten in C¥0 (IL ) approximierbar. Der Dualraum lässt
sich somit mit L2(IL ; H−sa (WL )) identizieren, wobei der Raum als Abschluss
der trigonometrischen Polynome (multipliziert mit x ↦→ e−ia·x) mit C¥0 (IL )-
Koefzienten bzgl. der Norm
||v||2L2(IL ;H−sa (WL )) := åj∈Z d
(1+ |j|2)−s ||ˆ︁vj ||2L2(IL ) für alle v ∈ C¥0 (IL ; C¥a (WL ))
deniert ist.
Im Folgendem werden wir Funktionen betrachten, die von einer weiteren
Raumkomponente abhängig sind. Für die Bloch-Floquet-Transformation wer-
den wir diese letzte Raumkomponente jedoch ignorieren und die Transfor-
mation nur auf die ersten Komponenten anwenden. Wir bezeichnen hierzu
mit C¥0 (IL × R ; C¥a (WL )) den Raum der Funktionen aus C¥ (R2d+1), die a-
quasiperiodisch in x ∈ WL mit einer von a ∈ IL abhängigen Quasiperiodi-
zität sind. Wir werden später für m ∈ N 0 und R, R′ ∈ R mit den Räumen
L2(IL ; Hma (WL × (R, R′))) arbeiten. Den Raum denieren wir als den Ab-
schluss von C¥0 (IL ×R ; C¥a (WL )) bzgl. der L2(IL ; Hm(WL × (R, R′)))-Norm,
die durch das Skalarprodukt
(u, v)L2(IL ;Hm(WL ×(R,R′))) :=
∫︂
IL
(u(a, ·), v(a, ·))Hm(WL ×(R,R′)) da
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induziert wird.
Es sei mit ≃ die Notation für eine Norm-˜quivalenz bezeichnet. Wenn wir für
eine Funktion u aus L2 (IL ; Hma (WL × (R, R′))) die Komponente xd+1 festhal-
ten, so können wir die Norm dieser Funktion als eine Reihe darstellen. Dies
nutzen wir um für den Fall m = 1 die Norm von u umzuschreiben in
||u||2L2(IL ;H1(WL ×(R,R′)))
≃
∫︂ R′
R
(︂
||u(·, xd+1)||2L2(IL ;H1a(WL )) + ||¶u/ ¶xd+1(·, xd+1)||
2
L2(IL ×WL )
)︂
dxd+1
=
å
j∈Z d
(1+ |j|2)
∫︂ R′
R
||ˆ︁uj(·, xd+1)||2L2(IL ) dxd+1
+
∫︂ R′
R
||¶ˆ︁uj / ¶xd+1(·, xd+1)||2L2(IL ) dxd+1
≃
å
j∈Z d
(1+ |j|2) ||ˆ︁uj ||2L2(IL ×(R,R′)) + ||ˆ︁uj ||2L2(IL ;H1((R,R′))).
Für ein beliebiges m ∈ N 0 lässt sich eine analoge Norm-˜quivalenz herleiten,
woraus wir die folgende Proposition erhalten.
Proposition 2.5. Für alle u ∈ L2 (IL ; Hma (WL × (R, R′))) mit m ∈ N 0 gilt
||u− Snu||L2(IL ;Hma (WL ×(R,R′))) → 0 für n → ¥ .
Die Koefzienten ˆ︁u = ˆ︁u(a, xd+1) sind in diesem Fall zusätzlich von xd+1 abhängig.
Beweis:Wegen der Norm-˜quivalenzen können wir analog zu Proposition 2.3
(ii) argumentieren.
Für ein R ∈ R und GR0 := WL × {R} lässt sich der Raum L2(IL ; Hsa(GR0 ))
für s ∈ R mit dem Raum L2 (IL ; Hsa(WL )) identizieren, sodass die Gül-
tigkeit der Propositionen 2.3 und 2.4 über die Fourier-Reihen-Darstellung
der Bildelemente erhalten bleibt. Bezeichnen wir mit Hsp(WL ), s ∈ R , und
Hmp (WL × (R, R′)), m ∈ N und R′ > R, die beiden Räume für a = 0, so
entnehmen wir [Kre89, Kapitel 8.3], dass Hm′p (GR0 ) mit m′ := m− 12 der Spur-
raum von Hmp (WL × (R, R′)) ist. Jede Funktion ausu ∈ Hma (WL × (R, R′)) lässt
sich als (x, xd+1) ↦→ eia·xup(x, xd+1) mit up ∈ Hmp (WL × (R, R′)) für x ∈ Rd+1
schreiben, sodass wir die Abschätzung
||u⃓⃓GR0 ||2L2(IL ;Hm′a (GR0 )) =
∫︂
IL
||up(a, ·)
⃓⃓
GR0
||2Hm′p (GR0 ) da
≤
∫︂
IL
C2Spur ||up(a, ·)||2Hmp (WL ×(R,R′)) da
= C2Spur ||u||2L2(IL ;Hma (WL ×(R,R′)))
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erhalten. Das bedeutet, dass der RaumL2(IL ; Hm
′
a (GR0 )) als der Spurraum von
L2(IL ; Hma (WL × (R, R′))) betrachtet werden kann, wobei der Spuroperator
nur auf die (d+ 1)-te bis (2d+ 1)-te Komponente wirkt.
2.4. Horizontale Bloch-Floquet-Transformation
Die Bloch-Floquet-Transformation spielt eine entscheidende Rolle in der Analy-
se des direkten Problems und in der numerischen Methode zur Approximation
der Lösung. Wir werden in diesem Abschnitt die Transformation einführen
und die für uns relevanten Eigenschaften beleuchten. Es sei im Folgenden die
Dimension auf d ∈ {2, 3} und W := Rd−1× (R, R′) für R, R′ ∈ R festgesetzt.
Denition 2.6 (Horizontale Bloch-Floquet-Transformation) . Es seiL eine in-
vertierbare Matrix aus R (d−1)×(d−1). Die horizontale Bloch-Floquet-Transformation
JW ist für f ∈ C¥0 (Rd), (x, xd) ∈ W und a ∈ Rd−1 deniert durch
(JWf )(a, x, xd) :=
√︁| det L |
(2p )(d−1)/ 2 åj∈Z d−1
f (x + L j, xd) eia·L j .
Da die Funktionen f ∈ C¥0 (Rd) einen kompakten Träger haben, ist der Opera-
tor wohldeniert.
Lemma 2.7. Es seiW := Rd−1 × (R, R′). Für ein f ∈ C¥0 (Rd) ∩ L2(W) ist
die Bloch-Floquet-TransformierteJWf periodisch bzgl.a mit der PeriodeL ∗ :=
2p (L −1)⊤ und a-quasiperiodisch mit der PeriodeL bzgl. x∈ Rd−1.
Beweis:Setzec := (2p )−(d−1)/ 2| det L |1/ 2, dann folgt die Aussage direkt aus der
Denition, denn für alle l ∈ Z d−1, a ∈ Rd−1 und für alle x ∈ W gilt
(JWf )(a+ L ∗ l , x, xd) = c
å
j∈Z d−1
f (x + L j, xd) ei(a+L ∗ l)·L j
= c
å
j∈Z d−1
f (x + L j, xd ) eia·L j ei2p l ·j
= (JWf )(a, x, xd)
und
(JWf )(a, x + L l , xd) = c
å
j∈Z d−1
f (x + L (j + l), xd) e−ia·L l eia·L (j+l)
= e−ia·L l (JWf )(a, x, xd).
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Das letzte Lemma zeigt, dass es hinreichend ist, die transformierte Funktion
JWf auf I ×WL × [R, R′] oder auf I ×Rd−1× [R, R′] zu betrachten. Die folgen-
den zwei Sätze aus [Lec16, Theorem 8] und [Lec16, Korollar 5] bilden die Basis
für die Anwendung der Transformation auf die variationelle Formulierung.
Proposition 2.8. Wir setzenW := Rd−1× (R, R′) und W0 := WL × (R, R′).
(a) Die Bloch-Floquet-TransformationJW lässt sich zu einem isometrischen Isomor-
phismus zwischen den Räumen L2(W) und L2(IL ; L2(W0)) erweitern. Die Inverse
ist für ˜︁f ∈ JW(C¥0 (Rd) ∩ L2(W)), x ∈ W0 und l ∈ Z d−1 durch
(J −1W ˜︁f )(x + L l , xd) :=
√︁| det L |
(2p )(d−1)/ 2
∫︂
IL
˜︁f (a, x, xd) e−ia·L l da (2.5a)
=
√︁| det L |
(2p )(d−1)/ 2
∫︂
IL
˜︁f (a, x + L l , xd) da (2.5b)
gegeben, wobei im zweiten Fall die Funktion˜︁f a -quasiperiodisch auf den ganzen
Rd−1 bzgl. x fortgesetzt wurde.
(b) Für jedes s ∈ R kann die Bloch-Floquet-TransformationJW zu einem Isomor-
phismus zwischen Hs(W) und L2(IL ; Hsa(W0)) erweitert werden, deren inverse Ab-
bildung durch (2.5) beschrieben ist.
Proposition 2.9. Es seiW := Rd−1× (R, R′) und W0 := WL × (R, R′). Für s ∈ R
gleicht der inverse Operator
J −1W : L2(IL ; Hsa(W0))→ Hs(W) von JW : Hs(W)→ L2(IL ; Hsa(W0))
dem adjungierten Operator
J ∗W : L2(IL ; Hsa(W0))→ Hs(W) zu JW : H−s(W)→ L2(IL ; H−sa (W0)).
Die Bloch-Floquet-Transformation besitzt weitere Eigenschaften, die wir später
verwenden wollen. Es lässt sich schnell nachrechnen, dass das Differenzieren
und die Anwendung der Bloch-Floquet-Transformation vertauschbar sind. Eine
weitere Eigenschaft der Transformation ist, dass sich periodische Funktionen
analog zu einer Konstante verhalten und herausziehen lassen.
Lemma 2.10. Es seiW := Rd−1× (R, R′). Für alle u ∈ Hm(W), m ∈ N 0, und für
alle Multiindizesg ∈ N m0 mit |g| ≤ m gilt die Gleichheit
JW
(︄
¶|g|u
¶xg
)︄
=
¶|g|
¶xg (JWu) in L
2(IL ×WL × (R, R′)).
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Beweis: Es ist leicht nachzurechnen, dass diese Gleichheit für alle Testfunk-
tionen f ∈ C¥0 (Rd) erfüllt ist. Aufgrund der Dichtheit der Testfunktionen in
Hm(W) und der Stetigkeit der Bloch-Floquet-Transformation gilt die Gleichheit
für alle Funktionen aus Hm(W).
Lemma 2.11. Es seiW := Rd−1 × (R, R′). Für alle Funktionen q ∈ L¥ (W), die
L -periodisch in den ersten(d− 1) Komponenten sind, und für alle u∈ L2(W), gilt
für a ∈ IL und x ∈ W fast überall die Gleichung
(JW(qu))(a, x, xd) = q(x, xd)(JWu)(a, x, xd).
Beweis:Für alle f ∈ C¥0 (Rd) und für alle fast überall L -periodischen Funktio-
nen q ∈ L¥ (W) gilt
(JW(qf ))(a, x, xd)
=
√︁| det L |
(2p )(d−1)/ 2 åj∈Z d−1
q(x + L j, xd) f (x + L j, xd) eia·L j
=
√︁| det L |
(2p )(d−1)/ 2 åj∈Z d−1
q(x, xd) f (x + L j, xd) eia·L j
= q(x, xd)(JWf )(a, x, xd)
fast überall in x. Wegen der Stetigkeit der Bloch-Floquet-Transformation und
der Dichtheit der Testfunktionen C¥0 (Rd) in dem Raum L2(W) gilt die Gleich-
heit für alle u ∈ L2(W).
Die horizontale Bloch-Floquet-Transformation wirkt nur auf x und ist unab-
hängig von der Breite des Streifens. Deswegen werden wir statt JW vereinfa-
chend JRd−1 schreiben, wobei die Notation mit der für die (nicht-horizontale)
Bloch-Floquet-Transformation zusammenfällt, die wir im nächsten Abschnitt
betrachten.
2.5. Bloch-Floquet-Transformation auf der Spur
Als Nächstes betrachten wir die Bloch-Floquet-Transformation, die wir auf die
Randbedingung der Differentialgleichungen anwenden werden.
Denition 2.12 (Bloch-Floquet-Transformation) . Die Bloch-Floquet-Transforma-
tion JRd−1 ist für d ∈ {2, 3}, f ∈ C¥0 (Rd), x ∈ Rd−1 und a ∈ Rd−1 durch
(JRd−1f )(a, x) :=
√︁| det L |
(2p )(d−1)/ 2 åj∈Z d−1
f (x + L j) eia·L j
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deniert.
Für eine Funktion f ∈ C¥0 (Rd) ist (JRd−1f )(a, ·) eine quasiperiodische Funkti-
on, die in einer Fourier-Reihe dargestellt werden kann. Die Fourier-Koefzien-
ten sind hierbei durch die Fourier-Transformierte von f beschrieben, wie wir
im nächsten Lemma festhalten werden.
Lemma 2.13. Für ein u ∈ Hs(Rd−1), s ∈ R , gilt für a ∈ IL und x ∈ WL die
Fourier-Reihen-Darstellung
(JRd−1u)(a, x) = å
j∈Z d−1
F (u)(a+ L ∗ j)e−ia·x f jL (x)
bzgl. der L2(IL ; Hsa(WL ))-Norm.
Beweis: Wir wählen zunächst eine Funktion f ∈ C¥0 (Rd), für die das Bild
(JRd−1f ) unter der Bloch-Floquet-Transformation in L2 (IL ; Hsa(WL )) liegt und
nach den Propositionen 2.3 und 2.4 in einer Fourier-Reihe dargestellt werden
kann. Wegen der Gleichheit exp(iL ∗ j · L l) = 1 mit j, l ∈ Z d−1 und der
Endlichkeit der Summe (JRd−1f ) sind die Fourier-Koefzienten \(JRd−1f )j(a)
für j ∈ Z d−1 gegeben durch
\(JRd−1f )j(a) =
1
| det L |1/2
∫︂
WL
eia·x(JRd−1f )(a, x) eiL
∗ j·x dx
=
1
(2p )(d−1)/ 2
∫︂
WL
eia·x
å
l∈Z d−1
f (x + L l) eia·L l eiL ∗ j·x dx
=
1
(2p )(d−1)/ 2
∫︂
Rd−1
f (˜︁y) ei(a+L ∗ j)·˜︁y d˜︁y
= F (f )(a+ L ∗ j).
Wir kürzen die Summe über die Summanden, für die |j| ≤ N gilt, mit TN u
ab und wählen ein f ∈ C¥0 (Rd) mit ||u− f ||Hs(Rd−1) < #, das aufgrund der
Dichtheit der Menge C¥0 (Rd) in Hs(Rd−1) existiert. Wir wählen dann ein
N ∈ N groß genug, sodass die Gleichungen von Parseval und von Plancherel
die Fourier-Reihen-Darstellung durch
||JRd−1u− TN u||L2(IL ;Hsa(WL ))
≤ ||JRd−1f − TN f ||L2(IL ;Hsa(WL )) + ||JRd−1|| ||u− f ||Hs(Rd−1)
+
⎛⎝
å
|j|≤N
(1+ |j|2)s ||F (u− f )||2L2(I+L j)
⎞⎠1/2
≤ #+ ||JRd−1|| #+ c
(︃∫︂
Rd−1
(1+ |x|2)s |F (u− f )(x)|2 dx
)︃1/2
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≤ (1+ ||JRd−1||+ c) #
impliziert.
Das Lemma 2.13 sagt damit aus, dass die Bloch-Floquet-Transformation für
ein festesa ∈ I auf die a-quasiperiodischen Anteile der Funktion abbildet, die
durch die Fourier-Transformation charakterisiert werden können. Das nächste
Korollar überführt die Fourier-Koefzienten-Gleichung auf den Urbildraum.
Folgerung 2.14. Insbesondere folgt aus der Fourier-Reihen-Darstellung einer Funk-
tion ˜︁u ∈ L2(IL ; Hsa(WL )) für s ∈ R , die nach den Propositionen 2.3 und 2.4 exis-
tiert, die Gleichheit
ˆ︂(˜︁u)j(a) = F (︂J −1Rd−1˜︁u)︂ (a+ L ∗ j) für alle a ∈ IL und j ∈ Z d−1.
Für GR := Rd−1× {R}, R ∈ R , denieren wir die Bloch-Floquet-Transforma-
tion JGR auf dem Spurraum Hs(GR), s∈ R , als Fortsetzung der Bloch-Floquet-
Transformation JGR auf C¥0 (GR), die für x ∈ Rd−1 und a ∈ Rd−1 durch
(JGRf )(a, x, R) :=
√︁| det L |
(2p )(d−1)/ 2 åj∈Z d−1
f (x + L j, R) eia·L j
gegeben ist. Wegen der Identizierung von GR mit Rd−1 kann die Bloch-
Floquet-Transformation JGR analog zu der Transformation JRd−1 behandelt
werden und alle Aussagen bleiben erhalten. Zudem gilt das folgende Lemma:
Lemma 2.15. Es seiW := Rd−1× (R, R′). Für u ∈ Hm(W), m ∈ N , und R∈ R
gilt
JGR(u
⃓⃓
GR)(a, ·, R) = (JWu)
⃓⃓
GR0
(a, ·, R) fast überall in a ∈ IL .
Beweis: Für ein f ∈ C¥0 (Rd), (x, xd) ∈ W und für fast alle a ∈ IL gilt die
Identität
(JWf )
⃓⃓
GR0
(a, ·, R) = (JWf )(a, ·, R) = JRd−1(x ↦→ f (x, R))(a, ·)
= JGR(f
⃓⃓
GR)(a, ·, R).
Wegen der Dichtheit der Testfunktionen C¥0 (Rd) in Hm(W) und der Stetig-
keit der Bloch-Floquet-Transformationen sowie der Spuroperatoren folgt die
Aussage für alle Funktionen.
Ein analoges Resultat lässt sich für die Spuroperatoren für H(curl ; W) und
H(div; W) zeigen.
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Folgerung 2.16. Das Lemma 2.15 kann für d = 3 analog für die Spuren der Sobolev-
Räume H(curl;Ω) und H(div;Ω) gezeigt werden, die in
TH−1/2(ΓR) :=
{︂
u ∈ H−1/2(ΓR)3 : u3 = 0
}︂
bzw. H−1/2(ΓR)
liegen.
Beweis: Die Herleitung der Darstellung der Spurräume findet man in [Mon03,
Section 3.5]. Die Argumentation für die Vertauschung von der Transformation
und der schwachen Differentierbarkeit kann dann analog zu Lemma 2.15
geführt werden.
2.6. Formel von Sherman, Morrison und Woodbury
Wenn ein invertierbarer Operator als Superposition aus zwei Teiloperatoren
gegeben ist, dann erlaubt die Sherman-Morrison-Woodbury-Formel die In-
verse in Form dieser zwei Operatoren zu beschreiben. Wir werden später
α-quasiperiodische variationelle Probleme betrachten, welche eine Abhängig-
keit von α ∈ IΛ besitzen. Die Sherman-Morrison-Woodbury-Formel erlaubt
uns dann eine Beschreibung der Abhängigkeit der Lösungsoperatoren des vek-
torwertigen elektromagnetischen Problems von dem Parameter α anzugeben,
welche wir sowohl für die Konstruktion der Lösung, als auch zur Beschreibung
der Regularität der Lösung bzgl. α nutzen werden. Die Sherman-Morrison-
Woodbury-Formel findet man in der Litaratur in unterschiedlichen Versionen,
siehe z. B. in [Hag89] für endlichdimensionale Räume. Wir zeigen den Satz in
der Form, wie wir diesen später anwenden möchten.
Satz 2.17
Es seien H1 und H2 zwei Hilberträume und S ∈ L(H1) sowie D ∈ L(H2) zwei
invertierbare, lineare und beschränkte Operatoren. Weiterhin sollen zwei weitere
lineare und stetige Operatoren Z1 ∈ L(H1, H2) und Z2 ∈ L(H1, H2) gegeben
sein, sodass
B := S + Z∗2 DZ1 ∈ L(H1) und G := D−1 + Z1S−1Z∗2 ∈ L(H2)
invertierbar sind. Dann lässt sich die Inverse von B darstellen als
B−1 = S−1 − S−1Z∗2
(︂
D−1 + Z1S−1Z∗2
)︂−1
Z1S−1. (2.6)
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Beweis: Bezeichne den Operator aus (2.6) zunächst mit C. Nach den Vorausset-
zungen sind S, D, B und G stetig invertierbar und C als zusammengesetzter
Operator linear und stetig. Wir bezeichnen mit I1 ∈ L(H1) und I2 ∈ L(H2)
die zwei Identitätsabbildungen und können damit direkt nachrechnen, dass
CB =
(︃
S−1 − S−1Z∗2
(︂
D−1 + Z1S−1Z∗2
)︂−1
Z1S−1
)︃
(S + Z∗2 DZ1)
= I1 + S−1Z∗2 DZ1 − S−1Z∗2 G−1Z1 − S−1Z∗2 G−1Z1S−1Z∗2 DZ1
= I1 + S−1Z∗2 G−1
[︂(︂
D−1 + Z1S−1Z∗2
)︂
D− I2 − Z1S−1Z∗2 D
]︂
Z1
= I1 + S−1Z∗2 G−1
[︂
I2 + Z1S−1Z∗2 D− I2 − Z1S−1Z∗2 D
]︂
Z1
= I1
gilt, sodass B−1 = CBB−1 = C erfüllt sein muss.

3Akustische Streuung an lokal gestörten
biperiodischen inhomogenen Medien
Als Erstes behandeln wir die Helmholtz-Gleichung im Fall eines lokal gestörten
biperiodischen Mediums, wodurch ein akustisches oder ein elektromagne-
tisches Streuproblem im TE-Mode modelliert wird (siehe [NØd01] für die
Herleitung). Für eine bessere Übersichtlichkeit nehmen wir ohne Einschrän-
kungen an, dass das Streuobjekt auf einem perfekt elektrischen Leiter auiegt
und dass das Medium die Periode 2p besitzt. Der allgemeinere Fall, dass die
Periode anders ist oder dass das Medium sich frei im Raum bendet, kann
völlig analog behandelt werden. Dieses Kapitel ist Teil der Veröffentlichung
[KL19].
In der mathematischen Theorie zur Lösung von unbeschränkten periodischen
Streuproblemen wird üblicherweise die einfallende Welle als quasiperiodisch
angenommen. In diesem Fall kann man das Problem auf eine periodische
Zelle zurückführen und leitet somit ein variationelles Problem auf einem
beschränkten Gebiet her (vgl. [Sch03; BS94; DF92; AN92; BDC95; Bao94; Bao95;
Kir93] für das direkte Problem und [Kir94] für das Inverse Problem). Wenn die
Periodizität jedoch gestört wird oder man eine nicht-periodische einfallende
Welle gegeben hat, dann schlägt diese Reduktion in der Regel fehl und man
behandelt die Fragestellung als ein allgemeines Problem auf sogenanntenrauen
Oberächen. Der Nachteil des allgemeinen Ansatzes ist, dass man höhere
Regularitätsanforderungen an die Parameter stellen muss, wie z. B. Monotonie
des Brechungsindizes, also n2¶xd ≥ 0 und n2 ≤ 1 fast überall in Rd, d ∈ {2, 3}
(vgl. [LR10; HL11; Hu+15; Mei+00]). Durch die Annahme der Periodizität
des ungestörten Parameters genügt es in unserem Fall anzunehmen, dass das
Medium auf einer offenen Menge absorbierend wirkt, um die Eindeutigkeit
und die Existenz der Lösung zu folgern. Für schallweiche Objekte, für die man
das Streuproblem mit n2 = 1 betrachtet, gibt es bereits umfassende Arbeiten
zur Existenztheorie in [CM05] und [CE10]. Die Bloch-Floquet-Transformation
wurde auf ein Streuproblem für die akustische Streuung an einer schallweichen
periodischen Oberäche in den Arbeiten [LZ17b; Zha18; LZ17c] angewandt,
um eine lokale Störung in der Oberäche numerisch zu rekonstruieren. Zudem
wurde die Transformation in [JLF06; FJ16; ESZ09] auf den Fall eines lokal
gestörten Wellenleiters angewandt. Es gibt auch eine erste Arbeit für den Fall
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eines inhomogenen Streuobjektes in [HN17a], wofür jedoch die vereinfachende
Voraussetzung, dass die Wellenzahl komplexwertig mit nicht verschwindenden
Imaginärteil ist, angenommen wurde.
Wir betrachten für unsere Problemstellung eine reell-wertige Wellenzahl k > 0
und ein inhomogenes Streumedium, wofür wir annehmen, dass die Menge
{Im n2 > 0}, auf der das Medium absorbierend wirkt, eine offene Kugel
beinhaltet. Durch die Annahme der Periodizität des ungestörten Mediums
können wir die Bloch-Floquet-Transformation auf das Streuproblem anwenden.
Dadurch erhalten wir eine Familie von quasiperiodischen Streuproblemen
auf einem beschränkten Gebiet, für die wir die Fredholm-Theorie verwenden,
um die eindeutige Lösbarkeit zu zeigen. Im Anschluss muss nur noch die
˜quivalenz der beiden Probleme gezeigt werden. Auf Basis der Bloch-Floquet-
Transformation werden wir zudem einen Algorithmus für die numerische
Approximation der Lösung einführen, da das transformierte Problem anschlie-
ßend auf einem beschränkten Gebiet deniert ist und wir keine künstliche
Abschneidebedingung festlegen müssen. Dies stellt einen Vorteil gegenüber
anderen Verfahren, wie z. B. die Methode aus [Bei+14] und [Bei+15], dar. Die
Betrachtung der Regularität der Lösung bzgl. ihrer quasiperiodischen Teile
erlaubt uns die Konvergenz der numerischen Methode zu beschleunigen, wo-
für wir verschiedene Möglichkeiten einer geeigneten Variablentransformation
betrachten werden.
Es sei die Dimension d = 2, 3 fest und L ∈ R (d−1)×(d−1) eine invertierbare
Matrix. Die Menge IL ⊆ Rd−1 und die j-te Einheitszelle W jL ⊆ Rd−1 sollen für
alle j ∈ Z d−1 Bezeichnungen für die Mengen
IL :=
{︄
L ∗z : z ∈
(︃
−12,
1
2
)︃d−1}︄
und W jL :=
{︄
L (z+ j) : z ∈
(︃
−12,
1
2
)︃d−1}︄
sein. Zur besseren Übersichtlichkeit werden wir ohne Einschränkungen für
die Einheitsmatrix Id−1 ∈ R (d−1)×(d−1) die Matrizen als L = 2p Id−1 und
L ∗ = Id−1 festlegen, sodass sich die Mengen aufI := IL = (−1/ 2, 1/ 2)d−1 und
W j := W jL = (−p , p )d−1 + 2p j für j ∈ Z d−1 reduzieren. Weiterhin setzen wir
für alle R ≥ 0 die Mengen
WR := Rd−1× (0,R) sowie WR0 := W0L × (0,R)
und für alle R ≥ 0 die Mengen G±R und G±R0 als
G±R := Rd−1× {±R} sowie G±R0 := W0L × {±R}.
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Auf dem Gebiet WR und dem entsprechenden Rand G0∪GR werden wir später
das variationelle Problem formulieren. Die Mengen WR0 und GR0 stellen jeweils
eine Periode der entsprechenden ganzen Menge dar. Wir werden primär mit
den Rändern GR und GR0 für R > 0 arbeiten, im Kapitel 6 werden wir dann
zusätzlich noch die Mengen G−R und G−R0 verwenden.
3.1. Formulierung des Streuproblems
Wir nehmen an, dass der ungestörte Brechungsindex n2p ∈ L¥ (Rd) 2p -perio-
disch in x := (x1, . . . , xd−1) ist und die Bedingung n2p = 1 für xd > R0 > 0
sowie für xd < 0 erfüllt. Die lokale Störung q ∈ L¥ (Rd) soll den Träger inner-
halb von WR00 besitzen und der gestörte Brechungsindex durch n2 := n2p + q
beschrieben sein. Wir bezeichnen mit H1loc(Rd) den Raum der Funktionen, die
für alle offenen Gebiete G in H1(G) liegen.
Das Streuproblem ist dadurch formuliert, dass wir eine Gesamtwelle ut =
u+ uinc nden, die sich in eine einfallende Welle uinc und eine gestreute Welle
u mit u ∈ H1loc(Rd) ∩ H1((−p , p )d−1× (−R, R)) für alle R > R0 aufteilt und
für eine feste Wellenzahl k > 0 die Helmholtz-Gleichung
Dut + k2n2ut = 0 in Rd
erfüllt. Unter der Annahme, dass die einfallende Welle bekannt und die
rechte Seite f := k2(n2− 1)uinc eine Funktion aus L2((−p , p )d−1× (−R0, R0))
ist, kann das Problem umformuliert werden zu: Gesucht ist eine Funktion
u ∈ H1loc(Rd) ∩ H1((−p , p )d−1× (−R, R)) für alle R > R0, die die Gleichung
Du+ k2n2u = − f in Rd
löst. Für diese Arbeit werden wir primär das etwas abgeänderte Problem
betrachten, dassu
⃓⃓
G0 = 0 und u(x, xd) = 0 für xd < 0 gilt. Dies hat keinen
Einuss auf die Analysis, vereinfacht jedoch die Notation und damit insbe-
sondere auch das Nachvollziehen der Argumente. Deshalb denieren wir den
Raum der H1loc(Rd)-Funktionen eingeschränkt auf Rd+ und deren Spur auf G0
verschwindet als H10,loc(Rd+) und betrachten im Folgenden das Problem, dass
eine Funktion u ∈ H10,loc(Rd+) ∩ H1(WR) gesucht wird, die die Gleichungen
Du+ k2n2u = − f in Rd+
u = 0 auf G0
erfüllt.
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Oberhalb des Streuobjektes soll die gestreute Welle die sogenannteangular
spectrum representationals Ausstrahlungsbedingung der Form
uR(x) :=
1
(2p )(d−1)/ 2
∫︂
Rd−1
eix·x+i
√
k2−|x|2(xd−R) ˆ︁u(x, R) dx für xd > R (3.1)
erfüllen, wobei ˆ︁u die Fourier-Transformierte von u⃓⃓GR ist und für die Wurzel-
funktion
√︁
k2− |x|2 = i√︁|x|2− k2 für |x| > k gelten soll. Die Ausstrahlungs-
bedingung ist für alle R′ > R aus H1(Rd−1 × (R, R′)) ∩ C¥ (Rd−1 × (R, ¥ ))
und löst das äußere Problem
DuR + k2uR = 0 in Rd−1× (R, ¥ )
uR = u auf GR.
Durch formelles Differenzieren von uR erhalten wir den Dirichlet-Neumann-
Operator T.
Lemma 3.1. Der lineare und stetige Operator T: H 1/ 2(GR)→ H−1/ 2(GR) ist für ein
f ∈ H 1/ 2(GR) ∩ L1(GR) durch
T(f )(x, R) := i
(2p )(d−1)/ 2
∫︂
Rd−1
√︂
k2− |x|2F (f )(x) eix·x dx, x ∈ Rd−1,
gegeben und wird alsDirichlet-Neumann-Operator bezeichnet. Zudem erfüllt der
Operator für alle f ∈ H 1/ 2(GR) die Ungleichungen
−Re ⟨Tf , f ⟩H−1/2 (GR)×H1/2 (GR) ≥ 0 und Im ⟨Tf , f ⟩H−1/2 (GR)×H1/2 (GR) ≥ 0.
Beweis:Dies wurde in [CM05, Lemma 2.4] und [CM05, Lemma 3.2] gezeigt.
Um die homogene Dirichlet-Randbedingung an der x-Achse in den Lösungs-
raum einzubauen, bezeichnen wir den Unterraum der H1(WR)-Funktionen,
deren Spur auf G0 verschwindet, als ˜︁H1(WR), sodass wir das folgende variatio-
nelle Problem lösen wollen:
Problemstellung 1
Finde für n 2 = n2p+ q ∈ L¥ (WR) und für ein Funktional f aus dem Dualraum˜︁H1(WR)′ eine Funktion u∈ ˜︁H1(WR), sodass die Gleichung
aq(u, v) :=
∫︂
WR
∇u · ∇v− k2n2u v dx−
∫︂
GR
T(u
⃓⃓
GR) v dS=
∫︂
WR
f v dx
für alle v ∈ ˜︁H1(WR) erfüllt ist.
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In der Abbildung 3.1 ist die Visualisierung einer beispielhaften Problemstel-
lung zu sehen. Die Bezeichnung Dirichlet-Neumann-Operator kommt daher,
dass man das äußere Problem als ein klassisches Dirichlet-Randwertproblem
im oberen Halbraum Rd−1× (R, ¥ ) betrachtet, wofür es mit (3.1)eine ausstrah-
lende Lösung gibt. Aus dieser Lösung leitet man anschließend die Neumann-
Randbedingung für das innere Problem her, das wir nun betrachten.
Für gewisse reell-wertige Wellenzahlen k > 0 und einen reell-wertigen Bre-
chungsindex können Oberächenwellen auftreten, wodurch die Eindeutigkeit
nicht gewährleistet werden kann. Deswegen nehmen wir einen kleinen Bereich
an, in dem das Medium absorbierend auf die gestreute Welle wirkt.
Annahme 1. Die Menge {Im n2p > 0} ist nicht leer und beinhaltet eine offene
Kugel. Zudem soll für den Realteil des Brechungsindizes die untere Schranke
Re n2p ≥ c> 0 gelten. Für den Imaginärteil nehmen wir Im (n2p + q) ≥ 0 an.
Das Ziel in diesem Abschnitt ist die eindeutige Existenz der Lösung des
variationellen Problems 1 zu zeigen.
Satz 3.2
Unter der Annahme 1 besitzt das variationelle Problem 1 eine eindeutige Lö-
sung.
Um Satz 3.2 zu beweisen, beschäftigen wir uns zuerst mit dem a-quasiperiodi-
schen Streuproblem.
Abbildung 3.1.: Visualisierung einer möglichen Problemstellung.
3.2. Existenztheorie für den periodischen
Brechungsindex
Um die Existenzaussage zeigen zu können, werden wir uns zunächst mit
dem quasiperiodischen Problem beschäftigen. Wir führen in Lemma 3.4 das
variationelle Problem 1 auf eine Familie von quasiperiodischen Problemen
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zurück, welche wir durch die Anwendung der Bloch-Floquet-Transformation
erhalten. Dafür betrachten wir in diesem Abschnitt zunächst den Fall, dass die
Störung verschwindet, also q= 0 und n2 = n2p gilt, und führen für feste a ∈ I
das quasiperiodische Streuproblem ein. Für ein ˜︁u ∈ L2(I ; L2(WR0 )) schreiben
wir hierzu abkürzend ua := ˜︁u(a, ·) für ein ˜︁u ∈ L2(I ; L2(WR0 )) und verwenden
die Notation
aj := (j + a) und b j :=
√︂
k2− |aj |2 =
√︂
k2− |a+ j|2,
wobei der Schnitt der komplexen Ebene so gewählt ist, dass für |aj |2 > k2 die
Gleichung
√︂
k2− |aj |2 = i
√︂
|aj |2− k2 gilt.
Wir betrachten den Raum ˜︁H1a(WR0 ) der H1(WR0 )-Funktionen, die a-quasiperio-
disch in x sind und deren Spur auf G00 verschwindet. In diesem Fall soll die
gestreute Welle die sogenannteRayleigh-Ausstrahlungsbedingungerfüllen, die
durch uRa (x, xd) := uR(a, x, xd),
uR(a, x, xd) :=
1
(2p )(d−1)/ 2 åj∈Z d−1
\(ua
⃓⃓
GR0
)
j
e−iaj ·x+ib j (xd−R) für xd > R, (3.2)
gegeben ist. Analog zum kontinuierlichen Fall erhalten wir den ( a-quasi-
periodischen) Dirichlet-Neumann-Operator Ta durch das formelle partielle
Differenzieren nach der letzten Komponente und dem Einschränken auf GR0 ,
sodass
¶uRa
¶xd
⃓⃓
GR0
(x, R) = 1
(2p )(d−1)/ 2 åj∈Z d−1
ib j \(ua
⃓⃓
GR0
)
j
e−iaj ·x =: Ta(ua
⃓⃓
GR0
)(x, R)
für x ∈ Rd−1 deniert ist.
Lemma 3.3. Der Operator Ta : H 1/ 2a (GR0 ) → H−1/ 2a (GR0 ), bezeichnet alsquasiperio-
discher Dirichlet-Neumann-Operator , ist linear und beschränkt mit einer vona
unabhängigen Konstante. Zudem gelten für einf ∈ H 1/ 2a (GR0 ) die Ungleichungen
−Re ⟨Taf , f ⟩H−1/2a (GR0 )×H1/2a (GR0 ) ≥ 0 und Im ⟨Taf , f ⟩H−1/2a (GR0 )×H1/2a (GR0 ) ≥ 0.
Beweis:Für j ∈ Z d−1 gilt die Abschätzung⃓⃓
b j
⃓⃓2
1+ |j|2 =
⃓⃓
k2− |aj |2
⃓⃓
1+ |j|2 ≤
k2 + (|a|+ |j|)2
1+ |j|2 ≤ k
2 + 4.
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Mit dieser Abschätzung und der Parseval-Gleichung rechnen wir nach, dass
||Taf ||2H−1/2a (GR0 ) = åj∈Z d−1
(1+ |j|2)−1/ 2 |b j |2 |ˆ︁f j |2
≤ (k2 + (|a|+ 1)2)
å
j∈Z d−1
(1+ |j|2)1/ 2 |ˆ︁f j |2
≤ (k2 + 4) ||f ||2
H1/2a (GR0 )
gilt und insbesondere das Bild in H−1/ 2a (GR0 ) liegt. Die Ungleichungen ergeben
sich aus direktem Nachrechnen durch
−Re ⟨Taf , f ⟩ =
å
j∈Z d−1
|aj |≥k
|b j | |ˆ︁f j |2 ≥ 0 und Im ⟨Taf , f ⟩ =
å
j∈Z d−1
|aj |<k
|b j | |ˆ︁f j |2 ≥ 0,
wobei wir hier die Normierungskonstante weggelassen haben.
Lemma 3.4. Es seiJRd−1 als J abgekürzt. Eine Funktion u ∈ ˜︁H1(WR) löst die
Problemstellung 1 für q = 0 genau dann, wennJ u ∈ L2(I ; ˜︁H1a(WR0 )) das transfor-
mierte variationelle Problem∫︂
I
[︃∫︂
WR0
∇xJ u · ∇xv− k2n2pJ u v dx−
∫︂
GR0
Ta(J u
⃓⃓
GR0
) v
⃓⃓
GR0
dS
]︃
da
=
∫︂
I
∫︂
WR0
(J f )(a, ·) v dx da
(3.3)
für alle v ∈ L2(I ; ˜︁H1a(WR0 )) löst. Zudem sind die Ausstrahlungsbedingungen(3.1)
und (3.2) äquivalent nach der Transformation.
Beweis: Es sei weiterhin die Abkürzung ua := (JRd−1u)(a, ·) ∈ ˜︁H1a(WR0 ) für
u ∈ ˜︁H1(WR) deniert. Aus Kapitel 2 wissen wir, dass die Bloch-Floquet-
Transformation ein Isomorphismus zwischen ˜︁Hs(WR) und L2(I ; ˜︁Hsa(WR0 )) für
alle s ∈ R ist, dass der adjungierte Operator J ∗ dem inversen Operator
J −1 gleicht, dass die schwache Differenzierbarkeit mit der Transformation
vertauschbar ist und die Gleichheit J (n2pw) = n2pJw für alle w ∈ L2(WR) gilt.
Die Anwendung dieser Eigenschaften impliziert∫︂
WR
∇u · ∇v− k2n2puv dx =
∫︂
WR
∇u · J −1(J∇v)− k2n2puJ −1(J v) dx
=
∫︂
I
∫︂
WR0
∇x(J u) · ∇x(J v)− k2n2p(J u)(J v) dx da.
Die ˜quivalenz der rechten Seite kann analog gezeigt werden, sodass nur
noch die ˜quivalenz auf dem Rand zu zeigen bleibt.
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Es sei der Spuroperator gGR : ˜︁H1(WR) → H 1/ 2(GR) sowie der Spuroperator
gGR0 : ˜︁H1a(WR0 ) → H 1/ 2a (GR0 ) gegeben. Die Identikation der Inversen mit dem
adjungierten Operator der Bloch-Floquet-Transformation ergibt∫︂
GR
T(gGRu)gGRv dS=
∫︂
I
∫︂
GR0
(JRd−1T(gGRu))(a, x)(JRd−1gGRv)(a, x) dS(x) da.
Aus Lemma 2.15 folgt gGR0JRd−1u = JRd−1gGRu, sodass nur noch
Ta(JRd−1u)(a, ·) = (JRd−1Tu)(a, ·) für alle u ∈ H 1/ 2(Rd−1)
zu zeigen bleibt. Für glatte Funktionen mit kompaktem Träger f ∈ C¥0 (Rd)
und für die Fourier-Basisfunktionen {f jL } aus (2.1) denieren wir den Opera-
tor
(˜︁Jf )(a, x) :=
å
j∈Z d−1
f (a+ j) e−ia·x f jL (x) für (a, x, R) ∈ I ×GR0 ,
welcher nach Lemma 2.13 beschrieben werden kann durch ˜︁J= JRd−1 ◦ F−1.
Das bedeutet, dass für s∈ R der Operator ˜︁J ein Isomorphismus zwischen den
Räumen L2s(GR) und L2(I ; Hsa(GR0 )) darstellt, wobei L2s(GR) als der Teilraum von
L2(GR) deniert ist, deren Funktionen w einen endlichen Wert bzgl. der Norm
||x ↦→ (1+ |x|2)s/2 w(x)||L2(Rd−1) annehmen. Das Einsetzen des Operators in
die Denition des Dirichlet-Neumann-Operators T impliziert
JRd−1 ◦ Tu = JRd−1 ◦ F−1
(︃
x ↦→ i
√︂
k2− |x|2F (gGRu)(x)
)︃
= ˜︁J(︃x ↦→ i√︂k2− |x|2F (gGRu)(x))︃ .
Da (x ↦→ i√︁k2− |x|2F (gGRu)(x)) ∈ L2s−1(Rd−1) und nach Folgerung 2.14
F (gGRu)(a+ j) = \(gGR0 ua)j(a) gilt, ist damit die behauptete Identität gezeigt.
Die ˜quivalenz der Ausstrahlungsbedingungen kann durch die Nutzung der
selben Identität \(gGR0 ua)j(a) = F (gGRu)(a+ j) (aus der Folgerung 2.14) direkt
nachgerechnet werden.
Dementsprechend sind das variationelle Problem 1 mit verschwindender
Störung q und die Formulierung in der Integralform (3.3) äquivalent, sodass
wir alternativ den folgenden Satz zeigen können.
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Satz 3.5
Wenn die Annahme 1 erfüllt ist, dann existiert eine eindeutige Lösung zu dem
variationellen Problem in der Integralform aus(3.3).
Die Aussage teilen wir in mehrere Teilaussagen auf und zeigen diese getrennt.
Zunächst zitieren wir hierzu den Satz über die eindeutige Fortsetzbarkeit.
Proposition 3.6. Es sei G⊆ Rd, d ∈ {2, 3}, ein Gebiet, w∈ H2loc(G) und es
gelte für ein V ∈ L¥ (G) die Ungleichung|Dw(x)| ≤ V (x)|w(x)| fast überall in G.
Dann verschwindet w auf dem ganzen Gebiet G.
Beweis:Das Resultat ist unter dem Namen weak continuation propertybekannt,
für Beweise sei z. B. auf [Mon03, Lemma 4.15] für d = 3 oder auf [Mül54]
verwiesen.
Lemma 3.7. Unter der Annahme 1 existiert für allea ∈ I eine eindeutige Lösung
wa ∈ ˜︁H1a(WR0 ) zum variationellen Problem
aa(wa, v) :=
∫︂
WR0
∇xwa · ∇xv− k2n2pwa v dx−
∫︂
GR0
Ta(wa
⃓⃓
GR0
) v
⃓⃓
GR0
dS
=
∫︂
WR0
(JRd−1 f )(a, ·) v dx
(3.4)
für alle v ∈ ˜︁H1a(WR0 ).
Beweis: Es sei wa ∈ ˜︁H1a(WR0 ) für ein festes a ∈ I . Aus Lemma 3.3 folgt die
Gårding Ungleichung
Re aa(wa, wa) ≥ ||wa||2H1a(WR0 ) − ||1− k
2n2p||L2(WR00 )||wa||
2
L2(WR0 )
.
Für den Fall ||1− k2n2p||L2(WR00 ) = 0 ist das Problem nach dem Satz von Lax und
Milgram A.4 eindeutig lösbar. Wegen der kompakten Einbettung von ˜︁H1a(WR0 )
in L2(WR0 ) nach [McL00, Theorem 3.27] ist der Differentialoperator somit
ein Fredholm-Operator mit Index Null. Für die Anwendung der Fredholm-
Alternative A.3 müssen wir also nur noch die Eindeutigkeit zeigen, um ebenso
die Existenz der Lösung zu erhalten.
Wenn nun die rechte Seite verschwindet, dann folgt aus Lemma 3.3 und den
Voraussetzung Im n2p ≥ 0 sowie Im n2p > 0 auf einer offenen Kugel, dass die
Ungleichung
0 = Im
(︃∫︂
WR0
k2n2p|wa|2 dx +
∫︂
GR0
Ta(wa)wa dS
)︃
≥
∫︂
WR0
k2(Im n2p)|wa|2 dx ≥ 0
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erfüllt ist. Insbesondere folgern wir daraus, dass wa auf der offenen Kugel, in
der Im n2p > 0 gilt, verschwindet. Der Satz über die eindeutige Fortsetzbar-
keit 3.6 impliziert damit, dass wa überall in WR0 verschwindet.
Mit derselben Argumentation erhalten wir die Eindeutigkeit des variationellen
Problems in der Integralform (3.3).
Folgerung 3.8. Unter der Annahme 1 gibt es für jede rechte Seite maximal eine
Lösung zu dem variationellen Problem(3.3).
Beweis:Nach Lemma 3.3 folgern wir für eine Lösung w ∈ L2(I ; ˜︁H1a(WR0 )) zu
(JRd−1 f ) = 0 die Abschätzung
0 = Im
(︃∫︂
I
∫︂
WR0
k2n2p|wa|2 dx da+
∫︂
I
∫︂
GR0
Ta(wa)wa dS da
)︃
≥ 0,
wobei wa := w(a, ·) deniert ist. Deshalb verschwindet wa auf einer offenen
Kugel in WR0 für fast alle a ∈ I . Da wa die Helmholtz-Gleichung fast überall
in I löst, folgt aus dem Satz über die eindeutige Fortsetzbarkeit 3.6, dass wa
überall bzgl. x und fast überall in I verschwindet.
Nun zeigen wir die Verbindung zwischen dem Problem in der Integral-
form (3.3) und dem variationellen Problem, das punktweise für a ∈ I deniert
ist.
Lemma 3.9. Unter der Annahme 1 ist das variationelle Problem(3.3) eindeutig
lösbar.
Beweis:Es sei mit (JRd−1 f )(a, ·) die transformierte rechte Seite gegeben, dann
bezeichnen wir mit {ua}a∈I die Lösungen zu dem variationellen Problem (3.4),
die nach Lemma 3.7 existieren. Wir denieren die Funktion w als w(a, ·) := ua
für alle a ∈ I , welche nach Konstruktion das Problem (3.3) löst. Zu zeigen
bleibt, dass w in dem Lösungsraum L2(I ; ˜︁H1a(WR0 )) liegt. Hierfür wollen wir
zunächst zeigen, dass der Lösungsoperator La für das a-quasiperiodische va-
riationelle Problem (3.4)gleichmäßig stetig auf I ist, woraus dann insbesondere
folgt, dass die Operatoren gleichmäßig beschränkt auf I sind.
Wir betrachten zunächst die Stetigkeit der Sesquilinearform aa aus (3.4). Für
jede Funktion va ∈ ˜︁H1a(WR) gibt es eine Funktion vpa aus dem Raum für a = 0,
den wir mit ˜︁H1p(WR0 ) := ˜︁H10(WR0 ) bezeichnen, sodass
va(x, xd) = e
ia·x vpa(x, xd) und ||va|| ˜︁H1a(WR0 ) = ||vpa|| ˜︁H1p(WR0 )
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erfüllt ist. Für zwei Funktionen va, ua ∈ ˜︁H1a(WR) wählen wir, wie eben be-
schrieben, zwei passende Funktionen vpa, upa ∈ ˜︁H1p(WR). Das Einsetzen dieser
Funktionen in die Sesquilinearform aa ergibt die abgeänderte Sesquilinearform
ba(upa, vpa) :=
∫︂
WR0
(︂
∇upa · ∇vpa + (|a|2− k2n2p) upa vpa + iupa (a · ∇xvpa)
− ivpa (a · ∇xupa)
)︂
dx−
∫︂
GR0
Sa(upa
⃓⃓
GR0
) v
p
a
⃓⃓
GR0
dS,
wobei der Operator Sa deniert ist als∫︂
GR0
Sa(upa
⃓⃓
GR0
) v
p
a
⃓⃓
GR0
dS :=
å
j∈Z d−1
ib j(a) \(upa
⃓⃓
GR0
)
j
\(vpa
⃓⃓
GR0
)
j
.
Im Unterschied zu Ta ist der Operator Sa nur in den Koefzienten b j(a) :=√︁
k2− |a+ j|2 von a abhängig. Wir wählen #> 0, a ∈ Rd−1 und a# ∈ Rd−1,
sodass|a#− a| < #erfüllt ist. Dann gilt für alle u, v ∈ ˜︁H1p(WR0 ) die Abschätzung
|ba#(u, v)− ba(u, v)| ≤
(︁||a#|2− |a|2|+ 2|a#− a|)︁ ||u|| ˜︁H1p(WR0 )||v|| ˜︁H1p(WR0 )
+
å
j∈Z d−1
|b j(a#)− b j(a)|
⃓⃓⃓⃓
(ˆ︃u⃓⃓GR0 )j(ˆ︃v⃓⃓GR0 )j
⃓⃓⃓⃓
≤ (︁||a#|2− |a|2|+ 2|a#− a|)︁ ||u|| ˜︁H1p(WR0 )||v|| ˜︁H1p(WR0 )
+C(a#, a)||u|| ˜︁H1p(WR0 )||v|| ˜︁H1p(WR0 ),
wobei die Konstante C(a#, a) deniert ist als
C(a#, a) := cSpur sup
j∈Z d−1
|(k2− |j + a#|2)1/ 2− (k2− |j + a|2)1/ 2|
(1+ |j|2)1/ 2 .
Für j = 0 und für j ∈ Z d−1 mit k2 = |j + a|2 ist der Bruch von C(a#, a) stetig
in I und geht gegen Null für a#→ a. Für jedes weitere j ∈ Z d−1 ist
|(k2− |j + a#|2)1/ 2− (k2− |j + a|2)1/ 2|
(1+ |j|2)1/ 2
=
||j + a#|2− |j + a|2|
(1+ |j|2)1/ 2|(k2− |j + a#|2)1/ 2 + (k2− |j + a|2)1/ 2| .
Für alle j ∈ Z d−1 mit k2 ̸= |j + a|2 ist der Wert b j(a) entweder in (−¥ , 0),
oder in i(0,¥ ) enthalten, und erfüllt |b j(a)| > d für ein kleines d > 0 un-
abhängig von j. Daraus folgt |(k2− |j + a#|2)1/ 2 + (k2− |j + a|2)1/ 2| ≥ d für
alle a# ∈ I und wir erhalten die Stetigkeit des Operators a ↦→ ba von I nach
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L( ˜︁H1a(WR0 );L( ˜︁H1a(WR0 );C)) durch die Abschätzung
C(a#, a) ≤ sup
j∈Z d−1
c
|j|d
⃓⃓⃓⃓
⃓d−1åi=1(a#− a)i(a#+ a+ 2j)i
⃓⃓⃓⃓
⃓→ 0 für a#→ a.
Da die beiden Sesquilinearformen aa und ba äquivalent sind und die Normen
der entsprechenden Räume übereinstimmen, ist somit auch die Sesquilinear-
form aa stetig in a. Aus der Neumannschen Reihe A.1 folgern wir, dass der
Lösungsoperator a ↦→ La stetig von a ∈ I abhängt und die Kompaktheit der
Menge I die Existenz einer von a unabhängigen Konstante C := supa∈I ||La||
impliziert. Insbesondere ist die Funktion w ein Element aus L2(I ; ˜︁H1a(WR0 )),
denn
||w||2L2(I ; ˜︁H1a(WR0 )) =
∫︂
I
||wa||2˜︁H1a(WR0 ) da ≤
∫︂
I
||La||2 ||(JRd−1 f )(a, ·)||2˜︁H1a(WR0 )′ da
≤ C2 ||JRd−1 f ||2L2(I ; ˜︁H1a(WR0 )′).
3.3. Existenztheorie für den lokal gestörten
Brechungsindex
Aus der Kombination von Satz 3.5 und Lemma 3.4 folgt die eindeutige Existenz
der Lösung für die Problemstellung 1 im ungestörten Fall. Nun möchten wir
den Fall betrachten, dass die Störung q ∈ L¥ (WR00 ) nicht verschwindet.
Beweis von Satz 3.2:Für eine Störung q ∈ L¥ (WR0 ) ist die Sesquilinearform
l : ˜︁H1(WR)× ˜︁H1(WR)→ C,
l(u, v) :=
∫︂
WR
k2quv dx,
eine kompakte Störung des Differentialoperators, da q einen kompakten Träger
in WR00 besitzt und nach [McL00, Theorem 3.27] der Sobolev-Raum H1(WR00 )
kompakt eingebettet in L2(WR00 ) ist. Wie wir zuvor gezeigt haben, ist das
ungestörte Problem eindeutig lösbar, sodass das variationelle Problem 1 einen
Fredholm-Operator von Index Null darstellt und wir nach Satz A.3 nur noch
die Eindeutigkeit zeigen müssen. Sei hierzu u die Lösung des variationellen
Problems 1 für die rechte Seite f = 0. Mit den Abschätzung des Dirichlet-
Neumann-Operators aus Lemma 3.1 erhalten wir
0≥ Im
∫︂
WR
k2(n2p + q) |u|2 dx =
∫︂
WR
k2
[︂
Im (n2p + q)
]︂
|u|2 dx ≥ 0.
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Damit verschwindet u auf der offenen Menge in {Im n2p > 0} \WR0 . Nach dem
Satz über die eindeutige Fortsetzbarkeit 3.6 verschwindet u demnach auf ganz
WR.
3.4. Regularität der Lösung bzgl. der
Quasiperiodizität
Im diesem letzten Teil der Theorie betrachten wir noch die Regularität der Lö-
sung des variationellen Problems 1 bzgl. der Quasiperiodizität. Dieses Resultat
können wir später z. B. für eine bessere Approximation der inversen Bloch-
Floquet-Transformation nutzen, indem wir eine passende Transformation des
Gebietes I wählen. Das Vorgehen führt zu einer höheren Konvergenzrate
der numerischen Methode, unter der Voraussetzung, dass die rechte Seite
genügend glatt ist. Deniere dafür die Menge der Singularitäten
A :=
{︂
a ∈ I : |a+ j| = k für ein j ∈ Z d−1
}︂
. (3.5)
Zunächst behandeln wir die Regularität des ungestörten Problems, die direkt
aus dem Satz über die Neumannsche Reihe folgt.
Proposition 3.10. Wir bezeichnen mit ua die Lösung des Problems(3.4)mit rechter
SeiteJRd−1 f (a, ·). Wenn die rechte SeiteJRd−1 f analytisch ina ∈ I ist, dann ist
auch der Operatora ↦→ ua analytisch in I \ A. Zudem gibt es für alle ˆ︁a ∈ A ein
j0 ∈ Z d−1 und eine Umgebung U(ˆ︁a) ⊆ Rd−1 von ˆ︁a, sodass die Lösung ua in zwei
analytische Funktionen u(1)a und u(2)a der Form
ua = u
(1)
a +
√︂
k2− |a+ j0|2 u(2)a für a ∈ U(ˆ︁a)
zerlegt werden kann.
Beweis:Das Resultat kann analog zu [Kir93, Theorem a] gezeigt werden, wo
der Fall des quasiperiodischen Streuproblems mit schallweichen Randbedin-
gungen behandelt wird. Grob zusammengefasst lässt sich der zur Sesquiline-
arform aa gehörige Differentialoperator Da für analytisch von a abhängigen
Operatoren in die Summe D(1)a +
√︁
k2− |a+ j0|2 D(2)a zerlegen. Wegen der
Konvergenz
√︁
k2− |a+ j0|2 → 0 für |a+ j0|2 → k2 folgt aus der Neumann-
schen Reihe A.1, dass die Inverse in derselben Form zerlegt werden kann.
Da der Störteil der Sesquilinearform unabhängig von a ist, erhalten wir auch
in diesem Fall eine analoge Zerlegung.
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Satz 3.11
Es sei u∈ ˜︁H1(WR) die Lösung zu dem (gestörten) variationellen Problem 1 zu
einer rechten Seite f∈ L2(WR), setze ua := JRd−1u(a, ·) und es seiJRd−1 f
analytisch ina ∈ I. Dann ist ua analytisch ina ∈ I \ A und für alle ˆ︁a ∈ A
gibt es ein j0 ∈ Z d−1 und eine Umgebung U(ˆ︁a) vonˆ︁a, sodass zwei analytische
Funktionen u(1)a und u(2)a existieren und ua zerlegt werden kann in
ua = u
(1)
a +
√︂
k2− |a+ j0|2 u(2)a für a ∈ U(ˆ︁a). (3.6)
Beweis: Es sei Kq ∈ L(L2(I ; ˜︁H1a(WR0 ))) die Riesz-Darstellung des Operators
(w ↦→ k2qJ −1Rd−1w) ∈ L(L2(I ; ˜︁H1a(WR0 )), L2(I ; ˜︁H1a(WR0 ))′),
(Kqw, v)L2(I ; ˜︁H1a(WR0 )) = k2
∫︂
I
∫︂
WR0
q(J −1Rd−1w) v dx da für alle v ∈ L2(I ; ˜︁H1a(WR0 )).
Der Operator Kq bildet Funktionen aus L2(I ; ˜︁H1a(WR0 )) auf Funktionen ab, die
unabhängig von a sind und somit insbesondere auch analytisch in a sind. Setze
w = JRd−1u ∈ L2(I ; ˜︁H1a(WR0 )) als die Lösung zu dem gestörten variationellen
Problem 1 und bezeichne mit A ∈ L(L2(I ; ˜︁H1a(WR0 ))) die Riesz-Darstellung
des ungestörten invertierbaren Differentialoperators, also für q= 0, sowie mit˜︁f die Riesz-Darstellung von der rechten Seite JRd−1 f . Dann können wir die
Differentialgleichung als Operatorgleichung der Form
w = A−1˜︁f + A−1Kqw ∈ L2(I ; ˜︁H1a(WR0 ))
schreiben. Da die rechte Seite˜︁f und Kqw analytisch in a sind, folgt aus Satz 3.10
die behauptete Zerlegung (3.6) für w.
Bemerkung 3.12. Das Resultat kann ohne Weiteres auf den Fall erweitert
werden, dass die rechte SeiteJRd−1 f eine analoge Zerlegung der Form fa =
f (1)a +
√︁
k2− |a+ j0|2 f (2)a besitzt, wobei f (1)a und f (2)a analytisch in a sind.
3.5. Bloch-Floquet-Transformation-basierte
numerische Methode
In diesem Unterkapitel erläutern wir die Diskretisierung des variationellen
Problems 1 auf einem unbeschränkten Gebiet mit einer nicht verschwindenden
lokalen Störung. Die Anwendung der Bloch-Floquet-Transformation erlaubt
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uns das unbeschränkte Problem ohne Abschneidebedingungen zu diskreti-
sieren. Daraus erhalten wir ein Gleichungssystem, das sich auf natürlicher
Weise in Teilprobleme aufteilt und sich dadurch sehr gut parallelisieren lässt.
Der hier hergeleitete Algorithmus wird zudem essentiell für die Numerik des
Inversen Problems der Rekonstruktion der Störung sein.
Zunächst wenden wir die Bloch-Floquet-Transformation an, um das Problem
∫︂
I
(︃
aa(wa, va)−
∫︂
WR0
k2q(J −1Rd−1w) va dx
)︃
da =
∫︂
I
∫︂
WR0
(JRd−1 f )(a, ·) va dx da
(3.7)
für wa = (JRd−1w)(a, ·), w ∈ ˜︁H1(WR), va = (JRd−1v)(a, ·), v ∈ ˜︁H1(WR), zu
erhalten. Um a-abhängige quasiperiodische Räume ˜︁H1a(WR0 ) zu vermeiden,
werden wir stattdessen Funktionen aus dem Raum ˜︁H1p(WR0 ) := ˜︁H10(WR0 ), also
dem quasiperiodischen Raum für a = 0, betrachten. Jede Funktion wa aus˜︁H1a(WR) lässt sich durch wa(x, xd) = e−ia·xwpa(x, xd) für ein wpa ∈ ˜︁H1p(WR0 )
identizieren. Da der Gradient damit zu (∇x − ia)wpa wird, können wir die
Sesquilinearform aa für alle wpa, v ∈ ˜︁H1p(WR0 ) umformulieren zu
˜︁aa(wpa, v) := ∫︂
WR0
∇xwpa · ∇xv− iwpa (a · ∇xv) + i(a · ∇xwpa) v+ |a|2 wpa v
− k2n2pwpa v dx−
∫︂
GR0
Ta(wpa
⃓⃓
GR0
) v
⃓⃓
GR0
dS,
wobei der Dirichlet-Neumann-Operator Ta gleich bleibt, da der Wert der
Fourier-Koefzienten unverändert bleibt. Wir setzen J v := eia·xJRd−1v für
v ∈ L2(I ; ˜︁H1p(WR0 )) und
˜︁b(w, v) := −k2 ∫︂
I
∫︂
WR0
eia·xq(J −1w) v dx da für w, v ∈ L2(I ; ˜︁H1p(WR0 )),
sodass wir das transformierte Problem (3.7) umformulieren können zu∫︂
I
˜︁aa(w(a, ·), v(a, ·)) da+ ˜︁b(w, v) = ∫︂
I
∫︂
WR0
J f v dx da. (3.8)
Der Störteil ˜︁b koppelt die a-quasiperiodischen Komponenten der transformier-
ten Lösung, sodass die quasiperiodischen Teilprobleme nicht einfach getrennt
gelöst werden können.
Nun wollen wir die Gleichung (3.8)diskretisieren. Als Erstes diskretisieren wir
das Intervall I durch Nd−1, N ∈ N , äquidistante Punkte anN , n = 1, 2,. . . , Nd−1,
die wir mit anN := −12 − 12N + nN im zweidimensionalen Fall und mit
anN :=
(︃
−12 +
1
2N +
⌊(n−1)/ N⌋
N ,−
1
2 +
1
2N +
(n− 1) mod N
N
)︃
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im dreidimensionalen Fall durchnummerieren können. Zu jeden Punkt denie-
ren wir eine Funktion der lokal konstanten Knotenbasis {y nN}N
d−1
n=1 , sodass die
Finite-Elemente-Funktion y nN der Einsfunktion auf InN := anN + [−1/ 2N, 1/ 2N]d−1
und der Nullfunktion auf I \ InN entspricht.
Als Nächstes beschäftigen wir uns mit der Diskretisierung des Sobolev-Raumes˜︁H1p(WR0 ). Sei dazu T eine Triangulierung von WR0 = [−p , p ]d−1× [0,R], die
aus 2d·M Rechtecken bzw. Quadern besteht, sodassWR0 =
⋃︁
T∈T T erfüllt ist
und die natürliche Zahl M ∈ N für die Anzahl der Verfeinerungen steht. Im
Folgenden soll mit ˜︁M die Anzahl der Knotenpunkte {xm} ˜︁Mm=1 ⊆ WR0 bezeichnet
werden, die äquidistant in jede Richtung verteilt sind. Weiterhin soll mit
f m˜︁M , m = 1, . . . , ˜︁M , die stetige und stückweise lineare Funktion bezeichnet
werden, für die f m˜︁M (xl ) = dm(l) für alle l = 1, . . . , ˜︁M gilt, wobei dm(l) die
charateristische Funktion ist. Da die Lösung auf dem unteren Rand G00 die
homogene Dirichlet-Randbedingung erfüllt, nehmen wir die Knotenpunkte
auf diesem Teil des Randes aus der Menge der Knotenbasis heraus.
Wir kombinieren die beiden Diskretisierungen, indem wir den Finite-Elemente-
Raum VN , ˜︁M als
VN , ˜︁M :=
{︄˜︁v(a, x) = Nd−1
å
n=1
˜︁M
å
m=1
vn,m y nN (a) f m˜︁M (x), vn,m ∈ C
}︄
(3.9)
wählen. Wir suchen also die Finite-Elemente-Funktion ˜︁w ∈ VN , ˜︁M , die die
Gleichung∫︂
I
˜︁aa( ˜︁w(a, ·), ˜︁v(a, ·)) da+ ˜︁b( ˜︁w, ˜︁v) = ∫︂
I
∫︂
WR0
(J f ) ˜︁v dx da (3.10)
für alle ˜︁v ∈ VN , ˜︁M erfüllt.
Für Funktionen ˜︁w ∈ VN , ˜︁M können wir den inversen Operator J −1 der Bloch-
Floquet-Transformation durch die Trapezregel darstellen, denn es gilt
J −1 ˜︁w = Nd−1
å
n=1
∫︂
InN
˜︁M
å
m=1
e−ia·x wn,m y nN (a) f m˜︁M (x) da
≈
Nd−1
å
n=1
∫︂
InN
˜︁M
å
m=1
e−ia
n
N ·xm wn,m y nN (a) f m˜︁M (x) da
=
˜︁M
å
m=1
(︄
1
Nd−1
Nd−1
å
n=1
e−ia
n
N ·xm wn,m
)︄
f m˜︁M (x)
=:
˜︁M
å
m=1
um˜︁M f m˜︁M (x) =: u ˜︁M (x) =: J −1N ({wn,m}n,m) (x).
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Die Sesquilinearform ˜︁aa ist stetig für alle a ∈ Rd−1 und sogar analytisch
für a ∈ Rd−1, für die es kein j ∈ Z d−1 mit k = |a + j| gibt. Deswegen
erhalten wir für alle n ∈ {1, . . . , Nd−1} eine gute Approximation der Integrale∫︁
InN
˜︁aa(y nN f l˜︁M , y nN f m˜︁M ) da und ˜︁b( ˜︁w, y nN f m˜︁M ) durch∫︂
InN
˜︁aa (︂y nN f l˜︁M , y nN f m˜︁M)︂ da ≈ 1Nd−1 ˜︁aanN (︂f l˜︁M , f m˜︁M)︂ ,˜︁b(︂ ˜︁w, y nN f m˜︁M)︂ ≈ bnN (︂ ˜︁w, y nN f m˜︁M)︂
:=
−k2
Nd−1
∫︂
WR0
eia
n
N ·xq
(︂
J −1 ˜︁w)︂ f m˜︁M dx
≈ 1Nd−1
˜︁M
å
l=1
ul˜︁M bnN (f l˜︁M , f m˜︁M ).
Wir denieren für alle n = 1, . . . , Nd−1 und m = 1, . . . , ˜︁M die Werte der
diskreten rechten Seite Fm,n als
Fm,n := Nd−1
∫︂
InN
∫︂
WR0
J f (a, ·) f m˜︁M dx da
und suchen die diskrete Lösung
(W⊤,U⊤) :=
(︂
w1,1, . . .w1,
˜︁M
, w2,1, . . . ,wN
d−1
, ˜︁M
, u1˜︁M , . . . ,u ˜︁M˜︁M
)︂
=:
(︂
W⊤1 , . . . ,W⊤Nd−1,U
⊤
)︂
∈ C(Nd−1+1) ˜︁M ,
die für m = 1, . . . , ˜︁M und n = 1, . . . ,Nd−1 das lineare Gleichungssystem
˜︁M
å
l=1
˜︁wn,l ˜︁aanN (︂f l˜︁M , f m˜︁M)︂+ ˜︁Må
l=1
ul˜︁M bnN
(︂
f l˜︁M , f m˜︁M
)︂
= Fm,n,
um˜︁M − 1Nd−1
Nd−1
å
n=1
e−ia
n
N ·xmwn,m = 0
löst. Wenn wir für n = 1, . . . , Nd−1 die Vektoren der rechten Seite als Fn :=(︂
F1,n, . . . ,F˜︁M ,n
)︂⊤
und F :=
(︁
F⊤1 , . . . ,F⊤Nd−1
)︁⊤
sowie die Matrizen An, Bn und
Cn durch
(An)m,l := ˜︁aanN (︂f l˜︁M , f m˜︁M)︂
(Bn)m,l := bnN
(︂
f l˜︁M , f m˜︁M
)︂
Cn :=
−1
Nd−1 diag
(︂
e−ia
n
N ·x1, . . . ,e−ia
n
N ·x ˜︁M)︂
denieren, dann führen wir das diskretisierte variationelle Problem auf das
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Lösen des Gleichungssystems
(︄
A B
C I ˜︁M
)︄(︄
W
U
)︄
:=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
A1 0 . . . 0 B1
0 A2 . . . 0 B2
...
...
. . .
...
...
0 0 . . . ANd−1 BNd−1
C1 C2 . . . CNd−1 I ˜︁M
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎝
W1
W2
...
WNd−1
U
⎞⎟⎟⎟⎟⎟⎟⎟⎠
=
(︄
F
0
)︄
zurück, welches in kompakter Weise der Form
AW + BU = F (3.11a)
CW +U = 0 (3.11b)
geschrieben werden kann.
Das lineare Gleichungssystem ist hochdimensional, dünnbesetzt und unsym-
metrisch, sodass der iterative Gleichungssystem-Löser GMRES eine gute Wahl
darstellt. Die Rayleigh-Randbedingung für ΓR0 ist eine Fourier-Reihe, wofür
wir zum einen die Fourier-Koeffizienten der einzelnen Knotenfunktionen
berechnen müssen und zum anderen die Einträge für die Randknoten voll-
besetzt sind. Dadurch wird die Systemmatrix A weniger dünnbesetzt und
erhält Einträge außerhalb der Bandstruktur, sodass GMRES mehr Iterationen
zum Lösen des linearen Gleichungssystems benötigt als bei üblichen Randbe-
dingungen. Anstelle das Gleichungssystem (3.11) direkt oder alternativ das
Gleichungssystem
(A + BC)W = F, (3.12)
welches dem variationellen Problem (3.10) entspricht, zu lösen, wenden wir
GMRES zunächst auf das Schurkomplement[︂
I ˜︁M − CA−1B
]︂
U = −CA−1F (3.13)
an und lösen anschließend die Gleichung AW = F− BU. Die Matrix A des
ungestörten Problems ist eine Block-Diagonalmatrix, die aus den Blöcken
Ai, i = 1, . . . , Nd−1, auf der Diagonalen besteht. Mit dem Schurkomplement-
Ansatz nutzen wir diese besondere Struktur, um das lineare Gleichungssystem
blockweise durch GMRES zusammen mit der unvollständigen LU-Zerlegung
(genauer: ILU(0), vgl. [Saa03, Section 10.3.2]) für jeden Block als Vorkondi-
tionierer zu lösen und die Rechnungen für die einzelnen Blöcke mit Hilfe
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von Message Passing Interface(MPI) auf ein Cluster aus mehreren Rechnern zu
verteilen. Zusätzlich verteilen wir auch das Auswerten der Matrizen B und
C, die ebenfalls aus Nd−1 Blöcken bestehen, auf das Cluster. Dadurch wird
sowohl das Rechnen parallelisiert, als auch der Speicherbedarf der Matrizen A i
und Bi auf alle Rechner verteilt. Für den ersten Schritt (3.13)benötigt GMRES
üblicherweise etwa 20 Auswertungen von A−1 und B, wobei die Anzahl der
Auswertungen jedoch stark von der Norm von B abhängig ist.
Natürlich lässt sich auch das Gleichungssystem (3.12) in Blöcke zerteilen.
Der Schurkomplement-Ansatz (3.13)hat jedoch zwei Vorteile: Wir bezeichnen
hierzu mit ˜︁A−1 die unvollständige LU-Zerlegung und verwenden diese als
Vorkonditionierer. Dann erhalten wir für das direkte Lösen die Gleichung
˜︁A−1(A + BC)W = ˜︁A−1F. (3.14)
Wenn wir den Vorkonditionierer für A−1 in das Schurkomplement (3.13)
einfügen, erhalten wir[︂
I ˜︁M −C( ˜︁A−1A)−1 ˜︁A−1B]︂U = −C( ˜︁A−1A)−1 ˜︁A−1F. (3.15)
Für (3.15)muss nur A selbst, statt dem gestörten System A + BC, invertiert
werden, wofür der Vorkonditionierer ˜︁A−1 eine bessere Approximation der
Inversen ist und GMRES weniger Iterationen für das Lösen benötigt. So sind
es für ein numerisches Beispiel mit M = 5 und N = 128 etwa 16 · 60 = 960
Auswertungen von A und 16 Auswertungen von B für den Schurkomplement-
Ansatz (3.13) und etwa jeweils 1570 Auswertungen von A und B für den
Ansatz (3.12). Bei der ersten Form (3.12)muss also viel häuger die Matrix
A + BC ausgewertet werden, wodurch die Synchronisation die Leistung stark
reduziert und die Parallelisierung schlecht ausgeschöpft wird. Numerisch lässt
sich auch beobachten, dass abM = 5 der Schurkomplement-Ansatz (3.13)
deutlich schneller ist. So benötigt der erste Ansatz (3.12) in einem Beispiel mit
M = 5 und N = 128 etwa 181 Sekunden, während der zweite Ansatz (3.13)
nur 21 Sekunden auf demselben Arbeitsrechner (Intel i7-4790 mit 8× 3.6GHz
Kernen und 32GB Arbeitsspeicher, Finite-Elemente-Bibliothek deal.II) benötigt.
Bei gröberer örtlicher Verfeinerungen ist der erste Ansatz schneller, was je-
doch weniger relevant für uns ist, da wir ein möglichst feines Gitter haben
wollen. Ein weiterer Vorteil ist, dass das Gleichungssystem (3.13) in C ˜︁M gelöst
wird, während die Gleichung (3.12) in C(Nd−1+1) ˜︁M gelöst werden muss, sodass
GMRES beim Schurkomplement-Ansatz (3.13)weniger Speicher für die ortho-
gonalen Vektoren eines GMRES-Schrittes benötigt und das Gleichungssystem
maximal nach ˜︁M Schritten gelöst ist. Die Anzahl der Iterationen für das Lösen
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des Gleichungssystems(3.13)wird hierbei maßgeblich von der Trägergröße
und dem Wert der Störung beeinusst, denn je größer die Störung, desto mehr
weicht die Matrix I ˜︁M + BA−1C von der Identitätsmatrix ab. Dies werden wir
bei den numerischen Beispielen weiter beleuchten.
Betrachten wir als Nächstes die Konvergenzrate der numerischen Methode.
Die Konvergenzrate hängt von der Konvergenzordnung der Finite-Elemente-
Methode, dem Abschneidefehler der Rayleigh-Randbedingung und der Kon-
vergenzordnung der diskreten inversen Bloch-Floquet-Transformation ab. Die
Konvergenz der Finite-Elemente-Methode für quasiperiodische Probleme mit
der abgeschnittenen Rayleigh-Randbedingung ist in [Bao95, Theorem 4.1]
untersucht worden.
Proposition 3.13. Es sei u∈ H la(WR0 ), l ≥ 2, eine Lösung zu dem zweidimen-
sionalen (ungestörten) quasiperiodischen Problem(3.4), M ≥ M0 ∈ N die Anzahl
der Raum-Diskretisierungen mit M0 ausreichend groß, J≥ J0 ∈ N die Abschnei-
deschranke für Rayleigh-Randbedingung (die Summe geht über j∈ Z , |j| ≤ J) mit
J0 ausreichend groß, R′ > R und uM ,J die Finite-Elemente-Lösung. Dann gelten die
Abschätzungen
||u− uM ,J||L2(WR0 ) ≤ C
(︂
2−M + J−1/ 2
)︂
||u− uM ,J||H1(WR0 )
+C2−M e−(R′−R)
√
(J−|a|)2−k2 ||u||H1/2 (GR′0 )
und
||u− uM ,J||H1(WR0 ) ≤ C2
−M (l−1) ||u||H l (WR0 )
+C e−1/ 2(R′−R)
√
(J−|a|)2−k2 ||u||H1/2 (GR′0 ).
Weniger bekannt ist die Konvergenzrate der diskreten inversen Bloch-Flo-
quet-Transformation. Erste Resultate hierzu ndet man in den Arbeiten von
Lechleiter und Zhang (siehe [LZ17b, Theorem 13], [LZ17c, Theorem 13] und
[Zha18]).
Proposition 3.14. Es sei w∈ W1,p(I ; H1a(WR0 )), p ∈ (1,¥ ], dann ist der Approxi-
mationsfehler der diskreten inversen Bloch-Floquet-TransformationJ −1N beschränkt
durch ⃓⃓⃓⃓⃓⃓
J −1Rd−1w−J −1N w
⃓⃓⃓⃓⃓⃓
H1(WR)
≤ C N−1||w||W1,p(I ;H1a(WR0 )).
Beweis:Dies wurde in [LZ17b, Theorem 13] für den zweidimensionalen Raum
und in [LZ17c, Theorem 13] für den dreidimensionalen Raum gezeigt.
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Durch die Wahl einer passenden Variablentransformation können wir die
nicht differenzierbaren Stellen ˆ︁a ∈ A der Lösung, die nach Satz 3.11 existieren,
kompensieren und eine höhere Konvergenzordnung der diskreten inversen
Bloch-Floquet-Transformation erhalten. Dies wird zum Beispiel für Lösungen
mit einer rechten Seite, die einen kompakten Träger in WR0 besitzt, relevant.
Wir werden uns in Abschnitt 3.6 erneut mit Variablentransformationen und
Fehlerschranken beschäftigen.
3.6. Variablentransformation für die inverse Bloch-
Floquet-Transformation
In dem Regularitätsresultat 3.11 haben wir gesehen, dass für eine rechte Seite
JRd−1 f , die analytisch in a ist, die Lösung überall stetig und außerhalb von
A ⊆ I analytisch in a ist. Eine Untermenge von rechten Seiten aus L2(WR),
die Analytizität in a erfüllen, ist die Menge aller f ∈ L2(WR) mit kompaktem
Träger, die wir für die Rekonstruktion der Störung mithilfe der Newton-
Methode verwenden werden. Die Idee ist nun eine Variablentransformation
g: I → I zu nden, sodass der Integrand von∫︂
I
w(a, x) da =
∫︂
I
w(g(t), x) | det Dg(t)| dt
eine glatte und periodische Funktion in t ∈ I wird. In diesem Fall ist bekann-
terweise die Konvergenzordnung der Trapezregel sehr hoch, was aus der Euler-
Maclaurinschen-Summenformel folgt. Zumindest für den zweidimensionalen
Fall gibt es in [Zha18, Theorem 29] ein zusammenfassendes Konvergenzre-
sultat, welches wir hier in einer angepassten Version zitieren. Wir bezeichnen
hierzu für n ∈ N die Menge aller n-mal stetig differenzierbaren Funktionen
f : W→ H , H Hilbertraum, die selbst und deren ersten n Ableitungen peri-
odisch sind, als Cnp(W; H). Für das Intervall I gibt es maximal zwei Punkteˆ︁a ∈ I , für die es ein j ∈ Z gibt mit |ˆ︁a+ j| = k. Das Intervall I sei entspre-
chend in drei Teile I = [a0, a1] ∪ [a1, a2] ∪ [a2, a3] unterteilt, sodass a0 = −12,
a3 = 12 und für a1 und a2 es j1, j2 ∈ Z gibt mit |a1 + j1| = |a2 + j2| = k. Falls
a1 = a2 gilt, so soll I = [a0, a1] ∪ ˘ ∪ [a2, a3] betrachtet werden. Bezeichne mit˜︁I = [b0, b1] eins der drei Teilintervalle von I und mit ˜︁N ∈ N die Anzahl der
Diskretisierungspunkte von ˜︁I .
Proposition 3.15. Es sei w∈ ˜︁H1(WR) die Lösung des zweidimensionalen varia-
tionellen Problems 1, für die die Bloch-Floquet-TransformierteJR f der rechten Seite
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f ∈ L2(WR0) analytisch ist, setze
v(t, x) := JR w(g(t), x) g′(t)
und bezeichne mitQ die numerische Quadratur durch die Trapezregel. Es sei wei-
terhin n ∈ N und g ∈ C¥ (˜︁I ; ˜︁I) mit g(b0) = b0, g(b1) = b1, g′(t) > 0 für alle
t ∈ (b0, b1) und dmdt g(b0) = d
m
dt g(b1) = 0 für alle m ∈ {1, . . . , 2n+ 3}.
Dann ist v ∈ C2np (˜︁I ; H1g(t)(WR0 )) ∩ C¥ (˜︁I ; H1g(t)(WR0 )) und der Quadraturfehler ist
für s = 0, 1, 2beschränkt durch⃓⃓⃓⃓⃓⃓⃓⃓∫︂
˜︁I v(t, ·) dt −Q(v)
⃓⃓⃓⃓⃓⃓⃓⃓
Hs(WR0 )
≤ C 1N2n+1/ 2 ||v||C2n+1(˜︁I ;Hs(WR0 )).
Wenn wir den Abschneidefehler der Rayleigh-Randbedingung vernachlässigen,
dann ist eine direkte Konsequenz aus den Propositionen 3.13 und 3.15 die
folgende Schranke des Gesamtfehlers.
Satz 3.16
Es sei w∈ H2(WR) die Lösung des zweidimensionalen variationellen Pro-
blems 1, für die die Bloch-Floquet-TransformierteJR f der rechten Seite f aus
L2(WR0) analytisch in a ist, und sei wM ,N ∈ VN , ˜︁M die Approximation der
Lösung mit der numerischen Methode aus Unterkapitel 3.5 mit einer Variablen-
transformation wie in Proposition 3.15. Dann ist der Approximationsfehler für
l = 0, 1und alle n∈ N beschränkt durch
||w− wM ,N ||H l (WR) ≤ C
(︃
2−M (2−l) + 1N2n+1/ 2
)︃
||v||C2n+1(I ;H2(WR0 )).
Beweis:Man kann analog zu [Zha18, Theorem 32] argumentieren.
3.6.1. Variablentransformation für das zweidimensionale
Problem
Wir wollen nun Beispiele solcher Variablentransformationen betrachten und
zwar zunächst für das zweidimensionale Streuproblem. Hierfür betrachten
wir für ˆ︁k := |k− ⌊k+ 0.5⌋| und für Funktionen rB : [−1/ 2,−ˆ︁k]→ [−1/ 2,−ˆ︁k] und
r M : [−ˆ︁k,ˆ︁k]→ [−ˆ︁k,ˆ︁k] die Variablentransformation
g(t) :=
⎧⎪⎨⎪⎩
rB(t), t ∈ [−1/ 2,−ˆ︁k],
r M (t), t ∈ [−ˆ︁k,ˆ︁k],
rB(−t), t ∈ [ˆ︁k, 1/ 2],
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wobei wir rB sowie r M als eine der Hilfsfunktionen
f 1l ,m(t) :=
∫︂ t
l
exp
(︃ −1
(s− l)(m− s)
)︃
ds, f 2l ,m(t) :=
∫︂ t
l
exp
(︃−(s− l)
(m− s)
)︃
ds,
f 3l ,m(t) :=
∫︂ t
l
(s− l)4(s−m)4 ds, f 4l ,m(t) :=
∫︂ t
l
(s− l)4 ds,
f 5l ,m(t) :=
∫︂ t
l
(s− l)6(s−m)6 ds
mit den entsprechenden Grenzen l , m ∈ {−1/ 2,−ˆ︁k,ˆ︁k} wählen. Die Varia-
blentransformation bewirkt, dass mehr Diskretisierungspunkte von I in dem
Bereich um die ˆ︁a ∈ A liegen, wo sich die Funktion am schnellsten ändert. In
Abbildung 3.2 ist eine Visualisierung zu sehen, wie die Diskretisierungspunkte
anN , n = 1, . . . , N , durch die Variablentransformationen verteilt werden und
wie der Fehler sich verhält. Um den Fehler zu berechnen, nehmen wir die
Hankel-Funktionen für k =
√
0.4, um die Referenzlösung
u1(x1, x2) =
i
4
(︂
H (1)0 (k(x
2
1 + (x2 + 7)2))− H (1)0 (k(x21 + (x2 + 9)2))
)︂ x2
5 (3.16)
zu denieren, die die Darstellung (3.6) erfüllt und deren Bloch-Floquet-Trans-
formierte wir durch
JR (u1)(a, x1, x2) ≈
40
å
m=−40
e−imx1+i
√
k2−(a+m)2(x2+8) sinc
(︃√︂
k2− (a+m)2
)︃
approximieren (siehe [LZ17a] zur Herleitung). Für numerische Beispiele wäh-
len wir gi , i = 1, . . . , 5, mit
rB1 (t) := f 2−1/ 2,−ˆ︁k(t)/ f 2−1/ 2,−ˆ︁k(−ˆ︁k), r M1 (t) := f 1−ˆ︁k,ˆ︁k(t)/ f 1−ˆ︁k,ˆ︁k(ˆ︁k),
rB2 (t) := f 3−1/ 2,−ˆ︁k(t)/ f 3−1/ 2,−ˆ︁k(−ˆ︁k), r M2 (t) := f 1−ˆ︁k,ˆ︁k(t)/ f 1−ˆ︁k,ˆ︁k(ˆ︁k),
rB3 (t) := f 4−1/ 2,−ˆ︁k(t)/ f 4−1/ 2,−ˆ︁k(−ˆ︁k), r M3 (t) := f 3−ˆ︁k,ˆ︁k(t)/ f 3−ˆ︁k,ˆ︁k(ˆ︁k),
rB4 (t) := f 3−1/ 2,−ˆ︁k(t)/ f 3−1/ 2,−ˆ︁k(−ˆ︁k), r M4 (t) := f 3−ˆ︁k,ˆ︁k(t)/ f 3−ˆ︁k,ˆ︁k(ˆ︁k),
rB5 (t) := f 5−1/ 2,−ˆ︁k(t)/ f 5−1/ 2,−ˆ︁k(−ˆ︁k), r M5 (t) := f 5−ˆ︁k,ˆ︁k(t)/ f 5−ˆ︁k,ˆ︁k(ˆ︁k).
Die Verteilungen und der Fehlerverlauf der Beispiele für k2 = 0.4 ist in
Abbildung 3.2 dargestellt. Die Konvergenzordnung ist im schlechtesten Fall
bei 1.46mit der Identität und im besten Fall bei 5.13bzw. 5.19mit g4 und g5.
Als Nächstes untersuchen wir, wie sich die Variablentransformation auswirkt,
wenn wir Referenzlösungen betrachten, die keine Singularität in A haben.
Hierfür nehmen wir
u2(x1, x2) =
sin(x1)
x1
x2
5 (3.17)
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(a) Verteilung der Diskretisierungspunkte. (b) Relativer L2(WR0 )-Fehler der diskreten in-
versen Bloch-Floquet-Transformation.
Abbildung 3.2.: Vergleich der Variablentransformationen im zweidimensiona-
len Raum.
sowie
u3(x1, x2) = exp
(︃
− 110(x1− 1)
2 +
1
10(x2− 5)
2
)︃
x2
5 (3.18)
als Referenzlösungen, deren Bloch-Floquet-Transformierte JR ui , i ∈ {2, 3},
wir durch
JR (ui)(a, x1, x2) ≈
300
å
j=−300
ui(x1 + 2p j, x2) e2p ia(j+x1)
approximieren. Die Ergebnisse sind in Abbildung 3.3 zu sehen. In diesem
Fall wird durch g4 eine genauso schnelle Konvergenz wie bei u1 erzeugt. Die
Identität ist jedoch bei der sehr schnell abfallenden Funktion u3 bereits optimal.
Der Diskretisierungsfehler im Ort für die Abbildung 3.3 liegt bei 10−6, welcher
die untere Schranke festlegt.
Eine weitere Möglichkeit ist, das Intervall I = [−1/ 2, 1/ 2] auf ˜︁I = [−ˆ︁k, 1− ˆ︁k]
zu verschieben und damit ˜︁I in nur zwei Intervalle aufteilen zu müssen, da
der linke Rand eine Singularität ist. Dadurch sammeln sich die Diskretisie-
rungspunkte schneller an den Singularitäten und wir können durch weniger
Verfeinerungen auf die gewünschte Konvergenzordnung kommen. Wir be-
trachten in der Abbildung 3.4 den Fehler der diskreten inversen Bloch-Floquet-
Transformation mit g4 als Variablentransformation für das neue Intervall ˜︁I
im Vergleich zu dem alten Intervall I . Die Konvergenzordnung steigt für die
Referenzlösung u1 auf 6.63.
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Abbildung 3.3.: Variablentransformation: Relativer L2(WR0 )-Fehler für verschie-
dene Referenzlösungen.
(a) Verteilung der Diskretisierungspunkte. (b) Relativer L2(WR0 )-Fehler der diskreten in-
versen Bloch-Floquet-Transformation für u1.
Abbildung 3.4.: Variablentransformation: Verbesserung der Konvergenzord-
nung beim Verschieben des Intervalls.
3.6.2. Variablentransformation für das dreidimensionale
Problem
Im dreidimensionalen Fall können wir zumindest für Wellenzahlen k <
√
0.5
eine Variablentransformation wie folgt denieren. Die Idee ist für einen Punkt
t ∈ I eine nur von der Norm abhängige Skalierungsfunktion g als Variablen-
transformation zu verwenden, sodass a = G(t) := tg(|t|)/ |t| gilt. Wenn wir
die Gerade vom Nullpunkt bis zum Rand betrachten, die durch den Punkt
t ∈ I \ {0} geht, dann schneidet diese einmal die singuläre Linie an dem
Punkt ˆ︁a ∈ A mit S := |ˆ︁a| und den Rand in einem Punkt mit Norm B. Deshalb
wählen wir eine Funktion g: [0,B]→ [0,B], für die g(s) = s sowie dmds g(s) = 0
für alle m ∈ {1, . . . , p} mit p ∈ N und s ∈ {0,S, B} gilt. Die Dichte der
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Variablentransformation ist dann gegeben durch
| det DG(t)| = g′(|t|)g(|t|)|t| .
Wir betrachten als Beispiel die beiden Variablentransformationen g6 und g7,
die durch
g6(s) :=
{︄
f 30,S(s)/ f 30,S(S), s∈ [0,S],
f 6S,B(s)/ f 6S,B(B), s∈ [S, B],
und g7(s) :=
{︄
f 30,S(s)/ f 30,S(S), s∈ [0,S],
f 3S,B(s)/ f 3S,B(B), s∈ [S, B],
mit der Hilfsfunktion
f 6l ,m(t) :=
∫︂ t
l
exp
(︃−1
9
(s− l)2
(m− s)2
)︃
ds
deniert sind. Als Referenzlösung nehmen wir
u4(x1, x2, x3) =
[︄
eik(x
2
1+(x2+7)2)
4p (x21 + x22 + (x3 + 7)2)
− e
ik(x21+x22+(x3+9)2)
4p (x21 + x22 + (x3 + 9)2)
]︄
x3
5 ,
für die eine analoge Darstellung der Bloch-Floquet-Transformierten der Form
JR2(u4)(a, x) ≈ å
m∈Z 2, |m|≤15
e−im·x+i
√
k2−|a+m|2(x3+8) sinc
(︃√︂
k2− |a+m|2
)︃
gegeben ist. In der Abbildung 3.5 ist sowohl die Verteilung der Variablen-
transformation von g6 zusammen mit den Singularitäten visualisiert, als auch
die Konvergenzrate von der diskreten inversen Bloch-Floquet-Transformation
mit g6 sowie mit g7 im Vergleich zu sehen. Auch in diesem Fall können wir
eine Steigerung der Konvergenzordnung für g6 gegenüber der gleichverteilten
Quadratur für N ≥ 32 beobachten.
3.7. Numerische Beispiele
In diesem Unterkapitel untersuchen wir das numerische Verfahren. Dazu
nehmen wir mehrere Referenzlösungen und betrachten den Einuss der Ab-
sorption, der Wellenzahl und verschiedener Störungen auf die Konvergenz.
3.7.1. Beispiele für das zweidimensionale Problem
Wir wählen die Referenzlösungen u1, u2 sowie u3 aus (3.16), (3.17), (3.18)sowie
die Wellenzahl k2 = 0.4. Für das Gebiet wählen wir R = 5 und nehmen nur
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(a) Verteilung der Diskretisierungspunkte für
g6 mit N = 64 und k2 = 0.4 bei äquidistan-
ter Verteilung der Punkte im Urbildraum. Die
Punkte werden sowohl außen als auch innen
deutlich näher zu den Singularitäten hinge-
schoben.
(b) Relativer L2(WR0 )-Fehler der diskreten in-
versen Bloch-Floquet-Transformation (stan-
dardmäßig für k2 = 0.4).
Abbildung 3.5.: Vergleich der Variablentransformationen für das dreidimen-
sionale Problem.
die Summanden mit Index j ∈ Z der Rayleigh-Randbedingung in die Summe,
für die |j| ≤ 300erfüllt ist. Standardmäßig werden wir für alle Beispiele für
ein später gewähltes n > 0 den ungestörten Brechungsindex
n2p(x + 2p j) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2, x ∈ ([−3/ 2, 3/ 2]× [0,9/ 2]
∪[−p , p ]× [0,7/ 2]) \ [−1, 1]× [1, 3],
2+ ni, x ∈ [−1, 1]× [1, 3],
1, sonst,
für alle j ∈ Z betrachten. Für die Störungen nehmen wir die folgenden drei
Funktionen:
q1(x) =
{︄
5.5, x ∈ [−1/ 2, 1]× [1,7/ 2] ∪ [−2, 1]× [1, 2],
0, sonst,
q2(x) =
{︄
5.5, x ∈ [1/ 2, 1]× [1, 2],
0, sonst,
q3(x) =
⎧⎪⎨⎪⎩
5.5, x ∈ [−1/ 2, 1]× [1,7/ 2],
−5.5, x ∈ [−2, 1]× [1, 2],
0, sonst.
Die Parameter sind in Abbildung 3.6 visualisiert. Da alle drei Referenzlösungen
den Faktor x2/ 5 besitzen, erfüllen diese die obere Randbedingung nicht und
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wir müssen einen Ausgleichsterm zur rechten Seite hinzuaddieren, der durch
r i :=
¶
¶x2 ui − T(ui) auf R × {5} für i = 1, 2, 3 (3.19)
gegeben ist. Der Term r1 lässt sich weiter kürzen zu
r1(x1, 5) =
i
20
(︂
H (1)0 (k(x
2
1 + 144))− H (1)0 (k(x21 + 196))
)︂
.
Nach der Fehlerbetrachtung der diskreten inversen Bloch-Floquet-Transfor-
mation in Abschnitt 3.6.1 wählen wir N = 27 Diskretisierungspunkte für I
und g4 als Variablentransformation. Das Gebiet WR0 diskretisieren wir in 2 2·M
Quader, wobei M für die Anzahl der Verfeinerungen steht. Da die benutz-
te Finite-Elemente-Bibliothek deal.II (aus [Alz+18]) keine komplexen Zahlen
unterstützt, betrachten wir stattdessen ein System aus zwei gekoppelten par-
tiellen Differentialgleichungen für jedes anN . Dadurch erhalten wir im Falle
von 22·8 = 65 536bereits 2 ˜︁M = 132 098Freiheitsgrade im Ort bzw. insgesamt
N · 2 ˜︁M = 16 908 544Freiheitsgrade. Die relative Diskrepanz für das Lösen des
Gleichungssystems mit GMRES setzen wir üblicherweise auf 10 −10.
Erste Beispiele
Als Erstes betrachten wir die Konvergenzrate für die drei Referenzlösungen
u1, u2, u3 und die drei Störungen q1, q2 sowie q3. Wir wählen in allen Fällen
k2 = 0.4 und n = 1. Zusätzlich wählen wir einen weiteren Brechungsindex ˜︁n2p,
der lokal konstant die Werte 1 und 2 sowie 2+ 1i annimmt. Dieser soll ein
vereinfachtes Modell einer Nano-Gras-Struktur darstellen. Die Störung q4 ist
so gewählt, dass ˜︁n2p + q4 ein paar Stäbchen fehlen, wie in der Abbildung 3.7
visualisiert. Die Konvergenzordnung liegt in allen Beispielen bei 2, wie in
Abbildung 3.8 zu sehen ist. Die Methode funktioniert auch für die stückweise
quadratischen Lagrange-Elemente und erreicht in diesem Fall die Konvergenz-
ordnung von 3 im Ort. In der Abbildung 3.8 ist zudem die benötigte Zeit zum
Lösen des Gleichungssystems in Abhängigkeit von der Zahl der gleichartigen
Computer beim parallelisierten Rechnen dargestellt. Die Computer sind mit
dem Prozessor Intel i7-4790 mit 8× 3.6GHz Kernen und 32GB Arbeitsspeicher
ausgestattet. Wir betrachten nur den L2-Fehler auf WR0 . Wenn wir zum Ver-
gleich den relativen L2-Fehler auf [−20· 2p − p , p + 20· 2p ]× [0, 5] betrachten,
dann fällt dieser, bei einem nicht zu kleinem N , genauso schnell.
Auswirkungen der Wellenzahl
Als Nächstes ist in der Abbildung 3.9 visualisiert, wie sich die Wellenzahl auf
den Fehlerabstieg und die Anzahl der äußeren GMRES Iterationen auswirkt.
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Dazu haben wir u1 als Referenzlösung mit n = 1 gewählt. Wie zu erwarten,
gibt es keinen Einuss auf die Konvergenzordnung, die weiterhin bei 2 liegt.
Je größer jedoch die Wellenzahl ist, desto mehr weicht I ˜︁M + CA−1B von der
Identitätsmatrix ab und desto mehr Iterationen benötigt GMRES, um das
Gleichungssystem zu lösen.
Auswirkungen des Absorptionsbereichs
Nun wählen wir k2 = 0.4 sowie u1 als Referenzlösung und betrachten die
Ergebnisse für verschiedene n. Zusätzlich wählen wir einen weiteren Bre-
chungsindex mit einem kleineren Absorptionsbereich, der für alle j ∈ Z
durch
˜︁n2p(x + 2p j) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2, x ∈ ([−3/ 2, 3/ 2]× [0,9/ 2]
∪[−p , p ]× [0,7/ 2]) \ [−1, 1]× [1, 3],
2+ 1i, x ∈ [−1/ 4,−1/ 4]× [7/ 4, 9/ 4],
1, sonst,
deniert ist. Für eine reelle Wellenzahl und einen reellen Brechungsindex kann
es Oberächenwellen geben, die zu Uneindeutigkeit der Lösung führen. So
können wir auch numerisch beobachten, dass sich die Matrix An, die aus der
quasiperiodischen Sesquilinearform anN entsteht, für ein kleines n > 0 und für
manche n ∈ {1, . . . , Nd−1} einer singulären Matrix annähert. Der Fehler in der
Lösung für entsprechende anN wird relativ groß, was sich jedoch nicht auf den
Fehler der Gesamtlösung auswirkt, wie wir der Abbildung 3.10 entnehmen
können.
3.7.2. Beispiele für das dreidimensionale Problem
Die Approximation in R3 ist numerisch deutlich aufwendiger, sodass wir
weniger numerische Experimente durchführen werden. Wir werden hier die
zwei Referenzlösungen
u4(x1, x2, x3) =
[︄
eik(x
2
1+(x2+7)
2)
4p (x21 + x22 + (x3 + 7)2)
− e
ik(x21+x22+(x3+9)2)
4p (x21 + x22 + (x3 + 9)2)
]︄
x3
5
und
u5(x1, x2, x3) = exp
(︃
− 110(x1− 1)
2− 110(x2− 2)
2 +
1
10(x3− 5)
2
)︃
x3
5
betrachten. Die Referenzlösung u5 ist bzgl. a eine glatte Funktion, sodass wir
ohne eine Variablentransformation und mit einer groben Diskretisierung des
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Intervalls I = [−1/ 2, 1/ 2]2 auskommen, um die Konvergenzordnung von 2 zu
erreichen. Die Referenzlösung u4 erfüllt die Zerlegung aus dem Regularitäts-
resultat 3.10, sodass wir uns für diesen Fall unterschiedlich feine Gitter von
I anschauen und die Konvergenzrate ohne eine Variablentransformation im
Vergleich zu der Konvergenzordnung mit der Variablentransformation g6 aus
dem Abschnitt 3.6.2 vergleichen. Wir wählen also die Konstanten R = 5 und
k2 = 0.4sowie die relative Diskrepanz zum Stoppen von GMRES bei 10−10. Die
numerische rechte SeiteJR2 f berechnen wir mit Hilfe der Approximationen
der transformierten Funktionen, die gegeben sind durch
(JR2u4)(a, x) ≈ å
m∈Z 2
|m|¥ ≤10
e−im·x+i
√
k2−(a+m)2(x3+8) sinc
(︃√︂
k2− |a+m|2
)︃
(siehe [LZ17a] zur Herleitung) und
(JR2u5)(a, x) ≈ å
j∈Z 2
|j|¥ ≤10
exp
(︃
− 110(x1− 1+ 2p j1)
2
− 110(x2− 2+ 2p j2)
2 +
1
10(x3− 5)
2
)︃
x3
5 e
2p ia·(j+x)
.
Auch in diesem Fall müssen wir eine korrigierende rechte Seite hinzuaddieren,
da beide Funktionen die Randbedingung nicht erfüllen. Hierfür können wir
analog zu dem zweidimensionalen Fall (3.19)vorgehen. Für den Brechungsin-
dex und die Störung wählen wir für j ∈ Z 2 die Funktionen
n2p(x + 2p j) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2, x ∈ ([−3/ 2, 3/ 2]× [1,p ]× [0,9/ 2]
∪[−p , p ]2× [0,7/ 2]) \ [−1, 1]2× [1, 3],
2+ 1i, x ∈ [−1, 1]2× [1, 3],
1, sonst.
und
q(x) =
⎧⎪⎨⎪⎩
5.5, x ∈ [−1/ 2, 1]× [0, 1]× [1,7/ 2] ∪ [−2, 1]× [0, 1]× [1, 2]
∪[−1/ 2, 1]× [−5/ 2, 1]× [1, 2],
0, sonst.
Für die Rayleigh-Randbedingung setzen wir alle Summanden mit Index j ∈ Z 2
auf Null, für die |j|¥ > 10 gilt. Beide Parameter sowie die Konvergenzrate sind
in der Abbildung 3.11 zu nden. Wegen des schnellen Abstiegs der Lösung u5
in x-Richtung bzw. der Glattheit der Lösung bzgl. a erreichen wir die Konver-
genzordnung von 2 bereits bei N = 8. Ohne eine Variablentransformation ist
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die Wahl von N ≥ 64, zumindest für die verwendete Verfeinerung des Gitters
im Ort, vielversprechend. Bei der Approximation mit der Variablentransforma-
tion g6 sehen wir leicht bessere Ergebnisse. Für k < 0.5 erreichen wir bereits
für grobe Gitter von I gute Ergebnisse.
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(a) Imaginärteil des Brechungsindizes Im n2p. Rote Linie zeigt eine Periode an.
(b) Realteil des Brechungsindizes Re n2p + q1. Rote Linie zeigt eine Periode an.
(c) Realteil des Brechungsindizes Re n2p + q2. Rote Linie zeigt eine Periode an.
(d) Realteil des Brechungsindizes Re n2p + q3. Rote Linie zeigt eine Periode an.
Abbildung 3.6.: Brechungsindex und verschiedene Störungen für die numeri-
schen Beispiele.
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(a) Imaginärteil des Brechungsindizes Im ˜︁n2p. Rote Linie zeigt eine Periode an.
(b) Realteil des Brechungsindizes Re ˜︁n2p + q4. Rote Linie zeigt eine Periode an.
Abbildung 3.7.: Vereinfachtes Modell einer defekten Nano-Gras-Struktur für
numerische Beispiele.
(a) Relativer L2(ΩR0 )-Fehler abhängig von den
Diskretisierungen in eine Richtung 2M (Schritt-
weite h = 21−Mπ).
(b) Zeit in Sekunden zum Lösen nach Anzahl
der Computer im Cluster.
Abbildung 3.8.: Numerische Approximation der Referenzlösungen für ver-
schiedene Störungen und die benötigte Zeit der Methode.
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(a) Relativer L2(ΩR0 )-Fehler abhängig von 2
M
(Schrittweite h = 21−Mπ).
(b) Anzahl der äußeren GMRES Iterationen
für das Schurkomplement.
Abbildung 3.9.: Einfluss der Wellenzahl auf die Approximation der Lösung.
(a) L2(ΩR0 )-Fehler abhängig von 2
M (Schritt-
weite h = 21−Mπ).
(b) Anzahl der äußeren GMRES Iterationen
für das Schurkomplement.
Abbildung 3.10.: Einfluss der Absorption auf die Approximation der Lösung.
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(a) Realteil des Brechungsindizes Re n2p. (b) Imaginärteil des Brechungsindizes Im n2p.
(c) Realteil der Störung Re q. (d) Relativer L2(ΩR0 )-Fehler abhängig von 2
M
(Schrittweite h = 21−Mπ). Standardmäßig ist
N = 32 und k2 = 0.4 gewählt.
Abbildung 3.11.: Numerisches Beispiel für die Approximation im dreidimen-
sionalen Raum.

4Elektromagnetische Streuung an lokal
gestörten biperiodischen inhomogenen
Medien
Nach der Untersuchung des skalarwertigen Problems wenden wir uns dem
vollständigen vektorwertigen Problem für die Streuung von elektromagneti-
schen Wellen an einem unbeschränkten, biperiodischen Medium zu. Anstelle
einer Lösung für die Helmholtz-Gleichung werden wir die Lösung zu den
zeitharmonischen Maxwell-Gleichungen suchen, wobei das Medium in diesem
Fall durch die biperiodischen Parameter Permittivität #und Permeabilität m
beschrieben ist. Wie zuvor nehmen wir zusätzlich eine lokale Störung der
Permittivität an und dass das Streuobjekt sich in einem homogenen Medi-
um bendet. Die Existenztheorie aus diesem Kapitel wurde in [Kon19a] zur
Veröffentlichung eingereicht und die numerische Methode ist Teil des zur
Veröffentlichung eingereichten Artikels [Kon19b].
Das vektorwertige Streuproblem kann beim Weglassen der Störung und bei
der Betrachtung von quasiperiodischen einfallenden Wellen, analog zum ska-
laren Problem, auf eine Periode reduziert werden, wozu es bereits Arbeiten
gibt. So wird z. B. in [Sch03; BD00; Dob94] der Fall einer konstanten Permea-
bilität und in [AB03] ein chirales periodisches Medium behandelt. In [LZ17c]
wird ein erster Ansatz für ein unbeschränktes periodisches Medium mit nicht-
periodischen einfallenden Wellen bei einer konstanten Permeabilität und ohne
Störung in der Permittivität untersucht, wodurch sich die Lösung der Problem-
stellung in dem üblichen Sobolev-Raum H1 bendet und die Randbedingung
keine Probleme verursacht. Wenn man das Problem für beliebige, also im
Allgemeinen nicht-periodische, Parameter auf dem unbeschränkten Gebiet
untersucht, so werden in der Regel die Bedingung ¶#¶x3 ≥ 0 sowie zusätzlich
weitere starke Einschränkungen an die Parameter gefordert (vgl. [HL11] und
[LZZ16]). Eine Alternative ist die Annahme einer (nicht-physikalischen) kom-
plexen Wellenzahl mit positivem Imaginärteil, wie z. B. in [LWZ11] untersucht,
welche jedoch die Problemstellung deutlich vereinfacht. Für unseren Bloch-
Floquet-Ansatz können wir beide Parameter # und mortsabhängig wählen,
#darf zusätzlich einen lokalen Defekt beinhalten, die Wellenzahl kann reell
gewählt werden und die rechte Seite muss keine Periodizitätsbedingung erfül-
len. Hierzu genügt uns die Annahme, dass #, m∈ W1,¥ (R3), abgesehen von
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dem lokalen Defekt, periodisch in x sind und dass die Menge {Im #> 0} eine
offene Kugel beinhaltet.
Der Lösungsraum des vektorwertigen Problems wird im Vergleich zum ska-
laren Problem weniger Regularität (bzgl. x) besitzen, sodass wir eine andere
Ausstrahlungsbedingung herleiten müssen. Diese wird eine Singularität im Fre-
quenzbereich besitzen und erschwert dadurch die Analysis. Um die Existenz
der Lösung zu zeigen, wenden wir zunächst den Ansatz aus dem letzten Ka-
pitel auf das Problem an, um mit Hilfe der Bloch-Floquet-Transformation eine
Familie von Problemen herzuleiten. Anschließend konstruieren wir eine soge-
nannte Helmholtz-Zerlegungfür das quasiperiodische Problem, wodurch wir
das Problem in zwei Teile zerlegen und einen Unterraum mit mehr Regularität
für den Lösungsraum erhalten. In diesem Raum können wir den Differential-
operator in einen koerziven Teil und eine kompakte Störung aufteilen. Dies
erlaubt uns die eindeutige Lösbarkeit der einzelnen quasiperiodischen Proble-
me zu zeigen. Die Sherman-Morrison-Woodbury-Formel wird dann das Mittel
der Wahl sein, um bei der Konstruktion der Gesamtlösung die Singularität in
den Griff zu bekommen. Diese erlaubt uns zusätzlich, Regularitätsresultate
der Lösung bzgl. der künstlichen Variable zu zeigen, um insbesondere die
Konvergenzordnung der numerischen Methode zu verbessern. Zur besseren
Lesbarkeit wird hier das Problem mit dem perfekt elektrischen Leiter am
unteren Rand G0 betrachtet. Die Argumente lassen sich jedoch schnell auf den
Fall übertragen, dass das Medium sich frei im Raum bendet, oder mit ande-
ren Worten, dass sich oberhalb und unterhalb des Objektes ein homogenes
Medium bendet.
Naturgemäß werden die Maxwell-Gleichungen in R3 betrachtet. Das Medium
soll biperiodisch in x = (x1, x2) ∈ R2 und beschränkt in x3-Richtung sein.
Die Periodizität des Streuobjektes charakterisieren wir durch die invertier-
bare Matrix L ∈ R2×2 und setzen L ∗ := 2p (L T)−1. Die Beschränktheit des
Mediums in die x3-Richtung bedeutet, dass wir ein R0 > 0 nden können,
sodass das Streuobjekt in dem StreifenWR0 beinhaltet ist. Zur Vereinfachung
der Darstellung wählen wir auch in diesem Fall L = 2p I2 und L ∗ = I2 mit
der Einheitsmatrix I2 ∈ R2×2.
4.1. Formulierung des Streuproblems
Das gestreute elektrische Feld Esowie das gestreute magnetische Feld Hmo-
dellieren wir als Lösungen zu den Maxwell-Gleichungen in R3. Wir gehen
von einem inhomogenen, isotropischen Material aus, d. h. wir nehmen an,
dass die Permeabilität m, die Permittivität #und die elektrische Leitfähigkeit
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s skalare Funktionen aus L¥ (R3+,R) sind und zudem die Abschätzungen
m(x) ≥ m0 > 0, #(x) ≥ #0 > 0 und s(x) ≥ 0 für alle x ∈ R3+ erfüllt sind. Durch
die Annahme, dass das Medium auf einem perfekt elektrischen Leiter liegt,
erhalten wir die Randbedingung ET
⃓⃓
R2×{0} = 0.
Wir denieren H0,loc(curl ;R3+) analog zu H10,loc(R3+) und suchen das elektri-
sche FeldE sowie das magnetische Feld H als Funktionen aus H0,loc(curl ; R3+),
die beide für alle R ≥ R0 > 0 in H(curl; WR) liegen und die Gleichungen
∇× E− iwmH = 0, ∇× H + i(w#+ is)E = J in L2(R3+)3, (4.1a)
div (mH) = 0, div
(︂
#E+ i s
w
E
)︂
=
1
iw div (J) in H
−1(R3+), (4.1b)
ET
⃓⃓
R2×{0} = 0 in L
2(R2), (4.1c)
mit w ∈ R≥0, m, #, s ∈ L¥ (R3+,R) und J ∈ L2(R3+)3 erfüllen. Da E in
H(curl; WR) für alle R > 0 liegt, ist die Spur ET
⃓⃓
R2×{0} wohldeniert.
Die Substitution des magnetischen Feldes H ergibt eine Gleichung zweiter
Ordnung für das elektrische Feld E ∈ H(curl ; WR) für alle R ≥ R0 > 0 der
Form
∇×
(︃
m−1∇× E
)︃
− w2#E = f := iwJ in L2(R3+)3, (4.2a)
div (#E) = − 1
w2
div f = 1iw div J in H
−1(R3+), (4.2b)
ET
⃓⃓
R2×{0} = 0 in L
2(R2). (4.2c)
Falls wir eine Lösung E für die Gleichungen (4.2) gefunden haben, so lö-
sen die Funktionen E und H := 1iwm(∇ × E) die ursprünglichen Maxwell-
Gleichungen (4.1).
Für die Problemstellung und die Existenztheorie stellen wir folgende Voraus-
setzungen:
• Die Konstante R0 > 0 soll so gewählt werden, dass für ein kleines d> 0
außerhalb von WR0−d die Funktionen m und #+ isw konstant sind mit
s = 0. Das bedeutet, dassm= m+ > 0 und #+ isw = #+ > 0 in R3+ \WR0−d
gelten soll. Wir legen dann die Abkürzungen #r := (#+ isw )/ #+ und
mr :=
m
m+
sowie k2 := w2m+#+ fest.
• Die Permittivität #r sowie die Permeabilität mr sollen 2p -periodisch sein
und wir bezeichnen mit #sr := #r + q den gestörten Parameter mit der
Störung q ∈ L¥ (R3+), die außerhalb von WR00 der Nullfunktion entspricht.
• Für die rechte Seite fordern wir, dass der Träger von f in WR0−d enthalten
ist.
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Die Bedingungen ermöglichen uns eine Ausstrahlungsbedingung festzulegen,
denn die Gleichung zweiter Ordnung vereinfacht sich oberhalb des Objektes
auf die homogene Helmholtz-Gleichung. Für ein genügend kleines d > 0
sind die Parameter mr und #r konstant 1 in R3+ \WR0−d. Die rechte Seite f
verschwindet in dieser Menge, sodass für die Divergenz von E die Gleich-
heit div E = 0 gilt und die Gleichung (4.2a)sich komponentenweise auf die
Helmholtz-Gleichung DE+ k2E = 0 reduziert. Für ein x ∈ R3+ \WR0−d fordern
wir also, dass sich das elektrische Feld für R ≥ R0 als die ausstrahlende
Lösung der homogenen Helmholtz-Gleichung der Form
ER(x) := 12p
∫︂
R2
F
(︂
E
⃓⃓
GR
)︂
(x) eix·x+i
√
k2−|x|2(x3−R) dx ∈ C¥ (︁R2× (R, ¥ ))︁
(4.3)
darstellen lässt. Wir bezeichnen mit TH 1/ 2(GR) den Raum der Funktionen
f T = (f 1, f 2, 0)⊤ ∈ H 1/ 2(GR)3. Die Wohldeniertheit der Ausstrahlungsbedin-
gung (4.3) folgt aus dem folgenden Regularitätsresultat.
Satz 4.1
Es sei abkürzendW := R2× (R, R′) mit R′ > R ∈ R . Wenn für eine Funktion
u ∈ H(curl ; W) ∩ H(div ; W) die Spur uT in TH 1/ 2(¶W) liegt, so ist u ein
Element aus H1(W)3 und es gilt die Abschätzung
||u||H1(W)3 ≤ c
(︃
||u||H(curl;W) + || div u||L2(W) + ||uT||TH1/2 (¶W)
)︃
.
Beweis:Für f ∈ C¥0 (R3)3 gilt ∇×∇× f = ∇ div f − Df und das Anwenden
der Greenschen Formel ergibt
∫︂
W
|∇f |2 dx =
3
å
j=1
(︃
−
∫︂
W
Df j f j dx +
[︃∫︂
R2×{R′}
−
∫︂
R2×{R}
]︃ ¶f j
¶x3 f j dS
)︃
=
∫︂
W
(∇×∇× f ) · f − (∇ div f ) · f dx +
3
å
j=1
[︃∫︂
R2×{R′}
−
∫︂
R2×{R}
]︃ ¶f j
¶x3 f j dS.
Aus der erneuten Anwendung der Greenschen Formel folgt dann∫︂
W
|∇f |2 dx =
∫︂
W
(∇× f ) · (∇× f ) + div f div f dx
+
3
å
j=1
[︃∫︂
R2×{R′}
−
∫︂
R2×{R}
]︃ ¶
¶x3 f j f j dS
+
[︃∫︂
R2×{R′}
−
∫︂
R2×{R}
]︃
e3× (∇× f ) · f − (div f )f 3 dS.
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Für den Randterm rechnen wir nach, dass auf G:= R2× {R′}, und analog auf
R2× {R}, die Gleichung
∫︂
G
e3× (∇× f ) · f − div f f 3 +
3
å
j=1
¶
¶x3 f j f j dS
=
∫︂
G
¶
¶x2 f 3 f 2 +
¶
¶x1 f 3 f 1−
¶
¶x1 f 1 f 3−
¶
¶x2 f 2 f 3 dS
= −2 Re
∫︂
G
(div T f T) f 3 dS
gilt. Da der Operator div T : H 1/ 2(R2)2 → H−1/ 2(R2) stetig ist, folgt damit
||f ||2H1(W)3 ≤ ||f ||2H(curl;W) + || div f ||2L2(W) +C||f T||TH1/2 (¶W)||f ||H1(W)3
≤
(︂
||f ||H(curl;W) + || div f ||L2(W) +C||f T||TH1/2 (¶W)
)︂
||f ||H1(W)3
für alle f ∈ C¥0 (R3)3. Wegen der Dichtheit von C¥0 (R3)3 in dem abgeschlos-
senen Raum{u ∈ H(curl ; W) ∩ H(div ; W) : uT ∈ TH 1/ 2(¶W)} gilt die Abschät-
zung für alle u ∈ H(curl; W) ∩ H(div; W) mit uT ∈ TH 1/ 2(¶W).
Wir werden eine Lösung der Maxwell-Gleichungen suchen, deren Spur in
TH 1/ 2(R2× {R}), R ≥ R0 > 0, liegt und deren Lösung demnach lokal um den
Rand R2× {R} eine H1-Funktion sein wird. Daraus folgt insbesondere aus
[CM05, Lemma 2.2], dass die obere Funktion ER in H1(R2× (R, R′)) für alle
R′ > R ≥ R0 liegt.
4.2. Reduktion auf ein variationelles Problem
Wir wollen das Streuproblem (4.2), (4.3) auf ein variationelles Problem über-
führen. Dafür wenden wir zunächst formell den Satz von Gauß auf dem Gebiet
WR an, welcher uns die Gleichung
∫︂
WR
∇×
(︃
m−1r ∇× E
)︃
· v− k2#sr E · v dx
=
∫︂
WR
m−1r (∇× E) · (∇× v)− k2#sr E · v dx +
∫︂
GR
[e3× (∇× E) · v] dS
liefert. Im Folgenden ersetzen wir die Randterme durch angemessene Randbe-
dingungen und formulieren eine Austrahlungsbedingung, sodass eine Lösung
zu dem variationellen Problem auch das Streuproblem (4.2), (4.3) löst. Da
die Spur der dritten Komponente E3
⃓⃓
GR für Funktionen aus H(curl ; W
R) nicht
wohldeniert ist, werden wir die Ausstrahlungsbedingung in eine alternative
Form bringen, die ohne die Spur von E3 auskommt.
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In der Nähe des Randes GR für ein R ≥ R0 ist nach dem Regularitätsresultat 4.1
die Lösung E für ein kleines d> 0 aus H1(R2× (R− 2d, R+ 2d)) und löst auf
dieser Menge komponentenweise die homogene Helmholtz-Gleichung. Die
Bloch-Floquet-Transformation ist für s= 1, 2ein Isomorphismus zwischen den
Räumen Hs(R2 × (R− d, R+ d)) und L2(I ; Hsa((−p , p )2 × (R− d, R+ d))).
Aus den Standard-Regularitätsresultaten, wie z. B. [McL00, Theorem 4.18],
folgt, dass JR2E in L2(I ; H2a((−p , p )2 × (R− d, R+ d))) liegt. Somit ist die
Lösung E ein Element aus H2(R2× (R− d, R+ d)) und insbesondere erhalten
wir für E auf dem Rand GR die Gleichheit
e3× (∇× E) = ∇TE3− ¶ET¶x3 in H
1/ 2(GR)3.
Aus der Ausstrahlungsbedingung wissen wir, dass für den rechten Term
der Lösung die Gleichheit ¶ET¶x3
⃓⃓
GR = T(ET
⃓⃓
GR)(x, R) erfüllt ist, wobei wir mit
T : H 1/ 2(GR)3 → H−1/ 2(GR)3 den Dirichet-Neumann-Operator aus Lemma 3.1
bezeichnen, der komponentenweise angewandt wird. Für den linken Term
∇TE3 nutzen wir aus, dass in einer Umgebung um den Rand die Divergenz
der Lösung verschwindet, also
0 = div E = div T ET +
¶E3
¶x3 in H
1 (︁R2× (R− d, R+ d))︁
erfüllt ist. Das Anwenden der Fourier-Transformation ergibt
i
√︂
k2− |x|2F
(︂
E3
⃓⃓
GR
)︂
+ ix · F
(︂
ET
⃓⃓
GR
)︂
= 0 in L2
(︁
R2
)︁
,
woraus die Gleichung
ixF
(︂
E3
⃓⃓
GR
)︂
= − ix√︁
k2− |x|2
(︂
x · F
(︂
ET
⃓⃓
GR
)︂)︂
in L2
(︁
R2
)︁
folgt. Wir bezeichnen mit ˆ︃TH 1/ 2(GR) den Raum
ˆ︃TH 1/ 2(GR) := {︃uT ∈ TH 1/ 2(GR) : (︃x ↦→ x · F (uT)(x)|k2− |x|2|1/ 4
)︃
∈ L2(R2)
}︃
,
der für uT ∈ˆ︃TH 1/ 2(GR) mit der Graphennorm
||uT||2ˆ︃TH1/2 (GR) :=
∫︂
R2
1
|k2− |x|2|1/ 2 |x · F (uT)(x)|
2 dx
+
∫︂
R2
|1+ |x|2|1/ 2 |F (uT)(x)|2 dx
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und dem entsprechenden Skalarprodukt ausgestattet ist. Nach der Konstruk-
tion des Raumesˆ︃TH 1/ 2(GR) können wir die Wohldeniertheit des Operators
N folgern, den wir im nächsten Lemma einführen.
Lemma 4.2. Wir denieren für f T ∈ˆ︃TH 1/ 2(GR) ∩ L1(GR)3 den Operator N durch
N(f T)(x) := − 12p
∫︂
R2
ix√︁
k2− |x|2 (x · F (f T)(x)) e
ix·x dx. (4.4)
Dann ist die Erweiterung N: ˆ︃TH 1/ 2(GR) → ˆ︃TH 1/ 2(GR)′ linear und stetig. Zudem
erfüllt der Operator für alle f T ∈ˆ︃TH 1/ 2(GR) die Ungleichungen
−Re ⟨N f T, f T⟩ ≥ 0 und − Im ⟨N f T, f T⟩ ≥ 0,
wobei⟨·, ·⟩ := ⟨·, ·⟩ˆ︃TH1/2 (GR)′×ˆ︃TH1/2 (GR) die duale Paarung bezeichnet.
Beweis: Für Elemente aus ˆ︃TH 1/ 2(GR) ∩ L1(GR)3 können wir den Operator N
wie in (4.4) darstellen. Für f T und y T ∈ ˆ︃TH 1/ 2(GR) ∩ L1(GR)3 gilt nach dem
Satz von Plancherel und der Cauchy-Schwartz-Ungleichung die Abschätzung
⟨N f T, y T⟩ = 1
(2p )2
∫︂
R2
−i√︁|k2− x|2 (x · F (f T)) (x · F (y T)) dx
≤ C||f T||ˆ︃TH1/2 (GR)||y T||ˆ︃TH1/2 (GR),
sodass der Operator N stetig auf der dichten Menge ˆ︃TH 1/ 2(GR) ∩ L1(GR)3 ist
und eine stetige Erweiterung auf ˆ︃TH 1/ 2(GR) besitzt. Um die Ungleichungen
zu zeigen, wählen wir y T = f T ∈ TH 1/ 2(GR) und erhalten aus dem Satz von
Plancherel die Darstellung
−⟨N f T, f T⟩ = 1
(2p )2
∫︂
|x|>k
1√︁|x|2− k2 |x · F (f T)|2 dx
+
i
(2p )2
∫︂
|x|≤k
1√︁
k2− |x|2 |x · F (f T)|
2 dx,
woraus die Ungleichungen sofort erkennbar sind.
Den Lösungsraum, in dem wir die Lösung suchen werden, wählen wir als
X :=
{︂
u ∈ H(curl; WR) : uT
⃓⃓
GR ∈ˆ︃TH 1/ 2(GR), uT ⃓⃓G0 = 0}︂
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und statten diesen mit der Graphennorm
||u||2X := ||u||2H(curl;WR) + ||uT||2ˆ︃TH1/2 (GR)
aus. Damit lautet die gewünschte variationelle Formulierung:
Problemstellung 2
Suche eine Funktion E∈ X, sodass
aq(E, v) :=
∫︂
WR
m−1r (∇× E) · (∇× v)− k2#sr E · v dx
+
∫︂
GR
N(ET
⃓⃓
GR) · vT
⃓⃓
GR − T(ET
⃓⃓
GR) · vT
⃓⃓
GR dS
=
∫︂
WR
f · v dx
für alle v ∈ X erfüllt ist.
Für die Existenztheorie nehmen wir folgende Regularitätsvoraussetzungen an
die Parameter an.
Annahme 2. Die Menge {Im #r > 0} ist nicht leer und beinhaltet eine offene
Kugel. Zudem sollen die Parameter #r , q und mr aus W1,¥ (R3+) sein und die
Schranken Im #sr ≥ 0, Im mr ≥ 0 sowie Re #r ≥ #0 > 0 und Re mr ≥ m0 > 0
erfüllen.
Die Stetigkeit der Sesquilinearform ist direkt ersichtlich, da wir die Räume
absichtlich so konstruiert haben. Nun wollen wir in Lemma 4.5 nachweisen,
dass eine Lösung des variationellen Problems 2 sich zu einer Lösung des
Streuproblems (4.2) erweitern lässt. Dazu benötigen wir Hilfsresultate, die wir
erst einmal zeigen werden.
Lemma 4.3. Eine Lösung E ∈ X zu dem variationellen Problem 2 ist eine distribu-
tionelle Lösung zu den Gleichungen(4.2) auf WR und die Gleichung(4.2a) gilt in
L2(WR). Zudem ist die Identität
e3× (∇× E)
⃓⃓
GR = N(ET
⃓⃓
GR)− T(ET
⃓⃓
GR) (4.5)
in dem besseren Raum H−1/ 2(GR)3 erfüllt.
Beweis:Wir passen den Beweis aus [HL11, Korollar 3.2] für unsere Problemstel-
lung an. Aus der variationellen Formulierung 2 folgt, dass die Lösung E eine
distributionelle Lösung zu der Gleichung (4.2a) in WR ist. Da die rechte Seite
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und der Term nullter Ordnung in L2(WR) liegen, muss auch∇× (m−1∇× E)
aus L2(WR) sein und die Gleichung gilt in diesem Raum. Aus der Denition
des Funktionals n× (∇ × E)⃓⃓GR mit dem äußeren Einheitsnormalenvektor
n = e3 folgern wir, dass∫︂
GR
e3× (∇× E)
⃓⃓
GR · vT
⃓⃓
GR dS
:=
∫︂
WR
f · v dx−
∫︂
WR
m−1r (∇× E) · (∇× v) + k2#sr E · v dx
=
∫︂
GR
N(ET
⃓⃓
GR) · vT
⃓⃓
GR − T(ET
⃓⃓
GR) · vT
⃓⃓
GR dS
(4.6)
für alle v ∈ H1(WR)3 ∩ X erfüllt ist. Der Parameter #r gleicht in Randnä-
he der Einsfunktion, sodass E ∈ H(div ;R2 × (R− d, R)) für ein d > 0
gilt. Für die Lösung E ist die Spur in TH 1/ 2(GR), sodass aus dem Satz 4.1
E ∈ H1(R2× (R− d, R))3 folgt. Zudem reduziert sich in diesem Streifen die
Gleichung komponentenweise auf die homogene Helmholtz-Gleichung, sodass
die Normalenableitung von E an GR wohldeniert ist und in H−1/ 2(GR)3 liegt.
Demnach gilt für E die Identität
e3× (∇× E) = ∇TE3− ¶ET¶x3 in H
−1/ 2(GR)3,
die keine Singularität besitzt. Wir wählen nun eine beliebige Testfunktion
f ∈ C¥0 (R3+) und betrachten für h > 0 die Funktionen f hi , i = 1, 2, 3, die durch
f h3 := 0,
F (f hi )(x, x3) := c {|k−|x||≥h}F (f i)(x, x3)
für i = 1, 2 deniert sind. Die Funktion f h = (f h1 , f
h
2 , f
h
3)
⊤ liegt somit in
H1(WR)3 ∩ X und erfüllt die obere Gleichung. Wenn wir nun f h in die Glei-
chung (4.6) einsetzen und h → 0 laufen lassen, folgt die Gleichung (4.5) in
dem Sobolev-Raum H−1/ 2(GR)3.
Im letzten Beweis von Lemma 4.3 wurde insbesondere das Argument für das
folgende Korollar gegeben.
Folgerung 4.4. Für eine Lösung E ∈ X des Problems 2 ist ET
⃓⃓
GR wohldeniert und
liegt in H 1/ 2(GR)3.
Damit können wir nun das anschließende Lemma beweisen, welches die
Verbindung zwischen dem variationellen Problem und dem Streuproblem
herstellt.
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Lemma 4.5. Falls E∈ X für ein R ≥ R0 das variationelle Problem 2 löst, dann ist
die Fortsetzung zu E′ auf R3+ mit E′ := E in WR und
E′T(x) :=
∫︂
R2
F (ET)(x) eix·x+i
√
k2−|x|2(x3−R) dx (4.7a)
E′3(x) :=
∫︂
R2
−1√︁
k2− |x|2 (x · F (ET)(x)) e
ix·x+i
√
k2−|x|2(x3−R) dx (4.7b)
für x ∈ R3+ \WR eine Lösung des Streuproblems(4.2), (4.3) in R3+. Zudem ist E′
eine Lösung zu dem variationellen Problem 2 für alle R′ ≥ R und für ein genügend
kleinesd> 0 gilt E ′ ∈ H1(WR′ \WR0−d)3 für alle R ′ ≥ R0.
Beweis: Der Beweis ist aus [HL11, Korollar 3.3]. Zunächst zeigen wir die
Wohldeniertheit der Ausstrahlungsbedingung (4.7). Wegen der Annahme,
dass die Spur der Lösung aus TH 1/ 2(GR) ist, folgt aus [CM05, Lemma 2.2],
dass E′T ∈ H1(R2 × (R, R′))2 für alle R′ > R gilt. Wir denieren für die
Indikatorfunktion c
f1(x) := c {|x|≤2k}
x · F (ET)(x)√︁
k2− |x|2 sowie f2(x) := c {|x|>2k}
x · F (ET)(x)√︁
k2− |x|2
und betrachten
E13 :=
∫︂
R2
f1(x) eix·x+i
√
k2−|x|2(x3−R) dx, E23 :=
∫︂
R2
f2(x) eix·x+i
√
k2−|x|2(x3−R) dx.
Da f2 keine Singularität beinhaltet, gilt (1+ |x|2)1/ 4 f2(x) ∈ L2(R2) und infol-
gedessen ist nach [CM05, Lemma 2.2] die Funktion E23 ∈ H1(R2× (R, R′)).
Andererseits folgt aus der Cauchy-Schwartz-Ungleichung und aus der Tatsa-
che, dass die SpurET in dem Raum ˆ︃TH 1/ 2(GR) liegt, dass |x|s f1(x) ∈ L1(R2)
für alle s> 0 erfüllt und demnach E23 aus dem Raum C¥ (R2× (R, R′)) ist. In
Lemma 4.4 haben wir gezeigt, dass N(ET
⃓⃓
GR) in dem Raum H
−1/ 2(GR) liegt
und daraus folgt insbesondere, dass auch f1 aus diesem Raum kommt. Wegen
des kompakten Trägers des Kernels f1 folgern wir somit E13 ∈ H 1/ 2(GR) und
erhalten insgesamt E′3 ∈ H1(R2× (R, R′)).
Durch die Anwendung der Fourier-Transformation und Lemma 4.3 rechnen
wir nach, dass
∇×∇× E′ − k2E′ = 0 in R3+ \WR,
e3× E′
⃓⃓
GR = e3× E
⃓⃓
GR auf G
R
,
e3×∇× E′
⃓⃓
GR = e3×∇× E
⃓⃓
GR auf G
R
erfüllt ist. Damit ist die Fortsetzung E′ eine Funktion aus H(curl ; WR′) für alle
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R′ ≥ R und löst die Maxwell-Gleichungen. Die Regularität zeigen wir, indem
wir eine Abschneidefunktion an die Lösung multiplizieren und den Satz 4.1
anwenden, um die Abschätzung der H1-Norm auf den kleineren Streifen zu
erhalten.
Aus der H1-Regularität der Lösung E ∈ X des variationellen Problems in
der Umgebung des Randes GR folgt insbesondere, dass die Spur der dritten
Komponente E3 existiert und sich darstellen lässt durch
F (E3) = −1√︁k2− |x|2 (x · F (ET)(x)) in H 1/ 2(GR).
Damit erfüllt die variationelle Lösung die Ausstrahlungsbedingung (4.3). In
diesem Abschnitt haben wir das Streuproblem auf ein variationelles Problem
zurückgeführt. Der Operator (N − T), den wir für die Randbedingung (4.5)
hergeleitet haben, wird als Calderon-Operatorbezeichnet. Dieser beschreibt
die Relation zwischen dem elektrischen und magnetischen Feld, wenn man
diese für ein R > 0 von R3+ auf die Menge R2× {R} einschränkt. Wegen der
Identität H = 1iwmr m+ ∇× E aus (4.1a)muss für die Spur auf GR mit R > R0
die Gleichung
e3× (∇× E)
⃓⃓
GR = iwm+(e3× H)
⃓⃓
GR
erfüllt werden. Genau diese Beziehung zwischen dem magnetischen und
elektrischen Feld charakterisiert der Calderon-Operator. Alternativ kann man
den Operator als ein Analogon zu dem Dirichlet-Neumann-Operator des
skalaren Problems sehen. Die Ausstrahlungsbedingung (4.7) ist für alle Punkte
x ∈ R3+ \WR eine Funktion aus C¥ und löst eindeutig das klassische Problem
∇×∇× ER− k2ER = 0 in R2× (R, ¥ )
ERT = ET auf GR
¶
¶x3 E
R
3 = −
¶
¶x1 E1
⃓⃓
GR −
¶
¶x2 E2
⃓⃓
GR auf G
R
ER3 erfüllt Sommerfeldsche Ausstrahlungsbed.
Die Sommerfeldsche Ausstrahlungsbedingung an die dritte Komponente wird
aufgrund der Neumann-Randbedingung für die Eindeutigkeit benötigt. Die
Funktion ER3 erfüllt damit insbesondere die Ausstrahlungsbedingung (4.3). Für
weitere Details sei auf die Dissertationsschrift [Rit09] verwiesen.
4.3. Existenztheorie für periodische Permittivitäten
Analog zu der Analyse der skalaren Gleichung betrachten wir zunächst den
ungestörten Fall, dass beide Parameter mr und #r periodisch in x sind. Dazu
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verwenden wir die Bloch-Floquet-Transformation sowie die Helmholtz-Zerle-
gung, um ein alternatives Problem herzuleiten. Für dieses Problem können
wir die eindeutige Lösbarkeit zeigen und anschließend mit Hilfe der Sherman-
Morrison-Woodbury-Formel die gesuchte Lösung zu konstruieren.
4.3.1. Alternatives variationelles Problem auf einem
beschränkten Gebiet
Die Bloch-Floquet-Transformation überführt das variationelle Problem auf eine
Familie von quasiperiodischen variationellen Problemen in einem beschränk-
ten Gebiet. Zunächst werden wir die Problemstellung der quasiperiodischen
Probleme herleiten, die nicht auf ganz I wohldeniert sein werden. Deswegen
setzen wir die Menge der Singularitäten A wie in (3.5) als
A := {︁a ∈ I : |a+ j| = k für ein j ∈ Z 2}︁ .
In diesem Fall betrachten wir das Streuproblem für Funktionen, die quasipe-
riodisch in x-Richtung sind, sodass sich die Ausstrahlungsbedingung zu der
Rayleigh-Ausstrahlungsbedingung ändert und sich damit auch die Randbe-
dingung anpasst. Wir werden das Problem punktweise in a ∈ I betrachten,
wofür wir abkürzend ua := u(a, ·) für ein u ∈ L2(I ; L2(WR0 ))3 schreiben.
Wir denieren für a ∈ I \ A den Raum ˜︁Xa als
˜︁Xa := {︂Ea ∈ Ha(curl; WR0 ) : Ea,T ⃓⃓GR0 ∈ TH 1/ 2a (GR0 ), Ea,T ⃓⃓G00 = 0}︂ ,
wobei Ha(curl ; WR0 ) der Teilraum der L2(WR0 )-Funktionen ist, die in den ers-
ten zwei Komponenten a-quasiperiodisch sind und der curl -Operator (den
wir häug mit ∇× abkürzen) nach L2(WR0 ) abbildet. Der Raum soll mit der
Graphennorm ausgestattet sein und die Spur einer Funktion aus ˜︁Xa auf GR0
kann als Fourier-Reihe dargestellt werden (siehe dazu Abschnitt 2.3). Da der
transverse Teil einer Funktion nur auf dem Rand genutzt wird, werden wir im
Folgenden für Ea,T
⃓⃓
GR0
vereinfacht Ea,T schreiben, um die Notation simpler zu
halten.
Analog zum kontinuierlichen Fall in Abschnitt 4.2 passen wir für die Wohlde-
niertheit der Sesquilinearform in dem Raum Ha(curl ; WR0 ) die dritte Kompo-
nente der Ausstrahlungsbedingung an, sodass wir die ersten beiden Kompo-
nenten der Lösung Ea ∈ ˜︁Xa durch die Rayleigh-Ausstrahlungsbedingung und
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Ea,3 für x ∈ R2× (R, ¥ ) durch
ERa,3(x, x3) =
1
2p åj∈Z 2
1
b j
(︂
aj · \(Ea,T)j
)︂
e−iaj ·x+ib j (x3−R)
fortsetzen. Analog zu Lemma 4.2 weisen wir die Wohldeniertheit von Na
nach.
Lemma 4.6. Der Operator Na : TH 1/ 2a (GR0 ) → TH 1/ 2a (GR0 )′, der für eine Funktion
f T ∈ TH 1/ 2a (GR0 ) ∩ L1(GR0 )2 deniert ist als
Na(f T)(x) := − 12p åj∈Z 2
iaj√︂
k2− |aj |2
(︂
aj · ˆ︃(f T)j)︂ e−iaj ·x,
ist für alle a ∈ I \ A wohldeniert, linear und stetig. Weiterhin gelten für alle
f T ∈ TH 1/ 2a (GR0 ) die Ungleichungen
−Re ⟨Naf T, f T⟩ ≥ 0 und − Im ⟨Naf T, f T⟩ ≥ 0.
Beweis: Für ein festes a mit |a + j| ̸= k für alle j ∈ Z 2 ist der Operator
wohldeniert und zudem offensichtlich linear und stetig. Die Ungleichungen
rechnen wir direkt nach durch
−⟨Naf T, f T⟩ =
å
j∈Z 2
|aj |>k
1√︂
|aj |2− k2
⃓⃓⃓
aj · ˆ︃(f T)j ⃓⃓⃓2 + i å
j∈Z 2
|aj |<k
1√︂
k2− |aj |2
⃓⃓⃓
aj · ˆ︃(f T)j ⃓⃓⃓2 .
Wie im kontinuierlichen Fall wollen wir die Wohldeniertheit der Randbedin-
gung in den Lösungsraum für das variationelle Problem in der Integralform
einbauen. Somit denieren wir den Lösungsraum ˜︁X := L2w (I ; ˜︁Xa) durch
L2w (I ; ˜︁Xa) :=
⎧⎪⎨⎪⎩u ∈ L2(I ; ˜︁Xa) :
∫︂
I
å
j∈Z 2
⃓⃓⃓
aj · \(ua,T)j
⃓⃓⃓2
|k2− |aj |2|1/ 2 da < ¥
⎫⎪⎬⎪⎭
und versehen diesen mit der Graphennorm
||u||2L2w (I ;˜︁Xa) :=
∫︂
I
||u(a, ·)||2˜︁Xa + åj∈Z 2
⃓⃓⃓
aj · \(ua,T)j
⃓⃓⃓2
|k2− |aj |2|1/ 2 da
sowie dem entsprechenden Skalarprodukt. Eine Folgerung aus Proposition 2.8
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und Korollar 2.14 ist, dass ˜︁X das Bild von X unter JR2 darstellt. Dies halten
wir an dieser Stelle als Lemma fest.
Lemma 4.7. Es gilt die Identität JR2X = L2w (I ; ˜︁Xa) = ˜︁X .
Wir formulieren nun das äquivalente Problem:
Für ˜︁f ∈ L2(I ×WR0 ) suchen wir˜︁E ∈ L2w (I ; ˜︁Xa), welches die Gleichung∫︂
I
∫︂
WR0
m−1r (∇× ˜︁Ea) · (∇× va)− k2#r ˜︁Ea · va dx da
+
∫︂
I
∫︂
GR0
Na(˜︁Ea,T) · va,T − Ta(˜︁Ea,T) · va,T dS da
=
∫︂
I
∫︂
WR0
˜︁fa · va dx da
(4.8)
für alle v ∈ L2w (I ; ˜︁Xa) löst.
Die Sesquilinearform ist nach der Konstruktion des Raumes L2w (I ; ˜︁Xa) wohlde-
niert. Das folgende Lemma zeigt die ˜quivalenz der variationellen Probleme.
Lemma 4.8. Die Funktion E∈ X löst das variationelle Problem 2 im StreifenWR
genau dann, wenn˜︁E := (JR2E) ∈ L2w (I ; ˜︁Xa) das alternative variationelle Pro-
blem(4.8)mit ˜︁f := (JR2 f ) löst.
Beweis:Für den Term im Volumen und den Operator T kann der Beweis analog
zu der Gleichung (3.3) gezeigt werden. Was zu zeigen bleibt, ist die ˜qui-
valenz für N . Wir nutzen eine Abschneidefunktion c {||x|−k|≥h} für ein h > 0
und betrachten F−1
(︂
c {||x|−k|≥h}F (N(ET))
)︂
. Dann zeigen wir die ˜quivalenz
analog zu T in Lemma 3.4 und lassen anschließend h → 0 laufen.
Nun wollen wir zunächst die Eindeutigkeit zeigen. Hierzu verwenden wir
ein Resultat zur eindeutigen Fortsetzbarkeit für die Maxwell-Gleichungen,
welches wir aus [Oka02] zitieren.
Proposition 4.9. Es sei U⊆ R3 eine zusammenhängende, offene Menge und die Pa-
rametermr sowie#r aus W1,¥ (R3) gegeben. Wenn E die Maxwell-Gleichungen(4.2)
mit rechter Seite f= 0 löst und auf einer offenen Menge verschwindet, so verschwin-
det E in ganz U.
Beweis: Dieses Resultat wurde in stärkerer Form in [Oka02, Theorem 2.3]
gezeigt.
Mit diesem Resultat der eindeutigen Fortsetzbarkeit können wir, analog zu
dem skalaren Problem, die Eindeutigkeit einer Lösung zeigen. Das halten wir
in dem folgenden Lemma fest.
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Lemma 4.10. Unter der Annahme 2 gibt es maximal eine Lösung für das Problem
in der Integralform (4.8).
Beweis: Es sei ˜︁E eine Lösung des Problems (4.8) für ˜︁f = 0, so gilt für alle
v ∈ L2w(I; ˜︁Xα)
0 =
∫︂
I
∫︂
ΩR0
µ−1r (∇× ˜︁Eα) · (∇× vα)− k2εr ˜︁Eα · vα dx dα
+
∫︂
I
∫︂
ΓR0
Nα(˜︁Eα,T) · vα,T − Tα(˜︁Eα,T) · vα,T dS dα.
Demnach ist nach Lemma 4.6 die Ungleichung
0 =
∫︂
I
∫︂
ΩR0
(Im µ−1r )|∇ × ˜︁Eα|2 − k2(Im εr)|˜︁Eα|2 dx dα
+ Im
∫︂
I
∫︂
ΓR0
(Nα − Tα) (˜︁Eα,T) · ˜︁Eα,T dS dα
≤
∫︂
I
∫︂
ΩR0
−k2(Im εr)|˜︁Eα|2 dx dα ≤ 0
erfüllt, woraus insbesondere ˜︁Eα = 0 auf {Im εr > 0} für fast alle α ∈ I folgt.
Die Eindeutigkeit erhalten wir infolgedessen aus der Proposition 4.9.
Somit ist es hinreichend eine Lösung in dem Raum L2w(I; ˜︁Xα) zu konstruie-
ren, die dann automatisch eindeutig ist. Das variationelle Problem (4.8) steht
unter einem Integral über α ∈ I. In diesem Fall haben wir keine kompakte
Einbettung des Lösungsraumes L2w(I; ˜︁Xα) in L2(I ×ΩR0 ) vorliegen, um die
Fredholm-Alternative anwenden zu können. Deswegen lösen wir das Problem
punktweise in α ∈ I, wodurch wir durch die Helmholtz-Zerlegung die kom-
pakte Einbettung erhalten. Anschließend konstruieren wir eine Lösung des
Problems (4.8). Das variationelle Problem ist punktweise in α ∈ I \ A definiert
als: Suche ˜︁Eα ∈ ˜︁Xα, sodass
aα(˜︁Eα, vα) := ∫︂
ΩR0
µ−1r (∇× ˜︁Eα) · (∇× vα)− k2εr ˜︁Eα · vα dx
+
∫︂
ΓR0
Nα(˜︁Eα,T) · vα,T − Tα(˜︁Eα,T) · vα,T dS
= fα(vα)
(4.9)
für alle vα ∈ ˜︁Xα erfüllt ist.
4.3.2. Helmholtz-Zerlegung des Lösungsraumes
Wir wollen später die Fredholm-Alternative nutzen, um aus der Eindeutigkeit
der Lösung des Problems die Existenz der Lösung zu folgern. Dazu werden wir
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den quasiperiodischen Differentialoperator in einen koerziven Teil und eine
kompakte Störung auftrennen. Um die Kompaktheit zu zeigen, benötigen wir
mehr Regularität, die wir durch die Helmholtz-Zerlegung des Lösungsraumes
erhalten. Wir werden im Folgenden zweimal die Helmholtz-Zerlegung auf den
Raum Xα anwenden, damit wir zusätzlich zur Regularität noch eine passende
Randbedingung in den reduzierten Lösungsraum integrieren können.
Für die Zerlegung führen wir zwei Hilfsprobleme ein, deren Lösungsräume
durch W := ˜︁H1α(ΩR0 ) bzw. W0 := {w ∈ W : w = 0 auf ΓR0 } gegeben sind. Wir
erinnern daran, dass wir mit ˜︁H1α(ΩR0 ) den Raum der H1α(ΩR0 )-Funktionen w
bezeichnen, für die w
⃓⃓
Γ00
= 0 erfüllt ist. Die Sesquilinearform b(εr) soll für alle
ϕ, v ∈ ˜︁Xα definiert sein als
b(εr)(ϕ, v) :=
∫︂
ΩR0
k2εrϕ · v dx−
∫︂
ΓR0
(Nα − Tα) (ϕT) · vT dS.
Für Funktionen aus ˜︁Xα ist die Sesquilinearform wohldefiniert und stetig. Für
w ∈ H1α(ΩR0 ) ist∇w in Hα(curl;ΩR0 ), sodass aus dem Spursatz für Hα(curl;ΩR0 )
die Distribution (∇w)⃓⃓ΓR0 × e3 ein Element aus H−1/2α (ΓR0 )3 ist und die Identität
(∇w)⃓⃓ΓR0 × e3 = ∇T(w⃓⃓ΓR0 ) gilt.
Für den ersten Teil suchen wir eine Lösung aus W0, sodass die Randterme
der Sesquilinearform b(εr)(ϕ, v) entfallen und wir das folgende Hilfsproblem
betrachten.
Lemma 4.11. Für ein F ∈ W ′0 besitzt das Problem
div
(︁
k2εr∇w
)︁
= −F in ΩR0
w = 0 auf Γ00 ∪ ΓR0
eine eindeutige Lösung w in W0.
Beweis: Die variationelle Formulierung lautet: Suche ein w ∈ W0, sodass
b(εr) (∇w,∇v) =
∫︂
ΩR0
F · v dx für alle v ∈ W0 erfüllt ist.
Da die Spuren von W0-Funktionen auf dem Rand verschwinden, folgern wir
die Koerzivität des Differentialoperators aus der Abschätzung
Re b(εr)(∇w,∇w) = Re
∫︂
ΩR0
k2εr|∇w|2 dx ≥ k2ε0 ||∇w||2L2(ΩR0 )
zusammen mit der Poincaré-Ungleichung. Somit folgt aus dem Satz von
Lax-Milgram A.4 die eindeutige Lösbarkeit des Problems.
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Für das zweite Hilfproblem suchen wir eine Lösung aus W mit einer speziellen
Randbedingung.
Lemma 4.12. Für ein a ∈ I \ A und G∈ H−1/ 2a (GR0 ) besitzt das Randwertproblem
div
(︁
k2#r∇w
)︁
= 0 in WR0
¶w
¶x3 + k
−2 div T(Na − Ta) (∇Tw) = k−2G aufGR0
w = 0 auf G00
eine eindeutige Lösung w in W. Falls#r in W1,¥ (R3) und G im besseren Raum
H 1/ 2a (GR0 ) liegen, so besitzt w mehr Regularität und ist ein Element aus H2a(WR0 ).
Beweis:Da die Funktionen a-quasiperiodisch am Rand sind, gilt für den j-ten
Fourier-Koefzienten \(∇Tw)j = −iaj ˆ︁wj . Für den Randterm erhalten wir
k2Re ⟨Baw, w⟩ :=−Re
∫︂
GR0
(Na − Ta) (∇Tw) · ∇Tw dS
=
å
|aj |>k
1√︂
|aj |2− k2
(︂
|aj |4| ˆ︁wj |2 + (k2− |aj |2)|aj |2| ˆ︁wj |2)︂
= k2
å
|aj |>k
|aj |2
|k2− |aj |2|1/ 2 | ˆ︁wj |2 ≥ 0.
Demnach folgt die Invertierbarkeit des Differentialoperators analog zu Lemma
4.11.
Kommen wir zu dem zweiten Teil der Aussage bzgl. der Regularität der
Lösung. Die Argumentation kann analog zu Abschnitt 2.3 aus [Gri85] geführt
werden, welche wir hier skizzieren werden. Im Endeffekt genügt es für den
Halbraum W := (−p , p )2 × (−¥ , R) und für die Lösung v ∈ H1a(W) des
variationellen Problems zu
−Dv+ v = 0 in W (4.11a)
¶v
¶x3 + Bav = G auf G
R
0 (4.11b)
die Abschätzung ||v||H2a(W) ≤ C
(︂
||v||H1a(W) + ||G||H1/2a (W)
)︂
zu zeigen. Um die
Lösung dieses Problems zu konstruieren, können wir analog zu der Herleitung
der Ausstrahlungsbedingung vorgehen und eine gewöhnliche Differentialglei-
chung für die Fourier-Koefzienten lösen. Somit erhalten wir die Darstellung
v =
å
j∈Z 2
ˆ︁Gj√︂k2− |aj |2√︂
k2− |aj |2
√︂
1+ |aj |2 + i|aj |2
e−iaj ·x+
√
1+|aj |2(x3−R) ∈ H2a(W),
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wobei die H2a(W)-Norm wie in [CM05, Lemma 2.2] durch die H 1/ 2a (GR0 )-Norm
der rechten SeiteG abgeschätzt werden kann. Mithilfe einer Faltung mit dem
Lösungsoperator für das Problem −Dv+ v = f in (−p , p )2×R erhalten wir
die Abschätzung der H2-Norm der Lösung mit einer zusätzlichen rechten
Seite f ∈ L2(W) im Volumenterm von (4.11) (vgl. [Gri85, Lemma 2.3.2.4]).
Dann teilen wir für ein genügend kleines d> 0 das Gebiet WR0 in WR−d0 ∪ D
mit D := WR0 \ WR−2d0 . Aus Standard-Regularitätsresultaten folgt, dass die
Lösung w auf WR−d0 in H2 liegt (siehe z. B. [McL00, Theorem 4.18]). Durch die
Multiplikation einer Abschneidefunktion c ∈ C¥ (−¥ , R) mit c (x3) = 0 für
|x3− R| ≥ 2d und c (x3) = 1 für |x3− R| ≤ d und der Fortsetzung von cw mit
Null von D auf W erhalten wir die Gleichung −D(cw) + cw = f der Form
(4.11a)mit einer rechten Seite aus L2(D) und G als Randbedingung. Daraus
folgt die H2-Regularität der Lösung w auf WR0 \WR−d0 und somit insgesamt
auf ganz WR0 .
Da der Parameter #r in Randnähe konstant #r = 1 ist, können wir für eine
Funktion u ∈ ˜︁Xa, die distributionell div (#ru) = 0 erfüllt, die Spur von u3 auf
GR0 denieren und diese liegt in H
−1/ 2(GR0 ). Die vier Räume
˜︁Ya := {︂u ∈ ˜︁Xa : div (#ru) = 0}︂ und ˜︁Y⊥a := {︂u ∈ ˜︁Xa : u = ∇w, w ∈ W0}︂
sowie
Ya :=
{︂
u ∈ ˜︁Ya : k2ua,3 = − div T [(Na − Ta)ua,T] ∈ H−1/ 2(GR0 )}︂
und
Y⊥a :=
{︂
u ∈ ˜︁Ya : u = ∇w, w ∈ W}︂
sind deshalb wohldeniert.
Lemma 4.13. Die Teilräume ˜︁Ya und ˜︁Y⊥a von ˜︁Xa sind abgeschlossen und der Raum˜︁Xa lässt sich durch die Zerlegung˜︁Xa = ˜︁Ya ⊕ ˜︁Y⊥a darstellen.
Beweis: (i) Abgeschlossenheit von ˜︁Y⊥a : Es sei eine Cauchy-Folge{∇ ˜︁wn}n∈N
aus ˜︁Y⊥a gegeben. Für ein ∇v ∈ ˜︁Y⊥a reduziert sich die ˜︁Xa-Norm auf ||∇v||L2(WR0 ).
Dementsprechend ist { ˜︁wn}n∈N eine Cauchy-Folge in dem abgeschlossenen
Teilraum W0 und besitzt einen Grenzwert ˜︁w in diesen Raum. Aus der Norm-
Identität folgt dann wiederrum, dass die Folge {∇ ˜︁wn}n∈N in dem Raum ˜︁Xa
gegen∇ ˜︁w für n → ¥ konvergiert.
(ii) Abgeschlossenheit von ˜︁Ya: Wir zeigen, dass ˜︁Ya der Kern des Operators˜︁P ∈ L( ˜︁Xa,W ′0), ˜︁P: ˜︁u ↦→ b(#r )(˜︁u,∇·), ist, woraus die Abgeschlossenheit folgt.
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Offensichtlich ist ˜︁Yα Teilmenge von N (˜︁P). Sei also ˜︁u ∈ N (˜︁P), dann ist für alle
ϕ ∈ C∞0 (ΩR0 ) zum einen ∇ϕ ∈ Xα und zum anderen
0 = b(εr)(˜︁u,∇ϕ) = ∫︂
ΩR0
k2εr˜︁u · ∇ϕ dx
erfüllt. Damit gilt div(εr˜︁u) = 0 im distributionellem Sinne, woraus wir ˜︁u ∈ ˜︁Y⊥α
schließen.
(iii) Zerlegung von ˜︁Xα: Wir wählen E ∈ ˜︁Xα, dann existiert nach Lemma 4.11
die eindeutige Lösung ˜︁w ∈ W0 des variationellen Problems
b(εr)(∇ ˜︁w,∇v) = b(εr)(E,∇v) für alle v ∈ W0.
Die Funktion ˜︁u := E − ∇ ˜︁w ∈ ˜︁Xα erfüllt somit ˜︁uT ∈ TH1/2(ΓR0 ) und die
Gleichung
0 = b(εr)(˜︁u,∇v) = ∫︂
ΩR0
k2εr˜︁u · ∇v dx
für alle v ∈ W0. Damit ist ˜︁u ein Element aus ˜︁Yα.
(iv) Eindeutigkeit der Zerlegung: Es sei ˜︁u = ∇ ˜︁w ∈ ˜︁Yα ∩ ˜︁Y⊥α . Wir wählen
F = div(εr˜︁u) = 0, sodass nach dem Lemma 4.11 ˜︁w die Nullfunktion sein muss
und insbesondere ˜︁u = 0 gilt.
Wenn wir εr ∈ W1,∞(ΩR0 ) wählen, dann gilt für Funktionen ˜︁u aus ˜︁Yα die
Ungleichung
||div ˜︁u||L2(ΩR0 ) ≤
⃓⃓⃓⃓⃓⃓⃓⃓∇ε
ε
⃓⃓⃓⃓⃓⃓⃓⃓
L∞(ΩR0 )
||˜︁u||L2(ΩR0 ) ≤ ||εr||W1,∞(ΩR0 )ε0 ||˜︁u||L2(ΩR0 ), (4.12)
sodass ˜︁Yα nach Satz 4.1 ein Teilraum von ˜︁H1α(ΩR)3 ist. Zudem erhalten wir die
Norm-Äquivalenz der H1(ΩR0 )
3-Norm und der ˜︁Xα-Norm auf dem Raum ˜︁Yα.
Als Nächstes zerlegen wir ˜︁Yα noch einmal mit Funktionen aus W, um eine
Randbedingung zu integrieren.
Lemma 4.14. Es sei εr ∈ W1,∞(ΩR0 ). Die Teilräume Yα und Y⊥α von ˜︁Yα sind abge-
schlossen und der Raum ˜︁Yα lässt sich zerlegen in ˜︁Yα = Yα ⊕Y⊥α .
Beweis: (i) Die Argumentation für die Abgeschlossenheit von Y⊥α verläuft
analog zu Lemma 4.13, nur, dass sich die ˜︁Xα-Norm einer Funktion ∇v ∈ Y⊥α
auf
||∇v||2˜︁Xα = ||∇v||2L2(ΩR0 ) + ||∇Tv||2TH1/2(ΓR0 )
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reduziert und die Cauchy-Folge im Teilraum {u ∈ W : ∇Tu ∈ TH 1/ 2a (GR0 )}
konvergiert.
(ii) Wir denieren den Operator P ∈ L(˜︁Ya,W ′) als P: u ↦→ b(#r )(u,∇·) und
zeigen Ya = N (P). Sei alsou eine Funktion aus N (P), für die div (#ru) = 0 gilt
und u3 ∈ H 1/ 2(GR0 ) wohldeniert ist. Wenn wir nun ein y ∈ C¥0 (R3) wählen,
das nicht auf dem Rand verschwindet, dann erhalten wir nach der Anwendung
des Satzes von Gauß die Identität
0 = b(#r )(u,∇y ) =
∫︂
GR0
k2u3 y − (Na − Ta)uT · ∇Ty dS.
Wegen der beliebigen Wahl von y ∈ C¥0 (R3), ist u ein Element aus Ya.
(iii) Zerlegung von ˜︁Ya: Wir wählen ˜︁u ∈ ˜︁Ya, dann ist die rechte Seite G :=
k2˜︁u3 + div T [(Na − Ta)˜︁uT] ∈ H−1/ 2a (GR0 ), denn für alle f ∈ H 1/ 2a (GR0 ) gilt die
Abschätzung⃓⃓⃓⃓∫︂
GR0
(Na − Ta) (˜︁uTw) · ∇T f dS⃓⃓⃓⃓
≤ C
å
j∈Z 2
(︁
1+ |j|2)︁−1/ 2 ⃓⃓(aj · ˜︁uT) |aj |2 f + (k2− |aj |2)(aj · ˜︁uT) f ⃓⃓
≤ C|| div T ˜︁uT||H−3/2a (GR0 )||f ||H1/2a (GR0 ) ≤ C||˜︁uT||TH−1/2a (GR0 )||f ||H1/2a (GR0 ).
Nach Lemma 4.12 existiert also die eindeutige Lösung w ∈ W zu dem variatio-
nellen Problem
b(#r )(∇w,∇v) = b(#r )(˜︁u,∇v) für alle v ∈ W.
Aus der Annahme #r ∈ W1,¥ (WR) und der Abschätzung (4.12) folgt die
Inklusion ˜︁Ya ⊆ ˜︁H1a(WR0 )3. Somit ist die rechte Seite G aus H 1/ 2a (GR0 ) und aus
Lemma 4.12 folgern wir w ∈ H2a(WR0 ). Insbesondere gilt u := ˜︁u−∇w ∈ Ya,
denn uT ∈ TH 1/ 2a (GR0 ) und für alle v ∈ W ist die Gleichung
0 = b(#r )(u,∇v) =
∫︂
WR0
k2#ru · ∇v dx−
∫︂
GR0
(Na − Ta) (uT) · ∇Tv dS
erfüllt.
(iv) Eindeutigkeit der Zerlegung folgt aus Lemma 4.12, wenn wir für u =
∇w ∈ Ya ∩Y⊥a die rechte SeiteG = k2u3+ div T(Na− Ta)(uT) = 0 wählen.
Nachdem wir die Zerlegung festgelegt haben, können wir jede Funktion
aus ˜︁Xa durch die Summe von drei eindeutig denierten Funktionen aus
Ya, Y⊥a bzw. ˜︁Y⊥a darstellen. Wir verwenden die Zerlegung des Raumes, um
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ein reduziertes variationelles Problem auf dem Teilraum Ya zu erhalten. Sei
hierzu E = uE +∇wE +∇ ˜︁wE ∈ ˜︁Xa die Lösung zu dem variationellen Problem
und v = uv + ∇wv + ∇ ˜︁wv ∈ ˜︁Xa mit uE, uv ∈ Ya, ∇wE,∇wv ∈ Y⊥a und
∇ ˜︁wE,∇ ˜︁wv ∈ ˜︁Y⊥a . Wegen der Zerlegung und nach den Lemmata 4.11 und 4.12
sind wE ∈ W und ˜︁wE ∈ W0 die eindeutigen Lösungen zu
b(#r )(∇wE,∇wv) =
∫︂
WR0
fa · ∇wv dx, b(#r )(∇ ˜︁wE,∇ ˜︁wv) = ∫︂
WR0
fa · ∇ ˜︁wv dx
für alle wv ∈ W und ˜︁wv ∈ W0. Dementsprechend reduziert sich das Problem
auf:
Suche ein uE ∈ Ya, sodass für die rechte Seite
ga(uv) :=
∫︂
WR0
fa · uv dx− aa(∇wE, uv)− aa(∇ ˜︁wE, uv)
=
∫︂
WR0
(︁
fa + k2#r∇(wE + ˜︁wE))︁ · uv dx
−
∫︂
GR0
(Na − Ta) (∇TwE) · uv dS
die Gleichung
aa(uE, uv) = ga(uv) für alle u v ∈ Ya erfüllt ist . (4.13)
4.3.3. Eindeutige Lösung des quasiperiodischen Teilproblems
Nun betrachten wir das quasiperiodische variationelle Problem. Wir zeigen
die eindeutige Existenz der Lösungen, die wir später für die Konstruktion der
gesamten Lösung verwenden werden. Deniere hierzu für ein festes a ∈ I \ A
und für ein genügend großes r > 0 die Sesquilinearform ara für alle ua und va
aus Ya durch
ara(ua, va) :=
∫︂
WR0
m−1r (∇× ua) · (∇× va) + r ua · va dx
+
∫︂
GR0
Na(ua,T) · va,T − Ta(ua,T) · va,T dS
+C(k2, a)
å
j∈Z 2
(1+ |aj |2)−1/ 2 \(ua,T)j · \(va,T)j
mit der Konstanten
C(k2, a) := k
2
2p supj∈Z 2
(1+ |aj |2)1/ 2
|k2− |aj |2|1/ 2 .
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Mit anderen Worten können wir die Sesquilinearform aa in
aa(ua, va) = a
r
a(ua, va)−
∫︂
GR0
(r + k2#r) ua · va dx
−C(k2, a)
å
j∈Z 2
(1+ |aj |2)−1/ 2 \(ua,T)j · \(va,T)j
zerteilen. Wegen der Regularitätsannahme ua,T ∈ TH 1/ 2a (GR0 ) für den Raum Ya
ist der letzte Term eine kompakte Störung. Damit haben wir die Sesquilinear-
form aa in einen koerziven Operator und eine kompakte Störung aufgeteilt,
was wir nun zeigen werden.
Satz 4.15
Für #r ∈ W1,¥ (WR0 ) und ein hinreichend großesr > 0 ist die Sesquilinearform
ara koerziv auf Ya.
Beweis:Für die Randbedingung gilt
1
2p åj∈Z 2, |aj |>k
− (︁|aj |2− k2)︁−1/ 2 ⃓⃓⃓aj · ˆ︃(uT)j ⃓⃓⃓2 + (︁|aj |2− k2)︁1/ 2 ⃓⃓⃓ ˆ︃(uT)j ⃓⃓⃓2
≥ 12p åj∈Z 2, |aj |>k
(︁|aj |2− k2)︁−1/ 2 (︁−|aj |2 + |aj |2− k2)︁ ⃓⃓⃓ ˆ︃(uT)j ⃓⃓⃓2
=
−k2
2p åj∈Z 2, |aj |>k
⃓⃓⃓ ˆ︃(uT)j ⃓⃓⃓2(︁|aj |2− k2)︁1/ 2
und infolgedessen
Re
∫︂
GR0
[Na − Ta] (ua,T) · ua,T dS≥ −C(k2, a) ||ua,T||2H−1/2a (GR0 )3.
Wir haben #r ∈ W1,¥ (WR0 ) vorausgesetzt, sodass aus der Abschätzung (4.12)
die Ungleichung || div ua||2L2(WR0 ) −C2||ua||
2
L2(WR0 )3
≤ 0 folgt. Somit erhalten wir
für den Term im Volumen die Abschätzung
Re
∫︂
WR0
m−1r (∇× ua) · (∇× ua) + r ua · ua dx
≥ ||mr ||−1L¥ (WR0 )||∇ × ua||
2
L2(WR0 )3
+ r ||ua||2L2(WR0 )3
≥ C1||∇ × ua||2L2(WR0 )3 +C1|| div ua||
2
L2(WR0 )
+ (r −C1C2)||ua||2L2(WR0 )3.
Eine analoge Rechnung wie im Beweis von Satz 4.1 ergibt für v ∈ ˜︁H1a(WR0 )3:
∫︂
WR0
|∇ × v|2 + | div v|2 dx =
3
å
j=1
∫︂
WR0
|∇vj |2 + 2 Re
∫︂
GR0
(div T vT) v3 dS,
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woraus für den Volumenterm insgesamt
Re
∫︂
WR0
m−1r (∇× ua) · (∇× ua) + r ua · ua dx
≥ C1 ||ua||2H1(WR0 )3 + (r −C2C1) ||ua||
2
L2(WR0 )3
+ 2C1 Re
∫︂
GR0
(div T ua,T)ua,3 dS
folgt. Aus der Randbedingung an den Raum Ya rechnen wir nach, dass
k2\(ua,3)j = −(div T (Na − Ta) (ua,T))
⋀︁
j
= iaj ·
⎛⎝ −iaj√︂
k2− |aj |2
(︂
aj · \(ua,T)j
)︂
− i
√︂
k2− |aj |2 \(ua,T)j
⎞⎠
=
1√︂
k2− |aj |2
(︂
|aj |2
(︂
aj · \(ua,T)j
)︂
+
(︁
k2− |aj |2
)︁ (︂
aj · \(ua,T)j
)︂)︂
= k2
−iaj · \(ua,T)j
−i
√︂
k2− |aj |2
gilt. Dementsprechend ist der Randterm nicht negativ, denn
2C1 Re
∫︂
GR0
(div T ua,T) ua,3 dS= 2C1
å
j∈Z 2, |aj |>k
1√︂
|aj |2− k2
⃓⃓⃓
aj · \(ua,T)j
⃓⃓⃓2 ≥ 0.
Insgesamt erhalten wir für die Sesquilinearform ara die Abschätzung
Re ara(ua, ua) ≥ C ||ua||2H1(WR0 )3 +C(r ) ||ua||
2
L2(WR0 )3
≥ c ||ua||2˜︁Xa,
sodass die Sesquilinearform koerziv auf Ya ist.
Um die Fredholm-Alternative zu nutzen, müssen wir noch die Eindeutigkeit
zeigen.
Lemma 4.16. Falls die Annahme 2 erfüllt ist, dann gibt es für alle a ∈ I \ A eine
eindeutige Lösung ua ∈ Ya zu der Gleichung
aa(ua, va) = ga(va) für alle v a ∈ Ya.
Beweis:Nach dem letzten Satz 4.15 und aufgrund der kompakten Einbettung
von ˜︁H1a(WR0 ) in L2(WR0 ) nach [McL00, Theorem 3.27] können wir den Differen-
tialoperator in einen koerziven Teil und eine kompakte Störung aufteilen. Aus
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dem Satz von Lax-Milgram A.4 folgern wir, dass die Fredholm-Alternative A.3
angewandt werden kann, wenn wir die Eindeutigkeit zeigen. Dies können wir
analog zu Lemma 4.10 zeigen, denn es gilt
0 =
∫︂
ΩR0
(︂
Im µ−1r
)︂
|∇ × uα|2 − k2(Im εr) |uα|2 dx
+ Im
∫︂
ΓR0
(Nα − Tα) (uα,T) · uα,T dS
≤
∫︂
ΩR0
−k2(Im εr) |uα|2 dx ≤ 0,
woraus uα = 0 auf {Im εr > 0} folgt. Die Eindeutigkeit erhalten wir anschlie-
ßend aus der eindeutigen Fortsetzbarkeit nach Proposition 4.9.
4.3.4. Konstruktion der Lösung
Damit haben wir bewiesen, dass es punktweise eine eindeutige Lösung in˜︁Xα gibt. In diesem Abschnitt wollen wir das Hauptresultat der Existenz der
eindeutigen Lösung für den ungestörten Fall beweisen.
Satz 4.17
Die Existenz von eindeutigen Lösungen uα in ˜︁Xα für alle α ∈ I \ A für das α-
quasiperiodische Problem (4.9) impliziert die Existenz einer eindeutigen Lösung˜︁u(α, ·) := uα aus L2w(I; ˜︁Xα) des Problems in der Integralform (4.8). Für die
Lösung ˜︁u ∈ L2w(I; ˜︁Xα) gilt zudem die Abschätzung
||˜︁u||L2w(I;˜︁Xα) ≤ c || ˜︁f ||L2(I×ΩR0 ). (4.14)
Für den Beweis zeigen wir, dass der Lösungsoperator, der bisher nur auf I \ A
definiert, sich stetig auf den Abschluss I fortsetzen lässt und infolgedessen
gleichmäßig beschränkt ist. Die gleichmäßige Beschränktheit erlaubt uns dann
die Abschätzung (4.14) zumindest in der L2-Norm über I zu zeigen, womit
bewiesen wäre, dass die zusammengesetzte Funktion ˜︁u in L2(I; ˜︁Xα) liegt.
Anschließend muss noch gezeigt werden, dass ˜︁u auch in dem gewichteten
Raum L2w(I; ˜︁Xα) liegt und die Abschätzung (4.14) entsprechend gilt. Zunächst
halten wir fest, dass die Sesquilinearform aα stetig außerhalb der Singularitäten
ist, was analog zu Lemma 3.9 gezeigt werden kann.
Lemma 4.18. Es sei die Annahme 2 erfüllt. Dann ist der Lösungsoperator zu der
Sesquilinearform aα stetig auf I \ A.
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Wir betrachten nun die Konvergenz des Lösungsoperators La, wenn a → ˆ︁a ∈ A
läuft. Wir wählen also erst einmal ein festes ˆ︁a ∈ A und betrachten die Menge
Jˆ︁a := {︁j ∈ Z 2 : |ˆ︁a+ j| = k}︁ (4.15)
mit endlicher Kardinalität. Wir zerlegen den Randoperator Na in zwei Teile,
indem wir die Singularitäten auslagern. Dafür denieren wir für a ∈ I \ A
und für ua ∈ ˜︁Xa und x ∈ GR0
Na(ua,T)(x) =
⎡⎣ 1
2p åj∈Z 2\Jˆ︁a
−iaj√︂
k2− |aj |2
(︂
aj · \(ua,T)j
)︂
e−iaj ·x
⎤⎦
+
⎡⎣ 1
2p åj∈Jˆ︁a
−iaj√︂
k2− |aj |2
(︂
aj · \(ua,T)j
)︂
e−iaj ·x
⎤⎦
=: ˜︁Na(ua,T)(x) + ˆ︁Na(ua,T)(x),
wobei ˜︁Na(uT,a) für alle a aus einer Umgebung U(ˆ︁a) ∩ I von ˆ︁a wohldeniert
ist. Durch
laj : Ha(curl; WR0 )→ C, ua ↦→ (a+ j) · \(ua,T)j ,
wird ein lineares und stetiges Funktional deniert und wir können ˆ︁Na(ua,T)
umschreiben als∫︂
GR0
ˆ︁Na(ua,T) va,T dS= 12p åj∈Jˆ︁a
−i√︂
k2− |aj |2
laj (ua) laj (va).
Wir formulieren eine Sesquilinearform sa, die nur die Terme von aa ohne die
Singularitäten beinhaltet und die für ua, va ∈ ˜︁Xa durch
sa(ua, va) :=
∫︂
WR0
m−1r (∇× ua) · (∇× va)− k2#rua · va dx
+
∫︂
GR0
˜︁Na(ua,T) · va,T − Ta(ua,T) · va,T dS
deniert ist, sodass das Problem (4.9) geschrieben werden kann als
aa(ua, va) = sa(ua, va)− 12p åj∈Jˆ︁a
i√︂
k2− |aj |2
laj (ua) laj (va) = fa(va).
Durch den Satz von Riesz lässt sich die Gleichung in eine Operatorgleichung
der Form
Saua − 12p åj∈Jˆ︁a
i√︂
k2− |aj |2
(ua, zaj ) zaj = ya (4.16)
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mit sa(ua, va) = (Saua, va)H(curl;WR0 ), laj (va) = (va, zaj )H(curl;WR0 ) und der rech-
ten Seite fa(va) = (ya, va)H(curl;WR0 ) für alle va ∈ Ha(curl; WR0 ) umformulieren.
Lemma 4.19. Unter der Annahme 2 ist der Operator Sa stetig invertierbar und die
Abbildung a ↦→ S−1a ist gleichmäßig stetig in einer Umgebung umˆ︁a.
Beweis:Die stetige Invertierbarkeit des Operators Sa lässt sich analog zu dem
quasiperiodischen Problem aus Abschnitt 4.3.2 zeigen und die gleichmäßige
Stetigkeit kann analog zu Lemma 3.9 gezeigt werden.
Um die Notation im Folgenden zu vereinfachen, sollen die |Jˆ︁a| Elemente
{zaj}j∈Jˆ︁a als {zm}m=1,...,|Jˆ︁a| umnummeriert werden und die dazugehörigen aj
als am bezeichnet werden. Wir denieren den Operator Z∗a : ˜︁Xa → C|Jˆ︁a| und
dessen adjungierten Operator Za : C|Jˆ︁a| → ˜︁Xa durch
Z∗a : v ↦→ {(v, zm)em}m=1,...,|Jˆ︁a| und Za : x ↦→
|Jˆ︁a|
å
m=1
(x, em) zm.
Da jedes zm, m = 1, . . . , |Jˆ︁a|, für ein anderes j ∈ Jˆ︁a steht, ist die Menge
{zm}m=1,...,|Jˆ︁a| linear unabhängig, woraus insbesondere N (Za) = R(Z∗a)⊥ =
{0} folgt. Wir denieren weiterhin die Diagonalmatrix
Da : C|Jˆ︁a| → C|Jˆ︁a|, em ↦→ −i2p
1√︁
k2− |am|2 em für alle m = 1, . . . ,|Jˆ︁a|,
dann lässt sich die Operator-Gleichung (4.16) schreiben als
(Sa + ZaDaZ∗a) ua = ya.
Lemma 4.20. Unter der Annahme 2 ist der Operator Z∗aS−1a Za : C|Jˆ︁a| → C|Jˆ︁a| stetig
invertierbar in einer Umgebung umˆ︁a.
Beweis:Wegen den Voraussetzungen an die Parameter#r und mr ist Sa stetig
invertierbar. Da wir auf dem endlichdimensionalen Raum C|Jˆ︁a| sind, folgt die
Invertierbarkeit aus der Injektivität.
Angenommen der Operator ist nicht injektiv, dann wählen wir ein v aus dem
Kern N (Z∗aS−1a Za) \ {0}. Da der Kern von Za trivial ist, gilt w := S−1a Zav ̸= 0.
Andererseits erfüllt w die Gleichung
0 =
(︂
Z∗aS−1a Zav, v
)︂
C|Jˆ︁a| =
(︂
S−1a Zav, Zav
)︂
C|Jˆ︁a| = (w, Saw)C|Jˆ︁a|
= (Saw, w)C|Jˆ︁a| = sa(w, w)
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und analog zu dem Beweis der Lemma 4.16 können wir zeigen, dass w =
0 gelten muss. Dadurch entsteht ein Widerspruch und der Operator muss
bijektiv sein.
Satz 4.21
Es sei die Annahme 2 erfüllt. Dann ist in einer Umgebung U(ˆ︁α) ⊆ I \ A um ˆ︁α
die Gleichung
(Sα + ZαDαZ∗α) uα = yα (4.17)
eindeutig lösbar und der Lösungsoperator lässt sich in dieser Umgebung schrei-
ben als
S−1α − S−1α Zα
(︂
D−1α + Z∗αS−1α Zα
)︂−1
Z∗αS−1α . (4.18)
Beweis: Die Invertierbarkeit von (4.17) haben wir in Lemma 4.16 bewiesen. Für
ein α ∈ I \ A, das genügend nah an ˆ︁α ist, ist die invertierbare Matrix D−1α nah
genug an der Nullmatrix, sodass aus Lemma 4.20 und der Neumannschen
Reihe A.1 die Invertierbarkeit von D−1α + Z∗αS−1α Zα folgt. Demnach werden alle
Bedingungen der Sherman-Morrison-Woodbury-Formel aus Satz 2.17 erfüllt
und wir können die Inverse von Sα + ZαDαZ∗α wie in (4.18) darstellen.
Nun können wir den Satz 4.17 beweisen.
Beweis von Satz 4.17: Für jede Wellenzahl k > 0 verlaufen die Singularitäten
aus A auf endlich vielen Teilstücken eines Kreises durch I . Somit gibt es
für alle ˆ︁α ∈ A eine Folge von {αj}∞j=1 ⊆ I \ A, die gegen ˆ︁α konvergiert. Es
sei U(ˆ︁α) eine kleine Umgebung um ˆ︁α. Die Operatoren S−1α , Zα, D−1α und Z∗α
sind stetig (fortsetzbar) auf U(ˆ︁α). Nach der Neumannschen Reihe A.1 ist
dementsprechend auch (D−1α + Z∗αS−1α Z)−1 stetig auf U(ˆ︁α). Die Darstellung
der Sesquilinearform aα aus (4.18) konvergiert für α→ ˆ︁α gegen
S−1α − S−1α Zα
(︂
D−1α + Z∗αS−1α Zα
)︂−1
Z∗αS−1α → S−1ˆ︁α − S−1ˆ︁α Zˆ︁α
(︂
Z∗ˆ︁αS−1ˆ︁α Zˆ︁α
)︂−1
Z∗ˆ︁αS−1ˆ︁α
bzgl. der Operatornorm auf L( ˜︁Xα), denn nach Lemma 4.20 ist der Grenzwert
wohldefiniert.
Damit ist die Abbildung α ↦→ Lα, wobei Lα der Lösungsoperator des qua-
siperiodischen Problems (4.9) ist, stetig fortsetzbar und infolgedessen sogar
gleichmäßig stetig auf I . Daraus folgt, dass es eine von α unabhängige Konstan-
te C > 0 gibt, sodass supα∈I ||Lα|| < C gilt. Deshalb ist die zusammengesetzte
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Funktion ˜︁u(a, ·) := ua ein Element aus L2(I ; ˜︁Xa) und löst das Problem (4.8).
Zu zeigen bleibt, dass ˜︁u ∈ L2w (I ; ˜︁Xa) ist und die Abschätzung (4.14) gilt.
Da für a ∈ I \ A die Summe ⟨ ˆ︁Na(ua,T), ua,T⟩ nur aus Summanden mit negati-
vem Realteil und verschwindendem Imaginärteil oder negativem Imaginärteil
und verschwindendem Realteil besteht, können wir diese abschätzen durch
1
2 åj∈Jˆ︁a
⃓⃓
k2− |aj |2
⃓⃓−1/ 2 |laj (ua)|2 ≤
⃓⃓⃓⃓
⃓⃓ å
j∈Jˆ︁a
i√︂
k2− |aj |2
laj (ua) laj (ua)
⃓⃓⃓⃓
⃓⃓
≤ 2p |aa(ua, ua)|+
⃓⃓⃓⃓
⃓⃓2p aa(ua, ua) + å
j∈Jˆ︁a
i√︂
k2− |aj |2
laj (ua) laj (ua)
⃓⃓⃓⃓
⃓⃓
≤ 2p || fa||L2(WR0 )||ua||L2(WR0 ) + 2p |sa(ua, ua)|
≤ C
(︂
|| fa||2L2(WR0 ) + |sa(ua, ua)|
)︂
.
Aus der Stetigkeit der Sesquilinearform sa können wir den restlichen Teil
weiter abschätzen durch
|sa(ua, ua)| ≤ C
(︂
CRand + k2||#r ||L¥ (WR0 ) + ||m||
−1
L¥ (WR0 )
)︂
||ua||2˜︁Xa ≤ C || fa||2L2(WR0 ).
Somit erhalten wir die gewünschte Abschätzung∫︂
I
å
j∈Jˆ︁a
⃓⃓
k2− |aj |2
⃓⃓−1/ 2 |laj (ua)|2 da < ¥ ,
sodass ˜︁u ∈ L2w (I ; ˜︁Xa) gilt und die Lösung die Stetigkeitsabschätzung (4.14)
erfüllt.
4.4. Existenztheorie für eine lokal gestörte
Permittivität
In diesem Abschnitt betrachten wir das Streuproblem mit einem lokal gestörten
Parameter #r . Wir bezeichnen mit #sr die gestörte Permittivität und nehmen
ohne Einschränkungen an, dass der Träger supp(q) der Störung q := #sr − #r
in WR0 enthalten ist. Zudem soll der Imaginärteil des gestörten Parameters
nicht kleiner sein als Null, also Im #sr ≥ 0 gelten, wie unter der Annahme 2
vorausgesetzt.
Deniere die zwei Räume Y und Y⊥ durch
Y := {u ∈ X : div (#ru) = 0} = J −1R2
(︂
L2w (I ; ˜︁Ya))︂
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und
Y⊥ := {u ∈ X : u = ∇w, w ∈ W0} = J −1R2
(︂
L2w (I ; ˜︁Y⊥a ))︂ .
Da die Bloch-Floquet-Transformation und partielle Differenzierbarkeit ver-
tauschbar ist, gilt dementsprechend die Zerlegung X = Y⊕Y⊥.
Lemma 4.22. Die Teilräume Y und Y⊥ von X sind abgeschlossen und der Raum X
lässt sich zerlegen in X= Y⊕Y⊥.
Somit können wir jede Funktion aus X durch die Summe zweier eindeutig
denierter Funktionen aus Y und aus Y⊥ darstellen. Es seiw ∈ H10(WR) die
eindeutige Lösung zu∫︂
WR
k2#r∇w · ∇f dx =
∫︂
WR
f · ∇f dx für alle f ∈ H10(WR),
die nach der PoincarØ-Ungleichung und nach dem Lemma von Lax-Milgram
existiert. Dann lässt sich das Problem reduzieren auf:
Suche ein u∈ Y, sodass
aq(u, v) =
∫︂
WR
f · v dx− aq(∇w, v) =: g(v) für alle v ∈ Y erfüllt ist . (4.19)
Satz 4.23
Falls Annahme 2 erfüllt ist, dann existiert eine eindeutige Lösung E∈ X für
das variationelle Problem 2.
Beweis: Wie wir gerade gesehen haben, müssen wir nur noch zeigen, dass
das Problem (4.19)durch eine eindeutige Funktion u ∈ Y gelöst wird. Wegen
der Regularitätsvoraussetzung an #r gilt nach dem Satz 4.1 die Einbettung
Y ⊆ H1(WR)3. Damit ist nach [McL00, Theorem 3.27] die Sesquilinearform
l : X × X → C,
l(u, v) :=
∫︂
WR
−k2qu · v dx,
eine kompakte Störung des Differentialoperators, denn u ∈ H1(WR)3 und q
besitzt den Träger in WR0 . Wir müssen noch die Eindeutigkeit zeigen, um die
Fredholm-Alternative nutzen zu können. Es sei dazu u eine Lösung für die
rechte Seite f = 0. Wegen der Bedingung Im #sr ≥ 0 und dem Lemma 4.2
können wir die Sesquilinearform durch 0≤ ∫︁WR −(Im #sr)|u|2 dx ≤ 0 abschät-
zen. Aufgrund der Annahme, dass Im #r > 0 auf einer offenen Teilmenge von
WR \WR0 gilt, verschwindet u auf dieser Teilmenge. Die Eindeutigkeit folgt
nun aus der eindeutigen Fortsetzbarkeit nach Proposition 4.9.
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4.5. Regularität der Lösungen bzgl. der
Quasiperiodizität
In diesem Abschnitt betrachten wir die Regularität der Lösungen des Prob-
lems 2 bzgl. der künstlichem Variablen a der Bloch-Floquet-transformierten Lö-
sung. Dies können wir z. B., analog zu dem skalaren Problem in Abschnitt 3.6,
für eine bessere Approximation der diskreten inversen Bloch-Floquet-Transfor-
mation verwenden. Zunächst betrachten wir die Regularität für das ungestörte
Problem und folgern daraus die Regularität im gestörten Fall. Wir bezeichnen
weiterhin A als die Menge aller a ∈ I , für die es ein j ∈ Z 2 mit |a+ j| = k gibt,
und denieren Jˆ︁a für ein ˆ︁a ∈ A wie in (4.15).
Satz 4.24
Es sei die rechte Seite fa ∈ L2(WR0 ) analytisch ina ∈ I. Dann ist die Lösung
Ea ∈ ˜︁Xa zu dem (ungestörten) quasiperiodischen variationellen Problem(4.9)
stetig in a ∈ R2 und analytisch ina ∈ I \ A. Für ein a ∈ I \ A, dass nah an
einemˆ︁a ∈ A liegt, gibt es Funktionen E1a und E2aj ∈ ˜︁Xa, j ∈ Jˆ︁a, die analytisch
von a abhängen, sodass Ea dargestellt werden kann als
Ea = E1a + å
j∈Jˆ︁a
√︂
k2− |aj |2 E2aj . (4.20)
Beweis: Für a ∈ I \ A ist der Differentialoperator analytisch bzgl. a, sodass
auch die Lösung analytisch ist. Wir müssen also nur zeigen, wie sich die
Lösung in der Nähe einer Singularität verhält. Wenn a nah genug an ˆ︁a liegt,
dann lässt sich nach dem Satz 4.21 die Inverse des transformierten Differen-
tialoperators darstellen als
S−1a − S−1a Za
(︂
D−1a + Z∗aS−1a Za
)︂−1
Z∗aS−1a .
Die Operatoren Za und Z∗a sind analytisch in a ∈ I und analog zum Lemma 3.9
können wir die Analytizität von S−1a zeigen. Damit ist ebenso der lineare Ope-
rator Ga := (Z∗aS−1a Za)−1 nach Lemma 4.20 wohldeniert und nach dem Satz
über die Neumannsche Reihe A.1 analytisch. Wenn die Norm der Matrix D−1a
klein ist, die mit halber Ordnung gegen Null läuft für a → ˆ︁a, dann lässt sich
der Satz über die Neumannsche Reihe A.1 auf (D−1a + Z∗aS−1a Za)−1 anwenden,
sodass sich der Operator für analytisch von a abhängigen Operatoren Uma ,
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m = 0, . . . ,|Jˆ︁a|, und für ein Vektor v ∈ C|Jˆ︁a| darstellen lässt als(︂
D−1a + Z∗aS−1a Za
)︂−1
v =
(︂
GaD−1a + I|Jˆ︁a|
)︂−1
Gav = −
¥
å
l=0
(︂
GaD−1a
)︂l
Gav
=: U0av+
|Jˆ︁a|
å
m=1
√︂
k2− |am|2 Uma v.
Demnach lässt sich auch Ea = S−1a fa − S−1a Za
(︁
D−1a + Z∗aS−1a Za
)︁−1 Z∗aS−1a fa in
die behauptete Form zerlegen.
Nun betrachten wir das Streuproblem für eine Störung q ∈ W1,¥ (WR0 ), die
nicht verschwindet. In diesem Fall lässt sich weiterhin ein analoges Resultat
zeigen.
Satz 4.25
Es seiJR2E ∈ L2w (I ; ˜︁Xa) die Bloch-Floquet-Transformierte der Lösung E∈ X
zu dem lokal gestörten variationellen Problem 2 mit einer rechten Seite f aus
L2(WR), für die JR2 f analytisch ina ∈ I ist. Dann ist JR2E stetig ina ∈ R2
und analytisch ina ∈ I \ A. Für ein a ∈ I \ A, dass nah an einemˆ︁a ∈ A liegt,
gibt es Funktionen E1a und E2aj ∈ ˜︁Xa, j ∈ Jˆ︁a, die analytisch vona abhängen,
sodassJR2E dargestellt werden kann als
JR2E = E1a + å
j∈Jˆ︁a
√︂
k2− |aj |2 E2aj . (4.21)
Beweis: Der Operator Kq : ˜︁X = JR2X → L2(I × WR0 ), ˜︁u ↦→ qJ −1R2 ˜︁u, bildet
Funktionen aus ˜︁X auf Funktionen ab, die konstant in a und somit insbesondere
analytisch bzgl. a sind. Es sei A der Riesz-Operator des Bloch-Floquet-Trans-
formierten invertierbaren Differentialoperators, ˜︁Kq ∈ L( ˜︁X) der Riesz-Operator
zu Kq und ˜︁f die Riesz-Darstellung von JR2 f . Dann erfüllt die Lösung JR2E
zu dem lokal gestörten Problem aus ˜︁X = L2w (I ; Ha(curl; WR0 )) die Gleichung
JR2E = A−1˜︁f − A−1˜︁KqE in ˜︁X .
Nach Satz 4.24 bildet A−1 analytische Funktionen bzgl. a auf Funktionen
der gewünschten Form (4.21)ab. Da sowohl ˜︁f als auch ˜︁Kqw für alle w ∈ ˜︁X
analytisch bzgl. a sind, muss dementsprechend auch JR2E die gewünschte
Form annehmen.
Bemerkung 4.26. Es genügt eine rechte Seite, die sich analog zu (4.20)zerlegen
lässt, um die Zerlegung für das gestreute Feld zu erhalten.
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4.6. Bloch-Floquet-Transformation-basierte
numerische Methode
Als Nächstes wollen wir die numerische Methode aus Abschnitt 3.5 auf das
vektorwertige Problem erweitern, deren Lösungen die Maxwell-Gleichungen
erfüllen. Auch in diesem Fall wenden wir die Bloch-Floquet-Transformation
an und stellen die quasiperiodischen Funktionen durch periodische dar. Damit
erhalten wir die alternative Formulierung:
Suche ein w∈ L2w (I ; ˜︁X0), sodass∫︂
I
∫︂
WR0
m−1r [(∇− ia)× wa] · [(∇− ia)× va]− k2#rwa · va dx da
+
∫︂
I
∫︂
GR0
Na(wa,T) · va,T − Ta(wa,T) · va,T dS da
+
∫︂
I
∫︂
WR0
−k2eia·xq(J −1R2 w) · va dx da
=:
∫︂
I
˜︁aa(wa, va) da+ ˜︁b(w, v)
=
∫︂
I
fa(va) da
für alle v ∈ L2w (I ; ˜︁X0) erfüllt ist.
Das Intervall I diskretisieren wir, analog zu dem skalaren Problem, durch
äquidistante Punkte anN , n = 1, 2, . . . ,N2, N ∈ N , die durch
anN :=
(︃
−12 +
1
2N +
⌊(n−1)/ N⌋
N ,−
1
2 +
1
2N +
(n− 1) mod N
N
)︃
deniert sind. Für jeden Diskretisierungspunkt bezeichnen wir mit y nN ein
Element aus der Knotenbasis {y nN}N
2
n=1 der lokal konstanten Funktionen, wo-
bei jede die Bedingung y nN (ImN ) = dm(n) für InN := anN + [−1/ 2N, 1/ 2N]2 erfüllt.
Der Lösungsraum der quasiperiodischen Probleme ˜︁X0 ist nun ein Teilraum
von H(curl ; WR0 ), der durch die NØdØlec-Elemente statt der Lagrange-Ele-
mente konform approximiert wird. Für die Numerik werden wir den Finite-
Elemente-Raum aus den NØdØlec-Elementen erster Ordnung aufspannen, die
nur aus Kantenelementen bestehen, da wir die diskrete inverse Bloch-Floquet-
Transformation nur für Kantenelemente mit ausreichender Konvergenzrate
implementiert haben. Für die anderen Elemente, genauer die Flächen- und
Volumenelemente, müssten wir die Anzahl der Verfeinerungen erhöhen. Dies
geht jedoch schnell über die Ressourcengrenzen der zur Verfügung stehenden
Rechner hinaus.
Wir beschreiben in Kürze, wie die Kantenelemente auf dem Referenzquader
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ˆ︁C = [0, 1]3 deniert sind. Es sei Qa,b,c der Raum der Polynome auf ˆ︁C mit der
maximalen Ordnung a in ˆ︁x1, b in ˆ︁x2 und c in ˆ︁x3 für ˆ︁x ∈ ˆ︁C. Wir denieren den
Raum
P := {p = (p1, p2, p3) : p1 ∈ Q0,1,1, p2 ∈ Q1,0,1, p3 ∈ Q1,1,0} ,
der die Dimension dim P = 12 hat.
Denition 4.27. Es sei ˆ︁C der Referenzquader und ˆ︁t der Tangentialvektor einer
Kante von ˆ︁C. Dann besteht die Menge der Freiheitsgrade (erster Ordnung) auf
P aus den linearen Funktionalen ˆ︁f , die für eine Kante ˆ︁edurch
ˆ︁f (ˆ︁u) := ∫︂ˆ︁e(ˆ︁t · ˆ︁u) dS
beschrieben sind.
Damit können wir, nach der Festlegung der Orientierung unserer Tangential-
vektoren, die 12 Elemente { ˆ︁y n}12n=1 ⊆ P für ˆ︁C angeben durch
ˆ︁y 1 := (1− ˆ︁x2)(1− ˆ︁x3) e1, ˆ︁y 2 := ˆ︁x1 (1− ˆ︁x3) e2,ˆ︁y 3 := −ˆ︁x2 (1− ˆ︁x3) e1, ˆ︁y 4 := −(1− ˆ︁x1)(1− ˆ︁x3) e2,ˆ︁y 5 := ˆ︁x1 (1− ˆ︁x2) e3, ˆ︁y 6 := ˆ︁x1 ˆ︁x3 e2,ˆ︁y 7 := −ˆ︁x1 ˆ︁x3 e3, ˆ︁y 8 := (1− ˆ︁x2) ˆ︁x3 e1,ˆ︁y 9 := (1− ˆ︁x1) ˆ︁x3 e2, ˆ︁y 10 := −ˆ︁x2 ˆ︁x3 e1,ˆ︁y 11 := (1− ˆ︁x1)(1− ˆ︁x2) e3, ˆ︁y 12 := −(1− ˆ︁x1) ˆ︁x2 e3.
Jede diskrete Funktion wird als lineare Kombination dieser Kantenelemente
(für jeden Quader) approximiert. Wie wir sofort erkennen, nimmt ein Kanten-
element nur auf einer Kante den Wert 1 und den Wert 0 auf den restlichen
Kanten an. Es sei nunT eine Triangulierung von WR0 = [−p , p ]2× [0,R], die
aus 8M Quadern besteht, sodassWR0 =
⋃︁
T∈T T erfüllt ist und die natürliche
Zahl M ∈ N für die Anzahl der Verfeinerungen steht. Bezeichne mit ˜︁M die
Anzahl der Kantenelemente für T , ohne die Elemente, für die wir die ho-
mogene Dirichlet-Randbedingung stellen. Wir bezeichnen dann mit {f m˜︁M} ˜︁Mm=1
die Menge aller Kantenelemente. Die inverse Bloch-Floquet-Transformation
approximieren wir durch die Multiplikation des Faktors e−ianN ·xm, wobei xm der
Mittelpunkt der Kante ist, auf der das m-te Kantenelement der Einsfunktion
gleicht. Deniere dann den Finite-Elemente-Raum VMaxwellN , ˜︁M als
VMaxwellN , ˜︁M :=
{︄˜︁v(a, x) = N2
å
n=1
˜︁M
å
m=1
vn,m y nN (a) f m˜︁M (x), vn,m ∈ C
}︄
. (4.22)
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Wir setzen J v := eia·xJR2v für v ∈ L2(I ×WR0 ) und suchen dann die Finite-
Elemente-Funktion ˜︁w ∈ VMaxwellN , ˜︁M , die die Gleichung∫︂
I
˜︁aa ( ˜︁w(a, ·), ˜︁v(a, ·)) da+ ˜︁b( ˜︁w, ˜︁v) = ∫︂
I
∫︂
WR0
(J f ) · ˜︁v dx da
für alle ˜︁v ∈ VMaxwellN , ˜︁M erfüllt. Analog zum skalaren Problem approximieren
wir die Sesquilinearformen durch
∫︁
InN
˜︁aa(y nN f l˜︁M , y nN f m˜︁M ) da ≈ 1N2˜︁aanN (f l˜︁M , f m˜︁M )
sowie
˜︁b(︂ ˜︁w, y nN f m˜︁M)︂ ≈ bnN (︂ ˜︁w, y nN f m˜︁M)︂
:= −k2
∫︂
WR0
eia
n
N ·x q
(︂
J −1 ˜︁w)︂ · f m˜︁M dx
≈ 1N2
˜︁M
å
l=1
ul˜︁M bnN
(︂
f l˜︁M , f m˜︁M
)︂
und suchen für die diskreten rechten Seiten Fm,n, die für alle m = 1, . . . , ˜︁M
und alle n = 1, . . . ,N2 durch
Fm,n := N2
∫︂
InN
∫︂
WR0
J f (a, ·) · f m˜︁M dx da
deniert sind, die diskrete Lösung
W =
(︂
w1,1, . . .w1,
˜︁M
, w2,1, . . . ,wN
2
, ˜︁M
, u1˜︁M , . . . ,u ˜︁M˜︁M
)︂
∈ C(N2+1)× ˜︁M ,
die für m = 1, . . . , ˜︁M und n = 1, . . . ,N2 das lineare Gleichungssystem
˜︁M
å
l=1
˜︁wn,l ˜︁aanN (︂f l˜︁M , f m˜︁M)︂+ ˜︁Må
l=1
ul˜︁M bnN
(︂
f l˜︁M , f m˜︁M
)︂
= Fm,n,
um˜︁M − 1N2
N2
å
n=1
e−ia
n
N ·xm ˜︁wn,m = 0
löst.
Die Konvergenztheorie für die diskrete inverse Bloch-Floquet-Transformation
überträgt sich von dem skalaren Problem auf diese Problemstellung. Was
noch fehlt, ist die Konvergenztheorie für die Finite-Elemente-Methode der
quasiperiodischen Probleme mit den Maxwell-Gleichungen. Darauf gehen
wir an dieser Stelle jedoch nicht ein und verweisen auf die Artikel [Bao97]
und [Bao95], in denen die Konvergenz für die Maxwell-Gleichungen zweiter
Ordnung für das magnetische Feld und die Konvergenz der Methode für die
Helmholtz-Gleichung untersucht wird. Aus der Konvergenztheorie für andere
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Problemstellungen, lässt sich für reguläre Lösungen E(α, ·) aus H1(ΩR0 )3 mit
(∇× E)(α, ·) ∈ H1(ΩR0 )3 eine Konvergenzordnung von 1 in der L2(ΩR0 )-Norm
sowie in der H(curl;ΩR0 )-Norm erwarten (vgl. [Mon03, Theorem 6.6]). Wir
werden nur die Konvergenzordnung in der L2(ΩR0 )-Norm analysieren, die in
den numerischen Beispielen sogar schneller absteigt.
Wir lösen das lineare Gleichungssystem, analog zum skalaren Problem, indem
wir das Schurkomplement lösen. Für die Matrix A nehmen wir diesmal jedoch
die Identitätsmatrix als Vorkonditionierer. Die unvollständige LU-Zerlegung
hat sich nämlich schnell einer singulären Matrix angenähert, wenn man den
Randoperator Nα in die Differentialgleichung einfließen lässt. Dadurch hatte
die Startschätzung eine sehr große Norm und war weit von der Lösung
entfernt. Bei M = 4 und α = (0.375, 0.125) hatte die Startschätzung sogar
eine Norm von numerisch unendlich bei doppelter Genauigkeit (NaN, not-a-
number) und GMRES brach ab.
4.7. Numerische Beispiele
Kommen wir zu den Beispielen für die numerische Methode des vektorwerti-
gen Problems. Hierfür betrachten wir die Funktion u4 aus Abschnitt 3.6.2,
u4(x1, x2, x3) = exp
(︃
− 1
10
(x1 − 1)2 − 110 (x2 − 2)
2 +
1
10
(x3 − 5)2
)︃
x3
5
,
und definieren
E1 :=
⎛⎜⎝ u40
0
⎞⎟⎠ sowie E2 :=
⎛⎜⎝ ∂u4/∂x3 − u4/x3u4
−∂u4/∂x1
⎞⎟⎠ .
Beide Funktionen erfüllen die homogene Randbedingung auf Γ0 und sind
ausreichend schnell abfallend in x, sodass wir mit einer groben Diskretisierung
von I auskommen. Weiterhin betrachten wir die Referenzlösung
E3(x) :=
⎛⎜⎝ 10
0
⎞⎟⎠[︄ eik(x21+(x2+7)2)
4π(x21 + x
2
2 + (x3 + 7)2)
− e
ik(x21+x
2
2+(x3+9)
2)
4π(x21 + x
2
2 + (x3 + 9)2)
]︄
x3
5
.
Für die relative Permittivität wählen wir
εr(x + 2π j) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2, x ∈ ([−3/2, 3/2]× [1,π]× [0, 9/2]
∪[−π,π]2 × [0, 7/2]) \ [−1, 1]2 × [1, 3],
2+ 1i, x ∈ [−1, 1]2 × [1, 3],
1, sonst,
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mit j ∈ Z 2 und als Störung wählen wir
q(x) =
⎧⎪⎨⎪⎩
5.5, x ∈ [−1/ 2, 1]× [0, 1]× [1,7/ 2] ∪ [−2, 1]× [0, 1]× [1, 2]
∪[−1/ 2, 1]× [−5/ 2, 1]× [1, 2],
0, sonst.
Beide Parameter sind in der Abbildung 3.11 visualisiert und weniger regulär
als in der Theorie vorausgesetzt. Als Wellenzahl wählen wir k2 = 0.4 und für
die Permeabilität betrachten wir einmal die konstante Funktion m−10 := 1 sowie
m−11 (x) :=
{︄
1
8 sin(x1) sin(x2)
(︁
cos
(︁ p
3 x3
)︁
+ 1
)︁
+ 1, x ∈ [−p , p ]2× [0, 3],
1, sonst.
Das Gebiet soll weiterhin durch R = 5 begrenzt werden. Wir verwenden
GMRES mit einer relativen Diskrepanz von 10−10 und für die Fourier-Reihen-
Darstellung der Randbedingung setzen wir alle Summanden mit Index j ∈ Z 2
auf Null, für die |j|¥ > 10 gilt. Die rechten Seiten berechnen wir analog zu
Abschnitt 3.7.2, indem wir die Bloch-Floquet-Transformation komponenten-
weise auf die Referenzlösungen anwenden. Die Referenzlösungen erfüllen
nicht die gewünschte Randbedingung auf GR0 , sodass wir auch in diesem Fall
diese Abweichung zur rechten Seite hinzuaddieren.
Die Ergebnisse der Approximation sind in der Abbildung 4.1 dargestellt. Für
E1 und E2 erreichen wir für mr = m0 eine Konvergenzordnung von 1.49bzw.
1.16 in der L2(WR0 )-Norm und für E3 eine Konvergenzordnung von 1.73. Wenn
wir m= m1 wählen, so steigt die Konvergenzordnung bei E2 sogar auf 1.29. Wir
haben für die Beispiele die Identität als Variablentransformation verwendet,
die bei diesem groben Gitter im Ort bereits ausreichend gut ist.
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(a) Isoflächen von µ−1r = µ−11 . (b) Relativer L
2(ΩR0 )-Fehler abhängig von 2
M
(Schrittweite h = 21−Mπ) für standardmäßig
N = 4, k2 = 0.4 und µ−1r = µ−10 .
Abbildung 4.1.: Numerische Beispiele für das vektorwertige Streuproblem.

5Rekonstruktion der Störung
In diesem Kapitel betrachten wir das Inverse Problem der Rekonstruktion
der Störung. Hierfür werden wir drei Messoperatoren für das skalare Streu-
problem definieren, wobei der erste Operator die Störung auf die ganze Welle
in ΩR0 abbildet, der zweite Operator die Welle nur als Randmessung auf Γ
R
0
als Messdaten hernimmt und der dritte Messoperator die Störung auf das
Fernfeld abbildet. Das Ziel ist, bei Kenntnis des periodischen ungestörten
Brechungsindizes und der rechten Seiten sowohl den Träger als auch den
Wert der Störung zu approximieren. Wir analysieren die entstehenden Inver-
sen Probleme auf Eindeutigkeit der Rekonstruktion, wofür wir sogenannte
complex geometrical optics verwenden, um aus Messungen der gestreuten Welle
am Rand die Eindeutigkeit der Störung zu zeigen, sowie auf Schlecht-Ge-
stelltheit. Dann wenden wir das inexakte Newton-Verfahren CG-REGINN
auf die Messoperatoren an, um numerische Beispiele für die Qualität der
Rekonstruktion zu geben und die Konvergenz der Methode bei abfallendem
Rauschlevel zu untersuchen. Iterative Verfahren für nicht-lineare Probleme
sind typischerweise ableitungsbasiert (vgl. [CK13, Kapitel 5]). Deshalb wer-
den wir die Fréchet-Ableitung der Messoperatoren sowie deren adjungierten
Operator analytisch berechnen.
Das Kapitel ist hierbei wie folgt unterteilt: Wir werden zunächst das Inverse
Problem für die Rekonstruktion der Störung im Brechungsindizes des skalaren
Streuproblems betrachten. Im zweiten Abschnitt werden wir das Newton-
Verfahren auf das vektorwertige Streuproblem anwenden, um die Störung in
der Permittivität zu rekonstruieren. Das erste Unterkapitel wurde als Teil von
[KL19] veröffentlicht und das zweite Unterkapitel als Teil von [Kon19b] zur
Veröffentlichung eingereicht.
5.1. Newton-Verfahren für das skalare Streuproblem
Für die Fréchet-Differenzierbarkeit benötigen wir eine offene Menge als Defini-
tionsbereich der Messoperatoren. Diese werden wir als Erstes definieren. Für
jedes q0 ∈ L∞(ΩR0 ) mit Im q0 ≥ 0 ist das Streuproblem eindeutig lösbar. Für
d ∈ {2, 3} ist nach [Eva98, Section 5.7] der Raum ˜︁H1(ΩR0 ) stetig eingebettet
in L4(ΩR0 ). Damit erhalten wir für ein hinreichend kleines δ(q0) > 0 und
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ein q ∈ L2(ΩR00 ) mit ||q− q0||L2(ΩR00 ) < δ(q0) sowie für jede Funktion u und
v ∈ ˜︁H1(ΩR) die Abschätzung
|aq(u, v)| ≤ |aq0(u, v)|+ k2||q− q0||L2(ΩR0 )||u||L4(ΩR0 )||v||L4(ΩR0 )
≤ (Cq0 + Cδ(q0)) ||u||H1(ΩR)||v||H1(ΩR).
Daher ist für ein kleines δ(q0) die Sesquilinearform aq eine kleine Störung
von aq0 , weshalb der Satz über die Neumannsche Reihe A.1 die Invertierbar-
keit des Differentialoperators aq garantiert. Wir definieren die Menge Q als
Definitionsbereich der Messoperatoren durch
Q :=
⋃︂
q0∈L∞(ΩR0 )
Im q0≥0
Bδ(q0)(q0) ⊆ L2(ΩR00 ),
wobei Bδ(q0)(q0) ⊆ L2(ΩR0 ) ein offener Ball in L2(ΩR0 ) um die Störung q0 aus
L∞(ΩR0 ) ist. Wie wir gerade gesehen haben, ist die Sesquilinearform und der
Lösungsoperator für jedes q ∈ Q wohldefiniert. Wir beschreiben nun die
Messoperatoren, für die wir das Newton-Verfahren anwenden wollen. Der
erste Messoperator soll die gesamte gestreute Welle auf der Menge ΩR0 als
Daten liefern.
Definition 5.1. Der Operator Λq0 : L
2(ΩR00 ) → L2(ΩR0 ) bildet eine rechte Sei-
te f ∈ L2(ΩR00 ) auf die auf ΩR0 eingeschränkte Lösung uq0 ∈ ˜︁H1(ΩR) des
Problems 1 mit der Sesquilinearform aq0 ab. Wir definieren den Messoperator
Λ : Q ⊆ L2(ΩR0 )→ L
(︂
L2(ΩR00 ), L
2(ΩR0 )
)︂
, q ↦→ Λq,
der eine Störung q ∈ Q auf den Operator Λq abbildet.
Für den zweiten Messoperator betrachten wir nur die Daten auf dem oberen
Rand ΓR0 der Menge Ω
R
0 .
Definition 5.2. Es sei ˜︁Λq0 : L2(ΩR0)→ ˜︁H1(ΩR0 ) wie der Operator Λq0 von oben
definiert, nur mit ˜︁H1(ΩR) als Bildraum, und γΓR0 : ˜︁H1(ΩR) → H1/2(ΓR0 ) der
Spuroperator. Wir definieren den Messoperator S durch
S : Q → L
(︂
L2(ΩR00 ), L
2(ΓR0 )
)︂
, q ↦→ γΓR0 ◦ ˜︁Λq,
der die gestreute Welle nur auf einer Periode des oberen Randes misst.
Als dritten Messoperator betrachten wir T , der für eine Störung q ∈ Q die
rechten Seiten aus L2(ΩR00 ) auf das Fernfeld der gestreuten Welle abbildet.
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Warum wir das Bild des Operators als Fernfeld bezeichnen, werden wir im
nächsten Kapitel 6 näher betrachten. Den Operator können wir auch ohne
weitere Charakterisierung eines Fernfeldes hinschreiben.
Denition 5.3. Es seien erneut der Operator ˜︁L q0 : L2(WR0) → ˜︁H1(WR) wie
oben deniert und der Spuroperator gGR : ˜︁H1(WR)→ H 1/ 2(GR) gegeben. Wei-
terhin sei mit F die Fourier-Transformation bezeichnet und der Hilfsoperator
M : H 1/ 2(GR)→ L2(Bk(0)) durch
f ↦→ i
√︂
k2− | · |2F f ⃓⃓Bk(0)
deniert, wobei Bk(0) ⊆ Rd−1 die abgeschlossene Kugel um0 mit dem Radius
k ist. Wir denieren den Messoperator T durch
T : Q → L
(︂
L2(WR00 ), L
2(Bk(0))
)︂
, q ↦→ M ◦ gGR ◦ ˜︁L q.
5.1.1. Injektivität der Messoperatoren
Wir wollen die Eindeutigkeit der Rekonstruktion bzw. die Injektivität der Mess-
operatoren zeigen. Für den ersten Messoperator L können wir die Injektivität
relativ einfach nachweisen.
Lemma 5.4. Es seien q1 und q2 zwei Störungen aus Q, deren Träger inWR0 beinhaltet
ist. Falls die GleichungL q1 = L q2 erfüllt ist, so gilt q 1 = q2.
Beweis:Sei die rechte Seitef ∈ L2(WR00 ) zunächst fest und betrachte die zwei
Lösungen u1 und u2 zu dem variationellen Problem 1 mit den Sesquilinearfor-
men aq1 bzw. aq2. Auf dem Gebiet WR0 stimmen beide Lösungen überein, da
L q1 = L q2 gilt. Somit löst w := u1− u2 ∈ ˜︁H1(WR) das variationelle Problem∫︂
WR
∇w · ∇v− k2n2pwv− k2q1w v dx−
∫︂
GR
Tw v dS=
∫︂
WR
−k2(q1− q2)u2 v dx,
und verschwindet insbesondere auf WR0 \ supp(q1− q2) ̸= ∅. Die Anwendung
des Satzes über die eindeutige Fortsetzbarkeit 3.6 impliziert, dass u1 = u2 auf
WR \WR0 , und infolgedessen auf ganz WR, gilt. Demnach ist für alle v ∈ ˜︁H1(WR)
die Gleichung ∫︂
WR
(q1− q2)u2 v dx = 0,
erfüllt und es folgt aus dem Fundamentallemma der variationellen Rechnung
(q1 − q2)u2 = 0 fast überall. Da wir eine beliebige Funktion u2 ∈ C¥0 (WR00 )
wählen können, folgt daraus q1 = q2 in Rd.
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Für den Rand-Messoperator S müssen wir mehr Voraussetzungen annehmen,
um Injektivität zu zeigen. Wir bezeichnen weiterhin mit C2p(WR0 ) den Raum
der zweifach differenzierbaren 2 p -periodischen Funktionen.
Satz 5.5
Betrachte für d = 3 zwei Störungen q1 und q2 ∈ Q ∩ C2(R3+) mit kompaktem
Träger in WR00 und nehme an, dass n2p ∈ C2p(WR0 ) erfüllt ist. Wir bezeichnen für
q ∈ Q den Lösungsoperator für das Problem 1 als˜︁L q : L2(WR00 ) → ˜︁H1(WR)
und denieren ˜︁S : Q → L(L2(WR0), L2(GR)), q ↦→ gGR ◦ ˜︁L q, wobeigGR der
Spuroperator nachGR ist. Dann gilt die Implikation:
Wenn ˜︁S(q1) = gGR ◦ ˜︁L q1 = gGR ◦ ˜︁L q2 = ˜︁S(q2), dann q1 = q2.
Für den Beweis benötigen wir das folgende Resultat über die sogenannten
complex geometrical optics, das wir aus [ILW16, Proposition 3.2] (siehe auch
[SU87]) angepasst zitieren.
Proposition 5.6. Es sei G⊆ R3 ein beschränktes Gebiet mit Lipschitz-Rand¶G,
x ∈ C3 mit x · x = Re(x)2− Im (x)2+2i Im (x)Re(x) = 0 und r ∈ H2(G). Dann
existieren Konstanten C0 und C1 abhängig von G, sodass für |x| > C0 ||r ||H2(G) eine
Funktion u der Form
u(x) = ex·x
(︁
1+ y x,r (x)
)︁ (5.1)
existiert, die die partielle DifferentialgleichungDu+ r u = 0 in G und die Bedingun-
geny x,r ∈ H2(G) und ||y x,r ||H2(G) ≤ C1|x| ||r ||H2(G) erfüllt.
Beweis von Satz 5.5:Es sei zunächst f ∈ L2(WR00 ) fest gewählt. Die Operatoren˜︁S(q1) und ˜︁S(q2) bilden die rechte Seite f auf die Spuren der Lösungen u1 und
u2 des Problems 1 mit n2 = n2p + q1 bzw. n2 = n2p + q2 ab. Die Spuren stimmen
auf GR, und natürlich auch auf G0, überein, sodass die Funktion w := u1− u2
die partielle Differentialgleichung
Dw+ k2(n2p + q1)w = k2(q2− q1) u2 in WR, w = 0 auf G0 ∪GR,
löst. Da die obere Spur die Fortsetzung durch die Ausstrahlungsbedingung
der beiden Funktion u1 und u2 eindeutig vorgibt, muss w auf einer offenen
Teilmenge von WR′ mit R′ > R ≥ R0 > 0 verschwinden. Aus dem Satz
über die eindeutige Fortsetzbarkeit 3.6 folgt dann, dass w auf der größten
zusammenhängenden Teilmenge Dc ⊆ {q1 = q2} ⊆ R3 verschwindet, die
insbesondere die Ränder GR ∪G0 beinhaltet. Daraus folgern wir u1 = u2 auf
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Dc. Als Nächstes wählen wir zwei beliebige rechte Seiten f und g ∈ L2(ΩR00 ),
die ihren Träger in Dc besitzen und definieren die Funktion
ρ ∈ C∞
(︂
[0, 1]; C2p(Ω
R0
0 )
)︂
, ρ(t, x) := n2p(x) + t q2(x) + (1− t) q1(x).
Wir bezeichnen die zwei Lösungen des Problems 1 mit n2 = ρ(t, ·) als u f
ρ(t,·)
bzw. vg
ρ(t,·). Durch direktes Nachrechnen oder alternativ aus [CM05, Lem-
ma 3.2] folgt die Gleichung
∫︁
ΓR T(ϕ)ψ dS =
∫︁
ΓR T(ψ)ϕ dS, sodass
Bρ(t,·)( f , g) :=
∫︂
ΩR
f vg
ρ(t,·) + g u
f
ρ(t,·) dx
= 2
∫︂
ΩR
∇u f
ρ(t,·) · ∇v
g
ρ(t,·) − k2ρ u
f
ρ(t,·) v
g
ρ(t,·) dx− 2
∫︂
ΓR
Tu f
ρ(t,·) v
g
ρ(t,·) dS
gilt. Wie wir weiter oben gezeigt haben, erfüllen die Funktionen u f
ρ(0,·) = u
f
ρ(1,·)
und vg
ρ(0,·) = v
g
ρ(1,·) auf D
c. Die beiden rechten Seiten f und g haben wir
so gewählt, dass beide auf D, dem Komplement von Dc, der Nullfunktion
gleichen, sodass wir die Identität[︂
Bρ(1,·) − Bρ(0,·)
]︂
( f , g) =
∫︂
ΩR
f
(︂
vg
ρ(1,·) − v
g
ρ(0,·)
)︂
+ g
(︂
u f
ρ(1,·) − u
f
ρ(0,·)
)︂
dx = 0
erhalten. Wir kürzen die beiden Lösungen durch u := u f
ρ(t,·) und v := v
g
ρ(t,·)
sowie ihre Ableitungen bzgl. t durch u′ := ∂∂t u und v
′ := ∂∂t v ab, sodass die
obere Gleichung impliziert, dass
0 = Bρ(1,·) ( f , g)− Bρ(0,·) ( f , g) =
∫︂ 1
0
∂
∂t
Bρ(t,·) ( f , g) dt
und damit
0 =
∫︂ 1
0
∫︂
ΩR
∇u′ · ∇v +∇u · ∇v′ − k2
(︃
∂
∂t
ρ
)︃
u v− k2ρu′ v− k2ρu v′ dx
−
∫︂
ΓR
Tu′ v + Tv′ u dS dt
erfüllt ist. Durch das Differenzieren des variationellen Problems 1 für n2 = ρ
bzgl. t sehen wir, dass u′ und v′ Lösungen des Problems
∆w′ + k2ρw′ = −k2
(︃
∂
∂t
ρ
)︃
w in ΩR
∂
∂x3
w′ = T(w′) auf ΓR
w′ = 0 auf Γ0
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sind. Da die Ableitung von r bzgl. t durch ¶¶t r = (q2− q1) gegeben ist, erhalten
wir ∫︂
WR
(q2− q1)
∫︂ 1
0
u
f
r (t,·) v
g
r (t,·) dt dx = 0 (5.2)
für alle f und g ∈ L2(WR00 ) mit f
⃓⃓
D = g
⃓⃓
D = 0.
Die Annahme, dass wir im dreidimensionalen Raum sind, erlaubt uns zwei
Vektoren xi ∈ C3, i = 1, 2, zu wählen, sodass die Normen |xi |2, i = 1, 2, groß
sind und beide sich für paarweise orthogonale Vektoren l , m und p zerlegen
lassen durch
x1 = i(m+ p) + l und x2 = i(m− p)− l
mit |l |2 = |m|2 + |p|2. Wir wählen nun ein Lipschitz-Gebiet ˜︁D ⊇ D als Ober-
menge von D, dann folgt aus Proposition 5.6 die Existenz von zwei Funktionen
u und v aus H2( ˜︁D) der Form (5.1). Durch das Multiplizieren einer Abschnei-
defunktion c ∈ C¥ (R3) an die Funktionen u und v, die die Bedingungen
c
⃓⃓
D = 1 und c
⃓⃓
R3\ ˜︁D = 0 erfüllt, sehen wir, dass cu und cv Lösungen des
Problems 1 mit entsprechenden rechten Seiten f und g sind, die ihren Träger
in ˜︁D \ D besitzen. Das Einsetzen der Funktionen in (5.2) ergibt
∫︂
WR
(q2− q1) e2im·x
(︃
1+O
(︃
1
|p|
)︃)︃
dx = 0.
Nun können wir |p| gegen unendlich laufen lassen und folgern daraus, dass
die Fourier-Transformierte der Funktion (q1− q2) ∈ L1(R3) der Nullfunktion
gleicht, womit die Gleichheit q1 = q2 überall in R3 gezeigt ist.
Analog zeigen wir die Injektivität des Fernfeldoperators T .
Satz 5.7
Betrachte für d = 3 zwei Störungen q1 und q2 ∈ Q ∩ C2(R3+) mit kompaktem
Träger in WR00 und nehme an, dass n2p aus C2p(WR0 ) ist. Wir denieren ˜︁L q1, ˜︁L q2
wie in Satz 5.5 und für ein beliebig kleinesh > 0 denieren wir weiterhin den
Operator ˜︁M : H 1/ 2(GR)→ L2(Bk+h(0)) durch
f ↦→ i
√︂
k2− | · |2F f ⃓⃓Bk+h(0).
Dann gilt für ˜︁T : Q → L(L2(WR00 ), L2(Bk+h(0))), q ↦→ ˜︁M ◦ gGR ◦ ˜︁L q, die
Implikation:
Wenn ˜︁T (q1) = ˜︁M ◦ gGR ◦ ˜︁L q1 = ˜︁M ◦ gGR ◦ ˜︁L q2 = ˜︁T (q2), dann q1 = q2.
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Beweis: Da die rechten Seiten einen kompakten Träger haben, sind nach
dem Regularitätsresultat 3.11 die Bloch-Floquet-Transformierten der Lösungen
außerhalb von |α| = k analytisch. Anhand der Folgerung 2.14 sehen wir, dass
auch die Fourier-Transformierten der Spuren der Lösungen außerhalb von
|ξ| = k analytisch sind. Wenn diese also auf Bk+η(0) übereinstimmen, stimmen
sie, wegen der Analytizität, auch auf ganz ΓR überein. Somit können wir
analog zu dem Beweis von Satz 5.5 argumentieren.
5.1.2. Fréchet-Differenzierbarkeit und Schlecht-Gestelltheit
Wir betrachten nun die Differenzierbarkeit und die Schlecht-Gestelltheit der
Messoperatoren.
Lemma 5.8. Es sei q ∈ Q fest und u f die Lösung zu dem variationellen Problem 1
für eine rechte Seite f ∈ L2(ΩR00 ). Definiere für ein h ∈ L2(ΩR00 ) den Operator
Wh : L2(Ω
R0
0 ) → L2(ΩR0 ), f ↦→ wh, f
⃓⃓
ΩR0
, der eine Funktion f auf die Lösung wh, f
des Problems 1 mit der rechten Seite k2hu f abbildet. Die Funktion wh, f löst also das
Problem
aq(wh, f , v) =
∫︂
ΩR0
k2h u f v dx
für alle v ∈ ˜︁H1(ΩR). Dann ist die Ableitung von Λ an der Stelle q gegeben durch
Λ′(q) ∈ L
(︂
L2(ΩR0 ),L(L2(ΩR00 ), L2(ΩR0 ))
)︂
, h ↦→ Wh.
Beweis: Wegen der stetigen Einbettung von H1(ΩR0 ) nach L
4(ΩR0 ) ist für
h ∈ L2(ΩR0 ) und v ∈ ˜︁H1(ΩR0 ) das Funktional k2h v ∈ ˜︁H1(ΩR0 )′ wohldefiniert.
Durch die Anwendung des Darstellungssatzes von Riesz erhalten wir eine
äquivalente Operator-Gleichung zu dem variationellen Problem 1 der Form
(Bqu, v) ˜︁H1(ΩR) = (g, v) ˜︁H1(ΩR) für alle u, v ∈ ˜︁H1(ΩR),
wobei Bq ∈ L( ˜︁H1(ΩR)) die Riesz-Darstellung des Differentialoperators von
Problem 1 und g die Riesz-Darstellung der rechten Seite f ist. Wir kön-
nen schnell nachrechnen, dass die Sesquilinearform Fréchet-differenzierbar
nach der Störung q ist. Demnach ist auch der Operator q ↦→ Bq Fréchet-
differenzierbar mit der Ableitung q ↦→ B′q ∈ L(L2(ΩR00 ),L( ˜︁H1(ΩR))). Da der
Operator Bq invertierbar für alle q ∈ Q ist, folgt aus einer Folgerung des
Satzes über die Neumannschen Reihe A.2, dass auch q ↦→ Λq = B−1q
⃓⃓
ΩR0
Fréchet-differenzierbar ist und die Linearisierung geschrieben werden kann
als Λ′(q)[h] = −ΛqB′qhΛq, was die behauptete Form ist.
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Die Differenzierbarkeit von S und T ist eine direkte Folgerung aus dem obigen
Satz.
Folgerung 5.9. Der MessoperatorS ist FrØchet-differenzierbar in q∈ Q. Die Ablei-
tung ist gegeben durchS ′(q) ∈ L(L2(WR00 ),L(L2(WR00 ), L2(GR0 ))), die eine Funk-
tion h ∈ L2(WR00 ) auf den OperatorgGR0 ◦ ˜︁Wh : L2(WR0) → L2(GR0 ) abbildet, wobei˜︁Wh : L2(WR00 ) → ˜︁H1(WR) analog zu Wh, nur mit dem Bildraum ˜︁H1(WR), deniert
ist.
Folgerung 5.10. Der MessoperatorT ist FrØchet-differenzierbar in q∈ Q. Die Ab-
leitung ist gegeben durchT ′(q) ∈ L(L2(WR00 ),L(L2(WR00 ), L2(Bk(0)))), die eine
Funktion h∈ L2(WR00 ) auf den Operator M◦ gGR ◦ ˜︁Wh : L2(WR0) → L2(GR0 ) abbil-
det, wenn˜︁Wh wie in der Folgerung 5.9 deniert ist.
Den Rest dieses Abschnitts weisen wir nach, dass der MessoperatorL und
seine FrØchet-AbleitungL ′(q) für q ∈ Q lokal schlecht-gestellt sind. Hierfür
werden wir die sogenannte Nichtlinearitätsbedingung für den Operator mit an-
gepasstem Bildraum zeigen und die Schlecht-Gestelltheit für den gewünschten
Bildraum folgern. Die Schlecht-Gestelltheit von S und T sowie deren FrØchet-
Ableitungen kann analog gezeigt werden, was wir anschließend skizzieren
werden. Lokale Schlecht-Gestelltheit ist dabei wie folgt deniert (siehe [Sch+12,
Denition 3.15]).
Denition 5.11. Es sei mit Br(x∗) ⊆ X für einen Banachraum X die Kugel
um ein Element x∗ ∈ X mit Radius r > 0 bezeichnet. Ein allgemeiner (nicht-
linearer) Operator F : D(F ) ⊆ X → Y zwischen den Banachräumen X und Y
wird als lokal schlecht-gestelltin x∗ ∈ D(F ) bezeichnet, wenn es für alle r > 0
eine Folge {xn}n∈N ⊆ Br(x∗) ∩ D(F ) gibt, sodass ||F (xn) − F (x∗)||Y → 0,
jedoch ||xn − x∗||X ̸→ 0 für n → ¥ gilt.
Um die Schlecht-Gestelltheit zu beweisen, werden wir zunächst zeigen, dass
L : Q → L(L2(WR00 ), L4(WR0 )) lokal schlecht-gestellt ist. Dies impliziert, dass
auch L : Q → L(L2(WR00 ), L2(WR0 )) lokal schlecht-gestellt sein muss. Dafür
betrachten wir zuerst für ein q0 ∈ Q die Schlecht-Gestelltheit der Ableitung
L ′(q0) : L2(WR00 )→ L(L2(WR00 ), L4(WR0 )) und schließen dann auf die Schlecht-
Gestelltheit von L , indem wir zeigen, dass L die Nichtlinearitätsbedingung in
dem Bildraum L(L2(WR00 ), L4(WR0 )) erfüllt.
Lemma 5.12. Der OperatorL ′(q) : L2(WR00 )→ L(L2(WR00 ), L4(WR0 )) ist ein kom-
pakter Operator für alle q∈ Q. Insbesondere ist die linearisierte Operator-Gleichung
lokal schlecht-gestellt inL(L2(WR00 ), L4(WR0 )).
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Beweis:Es sei{hj}j∈N ⊆ L2(WR00 ) eine schwach konvergente Folge, d. h. für
alle Funktionale y ∈ L2(WR00 )′ gilt y (hj)→ 0 für j → ¥ . Damit konvergieren
die rechten Seiten k2hjL q f schwach in H−1(WR) für alle f ∈ L2(WR00 ) gegen
Null. Der Sobolev-Raum H10(WR0 ) ist nach [Eva98, Section 5.7] kompakt einge-
bettet in L4(WR0 ), sodass für alle f ∈ L2(WR00 ) die Folge der Lösungen {Whj f }
in L4(WR0 ) für j → ¥ gegen Null konvergiert. Aus dem Satz von Banach-
Steinhaus folgt dementsprechend, dass die Folge der Operatoren{Whj} gegen
Null konvergiert und der Operator L ′(q) kompakt ist.
Satz 5.13
Der OperatorL : Q → L
(︂
L2(WR00 ), L2(WR0 )
)︂
, q ↦→ L q, ist lokal schlecht-
gestellt.
Beweis:Wir zeigen, dass der Operator L mit L(L2(WR00 ), L4(WR0 )) als Bildraum
die Nichtlinearitätsbedingung erfüllt. Die Bedingung bedeutet, dass für ein
q0 ∈ Q Konstanten 0 ≤ w < 1 und r > 0 existieren, sodass⃓⃓⃓⃓
L (q)− L (q∗)− L ′(q∗)[q− q∗]⃓⃓⃓⃓L(︂L2(WR00 ),L4(WR0 ))︂
≤ w ||L (q)− L (q∗)||L(︂L2(WR00 ),L4(WR0 ))︂
für alle q, q∗ ∈ Br(q0) ∩Q erfüllt ist. Mit der Anwendung der Dreiecksunglei-
chung erhalten wir die Relation
1− w ≤
||L ′(q∗)[q− q∗]||L(︂L2(WR00 ),L4(WR0 ))︂
||L (q)− L (q∗)||L(︂L2(WR00 ),L4(WR0 ))︂
≤ 1+ w
für q ̸= q∗. Dies wiederum impliziert, zusammen mit [GL17, Theorem 4.5],
dass die lokale Schlecht-Gestelltheit von L aus der lokalen Schlecht-Gestelltheit
der FrØchet-Ableitung L ′(q) folgt, welche wir in Lemma 5.12 bereits gezeigt
haben.
Es sei die rechte Seitef ∈ L2(WR00 ) fest und wähle die Funktionen uq ∈ ˜︁H1(WR)
und uq∗ ∈ ˜︁H1(WR) als die Lösungen zu der Problemstellung 1 für aq bzw.
aq∗ . Weiterhin sei wh ∈ ˜︁H1(WR) die Lösung zu dem Problem 1 für aq∗ mit der
rechten Seitek2huq∗ für h := (q− q∗). Wenn wir w := uq− uq∗ − wh ∈ ˜︁H1(WR)
denieren, dann gilt
||L q f − L q∗ f −Wh f ||L4(WR0 ) ≤ C||w||H1(WR0 ).
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Die Funktion w löst das variationelle Problem∫︂
ΩR
∇w · ∇v− k2(n2p + q∗)w v dx−
∫︂
ΓR
T(w) v dS
=
∫︂
ΩR0
k2h(uq − uq∗) v dx
für alle v ∈ ˜︁H1(ΩR), sodass die Abschätzung
||w||H1(ΩR0 ) ≤ Ck
2 ||h||
L2(ΩR00 )
||Λq f −Λq∗ f ||L4(ΩR0 )
gilt. Wenn wir beide Störungen q und q∗ mit kleinem Abstand zueinander,
also ||h||
L2(ΩR00 )
klein genug, wählen und ω := Ck2||h||
L2(ΩR00 )
< 1 setzen, dann
folgt die Nichtlinearitätsbedingung nach Anwendung des Supremums auf
beiden Seiten durch
||Λq −Λq∗ −Wh||L(︂L2(ΩR00 ),L4(ΩR0 ))︂ ≤ ω ||Λq −Λq∗ ||L(︂L2(ΩR00 ),L4(ΩR0 ))︂.
Demnach ist der Operator Λ : Q → L(L2(ΩR00 ), L4(ΩR0 )) lokal schlecht-gestellt
und infolgedessen ist auch Λ : Q → L(L2(ΩR00 ), L2(ΩR0 )) schlecht-gestellt.
Die Schlecht-Gestelltheit der Operatoren S und T kann analog gezeigt werden.
Dies fassen wir in einer Folgerung zu zusammen.
Folgerung 5.14. Die beiden Messoperatoren S : Q → L
(︂
L2(ΩR00 ), L
2(ΓR0 )
)︂
und
T : Q → L
(︂
L2(ΩR00 ), L
2(Bk(0))
)︂
sind lokal schlecht-gestellt.
Beweis: Wir skizzieren den Beweis für S , denn für T ist dieser nämlich
analog zu führen. Für ein q ∈ Q und h ∈ L2(ΩR00 ) ist L2(ΩR00 ) der Definiti-
onsbereich des Operators Λq und seiner Fréchet-Ableitung Wh, sodass beide
Operatoren nach H2(ΩR0 ) abbilden, was aus Standard-Regularitätsresultaten
wie [McL00, Theorem 4.18] folgt. Somit können wir analog zu dem Beweis von
Lemma 5.12 zeigen, dass die Fréchet-Ableitung Λ′q ein kompakter Operator
nach L(L2(ΩR00 ), H1(ΩR0 )) ist und analog zu dem Beweis von Satz 5.13 können
wir zeigen, dass die Nichtlinearitätsbedingung mit L(L2(ΩR00 ), H1(ΩR0 )) als
Bildraum erfüllt ist.
Zusammenfassend ist damit der Operator ˜︁Λ : Q → L(L2(ΩR00 ), H1(ΩR0 )) lokal
schlecht-gestellt und deshalb auch S , da Sq = γΓR0 ◦ ˜︁Λq mit dem Spuroperator
γΓR0
auf ΓR0 gilt.
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5.1.3. Regularisierungsmethode
Für das Lösen des schlecht-gestellten Problems werden wir die Regularisie-
rungsmethode CG-REGINN anwenden. Da dies ein Verfahren für Hilberträu-
me ist und wir bisher nur einen Banachraum als Bildraum der Messoperatoren
gegeben haben, passen wir zunächst die Messoperatoren etwas an.
Sei dafür der Raum L2(ΩR00 ) durch 2N f lokal konstante Knotenfunktionen
{ fR,m, fI,m}N fm=1 diskretisiert, die entweder der Nullfunktion entsprechen oder
der Einsfunktion im Fall von fR,m bzw. der 1i-Funktion im Fall von fI,m. Für
alle Funktionen des Realteils { fR,m}N fm=1 sowie des Imaginärteils { fI,m}
N f
m=1 soll
das Innere des Trägers paarweise disjunkt sein und es sollen die Gleichungen
∑
N f
m=1 fR,m = 1 sowie ∑
N f
m=1 fI,m = 1i gelten.
Wir definieren den modifizierten Operator ˜︁Λ : Q → L2(ΩR0 )2N f abgeleitet
von Λ : Q → L(L2(ΩR00 ), L2(ΩR0 )), der eine Störung q ∈ Q auf die 2N f Lö-
sungen des variationellen Problems 1 mit entsprechenden Knotenfunktio-
nen als rechte Seite abbildet. Analog definieren wir ˜︁S : Q → L2(ΓR0 )2N f und˜︁T : Q → L2(Bk(0))2N f als modifizierte Operatoren zu S und T . Da nun alle
Operatoren zwischen Hilberträumen abbilden, können wir die Regularisie-
rungsmethode CG-REGINN anwenden. Wir beschränken uns damit auf eine
endliche Anzahl der rechten Seiten, sodass sich die Schlecht-Gestelltheit auch
auf diese Operatoren überträgt.
Nehmen wir nun an, dass für q+ ∈ Q ⊆ L2(ΩR00 )
˜︁Λq+ = u+ ∈ ˜︁H1(ΩR0 )2N f ⊆ L2(ΩR0 )2N f ,˜︁Sq+ = u+ ⃓⃓ΓR0 ∈ H1/2(ΓR0 )2N f ⊆ L2(ΓR0 )2N f ,˜︁T q+ = w+ := i√︂k2 − | · |2 F (︂u+ ⃓⃓ΓR)︂ ⃓⃓Bk(0) ∈ L2(Bk(0))2N f ,
gilt. Im Allgemeinen beinhalten die Daten jedoch Messfehler, die z. B. aus
Messungenauigkeiten und Modellfehler entstehen. Wir haben also anstelle der
exakten Messdaten u+ eine verrauschte Version uε bzw. wε für den Operator˜︁T aus dem entsprechenden L2-Oberraum mit dem apriori bekannten relativen
Rauschlevel ε ∈ (0, 1) gegeben. Mit anderen Worten nehmen wir die Abschät-
zung ||uε − u+||L2 ≤ ε ||u+||L2 ≈ ε ||uε||L2 an. Das Ziel ist mit den gegebenen
verrauschten Daten uε die Störung q+ möglichst gut zu approximieren. Pro-
blematisch dabei ist, dass aufgrund der Schlecht-Gestelltheit der Operatoren
die Messfehler eine komplett unbrauchbare Rekonstruktion erzeugen können,
wenn wir keine Regularisierung verwenden. Deshalb wenden wir die Regula-
risierungsmethode CG-REGINN (“REGularization based on INexact Newton
iteration”), die in [Rie05] vorgeschlagen wurde, auf unsere Inversen Probleme
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an. Wir fassen zunächst die Regularisierungsmethode zusammen.
Anstelle die Rekonstruktionsmethode für alle drei Messoperatoren herzuleiten,
werden wir hier nur den Operator ˜︁L betrachten. Das Verfahren erzeugt eine
Folge {qm}m∈N 0 ⊆ Q von Approximationen von q+, angefangen mit der
Startschätzung q0 ∈ Q, die z. B. als q0 = 0 gewählt werden kann. Wenn wir
q+ = qm + s+m für ein m ∈ N 0 schreiben, dann ist die beste Aktualisierung s+m
die Lösung des linearisierten Problems
˜︁L ′(qm)[s+m] = u+ − ˜︁L (qm)− E(q+, qm) =: b+m,
wobei E(q+, qm) der Linearisierungsfehler ist. Üblicherweise ist der Lineari-
sierungsfehler nicht bekannt, sodass wir nur die verrauschte Version b#m :=
u#− ˜︁L (qm) von b+m kennen, für deren Rauschlevel die Fehlerabschätzung
||b#m − b+m|| ≤ #||u#||+O(||q+ − qm||) gilt. Wie wir zuvor in Abschnitt 5.1.2
gezeigt haben, ist auch das linearisierte Problem schlecht-gestellt, sodass wir
aus der Abschätzung insbesondere folgern, dass wir auch für das linearisierte
Problem eine Regularisierungsmethode anwenden müssen.
Die Methode CG-REGINN nutzt die iterative Methode conjugate gradients(CG)
als Regularisierungsmethode für das Lösen des linearisierten Problems. Die
innere Schleife mit CG wird hierbei vorzeitig gestoppt, wenn das Residuum
kleiner wird als das Residuum der äußeren Schleife gewichtet mit einer Tole-
ranz, die in jeden äußeren Schritt angepasst wird. CG erzeugt in seiner inneren
Schleife eine weitere Folge{sm,i}i∈N 0 von Approximationen von s+m und wird
beendet, wenn die Bedingung ||˜︁L ′(qm)[sm,i ]− b#m|| < mm||b#m|| für eine Toleranz
mm ∈ (0, 1) das erste Mal erfüllt ist. Den entsprechenden Stoppindex nennen
wir im Folgenden im. Dann wenden wir das sogenannte backtrackingan, um˜︁sm,im := b˜︁sm,im + (1− b)˜︁sm,im−1 zu erhalten, wobei b ∈ [0, 1] so gewählt ist,
dass ||˜︁L ′(qm)[˜︁sm,i ]− b#m|| = mm||b#m|| erfüllt ist. Die Aktualisierung denieren
wir dann als sm := ˜︁sm,im und setzen qm+1 = qm + sm. Diese Schritte werden
solange wiederholt, bis in der äußeren Schleife das Diskrepanzprinzip für ein
t > 1 erfüllt ist, also bis zum ersten Index m ∈ N für den die Abschätzung
||˜︁L (qm+1)− u#|| ≤ t# gilt.
Für das iterative Verfahren wird der adjungierte Operator der Linearisierung
genutzt, den wir im folgenden Satz explizit angeben.
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Satz 5.15
Der adjungierte Operator (˜︁Λ′(q))∗ : L2(ΩR0 )2N f → L2(ΩR00 ) der Fréchet-Ab-
leitung ˜︁Λ′ von ˜︁Λ in q ∈ Q lässt sich dadurch charakterisieren, dass dieser
eine Funktion v ∈ L2(ΩR0 )2N f auf k2uq · z
⃓⃓
ΩR00
∈ L2(ΩR00 ) abbildet, wobei
uq ∈ ˜︁H1(ΩR)2N f der Vektor der 2N f Lösungen des Problems 1 für die 2N f
rechten Seiten ist und z ∈ ˜︁H1(ΩR)2N f für alle i = 1, . . . , 2N f und für alle
w ∈ ˜︁H1(ΩR) das variationelle Problem
aq(w, zi) = (w, vi)L2(ΩR0 )
löst.
Beweis: Es sei q ∈ Q fest und wh := ˜︁Λ′(q)h für ein h ∈ L2(ΩR00 ), dann löst wh
für alle i = 1, . . . , 2N f die Gleichung aq ((wh)i, v) =
∫︁
ΩR k
2h(uq)i v dx für alle
v ∈ ˜︁H1(ΩR). Damit können wir die Behauptung direkt nachrechnen durch
(︂˜︁Λ′(q)h, v)︂
L2(ΩR0 )
2Nf
= (wh, v)L2(ΩR0 )
2Nf =
2N f
∑
i=1
aq ((wh)i, zi)
=
2N f
∑
i=1
(︁
k2h(uq)i, zi
)︁
L2(ΩR0 ) =
(︁
h, k2uq · z
)︁
L2(ΩR00 )
=
(︂
h, (˜︁Λ′(q))∗v)︂
L2(ΩR00 )
.
Die Toleranzen wählen wir nach der Empfehlung aus [Rie05] als µ1 = µ2 =
µstart = 0.55, γ = 0.9, µmax = 0.99 und
µm = µmax max
{︂
τε||uε||/||uε − ˜︁Λ(qm)||, ˜︁µm}︂ ,
wobei
˜︁µm := {︄ 1− im−2im−1 (1− µm−1), im−1 > im−2,
γµm−1, sonst.
In den ersten Iterationen ist das Residuum noch relativ groß, sodass es sich
einerseits nicht lohnt das linearisierte Gleichungssystem zu genau zu lösen,
und andererseits die Lösung der gestörten linearisierte Gleichung in den ersten
REGINN-Iterationen zu weit in die falsche Richtung laufen könnte. Es kann
also sinnvoll sein zusätzlich die Iterationen-Anzahl der inneren Schleife zu
begrenzen. Wir geben ein Beispiel für eine solche Begrenzung. Bezeichne hier-
zu mit im die Anzahl der CG Iterationen, die die innere Schleife durchlaufen
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hat. Deniere imax2 := imax1 := 1, und imaxm := im−1 + im−2. Für die Anzahl der
Iterationen soll also für alle m ∈ N die Schranke im ≤ imaxm gelten und im
schlimmsten Fall entspricht diese der Fibonacci-Folge. In unserem Fall hat die
Begrenzung der CG Iterationen zu mehr Auswertungen des Vorwärtsoperators
über die gesamte Rekonstruktion geführt, weshalb wir keine Begrenzung für
die numerischen Beispiele genutzt haben.
5.1.4. Diskretisierung des Inversen Problems
Wir wollen nun darauf eingehen, wie wir die FrØchet-Ableitung und ihre
Adjungierte diskretisieren. Der Algorithmus zur Approximation der Lösung
des Streuproblems aus Kapitel 3 liefert eine diskrete Approximation uapprox
der gestreuten Welle u+, aus der wir die verrauschten Messdaten generieren.
Die Abbildungen, die u+ auf ˜︁L q+, ˜︁Sq+ und ˜︁T q+ abbilden, sind lineare und
beschränkte Operatoren, sodass es zum Verständnis ausreicht, nur die FrØchet-
Ableitung von u+ bzgl. q+ zu betrachten. Wir knüpfen an die Notation aus
Abschnitt 3.5 an und spannen den diskreten Raum
P ˜︁M :=
{︄˜︁v(x) = ˜︁M
å
m=1
vmf m˜︁M (x), vm ∈ C
}︄
(5.3)
mit den Lagrange-Elementen {f m˜︁M} ˜︁Mm=1 auf und approximieren die Störung
als ein Element qapprox aus diesem Raum. Damit sind sowohl uapprox
⃓⃓
WR0
als
auch qapprox aus P ˜︁M . Wenn wir zusätzlich die Funktion x ↦→ eiaj ·x in den
Raum P ˜︁M interpolieren, erhalten wir für h = å ˜︁Mm=1 hmf m˜︁M (x) ∈ P ˜︁M , uq,l =
å
˜︁M
m=1 u
m
q,l f m˜︁M (x) ∈ P ˜︁M , q ∈ P ˜︁M und für l = 1, . . . , 2N f die approximierte rechte
Seite der Form
Nd−1
å
j=1
˜︁M
å
m=1
k2hm eiaj ·xm umq,l f m˜︁M (x)y jN (a).
Mit den Lösungen zu diesen rechten Seiten erhalten wir bereits die Approxi-
mation der FrØchet-Ableitung an der Stelle q ∈ P ˜︁M und Richtung h ∈ P ˜︁M .
Um die Adjungierte der FrØchet-Ableitung zu berechnen, muss das adjungierte
variationelle Problem gelöst werden. Das diskretisierte adjungierte Problem
ist, wenn man analog zu der Diskretisierung von D := (A + BC) vorgeht,
durch den Differentialoperator D∗ := (A∗ + ˜︁BC) beschrieben, wobei für alle
l ∈ {1, . . . , Nd−1}, j ∈ {1, . . . , ˜︁M} und den Einheitsvektor el ,j := e(l−1)Nd−1+j+1
die Matrix ˜︁BC gegeben ist durch
˜︁BCel ,j = (︃e−ialN ·x j −k2Nd−1
∫︂
WR0
eia
n
N ·x q(x) f j˜︁M (x) f m˜︁M (x) dx
)︃
n,m
.
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Die Adjungierte des diskreten Differentialoperators ist andererseits durch
D⊤ := (A∗ +C∗B∗) beschrieben, wobei
C∗B∗el ,j =
(︃
eia
n
N ·xm −k2
Nd−1
∫︂
WR0
e−ia
l
N ·x q(x) f j˜︁M (x) f m˜︁M (x) dx
)︃
n,m
gilt. Wie wir schnell erkennen können, wird der Abstand zwischen D∗ und
D⊤ mit einem feineren Gitter in x geringer. Dies wird auch in den nume-
rischen Experimenten für das zweidimensionale Problem bestätigt, die in
der Tabelle 5.1 aufgeführt sind. Auch der Fehler von ((D∗)−1f , y )L2(WR) zu
(f , D−1y )L2(WR) nimmt für feinere Gitter relativ schnell ab, ganz im Gegensatz
zu den Lösungen der beiden adjungierten Probleme, die sich nur langsam
nähern.
Anzahl der Zellen 256 1 024 4 096 16 384
Differentialoperator 3.06· 10−3 7.16· 10−4 1.77· 10−4 4.38· 10−5
Lösungsoperator 1.64· 10−1 2.08· 10−1 1.80· 10−1 1.24· 10−1
SP für (D∗)−1 9.89· 10−2 2.85· 10−2 4.24· 10−3 1.50· 10−3
SP für (D⊤)−1 1.49· 10−8 6.53· 10−9 1.66· 10−8 3.00· 10−8
Tabelle 5.1.:Von oben nach unten: Durchschnittlicher relativer Fehler zwi-
schen D⊤ und D∗ für 100zufällige Vektoren mit N = 64. Durch-
schnittlicher relativer Fehler zwischen D−⊤ und (D∗)−1 für 5
zufällige Vektoren und der relative Fehler der Skalarprodukte
((D∗)−1f , y )L2(WR) sowie ((D⊤)−1f , y )L2(WR) zu (f , D−1y )L2(WR).
In dem Artikel [EH18] wurde der Einuss einer Abweichung zur transponier-
ten Matrix auf die Ergebnisse bei der Least Squares Methode untersucht. Die
Schlussfolgerung ist, dass bei einem Fehler in der adjungierten Matrix die
Konvergenz langsamer ausfallen kann und der Fehler der Approximierten
des Parameters größer ist. Wir nehmen dieses Ergebnis zum Anlass, die Ma-
trix D⊤ = A∗ + C∗B∗ für die Approximation des adjungierten Problems zu
verwenden, um ein stabiles Lösen des linearisierten Problems zu sichern.
Es sei M 0 ∈ C ˜︁M× ˜︁M die Massematrix aus den L2(WR0 )-Skalarprodukten der
Elemente des ParameterraumesP ˜︁M aus (5.3), M 1 ∈ C(Nd−1 ˜︁M )×(Nd−1 ˜︁M ) die Mas-
sematrix aus den L2(I ×WR0 )-Skalarprodukten des Finite-Elemente-Raumes
VN , ˜︁M und N in diesem Fall ebenfalls die Massematrix M 1. Wir bezeichnen
die diskrete Inverse der Differentialoperator-Matrix mit L ∈ C(Nd−1 ˜︁M )×(Nd−1 ˜︁M ),
das Multiplizieren mit (exp(ianN · xm))n,m als die Matrix B ∈ C(N
d−1 ˜︁M )× ˜︁M und
das Multiplizieren mit (umq,l )m als U l ∈ C ˜︁M× ˜︁M für l = 1, . . . , 2N f . Es sei
h =
å
˜︁M
m=1 hmf m˜︁M (x) ∈ P ˜︁M und h = (h1, . . . , h ˜︁M )⊤. Dann kann die FrØchet-
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Ableitung w q,h,l , l = 1, . . . , 2N f , dargestellt werden durch w q,h,l = K l h :=
L ◦ N ◦ B ◦ U l h. Für die Matrix der Adjungierten der diskreten FrØchet-Ablei-
tung erhalten wir demnach die Darstellung
K ∗ =
2N f
å
l=1
M −10 ◦ U∗l ◦ B∗ ◦ N ∗ ◦ L∗ ◦M 1. (5.4)
5.1.5. Numerische Beispiele
Nach der theoretischen Betrachtung des Inversen Problems wollen wir nun ein
paar numerische Beispiele für die Rekonstruktion geben. Für die zweidimen-
sionalen Beispiele wählen wir die obere Schranke als R0 = 4.5 und zerlegen
das Gebiet WR00 in N f = 16 gleichgroße Rechtecke. Den Raum L2(W
R0
0 ) nähern
wir damit durch 32 lokal konstante Funktionen { fR,m, fI,m}16m=1 an, die auf
jedem Rechteck entweder den Werten 0 oder den Wert 1 im Fall von fR,m,
oder den Wert 1i im anderen Fall, annehmen, sodass
å
16
m=1 fR,m = 1 und
å
16
m=1 fI,m = 1i gilt. Die ersten vier rechten Seiten sind in der Abbildung 5.1
dargestellt. Zuerst rekonstruieren wir die Störung des Brechungsindizes aus
(a) Re fR,0 (b) Re fI,0 (c) Re fR,1 (d) Re fI,1
(e) Im fR,0 (f) Im fI,0 (g) Im fR,1 (h) Im fI,1
Abbildung 5.1.: Die ersten vier rechten Seiten für das Newton-Verfahren.
der Abbildung 3.6 mit k2 = 0.4. Um die Messdaten zu generieren, verwenden
wir den Algorithmus aus Unterkapitel 3.5 und verfeinern das Gebiet so, dass
wir 22M = 16 384Zellen für WR0 und N = 27 Teilintervalle von I erhalten.
Die Summanden der Fourier-Reihe der Randbedingung setzen wir für alle
j ∈ Z mit |j| > 600auf Null. Nach der Berechnung der diskreten Lösungen
u l = J −1Rd−1wl , wl ∈ V128,16641, l = 1, . . . , 2N f , interpolieren wir diese auf ein
gröberes Gitter mit 4096Zellen für WR0 und benennen diese Funktionen als˜︁u l = J −1Rd−1 ˜︁wl , ˜︁wl ∈ V64,4225. Dadurch erzeugen wir ein erstes unbekannt hohes
Rauschen in den Messdaten, um die Stabilität zu testen. Für die Inversion des
Operators ˜︁L betrachten wir u = (˜︁u1, . . . , ˜︁u2N f ) ∈ P2N f4225 mit einem additiven
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Rauschen von 5%, das gleichverteilt um Null ist, sodass unsere Messdaten uε
gegeben sind durch uε = u + c ∈ L2(ΩR0 )2N f , wobei c ∈ P
2N f
4225 auf die Norm
||c||
L2(ΩR0 )
2Nf = 0.05||u||L2(ΩR0 )2Nf skaliert wurde. Für den Operator
˜︁S nehmen
nur die Werte u
⃓⃓
ΓR0
mit R = 5, welche wir mit der roten Linie in der Abbil-
dung 3.6 markiert haben, und fügen auch diesmal ein Rauschen von 5% hinzu,
sodass die Messdaten gegeben sind durch vε = (u + c)
⃓⃓
ΓR0
, wobei c ∈ P2N f4225
auf ||c⃓⃓ΓR0 ||L2(ΓR0 )2Nf = 0.05||u⃓⃓ΓR0 ||L2(ΓR0 )2Nf skaliert ist. Der Vorwärtsoperator ist
mit 22M = 4096 Zellen für ΩR0 , N = 2
6 und einer Schranke von 300 für die
Randbedingung diskretisiert. Die Störung q+ nähern wir durch eine Funkti-
on qapprox aus dem Finite-Elemente-Raum P4225 an, der durch die Lagrange-
Elemente {ϕm4225}4225m=1 aufgespannt ist, und stoppen die äußere Iteration von
REGINN nach dem Diskrepanzprinzip, wenn die relative Diskrepanz kleiner
als 1.2 · 0.05 beträgt.
In der Abbildung 5.2 sind die Ergebnisse der Rekonstruktion zu sehen, die
einen relativen Rekonstruktionsfehler von 38.01% in der L2(ΩR0 )-Norm im
Fall von ˜︁Λ und einen relativen Fehler von 57.14% im Fall von ˜︁S haben. Die
Ergebnisse für ˜︁Λ sind natürlich deutlich besser, da mehr Messdaten zur Rekon-
struktion genutzt werden können. Wir konnten auch feststellen, dass die Größe
und der Wert des Bereichs {Im n2p > 0}, in dem das Material absorbierend
wirkt, Einfluss auf die Qualität und Geschwindigkeit der Rekonstruktion hat.
So ist das Ergebnis bei einem größeren Bereich mit einem eher großen Wert
deutlich besser und in weniger Schritten erreicht.
Im Folgenden betrachten wir noch ein weiteres Beispiel im zweidimensionalen
Raum, mit welchem wir ein vereinfachtes Modell einer Nano-Gras-Struktur
simulieren. Das Objekt wird durch den Brechungsindex n2 beschrieben, der
den Wert 2 innerhalb des Objektes und den Wert 1 im umgebenden Medium
annimmt. In dem Bereich, wo das Material absorbierend wirkt, nimmt der
Brechungsindex den Wert 2+ 1i an. In den Abbildungen 5.3 und 5.4 ist die
Problemstellung visualisiert.
Diesmal nehmen wir ein etwas gröberes Netz für die Diskretisierung des
Gebietes mit 22M = 1024 Zellen für ΩR0 , N = 2
6 Teilintervalle von I und eine
Schranke von 300 für die Fourier-Reihe der Randbedingung. Die 32 rechten
Seiten haben wir genauso wie im vorherigen Beispiel mit R0 = 4.5 gewählt
und durch k2 = 3 soll die Wellenzahl beschrieben sein. Für dieses Beispiel
untersuchen wir zusätzlich, ob der L2(ΩR0 )-Fehler der Rekonstruktion gegen
Null konvergiert, wenn man das Rauschen beliebig klein werden lässt, also
für ε→ 0. Wir berechnen fünf Rekonstruktionen, eine für ˜︁Λ, zwei für ˜︁S mit
den Messbereichen bei R = 5 und bei R = 10 sowie für den Messoperator ˜︁T .
Zusätzlich wählen wir den Operator ˜︁Λ1 : Q → L2(ΩR0 ), q ↦→ ˜︁w1, der nur fR,0 als
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(a) Rekonstruktion von Re q+ im Fall von ˜︁L . (b) Rekonstruktion von Re q+ im Fall von ˜︁S .
(c) Rekonstruktion von Im q+ im Fall von ˜︁L . (d) Rekonstruktion von Im q+ im Fall von˜︁S .
Abbildung 5.2.: Rekonstruktion mit den Messoperatoren ˜︁L und ˜︁S (d = 2).
einzige rechte Seite verwendet. Um den Messabstand für ˜︁S zu unterscheiden,
bezeichnen wir mit ˜︁S5 den Fall mit R = 5 und mit ˜︁S10 den anderen Fall. In
der Abbildung 5.5 haben wir die Abhängigkeit des Rekonstruktionsfehlers
gegenüber dem Rauschen in einer logarithmischen Skala in beide Richtungen
visualisiert. Weiterhin sind in der Abbildung 5.5 die Ergebnisse für einen
Rauschlevel von 1.1% für die Messoperatoren ˜︁T , ˜︁S5 und ˜︁S10 dargestellt. Zum
Stoppen der äußeren REGINN-Schleife wählen wir weiterhin t = 1.2 (siehe
Abschnitt 5.1.3 zur Erklärung des Parameters t ). Der Rekonstruktionsfehler
schrumpft in diesem Beispiel mit einer Rate von O(#0.3) für Rauschlevel
#∈ [5 · 10−4, 5 · 10−2] im Fall von ˜︁L und ˜︁L 1, und mit einer Rate von O(#0.1)
für #∈ [1.1· 10−3, 5 · 10−2] im Fall von ˜︁S5, ˜︁S10 und ˜︁T .
Um auch ein Beispiel für eine Rekonstruktion im dreidimensionalen Raum zu
geben, diskretisieren wir WR0 in 23M = 4096Zellen und I in N = 22·4 Quadrate.
Die Abschneidebedingung für die Fourier-Reihe der Randbedingung wählen
wir als |j|¥ > 30, j ∈ Z 2, und betrachten das Inverse Problem für ˜︁L . Für die
rechten Seiten teilen wir das Gebiet WR00 in N f = 8 Quader. Auf die Messdaten
addieren wir 5% um Null gleichverteiltes additives Rauschen auf die gleiche
Weise, wie zuvor beschrieben, hinzu. Die Wellenzahl soll für dieses Beispiel
k2 = 0.4 erfüllen und t ist als t = 1.2 gewählt. Die Ergebnisse mit einem
relativen Rekonstruktionsfehler von 51.38%sind in der Abbildung 5.6 zu sehen.
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(a) Realteil des gestörten Brechungsindizes Re n2p + q+. Die rote Linie markiert den
Messbereich im Fall von ˜︁S5.
(b) Imaginärteil des Brechungsindizes Im n2p + q+. Die rote Linie markiert den Mess-
bereich im Fall von ˜︁S5.
Abbildung 5.3.: Drei Perioden der Nano-Gras-Struktur für die Rekon-
struktion.
(a) Realteil der exakten Störung Re q+. (b) Die erzeugte gestreute Welle von fR,0.
Abbildung 5.4.: Die Störung und die gestreute Welle des Nano-Gras-Beispiels.
5.2. Inexaktes Newton-Verfahren für das
vektorwertige Streuproblem
Wir haben in Abschnitt 5.1 das Inverse Problem für die skalare Problemstellung
analysiert und ein Newton-Verfahren für die Rekonstruktion der Störung
genutzt. Dies wollen wir nun auf das vektorwertige Problem übertragen.
Wegen des hohen Rechenaufwands für die Approximation der Lösung der
Maxwell-Gleichungen beschränken wir uns auf den Messoperator, der die
ganze Welle auf einer Periode misst. Wir zeigen auch in diesem Fall die
Eindeutigkeit der Rekonstruktion und die Schlecht-Gestelltheit des Inversen
Problems sowie ein Beispiel für die Qualität der Rekonstruktion.
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(a) Rekonstruktion von Re q+ im Fall von˜︁T mit 1.1% relativem additiven Rauschen.
Relativer Fehler liegt bei 43.68%.
(b) Rekonstruktion von Re q+ im Fall von˜︁S5 mit 1.1% relativem additiven Rauschen.
Relativer Fehler liegt bei 49.48%.
(c) Rekonstruktion von Re q+ im Fall von˜︁S10 mit 1.1% relativem additiven Rauschen.
Relativer Fehler liegt bei 59.79%.
(d) Abhängigkeit des Rekonstruktionsfeh-
lers vom Rauschlevel ε.
Abbildung 5.5.: Ergebnisse für das Nano-Gras-Beispiel.
5.2.1. Definition und Eigenschaften des Messoperators
Für feste, gegebene µr, εr ∈ W1,∞(ΩR0 ) suchen wir also den Kontrast q+ :=
εsr − εr ∈ W1,∞(ΩR0) zwischen der bekannten periodischen Permittivität
εr und einer lokal gestörten Permittivität εsr bei Kenntnis der Messdaten
Λq+ : f ↦→ E
⃓⃓
ΩR0
. Der Operator Λq für eine Störung q ∈ D(Λ) soll rechte Seiten
aus L2(ΩR0 )
3 auf Lösungen des variationellen Problems 2 aus X abbilden,
die auf die Periode ΩR0 eingeschränkt werden. Den Raum der auf Ω
R
0 einge-
schränkten Funktionen aus X bezeichnen wir im Folgenden als X(ΩR0 ). Somit
suchen wir ein q+, sodass der Vorwärtsoperator Λ, der Störungen q auf den
Lösungsoperator Λq abbildet, die Gleichung
Λq = Λq+ ∈ L(L2(ΩR00 )3, X(ΩR0 ))
erfüllt. Die Bedingungen an die Koeffizienten εsr und εr vom Anfang des
Abschnitts 4.4 sollen weiterhin erfüllt sein, damit wir einen wohldefinierten
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(a) Exakter Brechungsindex Re n2p. (b) Exakter Brechungsindex Im n2p.
(c) Exakte Störung Re q+. (d) Rekonstruktion von Re q+ im Fall von˜︁Λ.
Abbildung 5.6.: Beispiel für die Rekonstruktion im dreidimensionalen Raum.
Vorwärtsoperator erhalten. Wir betrachten die Menge
Q′ :=
{︂
q ∈ W1,∞(ΩR0) : Im (q) ≥ 0
}︂
.
Für alle Störungen q ∈ Q′ besitzt das direkte Problem 2 eine eindeutige Lösung.
Es sei mit Aq ∈ L(X) der nach dem Satz von Riesz existierende Operator
bezeichnet, der für alle u, v ∈ X und für alle q ∈ W1,∞(ΩR0) die Gleichung
(Aqu, v)X = aq(u, v) erfüllt. Die Menge Q′ wird nun zu einer Menge Q ⊇ Q′
erweitert, die eine offene Teilmenge in L∞(ΩR0) sein wird. Dazu wird die
Stetigkeit des Operators q ↦→ Aq benötigt, welche direkt nachgerechnet werden
kann.
Lemma 5.16. Der Operator q ↦→ Aq ist Lipschitz-stetig von L∞(ΩR00 ) nach L(X) .
Die Anwendung der Neumannschen Reihe A.1 ergibt dann die Wohldefiniert-
heit von Λ auf einer offenen Obermenge von Q′.
Folgerung 5.17. Für ein q′ ∈ Q′ gibt es ein δ = δ(q′) > 0 und eine offene Um-
gebung B(q′, δ(q′)) in L∞(ΩR00 ), sodass für alle q ∈ B(q′, δ(q′)) das variationelle
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Problem 2 eindeutig lösbar ist.
Mit anderen Worten können wir die offene Menge Q ⊆ L∞(ΩR00 ),
Q :=
⋃︂
q′∈Q′
B(q′, δ(q′)) ⊆ L∞(ΩR00 )
mit δ(q′)-Kugeln B(q′, δ(q′)) bzgl. der L∞(ΩR0 )-Norm, definieren, für deren Ele-
mente q ∈ Q das Problem aq(E, v) = F(v) eindeutig lösbar ist. Anschließend
können wir den Operator Λ auf Q als Definitionsbereich erweitern.
Definition 5.18. Der Operator Λq0 : L
2(ΩR00 )
3 → L2(ΩR0 )3 bildet eine rech-
te Seite f ∈ L2(ΩR00 )3 auf die auf ΩR0 eingeschränkte Lösung Eq0 ∈ X des
vektorwertigen Problems 2 für aq0 ab. Wir definieren den Messoperator
Λ : Q ⊆ L∞(ΩR0 )→ L
(︂
L2(ΩR00 )
3, L2(ΩR0 )
3
)︂
, q ↦→ Λq,
der eine Störung q ∈ Q auf den Operator Λq abbildet.
Analog zu Lemma 5.4 können wir auch in diesem Fall die Eindeutigkeit zeigen.
Lemma 5.19. Es seien q1 und q2 ∈ Q zwei Störungen mit dem Träger in ΩR00 . Wenn
Λq1 = Λq2 erfüllt ist, dann gilt q1 = q2.
Auch die Fréchet-Differenzierbarkeit kann analog zu Lemma 5.8 für das vek-
torwertige Problem gezeigt werden.
Lemma 5.20. Es sei q ∈ Q fest und E f die Lösung des variationellen Problems 2
für eine rechte Seite f ∈ L2(ΩR00 )3. Definiere für h ∈ L∞(ΩR00 ) den Operator
Wh : L2(Ω
R0
0 )
3 → L2(ΩR0 )3, f ↦→ wh, f
⃓⃓
ΩR0
, der eine Funktion f auf die Lösung
wh, f des Problems 2 mit der rechten Seite k2hu f abbildet, d. h. die Funktion wh, f löst
das Problem
aq(wh, f , v) =
∫︂
ΩR0
k2hE f · v dx
für alle v ∈ X. Dann ist die Ableitung von Λ an der Stelle q gegeben durch
Λ′(q) ∈ L
(︂
L∞(ΩR0 ),L(L2(ΩR00 )3, L2(ΩR0 )3)
)︂
, h ↦→ Wh.
Um auch in diesem Fall die Schlecht-Gestelltheit aus der Nichtlinearitätsbe-
dingung zu folgern, müssen wir zuerst zeigen, dass die Fréchet-Ableitung
lokal schlecht-gestellt ist. Dies folgt aus der Helmholtz-Zerlegung des Lö-
sungsraumes X = Y⊕Y⊥, die wir in Unterkapitel 4.4 betrachtet haben. Wegen
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der Regularitätsvoraussetzung an #r gilt nach dem Satz 4.1 die Inklusion
Y ⊆ H1(WR)3, sodass die Einschränkung von Y auf WR0 nach [McL00, Theo-
rem 3.27] kompakt in L2(WR0 )3 eingebettet ist. Demnach können wir eine
nicht-konvergente Folge {qi}¥i=1 in L¥ (WR0 ) nden, für die die Folge {L qi}¥i=1
konvergent in L(L2(WR00 )3, L2(WR0 )3) ist.
Lemma 5.21. Der OperatorL ′(q) : L¥ (WR00 ) → L
(︂
L2(WR00 )3, L2(WR0 )3
)︂
, der h
aus L¥ (WR00 ) auf Wh abbildet, ist lokal schlecht-gestellt.
Daraus folgern wir schließlich die Schlecht-Gestelltheit von L .
Satz 5.22
Der OperatorL : Q → L
(︂
L2(WR00 )3, L2(WR0 )3
)︂
, q ↦→ L q, ist lokal schlecht-
gestellt.
Beweis: Es sei die rechte Seitef ∈ L2(WR00 )3 fest und seien die Funktionen
Eq ∈ X sowie Eq∗ ∈ X als die Lösungen zu der Problemstellung 2 für #sr =
#r + q bzw. #sr = #r + q∗ gewählt. Weiterhin sei wh ∈ X die Lösung zu dem
Problem 2 für #sr = #r + q∗ und der rechten Seite k2(q− q∗)Eq∗ . Wir erhalten
für h := q− q∗ und w := Eq− Eq∗ − wh die Abschätzung
||w||X(WR0 ) ≤ Ck
2 ||h||L¥ (WR00 )||Eq− Eq∗ ||L2(WR0 )3
= Ck2 ||h||L¥ (WR00 )||L q f − L q∗ f ||L2(WR0 )3.
Wenn wir also ||h||L¥ (WR00 ) klein genug wählen, dann folgt die Nichtlinearitäts-
bedingung mit w := Ck2 ||h||L¥ (WR00 ) < 1 nach Anwendung des Supremums
auf beiden Seiten.
5.2.2. Regularisierungsmethode
Wir wenden, analog zu dem skalaren Problem, die Regularisierungsmethode
CG-REGINN aus den Unterkapiteln 5.1.3 und 5.1.4 auf das vektorwertige
Inverse Problem an. Da der Lösungsraum in diesem Fall aus vektorwertigen
Funktionen besteht, diskretisieren wir den Raum der rechten Seiten L2(WR0 )3
durch 6N f , N f ∈ N , lokal konstante Basisfunktionen und betrachten den Vor-
wärtsoperator ˜︁L : Q → L2(WR0 )3×6N f , der die Störung auf die 6N f Lösungen
abbildet.
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Satz 5.23
Der adjungierte Operator (˜︁Λ′(q))∗ : L2(ΩR0 )3×6N f → L∞(ΩR0 )′ der Fréchet-
Ableitung ˜︁Λ′ von ˜︁Λ in q ∈ Q lässt sich dadurch charakterisieren, dass dieser
eine Funktion v ∈ L2(ΩR0 )3×6N f auf k2Eq · z
⃓⃓
ΩR00
∈ L1(ΩR00 ) abbildet, wobei
Eq ∈ X6N f der Vektor der 6N f Lösungen des Problems 2 für die 6N f rechten
Seiten ist und z ∈ X6N f für alle i = 1, . . . , 6N f das variationelle Problem
aq(ϕ, zi) = (ϕ, vi)L2(ΩR0 )3
für alle ϕ ∈ X löst.
Beweis: Es sei q ∈ Q fest und wh := (˜︁Λ′(q)) h für ein h ∈ L∞(ΩR00 ), dann lösen
(wh)i für alle i = 1, . . . , 6N f die Gleichung aq((wh)i, v) =
∫︁
ΩR k
2h(Eq)i · v dx
für alle v ∈ X. Demnach erhalten wir
(︂
(˜︁Λ′(q))h, v)︂
L2(ΩR0 )
3×6Nf =
6N f
∑
i=1
aq ((wh)i, zi) =
6N f
∑
i=1
(︁
k2(Eq)ih, zi
)︁
L2(ΩR0 )3
=
⟨︂
h, (˜︁Λ′(q))∗v⟩︂
⟨L∞(ΩR00 ),L∞(Ω
R0
0 )
′⟩
.
Für das vektorwertige Problem haben wir Q nicht als Teilmenge von L2(ΩR0 )
konstruiert, sondern als eine offene Menge des Banachraumes L∞(ΩR0 ). Das
vorgeschlagene Newton-Verfahren CG-REGINN setzt für die Konvergenztheo-
rie jedoch Hilberträume als Definitions- und Bildbereich voraus. Wir werden
also die approximierte Störung in einer offenen Menge aus L2(ΩR0 ) ⊇ Q su-
chen, für die ggf. der Lösungsoperator nicht existiert. Diese Lücke werden wir
an dieser Stelle vernachlässigen und trotzdem das Verfahren auf das Inverse
Problem anwenden.
5.2.3. Diskretisierung und numerische Beispiele
Die Diskretisierung der Fréchet-Ableitung und der Adjungierten kann im
Prinzip analog zum skalaren Fall erfolgen. Wir approximieren die Störung
weiterhin als eine Funktion aus dem Finite-Elemente-Raum der stetigen und
stückweise linearen Basisfunktionen P ˜︁M′ , der in (5.3) definiert wurde. Die
Approximation der Bloch-Floquet-Transformierten der Lösung der Maxwell-
Gleichungen ist in diesem Fall jedoch aus dem Finite-Elemente-Raum VMaxwell
N, ˜︁M ,
der durch die Nédélec-Elemente im Ort aufgespannt ist und in (4.22) definiert
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wurde. Somit ist die Einschränkung der Lösung WR0 aus dem Raum
V :=
{︄˜︁v(a, x) = ˜︁M
å
m=1
vm f m˜︁M (x), vm ∈ C
}︄
,
der mit den NØdØlec-Elementen{f m˜︁M} ˜︁Mm=0 aufgespannt ist. Die transponierte
Matrix der FrØchet-Ableitung lässt sich dann analog zu dem skalaren Problem
darstellen als K ∗ =
å
6N f
l=1 M
−1
0 ◦ U∗l ◦ B∗ ◦ N ∗ ◦ L∗ ◦M 1 (vgl. Gleichung (5.4)),
wobei M 1 nun aus den L2(I ×WR0 )-Skalarprodukten der Elemente aus VMaxwellN , ˜︁M
und N die Massematrix der L2(I ×WR0 )-Skalarprodukte zwischen den aus
NØdØlec-Finite-Elemente-RaumVMaxwellN , ˜︁M aus (4.22)und den Finite-Elemente-
Raum der Lagrange-Elemente VN , ˜︁M ′ aus (3.9) besteht.
Zum Schluss geben wir numerische Beispiele für die Rekonstruktionsqualität.
Wir wählen hierfür die obere Schranke R0 = 4.5 und zerlegen das Gebiet WR00
in N f = 8 gleichgroße Quader. Den Raum L2(WR00 ) nähern wir damit durch
6N f = 48 lokal konstante Funktionen { f j,R,m, f j,I,m : j = 1, 2, 3}8m=1 an, die auf
jedem Rechteck entweder den Wert 0 oder den Wert 1 in der Komponente j im
Fall von f j,R,m oder alternativ den Wert 1i im anderen Fall, annehmen, sodass
å
8
m=1 f j,R,m = ej und å 16m=1 f j,I,m = 1iej für j = 1, 2, 3gilt. Wir diskretisieren WR0
in 512 Zellen und I in 22·4 Quadrate. Die Schranke für die Randbedingung
wählen wir als |j|¥ ≤ 10, j ∈ Z 2. Die Daten generieren wir, analog zum
skalaren Fall in Abschnitt 5.1.4, mit gleichverteiltem additiven Rauschen um
Null, das auf 5% skaliert ist. Für das Diskrepanzprinzip wählen wir t = 1.5
(vgl. Abschnitt 5.1.3). Die Ergebnisse sind in der Abbildung 5.7 zu sehen mit
einem Rekonstruktionsfehler von 55.5%.
(a) Exakte Störung Re q+. (b) Rekonstruktion von Re q+ im Fall von˜︁L .
Abbildung 5.7.: Beispiel der Rekonstruktion für das vektorwertige Problem.

6Faktorisierungsmethode für das skalare
Streuproblem
In diesem Kapitel wird das Ziel sein, nur den Träger der Störung zu rekon-
struieren, um im Gegenzug ein schnelleres Verfahren durch Einsparungen
von Auswertungen des direkten Problems zu erhalten. Hierzu werden wir die
Faktorisierungsmethode (FM) für unsere Problemstellung herleiten. Die Faktori-
sierungsmethode ist ein bildgebendes Verfahren, das durch Andreas Kirsch
eingeführt wurde (vgl. [KG08]), und gibt eine theoretische Legitimation für
eine numerische Methode für das Inverse Problem der Rekonstruktion der
Form der Störung. Man setzt die Kenntnis des Fernfeldes der gestreuten
Wellen, die durch ebene Wellen aus jeder Richtung erzeugt werden, voraus.
Im Vergleich zu Newton-artigen Verfahren benötigt diese Methode viel weni-
ger Auswertungen des Vorwärtsoperators, was natürlich vorteilhaft ist. Der
Nachteil der Methode ist, dass man die Störung nur lokalisiert ohne den Wert
der Abweichung zu approximieren. Dieses Kapitel wurde als Artikel [HK20]
veröffentlicht.
Bildgebende Verfahren zur Identifikation eines periodischen Mediums wurden
in vielen Arbeiten behandelt, siehe z. B. [LN13; Ngu12; AK03; AG05; San10;
EH11; YZZ12; HLZ13], um ein paar Referenzen zu nennen. Die Identifizierung
von Störungen in einem periodischen Wellenleiter wurde z. B. in [SZ13; BF14]
analysiert. Auch wurden in [HN17b; CHN18] differenzierbare bildgebende
Verfahren zur Rekonstruktion von Defekten eines unbekannten periodischen
Hintergrundmediums betrachtet, für die der Defekt periodisch sein muss.
Für unsere Problemstellung betrachten wir ebene Wellen aus jeder Richtung
als das einfallende Feld und definieren das Fernfeld der gestreuten Welle auf
einer Oberfläche in endlicher Entfernung. Wir verwenden die Existenztheorie
aus Kapitel 3, um die wohldefinierte Definition einer gestreuten Welle, die
durch eine ebene Welle erzeugt wird, zu erhalten und hierdurch das Fernfeld
der gestreuten Welle zu definieren. Diese hat eine analoge Darstellung zum
Streuproblem für beschränkte Hindernisse im freien Raum und wir zeigen,
dass sich das Fernfeld durch skalierte Fourier-Koeffizienten der gestreuten Wel-
le in endlichem Abstand zu dem periodischen Hintergrundmedium darstellen
lässt. Für das Inverse Problem definieren wir dann die Menge der einfallenden
Wellen, die beliebig nah zur Menge der ausbreitenden ebenen Wellen liegt,
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und betrachten die erzeugten Fernfelddaten als Messdaten in Form eines
Fernfeldoperators. Wir zeigen für die Problemstellung die theoretische Grund-
lage der Faktorisierungsmethode zur Rekonstruktion des Trägers aus dem so
denierten Fernfeldoperator. Unsere Analyse schließt jedoch nicht den Grenz-
fall ein, dass wir nur die sich ausbreitenden ebene Wellen als einfallendes
Feld hernehmen können. Nichtsdestotrotz werden wir für die numerischen
Beispiele nur die ausbreitenden Wellen als einfallendes Feld verwenden, um
näher an dem physikalischen Modell zu bleiben.
Durch die Absorptionsbedingung des periodischen Mediums für die Wohlde-
niertheit der Lösung müssen wir zur Konstruktion der Faktorisierungsmethode
nicht-physikalische einfallende Wellen denieren. In dem numerischen Teil
werden wir dann darauf eingehen, wie der nicht-physikalische Fernfeldopera-
tor aus den Daten des physikalischen Fernfeldoperators erzeugt werden kann.
Zum Schluss geben wir numerische Beispiele für die Faktorisierungsmethode
und fügen zum Vergleich die Ergebnisse der Linear Sampling Method(LSM)
hinzu.
Für dieses Kapitel werden wir die Annahme fallen lassen, dass das Objekt auf
einem perfekt elektrischen Leiter auiegt, um bessere numerische Ergebnisse
präsentieren zu können. Mit anderen Worten werden wir hier das Streu-
problem im ganzen R2, also ohne die homogene Dirichlet-Randbedingung
für den unteren Rand, betrachten. Stattdessen fordern wir nach oben und
nach unten hin das Erfüllen der angular spectrum representation aus (3.1) als
Ausstrahlungsbedingung für die Lösungen. Um die Notation kompakter zu
halten, denieren wir das Streifengebiet WR um in WR := R × (−R, R) und
setzen analogWR0 := [−p , p ]× (−R, R).
Für die theoretische Legitimation der Faktorisierungsmethode wählen wir ein
beliebig kleines h > 0. In den numerischen Beispielen werden wir stattdessen
den Grenzwert h = 0 wählen. Der Grenzfall ist zwar nicht durch die Theorie
gedeckt, liegt jedoch näher an der physikalischen Beschreibung des Problems.
Für ein a ∈ [−(k2 + k2h2)1/ 2, (k2 + k2h2)1/ 2] betrachten wir die a-quasiperiodi-
schen ebenen Wellen der Formuinc(x) = e−iax±i
√
k2−a2x2 als einfallende Felder.
Die Funktionen können wir alternativ als uinc(x, d) = e−ikd·x für ein d ∈ R ×C
darstellen, sodassd · d = 1 und |Im d2| ≤ h gilt. Somit können wir die Menge
aller Richtungen als
S := {d ∈ R ×C : d · d = 1, |Im d2| ≤ h}
denieren, und a als eine Funktion in d betrachten, die deniert ist durch
a : S→
[︃
−
√︂
k2 + k2h2,
√︂
k2 + k2h2
]︃
, a(d) := kd1. (6.1)
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Da wir nun zwischen oberer und unterer Randbedingung unterscheiden
müssen, notieren wir den Dirichlet-Neumann-Operator mit T±R. Das folgende
Lemma ist eine Erweiterung von Lemma 3.1.
Lemma 6.1. Der lineare und stetige Operator T±R : H 1/ 2(G±R) → H−1/ 2(G±R) ist
für ein f ∈ H 1/ 2(G±R) ∩ L1(G±R) gegeben durch
T±R(f )(x,±R) := ±i
(2p )1/ 2
∫︂
R2
√︂
k2− |x|2F (f )(x) eix·x dx, x ∈ R2.
und erfüllt für alle f ∈ H 1/ 2(G±R) die Ungleichungen
∓Re ⟨T±Rf , f ⟩ ≥ 0 und ± Im ⟨T±Rf , f ⟩ ≥ 0.
Analog denieren wir für alle a ∈ R den quasiperiodischen Dirichlet-Neu-
mann-Operator T±Ra : H 1/ 2a (G±R0 )→ H−1/ 2a (G±R0 ).
6.1. Quasiperiodisches Streuproblem
Unter der Annahme, dass wir keine Störung im periodischen Brechungsindex
haben und eine quasiperiodische einfallende Welle annehmen, können wir aus
der Eindeutigkeit der Lösung schließen, dass die gestreute Welle quasiperi-
odisch sein muss. Deswegen ist es hinreichend das Problem auf einer Periode
WR0 zu betrachten. Für ein d ∈ S und die einfallende Welle uinc(·, d) suchen
wir demnach das gestreute Feld ˜︁usqp ∈ H1a(WR0 ), das das variationelle Problem
zu
D˜︁usqp(·, d) + k2n2p˜︁usqp(·, d) = −k2(n2p− 1)uinc(·, d) in WR0
¶
¶x2 ˜︁usqp(·, d) = T±Ra ˜︁usqp(·, d) auf G±R0
löst. Die eindeutige Existenz der Lösung kann analog zu Lemma 3.7 gezeigt
werden, wenn wir Absorption auf einem offenen Ball annehmen. Damit kön-
nen wir das quasiperiodische Gesamtfeld ˜︁uqp(·, d) := ˜︁usqp(·, d) + uinc(·, d)
denieren, das die Gleichung
D˜︁uqp(·, d) + k2n2p˜︁uqp(·, d) = 0 in R2
löst.
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6.2. Gestörtes unbeschränktes Streuproblem
Nachdem wir das Gesamtfeld des quasiperiodischen Problems kennen, be-
trachten wir den Fall eines gestörten Brechungsindizes n2 := n2p + q ∈ L¥ (R2)
mit einer Störung q ∈ L¥ (R2) für die D := supp(q) ⊆ WR00 gilt. Das Streu-
problem ist dann dadurch beschrieben, dass das Gesamtfeld ut : R2 → C die
homogene Helmholtz-Gleichung
Dut + k2n2ut = 0 in R2 (6.2)
löst. Für das Gesamtfeld nehmen wir an, dass sich dieses für ein d ∈ S in das
gestreute Feld us und das Gesamtfeld des quasiperiodischen Streuproblems˜︁uqp(·, d) als einfallende Welle zerlegen lässt. Demnach verschiebt sich die
Aufgabe auf das Finden des unbekannten gestreuten Feldesus ∈ H1(WR) für
ein R > R0, das die Lösung der Gleichung
Dus+ k2n2us = −k2q ˜︁uqp(·, d) in R2 (6.3)
ist. Wie zuvor soll die gestreute Welle die angular spectrum representation aus
(3.1) als Ausstrahlungsbedingung in R2 \WR erfüllen. Unter der Annahme 1
an den Brechungsindex hat das obere Problem eine Lösung nach Satz 3.2 und
das Gesamtfeld ut = us+ ˜︁uqp(·, d) würde das Streuproblem (6.2) lösen. Für
die Faktorisierungsmethode werden wir stattdessen die komplex konjugierte
Funktion ˜︁uqp statt ˜︁uqp für die rechte Seite in (6.3) verwenden. Deswegen
betrachten wir das folgende Problem für eine allgemeine Quelle f ∈ L2(WR0 ),
die wir außerhalb von WR0 durch Null fortsetzen.
Problemstellung 3
Wir suchen für ein R > R0 eine Funktion us ∈ H1(WR) als Lösung des varia-
tionellen Problems zu
Dus+ k2n2us = − f in WR,
¶
¶x2 u
s = T±Rus auf G±R.
6.3. Fernfeld einer gestreuten Welle
Als Nächstes denieren wir das Fernfeld der Lösung des Problems 3 mit Hilfe
der horizontalen Bloch-Floquet-Transformation JR .
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Denition 6.2. Es seius ∈ H1(WR) die Lösung des Problems 3 für eine rechte
Seite f ∈ L2(WR0 ). Wir betrachten b(d ′) := kd ′1 als eine Funktion abhängig von
d ′ ∈ S analog zu a in (6.1) und setzen die Notation
˜︁us(x,±R, d ′) := ˜︁us (︁b(d ′), x,±R)︁ := JR us (︁b(d ′), x,±R)︁ .
Das Fernfeld u¥ : S→ C von us denieren wir als
u¥ (d ′) :=
∫︂
GR0
¶˜︁us
¶x2 (·,−d
′) uinc(·, d ′)− ˜︁us(·,−d ′) ¶uinc(·, d ′)¶x2 dS
−
∫︂
G−R0
¶˜︁us
¶x2 (·,−d
′) uinc(·, d ′)− ˜︁us(·,−d ′) ¶uinc(·, d ′)¶x2 dS.
Das folgende Lemma gibt eine erste Charakterisierung des Fernfeldes.
Lemma 6.3. Für das Fernfeld u¥ einer Lösung us ∈ H1(WR) des Problems 3 für
eine rechte Seite f∈ L2(WR0 ) gilt die Charakterisierung
u¥ (d ′) = lim
M→¥
∫︂ p (2M+1)
−p (2M+1)
¶us
¶x2 u
inc(·, R, d ′)− us ¶u
inc(·, R, d ′)
¶x2 dx1
− lim
M→¥
∫︂ p (2M+1)
−p (2M+1)
¶us
¶x2 u
inc(·,−R, d ′)− us ¶u
inc(·,−R, d ′)
¶x2 dx1
für alle d ′ ∈ S.
Beweis: Es sei d ′ ∈ S fest und setze b = b(d ′). Dann erhalten wir aus der
Denition der Inversen der Bloch-Floquet-Transformation die Identität:
∫︂ p (2M+1)
−p (2M+1)
¶us
¶x2 u
inc(·, R, d ′)− us ¶u
inc(·, R, d ′)
¶x2 dx
=
∫︂
I
M
å
m=−M
e−i2p m·(b+a)
∫︂ p
−p
¶˜︁us
¶x2 (a, ·, R) u
inc(·, R, d ′)
− ˜︁us(a, ·, R) ¶uinc(·, R, d ′)¶x2 dS da.
Die glatte und periodische Funktion d−b,M (a) := å Mm=−M e−i2p m·(b+a) ist die
abgeschnittene Fourier-Reihe der1-periodischen Delta-Distribution, da der j-te
Fourier-Koefzient durch ˆ︁d−b,j = e−i2p j·b gegeben ist. Die Summe konvergiert
bzgl. H−sp (I) für ein s > 1/ 2 gegen d−b (siehe [SV02, Kapitel 5]). Die Bloch-
Floquet-Transformierte der rechten Seite ist analytisch in b, sodass nach dem
Regularitätsresultat 3.11 das gestreute Feld stetig in b ∈ I und die Punktaus-
wertung wohldeniert ist. Somit erhalten wir für b = b(d ′) die behauptete
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Charakterisierung durch
lim
M→¥
∫︂ p (2M+1)
−p (2M+1)
¶us
¶x2 u
inc(·, R, d ′)− us ¶u
inc(·, R, d ′)
¶x2 dx
− lim
M→¥
∫︂ p (2M+1)
−p (2M+1)
¶us
¶x2 u
inc(·,−R, d ′)− us ¶u
inc(·,−R, d ′)
¶x2 dx
=
∫︂ p
−p
¶˜︁us
¶x2 (−b, ·, R) u
inc(·, R, d ′)− ˜︁us(−b, ·, R) ¶uinc(·, R, d ′)¶x2 dx
−
∫︂ p
−p
¶˜︁us
¶x2 (−b, ·,−R) u
inc(·,−R, d ′)− ˜︁us(−b, ·,−R) ¶uinc(·,−R, d ′)¶x2 dx
= u¥ (d ′).
Bemerkung 6.4. Wenn wir mit F (us) die Fourier-Transformierte der Spur auf
GR ∪G−R einer Lösung us ∈ H1(WR) des Problems 3 bezeichnen, so können
wir mit der Identität \(JR us
⃓⃓
GR)0(−b(d ′),±R) = F (us)(−b(d ′),±R) für den
nullten Fourier-Koefzienten aus der Folgerung 2.14 nachrechnen, dass das
Fernfeld gegeben ist durch
u¥ (d ′) =
{︄
2
√
2p i
√︁
k2− |b(d ′)|2F (us)(−b(d ′), R) e−ikd2R, d ′2 > 0,
2
√
2p i
√︁
k2− |b(d ′)|2F (us)(−b(d ′),−R) eikd2R, d ′2 ≤ 0.
Daraus folgt insbesondere, dass das Fernfeld genau dann die Nullfunktion ist,
wenn die Fourier-Transformierte F (us) der Spur der gestreuten Welle auf G±R0
in dem Intervall [−(k2 + k2h2)1/ 2, (k2 + k2h2)1/ 2] \ {−k, k} verschwindet.
Lemma 6.5. Es sei us ∈ H1(WR) die Lösung des Problems 3 für eine rechte Seite
f ∈ L2(WR0 ), die nur in D ihren Träger hat. Wenn das Fernfeld von us verschwin-
det und das Komplement vonD zusammenhängend ist, dann verschwindet us im
Komplement vonD.
Beweis: Wenn das Fernfeld der Lösung us verschwindet, dann verschwin-
den auch die Fourier-Transformierten der Spuren F
(︂
us
⃓⃓
G±R
)︂
auf der Menge
[−(k2 + k2h2)1/ 2, (k2 + k2h2)1/ 2] \ {−k, k}. Da die rechte Seite einen kompak-
ten Träger in WR0 besitzt, ist die Bloch-Floquet-Transformierte gegeben durch
f = JR f , wodurch diese unabhängig von der künstlichen Komponente b
ist. Insbesondere ist die rechte SeiteJR f analytisch bzgl. b ∈ R und es folgt
aus dem Regularitätsresultat 3.11, dass JR us analytisch in b ∈ R \ {−k, k}
ist. Demnach muss auch die Fourier-Transformierte der Spur F
(︂
us
⃓⃓
G±R
)︂
eine
analytische Funktion für x ∈ R \ {−k, k} sein und wegen der Analytizität auf
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ganz R verschwinden. Da nun die Lösung eindeutig durch die Ausstrahlungs-
bedingung erweitert werden kann und diese linear von der Spur abhängt,
verschwindet die gestreute Welle auf einer offenen Menge für ein R′ > R. Die
rechte Seite besitzt ihren Träger in D, womit aus dem Satz über die eindeutige
Fortsetzbarkeit 3.6 folgt, dass die gestreute Welle überall außerhalb von D
verschwindet.
6.4. Herleitung der Faktorisierungsmethode
Für eine ebene Welle uinc(·, d), die von d ∈ S abhängt, schreiben wir die
gestreute Welle als us(·, d) und das quasiperiodische Gesamtfeld als ˜︁uqp(·, d).
Analog schreiben wir ˜︁us(·, d, d ′) für die Bloch-Floquet-Transformierte der
gestreuten Welle und u¥ (d, d ′) für das Fernfeld in d ′ ∈ S. Bevor wir den
Herglotz-Operator Hqp denieren, müssen wir klären, wie das Integral über S
im Folgenden gemeint ist. Wir betrachten die beiden Mengen
S± :=
{︃(︃
d1,±
√︂
1− d21
)︃
: d1 ∈
[︃
−
√︂
1+ h2,
√︂
1+ h2
]︃}︃
.
Eine Funktion f : S→ C soll die beiden von d1 abhängigen Funktion
f ± :
[︃
−
√︂
1+ h2,
√︂
1+ h2
]︃
→ C
bezeichnen und das Integral von f ∈ L2(S) über S soll als∫︂
S
f (d) dS(d) :=
∫︂[︂
−
√
1+h2,
√
1+h2
]︂ f +(d1) + f −(d1) d(d1)
deniert sein. Jetzt können wir den Fernfeld-Operator F: L2(S) → L2(S) und
den Herglotz-Operator Hqp : L2(S)→ L2(D) denieren als
Fg(d ′) :=
∫︂
S
u¥ (d, d ′) g(d) dS(d) und Hqpg :=
∫︂
S
˜︁uqp(·, d) g(d) dS(d),
wobei u¥ (d, ·) das Fernfeld der gestreuten Welle us(·, d) des Problems 3 mit
der rechten Seite f = k2q˜︁uqp(·, d) ist. Durch direktes Nachrechnen erhal-
ten wir den adjungierten Operator H∗qp : L2(D) → L2(S) bzgl. des L2(D)-
Skalarproduktes, der gegeben ist durch
H∗qpv(d ′) =
∫︂
D
v(x) ˜︁uqp(x, d ′) dx.
Durch die ˜nderung der einfallenden Welle als rechte Seite f = k2q˜︁uqp(·, d),
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d ∈ S, haben wir das Verhalten des Streuproblems verändert. Wir sind nun in
der Lage die gewünschte symmetrische Faktorisierung des Fernfeld-Opera-
tors herzuleiten, wie wir im folgenden Satz zeigen werden. Das entstehende
Problem ist, dass das Streuproblem nicht der physikalischen Beschreibung
entspricht, solange der Imaginärteil des Brechungsindizes nicht verschwindet.
Deswegen werden wir im numerischen Teil darauf eingehen, wie wir den
oben denierten theoretischen Fernfeld-Operator durch den physikalischen
approximieren können, der durch die rechten Seiten f = k2q˜︁uqp(·, d) beschrie-
ben ist. Zusätzlich zu der Annahme 1 benötigen wir für die Zerlegung des
Fernfeldoperators die folgende Annahme an die Störung.
Annahme 3. Es sei die Annahme 1 erfüllt und zusätzlich soll das Komplement
Dc := R2 \ D zusammenhängend sein und Re q≥ c> 0 auf D gelten.
Satz 6.6
Es sei die Annahme 3 erfüllt. Der Fernfeld-Operator F kann in F= H∗qpT Hqp
mit dem invertierbaren und beschränkten Operator
T : L2(D)→ L2(D), T v := −k2q(v+ vs),
zerlegt werden, wobei vs die Lösung des Streuproblems 3 für die rechte Seite
f = k2qv bezeichnet.
Beweis: (a) Es gilt für b = b(d ′) und für f ∈ H 1/ 2−b(−p , p ), y ∈ H 1/ 2b (−p , p )
die Identität ∫︂
I
∫︂
[−p ,p ]
T±R−b (f ) y dx db =
∫︂
I
∫︂
[−p ,p ]
T±Rb (y ) f dx db,
woraus wir die Gleichung
∫︂
G±R0
¶˜︁us
¶x2 (·, d,−d
′) ˜︁usqp(·, d ′)− ˜︁us(·, d,−d ′) ¶˜︁usqp¶x2 (·, d ′) dS
=
∫︂
G±R0
T±R−b(d ′)
(︁˜︁us(·, d,−d ′))︁ ˜︁usqp(·, d ′)− ˜︁us(·, d,−d ′) T±Rb(d ′) (︂˜︁usqp(·, d ′))︂ dS
=
∫︂
G±R0
T±R−b(d ′)
(︁˜︁us(·, d,−d ′))︁ ˜︁usqp(·, d ′)− T±R−b(d ′) (︁˜︁us(·, d,−d ′))︁ ˜︁usqp(·, d ′) dS
= 0
folgern. Damit können wir diesen Term zum Fernfeld hinzuaddieren und
erhalten
u¥ (d, d ′) =
[︃∫︂
GR0
−
∫︂
G−R0
]︃ ¶˜︁us
¶x2 (·, d,−d
′) ˜︁uqp(·, d ′)− ˜︁us(·, d,−d ′) ¶˜︁uqp¶x2 (·, d ′) dS.
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Da der Integrand eine periodische Funktion bzgl. x1 ist, können wir die
Greensche Formel anwenden, sodass
u¥ (d, d ′) =
∫︂
WR0
D˜︁us(·, d,−d ′) ˜︁uqp(·, d ′)− ˜︁us(·, d,−d ′)D˜︁uqp(·, d ′) dx
=
∫︂
WR0
(︂
(−k2q us− k2q ˜︁uqp)(·, d)− k2n2p ˜︁us(·, d,−d ′))︂ ˜︁uqp(·, d ′)
+ k2n2p ˜︁us(·, d,−d ′) ˜︁uqp(·, d ′) dx
=
∫︂
WR0
−k2q(˜︁uqp + us)(·, d) ˜︁uqp(·, d ′) dx
gilt. Wenn wir nun eine Funktion g ∈ L2(S) mit dem Fernfeld multiplizieren
und über S integrieren, erhalten wir die behauptete Zerlegung durch
Fg(d ′) =
∫︂
S
u¥ (d, d ′) g(d) dS(d)
=
∫︂
WR0
−k2q
∫︂
S
(︂˜︁uqp(·, d)− us(·, d))︂ g(d) dS(d)˜︁uqp(·, d ′) dx
=
∫︂
WR0
−k2q(U inc +Us) ˜︁uqp(·, d ′) dx = H∗qp(TU inc),
wobei Us(x) das gestreute Feld
∫︁
S u
s(x, d)g(d) dS(d) und U inc = Hqp(g) ist.
(b) Wir haben in der Annahme 3 vorausgesetzt, dass Re q ≥ c > 0 auf D
erfüllt ist. Wenn wir mit L : L2(D)→ L2(D) den Lösungsoperator bezeichnen,
der eine rechte Seite f ∈ L2(D) auf die auf D eingeschränkte Lösung des
Problems 3, abbildet, dann erhalten wir
−1
k2q T v = v+ k
2L(qv) in L2(D).
Dadurch wird also ein Fredholm-Operator mit Index Null beschrieben, sodass
wir nach Satz A.3 nur noch die Injektivität zeigen müssen. Es sei v ∈ L2(D),
das die Gleichung T v = 0 in D erfüllt. Daraus folgt, dass k2qvs = −k2qv in D
gilt, und vs
Dvs+ k2(n2p + q) vs = k2q vs in WR
erfüllt. Da das Streuproblem für q= 0 eine eindeutige Lösung hat, was durch
Satz 3.2 garantiert wird, muss vs die Nullfunktion auf WR sein und es gilt
demnach v = vs = 0 in D.
Der nächste Satz wird uns ein erstes theoretisches Kriterium für die Lokalisie-
rung des Trägers geben, wofür wir das Fernfeld der Fundamentallösung des
ungestörten Problems 3 benötigen. Es sei z ∈ (−p , p )×R fest und F z,p die
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periodische Fundamentallösung der Helmholtz-Gleichung
[︂
D+ k2n2p
]︂
F z,p = −dz in WR0 ,
¶
¶x2 F z,p = T
±R
0 F z,p auf G±R0 .
Wir wählen für ein d > 0 eine Abschneidefunktion c+ ∈ C¥ (R2), für die
c+(x) = 0 für |x − z| > d und c+(x) = 1 für |x − z| < d/ 2 gelten soll, und
betrachten die Lösung ˜︁F z des Problems 3 mit q= 0 und der rechten Seite
− f = D˜︁F z + k2n2p˜︁F z = −Dc+F z,p − 2∇c+ · ∇F z,p ∈ L2(WR0 ).
Dann können wir die Fundamentallösung des Problems 3 durch F z :=
c+F z,p + ˜︁F z denieren und bezeichnen mit f ¥z ∈ L2(S) das Fernfeld.
Lemma 6.7. Wir nehmen an, dass das Komplement vonD zusammenhängend ist
und es sei für ein z∈ WR0 das Fernfeldf ¥z der FundamentallösungF z der Helmholtz-
GleichungDw+ k2n2pw = −dz im GebietWR gegeben. Dann gilt z∈ D genau dann,
wenn das Fernfeldf ¥z in dem BildraumR(H∗qp) liegt.
Beweis: Es seiz ∈ D fest, dann existiert eine offene Menge B#(z) mit einem
Radius # > 0, sodass der Abschluss B#(z) in D liegt. Wir wählen eine Ab-
schneidefunktion c−, die die Eigenschaften c−(x) = 1 für |x − z| ≥ # und
c−(x) = 0 für |x− z| ≤ #/ 2 besitzt und betrachten w := c−F z ∈ H1(WR). Da
die Funktion Dw+ k2n2pw ∈ L2(WR) ihren Träger in D besitzt, gilt
H∗qp(y )(d ′) =
∫︂
WR
(︂
Dw+ k2n2pw
)︂ ˜︁uqp(x, d ′) dx,
sodass aus der Gleichung
∫︂ p (2M+1)
−p (2M+1)
¶w
¶x2 (·,±R) ˜︁uqp(·,±R, d ′)− w(·,±R) ¶˜︁uqp¶x2 (·,±R, d ′) dx
=
∫︂ p (2M+1)
−p (2M+1)
¶F z
¶x2 (·,±R) u
inc(·,±R, d ′)− F z(·,±R) ¶u
inc
¶x2 (·,±R, d
′) dx,
aus der Greenschen Formel und aus Lemma 6.3 die Identität
H∗qp(y )(d ′)
= lim
M→¥
∫︂ p (2M+1)
−p (2M+1)
¶F z
¶x2 (·, R) u
inc(·, R, d ′)− F z(·, R) ¶u
inc
¶x2 (·, R, d
′) dx
− lim
M→¥
∫︂ p (2M+1)
−p (2M+1)
¶F z
¶x2 (·,−R) u
inc(·,−R, d ′)− F z(·,−R) ¶u
inc
¶x2 (·,−R, d
′) dx
= f ¥z (d ′)
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folgt. Insbesondere ist das Fernfeld f ¥z von F z im Bildbereich von H∗qp.
Nehme andererseits an, dassf ¥z ∈ R(H∗qp) und z ̸∈ D gilt. Dann gibt es ein
y ∈ L2(D) mit H∗qpy = f ¥z . Wir bezeichnen mit ws die Lösung des Problems 3
für die rechte Seite f = −y . Dann können wir, wie oben, nachrechnen, dass
das Fernfeld von ws genau f ¥z entspricht. Aus Lemma 6.5 folgern wir, dass
ws der Fundamentallösung F z in R2 \ (D ∪ {z}) gleicht. Die Analytizität der
Lösung widerspricht damit, dass z ∈ R2 \ D ist. Wenn z ∈ D \ D, dann ergibt
das Ganze ebenso einen Widerspruch, dennF z ̸∈ H 1/ 2(¶D) für z ∈ ¶D.
Wir haben somit gezeigt, dass ein Punkt z ∈ WR0 genau dann in D liegt, wenn
das Fernfeld f ¥z ein Element des Bildbereichs von H∗qp ist. Der nächste Schritt
ist, den Bildbereich zu charakterisieren, sodass wir nur noch den Operator
F in der ˜quivalenz benötigen. Hierfür werden wir das Resultat aus [KG08,
Theorem 2.15] in der Version von [BH13, Theorem 3.2] anwenden, das wir
nun als Proposition zitieren. Für die Denition von A1/ 2 für einen linearen
Operator A sei auf die Theorie der Inversen Probleme, wie z. B. in [Rie03] zu
nden, verwiesen.
Proposition 6.8. Es sei H⊂ U ⊂ H∗ ein Gelfand-Tripel mit einem Hilbertraum U
und einem reexiven Banachraum H, sodass die Einbettungen dicht sind. Weiterhin
sei Y ein zweiter Hilbertraum undG : Y → Y, H : Y → H sowieT : H → H∗
lineare und beschränkte Operatoren, sodassG = H∗T H gilt. Nehmen wir zudem
an, dassH∗ ein kompakter Operator mit dichtem Bild ist, dass sich(Re T ) :=
(T + T ∗)/ 2 zerlegen lässt in (Re T ) = C+ K mit einem kompakten Operator K
und einem selbstadjungierten und koerziven Operator C: H → H∗, d. h. es gibt ein
c> 0 mit
(f , Cf )H ≥ c||f ||2H für alle f ∈ H ,
und dass(Im T ) := (T − T ∗)/ (2i) strikt positiv aufR(H) ist.
Dann ist der OperatorG# := |(Re T )|+ (Im T ) strikt positiv und die Bildräume
vonH∗ : H∗ → Y und G1/ 2# : Y → Y sind identisch.
Satz 6.9
Der Operator Hqp : L2(S) → L2(D) ist kompakt und injektiv. Wenn das Kom-
plement von D zusammenhängend ist, dann ist der Abschluss des Bildraumes
charakterisiert durch
R(Hqp) = Hinc(D) :=
{︂
v ∈ L2(D) : Dv+ k2n2pv = 0 in D
}︂
.
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Beweis:Das Gesamtfeld des quasiperiodischen Problems ist stetig in d1 und
analytisch außerhalb von d1 = ±1, was aus Satz 3.10 folgt. Da das quasi-
periodische Gesamtfeld der Kern des Integraloperators Hqp ist, muss dieser
kompakt sein.
Für die Injektivität sei ˜︁I := [−1, 1] und der Operator H : L2(D) → L2(S),
Hg := (Hqpg), deniert. Damit ist der Operator Hqp genau dann injektiv,
wenn H injektiv ist, sodass wir stattdessen die Injektivität von H zeigen. Die
Funktion Hg ∈ L2(D) ist die Restriktion von
vg(x) :=
∫︂
S
˜︁uqp(x, d) g(d) dS(d), x ∈ R2,
auf D, die die homogene Helmholtz-Gleichung Dvg + k2n2pvg = 0 in R2 löst.
Zunächst wollen wir die Bloch-Floquet-Transformierte einer allgemeinen Funk-
tion vg berechnen, und nehmen anschließend erst an, dass g aus dem Kern ist.
Wir wählen hierfür eine Funktion ˜︁g± ∈ C¥0 (˜︁I), die durch Null auf R erweitert
ist. Da alle Ableitungen der Funktion ˜︁g± in d1 = ±1 verschwinden und das
quasiperiodische Gesamtfeld außerhalb von d1 = ±1 analytisch ist, muss für
d2(d1) := (1− d21)1/ 2 die Inklusion
u±g (x, ·) := ˜︁uqp (x, ·,±d2(·)) ˜︁g±(·) ∈ C¥0 (R) für alle x ∈ R2 (6.4)
gelten. Weiterhin ist ˜︁uqp(·, d) ∈ H2loc(R2) für alle d ∈ S, woraus wir aus dem
Sobolevschen Einbettungssatz [McL00, Theorem 3.26] schließen, dass ˜︁uqp stetig
in x ist. Daraus erhalten wir für a0 ∈ I
M
å
j=−M
∫︂
˜︁I ˜︁uqp (x1 + 2p j, x2, d1, d2(d1)) ˜︁g±(d1) e2p ia0 j d(d1)
=
1
k
∫︂
R
M
å
j=−M
˜︁uqp (︁x, ˜︁d1/ k,±d2(˜︁d1/ k))︁ ˜︁g±(˜︁d1/ k) e2p i(a0−˜︁d1)j d(˜︁d1). (6.5)
Die glatte und periodische Funktion
(︂˜︁d1 ↦→ å Mj=−M e2p i(a0−˜︁d1)j)︂ konvergiert
im distributionellem Sinne (d. h. in D′(R)) gegen die periodische Delta-Distri-
bution
å m∈Z da0+m gleichmäßig bzgl. a0 ∈ I (siehe [SV02, Kapitel 5]). Deshalb
ist für jedes a0 ∈ I und x ∈ WR0 der Grenzwert durch die endliche Summe
lim
M→¥
M
å
j=−M
kv˜︁g(x1 + 2p j, x2) e2p ia0 j
=
å
m∈Z
˜︁uqp (︃x, a0 +mk , d2
(︃
a0 +m
k
)︃)︃ ˜︁g+ (︃a0 +mk
)︃
+
å
m∈Z
˜︁uqp (︃x, a0 +mk ,−d2
(︃
a0 +m
k
)︃)︃ ˜︁g− (︃a0 +mk
)︃ (6.6)
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gegeben. Aus [SV02, Kapitel 5] folgt zudem die Konvergenz bzgl. der Norm
in L2(I ×WR0 ).
Nun wollen wir die Formel auf alle g ∈ L2(˜︁I) erweitern. Es sei hierzu für
u±g aus (6.4) die Funktion u±p (x, kd1) := å j∈Z u±g (x, d1 + j) deniert. Für die
L2(WR)-Norm gilt analog zu (6.5), dass
∫︂
WR
k2|vg|2 dx =
å
m∈Z
∫︂
WR0
⃓⃓⃓⃓∫︂ 1/ 2
−1/ 2
u+p (x, ˜︁d1) e−2p i˜︁d1m d(˜︁d1)⃓⃓⃓⃓2 dx
+
∫︂
WR0
⃓⃓⃓⃓∫︂ 1/ 2
−1/ 2
u−p (x, ˜︁d1) e−2p i˜︁d1m d(˜︁d1)⃓⃓⃓⃓2 dx
=
å
m∈Z
∫︂
WR0
⃓⃓⃓[(u+p )−m(x)⃓⃓⃓2 + ⃓⃓⃓[(u−p )−m(x)⃓⃓⃓2 dx,
wobei [(u±p )m(x) der m-te Fourier-Koefzient bzgl. d1 ist. Die Fourier-Koefzi-
enten sind beschränkt durch
å
m∈Z
∫︂
WR0
⃓⃓⃓[(u±p )m(x)⃓⃓⃓2 dx ≤ ||u±g ||2L2(˜︁I×WR0 ) < ¥ ,
sodass die Funktion vg in L2(WR) liegt und damit auch JR vg ∈ L2(I ×WR0 ).
Wegen der Dichtheit von C¥0 (˜︁I) in L2(˜︁I) können wir eine Folge {gN}N∈N mit
||g± − ˜︁g±N ||L2(˜︁I) → 0 für N → ¥ wählen, sodass für M , N → ¥⃓⃓⃓⃓
⃓
⃓⃓⃓⃓
⃓JR vg(a, x)− Måj=−M vg(x1 + 2p j, x2) e2p iaj
⃓⃓⃓⃓
⃓
⃓⃓⃓⃓
⃓
L2(I×WR0 )
→ 0,
⃓⃓⃓⃓
⃓
⃓⃓⃓⃓
⃓ Måj=−M
(︁
vg(x1 + 2p j, x2)− v˜︁gN (x1 + 2p j, x2))︁ e2p iaj
⃓⃓⃓⃓
⃓
⃓⃓⃓⃓
⃓
L2(I×WR0 )
→ 0,
⃓⃓⃓⃓
⃓
⃓⃓⃓⃓
⃓ å
m∈Z
˜︁uqp (︃x, a+mk ,±d2
(︃
a+m
k
)︃)︃ (︁
g±(a+m/ k)− ˜︁g±N (a+m/ k))︁
⃓⃓⃓⃓
⃓
⃓⃓⃓⃓
⃓
L2(I×WR0 )
→ 0.
Demnach gilt die Gleichung (6.6) für alle g ∈ L2(S) mit supp g± ⊆ ˜︁I .
Es sei g ∈ L2(S) nun eine Funktion aus dem Kern, die Hg = 0 ∈ L2(D)
erfüllt. Die entsprechende Herglotz-Funktion vg löst die homogene Helmholtz-
Gleichung und verschwindet auf D, sodass aus dem Satz über die eindeutige
Fortsetzbarkeit 3.6 vg = 0 in R2 folgt. Das periodische gestreute Feld ist
beschränkt durch ||˜︁usqp(·, d)||H1(WR′0 ) ≤ CR′||˜︁usqp(·, d)||H1(WR00 ) für alle R′ > R0
und das einfallende Feld uinc wächst exponentiell in Richtung ∓x2 für |d1| > 1
auf S±. Daraus folgt insbesondere, dasssupp g± ⊆ ˜︁I sein muss. Somit können
wir die Formel (6.6) auf g und anschließend den Randoperator (T±Ra0 − ¶/ ¶x2)
136 Kapitel 6. Faktorisierungsmethode für das skalare Problem
für ein a0 ∈ I auf die Spur des Gesamtfeldes anwenden. Für das gestreute
Feld ˜︁usqp = ˜︁uqp − uinc gilt (︁T±Ra0 − ¶/ ¶x2)︁ ˜︁usqp(·, d) = 0. Da die Funktionen
{e−i(a0+m)x1}m∈Z linear unabhängig in L2([−p , p ]) sind, erhalten wir aus
0 =
å
m∈Z
±2i
√︂
k2− (a0 +m)2 g±
(︃
a0 +m
k
)︃
e−i(a0+m)x1−i
√
k2−(a0+m)2R
für alle x ∈ G±R0 , dass g± = 0 in ˜︁I und infolgedessen auch g = 0 in S gilt.
Für die Charakterisierung des Bildraumes von Hqp ist zunächst einmal schnell
ersichtlich, dass die Inklusion R(Hqp) ⊆ Hinc(D) gilt. Um die andere Inklusion
zu zeigen, ist es hinreichend die Injektivität von H∗qp auf Hinc(D) zu zeigen.
Es sei hierzu f ∈ Hinc(D) eine Funktion mit H∗qp f = 0. Wir betrachten das
gestreute Feld w ∈ H1(WR) als Lösung des Problems 3 mit Dw+ k2n2pw = f .
Die Anwendung der Greenschen Formel ergibt damit für alle d ′ ∈ S
w¥ (d ′) = lim
M→¥
∫︂ p (2M+1)
−p (2M+1)
¶w
¶x2 u
inc(·, R, d ′)− w ¶u
inc(·, R, d ′)
¶x2 dx
− lim
M→¥
∫︂ p (2M+1)
−p (2M+1)
¶w
¶x2 u
inc(·,−R, d ′)− w ¶u
inc(·, 0,d ′)
¶x2 dx
= H∗qp f (d ′) = 0.
Aus Lemma 6.5 folgt nun, dass w in dem Komplement Dc verschwindet und
insbesondere w ∈ H10(D) ist. Da f ein Element aus Hinc(D) ist, erhalten wir
||f ||2L2(D) =
∫︂
D
[︂
Dw+ k2n2pw
]︂
f dx = 0
und damit ist Hqp injektiv auf Hinc(D).
Die Dichtheit von H∗qp ist eine direkte Folgerung aus der Injektivität von Hqp.
Folgerung 6.10. Der Operator H∗qp : L2(D)→ L2(S) ist kompakt mit dichtem Bild.
Für gegebene Funktionen n2, n2p und q denieren wir das homogene interior
transmission problemals das Finden einer Lösung (ws, v) ∈ L2(D)2, die die
Bedingungen ws ∈ H2(D) und
Dws+ k2n2 ws = −k2qv in D (6.7a)
Dv+ k2n2p v = 0 in D (6.7b)
ws = 0 auf ¶D (6.7c)
¶ws
¶n = 0 auf ¶D (6.7d)
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erfüllt. Für die Faktorisierungsmethode werden wir annehmen, dass es nur die
triviale Lösung zu diesem Problem gibt. Wir weisen nun die Voraussetzung
für den Operator T nach.
Lemma 6.11. Es sei die Annahme 3 erfüllt. Zudem soll es keine nicht-triviale Lö-
sung zu (6.7) geben. Dann ist der Operator (Im T ) strikt positiv auf R(Hqp) und
der Operator (Re T ) kann zerlegt werden in (Re T ) = C + K mit einem selbstad-
jungierten und koerziven Operator C und einem kompakten Operator K.
Beweis: Für alle v ∈ L2(D) bezeichnen wir mit vs die Lösung des Problems 3
für die rechte Seite k2qv. Wir definieren den koerziven und selbstadjungierten
Operator C : L2(D) → L2(D) durch Cv := −k2(Re q)v. Für den restlichen
Teil K := (Re T ) − C : L2(D) → L2(D) erhalten wir für w, v ∈ L2(D) die
Gleichung
(w, Kv)L2(D) =
1
2
(w, T v)L2(D) +
1
2
(T w, v)L2(D) − (w, Cv)L2(D)
= −k2
∫︂
D
1
2
qw (v + vs) +
1
2
q(w + ws) v− (Re q)w v dx
=
−k2
2
∫︂
D
qw vs + qws v dx.
Da beide Funktionen ws und vs aus H1(D) sind, folgt aus dem Einbettungssatz
[McL00, Theorem 3.27] die Kompaktheit von K.
Es bleibt die Positivität von (Im T ) zu zeigen. Wir rechnen zunächst nach,
dass (v, (Im T )v)L2(D) = −Im (T v, v)L2(D) gilt. Deswegen werden wir den
Term −Im (T v, v)L2(D) statt (v, (Im T )v)L2(D) abschätzen. Weiterhin können
wir das Skalarprodukt (T v, v)L2(D) schreiben als
(T v, v)L2(D) =
∫︂
D
−k2q(v + vs) v dx für alle v ∈ L2(D).
Wegen der Identität (v+ vs) v = |v+ vs|2− (v+ vs) vs und Lemma 3.3 erhalten
wir die Abschätzung
Im
∫︂
ΩR
k2q v vs dx = Im
(︃∫︂
ΩR
|∇vs|2 − k2n2p |vs|2 − k2q |vs|2 dx
−
[︃∫︂
ΓR
−
∫︂
Γ−R
]︃
T±R(vs) vs dS
)︃
≤
∫︂
ΩR
−k2(Im n2p + q) |vs|2 dx ≤
∫︂
ΩR
−k2(Im q) |vs|2 dx
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und folgern daraus
− Im (T v, v)L2(D) ≥ k2
∫︂
D
(Im q) |v + vs|2 dx ≥ 0 für alle v ∈ L2(D). (6.8)
Somit ist (Im T ) ein semi-positiver Operator. Wir wollen nun die strikte Positi-
vität zeigen und wählen ein v ∈ R(Hqp), das die Gleichung Im (T v, v)L2(D) =
0 erfüllt. Die Rechnung (6.8) impliziert, dass vs auf {Im n2p > 0} verschwindet.
Nach dem Satz über die eindeutige Fortsetzbarkeit 3.6 verschwindet vs deshalb
auf der zusammenhängenden Menge Dc, die {Im n2p > 0} \ D beinhaltet. Aus
der Annahme, dass es keine nicht-triviale Lösung für das Problem (6.7) gibt,
folgern wir, dass vs überall verschwinden muss und infolgedessen ist v, wie
behauptet, die Nullfunktion.
Die letzten beiden Lemmatas 6.11 und 6.7 sowie die Folgerung 6.10 weisen
damit alle Voraussetzungen nach, um die Proposition 6.8 anwenden zu können.
Wir erhalten demnach die folgende Charakterisierung des Trägers.
Satz 6.12
Es sollen die Voraussetzungen aus Lemma 6.11 gelten, dann ist der Opera-
tor F# := |(Re F)| + (Im F) : L2(S) → L2(S) strikt positiv. Wenn wir mit
{λj,ψj}∞j=1 das Eigensystem von F# bezeichnen, dann erhalten wir die Charak-
terisierung des Trägers D durch
z ∈ D ⇔ ϕ∞z ∈ R(F1/2# ) ⇔
∞
∑
j=1
|(ϕ∞z ,ψj)L2(S)|2
λj
< ∞. (6.9)
6.5. Numerische Beispiele für den theoretischen
Fernfeld-Operator
In diesem Abschnitt werden wir numerische Beispiele präsentieren, um die
theoretischen Resultate zu überprüfen. Hierfür betrachten wir statt eines
kleinen η > 0 nur den Grenzfall η = 0 und diskretisieren das Intervall [−1, 1]
in Nd äquidistante Punkte {dj1}Ndj=1 mit
dj1 := −1+
1
Nd
+
2
Nd
(j− 1) für j = 1, . . . , Nd.
Wir legen die diskreten Richtungen als dj,± := (dj1, d
j,±
2 ) fest mit einer von d
j
1
abhängigen zweiten Komponente, die gegeben ist durch dj,±2 := ±
√︂
1− |dj1|2.
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Für die Erzeugung der Daten nehmen wir ebene Wellen uinc(·, d j,±) als rechte
Seiten und berechnen das quasiperiodische gestreute Feld mit Hilfe der Finite-
Elemente-Methode. Die approximierten Gesamtfelder des quasiperiodischen
Problems nehmen wir anschließend her, um das gestreute Feld des gestörten
Problems durch die numerische Methode aus Unterkapitel 4.6 anzunähern.
Analog approximieren wir die Fundamentallösung durch den Algorithmus in
Unterkapitel 4.6, indem wir q = 0 und f = dz setzen. Anschließend können
wir die Fernfelder der gestreuten Felder mit der Formel aus Bemerkung 6.4
für die selbe Verteilung der Punkte {d j1}Ndj=1 berechnen.
Es seien˜︁F±j ∈ C2Nd, j = 1, . . . , Nd, die Vektoren der Werte des Fernfeldes für
die einfallenden Wellen uinc(·, d j,±) ausgewertet an den Punkten d j,±. Wir
denieren den diskreten Fernfeld-Operator ˜︁F als
˜︁F = (︂˜︁F+1 , . . . ,˜︁F+Nd, ˜︁F−1 , . . . ,˜︁F−Nd)︂ ∈ C(2Nd)×(2Nd).
Wenn wir mit {(˜︁l j , ˜︁y j)}2Ndj=1 das diskrete Eigensystem des Operators ˜︁F# :=
|(Re ˜︁F)|+ (Im ˜︁F) und {˜︁f ¥z }z∈WR0 als die diskreten Fernfelder der Fundamen-
tallösung bezeichnen, dann berechnen wir für die Lokalisierung des Trägers
die Summe
M z :=
Nd
å
j=1
|(˜︁f ¥z , ˜︁y j)L2(S)|2˜︁l j
für ein z ∈ WR0 , wodurch wir eine diskrete Version der Gleichung (6.9) er-
halten. Aus diesen Werten können wir für Punkte z ∈ [−p , p ] × [0, 5] den
reziproken Wert 1/ M z visualisieren. Für die Beispiele geben wir die Resultate
mit einem verrauschten und einem unverrauschten Fernfeld-Operator an. Für
das Rauschen generieren wir gleichverteilte Zufallszahlen um Null, die wir
auf 1% runterskalieren, d. h. wir wenden den Algorithmus auf die Daten˜︁F# = ˜︁F+ c für ein c ∈ C(2Nd)×(2Nd) an, das ||c||2 = 0.01||˜︁F||2 erfüllt, wobei
|| · ||2 der größte Singulärwert ist. Zur Erzeugung der Daten setzen wir eine Ab-
schneideschranke für den Dirichlet-Neumann-Operator der Randbedingung
auf |j| > 300, diskretisieren WR0 in 22·6 rechteckige Zellen und das Intervall I
in 27 Teilintervalle. Die relative Toleranz von GMRES ist auf 10−10 gesetzt und
wir verwenden die Variablentransformation g4 aus Unterkapitel 3.7.1 für die
diskrete inverse Bloch-Floquet-Transformation. Wir betrachten 2 Nd = 128ein-
fallende Richtungen als ebene Wellen und 2 Nd = 128ausgehende Richtungen
für das Fernfeld. Für die rechten Seiten nehmen wir 252 = 625Punkte {zj}625j=1
in WR0 , die in jede Richtung äquidistant sind.
Beispiel 1
Für das erste Beispiel betrachten wir ein vereinfachtes Modell von Nano-Gras-
140 Kapitel 6. Faktorisierungsmethode für das skalare Problem
Strukturen und simulieren einen Produktionsfehler, bei dem ein paar Stäb-
chen fehlen. In der Abbildung 6.1 sind die Parameter und die Resultate in
[−3p , 3p ]× [0, 5] für verschiedene Wellenzahlen visualisiert. Der Brechungs-
index nimmt den Wert 2 innerhalb des Objektes, den Wert 1 außerhalb des
Objektes und den Wert 2 + 1i innerhalb des absorbierenden Materials an.
(a) Drei Perioden des Realteils des gestörten
Brechungsindex zwischen −3p und 3p .
(b) Drei Perioden des Imaginärteils des Bre-
chungsindizes zwischen −3p und 3p .
(c) Ergebnis mit 1% Rauschen für k2 = 1.8. (d) Ergebnis mit 1% Rauschen für k2 = 3.
(e) Drei Perioden des Realteils des zweiten
gestörten Brechungsindex zwischen −3p und
3p . Imaginärteil ist in (b) zu sehen.
(f) Ergebnis für den zweiten Brechungsindex
mit 1% Rauschen und k2 = 3.
Abbildung 6.1.: Die Parameter und das Ergebnis für das erste Beispiel der
Faktorisierungsmethode.
In den nächsten Beispielen werden wir den Einuss verschiedener Wellenzah-
len und der Absorption auf die Qualität der Rekonstruktion überprüfen. Dafür
betrachten wir für alle j ∈ Z den folgenden ungestörten Brechungsindex
n2p(x + 2p j) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2, x ∈ ([−3/ 2, 3/ 2]× [0,9/ 2]
∪[−p , p ]× [0,7/ 2]) \ [−1, 1]× [1, 3],
2+ ni, x ∈ [−1, 1]× [1, 3],
1, sonst,
mit einem n > 0, welches wir später wählen, und die Störung wählen wir als
q1(x) =
{︄
5.5, x ∈ [−1/ 2, 1]× [1,7/ 2] ∪ [−2, 1]× [1, 2],
0, sonst,
(vgl. Abbildung 6.2).
Beispiel 2
Für das zweite Beispiel betrachten wir den Einuss des Bereichs der Absorpti-
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(a) Realteil des Brechungsindizes Re n2p + q1
zwischen −3π und 3π.
(b) Imaginärteil des Brechungsindizes Im n2p
zwischen −3π und 3π.
Abbildung 6.2.: Die Hauptparameter für die numerischen Experimente für die
Faktorisierungsmethode.
on. Wir berechnen zwei Beispiele, für die wir ein relativ kleines ν = 10−3 und
alternativ ν = 10−6 mit k2 = 0.4 und q = q1 wählen. Die Ergebnisse mit sowie
ohne Rauschen sind in Abbildung 6.3 dargestellt.
(a) ν = 10−3, ohne ex-
tra Rauschen
(b) ν = 10−3, mit 1%
Rauschen
(c) ν = 10−6, ohne ex-
tra Rauschen
(d) ν = 10−6, mit 1%
Rauschen
Abbildung 6.3.: Ergebnisse für Beispiel 2 mit k2 = 0.4, q = q1, ν = 10−3 sowie
ν = 10−6.
Beispiel 3
Für das dritte Beispiel testen wir eine größere Wellenzahl k2 = 1.8 mit ν = 1
und ν = 10−3. Die Ergebnisse sind in Abbildung 6.4 für ΩR0 = [−π,π]× [0, 5]
visualisiert.
(a) ν = 1, ohne extra
Rauschen
(b) ν = 1, mit 1% Rau-
schen
(c) ν = 10−3, ohne ex-
tra Rauschen
(d) ν = 10−3, mit 1%
Rauschen
Abbildung 6.4.: Ergebnisse für Beispiel 3 mit k2 = 1.8, ν = 1 und ν = 10−3.
Beispiel 4
Dieses Beispiel zeigt die Ergebnisse der Rekonstruktion für eine kleine Wel-
lenzahl k2 = 0.09 mit ν = 10−3 sowie eine große Wellenzahl k2 = 3 mit ν = 1.
Die Ergebnisse für ΩR0 = [−π,π]× [0, 5] mit und ohne Rauschen sind in der
Abbildung 6.5 zu finden.
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(a) k2 = 0.09 und ν =
10−3, ohne Rauschen
(b) k2 = 0.09 und
ν = 10−3, mit 1% Rau-
schen
(c) k2 = 3 und ν = 1,
ohne Rauschen
(d) k2 = 3 und ν = 1,
mit 1% Rauschen
Abbildung 6.5.: Ergebnisse für Beispiel 4 mit k2 = 0.09, ν = 10−3 und mit
k2 = 3, ν = 1.
Als Fazit stellen wir fest, dass das binäre Kriterium zur Rekonstruktion der
Störung, das durch Satz 6.12 die theoretische Grundlage hat, numerisch be-
stätigt werden kann. Die Qualität der Rekonstruktion scheint nicht so stark
von dem Wert ν des Imaginärteils des Brechungsindizes abzuhängen, wie
wir in Abbildung 6.3 feststellen. Dies unterscheidet sich von dem Newton-
Verfahren, welches wir im letzten Unterkapitel 5.1 angewandt haben, bei dem
ein kleinerer ν-Wert mehr Auswertungen für die Rekonstruktion zur Folge hat.
Nichtsdestotrotz ist die Qualität der Rekonstruktion von der adäquaten Wahl
der Wellenzahl für die Größe der Störung gebunden. Wenn die Wellenzahl
zu groß ist, sinkt die Qualität der Rekonstruktion und ein kleiner ν-Wert hat
einen negativen Einfluss darauf, wie für den Fall k2 = 1.8 in Abbildung 6.4
zu erkennen ist. Für kleinere Objekte gibt eine größere Wellenzahl bessere
Ergebnisse (vgl. Abbildung 6.1).
Zum Schluss geben wir noch einmal ein Beispiel, wie gut die Faktorisierungs-
methode bei der Problemstellung mit der homogenen Dirichlet-Randbedin-
gung am unteren Rand funktioniert. Die Methode kann für diesen Fall analog
hergeleitet werden. Wir haben dann jedoch nur halb so viele Daten im Ver-
gleich zu dem Problem im freien Raum zur Verfügung, denn wir betrachten
nur die einfallende Wellen von oben und messen das Fernfeld ebenfalls nur
am oberen Rand. Aufgrund dessen erkennen wir in der Abbildung 6.6, dass
die Rekonstruktion des Trägers zum unteren Rand schlechter wird.
(a) Drei Perioden des Brechungsindizes mit
Störung zwischen −3π und 3π.
(b) Ergebnis ohne Rauschen. Die Parameter
sind k2 = 0.4 und ν = 1.
Abbildung 6.6.: Ergebnisse für die Problemstellung mit der homogenen Di-
richlet-Randbedingung auf Γ−R.
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6.6. Numerische Beispiele für physikalische Daten
Bisher haben wir den nicht-physikalischen diskreten Fernfeld-Operator ˜︁F für
die numerischen Beispiele genutzt, der durch die Lösungen des Problems 3
für die rechten Seiten f = k2q˜︁uqp(·, d) generiert wurde. In diesem Abschnitt
wollen wir den nicht-physikalischen diskreten Fernfeld-Operator durch ˜︁F#approx
aus den verrauschten Daten des physikalischen diskreten Fernfeld-Operators˜︁F#p approximieren. Dieser wurde aus den Lösungen des Problems 3 mit rechten
Seiten f = k2q˜︁uqp(·, d) hergeleitet. Für D ∩ {Im n2p > 0} = ∅ können wir
analog zu Satz 6.9 zeigen, dass der Abschluss des Bildes des erweiterten
Operators Hqp : L2(S) → L2(˜︁W) mit ˜︁W := WR0 \ {Im n2p > 0} durch Hinc(˜︁W)
charakterisiert ist. Mit der selben Argumentation zeigen wir zudem, dass
Hinc(˜︁W) der Abschluss des Bildes von H⊤qp : L2(S)→ L2(˜︁W),
H⊤qpg :=
∫︂
S
˜︁uqp(·, d) g(d) dS(d),
ist, indem wir die Identikation H⊤qpg = Hqpg verwenden. Da der physikali-
sche Fernfeld-Operator Fp die Zerlegung Fp = H∗qpTH⊤qp und der theoretische
Fernfeld-Operator die Zerlegung F = H∗qpTHqp besitzt, ist die Idee, Vektoren
{˜︁gdi }2Ndi=1 als Lösungen zu dem linearen Gleichungssystem
˜︁Hqp˜︁gdi ≈ ˜︁H⊤qpei
zu approximieren, wobei wir den Parameter d> 0 mit der Tikhonov-Regulari-
sierung wählen und ei ∈ R2Nd, i = 1, . . . , 2Nd, die kanonischen Vektoren sind.
Den diskreten nicht-physikalischen Fernfeld-Operator ˜︁F nähern wir so Zeile
für Zeile aus den Daten von ˜︁F#p durch {˜︁gdi }2Ndi=1 an, denn
˜︁Fei ≈ ˜︁F#p˜︁gdi =: ˜︁F#approx ei .
Für die Diskretisierung des Herglotz-Operators wählen wir ein Netz aus
100· 95 von in jeweils Richtung äquidistant verteilten Punkten, die die Menge
[−p , p ]× [1/ 2, 5] abdecken. Wir verwenden das L-Kurvenkriterium, um aus
dem Verhältnis von ||( ˜︁Hqp˜︁gdi )2Ndi=1 − ˜︁H⊤qp ||2/ || ˜︁H⊤qp ||2 zu ||(˜︁gdi )2Ndi=1 ||2 eine Schät-
zung von 3% für den Rauschlevel zu erhalten und nehmen eine abfallende
Folge von d→ 0 bis
||( ˜︁Hqp˜︁gdi )2Ndi=1 − ˜︁H⊤qp ||2 ≤ 0.03|| ˜︁H⊤qp ||2
zum ersten Mal erfüllt wird. Zum Vergleich haben wir auch die sogenann-
te Linear Sampling Method(LSM) angewandt. Für LSM approximieren wir
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die Gleichung ˜︁Fεpgz ≈ ˜︂ϕ∞z , indem wir ein Tikhonov-Funktional mithilfe des
Diskrepanzprinzips minimalisieren, d. h. wir berechnen ein δz > 0, sodass
||˜︁Fεpgδzz − ˜︂ϕ∞z ||2 = 0.01||˜︁Fεp||2||gδzz ||2 gilt. Anschließend visualisieren wir die
Abbildung z ↦→ 1/||gδzz ||. Für eine genauere Beschreibung und die theoretische
Grundlage der Methode sei auf [CCH16, Kapitel 2] verwiesen.
In der Abbildung 6.7 demonstrieren wir die Ergebnisse für den approximier-
ten theoretischen Fernfeld-Operator im Vergleich zu den Resultaten für den
theoretischen Fernfeld-Operator und der LSM. Für jedes Beispiel wählen wir
k2 = 3 und fügen ein additives Rauschen von 1% für ˜︁F und ˜︁Fp hinzu. Das
Residuum zwischen dem theoretischen diskreten Fernfeld-Operator ˜︁F und
dem approximierten theoretischen Operator ˜︁Fεapprox liegt bei 33%, nichtsdesto-
trotz können wir damit die Störung lokalisieren. Zum Vergleich haben wir
zusätzlich die Faktorisierungsmethode direkt auf den physikalischen Fernfeld-
Operator angewandt.
(a) Ergebnis von FM für nicht-physikalischen
Operator ˜︁Fε. (b) Ergebnis von FM mit approximierten Ope-rator ˜︁Fεapprox aus ˜︁Fεp.
(c) Ergebnis von FM mit physikalischem Ope-
rator ˜︁Fεp. (d) Ergebnis von LSM mit physikalischemOperator ˜︁Fεp.
Abbildung 6.7.: Ergebnisse für FM und LSM mit k2 = 3 und 1% relativen
additiven Rauschen.
Obwohl wir für die Anwendung der Faktorisierungsmethode auf den ver-
rauschten physikalischen Fernfeld-Operator keine Legitimation haben, sind die
Ergebnisse in (a) und (c) aus Abbildung 6.7 vergleichbar und in gewisser Weise
besser als (b). Für das andere Nano-Gras-Beispiel aus der Abbildung 6.1 konn-
ten wir eine ähnliche Qualität der Resultate feststellen, wie in Abbildung 6.8
zu sehen.
6.6. Numerische Beispiele für physikalische Daten 145
(a) Ergebnis von FM für nicht-physikalischen
Operator ˜︁Fε. (b) Ergebnis von FM mit approximierten Ope-rator ˜︁Fεapprox aus ˜︁Fεp.
(c) Ergebnis von FM mit physikalischem Ope-
rator ˜︁Fεp. (d) Ergebnis von LSM mit physikalischemOperator ˜︁Fεp.
Abbildung 6.8.: Ergebnisse für FM und LSM mit k2 = 3 und 1% relativen
additiven Rauschen.

AAnhang
Satz A.1. Es sei X ein normierter Raum und T ∈ L(X). Konvergiert die Reihe
∑∞n=0 Tn in L(X), so ist (I − T) invertierbar mit
(I − T)−1 =
∞
∑
n=0
Tn.
Die Voraussetzungen sind insbesondere dann erfüllt, wenn X ein Banachraum ist
und ||T|| < 1 gilt. In diesem Fall erhalten wir zudem die Abschätzung
||(I − T)−1|| ≤ (1− ||T||)−1.
Beweis: Es sei auf [Wer05, Satz II.1.11] verwiesen.
Folgerung A.2. Es sei X ein normierter Raum, Y ein Banachraum, U ⊆ X eine
offene Menge und T : U → L(Y) ein Fréchet-differenzierbarer Operator. Zudem
sei T(r) für alle r ∈ U bijektiv und [T(r)]−1 ∈ L(Y). Dann ist der Operator
S : r ↦→ [T(r)]−1 Fréchet-differenzierbar für alle r ∈ U und die Ableitung für h ∈ X
gegeben durch
S′(r)[h] = −[T(r)]−1T′(r)[h][T(r)]−1.
Beweis: Kürze im Folgenden || · ||L(Y) mit || · || ab. Da der Operator T Fréchet-
differenzierbar auf U ist, gilt für ein r ∈ U
lim
h→0
1
||h||X ||T(r + h)− T(r)− T
′(r)[h]|| = 0.
Daraus folgt die lokale Lipschitz-Stetigkeit von T auf U, denn
||T(r + h)− T(r)|| ≤ 1||h||X ||T(r + h)− T(r)− T
′(r)[h]|| ||h||X
+ ||T′(r)||L(X,L(Y))||h||X.
Für ein genügend kleines h wird die Konvergenzbedingung aus Satz A.1 erfüllt,
woraus die Abschätzung ||T(r + h)−1 − T(r)−1|| ≤ C(r)||h||X folgt. Aus der
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FrØchet-Differenzierbarkeit von T folgt weiter
T(r)
(︂
T(r + h)−1− T(r)−1 + T(r)−1T′(r)[h]T(r)−1
)︂
T(r)
= T(r)T(r + h)−1T(r)− T(r) + T′(r)[h]
= (T(r + h)− T(r)) T(r + h)−1 (T(r + h)− T(r))
− T(r + h) + T(r) + T′(r)[h]
und
||T(r + h)−1− T(r)−1 + T(r)−1T′(r)[h]T(r)−1||
≤ ||T(r)−1||2
(︂
||T(r + h)− T(r)||2 ||T(r + h)−1||
+ ||T(r + h)− T(r)− T′(r)[h]||
)︂
≤ ||T(r)−1||2
(︂
C(r) ||h||2X
(︂
C(r) ||h||X + ||T(r)−1||
)︂
+ ||T(r + h)− T(r)− T′(r)[h]||
)︂
.
Damit gilt
lim
h→0
1
||h||X ||T(r + h)
−1− T(r)−1 + T(r)−1T′(r)[h]T(r)−1|| = 0.
Satz A.3. Es sei X ein Banachraum, I: X → X die Identität und K : X → X ein
kompakter linearer Operator. Dann ist entweder die Gleichung(I −K) f = g eindeu-
tig lösbar oder die homogene Gleichung(I − K) f = 0 hat nicht-triviale Lösungen.
Beweis:Es sei auf [Wer05, Aufgabe III.6.16] verwiesen.
Satz A.4. Es sei H ein Hilbertraum, F∈ H∗ und b: H × H → C eine Sesquiline-
arform, die stetig ist, d.h. es gibt ein C1 > 0, sodass
|b(u, v)| ≤ C1||u||H ||v||H für alle u , v ∈ H
erfüllt ist, und die koerziv ist, d.h. es gibt einf ∈ R und ein C2 > 0, sodass
Re (e−if b(u, v)) ≥ C2||u||2H für alle u ∈ H
gilt. Dann hat das Problem:
Suche ein u∈ H , sodass b(u, v) = F(v) für alle v ∈ H erfüllt ist
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eine eindeutige Lösung u ∈ H.
Beweis: Es sei auf [Rit09, Lemma 1.3.1] verwiesen.
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