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Abstract
The coinductive -calculus co arises by a coinductive interpretation of the grammar of the
standard -calculus  and contains non-well-founded -terms. An appropriate notion of reduction
is analyzed and proven to be con uent by means of a detailed analysis of the usual Tait/Martin–
L4of style development argument. This yields bounds for the lengths of those joining reduction
sequences that are guaranteed to exist by con uence. These bounds also apply to the well-founded
-calculus, thus adding quantitative information to the classic result.
c© 2003 Elsevier B.V. All rights reserved.
0. Introduction
Coinductive structures provide a natural environment for the semantics of in;nite
objects such as streams, or runs of an automaton. Here, we apply some of the methods
established in coalgebra to the structure co, arising through a coinductive interpretation
of the grammar of the -calculus . This system of possibly non-well-founded terms
gives rise to interesting phenomena, e.g., allows a direct de;nition of the recursion
operator Yr := r(Yr).2 We study a (parallel) notion of reduction that permits reduction
steps of the form3
r := r((xx)x)→ s := sx;
1 Partially supported by the “Graduiertenkolleg Logik in der Informatik” of the Deutsche Forschungsge-
meinschaft.
E-mail address: joachski@mathematik.uni-muenchen.de (F. Joachimski).
2 This de;nition of Yr—in contrast to the coded versions—is valid also in a typed system with coinductive
type assignment rules and ;nite types.
3 We use terms with explicit variable names in this introductory example, although the appropriate setting
for in;nite terms uses de Bruijn-indices.
0304-3975/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
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where → will turn out to be con uent, but a proof of this fact can rely on neither
recursion on terms nor recursion on reductions, both being inadmissible in non-well-
founded term systems. Instead we present a detailed analysis of the usual (Tait/Martin-
L4of style) con uence proof for the well-founded setting. As a byproduct we obtain
bounds for the lengths n′; m′ of the joining reduction sequences s →n′ r′ m′← t of
a given divergence s n← r →m t in terms of n; m and these bounds also hold for
well-founded .
Related work: It should be remarked that in;nitary -calculi have already been stud-
ied in the literature [8] in the framework of in;nitary term rewriting, where reduction
sequences may be in;nitary limits of ;nitary reduction sequences and con uence is lost.
In contrast, the notion of reduction sequence studied here remains ;nite and therefore
allows to retain (among others) the property of con uence, but for the price of stepping
to parallel rather than simple reductions.
Denotations for reductions: On the technical side, we introduce a generalization of
the obvious denotation of simple reductions by means of contexts to parallel reductions
and developments. This renders the proof explicitly constructive, providing witnesses
for the manipulations on reductions and reduction sequences and allows to verify that
they are productive (i.e., guarded recursive) in the coinductive setting.
Outline of contents: We recall the basic de;nitions and results for de Bruijn-style
 in Section 1, introducing notations for reductions as a technical tool to simplify
reasoning on reduction (sequences). In Section 2 we give a reformulation of the usual
con uence proof with all the necessary constructions on reduction notations elaborated.
Section 3 presents the coinductive -calculus and establishes basic properties of terms
and reductions. The proof of Section 2 is then carefully analyzed in Section 4, deriving
bounds for the reduction sequences in question. We conclude by hinting at extensions
of the con uence result to more complex calculi and similar work on standardization.
Notation: We employ the vector notation e˜ n for the (possibly empty) list e0; : : : ; en−1
and omit the superscript n if it is clear from the context or irrelevant. Functions and
predicates extend pointwise to lists. The operator · is used to add a ;rst or last element
to a list.
Given a binary relation , we write + for its transitive and ∗ for its re exive
transitive closure. n stands for the n-fold composition of  with itself.
1. The -calculus  a la de Bruijn
While for well-founded -calculi with only ;nitely branching constructors, there
exist isomorphisms between the systems with de Bruijn-indices and those with explicit
variable names, this correspondence is no longer valid for systems with non-well-
founded terms, since a term might contain in;nitely many variables. Also the set of
free variables of a term is undecidable, so that the notion of a new free variable (needed
for substitution) becomes diMcult to handle. Several approaches to this dilemma have
been proposed and used in the literature:
• Extend the notion of term to include the set of its free variables. New variables can
always be obtained by assuming an uncountable continuum of variables.
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Obviously, this form of treatment is technically sound, but requires heavy theoretical
machinery to deal with the analytic structure of the set of variables.
• Use the classic implementation of variables by means of de Bruijn-indices, i.e.,
natural numbers.
This requires the introduction of the notions of lifting (shifting variable numbers
upward) and makes terms quite hard to read. Still, de Bruijn-indices abound in
implementations of higher-order systems, such as theorem-provers and functional
programming languages.
• Ignore the problem, using intuitive variable conventions.
This approach, although theoretically problematic, is the most prevalent in the lit-
erature on in;nitary term systems (such as B4ohm trees, semiformal proof systems,
etc.) and therefore probably the most fruitful solution.
In this article, we resort to the second approach since it requires the least metamath-
ematical machinery and is thus most amenable for formalization in proof-theoretically
weak systems, such as primitive recursive arithmetic.
So let us ;rst recall the folklore notions of de Bruijn-terms, lifting and substitution.
1.1. Terms
Let k; l; m; n denote natural numbers. The set  is inductively given4 by the grammar
  r; s; t ::= n | rs | r:
As usual, application associates to the left.
Examples. 5 At the term root, the variable n corresponds to the nth variable in a ;xed
enumeration.  abstracts the variable 0, so that 0 corresponds to xx in a named
setting. If xy is represented by 4 2, the term z(xy) would read (5 3). The term
xy(xy) is represented by (1 0).
1.2. Lifting
The informal description of binding levels given in the examples above is re ected
by the notion of lifting. Lifting of r (denoted by r↑) increases all variable(number)s
by one, so that the variable 0 becomes a new free variable w.r.t. r.
In order that ↑ comply with abstraction, lifting is started at a level that is given by
a parameter in the index, so that r↑n lifts all variables ¿n. Therefore we de;ne by
4 We employ the de;nition by the rank 1 Set-endofunctor LX :=N + X 2 + X rather than the rank 2
inductive de;nition [1,5,3] of  with a functor L := F X:X + (FX )2 + F(1 + X ). Both variants provide
adequate implementations of de Bruijn-terms and allow to prove the same theorems. Though more elegant,
the latter version requires quite involved metamathematical machinery, so that it is yet unclear, whether the
treatment can be coded in primitive recursive arithmetic in simple instances.
5 To avoid ambiguities, we will not use variables ¿9 in the examples, so that parentheses are not necessary
in applications, e.g., of 1 to 2 in 1 2 and thus readability is improved.
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recursion on terms
k ↑n := if k ¡ n then k else k + 1;
(rs) ↑n := (r ↑n)(s ↑n);
(r) ↑n := (r ↑n+1);
r ↑ := r ↑0 :
Example. (1 3)↑2 = 1 4. As the variable n inside a -abstraction corresponds to n− 1
outside, we get ((1 3)) ↑0= (2 4).
Proposition. r↑m↑m+n+1 = r↑m+n ↑m.
Proof. Simple induction along the de;nition of r↑m.
1.3. Substitution
It is straightforward to turn an arbitrary mapping N→ into a substitution. For
simplicity we restrict to the so-called collapsing substitution which is suMcient to
de;ne -reduction, but in contrast to simultaneous substitution is not monadic.
So we de;ne r[s]n to be the substitution of s for variable n in r, so that after the
substitution all occurrences of n disappear and variables k¿n are decreased by 1.
k[t]n :=


k if k ¡ n (rs) [t]n := r[t]n s[t]n;
t if k = n (r) [t]n := :r[t ↑]n+1;
k − 1 otherwise r[t] := r[t]0:
Example. (0 4 (1 0))[1]= 1 3 (2 0). Note that, in general, there is no term s such that
r[s] = r. This illustrates the failure of the unit law of monadic substitution.
The following properties of r[s]m and r ↑m follow by simple inductions, using the
previous proposition.
Lemma. (1) r[s]m+n ↑n = r ↑n[s ↑n]m+n+1,
(2) r ↑m[s]m = r,
(3) r ↑m+n+1[s ↑m+n]m = r[s]m ↑m+n,
(4) r[s]m[t]m+n = r[t ↑m]m+n+1[s[t]m+n]m (“fundamental lemma of substitutivity”).
1.4. Non-parallel reduction
Simple non-parallel -reduction is de;ned from elementary -contraction
(r)s 	→ r[s]
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by means of the term closure, as given by the rules
r 	→ s
r → s ;
r → r′
r → r′ ;
r → r′
rs → r′s ;
s → s′
rs → rs′ :
Note that any reduction is uniquely determined by the position of its contraction, i.e.,
by a term  of the extended grammar
;  ::= n | rs | r | 	→
in which the symbol 	→ occurs exactly once, in other words a context.
Notation. We write r

* s if the reduction  : r→ s can be derived with the above
rules.
1.5. Parallel reduction
Parallel reduction allows to perform many elementary -contractions simultaneously,
as long as they do not overlap. The notations for this notion of reduction recruit
themselves from the same grammar as the one given for simple reduction, but without
the proviso that 	→ occurs only once.
→  ;  ::= n |  |  | 	→ :
Given a notation ∈→ we compute (derivations of) reductions, i.e., a binary relation
on terms
→, recursively by the rules
(r)s →→ r[s]
r
→ r′ s → s′
rs
→ r′s′
r
→ r′
r
→ r′ n n→ n
Note that the binary relation
→ thus de;ned is right-unique but not total on . We
write r for the result of the function
→ on r (iP r ∈ dom( →)). Also we identify →
with the relation
⋃

→.
Example. The notation 1(	→ 	→) reduces 1(((0)1) ((1)0)) to 1(1 0) as witnessed
by the derivation
1 1−→ 1
(0)1 →→ 1(1)0 →→ 0
((0)1) ((1)0) →→−→ 1 0
(((0)1) ((1)0))
(→→)−−−−−→(1 0)
1(((0)1) ((1)0))
1(→→)−−−−−→1(1 0)
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1.6. Re:exivity
Note that ⊂→. The notation r ∈ witnesses the fact that r reduces to itself:
Proposition. r r→ r.
Remark. The rewrite relation → diPers from *, which only reduces exactly one redex
in a term, in that it allows for parallel reduction in applications. Of course, using the
proposition, we can embed * into →. Conversely, a reduction r → s is mimicked by
a reduction sequence *n of length n=#, where # is de;ned recursively by
# 	→ := 1; #n := 0; #() := # + #; #() := #:
This argument, however, heavily relies on the well-foundedness of s and therefore
cannot apply in the setting of the coinductive -calculus.
Notation. We use (possibly empty) lists of s to denote reduction sequences. For
instance, the list ( 	→; 0) reduces
((0)0)  →−→ 0 0→ 0:
2. Con%uence for 
In this section, we recast the Tait=Martin-L4of con uence proof in our context of
explicit reduction notations.
The development relation  is obtained from → by closing the -rule 	→ under
reduction on subterms of the redex. Since developments enjoy parallel substitutivity, a
diamond property for  can be shown. Con uence then follows from →⊂⊂→∗.
2.1. (Notations for) developments
These are constructed inductively by the grammar
  ;  ::= n | |  | d 
with the corresponding development rule
r

 r′ s
 
 s′
(r)s
d 
 r′[s′]
We identify  with the relation
⋃


.
Remark. Obviously, ⊂, so that the reduction relation  is re exive, or in other
words, r is a valid notation for rr.
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2.2. Lifting
The diamond property of  requires the extension of substitution to developments
in the form of parallel substitutivity. Since substitution relies on lifting, we ;rst estab-
lish lifting of developments. The only new clause of  as compared with  is the
development rule. To extend ↑n from  to  we set
(d ) ↑n:= d( ↑n+1)( ↑n):
Proposition. r↑n
↑n (r)↑n.
Proof. Induction on . The case d is the only interesting one, involving some
computations on liftings. So assume (r)s
d 
 r′[s′] because of r

 r′ and s
 
 s′. By
induction hypothesis
r ↑n+1 ↑n+1 r′ ↑n+1 and s ↑n  ↑n s′ ↑n :
With ′ := d( ↑n+1)( ↑n) we get
((r)s) ↑n= (r ↑n+1)s ↑n 
′
 r′ ↑n+1 [s′ ↑n] = (r′[s′]) ↑n by (3):
2.3. Parallel substitutivity
In contrast to parallel reductions, developments are parallel substitutive in the fol-
lowing sense.
Lemma. r[s]n
[ ]n r[s ]n.
The de;nition of [ ]n extends the notion of substitution on  by the following
clause:
(d′)[ ]n := d([ ↑]n+1)(′[ ]n)
Proof. Induction on . We only demonstrate the case d′ where lifting is invoked:
Assume (r)t
d′
 r′[t′] thanks to r

 r′ and t
′
 t′. By Proposition 2.2 s ↑  ↑ (s ) ↑=
s( ↑). The induction hypothesis for n+ 1 yields
r[s ↑]n+1 [ ↑]n+1 r′[(s ) ↑]n+1:
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Also by induction hypothesis t[s]n
′[ ]n t′[s ]n. So with the above de;nition of (d′)
[ ]n we get
((r)t)[s]n = ((r[s ↑]n+1))t[s]n
(d′)[ ]n r′[s ↑]n+1[t[s ]n]
= r′[t][s ]n by (4):
2.4. Diamond property
The diamond property states that any two divergent developments on a term can be
joined in one development step. The witnessing function c for this property applies to
a term r and two developments of it and returns a pair of developments. Using the
abbreviations
c0 := c(r; 0; 1); c1 := c(s;  0;  1)
its recursive de;nition reads
c((r)s; d0 0; (1) 1) := (c00[c
1
0]; dc
0
1c
1
1);
c((r)s; d0 0; d1 1) := (c00[c
1
0]; c
0
1[c
1
1]);
c((r)s; (0) 0; d1 1) := (dc00c
1
0; c
0
1[c
0
1]);
c(rs; 0 0; 1 1) := (c00c
1
0; c
0
1c
1
1);
c(r; 0; 1) := (c00; c
0
1);
c(n; n; n) := (n; n):
Lemma. r0
c(r;0 ;1)0
c(r;0 ;1)1
 r1.
Proof. Induction on r. The proof is straightforward, so we only sketch the one case
of a development d0 0 facing (1) 1.
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2.5. Embedding
The property →⊂ is witnessed by a function e that takes a term and a reduction
of it as arguments and yields a development.
e(n; n) := n;
e(rs; ) := e(r; ) e (s; );
e(r; ) := e(r; );
e((r)s; 	→) := drs:
Proposition. r
e(r; )
 r.
Remark. As mentioned above, developments can be embedded into sequences of re-
ductions. The details are postponed until Section 4.
Corollary. → is con:uent, i.e., →∗ has the diamond property.
Proof. A given divergence on a term r of the form
r0 n← r →m r1
is transformed by e into a sequence of developments
r0 n r m r1:
Applying the diamond lemma n× m times we obtain developments
r0 m r′ n r1:
Using the (not yet formalized) embedding of  into →∗ we get
r0 →∗ r′ ∗ r1:
2.6. Con:uence of simple reduction
Con uence for simple reduction is obtained in three steps:
• Embed the diverging simple reduction sequences into parallel reduction ones, using
the trivial embedding of * into → repeatedly.
• Use con uence of the parallel reduction to ;nd converging parallel reduction
sequences.
• Use the embedding of → into *∗ repeatedly to obtain converging sequences in *∗.
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3. The coinductive -calculus co
The grammar of  and all other inductive de;nitions we use, are particularly simple
instances of inductive de;nitions, since the underlying operation T on Set belongs to
the class of polynomial functors. The ;nal coalgebra A of such functors is simple to
construct and is equipped with an isomorphism A in↔
out
TA by Lambek’s theorem (see,
e.g. [9]). For the example functor NX := 1 + X the ;nal coalgebra
Nco  mˆ; nˆ ::=co 0 | $mˆ
is equipped with in: 1 +Nco→Nco of the form [0 : 1→ A; $ : A→A].
The existence of such constructors permits a reformulation of coiteration in terms
of guarded recursion which we will use heavily in this article. In the instance of
Nco it justi;es de;nitions of the form ∞ := $∞, because the constructor $ ensures
“productivity” of the de;nitional clause. Guarded recursion was proposed by Coquand
in [4] and developed further by many others (see e.g. [6,11]).
Equality on ;nal coalgebras of polynomial functors is given by the maximal bisim-
ulation, which can be formulated in terms of observational equivalence k up to level
k as {(a; b) | ∀k:akb}. For the example Nco the de;nition of k reads
mˆ 0 nˆ
mˆ k nˆ
$mˆ k+1 $nˆ 0 k+1 0
3.1. Terms
The calculus co of possibly non-well-founded -terms is obtained by interpreting
the grammar of  coinductively:6
co  r; s; t ::=co n | rs | r:
Let us recast the inductive de;nition of observational equivalence up to k constructors
for the instance of co-terms:7
r 0 s r k r
′ s k s′
rs k+1 r′s′
r k r′
r k+1 r′ n k+1 n
Examples. Apart from the well-founded -terms, co contains interesting terms like
the general recursion operator Yr := rYr . This example nicely illustrates the principle of
guarded recursion. An intuitive justi;cation for the existence of Yr proceeds as follows:
in order that Yr be in co we have to know what the main constructor of Yr is (an
application) and provide access to the subterms of the constructor, but are allowed to
make recourse to the object we are de;ning—in this case the left hand side of the
6 Analogous to the example of Nco above, co arises as the carrier of the ;nal coalgebra of the Set-
endofunctor LX :=N+X ×X +X . in : N+co×co +co −→ co splits into the usual three constructors
for -terms, namely variables, application and abstraction.
7 For all remaining coinductive de;nitions we omit the straightforward de;nition of k .
F. Joachimski / Theoretical Computer Science 311 (2004) 105–119 115
application is r and the right-hand side is Yr .8 Note that co also contains a lot of
less useful terms like r := r or r := rr. The guarded de;nition rn := rn+1n yields the
term r0 that contains all variables, thus justifying the choice of de Bruijn-terms.
Remark. These examples illustrate an important subtlety of in;nitary objects that is
quite well-known to recursion and proof theory but otherwise often ignored: although
our domain of discourse is the set of all non-well-founded -terms, it depends heavily
on the metatheory in which we develop our arguments, how many of these non-well-
founded terms we can actually denote.
3.2. Lifting and substitutions
A close inspection of the de;ning clauses for lifting and substitution on terms reveals
that they are guarded and thus both are well-de;ned on non-well-founded -terms. In
order to illustrate reasoning on equality in coinductive calculi, we present as an example
the proof of
Proposition. r ↑m ↑m+n+1 = r ↑m+n ↑m.
Proof. We show ∀k:r ↑m ↑m+n+1 k r ↑m+n↑m by induction on k (this will henceforth
be called “induction on observations”).9 The case k =0 is (as always) trivial. For k+1
we consider the subcase r= t: by the induction hypothesis (used for m+ 1 and n)
r ↑m+1↑m+1+n+1k r ↑m+1+n↑m+1 (∗):
So we obtain
(t) ↑m↑m+n+1 = (t ↑m+1↑m+1+n+1) by de;nition
k+1 (t ↑m+1+n↑m+1) by (∗)
= (t) ↑m+n↑m by de;nition:
3.3. Reduction
Since non-well-founded -terms can contain in;nitely many redexes, we cannot hope
to achieve any reasonable calculus if we restrict ourselves to simple non-parallel re-
duction, as normal forms cannot be reached in ;nitely many steps. So we will use a
coinductive version of parallel reduction as the basic notion. Similar to the de;nition of
8 More formally, one uses corecursion (as opposed to coiteration) to construct Yr . In general, corecursion
on the carrier of a ;nal coalgebra T of a Set-endofunctor T furnishes a function [f] : A→ T for every
function f : A→ T (A+ T ) with de;ning equality out ◦ [f] = T [[f]; id]. In the case of co := L we obtain
Yr := [fr]∗ for fr : 1→ L(1+co) with fr∗ := r∗ and de;ning equality (out◦ [fr])∗ = (r; Yr)= L[[f]; id]∗,
so that Yr = rYr .
9 This form of equality proof can also be understood as the guarded construction of a non-well-founded
derivation of equality.
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the term grammar, its de;nition is obtained by a coinductive reading of the derivations
for r
→ s. More precisely, we de;ne notations for parallel reductions by
→  ;  ::=co n |  |  | 	→ :
The respective rules for the construction of the binary relation
→ are now interpreted
coinductively.
Example. The term r := r((0)0) reduces with  :=  	→ to s := s0:
...
r
→ s (0)0 →→ 0
r = r((0)0)
 →−→ s0 = s
Again, co⊂→, so that re exivity holds for parallel reduction in co.
4. Con%uence for co
In this section we retrace the steps of Section 2 in the setting of co, isolating the
one point that calls for new concepts. This leads to the introduction of bounds for
developments and a quantitative variant of the con uence result.
4.1. Developments
Analogous to parallel reduction we use a coinductive interpretation of the grammar
of developments and their extension as reduction relation:
  ;  ::=co n | |  | d :
Using the same notational conventions as in the inductive case, we see that  enjoys
re exivity, lifting and parallel substitutivity, since the respective de;nitions on  are
guarded, as can easily be checked by inspection of the de;nitional clauses.
The de;nition of c, however, makes recourse to the auxiliary function −[−] before
recursing, so that, e.g., the clause
c((r)s; d0 0; (1) 1) := (c00[c
1
0]; dc
0
1c
1
1)
is not guarded. In order to justify the de;nition, we need to introduce the concept of
4.2. Bounds
De;ne  : n ( has bound n) for a development  coinductively by the rules
m : n
: n  : n
 : n
: n  : n
d : n+ 1
: n
: n
:
In other words, : n iP in any branch of  at most n development rules occur.
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Remark. Weakening is admissible: If : n and n6n′ then : n′.
Notation. We write n for a  for which : n can be derived, without requiring that this
n be unique or minimal. By n we denote the set of all ∈ which have bound n.
Proposition. r: 0. n[ m]k : n+ m.
Proof. The ;rst part is obvious, since r contains no d. The second part holds intu-
itively, because [ ]k only attaches  s to leaves of the tree , thereby increasing its
d-height by the d-height of  . The formal proof constructs the required non-well-
founded derivations of bounds by guarded recursion, e.g., in the case of the ;rst state-
ment, subcase r = st: the lowermost rule of the derivation r: 0 is an application rule
s: 0 t: 0
st: 0
of which the premises are constructed coiteratively.
Lemma. c(r; n00 ; 
n1
1 ) is well-de=ned by recursion on n0+n1 and correct. c(r; 
n0
0 ; 
n1
1 ):
2n0+n1 .
Proof. Simultaneously, well-de;nedness is shown by induction on n0+n1, its properties
proven (by induction on n0 + n1 and side induction on the height of observations)
and the required bounds are constructed guardedly, using recursion on n0 + n1. As
in Section 2.4 we only show the one case dn00  
n0
0 : n0 + 1 versus (
n1
1 ) 
n1
1 : n1.
Obviously, the clause (repeated above in Section 4.1) is well-de;ned. For the bounds
note that by the induction hypothesis cij: 2
n0+n1 . Therefore
c00[c
1
0]: 2 ∗ 2n0+n1 = 2n0+n1+1:
Also dc01c
1
1: 2
n0+n1 + 162n0+n1+1.
4.3. Embeddings
We ;rst note that the embedding of → into  is well-de;ned on coinductive re-
duction. Moreover, it leads to a development with bound 1, i.e., e(r; ) : 1, because
parallel reductions are not nested.
Now we can formally de;ne the embedding of 
n
into →n:
b(m;m; n) :=
n times︷ ︸︸ ︷
m; : : : ; m;
b(rs;  ; n) :=map ((; ) ) b(r; ; n) b(s;  ; n); 10
b(r; ; n) :=map ( ) b(r; ; n);
b((r)s; d ; n+ 1) :=map (((; ) ()) b(r; ; n) b(s;  ; n)) · 	→
10 We use both a binary and a ternary version of map, where the latter has de;ning clause map f (a · a˜) (b · b˜)=
(fab) · (map f a˜ b˜).
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Lemma. r
b(r; n; n)−−−−−→nr.
Corollary. → is con:uent.
Proof. Analogous to the proof of Corollary 2.5, tracing the bounds appropriately.
5. Conclusions
We have studied and proven con uent an appropriate notion of reduction for the
coinductive -calculus co, which itself arises as a natural generalization of the calculus
of well-founded -terms. It should be emphasized that non-well-founded term systems
(in their tree representations) have been used quite intensively in the theory of B4ohm
trees [2], in graph rewriting or in proof theory, where the search tree constructed in
the completeness theorem for the ;rst-order predicate calculus is an example [10].
Since our proof of con uence yields bounds for the length of the stipulated reduction
sequences that also apply in the well-founded term system, it can be interpreted as a
contribution to the theory of  as well.
On the technical side, the tool of explicit reduction notations has been elaborated
and appropriately adapted to the case of developments, thus showing its versatility.
The result of this article extends to other -like calculi, even with in;nite branching
and more complex -reductions, as well as permutative conversions such as those in
calculi with case-operators or the calculus J [7]. Details can be found in the author’s
doctoral thesis.
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