Abstract. We prove the factorial decay rate of the iterated integrals of Branched rough paths conjectured by Gubinelli. We also provide a counter example to the tree neoclassical inequality and prove the factorial decay by extending the method of T. Lyons in [Lyons94] .
Introduction
Given a continuous path x with respect to whom integration can be defined, we are interested in the behavious of iterated integral (1.1)ˆ0 <s1<...<sn<1 dx s1 . . . dx sn as n varies. The simplest example is the case when x lies in R d and has almost everywhere derivative with respect to the Lebesgue measure. Since such integral is invariant under reparametrisation of the path x, we may rearametrise x so that |x t − x s | ≤ |ẋ| L 1 (t − s) .
As the volume of the n dimensional simplex {(s 1 , . . . , s n ) : 0 < s 1 < . . . < s n < 1} is bounded by 1 n! , we see that ˆ0
<s1<...<sn<1
The problem becomes much harder when x does not have a derivative, such as in the case when (1.1) is defined in terms of Young's integration. It was proved by [Lyons94] that if x has finite p-variation, where p < 2, then where the p−variation is defined as
The key method used here is the one used by Young in proving the existence of his integral, namely by considering optimal way of removing partition points from the Riemann sum. The advantage of such approach is that instead of summing over the the time interval, we now only need to sum over the telescopic differences in removing the partition points from a partition. This means we may perform most calculations in a linear manner. An extension of this ideas has been used to prove
We are grateful to the support of ERC grant Esig (agreement no. 291244 ). The proof used crucially a Binomial-type inequality, known as the neoclassicla inequality, of the form (n/p)! which was proved by [HH10] . For Brownian motion, the iterated integrals of rough paths defined by Lyons are in fact Stratonovich integrals, due to the Wong-Zakai type of continuity property it satisfies. To obtain Itô integral, one can use the (p, q) rough paths defined by [LJ06] , or more systematically, a type of rough paths defined by [Gub10] known as the branched rough paths. Gubinelli defined the iterated integrals of branched rough paths and conjectured that it will decay factorially fast, where the factorial here refers to the tree factorial. The goal of the present article is to prove this conjecture. Let L be a finite set. Let T n denote the set of L labelled rooted trees with n or less vertices and T L denote the set of all L labelled rooted trees. Let (X τ ) τ ∈TL denote the unique extension of the branched rough path so that: 1. (X τ ) τ ∈TL satisfies the tree multiplicative property that for any s < u < t,
Gubinelli suggested in the same paper that a sufficient condition for the factorial decay for branched rough path would be a neoclassical inequality for tree. Unfortunately, we are able to give a counter example for such conjecture (see Lemma 3). The reason why the neoclassical inequality may fail while factorial can still holds can be intuitively understood as because the sum from ⌊p⌋ to n in (1.2) are not in fact "needed" and could cause problems when a tree has many short branches, which in fact is our counter example.
Our approach is based on extending Lyons' approach in 1994 for proving the decay of iterated Young integrals. It is interesting to note that Lyons' approach in 1994 is different from that of 1998 in the sense that in the 1994 paper. Indeed, in the process of coming up with a proof for our main result, the first step had been to understand how to extend Lyons' method so that it can prove the decay for rough paths. This would give a way of proving factorial decay without the need to prove the neoclassical inequality. The main difficulty is that while the integral of a smooth path with finite p-variation p < 2 require only the increment of a path, the integral for rough paths require the increment of the path as well as the higher tensor components of a rough path. For Young's integration, the factorial decay was obtained by solving a one dimensional recurrence relation. For rough integration, the analgous relation is two dimensional due to that the extra tensor components.
Branched Rough paths: Notation and Terminology
We give a brief summary of notations for rooted trees and branched rough paths. For details please see [Gub10] By a rooted tree, we mean a finite graph with a distinguished element, known as the root, so that there exists only one path from the root to any vertex in the tree. A non-empty tree is a graph with at least one vertex. The empty tree, which is a graph with no edges or vertices, is denoted as 1. Given a finite set L, L-decorated forest are forests where each vertex is associated with an element of L. Let T and T L denote the set of rooted trees and decorated trees respectively. Let AT L denote the set of formal commutative polynomials generated by T L ∪ {1}. A forest is a formal commutative product of rooted trees, i.e. a set of rooted trees. For any commutative algebra A, a function f : T L → A can be uniquely extended to an algebra homomorphism on AT L .
Proving and defining property of forests can be done inductively. For this purpose we use a notation introduced in [Gub10] where [τ 1 , . . . , τ n ] • is defined, for non-empty trees τ 1 , . . . , τ n , as a rooted tree obtained by joining the trees τ 1 , . . . τ n to the vertex •.
We will now define some functions on forests. For a forest τ , c (τ ) will denote the number of non-empty trees that constitute τ and |τ | denote the number of vertices in the forest. For each tree τ , the tree factorial is defined inductively as
The factorial of a forest τ 1 . . . τ n is defined to be τ 1 ! . . . τ n !.
Following [HK12] , the coproduct of a rooted tree τ can be inductively defined as
where the sum in △τ i = τ
denote summing over all terms in △τ i . A cut of a rooted tree is a subset of edges in a rooted tree. An cut is admissible for a rooted tree τ if every path from the root to a vertex passes through at most one edge from the set. For each admissible cuts c, let τ c denote, respectively the components of τ that is disconnected from the the root and the components that is connected to the root. Then
c .
Given forests τ = (τ 1 , . . . , τ n ), σ (1) and σ (2) in T , we will define the counting function c τ ; σ (1) σ (2) to be the number of times τ (1) ⊗ τ (2) appears in the sum
2.1. Branched rough paths. We adopt an essentially equivalent definition of Branched rough path as that of [HK12] .
Definition 2. Let T. > 0 and p ≥ 1. Let L be a finite set. A family (X τ ) τ ∈ATL,,|τ |≤⌊p⌋ of real valued functions on {(s, t) : 0 ≤ s < t} is called a Branched rough path if 1. X is tree multiplicative, i.e. for all s ≤ u ≤ t,
2. For all τ 1 ,τ 2 ∈ AT L and |τ 1 | , |τ 2 | ≤ ⌊p⌋,
3. X τ has finite p-variation, in the sense that the expression in (1.3) is finite, for all τ ∈ AT L and |τ | ≤ ⌊p⌋.
Let ρ be a continuous increasing function. We will frequently come across the family (ρ τ ) τ ∈ATL defined by ρ
•a
Given a Branched rough path X and a rooted tree τ , |τ | ≥ ⌊p⌋ + 1, we will denote by X τ , the unqiue tree multiplicative extension of X with finite p-variation.
counter example to the Tree Neoclassicla Inequality
Lemma 3. Let τ n be the tree
Then for all p > 1, for all β > 0, there exists a, b > 0 such that
Proof. By definition, τ n ! = n + 1. Note that τ n has n edges and, for each l ≤ n, by cutting any l of these n edges result in the term
It now suffices to show that for each β > 0, there exists a, b such that
Note first that we may assume β ≥ 1, since the Lemma for β < 1 is implied by β = 1. If β = 1, choose a = b = 1. Suppose β > 1 and that
holds for all a, b. We may choose a = 1 and take the limit as b → 0. This gives a contradiction.
Proof of the main results
The following lemma gives a bound of the c τ, ; τ
(1) τ (2) in terms of the number of components in τ (1) .
where c (σ) denote the number of non-empty components in a forest σ.
Proof. Using this, we now prove the Lemma by induction on τ (2) that c τ
are non-empty trees for all i. Then
where C (n, k) denote the set of injective maps from {1, . . . , k} to {1, . . . , n}. Note
. Without loss of generality, assume that σ
is a subtree of τ j that contains the root of τ j . Then there is an admissible cut of τ which gives rise to τ
(1) ⊗ τ (2) such that τ k+1 , . . . , τ n lies in τ (1) . Therefore, τ (1) has at least n − k componenets.
for all i. Substituting these into (4.1), and using
One of the main tricks used in this paper is a tree version of the inequality
p , which is captured by the following lemma. It will be used over and over again in our computation.
Lemma 5. Let τ be a non empty tree, and T j ′ ,j be the number of trees with less than or equal to j vertices and more than or equal j ′ vertices. Let A be a function
where c τ (1) denote the number of components in the forest τ
.
If in addition that
Remark 6. The important thing is we may take the power 1 p to outside the sum and only has to pay a price that depends only on p.
Proof.
A c(τ
1 p (4.4)
In any case, since β > A exp (p − 1) ⌊p⌋ i=1 ⌊p⌋ i the expression in (4.6) is less than or equal to
If in addition that |τ | − 1 ≥ j ′ ≥ 1, then the second inequality (4.2) follows from (4.6) , c τ
(1) ≥ 1 and (4.8) and c τ (2) ≥ 1.
The following is the key property of tree factorial that we shall use.
Lemma 7. 1. For a, b ∈ R and forest τ ,
For any forest τ ,
△τ = τ (1) ⊗ τ (2) τ (1)(1) = l 1 , τ (1)(2) = l 2 τ ! τ (1) !τ (2) ! = |τ | l 1 , l 2 .
For any fuction g : T × T × T → R,
Proof. The first statement is Lemma 4.4 in [?], together with that for forest τ = τ 1 . . . τ n , △τ = △τ 1 . . . △τ n . The second statement follows by comparing coefficient with the classical Binomial theorem.
For the third statement, note that
(1) , τ
We will frequently need to estimate the remainder of the Binomial expansion.
Lemma 8. We now prove by induction on m that for all a < b < c
Proof. The validity of the statement whenm = 1 can be directly verified. For the induction step, notê 
Note that in the decomposition △τ =
is usually a forest. The procedure of integration corresponds to gluing τ
(1) and τ (2) to obtain τ . In particular, this means even if we only want to prove the result for trees (i.e. τ ), we must also prove it for forest (i.e. for τ (1) ). A natural, but wrong, approach is to prove our result by induction on the number of vertices in a forest. For our method to work, we must, at each induction step, bound the iterated integrals corresponding to the forest τ (1) using our induction hypothesis on trees. The following lemma allows us to do exactly that and is crucial in our approach.
Lemma 9. Let X be a tree multiplicative functional. Suppose there exists a continuous increasing function ρ : [0, ∞) → R and a real number β > exp (p − 1)
for all trees τ such that |τ | ≤ N , 0 ≤ k ≤ ⌊p⌋, and all u ≤ s ≤ t. By convention,
where
Proof. Let τ = τ 1 . . . τ n , where τ i are nonempty trees. Then 
Therefore, using (4.9),
. . .
The sum ⌊p⌋−k α1=0 . . .
terms. We will now apply the inequality a
s,t
We now apply Lemma 7 to see that
Applying (a + b) p ≤ 2 p−1 (a + b) to the second line of the expression in (4.14), it is now less than or equal to
s,t .
By the classical Binomial theorem,
By expressing the iterated integrals explicitly,
We apply Binomial theorem to bound this by
We now use that if a, b, c,
The following Lemma contains the algebraic computation required to prove the main result.
Lemma 10. Let (X τ ) τ ∈Tn be a tree multiplicative functional and let |τ | ≤ n. Define for each partition P,
ti,ti+1 .
Then for any t j ∈ P,
tj ,tj+1 .
Proof.
The technique is similar to that in obtaining Young's integration. Let t j ∈ P.
(4.20)
By applying the tree multiplicative property on the term X τ (2)(2) tj−1,tj+1 and that
By the coassociativity of the reduced coproduct, the double sum in (4.21) can be re-expressed as
Substituting this into (4.21),
We now apply the tree multiplicative property on X s,tj to obtain
Therefore, by (4.32),
(4.24)
Notice that the restrictions on the range of the above sum does not involve τ and τ (2)(1)(1) , so we use the tree multiplicative property to combine the two factors
s,tj−1 and apply coassociativity. This is the key reason why we can obtain a recurrence relation that allows us to prove this lemma.
Note that the τ (1)(1) , τ (2)(1) and τ (2) are not the same as the ones in the sum before. They are merely a dummy variable for the first, second and third tensor factor respectively in the expansion (△ ⊗ Id) △τ .
Remark 11. It might at first sight be intriguing how the restriction τ (2)(1)(1) + τ (2)(1)(2) + τ (2)(2) ≥ ⌊p⌋ + 1 disappears from the sum in (4.25). This corresponds to that for |τ | ≤ ⌊p⌋ and any partition P,
tj ,tj+1 . (4.29)
In particular, this implies X τ,P s,t − X τ,P\{tj } s,t = 0 for any point t j in P. (4.29) can be proved using by using tree multiplicative property.
The following result gives an estimate of not just the iterated integrals of a Branched rough path but also its remainder when part of its coproduct expansion is removed.
Lemma 12. Let p ≥ 1. Let (X τ ) τ ∈T ⌊p⌋ be a branched rough path. If for any tree τ such that |τ | ≤ ⌊p⌋ and 0 ≤ k ≤ ⌊p⌋,
s,t (4.30)
, and
, then the following holds for all trees τ
Proof. We shall prove this by induction on |τ |. The base induction is satisfied by assumption.
For the induction step, we first estimate (4.32)
ti,ti+1 , we shall first estimate
which has been computed in Lemma 10.
Since
We may apply induction hypothesis and Lemma 9 to obtain
Now by Lemma 7 and 8,
. . .ˆs 2 ρ(tj−1)
. . .ˆs
tj ,tj+1
1 ≤ τ (2) ≤ ⌊p⌋ We now use a trick that is a generalisation as that used by [Lyons94] .
1 ≤ τ (2) ≤ ⌊p⌋ 
