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Abstract
Given a set T ⊆ GF(q), |T | = t , wT is defined as the smallest positive integer k for which
∑
y∈T yk = 0.
It can be shown that wT  t always and wT  t − 1 if the characteristic p divides t . T is called a Van-
dermonde set if wT  t − 1 and a super-Vandermonde set if wT = t . This (extremal) algebraic property
is interesting for its own right, but the original motivation comes from finite geometries. In this paper we
classify small and large super-Vandermonde sets.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and basic properties
Vandermonde sets were first defined by Gács and Weiner in [3] in a slightly different but sim-
ilar way as we do here. Although the condition is purely algebraic, and it is interesting enough
from the “finite fields viewpoint” (for some related algebraic questions see Turnwald [6]), Van-
dermonde sets play an important role in finite geometry which has not yet been completely
explored. In this paper we list the basic properties of Vandermonde sets, then we show the
geometric connections. Section 2 contains our main result: we classify “small” and “large” super-
Vandermonde sets as multiplicative subgroups of the field.
Let GF(q) be a finite field, q = ph a prime power, p its characteristic.
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P. Sziklai, M. Takáts / Finite Fields and Their Applications 14 (2008) 1056–1067 1057Definition 1.1. Let 1 < t < q . We say that T = {y1, . . . , yt } ⊆ GF(q) is a Vandermonde set if
πk =∑i yki = 0 for all 1 k  t − 2.
Here we do not allow multiple elements in T . Observe that the power sums do not change if
the zero element is added to (or possibly removed from) T (but the cardinality changes hence
its “Vandermondeness” is weakened or strengthened). Note that in general the Vandermonde
property is invariant under the transformations y → ay + b (a = 0) if and only if p | t ; if p  t
then a “constant term” tbk occurs in the power sums. (It may help in some situations: e.g. we can
“translate” T to a set with π1 = 0 if needed.)
Let w = wT denote the smallest positive integer k for which the power sum πk = 0 (if such
a k does not exist then put w = ∞). So the Vandermonde property is equivalent to w  t − 1.
Lemma 1.2. If p | t then a t-set cannot have more than t − 2 zero power sums.
Proof. Consider the product
⎛
⎜⎜⎜⎜⎝
1 1 · · · 1
y1 y2 · · · yt
y21 y
2
2 · · · y2t
...
yt−11 y
t−1
2 · · · yt−1t
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
1
1
1
...
1
⎞
⎟⎟⎟⎟⎠ .
If wT were at least t then each coordinate of the product would be zero (even the first coordinate,
here we use that p | t). But the Vandermonde determinant of distinct elements cannot be zero, so
the product cannot be the zero vector. 
So in this sense Vandermonde sets are extremal, with w = t − 1.
We note that if 1 < t  q , |T | = t and multiplicities are allowed then wT = ∞ if and only if
all the multiplicities of the elements of T are divisible by the characteristic p.
Definition 1.3. Let 1 < t < q . We say that T = {y1, . . . , yt } ⊆ GF(q) is a super-Vandermonde
set if πk =∑i yki = 0 for all 1 k  t − 1.
Lemma 1.4. A t-set cannot have more than t − 1 zero power sums.
Proof. If the zero element does not occur in T then consider the product
⎛
⎜⎜⎜⎜⎝
y1 y2 · · · yt
y21 y
2
2 · · · y2t
...
yt−11 y
t−1
2 · · · yt−1t
yt1 y
t
2 · · · ytt
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
1
1
1
...
1
⎞
⎟⎟⎟⎟⎠ ,
it cannot result in the zero vector as the determinant is still non-zero. If 0 ∈ T then remove it:
let T ∗ = T \ {0}. There are t − 1 elements in T ∗, so we are again in the previous, zero-free
situation: T ∗ cannot have more than t − 2 zero power sums. Adding 0 to T ∗, the power sums do
not change, so there will be at most t − 2 zero power sums in T . 
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equivalent to wT = t . Note that in the latter case p  t . The zero element is never contained
in a super-Vandermonde set. (Suppose that T is a super-Vandermonde set containing the zero
element and |T | = t . It has t − 1 zero power sums. Removing the zero element the power sums
do not change, so for the set of the other t − 1 elements all the first t − 1 power sums were
zero, which is impossible according to Lemma 1.4.) In fact adding the zero element to a super-
Vandermonde set one gets a Vandermonde set, and the same argument gives the first examples
of super-Vandermonde sets:
Example 1.5. If T is a Vandermonde set, containing the zero element, then T \ {0} is a super-
Vandermonde set. In particular, if T is a Vandermonde set and |T | = t is divisible by the
characteristic p, then for any a ∈ T , the translate T − a is a Vandermonde set, containing the
zero element.
In the next proposition, which is similar to a proposition in [3], we characterize the Vander-
monde property.
Proposition 1.6. Let T = {y1, . . . , yt } ⊆ GF(q). The following are equivalent:
(i) T is a Vandermonde set, i.e. wT  t − 1;
(ii) the polynomial f (Y ) = ∏ti=1(Y − yi) is of the form Y t ′g(Y )p + aY + b (where 0 
t ′  p − 1, t ′ ≡ t mod p);
(iii) for the polynomial χ(Y ) = −∑ti=1(Y − yi)q−1, tY q−1 +χ(Y ) has degree q − t ; moreover
(iv) for some Q = ps , t − 1Q, the polynomial tYQ−1 −∑ti=1(Y − yi)Q−1 has degree Q− t .
Proof. The coefficients of χ are the power sums of the set T , so (i) and (iii) are clearly equiva-
lent. (i) ⇔ (iv) is similar. The equivalence of (i) and (ii) is an easy consequence of the Newton
formulae relating power sums and elementary symmetric polynomials. 
Note that for the function χ in (iii), t + χ(Y ) is the characteristic function of T , that is it is 1
on T and 0 everywhere else.
In the next proposition we characterize the super-Vandermonde property.
Proposition 1.7. Let T = {y1, . . . , yt } ⊆ GF(q). The following are equivalent:
(i) T is a super-Vandermonde set, i.e. wT = t ;
(ii) the polynomial f (Y ) =∏ti=1(Y − yi) is of the form Y t ′g(Y )p + c (where 0 t ′  p − 1,
t ′ ≡ t mod p);
(iii) for the polynomial χ(Y ) = −∑ti=1(Y − yi)q−1, tY q−1 +χ(Y ) has degree q − t − 1; more-
over
(iv) for some Q = ps , t Q, the polynomial tYQ−1 −∑ti=1(Y − yi)Q−1 has degree Q− t − 1.
Proof. The proof is very similar to the Vandermonde case. The coefficients of χ are the power
sums of the set T , so (i) and (iii) are clearly equivalent. (i) ⇔ (iv) is similar. The equivalence
of (i) and (ii) is an easy consequence of the Newton formulae relating power sums and elementary
symmetric polynomials. 
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proofs) are copied from [3] for completeness. In (iii)–(v) we identify the points of AG(2, q) and
the elements of GF(q2) since both can be viewed as a 2-dimensional vector space over GF(q).
In this identification three points A, B and C of AG(2, q) are collinear if and only if for the
corresponding elements (a − c)q−1 = (b − c)q−1 holds in GF(q2).
Proposition 1.8. Let q be a prime power.
(i) Any additive subgroup of GF(q) is a Vandermonde set.
(ii) Any multiplicative subgroup of GF(q) is a super-Vandermonde set.
(iii) For q even, consider the points of AG(2, q) as elements of GF(q2). Any q-set corresponding
to the affine part of a hyperoval (i.e. a set of (q + 2) points which is intersected by every
line at 0 or 2 points) with two infinite points is a Vandermonde set in GF(q2).
(iv) Let q be odd. Consider the points of AG(2, q) as elements of GF(q2) and a (q + 1)-set A =
{a1, . . . , aq+1} in it, intersecting every line in at most two points (i.e. an oval or (q+1)-arc).
Then a suitable affine transform of A is a super-Vandermonde set in GF(q2).
(v) Let B be a blocking set of Rédei type in PG(2, q), i.e. with precisely q points in the affine
plane AG(2, q) = PG(2, q) \ ∞. If |B| < 32 (q + 1) then U = B \
⋂
AG(2, q), considered
as a subset of GF(q2), is a Vandermonde set.
Proof. (i) Suppose T is an additive subgroup of size t in GF(q). We want to prove that Propo-
sition 1.6(ii) is satisfied, that is f (Y ) =∏y∈T (Y − y) has only terms of degree divisible by p,
except for the term Y . By [4, Lemma 8.38], if we prove that f is additive, hence GF(p)-linear,
then this implies that f has only terms of degree a power of p.
Consider the polynomial in two variables F(X,Y ) = f (X) + f (Y ) − f (X + Y). First of all
note that it has full degree at most t and that the coefficient of Xt and Y t is zero. Considering F
as a polynomial in X, we have
F(X,Y ) = r1(Y )Xt−1 + r2(Y )Xt−2 + · · · + rt (Y ),
where ri(Y ) (i = 1, . . . , t) is a polynomial in Y of degree at most i (and deg(rt ) t − 1). Now
F(X,y) ≡ 0 for any y ∈ T (as a polynomial of X), so all ri ’s have at least t roots. Since their
degree is smaller than this number, they are zero identically, so we have F(X,Y ) ≡ 0, hence f
is additive.
(ii) Suppose T is a multiplicative subgroup of size t in GF(q). Then the polynomial f (Y ) =∏t
i=1(Y − yi) is of the form Y t − 1 so Proposition 1.7(ii) is satisfied, we are done.
(iii) Let {y1, . . . , yq} ⊆ GF(q2) correspond to the affine part of the hyperovalH and ε1 and ε2
be (q + 1)st roots of unity corresponding to the two infinite points. Consider the polynomial
χ(X) =∑qi=1(X− yi)q−1. For any point x out of the hyperoval every line through x meetsH in
an even number of points, and since (x −yi)q−1 represents the slope of the line joining the affine
points x and yi , we have that χ(x) = ε1 + ε2 for any x /∈ {y1, . . . , yq}. There are q2 − q different
choices for such an x, while the degree of χ is at most q − 2, so χ(X) ≡ ε1 + ε2 identically (that
is, all coefficients of χ are zero except for the constant term), so by Proposition 1.6(iv), we are
done. For more on ovals and hyperovals see e.g. [5].
(iv) A short proof is that by Segre’s theorem such a pointset is a conic if q is odd, so affine
equivalent to the “unit circle” {α ∈ GF(q2): aq+1 = 1}, which is a multiplicative subgroup.
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(a translate of) an additive subgroup, so by (i) it is a Vandermonde set. 
Note that Proposition 1.6(iv) implies that if T ⊆ GF(q1) GF(q2) then T is a Vandermonde
set in GF(q1) if and only if it is a Vandermonde set in GF(q2).
There are other interesting examples for super-Vandermonde sets as well.
Example 1.9. Let q = qt−10 and suppose that there exists an element ω ∈ GF(q)∗ satisfying
Trq→q0(ωk) = −1 for all k = 1, . . . , t − 1. Then in GF(q), T = {1} ∪ {ωq
i
0 : i = 0, . . . , t − 2} is
a super-Vandermonde set.
As:
t−2∑
i=0
(
ωq
i
0
)k =
t−2∑
i=0
(
ωk
)qi0 = Trq→q0(ωk)= −1 for all k = 1, . . . , t − 1.
Note that such ω exists for several pairs (t, q0), here we enlist some values; “–” means that such ω
does not exist, while “×” means that the only element with the property above is 1 ∈ GF(qt−10 ).
q0\t 3 4 5 6 7 8 9 10 11 12 13 14 15
3 × + + × + + × + – × – + ×
4 + × + × + × + × + × + × ?
5 + – × + + + – × – + + ? ?
7 – – + – × + – + + ? ? ? ?
8 + × + × + × + × + × ? ? ?
9 × + – × – + × + – × ? ? ?
One may ask about further connections to geometry. Without going into the details we mention
one more nice example from [3]: Suppose that we have a (q + t, t)-arc of type (0,2, t), for which
both the line at infinity and the y-axis are t-secants; then if the points of it on the line at infinity
are (y1), (y2), . . . , (yt ) then the set {y1, y2, . . . , yt } is a Vandermonde set of GF(q).
Proposition 1.10. Let T = {y1, . . . , yt } be a super-Vandermonde set. Then
(
y1
y2
− 1
)(
y1
y3
− 1
)
· · ·
(
y1
yt
− 1
)
= t.
Proof. Consider the product
⎛
⎜⎜⎜⎜⎜⎝
1 − t 1 · · · 1
y1 y2 · · · yt
y21 y
2
2 · · · y2t
...
t−1 t−1 t−1
⎞
⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
1
1
1
...
1
⎞
⎟⎟⎟⎟⎠ ,y1 y2 · · · yt
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zero; expanding it one gets
∣∣∣∣∣∣∣∣∣∣∣
1 − t 1 · · · 1
y1 y2 · · · yt
y21 y
2
2 · · · y2t
...
yt−11 y
t−1
2 · · · yt−1t
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
y1 y2 · · · yt
y21 y
2
2 · · · y2t
...
yt−11 y
t−1
2 · · · yt−1t
∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣
−t 0 · · · 0
y1 y2 · · · yt
y21 y
2
2 · · · y2t
...
yt−11 y
t−1
2 · · · yt−1t
∣∣∣∣∣∣∣∣∣∣∣
= 0.
The first term is the Vandermonde determinant of T . The second term can be expanded by the
first row:
∣∣∣∣∣∣∣∣∣∣∣
−t 0 · · · 0
y1 y2 · · · yt
y21 y
2
2 · · · y2t
...
yt−11 y
t−1
2 · · · yt−1t
∣∣∣∣∣∣∣∣∣∣∣
= −t
∣∣∣∣∣∣∣∣∣
y2 y3 · · · yt
y22 y
2
3 · · · y2t
...
yt−12 y
t−1
3 · · · yt−1t
∣∣∣∣∣∣∣∣∣
= −ty2y3 · · ·yt
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
y2 y3 · · · yt
y22 y
2
3 · · · y2t
...
yt−22 y
t−2
3 · · · yt−2t
∣∣∣∣∣∣∣∣∣∣∣
,
we have got the Vandermonde determinant of {y2, y3, . . . , yt }. So
VdM(y1, y2, . . . , yt ) − ty2y3 · · ·ytVdM(y2, y3, . . . , yt ) = 0,
which means
VdM(y1, y2, . . . , yt ) = ty2y3 · · ·ytVdM(y2, y3, . . . , yt ),
so
VdM(y1, y2, . . . , yt )
y2y3 · · ·ytVdM(y2, y3, . . . , yt ) = t.
Since the Vandermonde determinant is VdM(y1, y2, . . . , yt ) =∏i<j (yi − yj ), we get
∏t
i=2(y1 − yi)
y2y3 · · ·yt = t. 
2. Small and large super-Vandermonde sets
If in Proposition 1.7(ii) we write Y tf ( 1
Y
) then we get a polynomial of degree t and its roots
are { 1
y
: y ∈ T }. Hence a super-Vandermonde set is equivalent to a fully reducible polynomial of
the form g(Y )p + Y t , t > p · degg.
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T is a transform of the multiplicative group {y: yt = 1} and t | q − 1.
Suppose now that f (Y ) = g(Y )p + Y t is a fully reducible polynomial without multiple roots.
Hence there exists a polynomial h(Y ) such that Yq − Y = f (Y )h(Y ). Differentiating this equa-
tion gives
−1 = tY t−1h(Y ) + f (Y )h′(Y ).
Substituting a root y1 of f we get h(y1) = −1
tyt−11
= − 1
t
y
q−t
1 . Suppose that t >
q
2 , then h(Y ) =
− 1
t
Y q−t holds for more values than its degree hence it is a polynomial identity implying a contra-
diction unless q − t = 1. As t = q2 is impossible (it would imply p = 2 and f would be a power),
we have that either t = q − 1 (and then h(Y ) = Y so f (Y ) = Yq−1 − 1) or t  q−12 .
For describing small and large super-Vandermonde sets we need to examine the coefficients of
the original equation Yq −Y = f (Y )h(Y ) carefully. What does small and large mean? We know
that any additive subgroup of GF(q) forms a Vandermonde set, so removing the zero element
from it one gets a super-Vandermonde set. The smallest and largest non-trivial additive subgroups
are of cardinality p and q/p, respectively. (Note that the super-Vandermonde set, derived from
an additive subgroup of size p, is a transform of the multiplicative subgroup GF(p)∗.) This
motivates that, for our purposes, small and large will mean “of size < p” and “of size > q/p,”
respectively.
Theorem 2.1. Suppose that T ⊂ GF(q) is a super-Vandermonde set of size |T | < p. Then T is a
(transform of a) multiplicative subgroup.
Proof. Since t < p the polynomial f (Y ) is of the form f (Y ) = Y t − b0. As f (Y ) is a fully
reducible polynomial without multiple roots, it implies that b0 has precisely t distinct t th roots,
t | q − 1 and T is a coset of a multiplicative subgroup. 
Theorem 2.2. Suppose that T ⊂ GF(q) is a super-Vandermonde set of size |T | > q/p. Then T is
a (transform of a) multiplicative subgroup.
Proof. Let us write Yq − Y = f (Y )h(Y ), where f (Y ) = Y t + bmpYmp + b(m−1)pY (m−1)p +
· · · + bpYp + b0 and h(Y ) = Yq−t + aq−t−1Yq−t−1 + · · · + a2Y 2 + a1Y .
Let n be defined as n :=  q−1
t
.
Consider the coefficient of Y 1, Y 2, . . . , Y q in this equation. We get
Y 1: −1 = a1b0,
Y j : aj = 0 if 2 j  t and j = 1 (mod p),
Y j : aj = 0 if t + 1 j  2t and j = 1, t + 1 (mod p),
Y j : aj = 0 if 2t + 1 j  3t and j = 1, t + 1,2t + 1 (mod p)
and so on, generally
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Yp+1: ap+1b0 + a1bp = 0,
Y 2p+1: a2p+1b0 + ap+1bp + a1b2p = 0,
generally
Y kp+1: akp+1b0 + a(k−1)p+1bp + · · · + ap+1b(k−1)p + a1bkp = 0, for k = 1,2, . . . ,m;
Y t+1: a1 + b0at+1 + bpat−p+1 + b2pat−2p+1 + · · · + bmpat−mp+1 = 0.
The indices of coefficients a are of the form t − kp + 1. Since t − kp + 1 < t and
t − kp + 1 = 1 (mod p) (because t = 0 (mod p) is true) these coefficients are 0.
So the equation is of the form
Y t+1: a1 + b0at+1 = 0;
Y 2t+1: at+1 + b0a2t+1 + bpa2t−p+1 + · · · + bmpa2t−mp+1 = 0.
The indices j of coefficients aj are t < j < 2t . These coefficients are 0 if j = 1, t + 1 (mod p).
It means 2t + 1 = 1 (mod p) so 2t = 0 (mod p) which means p = 2. The other condition
2t + 1 = t + 1 (mod p) is satisfied by any t . Hence
Y 2t+1: at+1 + b0a2t+1 = 0 if p = 2.
Similarly
Y 3t+1: a2t+1 + b0a3t+1 + bpa3t−p+1 + · · · + bmpa3t−mp+1 = 0.
The indices are between 2t and 3t here. The coefficients are 0 if 3t +1 = 1, t +1,2t +1 (mod p).
It gives only one new condition: 3t + 1 = 1 (mod p) so 3t = 0 (mod p) which means p = 3. The
two other conditions have occurred earlier: p = 2 and t = 0 (mod p);
Y 3t+1: a2t+1 + b0a3t+1 = 0 if p = 2,3.
Generally
Y lt+1: a(l−1)t+1 + b0alt+1 + bpalt−p+1 + · · · + bmpalt−mp+1 = 0, for l = 1,2, . . . , n − 1.
The indices are of the form t − kp + 1 and they are between (l − 1)t and lt . Hence the coeffi-
cients a are 0 if lt + 1 = 1, t + 1, . . . , (l − 1)t + 1 (mod p). It gives (l − 1)t conditions:
lt + 1 = 1 (mod p) so p = l;
lt + 1 = t + 1 (mod p) so p = (l − 1);
lt + 1 = 2t + 1 (mod p) so p = (l − 2); and so on
lt + 1 = (l − 2)t + 1 (mod p) so p = 2; finally
lt + 1 = (l − 1)t + 1 (mod p) so t = 0, which is true.
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Y lt+1: a(l−1)t+1 + b0alt+1 = 0 if p = 1,2, . . . , l.
In particular, substituting l = n − 1 into this equation we get
Y (n−1)t+1: a(n−2)t+1 + b0a(n−1)t+1 = 0 if p = 1,2, . . . , n − 1.
The greatest index of a coefficient a can be q − t −1. (n−1)t < q −1 and nt  q −1 because
of the definition of n. It means that (n − 1)t  q − t − 1 so (n − 1)t + 1 q − t . It implies that
the greatest index of a coefficient a can be (n − 1)t .
So we have two possibilities:
Case 1. (n − 1)t + 1 = q − t , so t = q−1
n
and the equation is of the form
Y (n−1)t+1: a(n−2)t+1 + b0 = 0.
(In that case the coefficient of Y (n−1)t+1 in h(Y ) is 1.)
Case 2. (n − 1)t + 1 > q − t , so the equation is of the form
Y (n−1)t+1: a(n−2)t+1 = 0 if p = 1,2, . . . , n − 1.
(In that case the coefficient of Y (n−1)t+1 in h(Y ) is 0.)
We will now prove that it leads to a contradiction.
Substituting a(n−2)t+1 = 0 into the equation Y (n−2)t+1: a(n−3)t+1 + b0a(n−2)t+1 = 0, we
get a(n−3)t+1 = 0. We can substitute this again into the equation Y (n−3)t+1: a(n−4)t+1 +
b0a(n−3)t+1 = 0, and we get a(n−4)t+1 = 0. Substituting this in a decreasing order we get
Y t+1: a1 + b0at+1 = 0 so a1 = 0. Since −1 = a1b0, so a1 = 0, Case 2 implied a contradic-
tion. It means that Case 1 will occur, so t = q−1
n
if p = 1,2, . . . , n − 1. In other words t | q − 1
if p = 1,2, . . . , n − 1.
Hereafter, we can write 1 instead of aj if j = (n − 1)t + 1, and 0 if j > (n − 1)t + 1;
Y (n−1)t+1: a(n−2)t+1 + b0 = 0 so a(n−2)t+1 = −b0. Substituting this into the equation Y (n−2)t+1:
a(n−3)t+1 + b0a(n−2)t+1 = 0, we get Y (n−2)t+1: a(n−3)t+1 + b0b0 = 0 so a(n−3)t+1 = b02. Sub-
stituting this in a decreasing order we get
Y lt+1: a(l−1)t+1 = (−b0)n−l for l = n − 1, n − 2, . . . ,1.
Finally Y t+1: a1 = (−b0)n−1. Substituting this into −1 = a1b0, we get −1 = (−b0)n−1b0 so
1 = (−b0)n.
We are going to examine the equation that belongs to Y lt+kp+1. First we write up
Y (n−1)t+p+1: a(n−2)t+p+1 + bp + b2pa(n−1)t+p+1 + · · · = 0.
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the same as in the equation of Y (n−1)t+1. So
Y (n−1)t+p+1: a(n−2)t+p+1 + bp = 0.
Similarly
Y (n−1)t+2p+1: a(n−2)t+2p+1 + b2p = 0, generally
Y (n−1)t+kp+1: a(n−2)t+kp+1 + bkp = 0, for k = 1,2, . . . ,m.
On the other hand
Y lt+p+1: a(l−1)t+p+1 + b0alt+p+1 + bpalt+1 = 0, for l = 1,2, . . . , n − 1.
Generally we get
Y lt+kp+1: a(l−1)t+kp+1 + b0alt+kp+1 + bpalt+(k−1)p+1 + · · · + bkpalt+1 = 0,
for l = 1,2, . . . , n − 1 and k = 1,2, . . . ,m.
In particular, if l = 1 the equation is of the form
Y t+kp+1: akp+1 + b0at+kp+1 + bpat+(k−1)p+1 + · · · + bkpat+1 = 0.
Lemma 2.3. bp = b2p = · · · = bmp = 0.
Proof. We prove it by mathematical induction.
Step 1. First we prove that bp = 0. Consider the equation
Y (n−2)t+p+1: a(n−3)t+p+1 + b0a(n−2)t+p+1 + bpa(n−2)t+1 = 0. (∗)
We have seen that Y (n−1)t+p+1: a(n−2)t+p+1 + bp = 0 so a(n−2)t+p+1 = −bp and Y (n−1)t+1:
a(n−2)t+1 = −b0. Substituting these into Eq. (∗), we get
Y (n−2)t+p+1: a(n−3)t+p+1 − b0bp − b0bp − b0 = 0
so a(n−3)t+p+1 = 2b0bp . Generally we can write
Y lt+p+1: a(l−1)t+p+1 + b0alt+p+1 + bpalt+1 = 0 for l = n − 1, n − 2, . . . ,1. (∗∗)
Substituting Y (l+1)t+p+1: alt+p+1 = (−1)n−l−1(n − l − 1)bn−l−20 bp and Y (l+1)t+1: alt+1 =
(−b0)n−l−1 into Eq. (∗∗), we get
Y lt+p+1: a(l−1)t+p+1 = (−1)n−l (n − l)bn−l−10 bp for l = n − 1, n − 2, . . . ,1.
If l = 0 it means
Yp+1: ap+1b0 + a1bp = 0. (∗∗∗)
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get
Yp+1: (−1)n−1nbn−10 bp = 0.
In this equation −1 = 0 (mod p), n = 0 (mod p) and b0 = 0 (mod p) (from the equation
a1b0 = −1). It means that bp = 0.
Step 2. Suppose bp = b2p = · · · = b(s−1)p = 0. We show that bsp = 0. Consider
Y (n−2)t+sp+1: a(n−3)t+sp+1 + b0a(n−2)t+sp+1 + bspa(n−2)t+1 = 0. ()
We have seen that Y (n−1)t+sp+1: a(n−2)t+sp+1 + bsp = 0 so a(n−2)t+sp+1 = −bsp and Y (n−1)t+1:
a(n−2)t+1 = −b0. Substituting these into Eq. (), we get
Y (n−2)t+sp+1: a(n−3)t+sp+1 − b0bsp − b0bsp = 0
so a(n−3)t+sp+1 = 2b0bsp . Generally we can write
Y lt+sp+1: a(l−1)t+sp+1 + b0alt+sp+1 + bspalt+1 = 0 ()
for l = n−1, n−2, . . . ,1. Substituting Y (l+1)t+sp+1: alt+sp+1 = (−1)n−l−1(n− l−1)bn−l−20 bsp
and Y (l+1)t+1: alt+1 = (−b0)n−l−1 into Eq. (), we get
Y lt+sp+1: a(l−1)t+sp+1 = (−1)n−l (n − l)bn−l−10 bsp for l = n − 1, n − 2, . . . ,1.
If l = 0 it means
Y sp+1: asp+1b0 + a1bsp = 0. ()
Substituting Y t+sp+1: asp+1 = (−1)n−1(n − 1)bn−20 bsp and Y t+1: a1 = (−b0)n−1 into (),
we get
Y sp+1: (−1)n−1nbn−10 bsp = 0.
In this equation −1 = 0 (mod p), n = 0 (mod p) and b0 = 0 (mod p) (from the equation
a1b0 = −1). It means that bsp = 0 and this finishes the proof of Lemma 2.3. 
So we have got bp = b2p = · · · = bmp = 0. It means that f (Y ) is of the form f (Y ) = Y t + b0,
and that t | q − 1 so t = q−1
n
and (−b0)n = 1. Hence f (Y ) = Y q−1n + b0, where (−b0)n = 1 if
p = 1,2, . . . , n− 1 (mod p). So the roots of f (Y ) are the elements of a coset of a multiplicative
subgroup of order t . 
Note that we classified the case when q = p2: a super-Vandermonde set of GF(p2) is a coset
of a multiplicative subgroup.
We also remark that it seems to be very difficult to classify all the super-Vandermonde sets
for p < t < q/p: as Proposition 1.8(iii) shows, it would imply the classification for hyperovals
(when we work in GF(q2), q even, t = q − 1), which is considered a hopeless task in general.
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