A cut tree of an undirected weighted graph G = (V, E) encodes a minimum s-t-cut for each vertex pair {s,t} ⊆ V and can be iteratively constructed by n − 1 maximum flow computations. They solve the multiterminal network flow problem, which asks for the all-pairs maximum flow values in a network and at the same time they represent n − 1 non-crossing, linearly independent cuts that constitute a minimum cut basis of G. Hence, cut trees are resident in at least two fundamental fields of network analysis and graph theory, which emphasizes their importance for many applications. In this work we present a fully-dynamic algorithm that efficiently maintains a cut tree for a changing graph. The algorithm is easy to implement and has a high potential for saving cut computations under the assumption that a local change in the underlying graph does rarely affect the global cut structure. We document the good practicability of our approach in a brief experiment on real world data.
Introduction
A cut tree is a weighted tree T (G) = (V, E T , c T ) on the vertices of an undirected (weighted) graph G = (V, E, c) (with edges not necessarily in G) such that each {u, v} ∈ E T induces a minimum u-v-cut in G (by decomposing T (G) into two connected components) and such that c T ({u, v}) is equal to the cost of the induced cut. The cuts induced by T (G) are non-crossing and for each {x, y} ⊆ V each cheapest edge on the path π(x, y) between x and y in T (G) corresponds to a minimum x-y-cut in G. If G is disconnected, T (G) contains edges of cost 0 between connected components.
Cut trees were first introduced by Gomory and Hu [1] in 1961 in the field of multiterminal network flow analysis. Shortly afterwards, in 1964, Elmaghraby [3] already studied how the values of multiterminal flows change if the capacity of an edge in the network varies. Elmaghraby established the sensitivity analysis of multiterminal flow networks, which asks for the all-pairs maximum flow values (or all-pairs minimum cut values) in a network considering any possible capacity of the varying edge. According to Barth et al. [4] this can be answered by constructing two cut trees. In contrast, the parametric maximum flow problem considers a flow network with only two terminals s and t and with several parametric edge capacities. The goal is to give a maximum s-t-flow (or minimum s-t-cut) regarding all possible capacities of the parametric edges. Parametric maximum flows were studied, e.g., by Gallo et al. [5] and Scutellà [6] .
However, in many applications we are neither interested in all-pairs values nor in one minimum s-t-cut regarding all possible changes of varying edges. Instead we face T. Hartmann and D. Wagner a concrete change on a concrete edge and need all-pairs minimum cuts regarding this single change. This is answered by dynamic cut trees, which thus bridge the two sides of sensitivity analysis and parametric maximum flows.
Contribution and Outline.
In this work we develop the first algorithm that efficiently and dynamically maintains a cut tree for a changing graph allowing arbitrary atomic changes. To the best of our knowledge no fully-dynamic approach for updating cut trees exists. Coming from sensitivity analysis, Barth et al. [4] state that after the capacity of an edge has increased the path in T (G) between the vertices that define the changing edge in G is the only part of a given cut tree that needs to be recomputed, which is rather obvious. Besides they stress the difficulty for the case of decreasing edge capacities.
In our work we formulate a general condition for the (re)use of given cuts in an (iterative) cut tree construction, which directly implies the result of Barth et al. We further solve the case of decreasing edge capacities showing by an experiment that this has a similar potential for saving cut computations like the case of increasing capacities. In the spirit of Gusfield [2], who simplified the pioneering cut tree algorithm of Gomory and Hu [1], we also allow the use of crossing cuts and give a representation of intermediate trees (during the iteration) that makes our approach very easy to implement.
We give our notational conventions and a first folklore insight in Sec. 1. In Sec. 2 we revisit the static cut tree algorithm [1] and the key for its simplification [2] , and construct a first intermediate cut tree by reusing cuts that obviously remain valid after a change in G. We also state several lemmas that imply techniques to find further reusable cuts in this section. Our update approach is described in Sec. 3. In Sec. 4 we finally discuss the performance of our algorithm based on a brief experiment. Proofs omitted due to space constraints can be found in the full paper [7] .
Preliminaries and Notation. In this work we consider an undirected, weighted graph G = (V, E, c) with vertices V , edges E and a positive edge cost function c, writing c (u, v) as a shorthand for c({u, v}) with {u, v} ∈ E. We reserve the term node for compound vertices of abstracted graphs, which may contain several basic vertices of a concrete graph; however, we identify singleton nodes with the contained vertex without further notice. Contracting a set N ⊆ V in G means replacing N by a single node, and leaving this node adjacent to all former adjacencies u of vertices of N, with an edge cost equal to the sum of all former edges between N and u. Analogously we contract a set M ⊆ E or a subgraph of G by contracting the corresponding vertices.
A cut in G is a partition of V into two cut sides S and V \ S. The cost c(S,V \ S) of a cut is the sum of the costs of all edges crossing the cut, i.e., edges {u, v} with u ∈ S, v ∈ V \ S. For two disjoint sets A, B ⊆ V we define the cost c (A, B) analogously. Note that a cut is defined by the edges crossing it. Two cuts are non-crossing if their cut sides are pairwise nested or disjoint. Two vertices u, v ∈ V are separated by a cut if they lie on different cut sides. A minimum u-v-cut is a cut that separates u and v and is the cheapest cut among all cuts separating these vertices. We call a cut a minimum separating cut if there exists an arbitrary vertex pair {u, v} for which it is a minimum u-v-cut; {u, v} is called a cut pair of the minimum separating cut. We further denote the connectivity of {u, v} ⊆ V by λ (u, v) , describing the cost of a minimum u-v-cut.
Since each edge in a tree T (G) on the vertices of G induces a unique cut in G, we identify tree edges with corresponding cuts without further notice. This allows for
