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Abstract
We consider the question of which right-angled Artin groups contain closed hyperbolic
surface subgroups. It is known that a right-angled Artin group A(K) has such a subgroup if
its defining graph K contains an n-hole (i.e. an induced cycle of length n) with n ≥ 5. We
construct another eight “forbidden” graphs and show that every graph K on ≤ 8 vertices
either contains one of our examples, or contains a hole of length ≥ 5, or has the property that
A(K) does not contain hyperbolic closed surface subgroups. We also provide several sufficient
conditions for a right angled Artin group to contain no hyperbolic surface subgroups.
We prove that for one of these “forbidden” subgraphs P2(6), the right angled Artin
group A(P2(6)) is a subgroup of a (right angled Artin) diagram group. Thus we show that a
diagram group can contain a non-free hyperbolic subgroup answering a question of Guba and
Sapir. We also show that fundamental groups of non-orientable surfaces can be subgroups
of diagram groups. Thus the first integral homology of a subgroup of a diagram group can
have torsion (all homology groups of all diagram groups are free Abelian by a result of Guba
and Sapir).
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1 Introduction
By a graph in this paper, we always mean finite non-oriented graph without multiple edges or
loops (edges whose initial and terminal vertices coincide). Let K denote a graph with the vertex
set K0 and edge set K1. We define the right-angled Artin group A(K) associated to K to be
the group with presentation
A(K) = 〈 K0 | ab = ba if [a, b] ∈ K1 〉 .
Such groups are sometimes referred to as graph groups or partially commutative groups in the
literature.
Much is already known about right-angled Artin groups and their subgroups. For example:
• A(K) ∼= A(L) only when K ∼= L [Droms].
• Every right-angled Artin group is bi-automatic, and so has solvable word and conjugacy
problem [Ch], and does not contain nilpotent non-Abelian subgroups.
• Every right-angled Artin group is linear (since it is commensurable to a right-angled Cox-
eter group) [DJ]. In fact it embeds into SLn(Z) for some n [HW].
• Non-uniform (and many uniform) hyperbolic lattices embed into right-angled Artin groups
[HW].
• If K contains a hole of length ≥ 5 then A(K) contains a copy of a hyperbolic surface
group. [DSS]
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In this paper, we study the following problem:
Problem 1.1. For which graphsK does the right-angled Artin group A(K) contain a hyperbolic
surface subgroup?
By a hyperbolic surface we mean closed, compact surface of negative Euler characteristic.
Let Sg denote the orientable hyperbolic surface of genus g ≥ 2.
Homomorphisms of a surface group π1(Sg) into another group G are closely related to solving
quadratic equations in G, an important area of group theory. For example there exists a well
known reformulation due to Stallings and Hempel (see [St, Hem, LS, GK] of the Poincare
conjecture in terms of homomorphisms of the fundamental group of a closed hyperbolic surface
Sg of genus g into Fg×Fg where Fg is the free group of rank g (the idea goes back to Maskit and
Papakyriakopoulous, and was explored by Jaco, Waldhausen, Olshanskii and others). Quadratic
equations, and homomorphisms of π1(Sg) into free groups play the key role in Makanin-Razborov
theory (see [Raz], and [GK]). A description of all solutions of quadratic equations in Fg and
other hyperbolic groups is obtained by Lysenok and Grigorchuk-Lysenok [L88, L89, GL].
As was pointed out by Olshanskii [Ol89] homomorphisms of a surface group π1(Sg) into
a group G given by presentation 〈X | R〉 are in natural correspondence with van Kampen
diagrams on Sg. In fact many results about solutions of quadratic equations in groups, and
homomorphisms of surface groups are most conveniently described in terms of diagrams on
surfaces. For example a result of Lysenok [L89] can be formulated as follows: for every hyperbolic
group G there exist only finitely many “minimal” diagrams over G on a surface Sg up to the
action by the mapping class group of Sg and Aut(G).
In the case of right angled Artin groups , it is more convenient sometimes to study the dual
pictures, i.e. dissection curve diagrams on surfaces previously used by Crisp and Wiest in [CW].
Given a graph K and a compact surface with boundary (S, ∂S) , a K-dissection on (S, ∂S)
consists of a collection of essential simple closed curves and properly embedded arcs ( i.e: arcs
which intersect the boundary in their endpoints). The curves and arcs are transversally oriented,
and labeled by vertices of K and two curves or arcs intersect only if their labels are adjacent in
K. For any choice of basepoint x ∈ S, the homomorphism φx : π1(S, x)→ A(K) corresponding
to a given dissection diagram is very natural: given an element a ∈ π1(S, x) represented by the
loop α at x, we go along α (starting at the base point x) reading off the labels of the dissection
curves we cross. The resulting word represents the element φx(a) ∈ A(K).
Constructing a dissection diagram for an injective homomorphism of π1(Sg) into a right
angled Artin group or proving that such a diagram does not exist is usually a difficult task.
This might be expected in view of the relationship already mentioned between the Poincare´
conjecture and the homomorphisms of π1(Sg) into the relatively straightforward right angled
Artin group Fg × Fg together with their associated dissection diagrams (see also the “simple
closed curve in the kernel” conjecture in [St]).
We provide both negative and positive results for Problem 1.1. One result on the negative
side is that whenever the graph K is chordal, i.e. does not contain induced cycles of length ≥ 3,
the right-angled Artin group A(K) has no subgroup isomorphic to a hyperbolic surface group. A
proof of this is given in Section 3 where in fact we prove the much stronger result that A(K) has
no one-ended hyperbolic subgroup at all if K is chordal. In addition to this result, we develop a
set of ”reduction moves” which allow us to reduce the question about a given graph to the same
question about a simpler graph. These reduction moves are the contents of Sections 5, and 6.
While some of these reduction moves are a bit involved (see Proposition 6.23 and Section 10), a
prototype to keep in mind is the following: if K contains a cut point, which is the intersection
of two subgraphs K1 and K2 and if A(K) contains a hyperbolic surface subgroup, then either
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A(K1) or A(K2) contains a hyperbolic surface subgroup. To find out how the reduction moves
work, one can first read the definitions and statements of Section 6.1, 4, and then read Sections
6.2 and 10 where many examples are given.
On the other hand, we prove that many right-angled Artin groups which do not contain
long holes and so are not covered by [DSS] contain hyperbolic surface subgroups. Note that
if a graph L contains K as an induced subgraph, then A(K) < A(L). Thus whenever one
shows that a graph contains a surface subgroup, one has shown this for any graph containing
the original graph as an induced subgraph. Recently, some results about embeddings of surface
subgroups into right angled Artin groups were obtained by Kim [Kim1], who also showed that
the right-angled Artin group associated to the triangular prism contains a surface subgroup.
See Section 7.5 for a brief discussion these results. In particular, in Section 7 we find eight new
minimal “forbidden” graphs P1(6), P2(6), P1(7), P2(7), P1(8) − P4(8) (we write the number of
vertices in parentheses): the right angled Artin groups corresponding to these graphs contain
hyperbolic surface subgroups but right angled Artin groups corresponding to proper subgraphs
do not. Here P1(6) is the triangular prism (= the anti-hole of length 6), P2(6) is the prism
with a diagonal (= the complement of a path of length 5). The embedding results follow from
a general statement (Proposition 7.6) which allows one to check if a given K-dissection diagram
corresponds to an injective homomorphism π1(S)→ A(K).
As an application of our results, we prove
Theorem 1.2. For every graph K with at most 8 vertices, either A(K) contains one of our
“forbidden” subgraphs or A(K) does not contain a hyperbolic surface subgroup and can be reduced
to the empty graph using one of the reduction moves.
A computer assisted proof of Theorem 1.2 is in Section 10.
Although this theorem is of obvious limited strength, it shows that our methods are powerful
enough to deal with large classes of right angled Artin groups (there are more than 400 eight
vertex graphs that do not contain long holes and our forbidden subgraphs, and such that the
corresponding right angled Artin group is not decomposable into a free or direct product).
There are more than 50 of these graphs that require the full strength of our reduction moves to
be completely reduced.
We do not know how close we are to a complete answer to Problem 1.1. We do not know
any graph K such that A(K) does not contain hyperbolic surface subgroups and K cannot be
reduced to a one-vertex graph by our reduction moves. We also do not know if there exists
a K such that A(K) contains a hyperbolic surface subgroup but A(K) does not contain right
angled Artin groups corresponding to n-holes with n ≥ 5 or to one of our “forbidden” subgraphs
P1(6)− P4(8).
Theorem 1.2 has some unexpected applications. First we show that A(P2(6)) is a subgroup
of a diagram group. Thus we prove the following statement answering a question by Guba and
Sapir. For the definition of diagram groups, and for the motivation see Section 8.
Theorem 1.3. A diagram group can contain a hyperbolic surface subgroup. In particular not
every hyperbolic group faithfully representable by diagrams is free.
Another corollary deals with the following question.
Problem 1.4. Given two finite graphs K,K ′, decide whether the right angled Artin group
A(K) embeds into the right angled Artin group A(K ′).
The question is still wide open. The only known obstacles for embedding of A(K) into A(K ′)
are the following:
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• If K contains a clique of size n and K ′ does not contain a clique of this size then A(K)
cannot be a subgroup of A(K ′).
• If A(K) contains a hyperbolic surface subgroup and A(K ′) does not, then A(K) cannot
be a subgroup of A(K ′).
In particular, it is not clear whether for each of our “forbidden” graph P , the right angled
Artin group A(P ) contains the right angled Artin group A(Cn) corresponding to a long hole
Cn, n ≥ 5. In fact, Kim [Kim1] showed that A(P1(6)) contains A(C5). On the other hand it is
known [GS2] that diagram groups cannot contain A(Cn) for odd n > 3. Hence we obtain that
A(P2(6)) cannot contain A(Cn) for any odd n > 3. It is not clear how to prove such a result
directly. It is also not clear whether A(P2(6)) contains A(Cn) for even n > 5 (it is not known
whether a diagram group can contain A(Cn) for even n > 5). Kim also showed (using Remark
4.1 below) that A(P2(6)) contains A(P2(7)) as a subgroup. So in fact we currently have only 6
“essential” forbidden graphs (and Cn, n ≥ 5).
One way to continue would be to describe graphs which do not contain long holes and our
exceptional forbidden subgraphs in some algebraic way using splittings over “simple” subgraphs,
and then try to prove that any such graph can be simplified by one of our reduction moves.
A step in that direction has been done (upon our request) by M. Chudnovsky and P. Seymour.
They proved that any graph K which does not contain n-holes with n ≥ 5 and induced copies
of P1(6), P2(6) admits a skew partition, i.e. it non-trivially splits as an amalgam over a join of
two non-empty subgraphs. Slightly modifying their proof we prove the following stronger “if
and only if” statement.
For every subset W of K0, let C(W ) be the set (and the subgraph spanned by this set) of
common neighbors of W . We say that a set of vertices L ⊆ K0 separates vertices u, v if u and
v are different connected components of K \ L.
Theorem 1.5. A graph K does not contain holes of length ≥ 5 and induced subgraphs P1(6), P2(6)
if and only if for every two vertices u, v at distance 2 and every co-component W of C({u, v}),
the set W ∪ (C(W ) \ {u, v}) separates u from v.
This theorem and the result of Chudnovsky and Seymour quoted above (see Lemma 9.1
below) show that a graph that does not contain long holes and induced copies of P1(6), P2(6)
can be constructed from the 1-vertex graphs by applying the following operations:
• taking the disjoint union of two graphs;
• taking the join of two graphs;
• amalgamating two graphs along a common subgraph that is a join of two proper subgraphs.
That allows one to deal with these graphs using induction on their “complexity” (the number
of steps in their construction from 1-vertex graphs) because these correspond to direct and free
products of right angled Artin groups . Hyperbolic surface subgroups cannot appear after steps
of the first two types (joins and disjoint unions). Some types of amalgams also behave well
in this respect (see Lemma 6.10 below), but in general the situation is not clear. Six of our
eight “forbidden” graphs (P1(7) − P4(8)) are amalgams of smaller graphs over complete bi-
partite graphs. It might be worthwhile to start studying amalgams over non-trivial joins with
amalgams over complete bi-partite graphs. One more potential way of solving Problem 1.1 is to
establish result similar to Theorem 1.5 for the smaller class of graphs avoiding all our “forbidden”
graphs.
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We end the introduction with a few open problems. Positive solution of the first two of them
would greatly advance our understanding of Problem 1.1. A solution of the third may shed some
light on another well known open problem in group theory.
Problem 1.6. Suppose that a graph K splits as an amalgam of two proper subgraphs K1, K2
over a clique L. Suppose further that the right angled Artin group A(K) contains a hyperbolic
surface subgroup. Is it true that A(K1) or A(K2) also contain a hyperbolic surface subgroup?
The question is open even when K1 or K2 is a clique itself.
Problem 1.7. Suppose that a graph K contains two vertices a, b with the same links and A(K)
contains a hyperbolic surface subgroup. Does it imply that A(K \ {a}) contains a hyperbolic
surface subgroup.
The next problem is an analog of the well known “simple curve in the kernel” problem for
3-manifolds.
Problem 1.8. Suppose that A(K) contains no hyperbolic surface subgroup. Is it true that for
every homomorphism φ : π1(Sg)→ A(K), g ≥ 2, there exists an essential simple closed curve on
Sg in the kernel of φ?
Note that the result is true when A(K) is a free group (i.e. K has no edges) [St]. For
complete bipartite graphs, i.e. when A(K) is a direct product of two non-trivial free group, the
problem is equivalent to the Poincare´ conjecture [St] (and so currently the only way to solve
Problem 1.8 in this case is by using Ricci flows on 3-manifolds [Per1, Per2]).
Problem 1.9. Suppose that A(K) does not contain hyperbolic surface subgroups. Is it true
that every hyperbolic subgroup of A(K) is free?
Note that some of our methods of proving that a right angled Artin group does not contain
hyperbolic surface subgroups can be (with some effort) generalized to prove that the right angled
Artin group does not contain non-free hyperbolic subgroups at all. But some of the methods we
employ use very specific properties of surfaces. For example, consider the graph K presented on
the picture of Step 8 in the proof of Theorem 1.2 in Section 10. We prove that A(K) does not
contain hyperbolic surface subgroups. Does A(K) contain non-free hyperbolic subgroups? If the
answer is negative, we get a new method of proving non-existence of hyperbolic subgroups in
right angled Artin groups . If the answer is positive we would get a negative solution of the well
known Gromov’s problem: does every 1-ended hyperbolic group contain a hyperbolic surface
subgroup. Note that the same graph is a candidate for a counterexample to Problem 1.8.
2 Preliminaries
2.1 Terminology related to graphs
We are going to use standard graph theory terminology. Here we collect some of the terms. Let
K be a graph with vertex set K0 and edge set K1.
• a subgraph of K induced by a set of vertices V is the graph with vertex set V and edge set
(V × V ) ∩K1
• the complementary graph Kopp is the graph with vertex set K0 where two vertices are
adjacent if and only if they are not adjacent in K;
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• a clique is a set of pairwise adjacent vertices of K;
• a stable set is a set of pairwise non-adjacent vertices of K (i.e. it is a clique in Kopp);
• a hole is an induced subgraph that is a cycle;
• an anti-hole is a hole in Kopp;
• a (connected) component of K is a maximal connected subgraph of G;
• a an anti-component of K is a component of Kopp.
• a vertex v in a subset of vertices V of K is called central in V if v is adjacent to every
other vertex in V .
2.2 Terminology related to curves and surfaces
Let S be a compact surface with boundary.
• By an essential arc in S, we mean a map α : [0, 1]→ S, with α(0), α(1) ∈ ∂S which is not
homotopic relative to the boundary into ∂S. (We do not require arcs to be embedded).
• By an essential closed curve we mean a closed curve which is non-trivial in π1(S) and
which cannot be homotoped into any boundary component.
• We say that a collection of closed curves and arcs is in minimal position if for any two
curves α and β, the number of intersections of α and β is minimal among all curves α′, β′
where α′ is homotopic to α and β′ is homotopic to β (we consider free homotopies for
closed curves and homotopies relative to the end points for arcs).
2.3 The dissection diagrams
Let (S, ∂S) be a surface with (possibly empty) boundary. Let G = 〈X | R〉 be a finitely
presented group. Let Ψ be a van Kampen diagram over the presentation of G drawn on S. That
is a polyhedral decomposition of S with a cellular map into the presentation complex of G. In
other words, the diagram Ψ is a graph drawn on S with edges labeled by letters from X, such
that each connected component of S \ Ψ1 is a polygon with boundary path labeled by a word
from R±1 (see more details in [Ol91, LS]).
Given a van Kampen diagram Ψ on S, one can define a homomorphism φ : π1(S) → G as
follows. As a base-point, pick a vertex v of Ψ. Let γ be any loop at v. Since all cells in the
tessellation Ψ are polygons, γ is homotopic to a curve that is a composition of edges of Ψ. Then
φ(γ) is the word obtained by reading the labels of edges of Ψ along γ. Since the label of the
boundary of every cell in Ψ is equal to 1 in G, the words corresponding to any two homotopic
loops γ, γ′ represent the same element in G. Hence φ is indeed well-defined. The fact that φ is
a homomorphism is obvious.
Conversely, the standard argument involving K(., 1)-complexes gives that every injective
homomorphism φ : π1(S) → G corresponds in the above sense to a van Kampen diagram over
G on S.
If G = A(K) is a right angled Artin group, then every cell in a van Kampen diagram is a
square, and instead of a van Kampen diagram on S, it is convenient to consider its dual picture:
pick a point inside every cell, connect the points in neighbor cells by an edge labeled by the label
of the common edge of the cells. The result is the so called K-dissection diagram of the surface,
7
that was introduced by Crisp and Wiest in [CW]. The edges of the dual picture having the same
labels form collections of pairwise disjoint simple closed orientation preserving curves and arcs
connecting points on the boundary of S. This is because every cell in the van Kampen diagram
has exactly two pairs of opposite edges having the same labels and opposite orientation. Each
of these curves has a natural transversal direction. Each curve is labeled by a vertex of K, two
curves intersect only if their labels are adjacent in K.
If ∆ is the K-dissection diagram corresponding to a van Kampen diagram Ψ on S, then the
corresponding homomorphism φv : π1(S) → A(K) takes any loop γ based at v to the word of
labels of the dissection curves and arcs of ∆ crossed by γ (a letter in the word can occur with
exponent 1 or −1 according to the direction of the dissection curve crossed by γ).
A K-dissection diagram ∆ is called faithful if the corresponding homomorphism φ is faithful.
Clearly φ is faithful only if every connected component of S\∆ is a disc. The converse statement
is far from being true.
There are several partial algorithms allowing to check whether a homomorphism φ corre-
sponding to the K-dissection diagram is injective (see Section 7). But the answer to the next
question is still unknown.
Our general technique for showing that non-Abelian surface subgroups do not exist in a
right-angled Artin group A(K) is the following: we show that if A(K) contains a non-Abelian
surface subgroup, then so does A(K ′) for some simpler graph K ′. The graph K ′ is either a
factor in a decomposition of K into an amalgam, or a result of removing certain edges of K,
or the result of doubling of certain subgraph of K. These reduction statements are based on
the following simple idea: to find a curve in the kernel of a homomorphism φ associated with
a dissection diagram ∆ we are allowed to (a) take the boundary of a subsurface spanned by
certain dissection curves and (b) take commutators of intersecting curves.
3 Chordal graphs
In this section, we show that the right angled Artin group associated to any chordal graph
admits no hyperbolic surface subgroups. A simplicial graph is said to be chordal if every circuit
of length greater than 3 admits a “chord” – i.e: an edge of K which is not an edge in the circuit
but whose endpoints both lie in the circuit.
We shall say that a finite simplicial graph K is treelike if K can be built by a finite number
of glueings along cliques (complete subgraphs), starting with (a finite number of) cliques. More
precisely, the class of treelike graphs is the smallest class of finite connected graphs which
contains all finite cliques and all graphs K1 ∪X K2 where X is a clique and K1, K2 are treelike.
The following is a standard result in graph theory due to Dirac [Dirac] (see, for example, [BP]).
Lemma 3.1. (Dirac [Dirac]) A finite connected simplicial graph is treelike if and only if it is
chordal.
Proposition 3.2. Let K be a chordal graph. Then A(K) contains no on-ended hyperbolic
subgroups.
Proof. We first claim that, since K is chordal, the group A(K) is the fundamental group of a
graph of groups in which each vertex group is of the form Gv = A(Kv) for some clique Kv in K
and such that, for each edge e = (u, v), the edge group Ge is just A(Ku∩Kv). This implies that
A(K) acts on a simplicial tree T with vertex stabilizers isomorphic to free Abelian groups, such
that the stabilizer of any edge e of the tree is a retract in the vertex stabilizers of e− and e+.
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To prove the claim we use the fact that, by Lemma 3.1, K is treelike. Therefore, either K
is a clique, in which case the statement holds trivially, or A(K) decomposes nontrivially as an
amalgamated product A(K1) ⋆A(X) A(K2) where X is a clique. By induction on the number of
vertices in K, each of A(K1) and A(K2) admits a graph of groups decomposition as claimed.
Since it is free abelian A(X) must lie in one of the vertex groups of each of the decompositions
of the A(Ki). It follows that A(K) admits a graph of groups decomposition as required. Note
that since there are no HNN-extensions required, the resulting decomposition is always, in fact,
a tree of groups.
Suppose now that A(K) contains a one-ended hyperbolic subgroup G. Since every Abelian
subgroup of G is infinite cyclic, G acts on the tree T with cyclic vertex and edge stabilizers.
Moreover since every edge stabilizer in A(K) is a retract in the corresponding vertex stabilizers,
the stabilizer of any edge e of the tree in G must coincide with stabilizers of both e− and e+.
That immediately implies that G is cyclic, a contradiction.
4 Reduction via the doubling argument
In this section we present our first reduction move, the proof of which is obtained by considering
the double of a graph along one of its cliques. Suppose as before that K is a graph and that
L is an induced subgraph. We will be interested in two types of new graphs that can be built
from this.
1. The double of K along L is obtained by taking two identical copies of K and identifying
them along L. The double is denoted K ∗L K. It is easy to see that
A(K ∗L K) = A(K) ∗A(L) A(K).
2. The central HNN-extension of K over L is obtained by taking the graph K adding a single
vertex and joining it to all the vertices of L. This extension is denoted K∗L. Then we
have
A(K∗L) = A(K)∗A(L) = 〈A(K), t|txt
−1 = x, x ∈ L〉
Remark 4.1. Note that A(K∗L) contains an isomorphic copy of H(K,L) = A(K ∗L K) (it
is isomorphic to the subgroup of A(K∗L) generated by A(K) and tA(K)t
−1 by [LS]). So, in
order to show that A(K∗L) contains a hyperbolic surface subgroup, it is enough to show that
A(K ∗LK) does so. Note also that A(K ∗LK) contains a hyperbolic surface subgroup if and only
if A(K ∗LK)∗Z does. This was used recently by Kim [Kim2] to show that A(P2(7)) < A(P2(6)).
Consider the following 2-complex D(K,L) with fundamental group H(K,L). Start with two
copies XK and XK ′ of the square 2-complex for A(K). These complexes contain isometrically
embedded copies of XL. Consider the mapping cylinder of XL, i.e. XL × [0, 1], and identify
XL × {0} with the copy of XL in XK and XL × {1} with XL′ ⊆ XK ′ . The 1-skeleton of the
mapping cylinder consist of the edges in L,L′ and the edges connecting x ∈ L with their copies
x′ ∈ L′. We shall denote these edges by t with indices. The two-cells are the 2-cells in XL,XL′
plus the squares with two opposite edges e, e′ which are copies of each other in XL, XL′ and
two opposite t-edges connecting e− with e
′
− and e+ with e
′
+. It is easy to deduce from the van
Kampen theorem that π1(D(K,L)) is isomorphic to H(K,L).
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Suppose we have a dissection diagram ∆ for (S, ∂S) associated to a homomorphism φ : π1(S)→
A(K), so that the boundary components of S have content in L. It is the dual picture of a van
Kampen diagram Ψ on S over the presentation of A(K). Take a copy (S′, ∂S′) of S together
with a copy Ψ′ (over A(K ′)) of the van Kampen diagram Ψ. Let us connect each pair of cor-
responding boundary components γ, γ′ of S and S′ by an annulus γ × [0, 1]. Let us denote the
resulting surface by D(S). Since γ is a concatenation of edges of Ψ with labels from L, and γ′
is a similar concatenation of edges with labels from L′, we can tessellate each of the annuli by
squares corresponding to the cells t−1x′t′x−1 of D(K,L) where t, t′ are two t-edges. Consider the
van Kampen diagram D(Ψ) over D(K,L) on D(S) consisting of the polyhedral decomposition
just described and the cellular map into D(K,L) extending the maps of Ψ and Ψ′ and mapping
the t-edges of the polyhedral decomposition of the mapping cylinder to the corresponding edges
of D(K,L).
Figure 1: Doubling a surface van Kampen diagram.
Our first lemma will address the question of when the diagram D(Ψ) is faithful.
A van Kampen diagram Ψ on (S, ∂S) is called essential if it is faithful and for every path α
with endpoints on ∂S, we have rcont(α) \L 6= ∅ (here the reduced content is the one relative to
the endpoints of α).
Theorem 4.2. Let Ψ be an essential van Kampen diagram over XK on a surface (S, ∂S) with
cont(∂S) ⊂ L. Then D(Ψ) is faithful.
Proof. Suppose that D(Ψ) is not faithful. We then have a non-trivial polygonal loop α in D(Ψ)
that is in the kernel of the corresponding homomorphism φ : π1(D(S)) → H(K,L). Let w be
the word in the edges of D(K,L) corresponding to α. Since α is 0-homotopic, there exists a disc
van Kampen diagram Γ over D(K,L) with boundary label w.
Since every 2-cell in the complex D(K,L) involving t-letter, has exactly two opposite t-edges,
we can consider t-bands (in another terminology, t-corridors) in Γ. The standard technique one
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can eliminate t-annuli, so we can assume that every (maximal) t-band in Γ connects two edges
on the boundary.
Note that t-bands do not intersect. Consider the innermost t-band B in Γ and the disc
subdiagram bounded by a side l of the band B and a part l′ of ∂Γ that does not contain t-edges.
Without loss of generality we can assume that the label of the path l is a word in L (and not
in L′). The path l′ corresponds to a subpath α′ of α. The image of α′ does not contain t-edges,
and so it is inside XK (the case when it is inside XK ′ can be easily excluded). Since the image
of l in A(K) is inside A(L), and the diagram Ψ is essential, the reduced content of α′ in A(K)
must be in L. Then we can homotop the subpath α′ together with the t-edge preceding α′ and
the t-edge following α into S′ decreasing the number of t-edges in α. We can conclude the proof
by induction on the number of t-edges in α.
We now apply the above theorem to prove the following reduction statements.
Corollary 4.3. Let K be a graph K = K1∪LK2, so that L is a clique. Suppose that A(K) con-
tains a hyperbolic surface subgroup. Then either A(K1∗L) or A(K2∗L) also contains a hyperbolic
surface subgroup.
Proof. Consider a faithful K-dissection diagram ∆ and the dual van Kampen diagram Ψ on
a surface S associated to a π1-injective map f : π1(S) → A(K). Suppose that there exist two
curves α and β in ∆ with labels in K1 \ L and so that α and β intersect. Using Lemma 5.1, we
can find a subsurface (S′, ∂S′) of S with non-Abelian fundamental group and such that cont(S′)
is contained in either K1 or K2 and cont(∂S
′) ⊆ L. Without loss of generality, we may suppose
that cont(S′) ⊆ K1. If S
′ = S (∂S′ = ∅) our diagram gives a hyperbolic surface subgroup of
A(K1) which is itself a subgroup of A(K1∗L). We consider the case where ∂S
′is nonempty.
Since our original map φ is injective, so is the restriction to π1(S
′). Moreover, by Remark 4.1,
it will suffice to show, by an application of Theorem 4.2, that A(K1 ∗LK1) contains a hyperbolic
surface subgroup. In order to apply Theorem 4.2 to our situation we need only show that the
U -dissection diagram of S′ (the restriction of ∆ on S′) is essential.
Let γ be an essential arc in S′. We need to show that rcont(γ) 6⊂ L. Suppose that there
exists such an arc γ with rcont[γ] ⊂ L. There exist boundary components δ and µ such that
p = γ(0) ∈ δ and γ(1) ∈ µ. (Note that δ and µ may denote the same boundary component.)
Now we consider two loops based at p: δ and ν = γµγ−1. Since γ is an essential arc and S′ is
not an annulus, δ and ν are not homotopic. Hence the subgroup generated by δ and ν in the
fundamental group based at the intersection point of these two curves, is free of rank 2. However
the reduced content of the commutator [δ, ν] is ∅ by Lemma 6.11. Hence the image of [δ, ν] is 1
in A(K), a contradiction.
Note that the reduction step given by Corollary 4.3 may be useful applied in most cases where
the graph K contains a separating clique L. The only exception to this is when L separates just
a single vertex off from the rest of K. In all other cases, we have a separation K = K1 ∗L K2
such that the graphs Ki∗L each have fewer vertices than K.
Another useful formulation of doubling is the following corollary, whose proof proceeds ex-
actly as above.
Corollary 4.4. Let K be a graph K = K1 ∪L K2, so that L is a clique. Suppose that the
right angled Artin group obtained by doubling K1 along L does not contain a hyperbolic surface
subgroup but A(K) contains a hyperbolic surface subgroup. Then the right angled Artin group
associated to the graph K with all the edges in K1 \L removed also contains a hyperbolic surface
subgroup.
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5 The separation lemma
We first observe that if K is a disconnected graph, then A(K) is a free product of subgroups
A(Ki) where Ki ranges over the connected components. It follows, by the Kurosh subgroup
Theorem that if A(K) contains a hyperbolic surface subgroup then this subgroup is conjugate
into one of the free factors A(Ki).
If, on the other hand, K is a nontrivial join of two (or more) graphs K1,K2 (i.e. every vertex
of K1 is adjacent to every vertex of K2), then A(K) decomposes as a nontrivial direct product
A(K1)×A(K2). In this case, any hyperbolic surface subgroup must project faithfully to at least
one factor. (In fact, if π < G1 × G2 is torsion free, then the presence of a nontrivial elements
g1 ∈ ker(π → G1) = G2 ∩ π and g2 ∈ ker(π → G2) = G1 ∩ π imply that π contains a subgroup
Z2 = 〈g1, g2〉, a contradiction when π is a hyperbolic surface group.)
Thus Problem 1.1 reduces easily to the case where K is connected and not a join of proper
subgraphs.
If K1, ..,Kn, and L are induced subgraphs of K such that Ki ∩ Kj = L, for all i, j, and
K =
⋃
i=,..,nKi, then we say that K is the result of gluing the subgraphs Ki along L and write
K =
⋃
L
Ki = K1 ∪L ... ∪L Kn.
In the case that every Ki properly contains L, we say that L is separating or separates K.
If V is a set of vertices of a graph K, then the set ∪v∈V Lk(v) \ V is denoted by Lk(V ).
Note that this is non-standard usage of the terminology. Let Y = {Y1, ..., Ys} be a collection of
subsets of K0, x ∈ K0. By LkY (x) we denote the set Lk(x) union with all Yi containing x. For
every Z ⊆ K0, LkY (Z) = (∪x∈ZLkY (x)) \ Z.
The following lemma shows that a separation of K induces a type of separation of the
dissection diagram.
Lemma 5.1 (Basic Cutting Lemma). Suppose that K = K1∪LK2∪L ...∪LKn and suppose that
(S, ∂S) is equipped with a K-dissection diagram ∆. Then in S, there exist collections B1, ..., Bn
of mutually disjoint non-null-homotopic simple closed curves and arcs (with both ends on ∂S)
such that
(i) each γ ∈ Bi is isotopic to a composition of subcurves of (Ki \ L)-curves;
(ii) for every α ∈ Bi, cont(α) ⊂ Lk(Ki \ L);
(iii) if S′ is a connected component of S \
⋃
Bk then cont(S
′) ⊆ Lk(Ki \L)∪ (Ki \L) for some
i or cont(S′) ⊆ L;
(iv) if ∆ contains two intersecting Ki \L-curves, then there exists a component of S \∪Bk with
non-Abelian fundamental group and content in Ki.
(v) if a connected component S′ of S \
⋃
Bk contains Bi-curves and Bj-curves for i 6= j, then
cont(S′) ⊆ L;
(vi) if ∂S is empty, then one of the connected components is S\B has non-Abelian fundamental
group;
(vii) every essential curve on S that intersects a curve from Bi also intersects a Ki \ L-curve
from ∆;
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Proof. Let Γ denote the union of all K \L-dissection curves and arcs. This is a (not necessarily
connected) graph, where vertices are the intersection points of the dissection curves and arcs
and the end points of the arcs, and edges are parts of the dissection curves and arcs.
Consider the regular neighborhood N(Γ). It is a (not necessarily connected) subsurface of S.
Let us attach every component of S \N(Γ) that is a null-homotopic (relative to the boundary
of S) disc to N(Γ). The resulting subsurface is denoted by S′. Let B be the collection of all
the boundary components of S′. Note that since Ki \ L does not intersect Kj \ L for i 6= j,
the content of each component of S \ B is either in L or in Ki \ L for some i. Each boundary
component of S′ is a non-null-homotopic simple closed curve whose content is in Lk(K1 \L) ⊆ L
(this gives (i), (ii), (iii), (v), (vii)).
Property (iv) follows from the assumption that dissection curves are in minimal position
with respect to each other and the fact that a surface with Abelian fundamental group cannot
have two closed curves in minimal position that intersect.
Property (vi) follows from the fact that one cannot cut a surface without boundary into a
collection of annuli by essential simple closed curves.
6 Reduction moves
Here we present several results allowing one to reduce the question of whether a group A(K)
contains a hyperbolic surface subgroup to the same question for A(K ′) for simpler K ′. We
have mentioned two of such statements already: if A(K) is a free or direct product of A(K1),
A(K2) (i.e. if either K is a disjoint union of K1 and K2 or K1,K2 are full subgraphs of K,
K0 = K01 ∪K
0
2 and every vertex of K1 is adjacent to every vertex of K2) then A(K) contains a
non-abelian surface group if and only if one of A(Ki) does (i = 1, 2).
We hope that we shall be able to find a complete set of reduction moves in the sense that, if
A(K) does not contain a hyperbolic surface subgroup, then one could use these moves to reduce
K to a 1-vertex graph.
6.1 Nuclear and dense sets of vertices
Remark 6.1. A key fact about hyperbolic surface groups which we shall use in all of our
arguments is that the centralizers of non-identity elements of hyperbolic surface groups are
cyclic. In other words, if α and β are closed curves on the surface S, and ∗ is an intersection
point of α and β, then the elements α and β of π1(S, ∗) commute only if β is homotopic (relative
to the basepoint ∗) onto α — that is βk = αl, for some integers k, l 6= 0.
Definition 6.2. We say that two subgraphs P,Q of a graph K are adjacent if for all vertices
p ∈ P and q ∈ Q either p = q or p and q are adjacent.
Lemma 6.3 (Edge reduction move). If (a, b) is an edge of K such that Lk(a) and Lk(b) are
adjacent subgraphs, then we write K ′ for the graph obtained from K by forgetting the edge (a, b)
without deleting the vertices. Then A(K) has a hyperbolic surface subgroup only if A(K ′) does.
Proof. Suppose that S is a closed hyperbolic surface with a faithful K-dissection diagram ∆.
Suppose that somewhere in the dissection we can find an a-curve γa and a b-curve γb which in-
tersect in an essential way. Taking any point ∗ ∈ γa∩γb as basepoint, we consider the homomor-
phism φ corresponding to ∆. Observe that φ(γa) and φ(γb) commute, because φ(γa) ∈ A(Lk(a)),
φ(γb) ∈ A(Lk(b)) and the sets Lk(a) and Lk(b) are mutually adjacent. This is a contradiction,
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since essentially intersecting simple closed curves in a hyperbolic surface should generate a non-
abelian free group (see Remark 6.1). Thus, any faithful dissection diagram is prohibited from
admitting intersections between a-curves and b-curves, and so induces an injective map which
factors through the right angled Artin group A(K ′).
The above argument illustrates nicely our approach. However, to obtain further general
results it will be convenient to develop some terminology.
Definition 6.4. Let K be a graph, and S a surface (possibly with boundary) equipped with a
K-dissection diagram. A dissection curve (arc) labeled by x is called an x-curve (arc).
We define the content of S to be the set
cont(S) = {x ∈ K0 : S has an x-curve or x-arc } .
If S′ is a subsurface of S which is in general position with respect to the dissection then S′
inherits a dissection (by simply taking intersections of the dissecting curves and arcs with S′).
In this case we may define the content cont(S′) of S′ accordingly.
If γ is a curve in S which is transverse to the dissection diagram then its content cont(γ) is
the set of x ∈ K0 such that γ crosses an x-curve or x-arc.
Definition 6.5. Let K be a graph, and (S, ∂S) a surface (possibly with boundary) equipped
with a K-dissection diagram. If γ is any curve in S which is transverse to the dissection and
∗ is a point on γ then the reduced content rcont∗(γ) of γ relative to ∗ is the smallest induced
subgraph L of K0 such that φ∗(γ) is in A(L). We define the effective content econt(γ) of γ to
be the smallest subset Z of cont(γ) such that
(⋄)Z contains rcont∗(γ) for every ∗ ∈ γ, and the set cont(γ) \ Z is adjacent to Z.
Remark 6.6. Note that the intersection of subsets of cont(γ) satisfying (⋄) also satisfy (⋄).
Hence every curve on S has a well-defined effective content.
Figure 2: The image of the curve γ relative to any basepoint on γ is inside the subgroup generated
by a, b, c, d.
Example 6.7. On Figure 2, the graph K consists of 5 vertices a, b, c, d, e with e connected to
all other vertices and no other edges. The content of the curve γ is {a, b, c, d, e} and the effective
content is {a, b, c, d}.
Remark 6.8. Note that the content of a curve or subsurface will always contain the effective
content of that curve or subsurface, but in general may be strictly larger. Also, note that if γ
is an x-curve of the dissection then cont(γ) ⊂ Lk(x) where Lk(x) denotes the set of vertices of
the graph K which are adjacent to the vertex x.
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If V is a set of vertices of a graph K then the set ∩v∈V Lk(v) is denoted by C(V ) (it is the
generating set of the centralizer of V in A(K)).
Recall that if K is a graph we denote Kopp the graph with the same vertex set but with an
edge between two vertices precisely when they are non-adjacent in K. Note that if P1, ..., Pk are
connected components of Kopp, then K is a join of P1, ..., Pk, i.e. K = P1 ⋆ ... ⋆ Pk.
Definition 6.9 (Almost joins). Let L be a subgraph of K and let L = L1 ⋆ ... ⋆ Ln be a
decomposition of L as a join of subgraphs. Suppose that
K = K1 ∪LK2... ∪L Kn and Lk(Ki − L) ⊆ Li
Then we say that K is almost a join of K1, ...,Kn over L1, ..., Ln (see Example 6.18 and Figure
4 below).
Lemma 6.10 (Separating product). Suppose that K is almost a join of subgraphs K1, ...,Kn
over L1, ..., Ln (n ≥ 2). Let ∆ be a faithful K-dissection diagram on a connected hyperbolic
surface (S, ∂S) such that cont(∂S) is in L. Then cont(S) ⊆ Ki for some i.
Proof. Let us apply Lemma 5.1 to the decomposition K = K1∪L ...∪LKn to produce a collection
of sets B1, ..., Bn of simple closed non-null-homotopic curves on S such that the content of each
curve from Bi is in Li (Lemma 5.1 (ii)), and Bi is empty if Ki\Li is empty. If Bi is not empty for
more than one i, then one of the connected components S′ in S \
⋃
Bj contains curves α and β
from two different sets Bi, Bj as boundary components. These curves cannot be parallel because
their contents (subsets of Li and Lj respectively) are disjoint. Hence π1(S
′) is not Abelian. On
the other hand cont(S′) ⊆ L, by Part (vi) of Lemma 5.1. Pick a point ∗ on α, and consider
a curve γ that starts at ∗, goes to any point on β along some curve δ ⊂ S′, then goes around
β and returns back to ∗ along δ. The image of γ under the homomorphism φ : π1(S) → A(K)
induced by ∆ is a word in L: φ(γ) = ubu−1 where b = φ(β) ∈ 〈Lj〉. On the other hand,
c = φ(α) ∈ 〈Li〉. Since L is a join of L1, ..., Ln, A(L) = A(L1) × ... × A(Ln). Therefore ubu
−1
is in A(Lj). Hence c and ubu
−1 commute. Therefore φ(α) commutes with φ(γ), but α and
γ generate a free non-Abelian subgroup in π1(S
′), a contradiction (as we assumed that ∆ is
faithful).
We shall need the following notation. Let U, V be two subsets of K0. The decomposition of
Uopp into components corresponds to a canonical decomposition of U as a join U = U1 ⋆ . . . ⋆Un
and similarly for V = V1 ⋆ . . . ⋆ Vm. Let U
′ denote the union of all the Ui’s such that every
vertex of Ui is adjacent to V . We thus obtain a decomposition of U as a join U
′ ⋆ U ′′ so that
the vertices of U ′are adjacent V . Similarly, we obtain a decomposition of V = V ′ ⋆ V ′′ so that
all the vertices of V ′ are adjacent to U . We then define [U, V ] = U ′′ ∪ V ′′. The justification for
this notation is the observation that that given any word w ∈ A(U) and any word z ∈ A(V ), we
have that [w, z] ∈ A([U, V ]).
An immediate application of the above observation is the following.
Lemma 6.11. Let α and β be two closed curves on a surface (S, ∂S) intersecting at a point ∗.
Suppose that (S, ∂S) is equipped with a K-dissection diagram ∆. Let γ be the commutator curve
[α, β] with base point ∗. Then the content of γ is contained in the union of contents of α and β,
and the reduced content of γ (relative to ∗) is contained in [rcont∗(α), rcont∗(β)].
This lemma, in turn, immediately implies the following statement that justifies the somewhat
unnatural definition of the effective content of a curve given above. This lemma will be used to
construct curves in the kernels of homomorphisms φ∗.
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Lemma 6.12. Let ∆ be a K-dissection diagram on S, α and β be two intersecting closed curves
on S. Let γ be the commutator of α, β (based at an intersection point of these curves). Then
econt([α, β]) ⊆ [cont(α), cont(β)].
Definition 6.13 (Nuclear subsets). We shall say that a subset V of K0 is nuclear relative to
Y ⊆ K0 if there exists an ordering x1 < ... < xm on the set V such that for every i = 1, ...,m
one of the following conditions hold:
1. xi is in C({x1, ..., xi−1}) and LkY (xi) \ {x1, ..., xi−1} is adjacent to {x1, ..., xi};
2. xi is not in C({x1, ..., xi−1}) and LkY (xi) is adjacent to {x1, ..., xi}.
q
q
q
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Figure 3: Example of a nuclear subset
Example 6.14. In the graph on Figure 3, the set {3, 4, 5} is nuclear relative to ∅. The ordering
is 4 < 3 < 5. The vertex 5 is in C({3, 4} and Lk(5) \ {3, 4} = {6} is adjacent to 3, 4, 5; the
vertex 4 is not adjacent to 3, and Lk(4) = {1, 5, 6} is adjacent to 3, 4.
The following lemma is obvious.
Lemma 6.15. Let Y be a subset of K(0). Then we have
1. Any one-vertex subset {x} of K0 is nuclear in K relative to any subset of Lk(x).
2. If V is nuclear in K relative to Y , then every subset of V is nuclear in K relative to Y .
Definition 6.16 (Characteristic subgraphs). Suppose that K is an almost join of subgraphs
K1, ...,Kn over L1, ..., Ln. For every i = 1, ..., n, if Ki = Li, then we let Pi = Li, otherwise we
let Pi = Ki ∪
⋃
Lj . The graphs Pi are called the characteristic subgraphs of the almost join
decomposition of K.
Definition 6.17. We say that a subset X of K0 is dense in K relative to a subset Y ⊆ K0
if for some decomposition of K as an almost join and every characteristic subgraph P of that
decomposition, X ∩ P is nuclear in P relative to Y ∩ P .
Example 6.18. In the graph on Figure 4, the set {1, 5} is dense relative to ∅ but is not nuclear
relative to ∅. Indeed, the graph is an almost join of K1 = {1, 2, 3, 4, 6} and K2 = {2, 3, 4, 5, 6}
over L1 = {2, 3} and L2 = {4, 6}. The characteristic subsets are K1 and K2. The intersection
of N with each Ki is a one-vertex subset which is dense in Ki relative to ∅ by Lemma 6.15.
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Figure 4: An example of a dense subset.
The following lemma immediately follows from the definition.
Lemma 6.19. Let X ⊆ K0 be a dense subset of K relative to Y . Let N be any subset that is
adjacent to X. Then X is dense relative to Y ∪N .
Lemma 6.20. Let (S, ∂S) be a surface with non-abelian fundamental group equipped with a
faithful K-dissection diagram ∆. Then the effective content of an essential closed curve γ in S
cannot be dense in K relative to cont(∂S).
Remark 6.21. Since by Lemma 6.15 every single-vertex set {x} is nuclear in every graph
K relative to any subset of Lk(x), Lemma 6.15 implies, in particular, every closed curve on
S whose effective content is a single generator x ∈ K0 and for which cont(∂(S)) ⊆ Lk(x) is
null-homotopic.
Proof of Lemma 6.20. If K is an almost join of K1, ...,Kn over L1, ..., Ln with some Ki 6= Li
then by Lemma 6.10, we can assume that for all but one i = j Ki = Li. Hence K = P for some
characteristic subgraph P . If K = L1 ∪ ...∪Ln then A(K) is the direct product of A(Li). Since
the K-dissection ∆ is faithful, one of the Li-subdissections ∆i is faithful too. So we can assume
again that K = Li for some i.
Thus we need to show that there is no non-null-homotopic curves on S with effective content
nuclear in K relative Y = cont(∂S).
By contradiction, suppose that such a curve γ exists. We assume that γ is in minimal position
with respect to the curves in the dissection diagram. If X = econt(γ) is empty, the diagram ∆
is not faithful (since γ is non-null-homotopic, but its image is 1 in A(K)), a contradiction. So
we can assume that X is not empty. Since that set is nuclear in K relative Y , there exists an
ordering x1 < x2 < ... < xm of elements of X such that the conditions of the Definition 6.13
hold. We can assume that m = |X| is minimal possible for all such γ and that m > 0.
Suppose first that xm ∈ C({x1, ..., xm−1}) and LkY (xm) \ {x1, ..., xm−1} is adjacent to
{x1, ..., xm−1}. Consider an xm-curve β intersecting γ and let ∗ be the intersection point. If β
is an arc connecting two points on the boundary ∂S, then let δ be the closed curve composed
of β and the connected components of ∂S intersecting δ. This curve is not parallel to any
power of γ since otherwise the surface S would be an annulus. Note that since β intersects ∂S,
xm ∈ Y = cont(∂S)) hence cont(δ) ⊆ Lk(xm) ∪ Y = LkY (xm). If β is a closed curve, then let
δ = β. Note that in this case also δ is not parallel to γ and cont(δ) ⊆ LkY (xm). Thus we found
a curve δ with content ⊆ LkY (xm) intersecting γ at ∗. Then by Lemma 6.11,
rcont∗([δ, γ]) ⊆ [LkY (xm),X].
Suppose first that xm is not in C({x1, ..., xm−1}). Then by our assumption, LkY (x) is adja-
cent to {x1, ..., xm}. Therefore rcont∗([δ, γ]) = ∅, so [δ, γ] = 1 and econt([δ, γ]) = ∅, contradicting
the minimality of m.
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Now suppose that xm is in C({x1, ..., xm−1}. Then by our assumption, LkY (x) \ {x1, ..., xm}
is adjacent to {x1, ..., xm}. Then by Lemma 6.11, rcont∗([δ, γ]) is inside {x1, ..., xm−1}. Now take
another point ⋄ on [δ, γ]. Then the curve [δ, γ]⋄ based at ⋄ is equal to the curve [δ, γ]∗ based at ∗
conjugated by a curve ε connecting ∗ and ⋄. The point ⋄ belongs to either δ or γ, so ε is either
a part of δ or a part of γ. If ε is a part of δ, then its content is in LkY (xm) which is a join of
LkY (xm)\{x1, ..., xm−1} and LkY (xm)∩{x1, ..., xm−1}. Since LkY (xm)\{x1, ..., xm−1} is adjacent
to {x1, ..., xm−1}, rcont⋄([δ, γ]) is also inside {x1, ..., xm−1}. If ε is a part of γ, then cont(ε) is
inside cont(γ). Hence by the definition of effective content, cont(ε) \X is adjacent to X. Since
xm is adjacent to {x1, ..., xm−1}, cont(ε)\{x1, ..., xm−1} is adjacent to {x1, ..., xm−1}. Therefore
the reduced content of [δ, γ] relative to ⋄ is inside X \ {xm}. Therefore X \ {xm} contains the
reduced content of [δ, γ] relative to any point of that curve. By Lemma 6.11, the content of
[δ, γ] is inside LkY (xm) ∪ cont(γ). Since LkY (xm) \ {x1, ..., xm−1} is adjacent to X \ {xm} and
cont(γ)\{x1, ..., xm} is adjacent to X \{xm}, we have that cont([δ, γ])\{x1 , ..., xm−1} is adjacent
to X \ {xm}. Hence the effective content of [δ, γ] is contained in X \ {xm}. This contradicts the
minimality of m.
Given a graph K, in order to show that every K-dissection diagram on a surface K is not
faithful, one needs (by Lemma 6.20) to prove existence of a closed curve with nuclear effective
content.
Lemma 6.22. Here are several ways to obtain closed non-null-homotopic curves on a K-
dissected closed surface S:
(1) An x-curve for x ∈ K0; its content is in Lk(x).
(2) Let K = K1∪LK2 be a non-trivial decomposition of K (so that Ki 6= L). Then Lemma 5.1
says that there are closed essential curves with content in Lk(K1\L). If K1\L-curves in ∆
intersect, then one of these curves bounds a subsurface with content (K1 \L)∪Lk(K1 \L).
(3) If α is a curve as in (1) or (2) with content L1, α is a boundary component of a subsurface
S′ ⊆ S with content L2 and non-Abelian fundamental group, then we can consider a closed
essential curve β in S′ intersecting α and form a commutator [α, β] whose effective content
is inside [L1, L2] by Lemma 6.12.
(4) If α and β are curves as in (1) or (2) that intersect, then one can form a commutator of
these curves; its effective content is a subset of the commutator of the contents of α and
β by Lemma 6.12.
This suggests the reduction moves which reduces the question of whether A(K) contains
a hyperbolic surface subgroup to simpler graphs: let L be the effective content of a curve γ
constructed as in (1)-(4) above. If L is dense in K relative to ∅, and A(K) contains a hyperbolic
surface subgroup, then any K-dissection diagram does not contain x-curves (in Case (1)) or
avoids intersections mentioned in the formulation of the corresponding case ((2), (3) or (4)). If
the curve we construct is inside a subsurface obtained using Lemma 5.1 and some decomposition
K = K1 ∪U ...∪U Kn, then instead of the condition that the effective content of γ is dense in K
relative to ∅ we can assume that the effective content of γ is dense in the corresponding subgraph
of K relative to the content of the boundary of the subsurface.
Here are some concrete reduction moves used in proving Theorem 1.2.
Proposition 6.23. Let ∆ be a faithful K-dissection diagram on S.
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1. If there exists a non-trivial decomposition K = K1 ∪LK2 with L dense in K, then ∆ does
not contain L-curves;
2. Suppose that K = K1 ∪L K2 = K
′
1 ∪L′ ... ∪L′ K
′
n be two non-trivial decompositions of K.
Let U = Lk(K1 \ L), U
′
i = K
′
i \ L
′ for i = 1, ..., n. Suppose that [U,L′] is dense in K
relative to ∅, U ∩ (U ′i ∪Lk(U
′
i)) is dense in U
′
i ∪Lk(U
′
i) relative to {Lk(U
′
i) for every i, and
U ∩ L′ is dense in L relative to Lk(U1), ...,Lk(Un). Then ∆ does not contain U -curves.
q
q
q
q
q q
qq
a
c
Figure 5: {a, c} is a separating non-adjacent pair of vertices.
Here is an easy corollary from Proposition 6.23 which helps ruling out many graphs.
Corollary 6.24 (Separating pair). Suppose that the connected graph K contains no holes of
length greater than 4 and suppose that (a, c) is a separating pair of non-adjacent vertices in K,
that is K =
⋃
{a,c}Ki for some collection of proper induced subgraphs {K1, ..,Kn} (as in Fig.
5).
Then G(K) admits a hyperbolic surface subgroup if and only if G(Ki) does so, for some
i ∈ {1, .., n}.
Proof. Let X = {a, c}. By a straightforward induction we may easily reduce to the case of
two components: K = K1 ∪X K2. By Proposition 6.23, part (1), we may suppose that X is a
minimal separating subset, i.e: neither a nor c is a separating vertex (since every 1-vertex set is
nuclear). Let xi be a vertex in Ki \ {a, c}, i = 1, 2. Since K is connected, there is a path in K
connecting x1 and x2. All these paths must go through a or c since {a, c} is a separating pair.
If all of them contain a (resp. c) then a (resp. c) is a separating vertex of K, which we have
assumed is not the case. Therefore one of these paths contains a but not c and another contains
c but not a. This implies that a and c are connected by a path in K1 as well as by a path in K2.
Note that, since a and c are non-adjacent, any pair of induced paths γ1 from a to c in K1
and γ2 from a to c in K2 combine to give an induced circuit in K. It follows, since there are
no induced circuits of length greater than 4 in K, and a, c are not adjacent, that γ1 and γ2 are
both of length exactly 2. In fact, by this argument, any induced path from a to c in K is of
length 2 and passes through Y = Lk(a)∩Lk(c). In particular, Y separates a from c in K. Thus
K = K ′1 ∪Y K
′
2, where X ∩ K
′
1 = {a},X ∩ K
′
2 = {c}. Since one-element subsets are always
nuclear, we can complete the proof by applying Proposition 6.23.
6.2 Examples
We finish the section with several examples of complicated graphs that can be completely reduced
(to chordal graphs) by using Propositions 6.23 and 4.3. For more examples see Section 10.
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Figure 6: An illustration of Proposition 6.23. The large dot represents two non-adjacent vertices
3 and 7 having the same links.
Example 6.25. Consider the graph K on Figure 6. Let X = {2, 3, 5, 6, 7}, K1 = {1} ∪ X,
K2 = {8} ∪X, K3 = {4} ∪X. Then K = K1 ∪X K2 ∪X K3. We are going to apply Proposition
6.23, Part (2).
Assume first that a faithful dissection diagram ∆ contains 1-curves. Cutting S along (dis-
joint) 1-, 4-, 8-curves, we obtain at least one connected component S1 with a non-Abelian
fundamental group, content in X, and a boundary component having a content in U = Lk(1).
By Lemma 6.22, part 3, there exists a closed essential curve γ with effective content inside
[U,X] = {5, 6}. Let V = C({5, 6}) = {1, 2, 3, 4, 7}. The set V is a separator, K = K ′1 ∪V K
′
2
where K ′1 = {5, 8} ∪ V , K
′
2 = {6} ∪ V . Let B be the collection of simple closed curves provided
by Lemma 5.1 for this decomposition of K. Then every connected component of S \ B has
content either in V or in K ′1 or in K
′
2. Moreover every curve from B has content in V . Since
[U, V ] = ∅, the curve γ cannot intersect a curve from B, so it is inside one of the connected
components S′ of S \B. Therefore econt(γ) is a subset of U ∩K ′1 or U ∩K
′
2 or U ∩ V . Each of
these sets contains at most one element and is nuclear (in K) by Lemma 6.15, a contradiction
with Lemma 6.20.
Now suppose that ∆ does not contain 1-curves. Thus we need to consider the 7-vertex graph
K \ {1}.
That graph is a join of {3, 7} and {2, 4, 5, 7, 8}. The group A({3, 7}) is free. Therefore the
subdissection diagram ∆′ of ∆ consisting of 2, 4, 5, 7, 8-curves is faithful. Finally note that the
subgraph of K spanned by the vertices 2, 4, 5, 7, 8 is isomorphic to a subgraph of the graph on
Figure 5.
Example 6.26. Consider the graph K on Figure 7. We shall apply Proposition 6.23, part (2).
Take X = {6, 7, 3}. Then K = K1∪XK2 whereK1 = {1, 2}∪X, K2 = K\{1, 2}. By Lemma 5.1
for every faithful K-dissection diagram containing K1 \X-curves and also K2 \X-curves, there
exists an essential curve γ with content in X. Let Y = C(X) = {1, 4, 7}. Then K = K ′1 ∪Y K
′
2
with K ′1 = {5, 6} ∪ Y , K
′
2 = (K \K
′
1) ∪ Y = K \ {5, 6}. Since [Y,X] = ∅ is dense in K relative
to ∅, we need to consider X ∪K ′1 and X ∪K
′
2. The first set is {6, 7}, the second set is {3, 7}.
The set {6, 7} is nuclear in K ′1 relative to ∅ (the ordering is 6 < 7). By Lemma 6.19, {6, 7} is
dense in K ′1 relative to Y since Y is adjacent to {6, 7}. The set {3, 7} is nuclear in K
′
2 relative
to ∅ (the ordering is 3 < 7), so it is dense in K ′2 relative to Y . This implies that no faithful
K-dissection diagram can have K1 \X-curves and K2 \X-curves. This allows us to reduce the
graph K (by removing some vertices). Continuing in this manner, one can reduce the graph to
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Figure 7: Another graph illustrating Proposition 6.23.
a 1-vertex graph.
Example 6.27. Graph on Figure 8 is an example illustrating Proposition 4.3.
Let K be this graph. The clique L = {1, 2, 4} separates the graph K = K1 ∪L K2 where
K1 = {1, 2, 4, 6, 7}, K2 = {1, 2, 4, 3, 5, 8}. The graph D(K,L) obtained by doubling K1 along L
is a join of {2} and the 6-vertex graph spanned by {1, 4, 6, 7, 6′ , 7′}. That graph can be reduced
further by applying Corollary 6.24 because it contains several separating stable pairs of vertices
({1, 7}, {6′, 4}, etc.). Thus A(D(K1, L)) does not contain hyperbolic surface subgroups.
The graph K ′ obtained from K by removing the edge {6, 7} contains a stable set X =
{5, 6, 7, 8} such that K \X is a join of {2, 3}, {1} and {4}. Suppose there exists a faithful K ′-
dissection diagram ∆ on a hyperbolic closed surface S. Cutting S along 5−, 6−, 7−, 8-curves,
we obtain a surface S′ one of whose connected components S0 has non-Abelian fundamental
group. Taking two intersecting curves α, β in S0, we obtain (using Lemma 6.12) an essential
curve γ = [α, β] with effective content inside {2, 3} which is a nuclear set in K relative to ∅
which contradicts Lemma 6.20. Thus by Proposition 4.3, A(K) does not contain hyperbolic
surface subgroups.
7 Embedding results
7.1 Preliminaries
We now consider methods to realize embeddings of surface groups into right-angled Artin groups.
The following definition and lemma are motivated by the fact that for any graph K and and
vertex x ∈ K, the right angled Artin group A(K) can be considered as an HNN extension of
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Figure 8: An example illustrating Proposition 4.3.
the right angled subgroup A(K \ {x}) with free letter a.
Definition 7.1. Let x denote a vertex of K. A subword x±1ux∓1 of a word w in the alphabet
K0 is called an x-pinch if u commutes with x in A(K).
The following lemma is an easy application of standard facts about HNN extensions.
Lemma 7.2. (1) If w is a word in K0 representing an identity in A(K), and w contains a
letter x, then w contains an x-pinch.
(2) Suppose u is a word in K0 and x ∈ K0 such that ux = xu in A(K). Then for every letter
y in u that is not adjacent to x in K, the word u contains a y-pinch.
7.2 General statement
In the next section, we shall introduce several finite graphs and prove that the corresponding
right angled Artin groups contain hyperbolic surface subgroups. In this Section, we introduce
some notation and a general statement used in the next Section. This statement automatize
proving that certain dissection diagram is faithful.
Recall that for every graph K = (V,E), Kopp denotes the complementary graph. Paths in
Kopp will be called anti-paths in K, links in Kopp will be called anti-links in K, starts in Kopp
are anti-stars in K.
Definition 7.3. Consider the following data that can be assigned to every graph K.
• Linear order  on V ;
• Linear order v on the anti-star of every vertex v ∈ V .
In principle, v may not be the restriction of  onto the anti-link of v.
The data will be called a load structure on K. We say that a graph K is loaded if it is
equipped with a load structure.
Let p = (v1, v2, ..., vk) be an anti-path in K.
By Θ(p) we denote the set of vertices of K consisting of
• {v | v ≻ v1};
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• for every i = 1, ..., k − 1, all vertices v that satisfy vi+1 vi v;
• all vertices in the anti-star of vk.
If we want to specify the graph K and the surface S, we shall write Θ(p,K, S) instead of
Θ(p).
If ∆ is a K-dissection diagram of a surface S, and Y is a set of vertices of K, then S[Y ]
denotes the (possibly disconnected) surface obtained by cutting S along v-curves of the dissection
diagram for all v ∈ Y .
Definition 7.4. Let L be a load structure on a graph K. Let ∆ be a dissection diagram of a
surface S with boundary. We say that ∆ is L-faithful if the following condition holds.
(*) For every simple anti-path p = (v1, ..., vk), every connected component of S[Θ(p)]
is a polygon or a polygonal annuli whose sides are subarcs of the dissection curves
such that no connected component has two sides labeled by vk having opposite
orientation. In addition, if the component is an annulus and a boundary component
contains a vk-arc, then that boundary component should be a vk-curve.
Let K be a loaded graph. The (finite) set of all simple anti-paths in K will be denoted by
PK . We introduce the lexicographic order on PK : given p = (v1, ..., vk), p
′ = (v′1, ..., v
′
m) we say
that p is less than p′ if either v1 ≺ v
′
1 or v1 = v
′
1 but v2 ≺v1 v
′
2 or v1 = v
′
1, v2 = v
′
2 but v3 ≺v2 v
′
3,
etc., or, finally, if m > k and p is the initial subpath of p′. Clearly this defines a linear order on
P (K).
Lemma 7.5. Let S be a surface (possibly with boundary), K be a loaded graph, with load
structure L, ∆ a K-dissection diagram of S.
If the diagram ∆ is L-faithful, then it is faithful.
Proof. Let, by contradiction, γ be a curve in the kernel. Let w be the word corresponding to
γ. We can assume that γ is chosen in such a way in its homotopy class so that the word w
is the shortest possible. Then w = 1 in A(K), so for every letter (vertex) v1 in w, w contains
a v1-pinch w1 = v
±1
1 i(w1)v
∓1
1 (by Lemma 7.2). By the definition of a pinch, the word i(w1)
must represent an element in A(K) that commutes with v1 in A(K). Hence if any v2 from
the anti-link of v1 occurs in i(w1), then w1 must contain a v2-pinch w2. The word i(w2) may
contain a letter v3 from the anti-link of v2. Then i(w2) must contain a v3-pinch (by Part (2) or
Lemma 7.2), and so on. The process stops when the word i(wk) does not contain vertices from
the anti-link of vk. Since by the definition of a pinch, i(wi) does not have occurrences of vi, the
anti-path p = (v1, v2, ..., vk) is simple. The finite set of all such anti-paths corresponding to w is
denoted by PK(w).
Note that every word wi (more precisely, the occurrence of wi in w) corresponds to a subarc
γ[wi] of γ. Thus we get a sequence of nested subarcs
γ(wk) ⊂ γ(wk−1) ⊂ ... ⊂ γ.
Note also that in the set PK(w), none of the anti-paths is an initial anti-path of another.
That is because if (v1, ..., vk) ∈ PK(w), then the vk-pinch wk contains no vertices from the
anti-link of vk.
Let p = (v1, ..., vk) be the maximal in the lexicographic order anti-path from PK(w).
Note that because of the maximality condition, γ[w1] is contained in the subsurface S[{v | v1],
γ[w2] is contained in S[{v | v1  v or v2 vl v}], and so on. Finally, γ[wk] is contained in S[Θ(p)]
23
(recall that Θ(p) = {v | v1  v or v2 v1 v or ... or v is in the anti-star of vk}]. Moreover since
wk is a vk-pinch, the curve γ[wk] must start and end on subarcs of vk-curves oriented in the
opposite way, and should not be homotopic to the vk-subarc of the boundary (otherwise w
would not be the shortest word corresponding to curves in the homotopy class of γ). But this
contradicts the definition of an L-faithful K-dissection diagram.
Let ∆ be a K-dissection diagram on a surface S, X ⊆ K0. For every X ⊆ K0 let K[X] be
the graph induced by K on the complement K0 \X. If K is loaded, then we shall always assume
that K[X] inherits the load (i.e. the orderings on K[X] are restrictions of the orderings on K).
The restriction ∆[X] of ∆ onto S[X] is the K[X]-dissection diagram on S[X] consisting of
the (essential) intersections of the curves and arcs of ∆ with S[X].
Proposition 7.6. Let K be a loaded graph with load structure L, X be a subset of K0. Let ∆
be a K-dissection diagram on a surface S. Suppose that
(1) For every x ∈ X , there is a load structure on K ′ = K[X \ Star(x)], such that for every
anti-path p = (x, v2, ..., vk) in K
′, the set Θ(p,K ′, S[X \ Star(x)]) satisfies (*).
(2) The K[X ]-dissection diagram ∆[X ] on S[X ] is L-faithful.
Then the homomorphism π1(S)→ A(K) corresponding to ∆ is faithful.
Proof. Let γ be an essential curve in the kernel. Let w be the word corresponding to γ. As
before, we can assume that γ is chosen in such a way in its homotopy class so that the word w
is the shortest possible.
Suppose first that w does not contain letters from X . Then γ is in S[X ]. Since the K[X ]-
dissection diagram ∆[X ] is faithful by (2), we get a contradiction with Lemma 7.5.
Now suppose that w has a letter from X . Let us consider all x-pinches in w for x ∈ X and
take an innermost pinch w′ = x±1i(w′)x∓1. Then w′ does not contain letters from X \ Star(x)
(otherwise the pinch would not be innermost). The sub-arc γ′ corresponding to this pinch is in
S[X \ Star(x)] with terminal points on x-arcs of the dissection diagram ∆[X \ Star(x)] oriented
in the opposite way.
Consider a load structure on K ′ = K[X \ Star(x)] for which the dissection diagram ∆[X \
Star(x)] satisfies condition (1) of the theorem. Let p = (v1, ..., vk) be the maximal (in the
lexicographic order) anti-path from PK ′(w
′). Then v1 = x by the choice of the ordering ≻ and,
as in the proof of Lemma 7.5, we have a sequence of nested subarcs
γ(wk) ⊆ ... ⊆ γ
′
where γ(wi) corresponds to a vi-pinch. By the maximality of p, the subarc γ(vk) is in a connected
component of the subsurface S(Θ(p,K ′, S[X \ Star(x)]).
By (1), the subarc γ(wi) is homotopic to the vk-subarc of the boundary of the connected
component, so w can be shortened, a contradiction.
Corollary 7.7. Suppose that X ⊆ K0 is a stable set. Suppose that there exists a load structure
on K[X] and a K-dissection diagram ∆ on S such that for every anti-path (v1, ..., vk) in K
where only v1 can belong to X, the set Θ(p) \X satisfies (*) for the surface S[X]. Then ∆ is
faithful.
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Proof. Let us prove that conditions (1) and (2) of Proposition 7.6 hold.
For every x ∈ X, Star(X)∩X = {x}. Hence K[X \Star(x)] = K[X \{x}. Consider the load
structure on K[X] induced by the load structure on K, and extend it to K[X \ {x}] by setting
x ≻ v for every v ∈ K[X] and y ≻ x for every y 6= x ∈ X. For every anti-path p = (x, v2, ..., vk)
then Θ = Θ(p,K, S) contains X, so the connected components of S[Θ] are the same as the
connected components of S[X] cut by the x-curves with x ∈ K[X]. Thus Θ satisfies (*) by the
assumption of the corollary. This gives (1).
Condition (2) follows directly from the conditions of the corollary.
The significance of Corollary 7.7 is that it allows us to deal with a subsurface S[X] of S
which is in many cases much simpler than S.
7.3 Proofs for n-gones (n ≥ 5), P1(6)− P4(8)
In all cases considered in this section, the surface S is obtained as a double of a planar surface S0
obtained by identifying the respected boundary components of S0 and its copy S
′
0. The dissection
diagram in each case is defined in S0 and we consider (almost) a copy of the dissection diagram
on S′0. As a result of identification, the dissection arcs in S0 become dissection (closed) curves in
S = S0 ∪ S
′
0. We shall use the following convention of choosing the transverse directions on the
dissection curves. The directions on the arcs and closed curves in S0 are given on the pictures
of dissection diagrams if needed. If the direction is not given, it can be chosen arbitrarily. The
directions on the arcs in S′0 are naturally determined by the directions on the corresponding arcs
in S′0. But the directions of the closed dissection curves in S
′
0 are always chosen opposite to the
directions of the corresponding curves in S0.
We are going to apply Corollary 7.7. Thus in each case, we specify the set X and the load
structure on the graph.
7.3.1 n-gones
The following two dissection diagrams serve n-gons, n ≥ 5. The first one is for even n, the
second one - for odd n.✬
✫
✩
✪
✬
✫
✩
✪
✣✢
✤✜
✣✢
✤✜
✣✢
✤✜
✣✢
✤✜
✣✢
✤✜
✣✢
✤✜
✣✢
✤✜
✣✢
✤✜
✣✢
✤✜
1
1
2
3
3 3
4 5
5 5
6 n−2
n−1
n...
n is even.
n is odd.
2 24 4
n−2 n−2... ...
n
n−1
Proof. The set X is empty. The order on the vertices is such that 1 ≻ i for every i 6= 1, and
the orders on the anti-links are arbitrary. Let p = (v1, ..., vk) be any anti-path. For every i then
Θ(p) contains {1, 2, ..., n} \ {i− 1, i + 1} ∪ {1} and satisfies (*).
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7.3.2 The 6-vertex graphs P1(6), P2(6)
1 1
2 23 34 4
5 5
6 6
✬
✫
✩
✪
✒✑✓✏ ✒✑✓✏
2
1
3
4
6 4
5 5
3P1(6) P2(6)
Proof. Let the set of pairwise non-adjacent vertices be {2, 4}. Orders on the graph and on the
anti-links are arbitrary.
We need to show that the conditions of Corollary 7.5 hold. Let p = (v1, ..., vk) be any
anti-path in P = P1(6), P2(6). Let Θ = Θ(p,K[X], S[X]).
Suppose that Θ does not satisfy (*) for S[X] = S0.
Consider six different possibilities for vk.
1. Let vk = 1. Then Θ ⊇ {1, 3} and satisfies (*).
2. Let vk = 2 (and then k = 1). Then Θ ⊇ {6} and satisfies (*).
3. Let vk = 3. Then Θ ⊇ {1, 3} and satisfies (*).
4. Let vk = 4 (and then k = 1). Then Θ ⊇ {1} and satisfies (*).
5. Let vk = 5. Then Θ ⊇ {5, 6} and satisfies (*).
6. Let vk = 6. Then Θ ⊇ {5, 6} and satisfies (*).
Thus in all cases Θ satisfies (*), a contradiction.
7.3.3 The 7-vertex graph P1(7)
1 2 3 4 5
6
7
✍✌✎☞ ✍✌✎☞ ✍✌✎☞✻ ❄ ✻ ❄3 2 4 2
5
6
3 3
1P1(7)
3
4
7
Proof. Let X = {2, 4}. The order on P1(7): 2 ≻ 4 ≻ 3 ≻ 1 ≻ 5 ≻ 6 ≻ 7. The partial orders on
links (we can extend these partial orders to linear orders arbitrarily):
• 2: 5 ≻2 7,
• 4: 1 ≻4 6.
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Let p = (v1, ..., vk) be an anti-path in P1(7) where only v1 may belong to X. Suppose that
Θ = Θ(p) does not satisfy (*) for S[X] = S0. Consider seven cases for vk.
1. Let vk = 1. Then Θ ⊇ {1, 3, 5} and satisfies (*).
2. Let vk = 2 (and k = 1). Then Θ ⊇ {5, 7} and satisfies (*).
3. Let vk = 3. Then Θ ⊇ {1, 3, 5} and satisfies (*).
4. Let vk = 4 (and k = 1). Then Θ ⊇ {1, 6} and satisfies (*).
5. Let vk = 5. Then Θ ⊇ {1, 3, 5} and satisfies (*).
6. Let vk = 6. Then Θ ⊇ {6, 7}. Since {3, 6, 7} satisfies (*), and 3 ≻ 6, we have k 6= 1. Then
vk−1 ∈ {4, 7}. Since 1 ≻4 6 and {1, 6, 7} satisfies (*), we have vk−1 = 7. Since 1 ≻ 7, k − 1 6= 1,
vk−2 = 2. But 5 ≻2 7, hence Θ ⊇ {5, 6, 7} and satisfies (*).
7. Let vk = 7. Then Θ ⊇ {6, 7}. Since 5 ≻ 7 and {5, 6, 7} satisfies (*), k 6= 1. Then
vk−1 ∈ {2, 6}. Since 5 ≻2 7, we have vk−1 = 6.
Since 5 ≻ 6, k − 1 6= 1, vk−2 = 4. But 1 ≻4 6, so 1 ∈ Θ and Θ ⊇ {1, 6, 7} that satisfies (*), a
contradiction.
7.3.4 The 7-vertex graph P2(7) and the 8-vertex graph P1(8)
❧ ❧❧
1 12 23 34 45 5
6 6
7 7
4
2
5
4 2
3
33
76 or 0
6
10
P2(7) P1(8)
✬
✫
✩
✪
3
❄
✻
❄ ✻
The top arc intersecting both 2-curves on the dissection diagram is labeled by 6 for P2(7) and
by 0 for P1(8).
Proof. Let X = {2, 4}. The order on the graphs is: 2 ≻ 4 ≻ 3 ≻ 0 ≻ 5 ≻ 6 ≻ 7, partial orders
on the anti-links of vertices (the inequalities involving 0 - for P1(8) only):
• 2: 5 ≻2 7, 5 ≻2 6,
• 4: 1 ≻4 0, 1 ≻4 7,
Assume that Θ = Θ(p) does not satisfy (*) for S[X] = S0 for some anti-path p = (v1, ..., vk).
0 (for P1(8)). Let vk = 0. Then Θ ⊇ {0, 7}. Since 3 ≻ 0 and {0, 3, 7} satisfies (*), k 6= 1.
Then vk−1 ∈ {4, 7}. But 1 ≻4 0 and {0, 1, 7} satisfies (*). So vk−1 = 7.
Since 3 ≻ 7, k−1 6= 1, vk−2 ∈ {2, 4, 6}. But 5 ≻2 7, so vk−2 6= 2, 1 ≻4 7 and {0, 1, 7} satisfies
(*), so vk−2 6= 4. Thus vk−2 = 6.
Since 3 ≻ 6, k − 2 6= 1. Then vk−3 = 2. But 5 ≻2 6, so 5 ∈ Θ, a contradiction.
1. Let vk = 1. Then Θ ⊇ {1, 3, 5} and satisfies (*).
2. Let vk = 2 (and k = 1). Then Θ ⊇ {5, 7} and satisfies (*).
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3. Let vk = 3. Then Θ ⊇ {1, 3, 5} and satisfies (*).
4. Let vk = 4 (and k = 1). Then Θ ⊇ {1, 7} and satisfies (*).
5. Let vk = 5. Then Θ ⊇ {1, 3, 5} and satisfies (*).
6. Let vk = 6. Then Θ ⊇ {6, 7}. Since {3, 6, 7} satisfies (*), and 3 ≻ 6, we have k 6= 1. Then
vk−1 = 7.
Since 3 ≻ 7, k− 1 6= 1. Then vk−2 ∈ {0, 2, 4} (0 - in the case of P1(8)). Since 5 ≻2 7, 1 ≻4 7,
and sets {5, 6, 7}, {1, 6, 7} satisfy (*), vk−2 = 0 and the graph is P1(8). Since 3 ≻ 0, k − 2 6= 1.
Then vk−3 = 4. But 1 ≻4 0, {1, 6, 7} satisfies (*), a contradiction.
7. Let vk = 7. Then Θ ⊇ {6, 7} (and Θ ⊇ {0, 6, 7} in the case of P1(8)) and satisfies (*).
7.3.5 The 8-vertex graph P2(8)
P2(8)
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Proof. Let X = ∅. The order on P2(8) is 2 ≻ 1 ≻ 0 ≻ 3 ≻ 4 ≻ 5 ≻ 6 ≻ 7. The partial orders of
anti-links:
• 0: 3 ≻0 4 ≻0 5 ≻0 6;
• 1: 4 ≻1 7 ≻1 5;
• 2: 1 ≻2 3 ≻2 5 ≻2 7;
• 3: 2 ≻3 4 ≻3 6;
• 4: 1 ≻4 3 ≻4 5, 1 ≻4 0;
• 5: 1 ≻5 0.
We need to show that the conditions of the theorem hold for our order. Let p = (v1, ..., vk)
be any anti-path in P2(8). Then by the definition of Θ(p), it must contain 0. Assume that Θ(p)
does not satisfy (*). Since 2 ≻ i for every i 6= 2, we have 2 ∈ Θ(p).
We consider eight different possibilities for vk.
0. Let vk = 0. Then Θ(p) ⊇ {0, 2, 3, 4, 5, 6}. This set satisfies (*).
1. Let vk = 1. Then Θ(p) contains {1, 2, 4, 5, 7} that satisfies (*).
2. Let vk = 2. Then Θ(p) contains {1, 2, 3, 5, 7} that satisfies (*).
3. Let vk = 3. Then Θ(p) contains {0, 2, 3, 4, 6} that satisfies (*).
4. Let vk = 4. Then Θ(p) contains {0, 1, 2, 3, 4, 5} which satisfies (*)
5. Let vk = 5. Then Θ(p) contains {0, 1, 2, 4, 5} (the anti-star of 5). The set {0, 1, 2, 3, 4, 5}
satisfies (*). So 3 6∈ Θ(p).
Then k 6= 1 since 3 ≻ 5, vk−1 ∈ {0, 1, 2, 4}.
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Since 3 ≻0 5, 3 ≻2 5 and 3 ≻4 5, we have vk−1 = 1. Since 7 ≻1 5, we have that Θ(p) contains
{0, 1, 2, 4, 5, 7} which satisfies (*).
6. Let vk = 6. Then Θ(p) contains {0, 2, 3, 6}. We can assume that k 6= 1 since otherwise
Θ(p) would contain 0, 1, 2, 3, 4 , 5, 6 and would satisfy (*). The vertex vk−1 is in {0, 3}.
Suppose that vk−1 = 0. Then Θ(p) contains {0, 2, 3, 4, 5, 6} since 4, 5 ≻0 6. Since 1 ≻ 0, and
{0, 1, 2, 3, 4, 5, 6} satisfies (*), we have k − 1 6= 1 and vk−2 ∈ {3, 4, 5}. Since 1 ≻5 0, 1 ≻4 0,
vk−2 = 3. Since 1 ≻ 3, k − 2 6= 1, vk−3 ∈ {2, 4}. But 1 ≻2 3, 1 ≻4 3, a contradiction.
If vk−1 = 3 then Θ(p) contains {0, 2, 3, 4, 6} since 2, 4 ≻3 6.
Since 1 ≻ 3, and {0, 1, 2, 3, 4, 6} satisfies (*), k−1 6= 1, vk−2 ∈ {0, 2, 4}. Since 1 ≻2 3, 1 ≻4 3,
we have vk−2 = 0. Since 1 ≻ 0, we have k − 2 6= 1, vk−3 ∈ {4, 5}. Since 1 ≻4 0, 1 ≻5 0, we get a
contradiction.
7. Let vk = 7. Then Θ(p) contains {0, 1, 2, 7}. We have k 6= 1. The vertex vk−1 can be 1 or
2.
If vk−1 = 1 then Θ(p) contains {0, 1, 2, 4, 7} since 4 ≻1 7. That set satisfies (*).
Let vk−1 = 2. Then Θ(p) contains {0, 1, 2, 3, 5, 7} since 3, 5 ≻2 7. That set satisfies (*).
7.3.6 The 8-vertex graph P3(8)
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Proof. The set X is {4, 5}. The order on the graph P3(8): 4 ≻ 5 ≻ 2 ≻ 3 ≻ 0 ≻ 1 ≻ 6 ≻ 7,
orders on the anti-links:
• 2: 3 ≻2 1, 3 ≻2 7,
• 3: 2 ≻3 0, 2 ≻3 6,
• 4: 3 ≻4 1 ≻4 6,
• 5: 2 ≻5 0 ≻5 7.
Let p = (v1, ..., vk) be an anti-path in P3(8). Consider eight cases for vk. Note that both the
graph P3(8), the load structure, and the dissection diagram admit an automorphism 0→ 1, 1→
0, 2 → 3, 3 → 2, 4 → 5, 5 → 4, 6 → 7, 7 → 6. Hence we need to consider only 4 cases instead of
8.
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Assume that Θ(p) does not satisfy (*) for S[X] = S0 (the seven-punctured disc).
0. Let vk = 0. Then Θ(p,X) ⊇ {0, 3, 6}. It is enough to show that either 1 or 2 is in Θ(p)
because {0, 1, 3, 6} and {0, 2, 3, 6} satisfy (*).
Since 2 ≻ 0, we have k 6= 1, vk−1 ∈ {3, 5, 6}. Since 2 ≻3 0, 2 ≻5 0, vk−1 = 6.
Since 1 ≻ 6, we have k − 1 6= 1, vk−2 ∈ {3, 4}. But 2 ≻3 6, 1 ≻4 6, a contradiction.
1. Let vk = 1 (this case is symmetric to the previous one). Then Θ(p) ⊇ {1, 2, 7}. It is
enough to show that either 0 or 3 is in Θ(p) because {0, 1, 2, 7} and {1, 2, 3, 7} satisfy (*).
Since 3 ≻ 1, we have k 6= 1, vk−1 ∈ {2, 4, 7}. Since 3 ≻2 1, 3 ≻4 1, vk−1 = 7.
Since 0 ≻ 7, we have k − 1 6= 1, vk−2 ∈ {2, 5}. But 3 ≻2 7, 0 ≻5 7, a contradiction.
2. Let vk = 2. Then Θ(p) ⊇ {1, 2, 3, 7} and satisfies (*).
3. Let vk = 3. Then Θ(p) ⊇ {0, 2, 3, 6} and satisfies (*).
4. Let vk = 4 (and k = 1). Then Θ(p) ⊇ {1, 3, 6} and satisfies (*).
5. Let vk = 5 (and k = 1). Then Θ(p) ⊇ {0, 2, 7} and satisfies (*).
6. Let vk = 6. Then Θ(p) ⊇ {0, 3, 6}. It is enough to show that 1 ∈ Θ(p) or 2 ∈ Θ(p)
because {0, 1, 3, 6} and {0, 2, 3, 6} satisfy (*).
Since 1 ≻ 6, k 6= 1, vk−1 ∈ {0, 3, 4}. Since 1 ≻4 6, 2 ≻3 6, we have vk−1 = 0.
Since 2 ≻ 0, k − 1 6= 1, vk−2 ∈ {3, 5}. But 2 ≻3 0, 2 ≻5 0, a contradiction.
7. Let vk = 7 (this case is symmetric to the previous one). Then Θ(p) ⊇ {1, 2, 7}. It is
enough to show that 0 ∈ Θ(p) or 3 ∈ Θ(p) because {0, 1, 2, 7}, {1, 2, 3, 7} satisfy (*).
Since 0 ≻ 7, k 6= 1, vk−1 ∈ {1, 2, 5}. Since 0 ≻5 7, 3 ≻2 7, we have vk−1 = 1.
Since 3 ≻ 1, k − 1 6= 1, vk−2 ∈ {2, 4}. But 3 ≻2 1, 3 ≻4 1, a contradiction.
7.3.7 The 8-vertex graph P4(8)
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Proof. Let X = {4, 5}. The order on the vertices of P4(8) is 5 ≻ 4 ≻ 3 ≻ 2 ≻ 0 ≻ 1 ≻ 6 ≻ 7.
The partial orders on the links are:
• 2: 3 ≻2 1, 3 ≻2 7,
• 3: 2 ≻3 6, 2 ≻3 0,
• 4: 3 ≻4 1,
• 5: 2 ≻5 0 ≻5 7.
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Let p = (v1, ..., vk) be an anti-path in K2 where only v1 can be equal to 5 or 4. We consider
eight cases for vk. The set Θ(p) must contain 4, 5, so we should consider the surface S[4, 5] (the
seven-punctured disc) and its subsurfaces. Assume that Θ(p) does not satisfy (*).
0. Let vk = 0. Then Θ(p) contains {0, 3, 6} and satisfies (*).
1. Let vk = 1. Them Θ(p) contains {1, 2, 7}. Since 0 ≻ 1 and {0, 1, 2, 7} satisfies (*), k 6= 1,
vk−1 ∈ {2, 4, 7}. Since 3 ≻2 1, 3 ≻4 1, and {1, 2, 3, 4, 7} satisfies (*), vk−1 = 7. Since 0 ≻ 7,
k − 1 6= 1, vk−2 ∈ {2, 5}. Since 3 ≻2 7, 0 ≻5 7, we get a contradiction.
2. Let vk = 2. Then Θ(p) contains {1, 2, 3, 7} and satisfies (*).
3. Let vk = 3. Then Θ(p) contains {0, 2, 3, 6} and satisfies (*).
4. Let vk = 4. Then Θ(p) contains {0, 1, 3} and satisfies (*).
5. Let vk = 5. Then Θ(p) contains {0, 2, 7} and satisfies (*).
6. Let vk = 6. Then Θ(p) contains {0, 3, 6}. Since 2 ≻ 6 and {0, 2, 3, 6} satisfies (*), k 6= 1,
vk−1 ∈ {0, 3}. Since 2 ≻3 6, vk−1 = 0. Since 2 ≻ 0, k − 1 6= 1, vk−2 ∈ {3, 5}. But 2 ≻3 0, 2 ≻5 0,
a contradiction.
7. Let vk = 7. Then Θ(p) contains {1, 2, 7}. Since 0 ≻ 7 and {0, 1, 2, 7} satisfies (*), k 6= 1,
vk−1 ∈ {1, 2, 5}. Since 0 ≻5 7, 3 ≻2 7, and {1, 2, 3, 7} satisfies (*), vk−1 = 1. Since 3 ≻ 1,
k − 1 6= 1, vk−2 ∈ {2, 4}. But 3 ≻2 1, 3 ≻4 1, a contradiction.
7.4 Non-oriented surface subgroups of genus 2
Here we present a different way of creating dissection diagrams on surfaces. As examples, we
present dissection diagrams for non-orientable surfaces of (non-orientable) genus 2 for graphs
P1(6), P2(6), P2(8), P3(8), P4(8).
7.4.1 Graphs P1(6), P2(6)
Lemma 7.8. Suppose that K contains non-adjacent vertices u, v and vertices c ∈ Lk(u) \
Lk(v), d ∈ Lk(v) \ Lk(u), and e, f ∈ Lk(u) ∩ Lk(v) (not necessarily distinct) such that c, d are
adjacent, while c, e are non-adjacent and d, f are non-adjacent. Then A(K) contains a subgroup
isomorphic to the fundamental group of a nonorientable closed surface of Euler characteristic
−2 (hence non-orientable genus 4).
Remark. Note that if K contains the above configuration, then the full subcomplex spanned
by u, v, c, d, e, f is either the circuit of length 5, or graph isomorphic to P1(6) or P2(6).
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Proof. We construct a dissected surface . Let p1, .., p8 denote the vertices of a regular octagon
in cyclic order. Let S0 denote the surface obtained from this by gluing oriented sides [p1, p2] to
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[p5, p6] and [p3, p4] to [p7, p8]. This is a nonorientable surface of Euler characteristic −1 with
two boundary components, which we shall view as curves of the dissection. Label the boundary
[p8, p1] ∪ [p4, p5] with a u and the other with a v, both oriented out of the surface. Other
dissection curves and their orientation are shown on the picture.
Now, construct S = S0 ∪ S1 by doubling S0 along the u- and v-curves. Note that π1(S)
has graph of groups decomposition with two vertex groups each isomorphic to π1(S0) = F2, two
edges with infinite cyclic edge groups generated by the u- and v-curves respectively, and stable
letters represented in A(K) by u and v respectively.
To prove that the dissection diagram is faithful, we use Corollary 7.7 again. The stable set
X is {u, v}.
7.4.2 Graphs P2(8), P3(8), P4(8)
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To the right of each graph is shown a dissected planar surface S0 with four boundary com-
ponents. Each boundary component is shown as a square whose sides are alternately labeled
by different generators. The dissected surface S is obtained from S0 as follows: each side of a
boundary square which is labeled 4 or 5 is glued to the other edge in the same square with the
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same label while reversing orientation. This produces two boundary 2-curves and two boundary
3-curves which may be identified in pairs (of the same label).
The closed surface S resulting from this construction has exactly one dissection curve of each
type 2, 3, 4, and 5.
The faithfulness of these dissections diagrams is proved as in Section 7.3 because it is easy
to see that the sets of vertices satisfying (*) in the proofs for P2(8), P3(8), P4(8) in Section 7.3,
also satisfy (*) for these new dissection diagrams.
7.5 Kim’s results
We note here that recent results of Kim [Kim1] somewhat overlap with the results of this paper.
Kim’s work uses different techniques. Instead of embedding surface groups directly, he embeds
right angled Artin groups which are known to contain hyperbolic surface subgroups. More
precisely, a if vertices a, b in a graph K are non-adjacent, we can produce a new graph K ′ by
the co-contraction of the pair (a, b). It amounts replacing the (a, b) by one vertex connected
to all vertices that were connected to both a and b. Kim proves that A(K ′) is a subgroup of
A(K). This allowed Kim to construct a series of graphs Kn = C
opp
n , which do not contain
induced subgraphs Cn, n ≥ 5, and such that A(Kn) contains hyperbolic surface subgroups. In
particular, this implies that A(P1(6)) contains A(C5) as a subgroup where Cn is a cycle of length
n. (This way he answered a question from [GLR] by giving an example of a weakly chordal graph
K such that A(K) contains a hyperbolic surface group.) Note that this fact also follows from
our results because K5 is C5, K6 is isomorphic to P1(6), and all Kn, n ≥ 7 contain isomorphic
copies of P2(6).
It is easy to check (using Proposition 6.23) that Kim’s method applies to only one of our
exceptional graphs, P1(6): applying co-contraction to any other graph Pi(j), one cannot get a
graph K with A(K) containing a hyperbolic surface subgroup. It would be interesting to find
out when a co-contraction of a pair of non-adjacent vertices in a graph K avoiding Cn, n ≥ 5,
or P1(6) − P4(8) produces a graph that does not avoid the “forbidden” subgraphs.
8 Diagram groups
In this section, we show that the right angled Artin group A(P2(6)) is a subgroup of a diagram
group, and answer a question of Guba and Sapir from [GS0]. One of the definitions of diagram
groups is the following (see [GS0]). Consider an alphabet X and a set S of cells, each cell is a
disc whose boundary is subdivided into two directed paths (the top path and the bottom path)
labeled by positive words u (the top path) and v (the bottom path) in the alphabet X. One
can consider the cell as the rewriting rule u → v. Each cell π is an elementary (u, v)-diagram
with top path labeled by u, bottom path labeled by v, and two distinguished vertices ι and τ :
the common starting and ending points of the top and bottom paths. For every word u in X,
there exists also the trivial (u, u)-diagram: a path labeled by x. Its top path and bottom path
coincide. There are four operations allowing to construct more complicated diagrams from the
elementary ones. These are defined as follows.
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+ = × =
• The addition: ∆1+∆2 is obtained by identifying the distinguished vertex τ of ∆1 with the
initial vertex ι of ∆1. The top and the bottom paths of ∆1 +∆2 are defined in a natural
way.
• The multiplication: If the label of the bottom path of ∆1 coincides with the label of the
top path ∆2, then ∆1∆2 is defined by identifying the bottom path of ∆1 with the top
path of ∆2.
• The inversion: ∆−1 is obtained from ∆ by switching the top and the bottom paths of the
diagram.
• Dipole cancelation: if π is an (u, v)-cell, then we identify ππ−1 with the trivial (u, u)-
diagram. Thus we can always replace a subdiagram ππ−1 of a diagram ∆ by the trivial
(u, u)-subdiagram: the resulting diagram is equivalent to ∆.
For every word u, the set of all (u, u)-diagrams forms a group under the product operation.
Example 8.1 ([GS0]). The R. Thompson group F is the diagram group of all (x, x)-diagrams
corresponding to the 1-letter alphabet {x} and one cell (x2, x)-cell.
The wreath product Z ≀ Z is the diagram group of (ac, ac)-digrams over the alphabet {a, b1,
b2, b3, c} corresponding to cells ab1 → a, b1 → b2, b2 → b3.b3 → b1, b1c→ c.
The free group F2 is the diagram group of (a, a)-diagrams over the alphabet {a, a1, a2, a3, a4}
and cells a→ a1, a1 → a2, a2 → a, a→ a3, a3 → a4, a4 → a.
The direct product Z × Z is the diagram group of (ab, ab)-diagram over the alphabet
{a, a1, a2, b, b1, b2} and cells a→ a1, a1 → a2, a2 → a, b→ b1, b1 → b2, b2 → b.
Many right angled Artin groups are diagram groups [GS3].
The class of diagram groups is closed under direct and free products [GS1], each diagram
group is linearly orderable [GS3]. One can view a diagram group as a 2-dimensional analog of
a free group (a free group is the group of 1-paths of a graph; the diagram groups are groups
of 2-paths on directed 2-complexes). The word problem in any subgroup of a diagram group is
very easy to decide. In many important cases (including the Thompson group F ), the conjugacy
problem in a diagram group has also an easy diagrammatic solution.
As often happens with other representation questions, given a group G, it is not usually easy
to find out if G can be a subgroup of a diagram group. The situation is easier for right angled
Artin groups because the pairs of commuting diagrams are easy to describe (the description is
a 2-dimensional analog of the well known description of commuting elements in the free group)
[GS0]. For example, [GS1, Theorem 30] shows that if Cn is a cycle of odd length n ≥ 5 then the
right angled Artin group A(Cn) cannot be embedded into a diagram group. It is quite possible
(but is not proved yet) that the same is true for even n ≥ 6. More restrictions on the class of
right angled Artin groups that are diagram groups are provided in [GS3]. Since groups A(Cn)
contain hyperbolic surface subgroups and until this paper there were no examples of right angled
Artin groups containing hyperbolic surface subgroups and not containing A(Cn), n ≥ 5, this
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served as one motivation for the question of Guba and Sapir of whether a diagram group can
contain a hyperbolic surface subgroup. Another motivation is [GS2, Theorem 9.14] which says
that if the system of rewriting rules corresponding to the cells of a diagram group is complete
(i.e. confluent and terminating), then either the diagram group is free or it contains a copy of
Z×Z. It is not known if one can remove the completeness assumption in that statement ([GS2,
Problem 9.15]).
Right angled Artin groups appear naturally when one studies diagram groups. It is proved in
[GS3] that every countable diagram group is a subgroup of a certain concrete (finitely presented)
universal diagram group U that is a split extension of a right angled Artin group A described
below and the R. Thompson group F . It is well known that the R.Thompson group F does not
contain free non-Abelian subgroups [BS85]. Hence every non-elementary hyperbolic subgroup
of a diagram group must intersect the group A (which is a diagram group itself [GS3]).
The infinite graph K corresponding to the right angled Artin group A is defined as follows.
For every subinterval α ⊆ (0, 1) with dyadic endpoints we assign a countable set of symbols Kα.
The union of all Kα is the vertex set of K. Two vertices x ∈ Kα and y ∈ Kβ are adjacent in K
if and only if the intervals α and β are disjoint.
Consider a set M of six subintervals of the unit interval (0, 1): α1, (0,
1
4), α2 = (
1
4 ,
1
2),
α3 = (
1
2 ,
3
4), α4 = (
1
8 ,
3
8), α5 = (
3
8 ,
5
8), α6 = (
5
8 ,
7
8 ). For each i = 1, ..., 6 pick one symbol si
from Kαi . The subgraph of the graph K from the previous paragraph spanned by the vertices
s1, ..., s6 is isomorphic to the graph P2(6). The isomorphism is the following: 1 → s3, 2 →
s2, 3→ s6, 4→ s5, 5→ s1, 6→ s4.
The result of Section 7.3.2 now implies the following answer to the question of Guba and
Sapir.
Theorem 8.2. The diagram group U contains the fundamental group of a hyperbolic surface.
It is shown in [GS2] that every integral homology group of any diagram group is free Abelian.
The question of whether the same is true for subgroups of diagram groups remained open. Since
the first homology group a non-orientable surface has 2-torsion, Lemma 7.8 and Theorem 8.2
show that the first homology group of a subgroup of a diagram group can have torsion.
As an unexpected corollary of Theorem 8.2 and [GS1, Theorem 30] we get
Corollary 8.3. The group A(P2(6)) does not contain subgroups isomorphic to A(Cn) for odd
n.
Recall that by [Kim1], A(P1(6)) contains A(C5). It would be interesting to find out if groups
A(K) for any of the other graphs K from Section 7.3 are embedded into each other.
9 A description of graphs without long holes and induced sub-
graphs P1(6), P2(6)
Here we give a proof of Theorem 1.5. The proof of the following lemma is a modification of the
proof of Chudnovsky and Seymour of their result quoted in the introduction.
Lemma 9.1. Let K be a connected and co-connected graph that does not contain holes of length
≥ 5 and induced subgraphs P1(6), P2(6). Then for every two vertices u, v at distance 2 in K and
every co-component W of C({u, v}) one of the following three conditions holds:
(1) {u} ⋆W is a separator;
(2) {v} ⋆ W is a separator;
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(3) W ′ = C(W ) \ {u, v} is not empty and W ⋆W ′ separates u and v.
Proof. Suppose that K is connected, co-connected, does not contain long holes and copies of
P1(6), P2(6). If |K| = 1 there is nothing to prove. Let |K| > 1.
We observe that since an anti-hole of length five is also a hole of length five, P1(6) is isomor-
phic to the anti-hole of length six, and P2(6) is the complement of a path of length 5, it follows
that K contains no anti-hole of length at least 5.
Step 1. Since K is co-connected, it is not a clique. Hence it has two non-adjacent vertices
u, v at distance 2, hence C({u, v}) is not empty. Take any two such vertices u, v. We need to
show that these vertices satisfy one of the Conditions (1), (2), (3).
Let W be any co-component of the subgraph spanned by C({u, v}) (i.e. a connected com-
ponent of the complement graph C({u, v})opp).
Step 2. Suppose that u, v are disconnected by W .
Let U be the connected component of K \(W ∪{v}) containing u, and let V be the connected
component of K\(W ∪{u}) containing v. Then U and V are disjoint. Let X = K0\(U∪V ∪W ).
Then there are no edges between any pair of the sets U, V,X. If U ∪X 6= {u}, then {u} ⋆ W
separates K, hence {u, v} satisfies Condition (1). Hence we can assume U = {u}, X = ∅.
Similarly, V = {v}. Thus K = W ⋆ {u, v} and Kopp is not connected, a contradiction. Hence
we can assume that u, v are connected in K \W .
Step 3. Let us prove Condition 3. By contradiction, suppose that there exists a path p
from u to v in K \W contains no vertex of W ′ = C(W ) \ {u, v}.
Let p be a shortest path from u to v in K \W . If p has length 2, then the vertex w on p that
is distinct from u, v is in C({u, v}). Since W is a co-component of C({u, v}), w is in C(W ).
So we may assume that p is an induced path of length at least three. Let w1, w2 be the
second and the third vertices of p (counting from u to v). Since w1, w2 are not in C(W ) there
exist two vertices z1, z2 in W such that z1 is not connected to w1 and z2 is not connected to w2
(it could happen that z1 = z2). Since the subgraph spanned by W in K
opp is connected, there
exists an anti-path q connecting w1, w2 such that q \ {w1, w2} is in W .
Since p is a shortest path, any z in W together with any subpath of p of which only the first
and the last vertices are adjacent to z form a hole. Thus if some z ∈W is not adjacent to both
w1 and w2, then z, u,w1, w2 lie in a hole of length at least 5 (the smallest hole in the subgraph
spanned by z and p containing z, u,w1, w2).
Therefore there is no induced anti-path of length 2 from w1 to w2, passing through W . In
particular, z1 6= z2, z1 is adjacent to w2, z2 is adjacent to w1.
. . .
p
u
z1
w1
w2
v
z2. . .
q
Now, if w2 is non-adjacent to v, then the subgraph of K spanned by the vertices of the
anti-loop q ∪ {(w2, v), (v,w1)} contains an anti-hole of length at least 5 (the smallest anti-hole
containing the anti-path z1, w1, v, w2, z2), a contradiction. This proves that w2 is adjacent to v.
Since z1 is adjacent to w2 but not to w1 and z2 is adjacent to w1 but not to w2, we can find
two consecutive vertices z, z′ ∈ W on q such that z is adjacent to w2 but not to w1, and z
′ is
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adjacent to w1 (and possibly also to w1). But then the subgraph induced by {z, z
′, u, w1, w2, v}
is the prism P1(6) or the prism with diagonal P2(6) (depending on whether there exists an edge
(z′, w2) or not), a contradiction. This proves that every path from u to v avoiding W passes
through W ′. This and Step 2 show that W ′ is not empty. Hence u, v are in different connected
components of K \ (W ⋆W ′), and u, v satisfies Condition (3). This proves the lemma.
Finally let us prove Theorem 1.5. Recall its formulation.
Theorem 9.2. A graph K does not contain holes of length ≥ 5 and induced subgraphs P1(6),
P2(6) if and only if for every two vertices u, v at distance 2 and every co-component W of
C({u, v}), the set W ∪ (C(W ) \ {u, v}) separates u from v.
Proof. The “only if part” follows from Step 3 of the proof of Lemma 9.1. Indeed, we can assume
that two vertices u, v at distance 2 in K are not separated by W (otherwise they would be
separated by W ∪ (C(W ) \{u, v}) as well. But then Step 3 of the proof of Lemma 9.1 gives that
u, v are separated by W ∪ (C(W ) \ {u, v}).
The “if” part follows from the fact that both long holes and P1(6), P2(6) contains pairs of
vertices u, v and co-components W of C({u, v} such that W ∪ (C(W )\{u, v}) does not separate
u, v, and that the condition of the theorem is obviously hereditary for induced subgraphs.
10 The proof of Theorem 1.2
Here we present the description of a computer based proof of Theorem 1.2: if |K0| ≤ 8 and
A(K) contains a hyperbolic surface subgroup, then K contains one of our “forbidden” induced
subgraphs Cn, n = 5, 6, 7, 8, P1(6) − P4(8).
First using independently written programs written in C by the first author and in Maple
by the third author, we checked all graphs with at most 7 vertices and found out that each of
them either can be reduced to a tree-like graph by the moves that we considered in the previous
sections (and so the corresponding right angled Artin group does not contain a non-abelian
surface subgroup), or contains a fully embedded circuit of length at least 5, or contains one of
the graphs P1(6) − P2(7). An earlier computation was performed in MAGMA with the help of
Marston Conder. This program formed the basis for the later C++ program. We wish to thank
Marston Conder for his enthusiastic contribution to this project. Several of our “forbidden”
subgraphs first appeared there.
The hardest case is, of course, when |K0| = 8. So we describe it in some details. The (Maple)
program was created by the third author. The program successively eliminated 8-vertex graphs,
first removing graphs containing “forbidden” subgraphs, and then applying more and more
complicated reduction rules.
The procedure consists of several steps. At each step, we take the first of the remaining
graphs and find the simplest reduction move that eliminates it. Then we eliminate all other
graphs using that reduction move, etc.
Step 1. It is well known that the total number of 8-vertex graphs up to isomorphism is
12,346 (see the Brendan McKay’s Web site http://cs.anu.edu.au/∼bdm/data/graphs.html . We
first eliminate graphs containing Cn, n ≥ 5, P1(6) − P4(8), and also graphs K that satisfy one
of the following conditions:
(R1) K is disconnected;
(R2) K
opp is disconnected;
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(R3) K decomposes non-trivially as an almost join;
(R4) K contains a splitting subset X such that K = K1∪C(X) ...∪C(X)Km, and X ∩Ki is dense
in Ki relative to ∅ for i = 1, ...,m (applying Lemma 6.23);
(R5) K contains a pair of adjacent vertices x, y with adjacent links Lk(x),Lk(y) (applying
Lemma 6.3) and such that the graph K \ {(x, y)} does not contain forbidden subgraphs
and has been eliminated already.
There are 67 graphs surviving this step. From now on, we call a graph considered on Step i
excluded if if does not contain the “forbidden subgraphs” and has been excluded on steps ≤ i−1.
Step 2. One of the remaining graphs is the graph K on the next picture:
1
23
4
5
6
7
8
Note that this graph satisfies the following property
(R6) There exists a set of vertices X (in our case, X = {3, 5, 7, 8}) that is stable, and a vertex x
(say, x = 5) inX such that the commutator [Lk(x),X ′] of the link of x and the complement
X ′ of X is dense in K relative to ∅ (in fact for this graph, the commutator {4, 6} is even
nuclear in K relative to ∅).
If a graph K satisfies (R6), then there could not be a faithful K-dissection diagram on a
hyperbolic surface S containing x-curves for all x ∈ K0 and so the graph can be reduced (some
of the vertices could be removed). Indeed, if such a faithful dissection diagram exists, we can
cut the surface along X-curves (which are disjoint since X is stable), producing a surface (S′, ∂)
with non-Abelian fundamental group and content in X ′. By Lemma 5.1, we can assume that
one of the boundary curves of S′ is an x-curve α. Its content is in Lk(x). Since the fundamental
group of S′ is non-Abelian, there exists an essential closed curve β in S′ intersecting α. By
Lemma 6.12 the essential closed curve [α, β] has effective content inside [Lk(x),X] which is
dense, contradicting Lemma 6.20.
Only 50 of the 67 graphs do not have property (R6).
Step 3. One of these 50 graphs is presented on the following picture.
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4
5
6
7
8
Note that this graph satisfies the following property (a generalization of Property (R5)).
(R7) There are two adjacent vertices x and y (vertices 2 and 5 in that graph) such that the
commutator [Lk(x), Lk(y)] is dense in the graph relative to ∅.
In that case, we can simplify the graph by removing the edge (x, y), because if a dissection
diagram contains an x-curve intersecting a y-curve, then the commutator of these curves will
be (Lemma 6.12) an essential closed curve whose effective content is dense in our graph relative
to ∅ contradicting Lemma 6.20. The resulting graph does not contain forbidden subgraphs and
has been eliminated on the previous steps. Hence that graph can be eliminated as well. Fifteen
other graphs among remaining 50 satisfy property (R7) as well. So only 35 graphs survive Step
3.
Step 4. The following graph (denoted again by K) is one of the 35 remaining graphs.
1
2
3
4
5
6
7
8
Graph K satisfies the following property
(R8) There exists a stable set X, and a vertex x ∈ X such that L = [Lk(x),X ′] (here X ′ is the
complement of X) satisfies the following condition:
(*) K is an amalgam of K1, ...,Km over C(L) and L ∩ Ki is dense in Ui = (Ki \ L) ∪
Lk(Ki \ L) relative to ∅ for every i.
For the graph K, X = {2, 6, 8}, x = 2, L = [Lk(x),X ′] = {3, 5, 7}, C(L) = {1, 2, 4, 6},
m = 2, K1 = {3, 5} ∪C(L), K2 = {7, 8} ∪ C(L).
Note that if a graph G satisfies (R8), then it can be simplified. Indeed, if ∆ is a faithful
G-dissection diagram on a surface S containing y-curves for all y ∈ K0, then as in Step 2, there
exists an non-null-homotopic closed curve γ with effective content inside L = [Lk(x),X ′]. By
Lemma 5.1, there exists a collection of sets of simple closed curves B1, ..., Bm satisfying the
conditions of the lemma. The curve γ cannot intersect a curve α from Bi because cont(α) is
adjacent to econt(γ) (we use Lemma 6.11). We can assume that γ is in a connected component
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S′ in S \ ∪Bj with non-Abelian π1(S
′). Then the content of S′ cannot be inside C(L) (again
use Lemma 6.11), so cont(S′) is inside Ui = (Ki \C(L))∪ (Lk(Ki \C(L))) for some i = 1, ...,m.
Since L ∩Ui is dense in Ui relative to ∅, and C(L) is adjacent to L, the effective content of γ is
dense in Ui relative to L ∩ Ui ⊃ cont(∂S
′). That contradicts Lemma 6.20.
Of the 35 remaining graphs, 11 satisfy Property (R8) and can be eliminated. It leaves 24
graphs to consider.
Step 5. One of these 24 graphs is the following (we denote it by K, as usual).
This graph satisfies the following condition.
(R9) There exists a stable set X and a vertex x ∈ X such that Lk(x) is dense in K \X relative
to the collection of sets {Lk(y), y ∈ X}.
For the graph K, X = {4, 8}, x = 8. Property (R9) implies that the graph can be reduced.
Indeed, cut the surface by X-curves and apply Lemma 6.20 to the resulting surface S′ and its
boundary x-curve.
Four graphs among our 24 satisfy (R9), 20 graphs remain after Step 5.
1
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Step 6. One of the 20 remaining graphs (again K) is on the following picture.
1
2
3
4
5
6
7
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This graph satisfies the following property.
(R10) There exist two adjacent vertices x, y such that the commutator L = [Lk(x), Lk(y)] satisfies
Condition (*) from Step 4. In addition, the graph K with edge (x, y) removed is excluded.
For the graph K, we can take x = 6, y = 1. Then L = {3, 5, 7}, C(L) = {1, 2, 4, 6}, K1 =
{3, 5} ∪ C(L), K2 = {7, 8} ∪ C(L).
A graph satisfying Property (R10) can be reduced by removing the edge (x, y). Indeed,
if a K-dissection diagram has x-curve α intersecting y-curve β, then taking the commutator
γ = [α, β] we obtain (by Lemma 6.12) a closed essential curve with effective content L, and we
can continue as in Step 4.
Of 20 remaining graphs 6 satisfy (R10) and 14 graphs remain.
Step 7. Two of the remaining 14 graphs, K1, K2, are on the following picture.
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1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
K1 K2
These graphs satisfy the following property.
(R11) There exists a subset X in K
0 with Lk(X) 6= K0 and a vertex x ∈ Lk(X) such that the
sets L = [Lk(X),Lk(x)], Lk(x) \ X satisfy (*) and there exists a vertex z ∈ K0 \ (X ∪
Lk(X)∪{x}) such that for some t ∈ lk(z)\(Lk(X)∪{x}), the graph K\{(z, t)} is excluded
and the commutator [K0 \ (X ∪ {x, z}),K0 \ (X ∪ {x, z})] satisfies (*).
For the graph K1, one can take X = {6, 7}, x = 8, z = 4, t = 5; for the graph K2, one can
take X = {2, 4}, x = 7, z = 8, t = 1.
Suppose that a graph K satisfies (R11). Then in any faithful K-dissection diagram ∆, an
x-curve cannot cross the boundary of the subsurface S(X) constructed as in the proof of Lemma
5.1 (taking the regular neighborhood of the graph formed by the X-curves, and gluing in the
disc components of the complement). Indeed, otherwise we would get a curve whose effective
content satisfies (*) and get a contradiction as in Step 4. Hence any x-curve must be either
inside S(X), or outside it.
Since Lk(x)\X satisfies (*), no x-curve can be outside S(X). Hence the content of the surface
S \S(X) does not intersect X∪{x}. Since z 6∈ X∪S(X), z-curves are outside S(X). Since there
must be a z-curve intersecting a t-curve, t 6∈ Lk(X) \ {x} (the graph K \ {(z, t)} is excluded),
not all z-curves can be parallel to the boundary of S(X). Hence one of the components S′ of
S \ (S(X)∪S({z})) has a non-Abelian fundamental group and content in K0 \ (X ∪{x, z}). The
commutator of two intersecting curves α and β in S′ has effective content in the commutator
[K0 \ (X ∪ {x, z}),K0 \ (X ∪ {x, z})] (by Lemma 6.12) which satisfies (*), a contradiction.
Of 14 remaining graphs 13 satisfy (R11).
Step 8. The remaining graph is on the following picture.
That graph satisfies the following condition.
(R12) There are two pairs of adjacent vertices (x, y), (z, t) such that
(i) x and z are adjacent and the graph K \ {(x, z)} is excluded;
(ii) the commutator [Lk({x, y}),Lk({z, t})] satisfies (*);
(iii) y 6∈ {z, t} ∪ Lk({z, t}), t 6∈ {x, y} ∪ Lk({x, y};
(iv) the set Lk(x) ∩ ({z, t} ∪ Lk({z, t})) is dense in G;
(v) the graph K \ {(z, t)} is excluded;
(vi) the commutator of the set {x, y} ∪ Lk({x, y}) \ {z} with itself satisfies (*).
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Indeed, one can take (x, y) = (6, 8), (z, t) = (3, 4).
A graph K satisfying (R12) can be excluded. Indeed, suppose that a faithful K-dissection
diagram exists on a hyperbolic surface S. Consider subsurfaces S1 = S({x, y}) and S2 =
S({z, t}) (as in the previous step). Their boundaries cannot intersect by (ii). Since by (i), there
exists an x-curve that intersects z-curve, either a connected component S′ of S1 is inside S2 or
a connected component S′′ of S2 is inside S1. By (iii) S
′ must be a regular neighborhood of an
x-curve, S′′ must be a regular neighborhood of a z-curve.
1
2
3
4
5
6
7
8
Suppose that an x-curve is in S2. Then its content must be in Lk(x) ∩ ({z, t} ∪ Lk({z, t}))
which is dense in G, a contradiction. Therefore S2 does not contain x-curves. By (v), there
exists a component Y of S2 with non-Abelian fundamental group. Then Y cannot be inside S1,
so Y does not contain x-curves or arcs. Therefore the content of Y is in {x, y}∪Lk({x, y})\{z}.
Taking the commutator of two intersecting curves in Y and using (vi), we get a contradiction.
The proof is complete.
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