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We shall prove in Chapter I the hypoellipticity υ for a class of degenerate elliptic operators of higher order. Chapter II will be devoted to the consideration of the regularity at the boundary for the solutions of general boundary problems for the equations considered in Chapter I being restricted to the second order.
Chapter I. Hypoellipticity for a class of degenerate elliptic operators. § 1. Introduction*
In [5] , Grusin has proved the hypoellipticity for a class of degenerate elliptic equations. Our aim in this chapter is to give a simple proof with some additional assumptions on the operators considered in [5] .
First we state the main result obtained in [5] . Let R N be N-dimensional Euclidean space regarded as a direct product of two Euclidean spaces R k and R n (k + n = N). We consider a pair (p,σ) of N rational numbers (p u , p N ), (σ 19 , σ N ) such that pj ^ 1 and σj ^ 0 (1 <^ j ίg N) and that (a) pj = (ϊj = 1 k + 1^, j <*k + n = N and for each j,l^j^k, one of the following conditions is satisfied:
(b) pj>σj>0 9 (c) ^ = 0.
Suppose (p,σ) is given. The following notations are convenient for the later discussions: 
ditions 1 and 2, the operator L(x,D) is hypoelliptic in a neighborhood of the origin.
With the additional assumptions on L(x,D) stated below, we shall give an alternative proof of this theorem. Throughout this paper we always assume that the order of L(x,D) is 2m (m ^> 1). Moreover we substitute the conditions 1 and 2 by the following conditions Γ and 2' respectively :
Condition Γ. L Q (x",y\D) is strongly elliptic for \x"\ + \y\ = 1 i.e. there exists a positive constant δ such that
for all (a",2/) (|a"| + \y\ = 1), ?e#* and jyelF 1 . Here L § denotes the homogeneous part of L o of order 2m.
Condition 2'. The differential equation Remark. Grusin showed in [3] that Condition 2 is equivalent to Condition 2 7 under Condition 1. In order to show the hypoellipticity of the operator L(x,D) it is essential to obtain the inequality of the type (2.13) as will be explained in §2. In §3, we shall get this inequality with the aid of the method suggested by that used in [13] . §2. The proof of Theorem l.Γ.
In this section, according to [5, §2] , we shall describe in several steps how the proof of Theorem l.Γ (or Theorem 1.1) is deduced to prove the inequality (2.13).
( 
Then the pseudo-differential operator p(x,D) is hypoelliptic in Ω.
In what follows we shall use the symbols C,A,μ,δ, ••• to denote constants, and suffix or prime will also be used if necessary.
and
Thus to complete the proof of Theorem l.Γ, it remains to prove Lemma 2.4. §3. Proof of Lemma 2.4: Main estimate. Lemma 2.4 will be proved as a consequence of the following lemma. Proof. In (3.1) substitute ξ by λ p 'ξ 9 x by λ~σx and D y by λD y respectively (λ > 0). Then we see that quasi-homogeneous order of both sides and is 2m. Hence it is sufficient to show the inequality (3.1) for \ξ\ p = 1. Let t(r) be an infinitely differentiable function in r ^ 0 such that
+ + <\tf\ 9 . + Then h λ has the same order as h in \y\ for large |j/| and is constant when x", ξ are fixed and y runs through the sphere in Ifj. Furtheremore for j ^ 1, Substituting h by h t in (3.1) we obtain the inequality equivalent to (3.1).
Put
Jo which has the same order as rh x as r->oo. Now we shall use the coordinate transformation introduced in [5] , [16] :
Then we have In the following we shall show the equation ( 
Furthermore by (3.5) and (3.6) we havê
for some positive constants C and C. Hence we have ,n. By using the following inequalities derived by (3.5) and (3.6): Here the constants C x and C 2 are independent of (x",ξ), |£|, = 1. We can substitute v x in (3.14) by (1 + h^v^z):
Using Leibniz' formula and integration by parts, the left-hand side of (3.15) is estimated from above by (3.16) and by interpolating the inequality of the form for some constant C> 0. Now starting from (3.18) and (3.14), we can show, by induction in | /91, that the following inequality is valid:
Going over to the variables y we have Σ lid + ^-'"DMitflU*.,
The second term of the right hand side of (3.20) can be dropped out by Condition 2', which completes the proof of Lemma 3.1. As an application of the method developed in Chapter I, we shall consider the regularity of solutions of boundary value problems for the degenerate elliptic equations being restricted to the second order.
Proof of Lemma 2.4. The differential operator L(x', y D y ) is ex-
Consider the case where n = 1 and m = 2. Set
The letters p,σ, 3ft and 3K 0 will be used as in §1. Thus we shall consider a partial differential operator
with one of the following boundary operators:
with its symbol given by 2 b r ,(x')x f7/ B f (ξ), and c(x') is a complex valued smooth function defined in R k . We shall, therefore, investigate the regularity of the solutions of the boundary value problem:
We freeze as in § 1 the coefficients of the principal part of L and B 2 and introduce the following notations: The proof of Theorem 5.1 can be reduced to that of the inequality (6.1) which will be proved in § 6. The inequality (6.1) corresponds to (2.13) proved in Chapter I. By applying (6.1) and Theorem 2.1, we can immediately prove the regularity of u at the boundary as in the case treated in Chapter I. In case the symbol b(x',ξ) of the boundary opeyator B 2 is complex valued we need another method to obtain the estimate of the type (6.1). This method, which will be discussed in §7, can be applied for higher order operators. To illustrate our discussions we shall give in §8 examples of boundary systems satisfying the conditions in Theorem 5.1. Those conditions might be thought to be as close enough to a necessary condition. §6. Boundary estimates.
If f e C'iR* Π C7) (where U is a neighborhood of the origin in R N ) and if ueH
As explained previously the proof of Theorem 5.1 can be reduced to the following lemma. for all veίPilp), .9). Considering a pair (x",ξ) (|f|, = 1) as a parameter, we observe that
Rea^z,x",ξ)^δ>0: see (3.10) ,
The boundary condition (5.6)^ 0' = 1 or 2) will change into where the constant C" can be taken independently of (#", ξ) when it runs through a compact set. Now going over to the variable y, as in the proof of (3.18), and using Condition II. 2, we have the inequality (6.4). 
and for all x r e Ω f and ξ,\ξ\ p ^ A.
Proof. Take v e£P(I μ ) satisfying the boundary condition (6.11). Put for some positive constants C" and A' independent of such u. From (6.12) we easily obtain the following inequality: For v e iϊ 2^) , with v(0) = 0, we have
Thus in a similar manner to the proof of Lemma 2.4 we have the inequality (6.1) for the boundary system {L, 1}. B) We consider boundry system {L 9 B 2 } under Conditions II. 1, II. We shall first give the outline of the proof of Lemma 7.1 in several steps.
A) By the inequality (6.6) and the condition II; 2 2 we have the following inequality for some positive constants C and A: , B) From the inequality (7.1) we derive the following inequality for some positive constants C,A and μ: where the constant C is independent of ve@ 2if £L]. G) By (7.6) and (7.7) we have for another constant C This proves Lemma 7.1. Next we shall prove the inequalities left unproved in the above steps.
Proof of
For v e ^f # ,[£ 0 ] (/* > 0 being determined later), we have
where we denote the inner product in L 2 (0,μ) by ( , •) and the norm in L 2 (0,μ) by || ||. We denote the last expression by L [v,v] . Taking μ>0 sufficiently small and using the inequalities (7.1), (7.5), (2.10) and (2.12), we have for some positive constants C and A Again taking /ί > 0 sufficiently small and by (7.5) we have the inequality (7.2).
Proof of F). It is sufficient to prove the case where |£|, = 1. Take a function ψ e Cϊ[0,μ) such that ψ(y) = 1 0 ^ y ^ ///2. We make use of a transformation y ->t given by t = J* (1 + }φr, s ζ))ds Suppose that under the Condition II. 1 the Condition II. 2 X were not satisfied. Then we see, by using the same method as in [3; Theorem 1.1] that the problem (8.5), (8.6) is not hypoelliptic in the upper half plane including the boundary. This shows that the Condition II. 2 X or II. 2 2 is necessary to obtain the hypoellipticity.
