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Abstract
We consider 2-isometries, weak 2-isometries and 2-continuous mappings and investigate the relation between three mappings in
linear 2-normed spaces. Also we prove that the Riesz theorem holds when X is a linear 2-normed spaces.
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1. Introduction
Let X and Y be metric spaces. A mapping f : X → Y is called an isometry if f satisfies
dY
(
f (x), f (y)
)= dX(x, y)
for all x, y ∈ X, where dX(·,·) and dY (·,·) denote the metrics in the space X and Y , respectively. For some fixed num-
ber r > 0, suppose that f preserves distance r , i.e., for all x, y in X with dX(x, y) = r , we have dY (f (x), f (y)) = r .
Then r is called a conservative (or preserved) distance for the mapping f . A basic problem of conservative distances
is whether the existence of a single conservative distance for some f implies that f is an isometry of X into Y . It is
also called the Aleksandrov problem; see [1,8–10].
Recently, Chu et al. [4] defined the concept of 2-isometry which is suitable to represent the notion of area preserving
mappings in appropriate spaces as 2-normed spaces and proved that the Aleksandrov problem [4] and the Mazur–Ulam
problem [3] hold in 2-normed spaces. Much of this work in this area has been done; see [2,5–7].
In the remainder of this introduction, we will present several notions of 2-continuous mappings and weak 2-
isometries. And then we investigate the relations of the above concepts and also prove Riesz theorem to the case of
linear 2-normed space.
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622 H.-Y. Chu et al. / J. Math. Anal. Appl. 340 (2008) 621–628Definition 1.1. (See [5].) Let X be a real linear space with dimX > 1 and ‖ · , · ‖ : X2 → R be a function. Then
(X,‖ · , · ‖) is called a linear 2-normed space if
(2N1) ‖x, y‖ = 0 if and only if x and y are linearly dependent,
(2N2) ‖x, y‖ = ‖y, x‖,
(2N3) ‖αx,y‖ = |α|‖x, y‖,
(2N4) ‖x, y + z‖ ‖x, y‖ + ‖x, z‖ for all α ∈R and all x, y, z ∈ X.
Definition 1.2. (See [4].) Let X and Y be 2-normed spaces and f : X → Y be a mapping. Then f is called a 2-isometry
if ‖x − z, y − z‖ = ‖f (x) − f (z), f (y) − f (z)‖ for all x, y, z ∈ X.
Remark 1.3. Let X and Y be 2-normed spaces and f : X → Y be a mapping. Then f is a 2-isometry if and only if f
satisfies the following property:
∣∣‖x − z, y − z‖ − ‖x′ − z′, y′ − z′‖∣∣= ∣∣∥∥f (x) − f (z), f (y) − f (z)∥∥− ∥∥f (x′) − f (z′), f (y′) − f (z′)∥∥∣∣
for all x, y, z, x′, y′, z′ ∈ X.
Definition 1.4. Let X and Y be 2-normed spaces and f : X → Y be a mapping. Then f is called a weak 2-isometry if
for every ε > 0, there exists positive real number δ such that
∣∣‖x − z, y − z‖ − ‖x′ − z′, y′ − z′‖∣∣< δ implies
∣∣∥∥f (x) − f (z), f (y) − f (z)∥∥− ∥∥f (x′) − f (z′), f (y′) − f (z′)∥∥∣∣< ε.
Definition 1.5. Let X and Y be 2-normed spaces, z0 ∈ X and f : X → Y be a mapping. Then f is said to be 2-
continuous at z0 if for every ε > 0, there exists positive real number δ such that
‖x − z0, y − z0‖ < δ implies
∥∥f (x) − f (z0), f (y) − f (z0)
∥∥< ε.
And f is said to be 2-continuous (on X) if f is 2-continuous at x for all x ∈ X.
If one thinks from the continuity of distance concept to the continuity of area concept, a 2-continuous function
in a 2-normed space can be comparable with a continuous function in a normed space. A weak 2-isometry is strong
concept more than 2-continuous function. It is possible to say that a 2-continuous function controls area, whereas a
weak 2-isometry controls difference of areas. Also a 2-isometry preserves the areas and the difference of areas.
Note that the property of 2-isometry implies the property of weak 2-isometry, and also the property of weak 2-
isometry implies 2-continuous property. But the converses are all failed.
Hence it is a natural step to ask the following question: Under what conditions, is a weak 2-isometry also a 2-
isometry?
In this paper, we give an answer to the above problem. From now on, unless otherwise specifications, let X and Y
be linear 2-normed spaces, and let f : X → Y be a mapping.
2. 2-Isometries in linear 2-normed spaces
Definition 2.1. Let X be a real linear space and x, y, z be points in X. Then x, y and z are said to be collinear if
x − y = t (x − z)
for some real number t .
Lemma 2.2. Let (X,‖ · , · ‖) be a linear 2-normed space. Then ‖a, b‖ = ‖a, b + γ a‖ for all γ ∈R and all a, b ∈ X.
Lemma 2.3. Let (X,‖ · , · ‖) be a linear 2-normed space and a, b, c, d ∈ X, and b, c and d are collinear. Then
‖a − b, a − d‖ ‖a − b, a − c‖ + ‖a − c, a − d‖.
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obtain that
‖a − b, a − d‖ = ‖a − c + c − b, a − d‖
 ‖a − c, a − d‖ + ‖c − b, a − d‖
= ‖a − c, a − d‖ + ‖c − b, a − b + b − d‖
 ‖a − c, a − d‖ + ‖c − b, a − b‖ + ‖c − b, b − d‖
= ‖a − c, a − d‖ + ‖c − b, a − b‖ + ∥∥−α(b − d), b − d∥∥
= ‖a − b, a − c‖ + ‖a − c, a − d‖.
This completes the proof. 
From now on, let ρ ∈ (0,∞) and N ∈ {3,4, . . .}.
Lemma 2.4. Let x, y, z ∈ X and f : X → Y be a function satisfying the conditions that
(i) ‖a − c, b − c‖ = ρ implies ‖f (a) − f (c), f (b) − f (c)‖ ρ,
(ii) ‖a − c, b − c‖ = Nρ implies ‖f (a) − f (c), f (b) − f (c)‖Nρ,
(iii) a, b, c are collinear if and only if f (a), f (b), f (c) are collinear, for a, b, c ∈ X.
If ‖x − z, y − z‖ = lρ, then ‖f (x) − f (z), f (y) − f (z)‖ = lρ, l = 1,2.
Proof. First, we consider the case l = 1. Set
pk := y + k(x − y)
for each k = 0,1, . . . ,N . Then
‖z − y,pk − y‖ =
∥∥z − y, k(x − y)∥∥= k · ‖z − y, x − y‖
for each k = 0,1, . . . ,N . So
‖z − y,pN − y‖ = N · ‖z − y, x − y‖ = Nρ. (2.1)
Note that
‖z − pk−1,pk − pk−1‖ =
∥∥(z − y) − (k − 1)(x − y), x − y∥∥
for each k = 1,2, . . . ,N . By Lemma 2.2,
‖z − pk−1,pk − pk−1‖ = ‖z − y, x − y‖ = ‖x − z, y − z‖ = ρ
for each k = 1, . . . ,N . By (ii) and (2.1),
Nρ 
∥∥f (z) − f (y), f (pN) − f (y)
∥∥. (2.2)
By (i), we obtain that
∥∥f (z) − f (pk−1), f (pk) − f (pk−1)
∥∥ ρ (2.3)
for each k = 1, . . . ,N . By Lemma 2.3, (iii) and (2.3), we see that
∥∥f (z) − f (y), f (pN) − f (y)





∥∥f (z) − f (pk−1), f (z) − f (pk)
∥∥
=
N∑∥∥f (z) − f (pk−1), f (pk) − f (pk−1)
∥∥Nρ. (2.4)
k=1
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∥∥f (z) − f (pk−1), f (pk) − f (pk−1)
∥∥= Nρ. (2.5)
By (2.3) and (2.5), we see that
∥∥f (z) − f (pk−1), f (pk) − f (pk−1)
∥∥= ρ
for each k = 1, . . . ,N . Hence
∥∥f (x) − f (z), f (y) − f (z)∥∥= ρ.
Next, we consider the case l = 2. Note that






qk := y + k · x − y2
for each k = 0,1, . . . ,N . Then
‖z − y, q1 − y‖ = ρ = ‖z − y, x − q1‖.
Also
‖z − qk−1, z − qk‖ = ‖z − qk−1, qk − qk−1‖ =












for k = 1, . . . ,N . By the case l = 1,
∥∥f (z) − f (y), f (q1) − f (y)
∥∥= ∥∥f (z) − f (y), f (x) − f (q1)
∥∥
= ∥∥f (z) − f (qk−1), f (z) − f (qk)
∥∥= ρ
for k = 1, . . . ,N . Since f (q1), f (y), f (x) are collinear, f (q1) − f (y) = α(f (q1) − f (x)) for some α ∈R. Thus we
have
ρ = ∥∥f (z) − f (y), f (q1) − f (y)
∥∥= ∥∥f (z) − f (y),α(f (q1) − f (x)
)∥∥
= |α|∥∥f (z) − f (y), f (x) − f (q1)
∥∥= |α|ρ.
So |α| = 1. Assume that α = 1. Then f (q1) − f (y) = f (q1) − f (x), so f (x) = f (y). Note that
‖z − y, qN − y‖ =







‖z − y, x − y‖ = N
2
‖x − z, y − z‖ = N
2
2ρ = Nρ.
By (ii) and Lemma 2.3,
Nρ 
∥∥f (z) − f (y), f (qN) − f (y)
∥∥= ∥∥f (z) − f (y), f (z) − f (qN)
∥∥




∥∥f (z) − f (qk−1), f (z) − f (qk)
∥∥
 (N − 2)ρ,
which is a contradiction. Thus α = −1, i.e., f (q1) − f (y) = f (x) − f (q1). Hence
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∥∥
= 2∥∥f (z) − f (y), f (x) − f (q1)
∥∥= 2ρ.
This completes the proof. 
Lemma 2.5. Let x, y, z ∈ X with ‖x − z, y − z‖ = ρ and f : X → Y satisfy the conditions (i)–(iii). Then f (u +
k(v − u)) = f (u) + k(f (v) − f (u)) for all u,v ∈ {x, y, z} with u = v and all k = 0,1,2, . . . .
Proof. Without loss of generality, we may assume that u = y and v = z. We shall use the induction on k. It is trivial
for k = 0,1. Let k  2. Suppose that the equality holds for each j  k. Put
pk := y + k(z − y).
Then by Lemma 2.2,
‖x − pk,pk+1 − pk‖ =
∥∥(x − y) − k(z − y), z − y∥∥= ‖x − y, z − y‖ = ρ.
Note that
‖x − pk,pk+1 − pk−1‖ =
∥∥(x − y) − k(z − y),2(z − y)∥∥= 2ρ.
By Lemma 2.4,
∥∥f (x) − f (pk), f (pk+1) − f (pk)
∥∥= ρ and ∥∥f (x) − f (pk), f (pk+1) − f (pk−1)
∥∥= 2ρ.
By the hypothesis of induction,
f (pk) = f (y) + k
(
f (z) − f (y)) and f (pk−1) = f (y) + (k − 1)
(
f (z) − f (y)).
Let f (pk+1) = f (y) + α(f (z) − f (y)) for some α,
ρ = ∥∥f (x) − f (pk), f (pk+1) − f (pk)
∥∥
= ∥∥f (x) − (f (y) + k(f (z) − f (y))), f (y) + α(f (z) − f (y))− (f (y) + k(f (z) − f (y)))∥∥
= ∥∥f (x) − f (y) − k(f (z) − f (y)), (α − k)(f (z) − f (y))∥∥
= |α − k|∥∥f (x) − f (y), f (z) − f (y)∥∥= |α − k|ρ.
So |α − k| = 1. Assume that α − k = −1. Then α = k − 1 and so f (pk+1) = f (pk−1). Thus
∥∥f (x) − f (pk), f (pk+1) − f (pk−1)
∥∥= 0,
which is a contradiction. Hence α−k = 1, i.e., α = k+1. Therefore it holds for k+1. Consequently, f (u+k(v−u)) =
f (u) + k(f (v) − f (u)) for all u,v ∈ {x, y, z} with u = v and all k = 0,1,2, . . . . 
Lemma 2.6. Let m,n ∈N and x, y, z ∈ X with




and let f : X → Y satisfy the conditions (i)–(iii). If X satisfies the condition that
(iv) for all α > 0, all x, y, z ∈ X with x = y and y = z, there exists an element w ∈ X such that ‖x − w,y − w‖ =
α = ‖y − w,z − w‖,
then
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‖x − w,y − w‖ = m2ρ = ‖y − w,z − w‖.
Put x1 = x, x2 = y, x3 = z. Take x′l , x′′l ∈ X such that








, l = 1,2,3.
Then
∥∥x′′1 − x′′3 , x′′2 − x′′3
∥∥= ∥∥w + n(x′1 − w
)− w − n(x′3 − w
)
,w + n(x′2 − w
)− w − n(x′3 − w
)∥∥






































Similarly, ‖x′2 − w,x′3 − w‖ = ρ. By Lemma 2.5,
f (xl) = f
(
w + m(x′l − w





)= f (w + n(x′l − w
))= f (w) + n(f (x′l
)− f (w)), l = 1,2,3.
Hence
∥∥f (x) − f (z), f (y) − f (z)∥∥= ∥∥f (w) + m(f (x′1
)− f (w))− (f (w) + m(f (x′3
)− f (w))),
f (w) + m(f (x′2

































This completes the proof. 
The following is the main theorem in our work.
Theorem 2.7. Let f : X → Y be a weak 2-isometry satisfying the conditions (i)–(iii) and X satisfy the condition (iv).
Then f : X → Y is a 2-isometry.
Proof. Suppose that there are x, y, z ∈ X such that σ0 = τ0, where σ0 := ‖x − z, y − z‖ = ρ and τ0 := ‖f (x)−f (z),
f (y) − f (z)‖. Then there are two cases depending upon whether τ0 = 0 or 0 < τ0.
In the first case τ0 = 0, f (x), f (y) and f (z) are collinear. By the condition (iii), x, y and z are collinear. Thus
‖x − z, y − z‖ = 0, that is, σ0 = τ0, which is a contradiction.




{|τ0 − σ0|, τ0
}
.
Assume that σ0 = 0. From the condition (iii), τ0 = 0, which is a contradiction. Then ρ = σ0 > 0. For the given ε, there
exists δ > 0 with δ < σ0 such that
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∣∣< δ implies
∣∣∥∥f (x′) − f (z′), f (y′) − f (z′)∥∥− τ0
∣∣< ε.
Without loss of generality δ < ε. Then (σ0 − δ, σ0 + δ) ∩ (τ0 − ε, τ0 + ε) = ∅.
And also we can define the function ϕ : R → R+ given by x → ρx2, where R+ = {x ∈ R | x  0}. Then ϕ is a
continuous function onto R+. So
R+ = ϕ(R) = ϕ(Q) ⊆ ϕ(Q) = {ρq2 ∣∣ q ∈Q}.
Thus
R+ = {ρq2 ∣∣ q ∈Q}.
Hence there are m,n ∈N such that
σ0 − δ < n
2
m2
ρ < σ0 + δ.
By the condition (iv), there are x′, y′, z′ ∈ X such that





σ0 − δ < ‖x′ − z′, y′ − z′‖ < σ0 + δ, τ0 − ε <
∥∥f (x′) − f (z′), f (y′) − f (z′)∥∥< τ0 + ε.
Using Lemma 2.6, we obtain that




one can easily get that
(σ0 − δ, σ0 + δ) ∩ (τ0 − ε, τ0 + ε) = ∅,
which is a contradiction, as desired. 
3. Riesz theorem in linear 2-normed spaces
F. Riesz [11] obtained the following theorem in a normed space.
Theorem 3.1. Let Z and W be subspaces of a normed space X and W be a closed proper subset of Z. For each
θ ∈ (0,1), there exists an element z ∈ Z such that
‖z‖ = 1, ‖z − w‖ θ
for all w ∈ W .
In this section, we extend this result to the case of linear 2-normed space. To do this, we introduce the notion of
2-closed set, which is an analogous notion of closed set in a normed space and a natural definition in Rn for n > 1.
Definition 3.2. If a subset W of a linear 2-normed space X has the property (∗), then W is called an 2-closed set.
(∗) If for v1, v2 ∈ X, infw∈W ‖v1 − w,v2 − w‖ = 0, then there exists w0 ∈ W such that ‖v1 − w0, v2 − w0‖ = 0.
Theorem 3.3. Let Z and W be subspaces of a linear 2-normed space X and W be a 2-closed proper subset of Z with
codimension greater than 1. For each θ ∈ (0,1), there exist elements z1, z2 ∈ Z such that
‖z1, z2‖ = 1, ‖z1 − w,z2 − w‖ θ
for all w ∈ W .
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a = inf
w∈W ‖v1 − w,v2 − w‖.
Assume that a = 0. By the definition, there exists an element w0 ∈ W such that ‖v1 − w0, v2 − w0‖ = 0. If w0
is zero, then v1, v2 are linearly dependent, which is a contradiction. So w0 is nonzero. Since w0 ∈ W , v1, v2,w0 are
linear independent. On the other hand, it follows that v1 − w0, v2 − w0 are linearly dependent. Thus there exist real
numbers α1, α2 not all of which are zero such that
α1(v1 − w0) + α2(v2 − w0) = 0.
Thus we have
α1v1 + α2v2 + (−1)(α1 + α2)w0 = 0.
Then v1, v2,w0 are linearly dependent, which is a contradiction. Hence a > 0.
For each θ ∈ (0,1), there exists an element w0 ∈ W such that
a  ‖v1 − w0, v2 − w0‖ < a
θ
.
For each j = 1,2, let
zj = vj − w0‖v1 − w0, v2 − w0‖ 12
.
Then it is obvious that ‖z1, z2‖ = 1. And thus we have




‖v1 − w0, v2 − w0‖ 12
− w, v2 − w0
‖v1 − w0, v2 − w0‖ 12
− w
∥∥∥∥
= 1‖v1 − w0, v2 − w0‖
∥∥v1 −
(




w0 + w‖v1 − w0, v2 − w0‖ 12
)∥∥





for all w ∈ W . This completes the proof. 
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