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Probing the center-of-mass of an ultracold atomic cloud can be used to measure Chern num-
bers, the topological invariants underlying the quantum Hall effects. In this work, we show how
such center-of-mass observables can have a much richer dependence on topological invariants than
previously discussed. In fact, the response of the center of mass depends not only on the current
density, typically measured in a solid-state system, but also on the particle density, which itself can
be sensitive to the topology of the band structure. We apply a semiclassical approach, supported
by numerical simulations, to highlight the key differences between center-of-mass responses and
more standard conductivity measurements. We illustrate this by analyzing both the two- and the
four-dimensional quantum Hall effects. These results have important implications for experiments
in engineered topological systems, such as ultracold gases and photonics.
PACS numbers: 67.85.-d, 03.65.Sq, 37.10.Jk, 73.43.-f
I. INTRODUCTION
Over recent decades, there has been great interest in
studying topological phases of matter [1, 2]. In these
systems, energy bands can be characterised by topolog-
ical invariants, which have direct physical consequences
in quantised bulk responses and robust edge physics. In
the famous 2D quantum Hall (QH) effect, for example,
the Hall conductance is quantised in multiples of the inte-
ger first Chern number (1CN), an important topological
invariant of 2D energy bands [3].
Although the 2D QH effect was first studied for elec-
trons in solid-state materials subject to a perpendicular
magnetic field, there has been much progress also in ex-
ploring this physics for other analogue systems, such as
ultracold atomic gases [4–9] and photonics [10, 11]. In
these systems, the particles are uncharged, and the effects
of the magnetic field must be engineered artificially using
other means [12–14]. These engineered platforms offer a
variety of new opportunities, such as the recent proposal
for engineering the 4D QH effect for the first time [15, 16].
This may be achieved by combining a three-dimensional
system of atoms or photons with a “synthetic” dimen-
sion, where internal degrees of freedom are coupled to
simulate an additional spatial dimension [8, 9, 17, 18].
In atomic or photonic systems, different physical con-
cepts are required, not only to access quantum Hall
physics, but also to measure and probe its signatures.
Usually in a solid-state material, the QH effect is ob-
served in the electrical conductivity, namely, through
voltage or current measurements. However, such mea-
surements are difficult to perform in analogue quantum
Hall systems, and instead much work has gone into find-
ing new tools for probing the topological and geometrical
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properties of energy bands [19–37]. In particular, QH re-
sponses can be measured in the center-of-mass-drift of
an ultracold atomic cloud [6, 15, 21, 22], or in the dis-
placement of the center-of-mass of the photon steady-
state [16, 30].
Measurements of observables related to the center-of-
mass (c.m.) motion typically depend not just on the cur-
rent, which is usually measured in a solid-state system,
but also on the particle density. For example, the c.m.
velocity for a cloud of Ntot atoms with total velocity vtot
is defined as
vc.m. =
vtot
Ntot
=
j
n
, (1)
where the current density is j = vtot/L
d and the parti-
cle density is n = Ntot/L
d for a system of length L and
dimension d. For a QH system, the current density is
proportional to the topological invariants (Chern num-
bers) of filled energy bands [see e.g. Eq. (2) below]. This
behaviour is captured directly by c.m. observables for
the cases previously studied [6, 16, 21, 22, 30], in which
the particle density n only contributes an unimportant
constant factor. However, the particle density can it-
self become a function of the geometrical and topological
properties of the energy bands in the presence of external
(possibly artificial) magnetic perturbations [15, 19, 38–
40]. As we show in this paper, center-of-mass responses
can therefore exhibit a much richer dependence on topo-
logical invariants than previously discussed.
In this work, we use a semiclassical approach to explore
how c.m. responses depend on the topological invariants
of filled energy bands. We illustrate these results for
the 2D quantum Hall effect, where we show that center-
of-mass observables can exhibit nonlinear topological re-
sponses, which would not be observed in conductivity
measurements, as routinely performed in solid-state sys-
tems. Our findings are directly relevant for current ex-
periments in ultracold gases [4–9], photonics [10, 11] and
even classical mechanical systems [41]. As far as ultracold
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2gases are concerned, we emphasise that our semiclassi-
cal treatment is valid for uniformly-filled bands of either
bosons or fermions, as can be achieved through fermionic
statistics (for Fermi gases) or through thermal effects.
We also build on our recent experimental proposals for
the 4D quantum Hall effect [15, 16] and show that in
such 4D systems, our results have important implications
for experimental design and detection. We demonstrate,
for example, pathological cases in which 4D topological
invariants would vanish from center-of-mass responses,
while persisting in conductivity measurements.
Main implications for the 2D quantum Hall effect
Before proceeding, we emphasise the key implications
of our results for the 2D quantum Hall effect. For a filled
band of electrons, the transverse (Hall) current density
follows the linear relation [3]
jx =
e2
h
Eyν
xy
1 , (2)
where Ey is an external electric field aligned along the y
direction, e is the elementary charge, h is Planck’s con-
stant, and νxy1 is the topological 1CN of the populated
band (defined in Eq. (4) below); in the 2D QH effect,
a non-zero 1CN, and hence a non-zero Hall current, is
due to an applied perpendicular magnetic field. As the
1CN is topological, the Hall response in Eq. (2) is re-
markably robust; for example, it is insensitive to small
changes in the magnetic field provided that the energy
gap of the system remains open. This leads to charac-
teristic plateaus in the Hall conductivity σxy = j
x/Ey
plotted as a function of the applied magnetic field, where
the height of a given plateau is proportional to the 1CN
(summed over filled energy bands) [3].
In contrast, c.m. observables can have a much more
complicated dependence on the topological index of an
energy band. We find that the c.m. velocity (1) of an
ultracold cloud, for example, can include non-linear topo-
logical responses, such as a contribution proportional to
(νxy1 )
2 under a small perturbation of the applied (arti-
ficial) magnetic field [see Eq. (28) below]. Such terms,
which have no analogue in current responses, stem from
an interplay between the topological invariants appear-
ing in both the current density and particle density in
Eq. (1). These effects could be observed in state-of-
the-art experiments with ultracold atoms and in photon-
ics [4–11], where magnetic perturbations can both arise
naturally from experimental uncertainties in the (artifi-
cial) magnetic flux imposed, and be engineered deliber-
ately using current experimental techniques. Our theory
allows one to clearly identify these topological effects and
to understand the important differences between probing
QH physics through c.m. observables versus conductivity
measurements.
Outline
The structure of this paper is as follows: we begin by
reviewing in Section II how the semiclassical equations of
motion can be used to calculate the quantum Hall current
response and other relevant observables. In Section III
we study a 2D quantum Hall system, emphasising the
effects of a magnetic field perturbation on the particle
density and hence on any c.m. observables. In particu-
lar, we illustrate the effects of non-linear topological re-
sponses in the c.m. transverse velocity. In Section IV, as
a further example, we consider a 4D quantum Hall sys-
tem, where the distinction between c.m. observables and
current measurements has very striking implications for
the design of future experiments; for example, we identify
pathological configurations of the perturbing electromag-
netic fields for which 4D topological invariants can be
extracted from a current response, and yet not from a
center-of-mass response. Finally, we present additional
experimental remarks in Section V and draw conclusions
in Section VI.
II. THE SEMICLASSICAL APPROACH TO THE
QUANTUM HALL EFFECT
In this Section, we develop a semiclassical description
of center-of mass responses. In Section II A, we intro-
duce the geometrical and topological properties of eigen-
states in an energy band of a quantum Hall system, be-
fore reviewing the semiclassical equations of motion for a
wave packet constructed out of these eigenstates in Sec-
tion II B [42–46]. From these equations, we review how
to derive the modified density of states, the quantum
Hall current density and relevant center-of-mass observ-
ables in Sections II C, II D & II E respectively. By keep-
ing terms up to second-order in the external perturb-
ing fields, this semiclassical framework can be used to
describe both current experiments on 2D quantum Hall
physics in ultracold gases and photonics [4–11], see Sec-
tion III, as well as proposed schemes for realising the 4D
quantum Hall effect [15, 16], see Section IV.
A. The Berry Curvature, the First Chern Number
and the Second Chern Number
We begin from a particle in a periodic potential, where
the eigenstates can be expressed through Bloch’s theorem
as |χn,k〉=eik·r|un,k〉, where |un,k〉 are the periodic Bloch
functions and k is the corresponding quasi-momentum.
In the Brillouin zone (BZ), the Bloch functions |un,k〉
form bands where the energy dispersion En(k) is labelled
by the band index n. In this paper, we focus on the
physics of an energetically-isolated non-degenerate en-
ergy band, and so hereafter we drop the label n.
The eigenstates that make up the energy band can
have nontrivial local geometrical properties as encoded,
3for example, in the Berry curvature [38]. In this paper,
we deal with systems of various dimensionalities and so
we express the Berry curvature as a general differential
2-form
Ω =
1
2
Ωµν(k)dkµ∧dkν ,
Ωµν(k) = ∂kµAkν − ∂kνAkµ , (3)
where ∧ is the antisymmetric wedge product, Akµ =
i〈uk|∂kµ |uk〉 is the Berry connection and where the in-
dices µ, ν run over all spatial coordinates with Einstein
summation convention. As can be seen from this defini-
tion, the Berry curvature components are antisymmetric
under an exchange of indices Ωµν(k) = −Ωνµ(k). Impor-
tantly, geometrical properties, such as the Berry curva-
ture, are also closely related to key topological properties
of the energy bands.
In general, topological phases of matter can be clas-
sified according to the symmetries and dimensionality
of the system [48]. In this paper, we focus on non-
interacting systems without any symmetries, where the
energy bands are topologically trivial in odd dimensions
but can be characterised by non-zero topological integers
in even dimensions [3, 47, 48]. We consider, in partic-
ular, systems with two and four dimensions, where the
relevant topological invariants are known as the first and
second Chern numbers respectively. For a 2D system in,
e.g. the x−y plane, the 1CN is calculated from the Berry
curvature as
νxy1 =
1
2pi
∫
T2
Ω =
1
2pi
∫
T2
Ωxydkxdky ∈ Z, (4)
where the integral is over the first (magnetic) two-
dimensional BZ, which is denoted here by T2 to empha-
sise that it is topologically equivalent to a 2-torus. We
note that νxy1 = −νyx1 by the antisymmetry of the Berry
curvature.
In 4D, the second Chern number (2CN) can also be
calculated from the Berry curvature as [49? –52]
ν2 =
1
8pi2
∫
T4
Ω ∧ Ω ∈ Z,
=
1
32pi2
∫
T4
αβγδΩ
αβΩγδd4k,
=
1
4pi2
∫
T4
ΩxyΩzw+ΩwxΩzy+ΩzxΩywd4k, (5)
where αβγδ is the 4D Levi-Civita symbol and where we
have written out the antisymmetric wedge product Ω∧Ω
in components for clarity. Now the integral is taken over
the first (magnetic) BZ in 4D, which we denote by T4.
As can be seen, the 2CN is a genuine four-dimensional
invariant, which vanishes in lower-dimensional systems
due to the 4D Levi-Civita symbol. Physically, the 2CN
underlies the quantization of current in the 4D quantum
Hall effect as will be introduced below.
We emphasise that in the above definitions we have
explicitly restricted ourselves to a single isolated energy
band. More generally, there may be an isolated set of
bands amongst which there are degeneracies, such as for
a spin-1/2 particle in the presence of time-reversal sym-
metry. Then the components of the Berry curvature Ωµν
are themselves matrices, with indices running over the set
of bands. The definitions of the 1CN (4) and the 2CN
(5) can then be generalised to the integral of a matrix-
trace over Ω and Ω ∧Ω respectively. We note that while
the 1CN so-defined always vanishes without time-reversal
symmetry breaking, there can be non-zero 2CNs also in
a time-reversal invariant system in the presence of an
SU(2) gauge field; indeed, this was the context in which
the 4D quantum Hall effect was originally proposed [49]
and studied [50, 53–57].
B. Semiclassical Equations of Motion
Having introduced the geometrical and topological
properties of the underlying energy bands, we now re-
view the motion of a wave packet prepared in a given
Bloch band E(k) and subject to perturbing electromag-
netic fields [42–46].
1. Introducing the perturbing fields
We consider particles of charge −e moving in the pres-
ence of two families of fields: (1) the “intrinsic” fields Bµν
generating the band structure E(k) under scrutiny, and
(2) the perturbing “extrinsic” fields in response to which
transport is analyzed. While the intrinsic fields Bµν do
not need to be specified at this stage [their effects are
entirely captured by the dispersion E(k) and Berry cur-
vature Ωµν(k) of the band], the perturbing fields will be
taken in the form of a weak electric field E = Eµe
µ and a
weak magnetic field strength Bµν =∂µAν−∂νAµ, where
A = Aµe
µ denotes the electromagnetic vector poten-
tial. We assume that these weak external electromagnetic
fields are both time-independent and spatially-uniform.
In the following, we also set Planck’s constant ~=1 and
the elementary charge e = 1, such that h/e2 = 2pi. We
note that the discussion that follows is general and also
directly applies to neutral particles subject to synthetic
gauge fields [12, 13].
Finally, we point out that, while the field Bµν should
be weak enough for the following perturbative analysis
to be valid, the partition of external magnetic fields into
intrinsic [Bµν ] and perturbing [Bµν ] components is some-
what arbitrary; this aspect will be illustrated in Sec-
tions III-IV.
2. Equations of Motion
In a semiclassical approach, motion is assumed to be
adiabatic with respect to a manifold of states, such that
a wave packet can be constructed out of this manifold
4at all times. The wave packet is chosen to have a well-
defined center of mass at position rc = r
µ
c eµ and quasi-
momentum kc=kcµe
µ. The appropriate manifold to use
for the wave packet construction depends on the strength
of the applied electromagnetic fields. To see this, the full
quantum Hamiltonian, including the perturbing electro-
magnetic fields, can be expanded around rc as [38, 42–46]
Hˆ ≈ Hˆc + Hˆ ′ + Hˆ ′′ + ... , (6)
where Hˆc is the full Hamiltonian evaluated at the center-
of-mass position, and Hˆ ′ (Hˆ ′′) are first-(second-)order
gradient corrections in the electromagnetic fields.
When the external fields are weak, the wave packet
moves adiabatically with respect to the eigenstates of
an isolated energy band E(k) of Hˆc, corresponding to
the original Bloch states |uk〉 introduced above, up to a
phase [42, 43]. The resulting semiclassical equations of
motion are then consistent up to first order in the per-
turbing electromagnetic fields; this is sufficient to capture
the physics of the 2D quantum Hall effect for a filled
band. To extend this validity up to second order, so that
we may also capture the (nonlinear) 4D quantum Hall
response, the wave packet should be constructed out of
the perturbed states |u˜k〉 = |uk〉 + |u˜′k〉 where |u˜′k〉 are
the first-order band-mixing corrections from Hˆ ′ [44–46].
These perturbed states have geometrical properties en-
coded in modified Berry curvature components [44]
Ω˜µν = Ωµν + Ωµν1 ,
Ωµν1 = ∂kµA′kν − ∂kνA′kµ , (7)
where A′kµ = i〈u|∂kµ |u′〉 + c.c. is the first-order correc-
tion to the Berry connection. As derived in Ref. [44],
the semiclassical equations valid up to second order in
dimensions d ≥ 2 are
r˙µ(k) =
∂E˜(k)
∂kµ
− k˙νΩ˜µν(k), (8)
k˙µ = −Eµ − r˙νBµν , (9)
where we have dropped the subscript c from the center-of-
mass position and quasi-momentum. Here, the second-
order wave packet energy E˜(k) contains the unperturbed
Bloch band E(k) plus corrections from the perturbing
terms Hˆ ′ + Hˆ ′′ [44, 46]. These equations can be com-
bined repeatedly to give the mean velocity of the wave
packet [15]
r˙µ ≈ ∂E˜
∂kµ
+ EνΩ˜
µν +
(
∂E˜
∂kγ
+ EδΩ˜
γδ +
∂E˜
∂kα
BδαΩ˜
γδ
)
BνγΩ˜
µν,
(10)
where terms above second-order in the perturbing elec-
tromagnetic fields are neglected. As can be seen, there
are many terms in this expression; these will lead both
to Bloch oscillations and unquantized anomalous Hall ef-
fects for a wave packet [44, 46].
In order to reveal the topological quantum Hall effects,
one has to compute the total current density jµ associ-
ated with an entirely populated band. This can be ob-
tained using the mean velocity in Eq. (10) and summing
over all the states located in the band,
jµ =
1
Ld
∑
k
ρ(k) r˙µ(k), (11)
where Ld is the volume of the system of dimension d,
and where ρ(k) is the distribution function of particles
within the band. In general, converting the sum over
momentum states in Eq. (11) into an integral over the
BZ is subtle [38]: in the semiclassical limit, this operation
can be performed through the so-called modified density
of states D(r,k),
1
Ld
∑
k
ρ(k)→
∫
Td
ddkD(r,k)ρ(k) , (12)
where the integration is performed over the first (mag-
netic) Brillouin zone (Td). Notably, the explicit expres-
sion for the modified density of states relies on an inter-
esting interplay between the perturbing magnetic field
Bµν and the Berry curvature of the band Ω
µν .
C. Modified Density of States
When all magnetic field effects are included intrinsi-
cally into the band structure, the phase-space density
of states D(r,k) is a simple constant factor of 1/hd =
1/(2pi)d. This is also the case when all magnetic fields
are treated extrinsically as perturbations acting on sys-
tems with zero Berry curvature. The fact that the den-
sity of states remains constant is guaranteed classically
by Liouville’s theorem, which states that the phase-space
volume element is conserved under time evolution [39].
However, Liouville’s theorem holds for the volume ele-
ment ∆V = ∆R∆K associated with the canonical posi-
tion R and momentum K, while the semiclassical treat-
ment above is for the physical position r and momentum
k [39, 40, 58].
To see how canonical and physical variables are related,
we consider three cases in turn. Firstly, if all magnetic
effects are treated extrinsically, i.e. are not incorporated
into the band structure, and if the unperturbed band
structure has a trivial geometry (vanishing Berry curva-
ture), the particle moves in the presence of a magnetic
vector potential but a trivial Berry connection. Then
the physical momentum is modified by the minimal (or
Peierls) substitution k = K −A(r), while the physical
and canonical positions are equivalent [59].
Secondly, if all magnetic effects are treated intrinsi-
cally, i.e. are included in the band structure, the par-
ticle moves in the presence of a nontrivial Berry con-
nection but no (additional) magnetic vector potential.
In this case, the physical position is r = R + A(k),
5while the physical and canonical momenta are equiva-
lent [38, 60, 61]. The symmetry between these substitu-
tions can be understood as the Berry curvature acting
like a magnetic field in momentum space [61–63], i.e. the
Berry connection A and magnetic vector potential A are
dual.
Thirdly, if, as we consider here, some magnetic fields
are treated intrinsically and some extrinsically, the par-
ticle experiences both a Berry connection and a mag-
netic vector potential. Then neither the physical po-
sition nor momentum remain equal to their canonical
counterparts, and generalised Peierls substitutions are
required [38, 44, 58, 64]. The modified density of states
D(r,k) can then be understood as the usual phase-space
density of states 1/(2pi)d multiplied by the Jacobian of
the transformation from the canonical to physical vari-
ables [40, 58, 64, 65]. For dimensions up to d = 4, the
modified density of states, valid to second-order in the
external fields, is given by [15]
D(r,k) =
1
(2pi)d
[
1 +
1
2
BµνΩ˜
µν +
1
64
(
εαβγδBαβBγδ
)
× (εµνλρΩµνΩλρ)] , (13)
where, thanks to the Levi-Civita symbol, the last term
vanishes in fewer than four dimensions [39, 40, 58, 64].
Since our analysis is restricted to second-order, the last
term in Eq. (13) only involves the zeroth-order compo-
nents of the Berry curvature Ωµν . In contrast, the first
correction to the density of states, which is linear in the
perturbing magnetic field Bµν , involves the first-order
corrections to the curvature through Ω˜µν . Importantly,
the correction Ωµν1 , introduced in Eq. (7), necessarily van-
ishes upon integration over the BZ as it is the curl of
A′kµ , which is gauge-invariant and periodic in the BZ [44].
Hence, one can safely substitute Ω˜µν → Ωµν in Eq. (13)
whenever one considers a uniformly filled band.
D. Semiclassical Current Density
The modified density of states (13) can be combined
with the mean velocity (10) to evaluate the semiclassical
current density of a band filled with a given distribution
of particles ρ(k). In standard quantum Hall systems, one
typically considers an isolated band that is completely
filled with spinless fermions, in which case ρ(k) = 1.
The more general uniformly-populated-band situation
[i.e. ρ(k) = ρ] is also particularly relevant to cold-atom
and photonics experiments (see Sections II E 1-II E 2).
However, as the current density jµ for this configuration
can be simply obtained from the completely-filled-band
result through the substitution jµ(ρ)→ ρjµ(ρ = 1) [see
Eq. (11)], we focus without loss of generality on the com-
pletely filled-band case.
Then the semiclassical current density is
jµ ≈
∫
Td
ddk
(2pi)d
[
EνΩ˜
µν + EδΩ
γδBνγΩ
µν +
1
2
EνΩ
µνBδγΩ
δγ
+
∂E˜
∂kµ
+
∂E˜
∂kγ
BνγΩ˜
µν +
1
2
∂E˜
∂kµ
BγνΩ˜
γν
+
(
∂E
∂kα
BδαΩ
γδ +
1
2
∂E
∂kγ
BδαΩ
δα
)
BνγΩ
µν
+
1
64
∂E
∂kµ
(εαβγδBαβBγδ)(εξνλρΩ
ξνΩλρ)
]
, (14)
where whenever needed Ω replaces Ω˜ and E replaces E˜ to
keep only terms up to second-order in the external fields.
Expression (14) can be substantially simplified; firstly,
terms on the third and fourth lines sum to zero due to the
antisymmetry of the magnetic field strength and Berry
curvature [15]. As this cancellation is by symmetry, it
holds also for a band with arbitrary filling. Secondly, it
can be shown that terms on the second line vanish upon
integration over the BZ, using, as needed, the periodic-
ity of the corrected energy dispersion E˜ and the Bianchi
identity for the antisymmetric Berry curvature [45]. This
leaves only the first line which we rewrite as
jµ = Eν
∫
Td
Ωµν
ddk
(2pi)d
+ εµαβν
1
8
EνBαβ
∫
Td
γδλρΩ
γδΩλρ
ddk
(2pi)d
, (15)
where we have used that the Berry curvature correction
Ω1(k) vanishes upon integration over the BZ as com-
mented above [44]. We note that this expression does
not depend on the corrections to the energy and Berry
curvature appearing in the full second-order semiclassical
equations (8) and (9); these would however play a role in
the dynamics of bands with non-uniform partial fillings,
which we do not discuss further here.
It is important to note, additionally, that the inclu-
sion of the modified density of states in calculating the
current density (14) implies that the band is filled in
the presence of the perturbing magnetic field Bµν . The
experimental implications of this will be discussed fur-
ther in Section V. We also point out that the perturb-
ing magnetic field can potentially split the unperturbed
Bloch band under scrutiny E(k) into a set of subbands,
in which case the filling condition discussed above should
apply to the set of subbands.
1. Linear vs nonlinear responses
The first term in Eq. (15) can be nonzero for a sys-
tem with two or more dimensions; this is the famous
quantum Hall current response which is linear in the ap-
plied electric field. This is independent of any magnetic
perturbations and, in 2D, is directly proportional to the
61CN in Eq. (4). The second term, conversely, may be
nonzero only for systems with four or more dimensions
due to the Levi-Civita symbols; it corresponds to a non-
linear current response as it depends on both the applied
electric field and the magnetic perturbing field. In 4D,
the nonlinear term is directly proportional to the 2CN in
Eq. (5). While we have truncated the perturbative treat-
ment at second-order in the applied fields, at each higher
order there can be an additional quantum Hall response
for systems with increasing even dimensions (potentially
involving higher-dimensional topological invariants).
2. External field partitionment and the current response
We observe that the current response jµ in Eq. (15)
should not depend on the arbitrary partition of external
magnetic fields into intrinsic [Bµν ] and perturbing [Bµν ]
components, see discussion in Section II B 1. In particu-
lar, one is formally allowed to include all external mag-
netic fields into the intrinsic component, which in our
framework is directly realized through the substitutions
Bµν→ Bµν +Bµν , Bµν→ 0. (16)
In this singular picture, the intrinsic Berry curvature now
depends on the included weak field components, Ω →
Ω(Bαβ), and the transport equation in Eq. (15) becomes
jµ = Eν
∫
Td
Ωµν(k;Bαβ)
ddk
(2pi)d
, (17)
where the linear and non-linear responses are now min-
gled. We note that the area of the magnetic Brillouin
zone Td over which the integration is performed now
also depends on the included magnetic perturbation,
AMBZ = AMBZ(Bαβ). Moreover, including the pertur-
bation Bαβ within the band structure potentially leads
to a band splitting [see e.g. Fig. 1], in which case a trace
should be performed over the matrix-valued Berry cur-
vature in Eq. (17).
In this picture, the relation between the current re-
sponses and the Chern numbers of the underlying band
structure is obscured, and so is the quantization of (Hall)
transport coefficients. This drawback is particularly
well illustrated in the case of time-reversal invariant 4D
systems subject to time-reversal-breaking perturbations
[49, 50, 53–57]: the connection between the 4D-QH cur-
rent response and the 2CN of the bands is only made clear
when treating all external U(1) magnetic fields as per-
turbing components (i.e. by working in a picture where
the unperturbed system is time-reversal invariant).
These observations highlight the fact that, when all
magnetic fields are present at all times, the external field
partition, although arbitrary and formal, could be cho-
sen based on theoretical convenience (see Sections III-IV
for illustrations). However, in some experimental sys-
tems, as we discuss in Section V, it is possible to ramp
up magnetic perturbations after the initial preparation
of the energy bands, in which case the partionment of
the field into intrinsic and extrinsic components follows
naturally.
E. Center-of-Mass Observables
While current or voltage measurements have long been
used to study the quantum Hall effect in solid-state sys-
tems, other measurements are easier to make in the ana-
logue quantum Hall systems which are currently of great
experimental interest [4–9, 11, 31]. In particular, key
experimental observables in ultracold atomic gases and
photonics can be related to center-of-mass (c.m.) be-
haviour, e.g. the center-of-mass motion of an atomic
cloud (1). Such c.m. observables depend generally not
just on the quantum Hall current (15), but also on the
particle density n, which is calculated semiclassically as:
n =
∫
Td
ddkD(r,k)ρ(k). (18)
As the modified density of states D(r,k) directly de-
pends on the Berry curvature Ω, see Eq. (13), the particle
density of a filled band potentially contains information
about the topology of the filled band [see Sections III B 2
and IV B 3 below]. This has important implications for
experiments that extract Chern numbers from the mea-
surements of c.m. observables.
1. Center-of-mass drift in cold atoms
In ultracold atoms, as introduced above, a natural ob-
servable is the center-of-mass motion of a cloud, which
can be extracted from in-situ density measurements as
in the experiment of Ref. [6]. As shown in Eq. (1), the
c.m. velocity for a cloud of atoms is given by vc.m. =j/n,
and so is influenced by both the (quantum Hall) current
response (15) and the particle density n (18), with im-
portant consequences discussed below.
We also point out that the above semiclassical analy-
sis equally applies to systems of non-interacting fermions
and bosons, as it only relies on the distribution function
of particles within the band ρ(k). Importantly, when a
Bloch band is uniformly populated, ρ(k) = ρ, the c.m.
observables such as in Eq. (1) become independent of
the band filling factor ρ. This is because both the cur-
rent density jµ from Eq. (11) and the particle density n
in Eq. (18) are directly proportional to the band filling
factor ρ.
The uniformly-populated-band situation [ρ(k) = ρ] is
particularly relevant to cold-atom experiments, whenever
the temperature T is large compared to the bandwidth
W of the lowest-energy band, but small (or of the or-
der) of the band gap, W  kBT  ∆. This typically
occurs when the lowest Bloch band displays a large flat-
ness ratio ∆/W1, as was recently demonstrated in the
7Munich experiment [6] through band-mapping. In par-
ticular, this indicates that atomic transport experiments
based on center-of-mass responses could be equally per-
formed using (thermal) Bose or Fermi gases; this is in
sharp contrast to measurements based on current densi-
ties, where the filling factor ρ should be independently
measured.
2. Center-of-mass displacement in photonics
In photonics, an optical analogue of the quantum Hall
effect could be measured in the displacement of the
center-of-mass of the photon steady-state in a driven-
dissipative system of coupled photonic cavities [30]. In
such a system, a continuous-wave laser can pump light
resonantly with a given isolated energy band, while the
photon loss rate γ in the lattice is chosen such that
W  γ  ∆, where W is the band-width of the cho-
sen energy band, and ∆ is the band-gap to the nearest
energy band. In this regime, for sufficiently long times,
the light reaches a non-equilibrium steady-state in which
the losses lead to an approximately uniform population
of the single energy band. Hence the center-of-mass dis-
placement of the photon steady state for a square (hy-
percubic) lattice can be expressed as [16, 30]
〈rphoton〉 =
∑
r r|ar|2∑
r |ar|2
≈ j
γn
(19)
where ar is the expectation value of the photon field in
the cavity labelled by r, the d-dimensional position in-
dex, and where n is again the particle density of the filled
band (18). This idea is not restricted to optics but an
analogous effect could also be observed in any driven-
dissipative system of coupled-classical harmonic oscilla-
tors simulating quantum Hall physics [71].
Due to the similarities between Eqs. (1) and (19), our
discussion in the following sections focuses on the center-
of-mass velocity for ultracold atoms but has important
experimental implications also in photonics or even in
classical mechanical systems. However, we note that the
displacement of the steady state in Eq. (19) is the leading-
order term to which there are corrections that, for exam-
ple, do not depend on the loss-rate, and which should be
included when modeling realistic experiments [16, 30].
III. MAGNETIC PERTURBATIONS AND THE
2D QUANTUM HALL EFFECT
To emphasise the differences between the current den-
sity and center-of-mass response, we first discuss the im-
portant case of a two-dimensional quantum Hall system
in the x − y plane. As defined in Eq. (4), the integral
of the Berry curvature over the whole 2D BZ gives the
topological first Chern number νxy1 of the band. In the
following, we focus on the 2D Harper-Hofstadter model,
introduced below, as a concrete example of a system with
energy bands that have nontrivial 1CNs. However, we
note that it is straightforward to extend our discussion
to other topologically nontrivial 2D models as required.
A. 2D Harper-Hofstadter Model
The 2D Harper-Hofstadter (HH) model is a semi-
nal lattice model for studying the quantum Hall effect
that was originally developed to describe a charged par-
ticle hopping on a 2D tight-binding square lattice in
the presence of a uniform perpendicular magnetic field
B=Bez [66]. The Hamiltonian is given by:
Hˆ = −J∑r (c†r+aexcr + ei2piΦx/ac†r+aeycr + h.c.) , (20)
where c†r creates a fermion at lattice site r = (x, y), a
is the lattice spacing, J is the hopping amplitude, and
Φ=−a2B/2pi is the magnetic flux per plaquette in units
of the flux quantum. Here we have chosen the magnetic
vector potential in the Landau gauge such that the hop-
ping along yˆ is modified by complex spatially-dependent
Peierls phase factors, while the hopping along xˆ is unaf-
fected by them.
A rational magnetic flux per plaquette Φ = p/q, where
p and q are coprime integers, can be directly incorporated
into magnetic Bloch states [51]. These are arranged into
q energy bands described by a bandstructure En(kx, ky)
in the so-called magnetic Brillouin zone, see Fig. 1 (a).
The magnetic Brillouin zone is defined by the magnetic
translational symmetry of the HH model, and is a factor
of q smaller than the original BZ, having an area AMBZ =
(2pi)2/qa2. Due to the incorporated magnetic flux, the
eigenstates in the bands have nontrivial Berry curvatures
and nonzero 1CNs. For suitable values of the flux (e.g.
Φ = 1/q), the energy spectrum has a non-degenerate
lowest band which is well-separated from other bands, to
which the above semiclassical approach can be directly
applied.
1. Physical realizations of the HH model
The HH model is a directly experimentally-relevant
model in materials, where it has been realised for elec-
tronic transport in graphene placed on boron nitride sub-
strates [76, 77]. Furthermore, the HH model has recently
been generated in a wide-variety of analogue systems
with neutral particles, where the spatially-dependent
complex (Peierls) phase-factors in the tunneling matrix
elements are carefully engineered. In ultracold gases,
for example, the HH model has been realised by trap-
ping atoms in a 2D optical lattice, and then combining
a superlattice (or a Wannier-Stark ladder) along one di-
rection with a resonant time-modulation of the optical-
lattice potential [4–6]. In an alternative approach, atoms
were trapped in a one-dimensional optical lattice while
8two-photon Raman couplings induced transitions be-
tween different internal atomic states [8, 9]. In this set-
up, the internal states could then be viewed as sites along
an extra “synthetic” dimension [17, 18], meaning that
the atoms moved in an effective 2D lattice. By control-
ling the spatial dependence of the Raman wave-vector,
the experiments were able to implement complex hop-
ping phase-factors along this synthetic dimension, and
hence realise HH physics.
For photons, the HH model has been experimentally
simulated in an array of silicon ring resonators [11], where
link resonators were used to introduce artificial Peierls
phase-factors. The concept of synthetic dimensions can
also be extended to photonics [67]; it has been proposed
to realise a 2D HH model in either a one-dimensional
array of optical cavities where different angular momen-
tum modes are coupled by spatial light modulators [68]
or in a one-dimensional array of ring resonators, where
the modes are coupled via an external time-dependent
modulation [16]. The HH model has also been imple-
mented by controlling inter-site couplings in 2D arrays
of circuit elements [69, 70] and classical pendula [41].
Additionally, proposals exist for systems of periodically-
modulated classical coupled harmonic oscillators [71].
Hence, a full understanding of center-of-mass observables
in this model can have important and direct applications
in many current experiments.
B. 2D Quantum Hall Response
To study the quantum Hall response in two dimensions,
we consider an electric field applied along the y direction
E = Eye
y and a perturbing magnetic field Bxy  B.
In experiments with neutral particles, such as those in-
troduced above, these perturbing fields can also be im-
posed artificially. An electric field could correspond, for
example, in ultracold gases to a linear gradient created
either magnetically [4, 5] or optically [6]. In a 2D array of
coupled photonic cavities, it can be generated by a spa-
tial gradient in the cavity size or temperature; see also
Ref. [16] for synthetic electric fields acting along synthetic
dimensions.
The weak magnetic field Bxy may also arise naturally
in experiments whenever the realized flux Φexpt = Φ+Φ˜
slightly deviates from the desired (rational) value Φ =
p/q. In the following, we write the perturbing flux as
Φ˜=−a2Bxy/2pi. (21)
In recent cold-atom experiments, for example, the flux
was estimated to be Φexpt≈(1/4)×0.73(5) in [4], Φexpt≈
0.185 in [8], Φexpt ≈ 4/3 in [9] and Φexpt ≈ 1/4 in [6].
In photonic lattices, the flux realised in Ref. [11] was
Φexpt ≈ 0.15, although there was also an additional ran-
dom variation in the flux over the lattice.
1. Current Density
Under the perturbing fields E and Bxy, the current
density of the filled lowest band from Eq. (15) simply
leads to Eq. (2), written out again here, now with our
choice of units e=~=1:
jx =
Ey
2pi
νxy1 . (22)
This is the 2D quantum Hall current response [3], for
which a weak perturbing magnetic field has no direct
effect.
Let us comment further on why it may be convenient
to separate the flux penetrating a 2D lattice into strong
and weak components, i.e. Φtot =Φ+Φ˜. Indeed, imagine
that a synthetic flux Φexpt =101/300≈0.34 has been real-
ized; the corresponding energy spectrum splits into three
isolated sets of bands, each set being associated with nu-
merous extremely flat subbands as shown in Fig. 1(b)-(c)
(e.g. the lowest set is constituted of 101 subbands). The
same system can be seen as a lattice pierced by a main
flux Φ = 1/3, leading to three non-degenerate isolated
bands [Fig. 1(a)], which is then slightly perturbed by a
very weak flux Φ˜ = 1/300. This latter picture, which in-
volves a small set of non-degenerate bands, significantly
simplifies the analysis of the Hall current, which remains
immune to weak perturbing fields, see Eq. (22).
2. Semiclassical particle density and the Diophantine
equation
Unlike the current response, the density of particles in
a filled band is highly sensitive to perturbing magnetic
fields. Semiclassically this can be seen from Eq. (18)
calculated for a 2D system
n =
∫
T2
d2k
(2pi)2
(1 +BxyΩ
xy)
=
AMBZ
(2pi)2
+
Bxy
2pi
νxy1 , (23)
where we considered a filled lowest band, and where we
used that first-order corrections to the Berry curvature,
Ω1, vanish upon integration [see Eq. (13) and discussion
below]. The particle density therefore varies smoothly
with a weak magnetic perturbing field in proportion to
the 1CN of the filled band. This is as expected from the
Streda-Widom formula [72–74], which relates the Hall
conductance to the variation of the particle density with
respect to the magnetic field at fixed temperature and
chemical potential.
As a concrete example of this physics, we consider
the HH model introduced above, for which AMBZ =
(2pi)2/qa2. Introducing the normalised particle density,
we find [Eq. (23)]
n
n0
=
1
q
− Φ˜νxy1 , (24)
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FIG. 1. Energy spectrum E(kx, ky) of the 2D Harper-Hofstadter model [66] for (a) Φ=1/3 and (b) Φ=101/300. For Φ=1/3,
the spectrum contains three well-separated bands, where the 1CN of the lowest band is indicated. Increasing the flux to
Φ=101/300 splits the lowest band into 101 subbands, while preserving the sum of 1CNs as shown. Due to the large number of
bands in (b) compared to (a) it can be useful to instead view a system with total flux Φ=101/300 as a system with a strong
flux Φ = 1/3 and a weak perturbing flux Φ˜ = 1/300. (c) Hofstadter butterfly (energy as a function of the magnetic flux Φ) in
the vicinity of the value Φ=1/3. The lowest band at exactly Φ=1/3 is shown to split into many subbands as the flux deviates
from this ideal value, leading to complex (fractal) patterns in the E − Φ plane.
where n0 = 1/a
2 is the inverse of the unit cell area and Φ˜
is the perturbing magnetic flux defined in Eq. (21). This
can be understood as the semiclassical derivation of the
Wannier diagram [75]: as illustrated in Fig. 2, each gap
in the energy spectrum of the HH model (the so-called
Hofstadter butterfly [66]) can be described by a straight
line on a plot of density versus applied magnetic flux [75].
The slope of each line is given by minus the sum of first
Chern numbers of the bands lying below the gap [78, 79].
For the lowest gap, i.e. considering the lowest band, this
line is simply given by [76, 79]
n
n0
= s− Φtotνxy1 , (25)
where Φtot = Φ+Φ˜ is the total magnetic flux per plaque-
tte, and s is an integer. For rational flux Φtot = Φ = p/q,
the normalised particle density is simply n/n0 = 1/q as
only one of q bands is filled; this leads to the well-known
Diophantine equation for the HH model [3, 75]
1 = qs− pνxy1 . (26)
Rearranging this as an equation for the integer s and sub-
stituting this back into Eq. (25) then recovers the semi-
classical result of Eq. (24). While we have focused here
on the HH model, we note that results such as Eqs. (25) &
(26) can be derived relying only on magnetic translational
symmetry in a two-dimensional periodic potential [78],
while the semiclassical result (23) was derived for any
system with a non-degenerate isolated energy band.
3. Center-of-mass observables
As introduced above, center-of-mass observables can
be important for experiments in analogue quantum Hall
systems. Inputting the 2D current density (22) and par-
ticle density (23) into the c.m. velocity for an atomic
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FIG. 2. (a) The Hofstadter butterfly: energy spectrum as a
function of the magnetic flux Φ. The main gaps are labelled by
two integer (tr, sr), which satisfy the Diophantine equation:
r = qsr − ptr, where the integer r denotes the rth gap and
where Φ = p/q. The integer tr is given by the sum of Chern
numbers associated with the bands below the rth gap, and
for the HH model was shown to satisfy −q/2 < tr < q/2 [51].
Focusing on the first gap (r= 1), this integer is simply given
by the Chern number of the lowest band t1=ν
xy
1 , see Eq. (26).
(b) The Wannier diagram associated with the main gaps of
the butterfly [75]. In the rth gap, the reduced particle density
satisfies the equation n/n0 = sr − Φtr, where the integers
(tr, sr) satisfy the aforementioned Diophantine equation.
cloud (1), we find
vxc.m. =
jx
n
=
Ey
AMBZ
2pi +Bxyν
xy
1
νxy1 . (27)
Neglecting any perturbing magnetic field Bxy, the c.m.
velocity is directly proportional to the quantum Hall cur-
rent response up to a simple multiplicative factor [22].
In such a configuration, the first Chern number has re-
cently been experimentally extracted from a measure-
ment of the center-of-mass drift of an ultracold cloud of
atoms [6]. However, when a perturbing magnetic field
is present, the dependence on the first Chern number in
Eq. (27) is more involved. For a sufficiently weak addi-
tional magnetic field (i.e. |2piBxyνxy1 |/AMBZ1), we can
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perform a Taylor expansion to write:
vxc.m. ≈ 2piAMBZEyν
xy
1 −
(
2pi
AMBZ
)2
EyBxy (ν
xy
1 )
2
. (28)
As we see, even in 2D, an experiment could therefore
measure a nonlinear response term in the center-of-mass
drift, quantised in units of (νxy1 )
2
. This second term can
be isolated by performing differential measurements, re-
versing the sign of the perturbing magnetic field, as dis-
cussed in Example II below and shown in Fig. 3. We
shall now detail two examples where this sensitivity to
perturbing magnetic fields is distinctly manifested:
Example I: Let us first illustrate the result in Eq. (27)
on a simple example. Consider a 2D lattice that is exactly
pierced by a uniform flux Φ = 1/5. In this case, the
lowest band of the spectrum is associated with a Chern
number νxy1 =−1, the area of the magnetic Brillouin zone
is AMBZ = (2pi/a)
2/5, and the perturbing magnetic field
is Bxy = 0. According to Eq. (27), the c.m. velocity is
thus given by vxc.m. =(−5a2/2pi)Ey.
Now, one can reinterpret this system as being a 2D
lattice pierced by an intrinsic uniform flux Φ = 1/4,
which is perturbed by an extrinsic flux Φ˜ = −1/20.
The total flux is then Φtot = Φ + Φ˜ = 1/5, as defined
above. The unperturbed spectrum, with flux Φ=1/4, is
still characterized by a lowest band with Chern number
νxy1 =−1, but now the area of the magnetic Brillouin zone
is AMBZ = (2pi/a)
2/4 and the perturbing magnetic field
is Bxy = −2piΦ˜/a2 = pi/10a2. One readily verifies that
Eq. (27) yields vxc.m. = (−5a2/2pi)Ey, in agreement with
the complementary picture above. Interestingly, this sim-
ple equivalence could not have been demonstrated with-
out invoking the modified density of states in Eq. (23),
and thus, its impact on c.m. observables.
Example II: Motivated by recent experiments in ul-
tracold gases [4, 6], we consider a 2D lattice pierced by a
uniform flux Φ = 1/4 with an additional uniform uncer-
tainty in the flux of Φ˜ = ±10%×Φ. To validate the above
semiclassical results, we have numerically simulated the
c.m. displacement xc.m.(±Bxy; t) of an ultracold cloud as
shown in Fig. 3. Numerically, the cloud is initially con-
fined in the presence of all fluxes Φtot =Φ+Φ˜ before the
confinement is removed and the electric field is ramped
up; see Appendix A for details on the numerical method.
As can be seen in Fig. 3(a), we find excellent agree-
ment between the c.m. trajectories from numerical sim-
ulations and semiclassical analytics [Eq. (28)], as shown
here by dark-blue dots and light-blue solid lines respec-
tively. We note that there is a clear quantitative de-
viation between these trajectories and the semiclassical
result when the perturbing flux is neglected, as indicated
by the solid red line. In Figure 3(b), we also verify
that a differential measurement of the c.m. trajecto-
ries under positive and negative perturbing magnetic flux
xc.m.(Bxy; t)−xc.m.(−Bxy; t) could be used to extract an
approximate (νxy1 )
2
est, as predicted by Eq. (28). We note
that for these parameters the differential drift would be
of the order of a lattice spacing over typical experimen-
tal times around 50~/J . As the c.m. velocity scales
∝ q2Bxy, from the second term of Eq. (28), this effect
would of course be larger if the perturbing magnetic flux
is increased and/or the unperturbed flux is reduced.
IV. 4D QUANTUM HALL RESPONSES AND
MAGNETIC PERTURBATIONS
As a further example, we turn to a 4D quantum Hall
system, for which magnetic perturbations enter both into
the current and the particle density. A four-dimensional
system is also richer than a two-dimensional one as the
Berry curvature (3) can now have up to six independent
components Ωµν : one for each possible 2D plane. To
simplify the following discussion, we therefore first intro-
duce a minimal topological lattice model, noting that to
have a non-zero 2CN (5) it is sufficient to have only two
non-zero Berry curvature components provided they are
in “disconnected” planes. For instance, one can take the
non-zero components to be Ωxz=−Ωzx and Ωyw=−Ωwy,
without loss of generality.
A. Minimal 4D Topological Model
As we have previously proposed in Refs. [15] and [16],
a minimal 4D lattice model that has energy bands with
non-zero 2CNs consists of two copies of the Harper-
Hofstadter model [66] defined in the disconnected planes
x−z and y−w. The corresponding tight-binding Hamil-
tonian is
Hˆ = −J
∑
r
c†r+aexcr + c
†
r+aeycr (29)
+ ei2piΦ1x/ac†r+aezcr + e
i2piΦ2y/ac†r+aewcr + h.c.,
where c†r creates a fermion at lattice site r= (x, y, z, w),
and the x−z and y−w planes are penetrated by uniform
magnetic fluxes Φ1,2, respectively. This model could be
realised experimentally by exploiting the concept of syn-
thetic dimensions [15, 16, 18], already introduced in Sec-
tion III A. By combining a synthetic dimension with ei-
ther a 3D optical lattice of ultracold atoms [15] or with
a 3D coupled-cavity array for photons [16], experiments
would be able to build and explore the physics of an ef-
fective 4D lattice. Standard techniques, such as those
outlined in Section III, could then be used to generate
the necessary complex Peierls’ phase factors for the x−z
and y−w planes.
The energy spectrum of this 4D model is given by
a Minkowski sum of the energy bands of the two con-
stituent Harper-Hofstadter models [15, 57], i.e.,
E(k)={E1 + E2|E1 ∈ Exz(kx, kz), E2 ∈ Eyw(ky, kw)}.
In particular, we will focus on the lowest 4D band, which
for appropriate choices of the uniform magnetic fluxes
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FIG. 3. (a) Center-of-mass trajectories xc.m.(t) after ramp-
ing up the electric field to Ey = 0.2J/a, in the presence of
a strong flux Φ = 1/4 and a perturbing flux Φ˜ =±10% × Φ.
The dark-blue dots are numerical simulations performed for
a 200 × 200 HH lattice. The red dashed curve is the semi-
classical analytical result in Eq. (28) with νxy1 = −1 when
the nonlinear response due to the perturbing magnetic flux
is neglected (i.e. when disregarding the effects of the mod-
ified density of states). The light-blue solid curves are the
corresponding analytical results when this response is also
included. (b) The difference between the center-of-mass tra-
jectories for positive and negative perturbing magnetic fluxes
shown above in (a). The light-blue solid line is the analytical
nonlinear response calculated from (28). The dark-blue dots
are numerical simulations, from which we extract an approx-
imate (νxy1 )
2
est as indicated on the plot. The small deviation
between the analytical and numerical results is due to approx-
imation of Eq. (27) by the Taylor series expansion in Eq. (28).
Corrections to this approximation scale with the dimension-
less parameter δ = (2pi|Bxyνxy1 |)/AMBZ; for the parameters
shown here δ = 0.10. Residual deviations in the numerical
results can be attributed to weak inter-band transitions and
small inhomogeneities in the wave packet.
Φ1,2 is non-degenerate and well-isolated from the higher
bands. In this minimal lattice model, the eigenstates
making up the 4D energy bands are also characterised
by only two non-zero Berry curvature components
Ωzx = Ωzx(kx, kz) 6= 0, Ωyw = Ωyw(ky, kw) 6= 0, (30)
that only depend on the components of momentum along
the considered plane. Consequently, the integral for the
2CN of the lowest band (5) can be performed to find
ν2 =ν
zx
1 ×νyw1 [15, 57], where we have introduced the 1CNs
associated with the x−z and y−w planes, respectively.
For instance, the 1CN characterizing the x−z plane is
defined as
νzx1 =
1
2pi
∫
T2
Ωzx(kx, kz) dkxdkz = −νxz1 . (31)
B. 4D Quantum Hall Response
The semiclassical current density (15) for a filled lowest
(non-degenerate) band in four dimensions is [15]:
jµ = Eν
1
(2pi)4
∫
T4
Ωµνd4k +
ν2
4pi2
εµαβνEνBαβ , (32)
where the second term now explicitly contains the second
Chern number of the lowest band (5). In the following,
we will choose with no loss of generality the perturb-
ing (synthetic) electric field to be along the y direction,
E=Eye
y. However, in 4D, there are various choices for
the orientation of the perturbing magnetic field, which
will lead to dramatic differences in center-of-mass ob-
servables, as we now discuss.
1. Perturbing magnetic flux through a 2D plane without
Berry curvature
In the simplest case, all non-zero extrinsic perturbing
field components Bµν are set in planes for which there
is no Berry curvature Ωµν from the underlying lattice.
For example, for the minimal model introduced above
[Eqs. (29)-(30)], this could be Bzw 6= 0, since Ωzw = 0
by construction. For this choice of perturbing magnetic
field, the modified density of states reduces to the stan-
dard form D(r,k) = 1(2pi)4 , as can be seen from Eq. (13).
Therefore, the density of particles for a filled lowest band
is simply [Eq. (18)]
n =
AzxMBZA
yw
MBZ
(2pi)4
=
1
Vcell
, (33)
where AµνMBZ is the area of the magnetic BZ in the µ−ν
plane, and where Vcell is the four-dimensional magnetic
unit-cell volume. For the lattice introduced in Eq. (29),
with rational fluxes Φ1 = p1/q1 and Φ2 = p2/q2, we have
the following expressions
AzxMBZ =
(2pi)2
a2q1
, AywMBZ =
(2pi)2
a2q2
, Vcell =q1q2a
4. (34)
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Importantly, from Eqs. (1) and (33), we obtain that the
c.m. velocity is directly proportional to the current den-
sity up to a constant factor [15],
vc.m. =
j
n
= jVcell. (35)
Here, the current density j is explicitly given by [Eq. (32)]
jx =
ν2
4pi2
EyBzw, (36)
jw = Ey
1
(2pi)4
∫
T4
Ωwyd4k = −ν
yw
1 A
zx
MBZ
(2pi)3
Ey, (37)
jy = jz = 0, (38)
where we have used that Ωwy is a function only of the
momenta in the y−w plane in order to perform the in-
tegral in Eq. (37). The current response in Eq. (36) is a
non-linear 4D QH response along the x direction, while
that in Eq. (37) is similar to a 2D QH effect taking place
in the y−w plane. However, unlike the usual 2D QH re-
sponse (22), the current jw is reduced by a factor 1/a2q1,
as it depends also on the area of the MBZ in the z−x
plane [15].
Combining Eqs. (35)-(36), one finds that the center-of-
mass displacement along the x direction is directly pro-
portional to the 2CN,
xc.m.(t) = ν2 (Vcellt/4pi
2)EyBzw. (39)
Hence, in this configuration, measurements of center-of-
mass observables [Eq. (1)&(19)] in atomic or photonics
systems can be used to directly extract the 2CN-response,
as proposed in Refs. [15] and [16]. The semiclassical pre-
dictions in Eqs. (36)-(39) have already been validated
through numerical simulations in Ref. [15].
2. Perturbing magnetic flux through a 2D plane with Berry
curvature
In this case, there is only one non-zero extrinsic per-
turbing field component Bµν , and this is in the same
plane as a non-zero Berry curvature Ωµν from the un-
derlying lattice. For the minimal model proposed above
[Eq. (30)], this would be the case, for example, when
Bzx 6=0 as Ωzx 6=0. For such a configuration, the density
of states is strongly modified [Eq. (13)], and the particle
density for a filled band becomes [Eq. (18)]
n =
∫
T4
d4k
(2pi)4
(1 +BzxΩ
zx)
=
AzxMBZA
yw
MBZ
(2pi)4
+
AywMBZ
(2pi)3
Bzxν
zx
1 ,
=
AywMBZ
(2pi)2
[
AzxMBZ
(2pi)2
+
Bzx
2pi
νzx1
]
(40)
where we again used that first-order corrections to the
Berry curvature vanish upon integration. Up to the over-
all factor AywMBZ/(2pi)
2, this is the same modification of
the density as found in a 2D system [see Eq. (23)]; this
was expected because the Berry curvature component
Ωzx = Ωzx(kx, kz) only depends on the momenta along
the considered x− z 2D plane when performing the inte-
gral (see Ref. [15]).
In this case, the current density becomes [Eq. (32)]
jx = jy = jz = 0,
jw = −ν
yw
1 A
zx
MBZ
(2pi)3
Ey − ν2
4pi2
EyBzx, (41)
where now both the 2D-like quantum Hall effect (1CN-
response) and the 4D quantum Hall effect (2CN-
response) occur along the w direction. These responses
could be separated by a differential current measurement,
where the sign of the perturbing magnetic field is flipped.
For instance, the 2CN can still be extracted from the dif-
ferential current
δjw=jw(−Bzx)−jw(Bzx) = ν2
2pi2
EyBzx. (42)
Surprisingly, if we now turn to the c.m. velocity, we
find that the non-zero velocity component vwc.m. simplifies
to the expression [Eqs.(1),(40)-(41)]
vwc.m. =
jw
n
= − 2pi
AywMBZ
Eyν
yw
1 . (43)
Importantly, the c.m. velocity in Eq. (43) contains only
the linear 1CN-response; all effects from the perturbing
magnetic field and 2CN have cancelled out. Hence, in
contrast to the current densities in Eqs. (41)-(42), the
c.m. displacement cannot be exploited to extract the
2CN of the populated band. Similar to Examples I and
II above, we emphasise these differences by presenting
two examples:
Example III: Let us first illustrate Eqs. (41)-(43) on
a simple example: a 4D lattice pierced by a uniform flux
Φ1 =1/5 in the x−z plane and Φ2 =1/4 in the y−w plane.
For this system, the lowest band of the spectrum has a
second Chern number ν2 =−1 and first Chern numbers
νyw1 = −1 and νzx1 = 1 in individual planes [15], while
the magnetic Brillouin zone areas are AywMBZ =(2pi/a)
2/4
and AzxMBZ =(2pi/a)
2/5. Let us now assume that there is
no perturbing magnetic field Bzx = 0, in which case the
current density from Eq. (41) is jw = (1/10pia2)Ey, and
the c.m. velocity from Eq. (43) is vwc.m. =(4a
2/pi)Ey.
As in Example I in Section III, we can reinterpret the
flux through the x − z plane as a uniform flux Φ1 = 1/4
perturbed by a weak flux Φ˜=−1/20, which corresponds
to Bzx =−Bxz = 2piΦ˜/a2 = −pi/10a2. The unperturbed
spectrum of this system is still characterized by the prop-
erties detailed above, except that now AzxMBZ =(2pi/a)
2/4.
One then readily verifies that Eq. (41) again leads to
jw = (1/10pia2)Ey, while Eq. (43) leads trivially to the
same c.m. velocity as it is independent of any perturbing
magnetic field in the x− z plane.
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FIG. 4. Center-of-mass trajectories wc.m.(t) after ramping
up the electric field to Ey =0.2J/a, in the presence of strong
fluxes Φ1,2=1/4 in disconnected x−z and y−w planes and a
perturbing flux Φ˜=a2Bzx/2pi=±10%×Φ1 in the x−z plane.
The filled dark-blue dots [resp. empty dots] are numerical
simulations performed for a small (4×41×4×41) 4D lattice with
positive [resp. negative] perturbing flux Φ˜. The light-blue
solid curve is the semiclassical analytical result in Eq. (43).
The two red dashed curves correspond to the wrong prediction
vwc.m. = j
wVcell combined with Eq.(41), which corresponds to
neglecting the effects of the modified density of states on the
particle density (40). Combining the numerical data together
with Eq. (43) allows one to extract approximate values for
the first Chern number associated with the y−w plane: we
find (νyw1 )est=−0.99 for Φ˜>0 and (νyw1 )est=−1.00 for Φ˜<0.
Example IV: We have explored the results in
Eqs. (41)-(43) further by performing numerical simula-
tions on a small 4D lattice. Here, the strong fluxes are
Φ1,2 = 1/4 in disconnected planes [15], and we take the
perturbing flux to be Φ˜ = a2Bzx/2pi = ±10% × Φ1 in
the x− z plane. As for the 2D case discussed in Sec-
tion III B 3, an electric field is ramped up to the final
value Ey = 0.2J/a, and the time-evolving particle den-
sity is obtained. The resulting center-of-mass trajectories
wc.m.(t) are shown in Fig. 4, which demonstrates good
agreement with the prediction in Eq. (43); in particular,
one finds that the trajectories show no significant depen-
dence on the perturbing flux. From our numerical data,
we use Eq. (43) to extract (νyw1 )est =−0.99 for Φ˜>0 and
(νyw1 )est =−1.00 for Φ˜< 0, in excellent agreement with
the expected 1CN νyw1 =−1 of the y−w plane. The figure
also compares the numerical results with the wrong pre-
diction vwc.m. = j
wVcell, which corresponds to neglecting
the effects of the modified density of states on the par-
ticle density (40). We have also numerically verified the
expression for the differential current in Eq. (42), which
indicates that such measurements could equally be ex-
ploited to give an approximate value for the 2CN of the
band.
Summarizing the results of Sections IV B 1-IV B 2:
even though a 4D-QH current response appears for
both of the above choices of perturbing magnetic fields
[Eqs. (36) and (42)], only the first of these is appropri-
ate for extracting the 2CN from center-of-mass observ-
ables. This result highlights the importance of evaluating
the modified density of states when considering density-
dependent observables [Eqs. (1), (13), and (18)].
3. Perturbing magnetic fluxes through two 2D planes with
Berry curvature
As a final example, we consider perturbing fields in
two planes with non-zero Berry curvature, e.g. Bzx and
Byw for the above model [Eq. (30)]. In this case, the
particle density for a filled band is strongly modified as
[c.f. Eq. (18)]
n =
∫
T4
d4k
(2pi)4
(1 +BzxΩ
zx)(1 +BywΩ
yw)
=
AzxMBZA
yw
MBZ
(2pi)4
+
AywMBZBzxν
zx
1
(2pi)3
+
AzxMBZBywν
yw
1
(2pi)3
+
BzxByw
(2pi)2
ν2, (44)
up to second-order in the perturbing fields, where we
used that each Berry curvature component Ωµν is only
a function of momenta in the µ−ν plane. Interestingly,
for this configuration of perturbing fields and in contrast
to Eq. (40), the particle density now explicitly depends
on the topological 2CN of the lowest filled band. This
suggests an extension of the Streda-Widom formula re-
lating the Hall conductance to density variations with
respect to magnetic fields, from 2D [72–74] to 4D (see
also Supplemental Material of Ref. [15]).
Let us now investigate the current and c.m. responses
for this third configuration. Since the perturbing elec-
tric field is aligned along the y direction, E=Eye
y, the
component Byw does not affect the current density, see
Eq. (32). Hence, the transport equations obtained in the
previous case:
jx = jy = jz = 0,
jw = −ν
yw
1 A
zx
MBZ
(2pi)3
Ey − ν2
4pi2
EyBzx, (45)
are still valid for this configuration. However, using the
modified density in Eq. (44), the center-of-mass velocity
vwc.m. =j
w/n is now
vwc.m. =
−νyw1 AzxMBZEy − 2piν2EyBzx
AzxMBZA
yw
MBZ
2pi +A
yw
MBZBzxν
zx
1 +A
zx
MBZBywν
yw
1 + 2piBzxBywν2
,
which depends on all three topological invariants, νzx1 ,
νyw1 and ν2. To extract the 4D quantum Hall response
and 2CN from such center-of-mass motion would there-
fore require a multi-step protocol to separate all the dif-
ferent effects.
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4. Microscopic Interpretation
Even though the current density displays a 4D quan-
tum Hall response in all three configurations [Sections
IV B 1-IV B 3], there can be striking differences in the
topological properties revealed by center-of-mass observ-
ables, such as the c.m. velocity of a cloud of ultracold
atoms calculated above. We now discuss how this can
be understood through a microscopic interpretation of
the 4D quantum Hall effect for a filled band of spinless
particles.
From our semiclassical derivation of the current den-
sity [Eqs. (11)-(15)], we can see that the nonlinear 2CN
response arises from combinations of terms in the mean
velocity (10) and in the modified density of states (13). In
the first configuration [Sections IV B 1], as noted above,
the density of states (13) is not affected by the perturb-
ing magnetic field. Instead, the 2CN response in Eq. (36)
stems entirely from the mean velocity, where it appears
from the interplay of the Lorentz force in Eq. (9) with
the anomalous velocity in Eq. (8), that can itself be in-
terpreted as the analogue of a Lorentz force acting in
momentum space. Hence, we refer to this as a “Lorentz-
type” 2CN current response.
In the second configuration [Sections IV B 2], on the
other hand, the situation is very different: the perturb-
ing magnetic field strongly modifies the density of states
[see Eq. (40)], which then combines with the anomalous
velocity in Eq. (10) to give the 2CN response. In this
case, the 4D quantum Hall effect arises from the change
in particle density of a band due to a perturbing extrinsic
magnetic field, and not from the Lorentz force. We refer
to this a “density-type” 2CN current response. Conse-
quently, when we take into account the particle density
for center-of-mass observables, this type of 4D quantum
Hall effect vanishes from the latter [Eq. (43)].
In the third configuration [Sections IV B 3], the 2CN
current again arises from the interplay of a change in
particle density, induced by an extrinsic field compo-
nent Bzx, and the anomalous velocity in Eq. (10), i.e.
a “density-type” 2CN response. However, in this case,
the second extrinsic magnetic field component Byw, while
also further changing the particle density, does not couple
to the anomalous velocity. When we calculate center-of-
mass observables, both changes to the particle density
must be taken into account but as only the first leads to
a 2CN response, the resulting c.m. observables have a
nontrivial dependence on the topological invariants.
All these configurations could be further combined
to yield other more complicated responses, which in-
clude both “Lorentz-type” and “density-type” micro-
scopic mechanisms. Also, we have illustrated our discus-
sion by assuming the Berry curvature 2-form has only two
non-zero components, as for the minimal lattice model
presented in Section IV A. However, the extension to
other lattice models would be straightforward.
V. EXPERIMENTAL REMARKS
In this section, we briefly comment on various experi-
mental aspects related to the detection of the quantized
responses identified in this work. The platforms that we
consider include bosonic and fermionic cold-atomic gases,
electrons in solid-state materials and driven-dissipative
systems such as coupled photonic cavity arrays [11],
where we note that the discussion of the latter can also be
extended to coupled electric circuits [69], or mechanical
systems [41].
A. Preparation of filled energy bands in the
presence of perturbing magnetic fields
As highlighted in Section II, we have assumed that the
particle density corresponds to that of a system where
the lowest band is filled in the presence of any perturb-
ing magnetic fields. In discussing the preparation of such
bands, we shall distinguish between three physical sce-
narios: closed systems in which the particle number is
fixed, open systems in which particles can be exchanged
with a reservoir, and finally driven-dissipative systems in
which an analogue quantum Hall effect can be observed
in the long-time non-equilibrium steady state [30].
In closed systems, our assumption of filled bands re-
quires that the initial preparation of the system should
be carried out in the presence of all synthetic magnetic
fields. A standard example of a closed system is an ul-
tracold atomic gas (which is typically not connected to
a reservoir). In this case, the assumption of filled bands
then means that all magnetic fields should be present
during the adiabatic loading of ultracold atoms into the
bandstructure. For ultracold fermions, the energy bands
can be filled through fermionic statistics by ensuring that,
after loading the atoms, the Fermi energy lies in the mid-
dle of an energy band-gap. If instead the perturbing
magnetic field were to be ramped up after the atoms
were loaded, the Fermi level would end up within an en-
ergy band, leading to unquantized anomalous Hall ef-
fects [38, 44]. For thermal Bose gases, an energy band
can be uniformly filled when the temperature is large
compared with the combined bandwidth of the bands to
be populated, as introduced also in Section II E 1.
In open systems, when particles can be exchanged with
a reservoir, perturbing magnetic fields can be turned on
during the experiment. However, to ensure that the
bands are filled in the presence of all magnetic fields, the
rate at which these perturbations are ramped up should
be slow compared to the time-scale over which particles
are exchanged with the reservoirs to ensure equilibra-
tion of the particle density. Open systems with reservoirs
include solid state materials, in which electrons are ex-
changed with the connecting leads, but also cold-atom
setups involving constriction potentials (see Ref. [81]).
Moreover, we point out that harmonically-trapped ultra-
cold fermionic gases potentially present incompressible
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density plateaus (in a local-density-approximation pic-
ture, these correspond to regions with filled bands) sur-
rounded by compressible regions, which can act as an
internal reservoir within the cloud [19]. Note, however,
that such inhomogeneities in the density can also com-
plicate the motion of such a cloud, making it difficult to
cleanly observe a quantum Hall response.
Finally, in driven-dissipative systems, such as coupled
photonic cavity arrays, we assume the system is coher-
ently and continuously pumped with sufficient losses to
cover the energy bands. Provided that measurements al-
ways take place on a sufficiently long time after any vari-
ation of the perturbing fields, the photon distribution
is in the steady-state and depends only on the current
values of these applied perturbations [30]. In this case,
therefore, perturbing magnetic fields do not need to be
ramped up but can be switched on suddenly during the
experiment.
B. Switching-on of the perturbing electric field and
the validity of the semiclassical approach
After the filled energy bands have been prepared, the
electric field can be turned on to measure the quantum
Hall response. Again we can distinguish between the
different physical scenarios introduced above.
On the one hand, for closed systems and open sys-
tems with reservoirs, the electric field should be ramped
up adiabatically such that the speed of the ramp is suf-
ficiently slow and that the final value of the fields are
sufficiently small compared to the energy band-gap such
that diabatic inter-band transitions can be neglected. If
these conditions are not fulfilled, then there can be addi-
tional contributions to the transport from excited bands,
and the current density or c.m. responses will in gen-
eral no longer be quantised in terms of topological in-
variants [38, 44]. For systems with reservoirs, we also
require that the time-scale over which the electric field is
ramped up is fast compared with the rate with which par-
ticles are exchanged, otherwise the equilibration of the
system will suppress the quantum Hall response. On the
other hand, for driven-dissipative systems, the perturb-
ing electric field can be switched on suddenly, provided
that afterwards we wait a sufficiently long time for the
steady-state to be reached as discussed above.
Finally, we emphasise that the semiclassical approach
presented in this work can only capture dynamics af-
ter any external fields are fully switched on as we have
assumed throughout this work that all fields are time-
independent. We note that the agreement between the
semiclassics and the dynamics after an adiabatic ramping
of the electric field is illustrated in Figs. 3 & 4.
C. Density Measurements and the Streda-Widom
formula
While we have focused in this paper on center-of-mass
transport, the dependence of the density on perturbing
magnetic fields can itself be used as an experimental tool
to measure topological Chern numbers of an energy band,
as indicated by the Streda-Widom formula. In ultracold
atomic gases, this was first proposed in Ref. [19], where
it was demonstrated numerically that the 2D Hall con-
ductance could be extracted by comparing the real space
density profile of a cloud for two different values of the
total synthetic magnetic field. This protocol could be
extended to a 4D system by measuring the density pro-
file of a cloud, for example, for different values of the
magnetic fields of the minimal model introduced in Sec-
tion IV A, see Eq. (44). As one of the four dimensions is
now synthetic, the real-space density imaging should be
extended with an optical Stern-Gerlach measurement to
also determine the distribution of atoms in the different
internal states [8, 9].
VI. CONCLUSIONS
We have discussed how center-of-mass responses can
be used to measure Chern numbers and so to directly
probe the topology of energy bands. Center-of-mass ob-
servables depend not only on the quantum Hall current
density but also on the particle density and so can have a
more involved dependence on topological invariants than
previously considered. In particular, the particle den-
sity is itself sensitive to band topology in the presence of
extrinsic magnetic perturbations, enriching the quantum
Hall physics that may be explored in ultracold atomic
gases and photonic systems.
In the 2D quantum Hall effect, c.m. observables can
depend nonlinearly on the first Chern number of a filled
energy band, in striking contrast to the linear depen-
dence expected for electrical conductivity measurements.
Such effects may already be observable experimentally,
as there are inherent uncertainties in the precise value
of magnetic flux imposed [4–9, 11]. Additionally, new
experiments with larger magnetic perturbations could
also be engineered straightforwardly to directly probe the
physics discussed here.
Finally, as a further example of these effects, we have
considered recent proposals for the realisation of the 4D
quantum Hall effect [15, 16] in realistic experimental sys-
tems. As we have seen, the particular configuration of
perturbing fields chosen can have a dramatic impact,
even leading to a cancellation of all 4D QH effects in
center-of-mass observables, despite the persistence of a
clear signature in the current density. A clear under-
standing of the differences between c.m. observables and
current density measurements is therefore crucial to the
proper design of future experiments.
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FIG. 5. Time-evolving particle density n(r, t) for the 2D
system of Section III subject to a constant electric field
Ey = 0.2J/a along the y direction. The c.m. drift along
the x direction is highlighted by the static circles. Here, the
density has been averaged over N = 8 realizations. Time is
measured in units of ~/J .
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Appendix A: Numerical method for the dynamics of
incoherent wave-packets
In this Appendix, we present the numerical method
used in Sections III-IV to simulate the full time dynamics,
and hence confirm the semiclassical predictions.
The present method aims to simulate the dynamics
of a non-interacting gas that is initially located in a re-
gion of space, and which uniformly populates an isolated
Bloch band E(k) in an incoherent manner. This “in-
coherent wave-packet” configuration typically describes
an atomic gas whose temperature T is large compared
to the bandwidth W of the lowest-energy band E(k),
but smaller than the band gap, W  kBT  ∆, as
discussed in Section II E 1. This is different with re-
spect to the numerical method used in Refs. [15, 22, 80],
which describes a Bloch band completely filled with non-
interacting fermions at zero temperature. As already
pointed out in Section II E 1, these two different band-
filling configurations lead to the same semiclassical equa-
tions of motion, up to a constant band-filling factor ρ
in the current density; we have verified this equivalence
numerically by comparing both methods on several ex-
amples.
Let us start by building a state from an incoherent
superposition of all the Bloch states in a given band,
|ψsuper〉 =
∑
Eλ∈band
|φλ〉 exp[iθλ], (A1)
where |φλ〉 [resp. Eλ] are the single-particle eigenstates
[resp. eigenenergies] of the Hamiltonian Hˆ in the absence
of the perturbing electric field Eµ, and where θλ is a ran-
dom phase associated with the state λ. As our lattice
models are treated within the tight-binding approxima-
tion, we introduce the Wannier basis {|j〉}, which are
states localized around the lattice sites j. We then de-
fine a closed region in the lattice S, made of a set of
lattice sites, and we project the state ψsuper unto this
small region
|ψpacket〉 = (1/N )
∑
j∈S
∑
Eλ∈band
|j〉〈j|φλ〉 exp[iθλ], (A2)
where N is a normalization factor. While this projec-
tion procedure can also weakly excite particles to higher
bands, we have verified that the resulting lowest-band
population is between 99% and 99.9% in our numerics
and so we can safely neglect the contribution from par-
ticles in higher bands. The “wave-packet” in Eq. (A2)
defines the initial state for our simulations. We then act
on this state with the time-evolution operator associated
with the full Hamiltonian (including the electric field),
from which we compute the time-evolving particle den-
sity n(r, t), extract the center-of-mass trajectory rµc.m.(t),
and determine the corresponding velocity vµc.m.. We fi-
nally average the results over N≈10 realizations in which
the phases θλ are randomly generated. The (mean) par-
ticle density n and center-of-mass velocities can then be
combined to extract the current density, through Eq. (1).
Finally, we point out that the band filling factor is simply
evaluated as ρ=1/Nstates, where Nstates is the number of
states in the band, i.e. the number of states λ included
in the sum Eq. (A2) since the wave packet is normalized.
An example of a 2D time-evolving cloud is illustrated in
Fig. 5.
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