We prove P h (A) = {n : n ≥ 5} ∪ {+∞}, P h (O) = {n : n ≥ 4} ∪ {+∞}, P h (U) = {n : n ≥ 1} ∪ {+∞} (where for topological space X, by P h (X) we mean the collection of heights of transformation groups with phase space X. In this way we also prove that there is not any topological transitive (resp.
Introduction
Studying closed unit ball {< x, y >∈ R 2 : x 2 + y 2 ≤ 1} with induced topology of Euclidean plane R 2 is one of the main purposes of so many text (old and new) (see e.g., [9, 10] . Let's mention that unit disk and unit square [0, 1] × [0, 1] with induced topology of Euclidean plane, are homeomorph. On the other hand many texts deal with dynamical properties of special topological spaces [2, 8] . In the following text we have a comparative study on dynamical properties of unit square transformation groups with emphasize on their heights (and obit spaces), where unit square [0, 1]×[0, 1] equipped with Euclidean topology, lexicographic order topology, Alexandroff square topology. For more convenient suppose (by < x, y > we mean the ordered pair {x, {x, y}}):
• As it has been mentioned in [4] , A and O are compact Hausdorff non-metrizable spaces. Consider the following notations and sets (for x, y ∈ R let (x, y) = {z ∈ R : x < z < y}):
∆ := {< x, x >: x ∈ [0, 1]}; r r r r
Fig. 1
Background on transformation groups. By a (topological) transformation group (G, X, ρ) or simply (G, X) we mean a compact Hausdorff topological space X (phase space), discrete topological group G (phase group) with identity e and continuous map ρ : G × X → X, ρ(g, x) = gx (g ∈ G, x ∈ X) such that for all x ∈ X and g, h ∈ G we have ex = x and g(hx) = (gh)x. note to the fact that for all g ∈ G, ρ g : X → X with ρ g (x) = gx is a homeomorphism on X, and ρ g ρ h = ρ gh we may suppose G is a group of self-homeomorphisms of X under the operation of composition of maps. In transformation group (G, X) for x ∈ X we call Gx := {gx : g ∈ G} the orbit of x (under G) and X G := {Gy : y ∈ X} the orbit space of (G, X), also we say nonempty subset D of X is invariant (G−invariant) if GD := {gy : g ∈ G, y ∈ D} ⊆ D, for more details on transformation groups (and orbit spaces) see [5, 7] . In topological space X suppose G X is the collection of all homeomorphisms h : X → X. Closed and open invariant subsets of a transformation group (G, X) have important role in studying its dynamical properties (see e.g. [6] in transitivity in transformation groups). In transformation group (G, X) let h(G, X) := sup{n ≥ 0 : there exist closed invariant subsets D 0 , . . . , D n of X with ∅ = D 0 D 1 · · · D n = X}, i,e., h(G, X) = +∞ if {Gx : x ∈ X} is infinite and h(G, X) = card({Gx : x ∈ X}) − 1 otherwise [1] . Also we call P h (X) := {h(G, X) : G is a subgroup of G X } the collection of all possible heights of X. In transformation group (G, X) the map ϕ : {Gy : y ∈ X} → {G X y : y ∈ X} with ϕ(Gy) = G X y (for y ∈ X) is onto, so h(G X , X) ≤ h(G, X) therefore min P h (X) = h(G X , X).
Computing
By considering the definition of height of transformation group (G, X) it's evident that for computing h(G, X) one may compute {Gy : y ∈ X}, so one may begin with computing 
Proof. 1. Using the fact that A has a local countable topological basis on x ∈ A if and only if x ∈ A \ ∆, we have a(∆) = ∆. Note that subspace topology on ∆ induced by A coincides with subspace topology on ∆ induced by U hence a({P 1 ,
A has a local countable topological basis at x ∈ A like {B n : n ≥ 1} such that all elements of {B n \ {x} : n ≥ 1} are connected if and only if (1) and (2) we have < a, b >:
, let:
which is in contradiction with connectedness of a({s}
, a(P 2 ) = P 2 and a(P 4 ) = P 4 . Now suppose a(P 1 ) = P 1 , then by (1), a(P 1 ) = P 3 and a(
5. exactly one the following cases occurs:
Proof. 2. Use (1) and (2) and (3) we have < a, b >:
and for:
(b) Use a similar method described for (a). such that for all 
Proof. 1. If p × q :
A → A is a homeomorphism, then by Lemma 2.1 we have p × q(∆) = ∆, thus for all t ∈ [0, 1] we have < p(t), q(t) >= p × q(t, t) ∈ ∆ which shows p(t) = q(t) and leads to p = q. Theorem 2.6. We have:
Proof. We prove case by case. Note that ϕ : X → X with ϕ < s, t >=< 1−s, 1−t > (for (s, t) ∈ X) for X = A, O, U is homeomorphism. Also for x, y ∈ (0, 1) consider
Now we have:
: Use Lemma 2.1 and note that ϕ(P 1 ) = P 3 . A2. {P 2 , P 4 } ∈ A G A : Use Lemma 2.1 and note that ϕ(
2 ,x (t) > and h < s, t >=< s, t > for s = 0. Then < 0, x >= h < 0, 
: Use Lemma 2.2 and note that ϕ(P 1 ) = P 3 . Devaney chaos. We say transformation group (G, X) is topological transitive if for all opene subset U, V of X we have U ∩GV = ∅. In transformation group (G, X) we say x ∈ X is a periodic point if st(x) := {g ∈ G : gx = x} is a finite index subgroup of G. Transformation group (G, X) is Devaney chaotic if it is topological transitive and the collection of its periodic points is dense in X [3] . Moreover in (G, X) we say x ∈ X is an almost periodic point if Gx is a minimal subset of X (i.e., it is closed invariant subset of (G, X) without any proper subset which is closed invariant subset of (G, X)) [5] . All periodic points of (G, X) are almost periodic. Using the following theorem, transformation groups (G A , A), (G O , O) and (G U , U) are not Devaney chaotic. Proof. By Lemma 2.7 there are opene subsets U, V of X with G X U ∩ V = ∅. Using GU ⊆ G X U we have GU ∩ V = ∅ which completes the proof. Note 2.9. In transformation group (G A , A) (resp. (G O , O) ), x is an almost periodic point if and only if x is a periodic point. Also {P i : 1 ≤ i ≤ 4} is the collection of all its periodic points. Moreover (G U , U) does not have any periodic point, but {< s, t >∈ U : {s, t} ∩ {0, 1} = ∅} is the collection of its almost periodic points.
Computing
Now we are ready to find out P h (A), P h (O) and P h (U). We show P h (A) = {n : n ≥ 5} ∪ {+∞}, P h (O) = {n : n ≥ 4} ∪ {+∞} and P h (U) = {n : n ≥ 1} ∪ {+∞}.
Proof. Use Theorem 2.6.
Proof. Computing P h (A). By Theorem 3.1, it's evedent that 5 ∈ P h (A) ⊆ {n : n ≥ 5} ∪ {+∞}. For n ≥ 1 choose t 1 , . . . , t n ∈ (0, 1) with 1 2 = t 1 < · · · , t n and let
Then H A is a proper normal subgroup of G A with index 2 and G A = H A ∪ ϕH A (where ϕ < s, t >=< 1 − s, 1 − t >). Moreover using a similar method described in Theorem 2.6 we have: Computing P h (U). By Theorem 3.1, it's evedent that 1 ∈ P h (U) ⊆ {n : n ≥ 1} ∪ {+∞}. For n ≥ 1 choose distinct x 1 , . . . , x n ∈ (0, 1) × (0, 1), so h({f ∈ G U : f (x 1 ) = x 1 , . . . , f (x n ) = x n }, U) = n + 1 and h({id U }, U) = +∞ which completes the proof.
