Introduction {#Sec1}
============

Squeezing of quantum observables is a central strategy to improve measurement sensitivities beyond classical limits and has thus become a key concept in quantum metrology, leading to major theoretical and experimental advancements in the field^[@CR1]--[@CR6]^. Furthermore, squeezing is a convenient approach to witness genuine quantum properties such as entanglement^[@CR7],[@CR8]^ or nonclassicality^[@CR9]^, only requiring knowledge of first and second moments of suitable linear observables that can be obtained experimentally with high efficiency. The concept of squeezing is most useful for the important class of Gaussian states that is routinely generated in atomic and photonic experiments^[@CR1],[@CR10]--[@CR13]^.

While well understood in the framework of single-parameter estimation^[@CR1]--[@CR5]^, the existing notion of squeezing is insufficient to characterize the sensitivity of multiparameter estimation. Indeed, the simultaneous estimation of several parameters can be more efficient than the optimal estimation of each parameter separately^[@CR14]--[@CR17]^. This interesting prediction is under intensive investigation^[@CR18]--[@CR23]^ and can revolutionize many technological applications such as quantum imaging^[@CR24]^, microscopy and astronomy^[@CR25]--[@CR28]^, sensor networks^[@CR15],[@CR16],[@CR23]^, and atomic clocks^[@CR29]^, by enhancing the estimation sensitivity of inhomogeneous intensity distributions, vector fields, and gradients^[@CR30]--[@CR34]^. However, the current framework of multiparameter quantum metrology has developed based on the notion of the quantum Fisher information matrix^[@CR35]^: a figure of merit that is not straightforward to extract experimentally and is also generally hard to determine theoretically. Furthermore, the sensitivity limit defined by the inverse of the quantum Fisher information matrix, namely, the multiparameter quantum Cramér--Rao bound^[@CR35]^, is, in general, not saturable^[@CR36],[@CR37]^. Alternative approaches based on the Holevo bound are in principle asymptotically saturable but require, in general, complex measurements on multiple copies of the state^[@CR38]--[@CR42]^.

In this work, we introduce the general notion of metrological multiparameter squeezing for continuous and discrete variables. This concept follows directly from a specific operational approach to multiparameter estimation based on mean values and variances of the measured observables. Metrological multiparameter squeezing thus provides an accessible and saturable lower bound to the quantum Fisher matrix that is tight for the broad and experimentally relevant class of Gaussian states. We further use matrix order inequalities to analytically optimize the measurement observables as a function of accessible observables. Our framework is neither limited to specific systems nor to a particular class of observables and provides an efficient characterization of useful quantum resources for multiparameter estimation for any given set of commuting observables that are simultaneously measured. For linear spin observables, our method gives rise to the spin-squeezing matrix as a natural generalization of the spin-squeezing coefficient introduced by Wineland et al.^[@CR5]^ to multiparameter settings. The spin-squeezing matrix reveals the role of nonlocal squeezing, i.e., squeezing in a nonlocal superposition of modes for simultaneous estimations of multiple parameters that can enhance the sensitivity of specific linear combinations of parameters. We further identify optimal strategies for displacement sensing in continuous variables, where nonlocal squeezing over *M* modes can reduce the estimation error up to a factor $\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt{M}$$\end{document}$. To address the properties of non-Gaussian states, we demonstrate that our approach can yield a multiparameter sensitivity as large as the classical Fisher matrix (and even the quantum Fisher matrix, whenever the multiparameter quantum Cramér--Rao bound is saturable).

Results {#Sec2}
=======

Multiparameter method of moments {#Sec3}
--------------------------------

In multiparameter quantum metrology^[@CR35]^ the goal is to estimate a family of unknown parameters $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{{\bf{H}}}={({\hat{H}}_{1},\ldots ,{\hat{H}}_{M})}^{T}$$\end{document}$ is a vector of Hamiltonians that do not necessarily commute with each other. After the phase imprinting, a measurement is performed and the experiment is repeated *μ* times with the same output state $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{\rho }({\bf{\uptheta }})=\hat{U}({\bf{\uptheta }})\hat{\rho }\hat{U}{({\bf{\uptheta }})}^{\dagger }$$\end{document}$. The parameters *θ*~*k*~ are inferred from a set of estimators *θ*~est,*k*~ with *k* = 1, ..., *M*, which are functions of the measurement results. The multiparameter uncertainty is quantified by the *M* × *M* covariance matrix Σ with elements Σ~*kl*~ = Cov(*θ*~est,*k*~, *θ*~est,*l*~). The operational meaning of Σ is that, for an arbitrary *M*-dimensional real vector of coefficients $\documentclass[12pt]{minimal}
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                \begin{document}$${\bf{n}}={({n}_{1},\ldots ,{n}_{M})}^{T}$$\end{document}$, the quantity **n**^*T*^Σ**n** = Δ^2^(*n*~1~*θ*~est,1~ + ⋯ + *n*~*M*~*θ*~est,*M*~) yields the variance of the corresponding linear combination of estimators.

We introduce here an estimation protocol based on a multiparameter method of moments. The parameters **θ** are estimated from the average values of a set of *K* measurement observables $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{{\bf{X}}}$$\end{document}$ to ensure simultaneous measurability in a single shot, but our framework does not formally require this assumption. In the central limit, we obtain the covariance matrix (see "Methods" for details).$$\documentclass[12pt]{minimal}
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                \begin{document}$$p({\bf{x}}| {\bf{\uptheta }})={\rm{Tr}}\{{\hat{\Pi }}_{{\bf{x}}}\hat{\rho }({\bf{\uptheta }})\}$$\end{document}$ is the probability to obtain the result $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{{\boldsymbol{\Pi }}}$$\end{document}$, the bound (Eq. ([3](#Equ3){ref-type=""})) can be saturated by an optimal choice of the measurement observables $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{{\bf{X}}}$$\end{document}$ (e.g., collective spins or quadratures), this can be interpreted as a Gaussian approximation of the (quantum) Fisher matrix, but through the measurement of nonlinear observables the method is also able to efficiently characterize non-Gaussian states.

In the following, we present an analytical method for identifying the optimal choice of $\documentclass[12pt]{minimal}
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Squeezing matrix {#Sec4}
----------------

We define the squeezing matrix by comparing the moment-based sensitivity Σ of Eq. ([1](#Equ1){ref-type=""}) to the multiparameter shot-noise limit $\documentclass[12pt]{minimal}
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                \begin{document}$$\Sigma \, < \, {\Sigma }_{{\rm{SN}}}$$\end{document}$ holds, and sub-shot-noise sensitivity is achieved for the estimation of arbitrary **n**^*T*^**θ**.

The observation of multiparameter squeezing implies that the state is nonclassical (see "Methods"). To increase the quantum enhancements, it is thus beneficial to reduce the squeezing matrix as much as possible by using nonclassical states.

Multiparameter discrete-variable (spin) squeezing {#Sec5}
-------------------------------------------------

Discrete-variable multiparameter estimation provides the theoretical framework to model a series of *M* local Ramsey or Mach--Zehnder interferometers that operate in parallel, each with a fixed number of particles *N*~*k*~, with *k* = 1, . . . , *M*; see Fig. [1](#Fig1){ref-type="fig"}. Here each mode is modeled by a collective spin of length *N*~*k*~/2, for *k* = 1, ..., *M*, summing up to a total number of $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{X}}_{k}$$\end{document}$ is measured. The multiparameter sensitivity is quantified by the moment matrix (Eq. ([2](#Equ2){ref-type=""})). The multiparameter quantum gain is captured by the squeezing matrix (Eq. ([10](#Equ10){ref-type=""})), which contains both local (single-parameter) enhancements and nonlocal (multiparameter) squeezing. The sensitivity can be optimized analytically using Eq. ([6](#Equ6){ref-type=""}) and the maximum is achieved when Eq. ([9](#Equ9){ref-type=""}) is fulfilled for a set of commuting observables $\documentclass[12pt]{minimal}
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The multimode interferometer is described by a family of local parameter-encoding Hamiltonians $\documentclass[12pt]{minimal}
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                \begin{document}$${\langle {\hat{J}}_{z,k}\rangle }_{\hat{\rho }}=-i{\langle [{\hat{J}}_{{{\bf{s}}}_{k},k},{\hat{J}}_{{{\bf{r}}}_{k},k}]\rangle }_{\hat{\rho }}$$\end{document}$ is the length of spin *k* with mean spin direction along the *z* axis. On its diagonal, this matrix contains the local spin-squeezing coefficients^[@CR5]^ for each of the modes *k* = 1, ..., *M*. It is well known that these coefficients reveal the number of entangled spins within the local modes^[@CR1],[@CR7],[@CR8]^. In addition to these single-parameter contributions, the multiparameter spin-squeezing matrix (Eq. ([13](#Equ13){ref-type=""})) includes off-diagonal terms that are due to mode correlations, i.e., entanglement between the individual interferometers.

Atomic multiparameter spin squeezing {#Sec6}
------------------------------------

A locally squeezed state can be created by subjecting spatially separated ensembles of atoms to local, nonlinear evolutions, e.g., by means of the one-axis twisting Hamiltonian^[@CR6]^. It is easy to see from the squeezing matrix that local squeezing is sufficient to attain full multiparameter sub-shot noise; see Supplementary Note [3](#MOESM1){ref-type="media"} for details. However, atomic experiments are not limited to the generation of local squeezing: recently, spatially distributed entanglement was observed by splitting squeezed atomic spin ensembles into two or more external modes^[@CR47]--[@CR49]^.

In order to identify the metrological potential of nonlocal squeezing, we compare two different spin-squeezing strategies. We consider an even number of *N* spin-1/2 particles initialized in the polarized state $\documentclass[12pt]{minimal}
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                \begin{document}$$\left|\uparrow \right\rangle$$\end{document}$ is an eigenstate of the Pauli *z* matrix. Local squeezing (namely, local in each atomic ensemble) corresponds to$$\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{J}}_{y,2}$$\end{document}$ are collective spin operators for particles 1, 2, ..., *N*/2 and *N*/2 + 1, ..., *N*, respectively, i.e., we have separated the particles into two ensembles of equal size. The nonlinear evolution generates entanglement between the *N*/2 particles in each ensemble, e.g., by describing interactions among the particles in the same ensemble for the dimensionless time *χt* but does not entangle the two ensembles. Nonlocal squeezing is instead described by the collective one-axis-twisting evolution$$\documentclass[12pt]{minimal}
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Our goal is to estimate linear combinations **n**^*T*^**θ** = *n*~1~*θ*~1~ + *n*~2~*θ*~2~ of locally encoded parameters, generated by the rotations $\documentclass[12pt]{minimal}
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                \begin{document}$${{\bf{n}}}_{-}^{T}{\bf{\uptheta }}$$\end{document}$ is reduced below the classical limit (blue dashed line). However, a local *π*-rotation of the state can effectively change the sign of **r**~2~ and transform the sum into the difference and vice-versa. Hence, nonlocal squeezing can be used to reduce the uncertainty of a specific linear combination of parameters. The state cannot be optimal for arbitrary linear combinations at the same time, but local operations can be used to adjust the state prior to the measurement in order to optimally harness the nonlocal squeezing and beat the sensitivity of local squeezing. Nonlocal squeezing further improves the estimation of nonlocally encoded parameters, as we discuss in Supplementary Note [3](#MOESM1){ref-type="media"}.Fig. 2**Local vs nonlocal atomic spin squeezing**.For a local parameter encoding with *N* = 100 particles, nonlocal squeezing, described by Eq. ([14](#Equ14){ref-type=""}), leads to a larger quantum sensitivity gain for either the sum $\documentclass[12pt]{minimal}
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Multiparameter continuous-variable squeezing {#Sec7}
--------------------------------------------

Continuous-variable multiparameter estimation studies the sensitivity to a multimode displacement described by phase space operators $\documentclass[12pt]{minimal}
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The 2*M* × 2*M* moment matrix, Eq. ([7](#Equ7){ref-type=""}), for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\hat{{\bf{A}}}=\hat{{\bf{q}}}$$\end{document}$ reads$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\tilde{{\mathcal{M}}}[\hat{\rho },\hat{{\bf{q}}}]=\frac{1}{4}{\Omega }^{T}\Gamma {\left[\hat{\rho },\hat{{\bf{q}}}\right]}^{-1}\Omega$$\end{document}$$and provides the maximally achievable sensitivity for multimode displacements via Eq. ([6](#Equ6){ref-type=""}). The 2*M* × 2*M* covariance matrix $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Gamma [\hat{\rho },\hat{{\bf{q}}}]$$\end{document}$ contains complete information on non-displaced Gaussian states. The commutator matrix $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\tilde{C}[\hat{\rho },\hat{{\bf{q}}}]=\frac{1}{2}\Omega$$\end{document}$ is independent of the quantum state, where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$\hat{\rho }$$\end{document}$, Eq. ([16](#Equ16){ref-type=""}) represents a Gaussian lower bound to the quantum Fisher matrix, see Eq. ([3](#Equ3){ref-type=""}). Making use of upper bounds on the quantum Fisher matrix for specific classes of separable states^[@CR17],[@CR57],[@CR58]^, the moment matrix can reveal detailed information about the multimode entanglement structure^[@CR59]^.

The continuous-variable squeezing matrix, optimized over the measurement observables $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\hat{{\bf{X}}}$$\end{document}$, is given by Eq. ([12](#Equ12){ref-type=""}) and reads:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\Xi }_{{\rm{opt}}}^{2}[\hat{\rho },\hat{{\bf{H}}},\hat{{\bf{q}}}]=4R{\Omega }^{T}\Gamma [\hat{\rho },\hat{{\bf{q}}}]\Omega {R}^{T}.$$\end{document}$$Let us first revisit the general squeezing condition for the particular case of the multimode continuous-variable system at hand. A violation of Eq. ([11](#Equ11){ref-type=""}) implies that (see Supplementary Note [4](#MOESM1){ref-type="media"})$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\lambda }_{\min }(\Gamma [\hat{\rho },\hat{{\bf{q}}}]) \, < \, \frac{1}{4},$$\end{document}$$where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\lambda }_{\min }$$\end{document}$ denotes the smallest eigenvalue. The condition Eq. ([18](#Equ18){ref-type=""}) was originally proposed in ref. ^[@CR60]^ as a definition of squeezing in multimode continuous-variable systems that is invariant under passive transformations, i.e., beam splitter operations and phase shifters that leave the number of photons constant. Conversely, if Eq. ([18](#Equ18){ref-type=""}) holds, one can find $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{{\bf{X}}}$$\end{document}$ such that the condition Eq. ([11](#Equ11){ref-type=""}) is violated.

Hence, our general metrological definition of squeezing in multimode systems is equivalent to a well-established definition^[@CR60]^ in the continuous-variable case when considering quadrature operators. The shot-noise rank *r*~SN~, i.e., the number of eigenvalues of $\documentclass[12pt]{minimal}
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                \begin{document}$${\Xi }_{{\rm{opt}}}^{2}[\hat{\rho },\hat{{\bf{H}}},\hat{{\bf{q}}}]$$\end{document}$ that are smaller than one, provides a step-wise characterization of the multiparameter quantum gain up to full multiparameter squeezing (namely, *r*~SN~ = *M*). This establishes a natural multiparameter extension of the single-parameter condition (Eq. ([18](#Equ18){ref-type=""})), which merely implies that *r*~SN~ \> 0.

Multimode squeezed vacuum states {#Sec8}
--------------------------------

The class of pure Gaussian continuous-variable states is given by multimode squeezed vacuum states $\documentclass[12pt]{minimal}
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                \begin{document}$$\left|{\Psi }_{0}\right\rangle$$\end{document}$^[@CR10]--[@CR13]^. As a consequence of the Williamson theorem and the Bloch--Messiah decomposition^[@CR61]^, any such state can be generated by a combination of local squeezing and a series of passive operations^[@CR11],[@CR13]^. Consequently, there always exists a 2*M* × 2*M* orthogonal symplectic matrix *O* and a corresponding passive operation described by $\documentclass[12pt]{minimal}
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The choice of phase-encoding Hamiltonians and measurement observables $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{x}$$\end{document}$) is implemented in each mode with the aid of a local oscillator.

For *O* = 1~2*M*~ and *U* = 1~*M*~, the parameter encoding realized by the Hamiltonians $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{{\bf{q}}}$$\end{document}$. The result (Eq. ([19](#Equ19){ref-type=""})) shows that the multiparameter sensitivity of local transformations is maximized by a mode-local product state. Similarly, for any other choice of *O*, we can define new modes $\documentclass[12pt]{minimal}
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                \begin{document}$$O\hat{{\bf{q}}}$$\end{document}$, the sensitivity is maximized by states that are uncorrelated in the modes $\documentclass[12pt]{minimal}
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                \begin{document}$$O\hat{{\bf{q}}}$$\end{document}$. These states will generally be mode entangled in the original set of modes $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{{\bf{q}}}$$\end{document}$, the optimal sensitivity is achieved by a mode entangled state.

Maximum enhancement due to mode entanglement {#Sec9}
--------------------------------------------

Recall that the multiparameter covariance matrix contains information equivalent to the sensitivity of arbitrary linear combinations of parameters. For any specific linear combination, local squeezing is still suboptimal (an analog observation was discussed above for the case of spins). In this case, we are interested in minimizing a single matrix element rather than all eigenvalues of the squeezing matrix. Let us now identify the maximum gain that can be achieved by making use of mode entanglement.

We consider a fixed family of phase-imprinting Hamiltonians (hence *U* = 1~*M*~) and an estimation of **n**^*T*^**θ** with an arbitrary, fixed unit vector **n** that has non-zero overlap with all the participating modes *k* = 1, ..., *M*. Our goal is to distribute a finite total amount of squeezing (determined by the total average particle number) over all modes in order to minimize $\documentclass[12pt]{minimal}
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                \begin{document}$${n}_{k}=1/\sqrt{M}$$\end{document}$, the optimal mode-separable strategy consists in equal squeezing in all modes, *r*~*k*~ = *r*, for *k* = 1, ..., *M*, while the optimal mode-entangled strategy concentrates all squeezing into a single mode. As soon as *r* \> 0, we have $\documentclass[12pt]{minimal}
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                \begin{document}$${(\Delta {\theta }_{{\rm{m}}\mbox{-}{\rm{ent}}})}^{2}/{(\Delta {\theta }_{{\rm{m}}\mbox{-}{\rm{sep}}})}^{2}<1$$\end{document}$, see Fig. [4](#Fig4){ref-type="fig"}: the mode-entangled strategy outperforms the mode-separable one. In the limit $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{(\Delta {\theta }_{{\rm{m}}\mbox{-}{\rm{ent}}})}^{2}}{{(\Delta {\theta }_{{\rm{m}}\mbox{-}{\rm{sep}}})}^{2}}=\frac{1}{M}\qquad (r\gg 1).$$\end{document}$$We thus recover the gain factor 1/*M* that has been identified as the maximal gain due to mode entanglement^[@CR14]--[@CR17],[@CR23]^. Here the factor 1/*M* is obtained by comparing optimal Gaussian states based on the analysis of the multimode squeezing matrix. We further show in Supplementary Note [4](#MOESM1){ref-type="media"} that, among all possible states with fixed average particle number, squeezed vacuum states optimize the sensitivity of multiparameter displacement sensing, generalizing the single-parameter results of refs. ^[@CR62],[@CR63]^.Fig. 4**Quantum gain from nonlocal mode entanglement**.We plot the ratio between the sensitivity to an uniform average of parameters (Δ*θ*)^2^ = **n**^*T*^**Σn** for optimal mode-entangled and mode-separable states (thick black line), as a function of the squeezing parameter *r*. The solid red lines are the small-*r* approximation $\documentclass[12pt]{minimal}
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                \begin{document}$${e}^{-2(\sqrt{M}-1)r}$$\end{document}$ and the dashed red lines are the large-*r* approximation 1/*M*. Different sets of lines refer to different values of *M*.

Non-commuting generators and non-Gaussian states {#Sec10}
------------------------------------------------

To illustrate how our methods can lead to efficient and saturable strategies in more general scenarios, we now discuss an example dedicated to the estimation of parameters that are generated by non-commuting operators using a non-Gaussian state.

We consider the estimation of the two angles *θ*~1,2~ of a SU(2) rotation $\documentclass[12pt]{minimal}
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                \begin{document}$$\left|{\rm{TF}}\right\rangle$$\end{document}$ cannot be characterized by spin squeezing^[@CR64]^ and Gaussian measurements are unable to fully harness its metrological potential. We consider the two commuting nonlinear observables $\documentclass[12pt]{minimal}
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Discussion {#Sec11}
==========

We introduced metrological multiparameter squeezing as a practical framework to characterize the sensitivity and quantum gain of multiparameter estimation. Our optimization technique can be adapted to any set of accessible observables and thereby allows to adjust the level of complexity to the problem at hand. For example, the multiparameter sensitivity of Gaussian states can be fully captured by a squeezing matrix only containing first and second moments of linear observables. The analysis of the squeezing matrix reveals optimal strategies for the design and analysis of atomic and photonic experiments where Gaussian states still represent the best-controlled and most efficiently generated class of states for metrology. Metrological multiparameter squeezing thus lays the foundation for the development of atomic clocks and electromagnetic field sensors, enhanced by non-local quantum correlations in atomic ensembles with spatially distributed and accessible entanglement^[@CR47]--[@CR49],[@CR65]--[@CR69]^. Furthermore, optical systems provide an established platform with access to entangled multimode photonic quantum states^[@CR50],[@CR51],[@CR70]^ that can be combined with squeezing^[@CR71],[@CR72]^. Our theory of multiparameter squeezing provides a common framework to characterize these experiments and to interpret and optimize them for multiparameter quantum-sensing applications.

By extending the set of accessible observables, the squeezing matrix can be generalized to yield more powerful quantifiers of multiparameter sensitivity that are able to cope with highly sensitive features of non-Gaussian multimode states. This method can also be applied in non-commuting scenarios, where, however, further studies are needed to explore the full potential of our approach. Such developments are important, e.g., in optical systems where one aims to estimate the coordinates of an ensemble of emitters to reconstruct an image^[@CR24]--[@CR28],[@CR71]^. The identification of fundamental resolution limits for quantum imaging requires experimentally and theoretically accessible measures of multiparameter sensitivity for arbitrary emitters.

Methods {#Sec12}
=======

Multiparameter method of moments {#Sec13}
--------------------------------
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Multiparameter shot-noise limit {#Sec14}
-------------------------------

The classical precision limit of multiparameter distributed sensor networks, i.e., the multiparameter shot-noise limit, is defined as the maximal sensitivity that can be achieved by some optimally chosen classical probe state^[@CR17]^,$$\documentclass[12pt]{minimal}
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As a consequence of Eq. ([3](#Equ3){ref-type=""}), we obtain that Eq. ([11](#Equ11){ref-type=""}) holds for all classical states *ρ*~cl~.

The shot-noise limit in discrete-variable multimode interferometers is attained by the most sensitive particle-separable state $\documentclass[12pt]{minimal}
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Optimization of the phase-imprinting Hamiltonians {#Sec15}
-------------------------------------------------

To optimize the choice of *R*, i.e., the phase-imprinting Hamiltonians $\documentclass[12pt]{minimal}
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Continuous-variable squeezing matrix {#Sec16}
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Maximal gain due to mode entanglement {#Sec17}
-------------------------------------
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In order to identify the limits of both strategies for a given **n**, we consider the optimal distribution of a finite total amount of squeezing that minimizes Eq. ([28](#Equ28){ref-type=""}) or Eq. ([29](#Equ29){ref-type=""}) for a fixed total average number of particles $\documentclass[12pt]{minimal}
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Clearly, the mode-entangled sensitivity (Eq. ([29](#Equ29){ref-type=""})) is optimized by concentrating all available squeezing into the initial mode that will be mapped by $\documentclass[12pt]{minimal}
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In the following, let us consider, for simplicity, the estimation of an equally weighted linear combination of all parameters, i.e., $\documentclass[12pt]{minimal}
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