The iterative splitting methods have been extensively applied to solve complicated systems of differential equations. In this process, we split the complex problem into several sub-problems, each of which can be solved sequentially. In this paper, we construct a new symmetric iterative splitting scheme based on the Magnus expansion for solving non-autonomous problems. We also study its convergence properties by using the concepts of stability, consistency, and order. Several numerical examples are illustrated to confirm the theoretical results by comparing frequently used methods.
Introduction
The main objective of this paper is to develop and analyse a splitting method for non-autonomous evaluation equation of the form
on some Banach space X. The precise hypotheses on the operator family A(t), 0 ≤ t ≤ t end , are given in Section 3. In order to solve such non-autonomous system, it is often the case that A(t) = T + V (t), where only the potential operator V (t) is time-dependent and T is the differential operator [1, 3, 9, 10, 15] . Operator splitting is a frequently used procedure in the numerical solution of large systems of partial differential equations. One of the operator splitting methods other than the classical Trotter and Strang splitting is the iterative splitting scheme which is based on first splitting the complex problem into simpler differential equations. Then, each sub-equation is combined with the iterative schemes, each of which is efficiently solved with suitable integrators [11] [12] [13] [14] . Furthermore, these *Corresponding author. Email:gamzetanoglu@iyte.edu.tr
Exponential splitting method based on the Magnus expansion
The Magnus integrator was introduced as a tool to solve non-autonomous linear differential equations for linear operators of the form
with solution u(t) = exp( (t))u(0).
The Magnus expansion is defined as
where the first few terms are [8] 
. . .
where A n = A(t n ). In practice, it is more useful to define the nth-order Magnus operator
such that
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For example, the second-order Magnus method is
Henceforth, the solution will be obtained as follows:
3. Symmetric iterative splitting method and its convergence analysis
Derivation of the algorithm for symmetric iterative splitting
Let us consider the IVP given in Equation (1) with the initial condition (2) on the time interval [0, t end ], where t end ∈ R. We suppose that A(t) splits into the two parts as T + V (t). Let us divide the integration interval [0, t end ] into n equal parts by the points t 0 , t 1 , . . . , t n , where the length of each interval is h = t j+1 − t j = t end /n, j = 0, 1 . . . n. The approximated solution and exact solution at time t = t n are U(t n ) = U n and u(t n ) = u n , respectively. We apply the second-order iterative process described as below on each subinterval [t j , t j+1 ],
where u 2 (t j ) = U(t j ) denotes the numerical approximation to the true solution u(t j ) at the time t = t j and U(t 0 ) = u 0 . The formal solution of the sub-equations given in Equations (11) and (12) on the time interval [t, t + h] can be written as
where
. Next, we use the trapezoidal rule to approximate the integral
Note that i (t + h, t + h) = I. After combining approximation (13) with the iterative schemes (11) and (12) and rearranging expressions, we obtain the first-order approximation
and the second-order approximation
where U(t n + h) = u 2 (t n + h). Repeat this procedure by taking u 0 (t n ) = u 2 (t n + h) for next interval until the desired time t end is reached.
Proposition 3.1 New iterative scheme preserves the time-symmetry property.
Proof The time-symmetry preservation can be easily seen by interchanging t n+1 , u i (t n+1 ), h by t n , u i (t n ), −h, respectively. In order to simplify the notation, we write u n i instead of u i (t n ).
By rearranging Equation (16), we have
Similarly, when we consider the second-order scheme to prove the time-symmetry property, we use the same procedure as above:
When we arrange Equation (17) for u n+1 2 , it is equivalent to equation in Equation (12).
We note that the number of iterations are restricted to two, since in order to compare our method with Lie-Trotter splitting method (first-order method) and Strang splitting method (second-order method).
Convergence analysis
In this section, we analyse the convergence behaviour of the new symmetric iterative scheme derived in the previous section. We assume that T is an unbounded and V (t) is a bounded operator. We define an operator norm as · X←X in a (complex) Banach space (X, · X←X ).
In our proofs, we use the following hypotheses.
Hypothesis 1: Suppose that the closed linear operator A(t)
: D → X, where D is a dense subset of X, and that A(t) is uniformly sectorial for 0 ≤ t ≤ t end . Then, there exist constants a ∈ R, 0 < ϕ < π/2, and
Then for fixed 0 ≤ s ≤ t end , the analytic semigroup e tA(s) satisfies e tA(s) ≤ M e ωt for some constants ω < 0 and M ≥ 1. Our general references on semigroups are [2, 16] .
Hypothesis 2: Let D(T ) = D(A(t)).
We assume that T is a linear closed operator and generates a strongly continuous semigroup e tT on X. By semigroup property, we assume e Tt ≤ 1. Hypothesis 3: We assume that V (t) is a bounded linear operator on some Banach space X. By means of Equation (10), we get e V (t) ≤ e t V (t) , where V (t) ≈ 1 (t), as the convergence of the Magnus expansion is guaranteed if (t) < π. The details can be found in [19] . Hypothesis 4: Let T be an infinitesimal generator of a C 0 semigroup S(t), t ≥ 0. Let t end > 0. We have sup 0≤t≤t end
where E 1 depends on the specific choice of t end , T , V (t)u 0 , and u 0 . For a detailed proof, see [4] . 
Under these conditions, the following convergence analysis is obtained for the proposed symmetric iterative scheme.
Proposition 3.2 The symmetric iterative splitting is of first order if we consider only one iteration given in Equation (11) with the error bound
Here, K only depends onC, R, E 1 (t end ).
Proof We define the local error by e j = U(t j ) − u(t j ), j = 0, 1, 2, . . . , n. For simplicity, we only consider the time interval [0, h]. The exact solution of Equation (1) can be written as
We derive the error bound for Equation (1) by using the first-order iterative splitting scheme. Thus, the numerical solution of Equation (1) 
By subtracting Equation (22) from Equation (21) leads to
whereC = sup 0≤t≤t end V (t) . To obtain the error bound for u(h) − u 0 , we use Hypotheses 4 and 5,
By substituting Equation (24) in Equation (23), we have
where K =C(E 1 (t end ) +CR).
Proposition 3.3 The symmetric iterative splitting is of second order if we consider two iterations given in Equation (12) with the error bound
Here,K only depends onC, R, E 1 (t end ).
Proof We write the equation for second-order iterative splitting as follows:
For estimating the error bound, we subtract Equation (27) from Equation (21), and the remaining term is
Here, u 1 is the solution of the equation in Equation (11) . The proof follows that of the bound of u(h − s) − u 1 in Equation (25), and we have
Proposition 3. Proof For proving the above stability bounds, we employ the standard techniques. For the purpose, we start with the needed auxiliary stability bound of the first-order iterative splitting as in the following proof:
which is bounded by F 1 ≤ hC u 0 , whereC = sup 0≤t≤t end V (t) . By rearranging Equation (30)
Recursively, we get the stability polynomial for the iterative scheme at first order
On the other hand, for finding the stability result of the second-order iterative splitting, we use closeness and linearity of T . It follows as
which is bounded by F 2 ≤ h e 2hC Tu 1 . Since T is a closed operator and for all i = 1, 2 . . . n, by using Hypothesis 4, TU ≤ E 1 (t end ). Substituting the bound of F 2 into Equation (33) leads to
whereĤ = e 2hC E 1 (t end ). Recursively,
Proposition 3.5 The global error of iterative splitting is bounded by
Here, G only depends on t end , u 0 , R, andC.
Proof We use the following insignificant modification of theorem in [17] . We can show by induction that the error after n > 0 steps is
where U h is the second order symmetric iterative scheme. Since U i h ≤ e t endC u 0 + hŜ and
and it follows from Proposition 3.4 that
where G = t end u(t n−1−i ) e t endC u 0 .
Numerical examples
We first deal with the Mathieu equation
This equation is solved by different techniques in [20] . By redefining the variables as q(t) = q 1 (t) andq(t) = q 2 (t), and u(t) = (q 1 (t), q 2 (t)), then the time-dependent oscillator corresponds to
We take as initial condition q(0) = 1.75 andq(0) = 0, integrate up to t = 10, and measure the average error for different time steps.
The numerically observed order in the discrete L ∞ norm is approximately 1 in Table 1 which is supported by Proposition 3.2. In addition, Proposition 3.3 predicts order 2. This number is in perfect agreement with Table 2 . We can also observe in Table 2 that the second-order symmetric iterative splitting scheme is more efficient than not only Strang splitting but also symmetrically weighted splitting (SWS) and the second-order Magnus method ( [1] ). We note that throughout this section, SISM i denotes ith-order symmetric iterative splitting.
Another example is the time-dependent Schrödinger equation as in the following form:
where ψ(x, t) denotes the probability amplitude for the particle to be found at position x at time t andĤ is the Hamiltonian operator for a single particle in a potential.
In our study, we choose a one-dimensional harmonic oscillator in the finite time interval t ∈ [0, t end ] which has the form
with ω 2 (t) = 4 − 3e −t . We take into account the system as in the following form:
we use the second-order centre difference scheme in order to approximate it, thus we get 2N × 2N system.
For exhibited Figure 1 , we suppose that the system is defined in the interval x ∈ [−10, 10], which is split into M = 100 parts of length x = 0.2. We integrate the system using the proposed method with the time step size t = 0.03 up to final time t = 3. We observed that both methods preserve the probability density of the particle in Equation (40). We can choose our new method instead of the Strang splitting method, since we use two steps in SISM 2 , but three steps in Strang splitting method.
Conclusions and discussions
We have constructed a new symmetric iterative splitting scheme for non-autonomous systems with the help of the Magnus expansion. This new scheme is applicable for obtaining the numerical solution of the non-autonomous systems, for example, a Schrödinger equation in quantum mechanics, since it preserves the time symmetry. We also investigated the convergence properties of the new scheme by using the semigroup approaches. We confirm the theoretical results on a test problem. The method also provides the higher order accuracy in the approximate solution with an increasing number of iteration steps. Finally, numerical experiments reveal that our proposed method is efficient and easily adapted to numerically solve for such problems.
