We studied the potential benefit of using artificial neural networks (ANNs) for the diagnosis of thyroidfunction. We examined two types of ANN architecture and assessed their robustness in the face of diagnostic noise. The thyroidfunctiondata we used had previouslybeen studied by multivariate statistical methods and a variety of patternrecognitiontechniques. The total data set comprised 392 cases that had been classified according to both thyroid function and 19 clinical categories. All cases had a complete set of results of six laboratory tests (total thyroxine, free thyroxine, triiodothyronine, triiodothyronine uptake test, thyrotropin, and thyroxine-binding globulin). This data set was divided into subsets used for training the networks To our knowledge, medical decision methods based on ANNs and laboratory data have not been subjected to this kind of testing. Therefore, we studied the real-life performance of ANNs under conditions somewhat similar to those encountered in the clinical context. To permit comparisons, we selected networks of different topologies and trainhg strategies. We also tested the importance of covering the total variation in training data by eramining data sets with various proportions of normal and extreme analytical data.
The present study is a continuation of previous studies on decision support for the diagnosis of thyroid function (4-6). clinical use, their performance often is much lower than expected. One of the causes for this effect is that the data encountered in the clinical situation are much "noisier" than those encountered during training and preliminary testing.
In one of our earlier studies (5) we addressed this problem of real-life performance of decisionsupport systems. We found that, when nine different pattern-recognition methods were trained with a very pure data set (six laboratory tests on 143 hypothyroid, euthyroid, or thyrotoxic individuals), only 54-89% (mean, 78%) of 237 euthyroid test cases with noisy data were correctly allocated.
To our knowledge, medical decision methods based on ANNs and laboratory data have not been subjected to this kind of testing. Therefore, we studied the real-life performance of ANNs under conditions somewhat similar to those encountered in the clinical context. To permit comparisons, we selected networks of different topologies and trainhg strategies. We also tested the importance of covering the total variation in training data by eramining data sets with various proportions of normal and extreme analytical data.
Materials and Methods

Thyroid Data
To evaluate ANNa under close to real-life conditions, we used the same data set as in our previous studies (4) (5) (6) , because these data have a suitable mixture of pure and noisy cases. Five of the clinical groups contained individuals without conditions that might affect the results (Table 1) . Hereafter, the term "pure" refers to this subset of the patient material. The remaining 14 clinical groups, labeled "noisy," included patients with conditions that might influence the thyroid function tests. A typical use of ANN simulations is in the learning of relationships between input and output data. Their usefulness lies in the fact that the learning is based solely on the data supplied; no knowledge need be assumed about the relationship between the input and the output. In the present study, the relationship that we wish to teach the ANN is between the results of laboratory tests of thyroid function (input) and the required patient classification into three functional groups (output).
We used two ANN architectures in this study. The first is the multilevel perceptron, which is trained by using back-propagation of errors (11). This architecture isoneofthemoetwidelyusedbecauseitiseasytotrain and to interpret its results. The second architecture used was learning vector quantization (LVQ). The architecture of LVQ is particularly suited to classification applications (12, 13).
Multilevel perceptrons trained by using back-propagation are based on the idea of an artificial neuron or processing element that computes the weighted sum of its inputs and then outputs a value that is some function of this sum. The function, known as the transfer function needs to be differentiable and is typically a sigrnoidal or hyperbolic tangent function. Layers of these neurons are arranged so that a pattern of connectivity exists between neurons in one layer and those in the next. Training consists of applying an input pattern to the network and checking its output against the required output, producing an error value. The error value is then used to adjust the network weights to mininlire the output error. Each pattern of input and output in the training data is applied to the network in this way until the error over the whole training set reaches a minimum.
At an early stage of research in this field, it was found that neural networks consisting solely of a layer of input neurons and a layer of output neurons were not capable of learning in many of the problem areas of interest. This problem was overcome by introducing so-called "hidden" layers, i.e., layers of neurons with no direct connection to the outside world ( Figure 2) . One of the ways in which the weights for neurons in the hidden layer can be trained is called back-propagation of errors, hence back-propagation ANNs (11).
In the work reported here we found that when we used a hyperbolic tangent transfer function, multilayer perceptrons with a single hidden layer consisting of three units could learn the relationship between thyroid analysis values and diagnostic classifications. The adjustment of weights was achieved by using the normalized cumulative technique, whereby weight changes are accumulated, normalized, and applied at specified intervals rather than after every presentation of an input! output pattern.
LVQ networks were originally suggested by Kohonen et al. (12, 13) . They consist of an input layer, a Kohonen layer, and an output layer. An equal number of neurons, or process elements, in the Kohonen layer are connected to each classification output (Figure 3 ). The weight vectors of the neurons in the Kohonen layer are prototype vectors for the class [when one talks about ANNs, it is often convenient to consider one neuron at a time, hence subscripts can be dropped and the weights regarded as a weight vector iv = (w1, w2, w3, . . . , w,); the inputs to a neuron can be similarly treated]. During training, the distance (Euclidian, or otherwise) of an input vector from the weight vectors is calculated and the process element with the nearest weight vector is declared the winner. Clearly, a conscience mechanism is necessary here so that one process element does not win all the time; this takes the form of a modification of the distance measure dependent on the frequency of winning. if the winning process element is connected to the correct classification output neuron for the input vector, then its weight vector is adjusted to decrease the distance between it and the input vector, if it is not connected to the correct ,'laainfication output neuron, then the weight vector is adjusted so as to increase its distance from the input vector. By repeating this process, the weight vectors of the process elements in the Kohonen layer associated with a particular class are moved into the correct region for correct classification. possible, an equal number of training patterns from each class rather than an unequal number; a disproportionate number from one class will pull the decision boundaries so as to emphasize the most frequently occurring class, thus adversely affecting the training of minority classes. (b) The training patterns should represent the pattern variations within a class; insufficient variation will produce boundaries that do not partition the feature space correctly, leading to misclassification. This present study is in part an investigation of point b.
Once the data set has been selected, it should be presented to the network in random order. This ensures maximum excitation of all neurons in the network by reducing the correlation in the training sample, which may interfere with training.
ANN training strategies need to take account of overtraining.
If the network is trained to peak performance on the training data, it may well have learned the "noise" rather than the general properties of the data. The performance of the trained network on test data then decreases, because its generalization properties are diminirihed. The usual way to avoid this is to carry out a train and test procedure; i.e., the network is trained for a certain number of presentations of the training set and then tested with a test set. The process is repeated until performance on both the data sets is at a maximum. The point at which this is reached is a matter of judgment and, in the medical case, may well rest on the types of errors that are being made by the network.
Medical data sets are often limited in terms of their numbers. In other fields where representative data are plentiful, it is possible to extend the train and test procedure to include a third data set: one data set being used to train the network, another to determine the point at which to stop training, and a third to verify that performance is as expected.
In this study, we used a train and test procedure. By means of preliminary experiments we established areasonable range of numbers of presentations over which to test and to determine the network architecture. These experiments were then followed by further tests with pure and extreme data sets.
Software
The ANNa applied in our study were implemented either in C code or by using the NeuraiWorks Professional U package (NeuraiWare, Pittsburgh. PA) on both 386-PCs and Sun SPARC stations. Random sampling of cases for training subsets of data (see Results and Table  2 ) was done with the SYSTAT/SAMPLE add-on module (Version 5.01; SYSTAT, Evanston, IL) .
a Eachdata set consists of a pair of subsetsthat togethercomprisethe 392 cases: a training subset of cases as specified for each data set and a testing subset consisting of the remaining cases In the total material. The sample sizesarespecifiedas follows:HPO + EU + lOX = totalsubsetsize. 
Back-Propagation, Three Outputs
In preliminary runs of thyroid data through ANNs by using back-propagation, we used three binary variables for coding the thyroid function: IWO = 100, EU = 010, and TOX = 001. Accordingly, the networks had three output nodes in these runs. The output from these nodes are real numbers, between 0.0 and 1.0. A judgment had to be made as to when a particular output corresponded to a particular classification. There is a strong argument for using a winner-takes-all strate'; i.e., the output with the highest value is the indicated diagnosis of the net. However, we decided that only an output greater than a certain cutoff point would be taken as evidence of a clear classification by the network.
To investigate different stages of training, we trained the networks with 16 randomly selected pure cases (Table 1) from each functional category (total 48 cases) for 1000, 2000, and 3000 presentations of the training set. When we tested the ANNa with the remaining 95 pure cases, considering output values of 0.8 as being equal to 1.0, an increase in correct allocation was observed: 92.6%, 96.8%, and 97.9%, respectively.
In a similar experiment, in which we used the same number of presentations with all 143 pure cases as the training set and 237 noisy euthyroid cases as the test set, the corresponding results were 71.3%, 83.1%, and 74.7% correct allocation of the euthyroid test cases, still with a cutoff of 0.8. Performance actually decreased with increased training, as would be expected by overfitting of the pure data by the network.
Back-Propagation, Single Three-Valued Output
Thyroid function is a continuum from low through normal to high function. Therefore, a single three-valued variable is a better description than three binary outputs, because the function code can be numerically ordered, e.g., HPO = 0.0, EU = 0.5, and POX = 1.0. It was again necessary to specify cutoff points for clear diagnosis, as with the three-output back-propagation network.
In On the basis of this experience, we used a back-propagation network with three hidden units and a single output node (Figure 2 ) in the later experiments.
The cutoff values for these experiments were modified to 0.2 and 0.8 after testing with other data sets.
Learning Vector Quantization, Three Outputs LVQ was chosen as an alternative to the more commonly used back-propagation algorithm because of its proven performance on classification of statistical and speech data (12). We used the same training and testing data as above (48 + 95 pure cases). Only one hypothyroid test case was misallocated as euthyroid (98.4% correct). A preliminary run in which the network was trained with all the 143 pure cases and tested on the 237 noisy euthyroid cases was also very promising: only 2 test cases were misallocated. The above results were obtained with the number of presentations between 1000 and 2000.
Trials with Pure and Extreme Data
A more detailed analysis of the misallocated cases in the above-mentioned preliminary runs made us suspect that we were aaking too much of the generalization properties of the ANN because the training set did not convey enough information about the problem domain: misallocated cases often had laboratory test values that were not covered by training data. We therefore decided to run and compare two series of network studies: one series with pure training data tested on noisy cases, and another with training data covering the total range of variation in each of the three functional groups for all six variables ( Table 2) . The results, shown in Tables 3  and 4 , are for five trials with each data set and with numbers of presentations at regular intervals up to 3000. The results presented are taken at the point of best performance of each network; because the start weights are randomized before each trial, this point occurs at various numbers of presentations of the training set. Thirty cases that covered the total range of variation of the six variables for the HPO, EU, and TOX groups were identified among all 392 observations in the clinical material.
This basic training data subset ( Table 2 , data set 1), hereafter called "extreme cases," thus defines the boundaries and does not represent the more random variation in thyroid data. To this basic subset we added 30 or 45 randomly selected training cases ( Table 2 , data sets 2-4 and 5-7). Test data were always the remaining cases in the total material. This random sampling was repeated three times for each data set size to avoid being misled by peculiar data selections. These data sets were then run through networks by both learning strategies, i.e., back-propagation (with one output) and LVQ (with three outputs). The results are shown in Tables 
Pure-Data Learning
These runs resemble the previous studies in which various pattern recognition methods were used (5). One data set used the complete set of pure cases for training ( Table 2 , data set 8), whereas the three other training sets (data sets 9-11) contained 75 randomly selected pure cases (to provide more test cases, this included cases belonging to the HPO group that were only in the training subset of data set 8). These data sets were also run through ANNs by using both learning strategies. The results are shown in Tables 3 and 4 . Although generally slightly inferior to the results obtained with training by extreme values, both types of ANNs performed well when trained with pure cases (92.7-98.8% correct allocation of test cases). Misallocation was similar to the extreme-data case, except for one thyrotoxic case that was consistently daamfied as euthyroid. 
Discussion
The aim of this study was not to obtain trained ANNs for clinical use, but rather to investigate the properties of selected network topologies when medical data are used that include various amounts of diagnostic noise. Therefore, we chose a data set that was previously found suitable for studies with other decision-support methods, although some of the laboratory tests are now carried out with improved methods. This is especially true for the assay of TSH, which, in the present investigation, was a competitive RIA and not an ultrasensitive immunometric method. Because the earlier studies were based on all six laboratory variables of the data set, the complete data set was also included in the present investigation. However, it has been shown (4, 6) that the necessary diagnostic information is probably carried by a subset of the variables. Therefore, we made some control runs using the threevariable combination (T4, T3U, and TSH) identified as optimum by discriminant analysis (4,6). In all these runs (results not shown) both types of network performed well with both extreme-valued and pure training data (95.0-98.1% correct allocation of test cases).
Both ANN architectures show good performance on this thyroid data set. There is no clear empirical evidence that either technique should be the preferred choice for any diagnostic system. Theoretically, backpropagation may be seen as a process of finding boundaries between classes, whereas LVQ could be seen as seeking a collection of exemplars that best represent classes. One method may therefore need a coverage of extreme as well as pure data, whereas the other may well succeed with pure data alone.
Both ANN techniques seem to be prone to misclassifying euthyroid patients The reason lies in the broad range of analyte values present in the euthyroid cases; e.g., normal subjects have test results that could signify a thyroid problem. This is part of human variability and does not invalidate the use of ANNa. However, euthyroid cases predominate in some test data sets, and the actual number of noneuthyroid patients may be low. For example, data 2 . As opposed to multivariate statistical methods and many traditional methods for pattern recognition, ANNs of the types explored in this study do not provide probability estimates for correct allocation of single observations. Therefore, it is necessary to rely on estimates obtained by running test data through a trained system (as must also be done when the theoretical assumptions of statistical allocation methods are not fulfilled).
Learning with Extreme Values
3. Multivariate statistical methods and many pattern-recognition methods provide insights into data that are difficult to extract from the plethora of connections and weights in an ANN. For example, with linear discriminant analysis one can understand why a particular data pattern is allocated to a certain category, and it is fairly simple to identify the variable subsets that carry the greatest discriminatory power (6, 15 
