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Abstract
We consider the problem of balancing load items (tokens) in networks. Starting with an
arbitrary load distribution, we allow nodes to exchange tokens with their neighbors in each
round. The goal is to achieve a distribution where all nodes have nearly the same number of
tokens.
For the continuous case where tokens are arbitrarily divisible, most load balancing schemes
correspond to Markov chains, whose convergence is fairly well-understood in terms of their
spectral gap. However, in many applications, load items cannot be divided arbitrarily, and
we need to deal with the discrete case where the load is composed of indivisible tokens. This
discretization entails a non-linear behavior due to its rounding errors, which makes this analysis
much harder than in the continuous case.
We investigate several randomized protocols for different communication models in the dis-
crete case. As our main result, we prove that for any regular network in the matching model,
all nodes have the same load up to an additive constant in (asymptotically) the same number
of rounds as required in the continuous case. This generalizes and tightens the previous best
result, which only holds for expander graphs [17], and demonstrates that there is almost no
difference between the discrete and continuous cases. Our results also provide a positive answer
to the question of how well discrete load balancing can be approximated by (continuous) Markov
chains, which has been posed by many researchers, e.g., [23, 29, 32].
∗A preliminary version of this work appeared in Proceedings of the 53rd Annual IEEE Symposium on Foundations
of Computer Science (FOCS), 2012.
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1 Introduction
Consider an application running on a parallel network with n processors. Every processor has
initially a certain amount of tokens (jobs) and the processors are connected by an arbitrary graph.
The goal of load balancing is to reallocate the tokens by transferring them along the edges so that
eventually every processor has almost the same number of tokens.
Load balancing is a well-studied problem in distributed systems and has manifold applications in
scheduling [36], hashing [24], routing [11], numerical computation such as solving partial differential
equations [35, 37, 38], and simulation of dynamics [9]. This trend has been reinforced by the
flattening of processor speeds, leading to an increasing usage of multi-core processors and the
emergence of large decentralized networks like P2P networks. Especially for large-scale networks,
it is desirable to use local and iterative load balancing protocols, where every processor only needs
to know its current and neighboring processors’ loads, and based on that, decides how many tokens
should be sent or received.
A common classification of iterative load balancing schemes is the distinction between diffusion
and matching models. In the case of diffusion, every node balances its load concurrently with all
neighbors in each round. In the matching model, by contrast, every node balances its load with at
most one neighbor in each round.
We measure the smoothness of the load distribution by the so-called discrepancy, which is the
difference between the maximum and minimum load among all nodes. In view of more complex
scenarios where jobs may be removed or injected, the discrepancy is a more precise measure than
the makespan, which only takes the maximum load into account.
Many studies on load balancing assume that the load is arbitrarily divisible. In this so-called
continuous case, the diffusion scheme corresponds to a Markov chain on the graph, and one can
resort to a wide range of techniques to analyze the convergence rate [8, 20, 29]. In particular, the
spectral gap captures the time to reach a small discrepancy fairly accurately [32, 34]. This relation
continues to hold for the matching model, even if the sequence of matchings is generated randomly,
which might be necessary for graphs with no canonical sequence [10, 28].
However, in many applications a processor’s load may consist of jobs which are not further
divisible, which is why the continuous case is also referred to as the “idealized case” [32]. A
common way to model indivisible jobs is the unit-size token model where one assumes a smallest
load entity, the unit-size token, and load is always represented by a multiple of this smallest entity.
In the following, we will refer to the unit-size token model as the discrete case. It is well-known
that the discrete case can be roughly modeled by Markov chains, but this approximation may be
quite inaccurate [32]. Hence, the question of a precise quantitative relationship between Markov
chains and load balancing algorithms has been posed in many references [20, 23, 28, 29, 32, 35].
Unfortunately, the discrete case is much more difficult to analyze due to its nonlinearity that is
caused by the roundings to whole tokens in each round.
Muthukrishnan et al. [29] proved the first rigorous result for the discrete case in the diffusion
model. They assume that the number of tokens sent along each edge is obtained by rounding down
the amount of load that would be sent in the continuous case. Using this approach, they established
that the discrepancy is at most O( dn1−λ) after O( log(Kn)1−λ ) rounds, where d is the degree, K is the
discrepancy of the initial load vector, and 1−λ is the spectral gap of this diffusion matrix. Similar
results for the matching model were shown by Muthukrishnan and Ghosh [28].
Further progress was made by Rabani et al. [32] who introduced the so-called local divergence,
which is a natural parameter that essentially aggregates the sum of load differences over all edges
in all rounds. For both the diffusion and matching models, they proved that the local divergence
yields an upper bound on the maximum deviation between the continuous and discrete case for the
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aforementioned rounding down approach. They also computed the local divergence for different
networks (e.g., torus graphs) and proved a general upper bound that translates into a discrepancy
bound of O(d logn1−λ ) after O( log(Kn)1−λ ) rounds for any d-regular graph.
While always rounding down may lead to quick stabilization, the discrepancy can be substantial,
i.e., as large as the diameter of the graph (in case of diffusion, it can even be even the diameter
times the degree). Therefore, Rabani et al. [32] suggested to use randomized rounding in order to
get a better approximation of the continuous case.
Friedrich and Sauerwald [17] derived several results for this randomized protocol in the matching
model. By analyzing the ℓ2-version of the local divergence, the so-called local 2-divergence, they
proved that on many networks, the randomized protocol yields a square root improvement in terms
of the achieved discrepancy compared to the deterministic protocol from [32]. Later Berenbrink
et al. [7] extended some of these results to the diffusion model.
Anagnostopoulos et al. [4] studied the stability of the random matching model on arbitrary
networks. In addition to balancing operations in each round, an adversary can place jobs on the
processors, and every processor can execute one job in each round. The main result of [4] states
that unless the adversary trivially overloads the network, the system is stable, regardless of how
the adversary injects new jobs and the balancing operations are rounded.
Closely related to our problem are balancing networks [5], which are siblings of sorting networks
with comparators replaced with balancers. Klugerman and Plaxton [22] gave the first construction
of a balancing network of depth O(log n) that achieves a discrepancy of one. Rabani et al. [32]
established results for other networks, but these involve a much larger depth. All of these results [5,
22, 32] require each balancer to be initialized in a special way, while our randomized protocols do
not require any specific initialization, and, therefore making them more robust and practical.
There are also studies in which nodes are equipped with additional abilities. For instance,
Even-Dar and Mansour [15] analyzed a load balancing model where every node knows the average
load. Elsa¨sser and Sauerwald [14] analyzed an algorithm that uses random-walk based routing of
positive and negative tokens to minimize the makespan. Finally, in Akbari et al. [2] nodes simulate
the continuous process in parallel to decide how many tokens should be sent.
While all aforementioned load balancing protocols can send an arbitrarily large number of
tokens along edges, several studies considered an alternative model in which only a single token
can traverse an each edge in each round. Obviously, the convergence is much slower and at least
linear in the initial discrepancy (for concrete results, see Aiello et al. [1], Ghosh et al. [20]).
Our Results We analyze several natural randomized protocols for indivisible, unit-size tokens.
All protocols use the idea of randomized rounding in order to “imitate” the behavior of the contin-
uous case in each round.
Our main result for the matching model is as follows:
Theorem 1.1. Let G be a regular graph with n nodes and K be the discrepancy of the initial load
vector. There are constants c1, c2 > 0 independent of G and K so that with probability at least
1 − exp(−(log n)c1), the discrepancy is at most c2 in O
(
log(Kn)
1−λ(P)
)
rounds in the random matching
model. This also holds in O
(
log(Kn)
1−λ(M)
)
rounds in the balancing circuit model if d is constant.
Furthermore, the expected discrepancy is constant in the same number of rounds in both models 1.
The two bounds on the runtime in Theorem 1.1 match the ones from the continuous case up
to a constant factor (see Theorem 2.3, Theorem 2.9, and the lower bound in Theorem 2.10). The
1For precise definitions of both models, λ(P), λ(M), and d, see Section 2.
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Table 1: Comparison with Previous Work
Graphs Rounds Discrepancy Model Reference
Expander O(log(Kn))
O(log n) det. (BC) [32]
O(log log n) rand. (BC & RM) [17]
O(1) rand. (BC & RM) Theorem 1.1
r-dim.
Torus
O
(
log(Kn)n2/r
)
O(n1/r) det. (BC) [32]
O(n1/(2r)√log n) rand. (BC) [17]
O(n1/(2r) log n) rand. (RM) [17]
O(1) rand. (BC & RM) Theorem 1.1
d-Regular
Graphs
O
(
log(Kn)
1−λ
)
O
(
d logn
1−λ
)
det. (BC) [32]
O
(√
d logn
1−λ
)
rand. (BC) [17]
O(1) rand. (BC) Theorem 1.1
O
(√
(logn)3
1−λ
)
rand. (RM) [17]
O(1) rand. (RM) Theorem 1.1
Arbitrary
Graphs
O
(
d·log(Kn)
1−λ
)
O
(
d·logn
1−λ
)
det. (BC) [32]
O
(√
d·logn
1−λ
)
rand. (BC) [17]
O(τcont(K,n−2)) O((log n)ε) rand. (BC & RM) Theorem 4.7
O(τcont(K,n−2)·log log n) O(log log n) rand. (BC & RM) Theorem 4.7
Table 2: A comparison of our results for the matching model with the previous best results. The initial discrepancy is denoted
by K, and 1 − λ denotes the spectral gap. Here, det. and rand. refer to deterministic and randomized rounding, respectively.
BC stands for the balancing circuit model, and RM stands for the random matching model. Note that τcont(K,n−2) is the time
for the continuous process to reach a discrepancy of n−2 with probability 1− n−1. For the precise definitions, see Section 2.
previous best result for this protocol holds only for expander graphs and the number of rounds is a
factor (log log n)3 larger than ours [17]. For expander graphs and K = poly(n), our algorithm needs
only Θ(log n) rounds, which would be necessary for any centralized algorithm. For general graphs,
all previous bounds on the discrepancy include the spectral gap 1 − λ. Therefore, especially for
graphs which have small expansion like Torus graphs, our main result represents a vast improvement
(Table 1).
We further analyze the matching model on non-regular graphs. In Theorem 4.7, we show that a
discrepancy of O(log log n) can be achieved within a number of rounds only an O(log log n) factor
larger than in the continuous case. Together with Theorem 1.1, these results demonstrate that for
arbitrary networks, there is essentially no difference between the discrete and continuous cases.
Finally, we also study two natural diffusion-based protocols in the discrete case [7, 18]. For
these protocols our discrepancy bounds depend only polynomially on the maximum degree ∆ and
logarithmically on n, while again all previous results include the spectral gap or are restricted to
special graph classes [7, 18, 29, 32]. For the precise results, we refer the reader to Section 6.
3
Our Techniques Our main results are based on the combination of two novel techniques, which
may have further applications to other problems. First, instead of analyzing the rounding errors for
each edge directly [7, 17, 28, 29, 32], we adopt a token-based viewpoint and relate the movements
of tokens to parallel random walks. This establishes a nice analogy between the distribution of
tokens and the well-studied balls-and-bins model (see Corollary 4.4), and constitutes an important
application of distributed random walks [3, 12] to load balancing. Second, we employ potential
functions to reduce the task of balancing an arbitrary load vector to the task of balancing a sparse
load vector, i.e., a load vector that contains much fewer tokens than n. Especially for these sparse
load vectors, the token-based viewpoint yields much stronger concentration inequalities than the
previously known results [7, 17].
All our discrepancy bounds make use of the local 2-divergence, which is one of the most impor-
tant tools to quantify the deviation between the continuous and the discrete cases [7, 17, 32]. We
prove that for any graph and any sequence of matchings, the local 2-divergence is between 1 and√
2, while all previous bounds include graph parameters such as the spectral gap or the (maximum)
degree. For the diffusion model, the local 2-divergence is basically given by Θ(
√
∆), where ∆ is the
maximum degree. All previous bounds on the local 2-divergence in the diffusion model depend on
the size and expansion of the graph, or are restricted to certain graph classes.
Organization The remainder of this paper is organized as follows. Section 2 introduces the
matching-based model and provides some basic notations and definitions. In Section 3, we derive
a tight bound on the local 2-divergence that is further applied to bound the maximum deviation
between the continuous and discrete cases. In Section 4, we introduce a novel technique that relates
the movement of tokens to independent random walks. Based on this method, we derive bounds
on the discrepancy that hold for arbitrary graphs (see Section 4.2). The proof of our main result
(Theorem 1.1) is given in Section 5. Finally, in Section 6, we apply similar techniques as in Section 3
to bound the local 2-divergence for the diffusion model.
Basic Notations We assume that G = (V,E) is an undirected, connected graph with n nodes,
indexed from 1 to n. For any node u, let N(u) be the set of neighbors of node u and d(u) := |N(u)|
its degree. The maximum degree of G is denoted by ∆ := maxu d(u). By diam(G), we denote
the diameter of G. Following [32], we use the notation [u : v] for an edge {u, v} ∈ E with
u < v. For any vector x = (x1, . . . , xn), the p-norm of x is defined by ‖x‖p := (
∑n
i=1 |xi|p)1/p.
In particular, ‖x‖∞ := max16i6n |xi|. We also use xmax := max16i6n xi, xmin := min16i6n xi, and
disc(x) := maxi,j |xi − xj| = xmax − xmin. The n-dimensional vector (1, . . . , 1) is also denoted by
1 and, similarly, (0, . . . , 0) is denoted by 0. Throughout the paper, all vectors are represented
as row vectors. The n by n identity matrix is denoted by I. For any n by n real symmetric
matrixM, let λ1(M) > . . . > λn(M) be the n eigenvalues of matrixM. For simplicity, let λ(M) :=
max{|λ2(M)|, |λn(M)|}. For a non-symmetric matrixM, we define an associated symmetric matrix
M˜ :=M ·MT, and let λ(M) := max{|λ2(M˜)|, |λn(M˜)|}.
By log(·), we denote the natural logarithm. For any condition E , let χE be the indicator variable
which is 1 if E holds and 0, otherwise.
Several inequalities in this paper require that n is lower bounded by a sufficiently large constant.
2 The Matching Model
In the matching model (also known as dimension exchange model reflecting its seminal application
to hypercubes), every two matched nodes in round t balance their loads as evenly as possible. This
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can be expressed by a symmetric n by n matching matrix M(t), where we, with slight abuse of
notation, use the same symbol for the matching and the corresponding matching matrix. Matrix
M(t) is defined as follows. For every {u, v} ∈M(t), we have M(t)u,u := 1/2, M(t)v,v := 1/2, andM(t)u,v =
M
(t)
v,u := 1/2. If u is not matched, then M
(t)
u,u = 1, and M
(t)
u,v = 0 for u 6= v. We will frequently
consider the product of consecutive matching matrices and denote this by M[t1,t2] =
∏t2
s=t1
M(s)
for two rounds t1 6 t2. If t1 = t2 + 1, then M
[t1,t2] = I. For any matrix M, let Mu,· be the row of
M corresponding to node u and M·,u be the column of M corresponding to node u. Note that, in
general, the matrix M[t1,t2] may not be symmetric, but as a product of doubly-stochastic matrices,
it is doubly-stochastic.
2.1 Balancing Circuit and Random Matching Model
In the balancing circuit model, a certain sequence of matchings is applied periodically. More pre-
cisely, let M(1), . . . ,M(d) be a sequence of d matching matrices2. Then in round t > 1, we apply
the matching matrix
M(t) :=M(((t−1) mod d)+1).
Following [32], we define the round matrix M :=
∏d
s=1M
(s). A natural choice for the d matching
matrices is given by an edge coloring of graph G. There are various efficient distributed edge
coloring algorithms (see, for example, [30, 31]).
We notice that the round matrixM is the product of doubly stochastic matrices and, therefore,
also doubly stochastic. Since we further assume that M is ergodic, the uniform distribution is the
(unique) stationary distribution of the associated Markov chain. However, the matrix M may not
be symmetric. As discussed in [32], we can relate the convergence of M in this case to that of an
associated symmetric matrix M˜ :=M ·MT, the so-called multiplicative reversibilization [16]. Since
M is ergodic, we have λ(M) < 1 in either case.
The alternative to the balancing circuit model is the random matching model, where one gen-
erates a random matching in each round. There are several simple and distributed randomized
protocols to generate such matchings. For instance, Muthukrishnan and Ghosh [28] analyzed a
two-stage protocol for d-regular graphs where in the first stage every node picks an incident edge
independently with probability Θ(1/d). In the second stage, we consider the matching formed by
all edges that are not incident to any other edge chosen in the first stage. A similar protocol studied
in [10] also works for non-regular graphs. These protocols have two natural properties sufficient for
our analysis. First, for
pmin := min
t∈N
min
{u,v}∈E
Pr
[
{u, v} ∈M(t)
]
,
we have pmin > cmin · 1∆ for some constant cmin > 0. Second, random matchings generated in
different rounds are mutually independent.
2.2 The Continuous Case
In the continuous case, load is arbitrarily divisible. Let ξ(0) ∈ Rn be the initial load vector, and
two matched nodes balance their loads perfectly in every round. It is easy to see that this process
corresponds to a linear system and the load vector ξ(t), t > 1, can be expressed as ξ(t) = ξ(t−1)M(t),
2Traditionally, the variable d is used for the number of matchings [17, 32]. There may not exist a direct relation
between d and the (maximum) degree of the underlying graph G. However, the graph induced by the union of the d
matchings has maximum degree at most d.
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which results in ξ(t) = ξ(0)M[1,t]. Moreover,
ξ(t)u = ξ
(t−1)
u +
∑
v : {u,v}∈E
(
ξ(t−1)v M
(t)
v,u − ξ(t−1)u M(t)u,v
)
= ξ(t−1)u +
∑
v : {u,v}∈M(t)
(
1
2
ξ(t−1)v −
1
2
ξ(t−1)u
)
.
We define the average load by ξ :=
∑
w∈V ξ
(0)
w /n, which is invariant of the round t. Note that
the convergence in the continuous case depends on the randomly chosen matchings in the random
matching model, while it is “deterministic” in the balancing circuit model (for any fixed initial load
vector).
Definition 2.1. Let G be any graph. Fix any pair (K, ε) with K > ε > 0. For any pair
of integers 0 6 t1 < t2, we call a time-interval [t1, t2] associated with a sequence of matchings
〈M(t1+1), . . . ,M(t2)〉 (K, ε)–smoothing if for any ξ(t1) ∈ Rn with disc (ξ(t1)) 6 K, the load vector
at the end of round t2 satisfies disc
(
ξ(t2)
)
6 ε.
• For the balancing circuit model, define
τcont(K, ε) := min {t ∈ N : [0, t] is (K, ε)–smoothing} ,
i.e., τcont(K, ε) is the minimum number of rounds in the continuous case to reach discrepancy
ε for any initial vector ξ(0) with discrepancy at most K.
• For the random matching model, define
τcont(K, ε) := min
{
t ∈ N : Pr [ [0, t] is (K, ε)–smoothing ] > 1− n−1} ,
i.e., τcont(K, ε) is the minimum number of rounds in the continuous case so that with proba-
bility at least 1−n−1, we reach a discrepancy of ε for any initial vector ξ(0) with discrepancy
at most K. Note that the probability space is taken over t randomly chosen matchings
M(1), . . . ,M(t).
We point out that in both the balancing circuit and the random matching models, τcont(K, ε)
is not a random variable. In addition, by scaling the load vector ξ(t), it is immediate that τcont(α ·
K,α · ε) = τcont(K, ε) for any α ∈ R+.
The next lemma provides several results that relate the convergence time τcont(., .) to the entries
of the matrix M[1,τcont(.,.)].
Lemma 2.2. Fix any sequence of matchings M = 〈M(1),M(2), . . .〉, and consider the continuous
case. Then, the following statements hold:
• If the time-interval [0, t] is (K, ε)–smoothing, then for any non-negative vector y with ‖y‖1 =
1, it holds that ∣∣∣∣∣∑
w∈V
ywξ
(t)
w − ξ
∣∣∣∣∣ 6 ε.
• If the time-interval [0, t] is (1, ε)–smoothing, then for every u, v ∈ V , we have∣∣∣∣M[1,t]u,v − 1n
∣∣∣∣ 6 ε.
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• Conversely, if
∣∣∣M[1,t]u,v − 1n ∣∣∣ 6 ε for every u, v ∈ V , then the time-interval [0, t] is (1, 2εn)-
smoothing.
Proof. For the first statement, let ξ(0) be any initial load vector with discrepancy at most K. Since
[0, t] is (K, ε)-smoothing, disc(ξ(t)) 6 ε. Hence, for all nodes w ∈ V ,
∣∣∣ξ(t)w − ξ∣∣∣ 6 ε. Using this along
with the triangle inequality, we get∣∣∣∣∣∑
w∈V
ywξ
(t)
w − ξ
∣∣∣∣∣ =
∣∣∣∣∣∑
w∈V
(
ywξ
(t)
w − ywξ
)∣∣∣∣∣ 6 ∑
w∈V
∣∣∣ywξ(t)w − ywξ∣∣∣ = ∑
w∈V
yw ·
∣∣∣ξ(t)w − ξ∣∣∣ 6 ε.
For the second statement, let y be the unit-vector that is one at vertex v and ξ(0) be the unit-vector
that is one at vertex u. Then, ξ = 1n , and
ξ(t)v =
∑
w∈V
ξ(0)w M
[1,t]
w,v =M
[1,t]
u,v .
Hence,
∑
w∈V ywξ
(t)
w = ξ
(t)
v =M
[1,t]
u,v , and by the first statement,
∣∣∣M[1,t]u,v − 1n ∣∣∣ 6 ε.
To prove the third statement, assume that it holds for all nodes u, v ∈ V that
∣∣∣M[1,t]v,u − 1n ∣∣∣ 6 ε
and satisfies ξ(0) satisfies disc(ξ(0)) 6 1. Then,
ξ(t)u =
∑
v∈V
ξ(0)v ·M[1,t]v,u
=
∑
v∈V
ξ ·M[1,t]v,u +
∑
v∈V
(ξ(0)v − ξ) ·M[1,t]v,u
= ξ +
∑
v∈V
(ξ(0)v − ξ) ·
1
n
+
∑
v∈V
(ξ(0)v − ξ) ·
(
M[1,t]v,u −
1
n
)
6 ξ + 0 +
∑
v∈V
1 · ε 6 ξ + ε · n.
Similarly, ξ
(t)
u > ξ − εn. Hence, the discrepancy of ξ(t) is at most 2εn.
Following previous works [29, 32], we adopt the view that the continuous case (τcont(K, ε)) is
well-understood, and our goal is to analyze the discrete case. For the balancing circuit model, there
is indeed a natural bound on τcont(K, ε) depending on λ(M). Recall that if M is not symmetric,
then λ(M) is defined in terms of M˜.
Theorem 2.3 ([32, Theorem 1]). Consider the balancing circuit model with d matchingsM(1), . . . ,M(d).
Then, for any ε > 0, it holds that
τcont(K, ε) 6 d · 4
1− λ(M) · log
(
Kn
ε
)
.
The next lemma is easily derived from the results in [16].
Lemma 2.4. Consider the balancing circuit model for d matchings M(1), . . . ,M(d). Let M =∏d
i=1M
(i). Then, it holds for any pair of nodes u, v ∈ V that∣∣∣∣Mtu,v − 1n
∣∣∣∣ 6 (λ(M))t/2 .
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Proof. We first look at the case where M is symmetric. Let v1, . . . vn be orthonormal eigenvectors
of the matrixM with corresponding eigenvalues λ1, . . . , λn. Let ξ
(0) be the unit vector which is one
for vertex u, and zero, otherwise. We decompose ξ(0) as
∑n
i=1 πi, where πi is a constant multiplicity
of vi. Since ξ
(0) is a probability distribution, we have π1 = (1/n, . . . , 1/n). Therefore,∥∥∥ξ(1) − π1∥∥∥2
2
=
∥∥∥ξ(0)M− π1∥∥∥2
2
= ‖π1M+ . . . + πnM− π1‖22
= ‖λ2π2 + · · ·+ λnπn‖22
6 λ(M)2 ·
∥∥∥ξ(0) − π1∥∥∥2
2
,
and it holds by induction that∥∥∥ξ(t) − π1∥∥∥2
2
6 λ(M)2t ·
∥∥∥ξ(0) − π1∥∥∥2
2
6 λ(M)t.
Since ξ
(t)
v =Mtu,v, we have (
ξ(t)v −
1
n
)2
=
(
Mtu,v −
1
n
)2
6 λ(M)t,
and hence, the claim holds.
For the case of a non-symmetric matrix M, let ξ(0) again be the unit vector which is one for
vertex u and zero, otherwise. By [16, Eq. 2.11], we have that
∑
v∈V
(
ξ(t)v −
1
n
)2
6
(
max
26i6n
|λi(M)|
)t
·
∑
v∈V
(
ξ(0)v −
1
n
)2
6 λ(M)t.
Since ξ
(t)
v =Mtu,v, the claim follows. Combining the two cases completes the proof.
For matchings with λ(M) close to 1, the following lemma gives a better bound.
Lemma 2.5. Consider the balancing circuit model with d = O(1). Then, for any σ with 2n 6
σ−1 6 1, there is a constant c = 128d2 such that for any u, v ∈ V ,
Mcσ
4
u,v 6
1
n
+ σ−1/2.
Proof. Fix any node u ∈ V . We first look at the case where there is no number s satisfying
‖Msu,·‖22 > σ−1. Then, for any node v we have that(
Mcσ
4
u,v −
1
n
)2
6
∥∥∥Mcσ4u,. ∥∥∥2
2
6 σ−1,
which implies that Mcσ
4
u,v 6
1
n + σ
−1/2.
Next, assume that s is any number for which ‖Msu,·‖22 > σ−1. Then,
∥∥Msu,·∥∥∞ >
∥∥Msu,·∥∥22∥∥Msu,·∥∥1 > σ−1.
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Let v be any node with Msu,v > σ
−1. Since 12σ
−1 > 1n , there is at least one node w 6= v with
Msu,w 6
1
2σ
−1. Next, define G′ as the undirected (multi-)graph formed by the union of the d
matchings M(1),M(2), . . . ,M(d). Since the round matrix M is ergodic, the graph G′ is connected.
Hence, there is a shortest path P = (u1 = v, . . . , uℓ = w) from v to such a node w ∈ V . In
particular, we can find a node w ∈ V (and associated path P ) with the additional property that w
is the only node on P with Msu,w 6
1
2σ
−1. Therefore, ℓ− 1 6 1/(12σ−1) = 2σ. Consequently, there
must be at least one edge {f, g} ∈ E(G′) along the path P so that
Msu,f −Msu,g >
Msu,v −Msu,w
ℓ− 1 >
1
2σ
−1
2σ
=
1
4
σ−2.
Let M(j) with 1 6 j 6 d be the first matching to include the edge {f, g} ∈ E(G). Now, observe
that in at least one of the rounds t with d · s + 1 6 t 6 d · s + j, node f sends a load amount of
at least 116dσ
−2 to one of its neighbors, or node g receives a load amount of at least 116dσ
−2 from
one of its neighbors. (To see this, assume that the statement does not hold in all rounds t with
d · s+1 6 t 6 d · s+ j − 1. ) Then, the load of f at the end of round d · s+ j − 1 would be at least
M
[1,d·s+j−1]
u,f >M
[1,d·s]
u,f − (j − 1) ·
1
16d
σ−2 >M[1,d·s]u,f −
1
16
σ−2,
and similarly, M
[1,d·s+j−1]
u,g 6M
[1,d·s]
u,g +
1
16σ
−2, which would imply
M
[1,d·s+j−1]
u,f −M[1,d·s+j−1]u,g >
1
4
σ−2 − 2 · 1
16
σ−2 =
1
8
σ−2.
Hence in round d · s+ j node f would send a load amount of at least
1
2
·
(
M
[1,d·s+j−1]
u,f −M[1,d·s+j−1]u,g
)
>
1
16
σ−2
to node g). Hence, there exists a pair of nodes p and q (noticing that at least one of these nodes is
f or g), which satisfies
M[1,t−1]u,p −M[1,t−1]u,q >
1
8d
· σ−2.
Since
∥∥∥M[1,s]u,· ∥∥∥2
2
is non-increasing in s, we conclude that∥∥∥M[1,d·s+d]u,· ∥∥∥2
2
6
∥∥∥M[1,t]u,· ∥∥∥2
2
6
∑
k∈V,k 6∈{p,q}
(
M
[1,t−1]
u,k
)2
+ 2 ·
(
M
[1,t−1]
u,p +M
[1,t−1]
u,q
2
)2
=
∥∥∥M[1,t−1]u,. ∥∥∥2
2
−
(
M[1,t−1]u,p
)2
−
(
M[1,t−1]u,q
)2
+
1
2
(
M[1,t−1]u,p +M
[1,t−1]
u,q
)2
=
∥∥∥M[1,t−1]u,. ∥∥∥2
2
− 1
2
(
M[1,t−1]u,p −M[1,t−1]u,q
)2
6
∥∥∥M[1,t−1]u,. ∥∥∥2
2
− 1
2
(
1
8d
σ−2
)2
.
Hence, ∥∥∥M[1,d·s+d]u,· ∥∥∥2
2
6
∥∥∥M[1,t−1]u,· ∥∥∥2
2
− 1
2
(
1
8d
σ−2
)2
6
∥∥∥M[1,d·s]u,· ∥∥∥2
2
− 1
128d2
σ−4.
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To summarize, as long as ‖Msu,·‖22 > σ−1, it holds that∥∥Ms+1u,· ∥∥22 6 ∥∥Msu,·∥∥22 − 1128d2 σ−4.
Hence, for s = 128d2 · σ4, it holds that ∥∥Msu,·∥∥22 6 σ−1.
This implies that for any v ∈ V , (Msu,v − 1n)2 6 σ−1, and the claim follows.
For the random matching model, the convergence depends on pmin and the spectral gap of the
diffusion matrix P, defined as Pu,v :=
1
2∆ if {u, v} ∈ E, Pu,v := 1 − d(u)2∆ if v = u, and Pu,v := 0,
otherwise. Note that λ(P) = λ2(P).
Theorem 2.6 (cf. [28, Theorem 1]). Let G be any graph with maximum degree ∆. Consider the
random matching model in the continuous case, and let pmin be the minimum probability for an edge
to be included in the matching. Let ξ(0) be an arbitrary initial load vector, and define the quadratic
potential function as Φ(t) :=
∑
u∈V
(
ξ
(t)
u − ξ
)2
. Then, for any round t, we have
E
[
Φ(t)
]
6 (1−∆ · pmin · (1− λ2(P)))t · Φ(0).
Proof. The proof essentially follows that of [28, Theorem 1] and is given for the sake of completeness.
By definition, we have that
Φ(t−1) −Φ(t) =
∑
u∈V
[(
ξ(t−1)u − ξ¯
)2
−
(
ξ(t)u − ξ¯
)2]
=
∑
{u,v}∈M(t)
[(
ξ(t−1)u − ξ¯
)2
+
(
ξ(t−1)v − ξ¯
)2
−
(
ξ(t)u − ξ¯
)2
−
(
ξ(t)u − ξ¯
)2]
,
since ξ
(t)
u = ξ
(t−1)
u for every unmatched node u in round t. Notice that for {u, v} ∈ M(t), it holds
that ξ
(t)
u = ξ
(t)
v =
(
ξ
(t−1)
u + ξ
(t−1)
v
)/
2, and hence,(
ξ(t−1)u − ξ¯
)2
+
(
ξ(t−1)v − ξ¯
)2
−
(
ξ(t)u − ξ¯
)2
−
(
ξ(t)u − ξ¯
)2
=
1
2
·
(
ξ(t−1)u − ξ(t−1)v
)2
.
Therefore,
E
[
Φ(t−1) − Φ(t)
]
=
∑
{u,v}∈E(G)
Pr
[
{u, v} ∈M(t)
]
· 1
2
·
(
ξ(t−1)u − ξ(t−1)v
)2
>
pmin
2
·
∑
{u,v}∈E(G)
(
ξ(t−1)u − ξ(t−1)v
)2
.
Notice that we may assume for the remainder of the proof that ξ(t−1) 6= 1 · ξ¯, for otherwise the
claim of the lemma holds trivially since Φ(t) = Φ(t−1) = 0. Hence, Φ(t−1) 6= 0, and
E
[
Φ(t−1) − Φ(t)
Φ(t−1)
∣∣∣ ξ(t−1) ] = E [Φ(t−1) − Φ(t) ]
Φ(t−1)
>
pmin
2 ·
∑
{u,v}∈E(G)
(
ξ
(t−1)
u − ξ(t−1)v
)2
∑
u∈V
(
ξ
(t−1)
u − ξ
)2 .
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By introducing the vector y ∈ Rn where yu = ξ(t−1)u − ξ¯, we can rewrite the formula above as
E
[
Φ(t−1) − Φ(t)
Φ(t−1)
∣∣∣ ξ(t−1) ] > pmin
2
· yLy
T
y · yT ,
where L is the Laplacian matrix of G defined by Lu,u = d(u), Lu,v = −1 for {u, v} ∈ E(G), and
Lu,v = 0, otherwise. Since ξ
(t−1) 6= 1 · ξ¯, we have y 6= 0, y ⊥ 1, and the Min-Max characterization
of eigenvalues yields
E
[
Φ(t−1) − Φ(t)
Φ(t−1)
∣∣∣ ξ(t−1) ] > pmin
2
· λn−1(L).
Since P = I − 12∆ · L, we have that λ2(P) = 1 − λn−1(L)2∆ and λn−1(L) = 2∆ · (1 − λ2(P)). This
implies
E
[
Φ(t)
∣∣ ξ(t−1) ] 6 (1− λn−1(L)
2
· pmin
)
· Φ(t−1) = (1−∆ · pmin · (1− λ2(P))) · Φ(t−1),
and the claim follows by induction on t.
Theorem 2.6 implies the following corollary.
Corollary 2.7. Consider the random matching model. Then, for any node v ∈ V and round t, we
have
Pr
[ ⋂
u∈V
{∣∣∣∣M[1,t]v,u − 1n
∣∣∣∣ 6 e−c·(1−λ2(P))·t}
]
> 1− e−c·(1−λ2(P))·t,
where c > 0 is the constant given by c = pmin·∆4 .
Proof. Let ξ(0) be the initial load vector with ξ
(0)
v := 1 and ξ
(0)
u := 0 for u 6= v. Then, it holds that
ξ(t)u =
∑
w∈V
ξ(0)w ·M[1,t]w,u = 1 ·M[1,t]v,u ,
and ξ = 1/n. Define the quadratic potential function as Φ(t) :=
∑
u∈V
(
ξ
(t)
u − ξ
)2
. By Theorem 2.6,
E
[
Φ(t)
]
6 (1−∆ · pmin · (1− λ2(P)))t · Φ(0).
Define c′ := pmin ·∆, which is a positive constant since pmin > cmin/∆. Using
Φ(0) =
(
1− 1
n
)2
+ (n− 1) ·
(
1
n
)2
= 1− 1
n
6 1,
we obtain
E
[
Φ(t)
]
6
(
1− c′ · (1− λ2(P))
)t · 1 6 e−c′·(1−λ2(P))·t.
Hence, by Markov’s inequality, it holds that
Pr
[
Φ(t) > e−c
′/2·(1−λ2(P))·t
]
6 e−c
′/2·(1−λ2(P))·t.
Assuming that the event Φ(t) 6 e−c
′/2·(1−λ2(P))·t occurs, it holds for any node u ∈ V that(
M[1,t]v,u −
1
n
)2
=
(
ξ(t)u −
1
n
)2
6 e−c
′/2·(1−λ2(P))·t,
11
which implies that ∣∣∣∣M[1,t]v,u − 1n
∣∣∣∣ 6 e−c′/4·(1−λ2(P))·t.
By setting c := c′/4, we finish the proof.
For graphs with λ(P) close to 1, the following lemma gives a better bound.
Lemma 2.8. Let G be any d-regular graph and consider the random matching model. Fix any node
u ∈ V . Then, for any σ with 2n 6 σ−1 6 1, there is a constant c > 0 such that
Pr
[ ∥∥∥M[1,cσ6]u,· ∥∥∥2
2
> σ−1
]
6 e−σ
4
.
Furthermore, it holds that
Pr
[ ∥∥∥M[1,cσ6]·,u ∥∥∥2
2
> σ−1
]
6 e−σ
4
.
Proof. The proof is very similar to the proof of Lemma 2.5. Again, consider a round s for which∥∥∥M[1,s]u,· ∥∥∥2
2
> σ−1 holds, and we have
∥∥∥M[1,s]u,· ∥∥∥∞ >
∥∥∥M[1,s]u,· ∥∥∥2
2∥∥∥M[1,s]u,· ∥∥∥
1
> σ−1.
Let v be any node with M
[1,s]
u,v > σ−1. We continue with a case distinction on the degree of G.
Case 1: d > 4σ2. Since
∑
w∈N(v)M
[1,s]
u,w 6 1, at least d/2 > 2σ2 of the neighbors w ∈ N(v)
satisfy M
[1,s]
u,w 6
1
2σ
−2. Hence, an edge {v,w} with M[1,s]u,w 6 12σ−2 is included in the random
matching in round s+ 1 with probability at least
d
2
· pmin > d
2
· cmin · 1
d
=
1
2
· cmin > 0.
Assuming that this event occurs,
∥∥∥M[1,s+1]u,· ∥∥∥2
2
6
∑
k∈V,k 6∈{v,w}
(
M
[1,s]
u,k
)2
+ 2 ·
(
M
[1,s]
u,v +M
[1,s]
u,w
2
)2
=
∥∥∥M[1,s]u,. ∥∥∥2
2
−
(
M[1,s]u,v
)2
−
(
M[1,s]u,w
)2
+
1
2
(
M[1,s]u,v +M
[1,s]
u,w
)2
=
∥∥∥M[1,s]u,. ∥∥∥2
2
− 1
2
(
M[1,s]u,v −M[1,s]u,w
)2
(2.1)
6
∥∥∥M[1,s]u,. ∥∥∥2
2
− 1
2
(
σ−1 − 1
2
σ−2
)2
6
∥∥∥M[1,s]u,. ∥∥∥2
2
− 1
8
σ−2.
Case 2. d 6 4σ2. Since 12σ
−1 > 1n by the assumption on σ, there is at least one node w 6= v
with M
[1,s]
u,w 6
1
2σ
−1. Consider now a shortest path P = (u1 = v, . . . , uℓ = w) from v to such a node
w with the property that w is the only node on P with M
[1,s]
u,w 6
1
2σ
−1. By construction of P , the
12
length ℓ satisfies ℓ− 1 6 1/(12σ−1) = 2σ. Hence, there must be at least one edge {f, g} ∈ E along
the path P so that
M
[1,s]
u,f −M[1,s]u,g >
M
[1,s]
u,v −M[1,s]u,w
ℓ− 1 >
1
2σ
−1
2σ
=
1
4
σ−2.
Recall that the edge {f, g} is included in the matching in round s + 1 with probability at least
pmin = cmin · 1d > cmin · 14σ2 . If the edge {f, g} is part of the matching, then we conclude from (2.1)
that ∥∥∥M[1,s+1]u,· ∥∥∥2
2
6
∥∥∥M[1,s]u,· ∥∥∥2
2
− 1
32
σ−4.
Summarizing both cases, we can upper bound the minimum round τ when
∥∥∥M[1,τ ]u,· ∥∥∥2
2
6 σ−1
occurs by the sum of 32σ4 independent random geometric variables with success probability pmin
each. Using Lemma A.3, we obtain that the sum of these geometric variables is larger than c · σ6
with probability at most e−σ
4
, if c > 0 is a sufficiently large constant.
To prove the second statement, we use a symmetry argument. Recall that
M[1,cσ
6] =
cσ6∏
s=1
M(s),
where M(s) is a matching chosen randomly according to some distribution Z(s). Consider now
the matrix P[1,cσ
6] =
∏cσ6
s=1P
(s), where P(s) is a matching chosen randomly according to some
distribution Z(cσ
6−s+1). Using the same analysis as above for P instead of M, we conclude that
Pr
[ ∥∥∥P[1,cσ6]u,· ∥∥∥2
2
> σ−1
]
6 e−σ
4
.
Note that we can couple P and M so that
P[1,cσ
6] =
cσ6∏
s=1
M(cσ
6−s+1).
Taking the transpose of both sides yields
(
P[1,cσ
6]
)T
=
cσ6∏
s=1
M(cσ
6−s+1)
T = cσ6∏
s=1
(
M(s)
)T
=
cσ6∏
s=1
M(s) =M[1,cσ
6],
and the second statement follows.
Theorem 2.6 also implies the following upper bound on τcont(K, ε).
Theorem 2.9. Let G be any graph with the maximum degree ∆, and consider the random matching
model. Then, for any ε > 0, it holds that
τcont(K, ε) 6
8
∆ · pmin ·
1
1− λ2(P) · log
(
2Kn
ε
)
.
Hence, for pmin = Θ(1/∆), we obtain essentially the same convergence as for the first-order-
diffusion scheme (cmp. Theorem 6.1), although the communication is restricted to a single matching
in each round. A similar result for the ℓ2-norm can be found in [10, Theorem 5]. We now prove
Theorem 2.9.
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Proof. We apply Corollary 2.7 with
t =
1
c
· log(n
2) + log(2Kn/ε)
1− λ2(P)
for all nodes v ∈ V to conclude that
Pr
[ ⋂
v∈V
⋂
u∈V
{∣∣∣∣M[1,t]v,u − 1n
∣∣∣∣ 6 ε2Kn
}]
> 1− n · n−2 = 1− n−1.
Assuming that ∣∣∣∣M[1,t]v,u − 1n
∣∣∣∣ 6 ε2Kn
for all nodes u, v ∈ V , the third statement of Lemma 2.2 implies that the time-interval [0, t] is
(1, εK )-smoothing, or equivalently, (K, ε)-smoothing.
We now provide an almost matching lower bound. For the sake of simplicity, we focus on d-
regular graphs and consider the following distributed protocol for generating a matching in each
round (see also [10]). First, each node becomes active or passive with probability 1/2. Then, every
active node chooses a random neighbor. If this neighbor is passive and receives only one request
from an active neighbor, then the two nodes are matched.
Theorem 2.10. Let G be any d-regular graph, and consider the random matching model using the
aforementioned procedure for generating matchings. For any K > 8n and ε > 0, there is an initial
load vector with discrepancy K so that after 14 · 11−λ(P) · log
(
K
8εn
)−1 rounds, the expected discrepancy
is at least ε.
A similar lower bound was derived in [10, Corollary 3], but that lower bound holds only with
small probability (depending on ε/K).
Proof. The lower bound will be established by proving that the expectation of the load of a vertex
is equal to the load of a vertex in a corresponding diffusion-based load balancing process. First, we
observe that for any round t and any edge {u, v} ∈ E(G),
Pr
[
{u, v} ∈M(t)
]
= 2 · 1
2
· 1
2
· 1
d
·
(
1− 1
2
· 1
d
)d−1
:= p;
in particular, every edge is included with the same probability. Consider now a random walk on
G defined as follows. If the random walk is at a vertex u at the end of round t − 1, it moves to
a neighbor v ∈ N(u) with {u, v} ∈ M(t) with probability 1/2; if there exists no such neighbor,
then the random walk stays at vertex u. This process is the same as a random walk that with
probability 12 ·d ·p decides to move to a neighbor, which is then chosen uniformly at random among
all d neighbors, and otherwise stays at u. The transition matrix of this random walk is given by
Q =
(
1− 1
2
· d · p
)
· I+ 1
2
· p ·A,
where A is the adjacency matrix of graph G. Since 12 · d · p 6 14 , it follows that
λn(Q) =
(
1− 1
2
· d · p
)
· λn(I) + 1
2
· p · λn(A) > 3
4
+
1
4d
· (−d) = 1
2
,
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and λ(Q) > 12 . Further, recall that the diffusion matrix P is defined by
P =
1
2
· I+ 1
2
· 1
d
·A.
Since 12 · p 6 14 , we conclude that λi(P) 6 λi(Q) for every 1 6 i 6 n, and hence,
λ(P) = λ2(P) 6 λ2(Q) = λ(Q).
Let us now fix a vertex w ∈ V . Our next claim is that if we define the initial load vector ξ(0)
as ξ
(0)
u = 1 for u = w and ξ
(0)
u = 0, otherwise, then
E
[
ξ(t)v
]
= Qtw,v. (2.2)
We prove this equality by induction on t. Since Q(0) = I, the claim holds for t = 0. For t > 1 and
fixed load vector ξ(t−1), we conclude by using the induction hypothesis that
E
[
ξ(t)v
]
= E
[
E
[
ξ(t)v
∣∣∣ ξ(t−1) ] ]
= E
 ξ(t−1)v + ∑
u∈N(v)
ξ
(t−1)
u − ξ(t−1)v
2
· p

= Qt−1w,v +
∑
u∈N(v)
Qt−1w,u −Qt−1w,v
2
· p
=
(
1− 1
2
· d · p
)
·Qt−1w,v +
∑
u∈N(v)
1
2
· p ·Qt−1w,u
= Qt−1w,v ·Qv,v +
∑
u∈N(v)
Qt−1w,u ·Qu,v = Qtw,v,
which completes the induction step and the proof of (2.2).
We now introduce some additional notation. For a Markov chain with doubly-stochastic tran-
sition matrix Q, we define the variation distance at time t with the initial vertex w as
∆w(t) =
1
2
∑
v∈V
∣∣∣∣Qtw,v − 1n
∣∣∣∣ .
For any vertex u ∈ V and ε˜ ∈ (0, 1), the rate of convergence is defined by
τw(ε˜) := min
{
t : ∆w(t
′) 6 ε˜ for all t′ > t
}
= min {t : ∆w(t) 6 ε˜} ,
where the last equality comes from the fact that the variation distance is non-increasing in time
(cf. [26, Chapter 11]). By [33, Proposition 1, Part (ii)], it holds that
τ := max
w∈V
τw(ε˜) >
1
2
· λ(Q)
1− λ(Q) · log
(
1
2ε˜
)
.
As derived earlier, λ(Q) > 12 and λ(Q) > λ(P), and, therefore, we have that
τ >
1
4
· 1
1− λ(P) · log
(
1
2ε˜
)
.
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Let τ ′ := 14 · 11−λ(P) · log
(
1
2ε˜
)
. Hence, we have in τ ′ − 1 iterations that
1
2
∑
v∈V
∣∣∣∣Qτ ′−1w,v − 1n
∣∣∣∣ > ε˜,
which implies that there is a vertex v ∈ V with
Qτ
′−1
w,v −
1
n
>
ε˜
4n
. (2.3)
Since in every round there is at least one vertex with load at most 1n ,
E
[
disc(ξ(τ
′−1))
]
> E
[
ξ(τ
′−1)
v −
1
n
]
= Qτ
′−1
w,v −
1
n
>
ε˜
4n
.
Hence, we have shown that for any given ε˜, there are load vectors with initial discrepancy 1 so that
the expected discrepancy after τ ′ − 1 rounds is at least ε˜4n . Scaling the load vector by a factor of
K and replacing ε˜ by ε · 4nK , we conclude that there are load vectors with initial discrepancy K so
that the expected discrepancy after τ ′ − 1 rounds is at least ε.
2.3 The Discrete Case
Let us now turn to the discrete case with indivisible unit-size tokens. Let x(0) ∈ Zn be the initial
load vector with average load x :=
∑
w∈V x
(0)
w /n and x(t) be the load vector at the end of round t.
If the sum of tokens of two matched nodes is odd, we have to decide which of the matched nodes
should get the excess token. To this end, we employ the so-called random orientation ([17, 32]), in
the spirit of randomized rounding. More precisely, for any two matched nodes u and v in round
t, node u gets
⌈
x
(t−1)
u +x
(t−1)
v
2
⌉
or
⌊
x
(t−1)
u +x
(t−1)
v
2
⌋
tokens, with probability 1/2 each. The remaining
tokens are assigned to node v. We can also think of this as first assigning
⌊
x
(t−1)
u +x
(t−1)
v
2
⌋
tokens
to both u and v and then assigning the excess token (if there is one) to u or v with probability
1/2 each. We use a uniform random variable Φ
(t)
u,v ∈ {−1, 1} to specify the orientation for an edge
{u, v} ∈ M(t), indicating the node that the excess token (if any) is assigned to. If Φ(t)u,v = 1 the
excess token is assigned to u, and if Φ
(t)
u,v = −1, the excess token is assigned to v. In particular, we
have Φ
(t)
u,v = −Φ(t)v,u. Further, we point out that the deterministic orientation of Rabani et al. [32]
corresponds to Φ
(t)
u,v = 1 for x
(t−1)
u > x
(t−1)
v and Φ
(t)
u,v = −1, otherwise. In other words, the excess
token is always kept at the node with the larger load.
For every edge {u, v} ∈M(t), we define a corresponding error term by
e(t)u,v :=
1
2
Odd(x(t−1)u + x
(t−1)
v ) · Φ(t)u,v,
where Odd(x) := xmod2 for any integer x. Observe that E
[
e
(t)
u,v
]
= 0, and
x(t)u =
1
2
x(t−1)u +
1
2
x(t−1)v + e
(t)
u,v (2.4)
for any matched nodes {u, v} in round t. Moreover, for any round t we define an error vector e(t) with
e
(t)
u :=
∑
v : {u,v}∈M(t) e
(t)
u,v. With this notation, the load vector in round t is x(t) = x(t−1)M(t)+ e(t).
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Solving this recursion (cf. [32]) yields
x(t) = x(0)M[1,t] +
t∑
s=1
e(s)M[s+1,t] = ξ(t) +
t∑
s=1
e(s)M[s+1,t],
where ξ(t) is the corresponding load vector in the continuous case initialized with ξ(0) = x(0). Hence,
for any node w ∈ V , we have
x(t)w − ξ(t)w =
t∑
s=1
∑
u∈V
∑
v : {u,v}∈M(s)
e(s)u,vM
[s+1,t]
u,w =
t∑
s=1
∑
[u:v]∈M(s)
e(s)u,v
(
M[s+1,t]u,w −M[s+1,t]v,w
)
, (2.5)
where the last equality used e
(s)
u,v = −e(s)v,u (recalling that [u : v] ∈ M(s) means {u, v} ∈ M(s) and
u < v).
Occasionally, it is convenient to assume that x ∈ [0, 1) by adding or subtracting the same
number of tokens to each node. Although this may lead to negative entries in the load vector, the
above formulas still hold.
Observation 2.11. Fix a sequence of matchings M = 〈M(1),M(2), . . .〉 and orientations Φ(t)u,v,
[u : v] ∈ M(t), t ∈ N. Consider two executions of the discrete load balancing protocol with the
same matchings and orientations, but with different initial load vectors, x(0) and x˜(0). Then, the
following statements hold:
• If x˜(0) = x(0) + α · 1 for some α ∈ Z, then x˜(t) = x(t) + α · 1 for all t > 1.
• If x˜(0)u 6 x(0)u for all u ∈ V , then x˜(t)u 6 x(t)u for all u ∈ V and t > 1.
The next lemma demonstrates that upper bounding the maximum load is essentially equivalent
to lower bounding the minimum load.
Lemma 2.12. Fix a sequence of matchings M = 〈M(1),M(2), . . .〉. For any triple of positive
integers K, α, and t, it holds that
max
y∈Zn :
disc(y)6K
{
Pr
[
x(t)max > ⌊x⌋+ α
∣∣∣ x(0) = y ]} 6 max
y∈Zn :
disc(y)6K
{
Pr
[
x
(t)
min 6 ⌊x⌋ − α+ 2
∣∣∣ x(0) = y ]} ,
and
max
y∈Zn :
disc(y)6K
{
Pr
[
x
(t)
min 6 ⌊x⌋ − α
∣∣∣x(0) = y ]} 6 max
y∈Zn :
disc(y)6K
{
Pr
[
x(t)max > ⌊x⌋+ α
∣∣∣ x(0) = y ]} .
Proof. We define a coupling between two executions of the load balancing protocol. For every round
t, the two executions use the same matching. In the first execution, we start with x(0) = z ∈ Zn
that maximizes Pr
[
x
(t)
max > ⌊x⌋+ α
∣∣∣ x(0) = z ] and satisfies disc(z) 6 K. The load vector of the
second execution is denoted by x˜(t) with average load x˜, and is initialized by
x˜(0)u := ⌊z⌋ − (zu − ⌊z⌋) = 2 · ⌊z⌋ − zu, for any u ∈ V .
Note that disc(x˜(0)) = disc(z) 6 K and x > x˜ > x− 2. We couple the random orientations of the
two executions by setting Φ˜
(s)
u,v = −Φ(s)u,v, for every [u : v] ∈ M(s), 1 6 s 6 t, where Φ˜ denotes the
orientations of the second execution. We now claim that for every round s > 0,
x˜(s)u = 2 · ⌊x⌋ − x(s)u , for any u ∈ V . (2.6)
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This claim is shown by induction on s. The base case s = 0 holds by definition. For the induction
step, consider first a node u matched with a node v in round s > 1. By (2.4),
x˜(s)u =
1
2
· x˜(s−1)u +
1
2
· x˜(s−1)v +
1
2
· Odd(x˜(s−1)u + x˜(s−1)v ) · Φ˜(s)u,v,
and using the induction hypothesis yields
x˜(s)u =
1
2
· (2⌊x⌋ − x(s−1)u ) +
1
2
· (2⌊x⌋ − x(s−1)v )−
1
2
·Odd(2⌊x⌋ − x(s−1)u + 2⌊x⌋ − x(s−1)v ) · Φ(s)u,v
= 2 · ⌊x⌋ −
(
1
2
· x(s−1)u +
1
2
· x(s−1)v +
1
2
· Odd(x(s−1)u + x(s−1)v ) · Φ(s)u,v
)
= 2 · ⌊x⌋ − x(s)u .
If a node u is not matched in round s, then the claim follows directly by the induction hypothesis.
Hence, (2.6) holds, which implies x
(s)
max = 2⌊x⌋ − x˜(s)min; therefore, for any α > 1,
max
y∈Zn :
disc(y)6K
{
Pr
[
x(t)max > ⌊x⌋+ α
∣∣∣ x(0) = y ]} = Pr [x(t)max > ⌊x⌋+ α ∣∣∣x(0) = z ]
= Pr
[
x˜
(t)
min 6 ⌊x⌋ − α
∣∣∣ x˜(0) = 2 · ⌊z⌋ · 1− z ]
6 Pr
[
x˜
(t)
min 6 ⌊x˜⌋ − α+ 2
∣∣∣ x˜(0) = 2 · ⌊z⌋ · 1− z ]
6 max
y∈Zn :
disc(y)6K
{
Pr
[
x
(t)
min 6 ⌊x⌋ − α+ 2
∣∣∣ x(0) = y ]} .
The second inequality is shown in the same way. We define x(0) = z ∈ Zn that maximizes
Pr
[
x
(t)
min 6 ⌊x⌋ − α
∣∣ x(0) = z ]. Then,
max
y∈Zn :
disc(y)6K
{
Pr
[
x
(t)
min 6 ⌊x⌋ − α
∣∣∣x(0) = y ]} = Pr [x(t)min 6 ⌊x⌋ − α ∣∣∣x(0) = z ]
= Pr
[
x˜(t)max > ⌊x⌋+ α
∣∣∣ x˜(0) = 2 · ⌊z⌋ · 1− z ]
6 Pr
[
x˜(t)max > ⌊x˜⌋+ α
∣∣∣ x˜(0) = 2 · ⌊z⌋ · 1− z ]
6 max
y∈Zn :
disc(y)6K
{
Pr
[
x(t)max > ⌊x⌋+ α
∣∣∣ x(0) = y ]} .
Remark 2.13. When referring to the random matching model (discrete case), the probability space
is over the randomly generated matchings and the randomized orientations of the matchings. For
the balancing circuit model (discrete case), the probability space is over the randomized orientations
of the (deterministic) matchings.
3 Local Divergence and Discrepancy
To bound the deviation between the discrete and continuous cases, we consider max
w∈V
∣∣x(t)w − ξ(t)w ∣∣ in
(2.5) at all rounds t and define the local divergence for the matching model.
18
Definition 3.1 (Local p-Divergence for Matchings). For any graph G, p ∈ N\{0} and an arbitrary
sequence of matchings M = 〈M(1),M(2), . . .〉, the local p-divergence is defined by
Ψp(M) := max
w∈V
sup
t∈N
t∑
s=1
∑
[u:v]∈M(s)
∣∣∣M[s+1,t]u,w −M[s+1,t]v,w ∣∣∣p
1/p .
It was pointed out in [32] that Ψ1(M) is a natural quantity that measures the sum of load
differences across all edges in the network aggregated over time. The difference
∣∣∣M[s+1,t]u,w −M[s+1,t]v,w ∣∣∣
is the weight of the rounding error e
(s)
u,v when computing the load vector x(t) as in (2.5). The earlier
the round s, the less the impact of the rounding error e
(s)
u,v, due to the smoothing of the load vector
that happens between the rounds s + 1 and t. In general, the local p-divergence Ψp(M) is the
pth norm of Ψ1(M). Of particular interest is the local 2-divergence, as this value turns out to be
closely related to the variance of x
(t)
w − ξ(t)w (see Lemma 3.4 on page 21).
Next we turn to our upper bound on the local 2-divergence.
Theorem 3.2. Let G be any graph with an arbitrary sequence of matchings M = 〈M(1),M(2), . . .〉.
Then, the following statements hold:
• For an arbitrary node w ∈ V and any pair of rounds t1 6 t, it holds that
t1∑
s=1
∑
[u:v]∈M(s)
(
M[s+1,t]u,w −M[s+1,t]v,w
)2
6 2 ·
∑
k∈V
(
M
[t1+1,t]
k,w −
1
n
)2
.
• It holds that Ψ2(M) 6
√
2− 2/n. Moreover, if there is a matching M(t) in M which contains
at least one edge, then Ψ2(M) > 1.
While all previous upper bounds on the local divergence are increasing in the expansion, the
degree, and/or the number of nodes [7, 17, 32],Theorem 3.2 reveals that the local 2-divergence is
essentially independent of any graph parameter. On the other hand, the local 1-divergence is always
lower bounded by the diameter of graph G (cf. [17]). We continue with the proof of Theorem 3.2.
Proof. Fix any pair of node w ∈ V and round t. For any 0 6 s 6 t, define the following potential
function:
Φ(s) :=
∑
k∈V
(
M
[s+1,t]
k,w −
1
n
)2
.
Notice that since M
[s+1,t]
·,w is a probability vector, Φ(s) 6 1− 1n with equality holding for s = t since
M[t+1,t] = I. Consider now any round 1 6 s 6 t, and let u, v be nodes with [u : v] ∈ M(s). Let
yu :=M
[s+1,t]
u,w and yv :=M
[s+1,t]
v,w . Note that
M[s,t]u,w =
∑
z∈V
M[s,s]u,z ·M[s+1,t]z,w =
yu + yv
2
,
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and similarly, M
[s,t]
v,w =
yu+yv
2 . Therefore, the contribution of u and v to Φ
(s) − Φ(s−1) equals(
M[s+1,t]u,w −
1
n
)2
+
(
M[s+1,t]v,w −
1
n
)2
−
(
M[s,t]u,w −
1
n
)2
−
(
M[s,t]v,w −
1
n
)2
=
(
yu − 1
n
)2
+
(
yv − 1
n
)2
−
(
yu + yv
2
− 1
n
)2
−
(
yu + yv
2
− 1
n
)2
= y2u −
2
n
yu +
1
n2
+ y2v −
2
n
yv +
1
n2
− 2 ·
(
(yu + yv)
2
4
− yu + yv
n
+
1
n2
)
= y2u + y
2
v −
y2u + 2yuyv + y
2
v
2
=
y2u
2
− yuyv + y
2
v
2
=
1
2
· (yu − yv)2 .
If a node is not matched in round s, then its contribution to Φ(s)−Φ(s−1) equals zero. Accumulating
the contribution of all nodes yields
Φ(s) − Φ(s−1) =
∑
[u:v]∈M(s)
1
2
·
(
M[s+1,t]u,w −M[s+1,t]v,w
)2
. (3.1)
Therefore,
t1∑
s=1
∑
[u:v]∈M(s)
(
M[s+1,t]w,u −M[s+1,t]w,v
)2
= 2
t1∑
s=1
(
Φ(s) − Φ(s−1)
)
= 2Φ(t1) − 2Φ(0) 6 2Φ(t1),
and the first statement follows.
To prove the second statement, we use the inequality above with t1 = t and Φ
(t) = 1− 1/n to
obtain
t∑
s=1
∑
[u:v]∈M(s)
(
M[s+1,t]u,w −M[s+1,t]v,w
)2
= 2Φ(t) − 2Φ(0) 6 2 ·
(
1− 1
n
)
, (3.2)
which directly implies that Ψ2(M) 6
√
2− 2/n. For the lower bound, consider any round t with
[u : v] ∈M(t). Clearly, as M[t+1,t] = I,
M[t+1,t]u,u =M
[t+1,t]
v,v = 1, and M
[t+1,t]
u,v =M
[t+1,t]
v,u = 0,
and hence,
Ψ2(M) >
√(
M
[t+1,t]
u,u −M[t+1,t]v,u
)2
> 1 .
The following corollary shows that the upper bound Ψ2(M) 6
√
2− 2/n is actually tight if the
sequence of matchings should balance load vectors with arbitrarily large discrepancies.
Corollary 3.3. Suppose that there is a K with K >
√
2n and integer t = t(K) so that the time-
interval [0, t] is (K, 1)-smoothing. Then, Ψ2(M) >
√
2− 2n − 2nK2 .
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Proof. Recall that the time-interval [0, t] is (K, 1)-smoothing if and only if the time-interval is
(1, 1/K)-smoothing. By the second statement of Lemma 2.2, we have that
∣∣∣M[1,t]u,v − 1n ∣∣∣ 6 1K for
any u, v ∈ V . Hence,
Φ(0) =
∑
k∈V
(
M
[1,t]
k,w −
1
n
)2
6
n
K2
for any fixed w ∈ V , and it follows by the equality in (3.2) that
Ψ2(M) >
√
2− 2
n
− 2Φ(0) >
√
2− 2
n
− 2n
K2
.
In the next lemma, we derive a Chernoff-type concentration inequality for bounding a sum of
rounding errors.
Lemma 3.4. Consider an arbitrary sequence of matchings M = 〈M(1),M(2), . . .〉. Fix two rounds
0 6 t1 < t2 and the load vector x
(t1) at the end of round t1. For any family of numbers g
(s)
u,v ([u :
v] ∈M(s), t1 + 1 6 s 6 t2), define the random variable
Z :=
t2∑
s=t1+1
∑
[u:v]∈M(s)
g(s)u,v · e(s)u,v.
Then, E [Z ] = 0, and for any δ > 0, it holds that
Pr [ |Z −E [Z ]| > δ ] 6 2 exp
− δ2
2
∑t2
s=t1+1
∑
[u:v]∈M(s)
(
g
(s)
u,v
)2
 .
Proof. The proof of this lemma is similar to the one of [7, Theorem 1.1, first statement].
Since E
[
e
(s)
u,v
]
= 0 for all {u, v} ∈ M(s), it follows that E [Z ] = 0. Our goal is now to prove
that Z is concentrated around its mean by applying the concentration inequality in Theorem A.1.
Observe that Z depends on at most (n/2) · (t2 − t1) random variables e(s)u,v, and each of them
corresponds to one of the orientations of at most n/2 matching edges in each of the t2− t1 rounds.
Let us denote this sequence by Yℓ with (t1 + 1) · (n/2) + 1 6 ℓ 6 (t2 + 1) · (n/2), where Yℓ with
ℓ = α · (n/2) + β, t1+1 6 α 6 t2, 1 6 β 6 n/2, describes the orientation of the βth matching edge
[u′ : v′] in round α, so Yℓ = Φ
(s)
u′,v′ . Here, we take an arbitrary ordering of the matching edges in
round α, and if there are less than β matching edges in round α, then Yℓ = 0.
In order to apply Theorem A.1, we first verify that for every (t1+1)·(n/2)+1 6 ℓ 6 (t2+1)·(n/2)
with ℓ = α · (n/2) + β and [u′ : v′] being the βth matching edge in round α,∣∣E [Z | Y(t1+1)·(n/2)+1, . . . , Yℓ ]−E [Z | Y(t1+1)·(n/2)+1, . . . , Yℓ−1 ]∣∣ 6 ∣∣∣g(α)u′,v′∣∣∣ . (3.3)
In order to simplify the notation, let Yℓ := (Y(t1+1)·(n/2)+1, . . . , Yℓ) for any ℓ.
To prove (3.3), we split the sum of Z into three parts: s < α, s = α, and s > α.
Case 1: t1 + 1 6 s 6 α− 1. For every [u : v] ∈M(s), e(s)u,v is determined by Yℓ−1. Hence,∣∣∣∣∣∣E
 α−1∑
s=t1+1
∑
[u:v]∈M(s)
g(s)u,v · e(s)u,v
∣∣∣∣Yℓ
−E
 α−1∑
s=t1+1
∑
[u:v]∈M(s)
g(s)u,v · e(s)u,v
∣∣∣∣Yℓ−1
∣∣∣∣∣∣ = 0.
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Case 2: s = α. Then,∣∣∣∣∣∣E
 ∑
[u:v]∈M(α)
g(α)u,v · e(α)u,v
∣∣∣Yℓ
−E
 ∑
[u:v]∈M(α)
g(α)u,v · e(α)u,v
∣∣∣Yℓ−1
∣∣∣∣∣∣
6
∑
[u:v]∈M(α)
[u:v] 6=[u′:v′]
∣∣∣E [ g(α)u,v · e(α)u,v ∣∣∣Yℓ ]−E [ g(α)u,v · e(α)u,v ∣∣∣Yℓ−1 ]∣∣∣
+
∣∣∣E [ g(α)u′,v′ · e(α)u′,v′ ∣∣∣Yℓ ]−E [ g(α)u′,v′ · e(α)u′,v′ ∣∣∣Yℓ−1 ]∣∣∣ .
Note for any edge [u : v] ∈M(α), [u : v] 6= [u′ : v′] whose orientation is determined by Yℓ−1, it holds
that ∣∣∣E [ g(α)u,v · e(α)u,v ∣∣∣Yℓ ]−E [ g(α)u,v · e(α)u,v ∣∣∣Yℓ−1 ]∣∣∣ = 0,
since both expectations are determined by Yℓ−1 and Yℓ. For any edge [u : v] ∈M(α), [u : v] 6= [u′ : v′]
whose orientation is not determined by Yℓ−1 (and thus also not determined by Yℓ), the rounding
error e
(α)
u,v is independent of all other rounding errors in round α, so in particular, it is independent
of e
(α)
u′,v′ . Therefore, ∣∣∣E [ g(α)u,v · e(α)u,v ∣∣∣Yℓ ]−E [ g(α)u,v · e(α)u,v ∣∣∣Yℓ−1 ]∣∣∣ = 0− 0 = 0.
Consequently, ∣∣∣∣∣∣E
 ∑
[u:v]∈M(α)
g(α)u,v · e(α)u,v
∣∣∣Yℓ
−E
 ∑
[u:v]∈M(α)
g(α)u,v · e(α)u,v
∣∣∣Yℓ−1
∣∣∣∣∣∣
6
∣∣∣E [ g(α)u′,v′ · e(α)u′,v′ ∣∣∣Yℓ ]−E [ g(α)u′,v′ · e(α)u′,v′ ∣∣∣Yℓ−1 ]∣∣∣
6
∣∣∣g(α)u′,v′∣∣∣ ,
where the last inequality holds, since e
(α)
u′,v′ ∈ {−1/2, 0,+1/2}.
Case 3: α+1 6 s 6 t2. Let ℓ˜ > ℓ be the smallest integer so that Yℓ˜ determines the load vector
x(α). By the law of total expectation, it holds for any {u, v} ∈M(s) that
E
[
e(s)u,v | Yℓ
]
= E
[
E
[
e(s)u,v | Yℓ˜
]
| Yℓ
]
= E [ 0 | Yℓ ] = 0,
and the same also holds if we replace ℓ by ℓ− 1. Hence, by the linearity of expectation,∣∣∣∣∣∣E
 t2∑
s=α+1
∑
[u:v]∈M(s)
g(s)u,v · e(s)u,v
∣∣∣Yℓ
−E
 t2∑
s=α+1
∑
[u:v]∈M(s)
g(s)u,v · e(s)u,v
∣∣∣Yℓ−1
∣∣∣∣∣∣ = 0.
Combining the contribution of all three cases establishes (3.3). Applying Theorem A.1 to the
martingale Xℓ := E [Z | Yℓ ], where (t1+1) · (n/2)+1 6 ℓ 6 (t2+1) · (n/2), finishes the proof.
We now derive the following Chernoff-type bounds from Lemma 3.4. Although similar bounds
have been established in previous works [7, 17], we obtain a much better concentration (which is
independent of the graph’s expansion) due to our new approach of bounding the local 2-divergence.
Specifically, the second statement provides Gaussian tail bounds on the deviation from the average
load.
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Lemma 3.5. Consider an arbitrary sequence of matchings M = 〈M(1),M(2), . . .〉. Fix two rounds
t1 6 t2 and the initial load vector x
(0). If the time-interval [0, t1] is (K, 1/(2n))–smoothing, then
for any node w ∈ V and δ > 1/(2n), it holds that
Pr
[ ∣∣∣∣∣∑
k∈V
x
(t1)
k ·M[t1+1,t2]k,w − x
∣∣∣∣∣ > δ
]
6 2 · exp
− (δ − 1/(2n))2
4
∑
k∈V
(
M
[t1+1,t2]
k,w − 1/n
)2
 .
In particular, for any node w ∈ V and δ > 1/(2n), it holds that
Pr
[ ∣∣∣x(t1)w − x∣∣∣ > δ ] 6 2 · exp
(
−
(
δ − 1
2n
)2/
4
)
.
Proof. By (2.5), for any node k and round t, it holds that
x
(t)
k = ξ
(t)
k +
t∑
s=1
∑
[u:v]∈M(s)
(
M
[s+1,t]
u,k −M[s+1,t]v,k
)
· e(s)u,v,
where ξ(0) = x(0). Therefore,∑
k∈V
x
(t1)
k ·M[t1+1,t2]k,w
=
∑
k∈V
ξ(t1)k + t1∑
s=1
∑
[u:v]∈M(s)
(
M
[s+1,t1]
u,k −M
[s+1,t1]
v,k
)
· e(s)u,v
 ·M[t1+1,t2]k,w
=
∑
k∈V
ξ
(t1)
k ·M[t1+1,t2]k,w +
∑
k∈V
t1∑
s=1
∑
[u:v]∈M(s)
M
[t1+1,t2]
k,w ·
(
M
[s+1,t1]
u,k −M[s+1,t1]v,k
)
· e(s)u,v .
By the first statement of Lemma 2.2 and ξ = x, we have
∑
k∈V ξ
(t1)
k ·M[t1+1,t2]k,w = x + Θ after t1
rounds, where |Θ| 6 1/(2n). Therefore,∑
k∈V
x
(t1)
k ·M
[t1+1,t2]
k,w = x+Θ+
∑
k∈V
t1∑
s=1
∑
[u:v]∈M(s)
M
[t1+1,t2]
k,w ·
(
M
[s+1,t1]
u,k −M
[s+1,t1]
v,k
)
· e(s)u,v,
and
Pr
[ ∣∣∣∣∣∑
k∈V
x
(t1)
k ·M[t1+1,t2]k,w − x
∣∣∣∣∣ > δ
]
= Pr
 ∣∣∣∣∣∣
∑
k∈V
t1∑
s=1
∑
[u:v]∈M(s)
M
[t1+1,t2]
k,w ·
(
M
[s+1,t1]
u,k −M[s+1,t1]v,k
)
· e(s)u,v
+Θ
∣∣∣∣∣∣ > δ

6 Pr
 ∣∣∣∣∣∣
t1∑
s=1
∑
[u:v]∈M(s)
(∑
k∈V
M
[t1+1,t2]
k,w ·
(
M
[s+1,t1]
u,k −M
[s+1,t1]
v,k
))
· e(s)u,v
∣∣∣∣∣∣ > δ − |Θ|

6 2 · exp
− (δ − 1/(2n))2
2
∑t1
s=1
∑
[u:v]∈M(s)
(∑
k∈V M
[t1+1,t2]
k,w ·
(
M
[s+1,t1]
u,k −M[s+1,t1]v,k
))2
 ,
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where the last inequality follows from Lemma 3.4. Further,
t1∑
s=1
∑
[u:v]∈M(s)
(∑
k∈V
M
[t1+1,t2]
k,w ·
(
M
[s+1,t1]
u,k −M
[s+1,t1]
v,k
))2
=
t1∑
s=1
∑
[u:v]∈M(s)
(
M[s+1,t2]u,w −M[s+1,t2]v,w
)2
6 2 ·
∑
k∈V
(
M
[t1+1,t2]
k,w −
1
n
)2
,
where the last inequality follows from the first statement of Theorem 3.2. Therefore,
Pr
[ ∣∣∣∣∣∑
k∈V
x
(t1)
k ·M[t1+1,t2]k,w − x
∣∣∣∣∣ > δ
]
6 2 · exp
− (δ − 1/(2n))2
4
∑
k∈V
(
M
[t1+1,t2]
k,w − 1/n
)2
 ,
which finishes the proof of the first statement. The second statement follows directly by using the
first statement with t1 = t2.
Based on the upper bound on Ψ2(M), we obtain the following theorem:
Theorem 3.6. Let G be any graph. Then the following three statements hold:
• Let M = 〈M(1),M(2), . . .〉 be any sequence of matchings, and let x(0) = ξ(0). Then for any
round t and any κ > 1, it holds that
Pr
[
max
w∈V
∣∣∣x(t)w − ξ(t)w ∣∣∣ 6√4κ · log n ] > 1− 2n−κ+1.
• In the balancing circuit model, for any initial load vector x(0) with discrepancy at most K, we
reach a discrepancy of
√
48 log n+1 after τcont(K, 1) = O
(
d · log(Kn)1−λ(M)
)
rounds with probability
at least 1 − 2n−2. In the random matching model, we reach a discrepancy of √48 log n + 1
after τcont(K, 1) = O
(
log(Kn)
1−λ(P)
)
rounds with probability at least 1− 2n−1.
• Consider the random matching model with x(0) = ξ(0). If the initial load vector x(0) has
discrepancy at most K, where K > ee, then
Pr
[
sup
t∈N
max
w∈V
∣∣∣x(t)w − ξ(t)w ∣∣∣ 6√4 · (7 log n+ log logK) + 1 ] > 1− 2n−1.
The first statement of Theorem 3.6 states that even if an adversary specifies the matchings for
all rounds, it is not possible to achieve a deviation of more than O(√log n) between the discrete
and the continuous cases (for a fixed round). As shown in [19, Theorem 6.3], for the d-dimensional
torus, the deviation is at least Ω((log n)1/(4d)) with probability 1 − o(1), which means our bound
of O(√log n) is almost tight. We continue with the proof of Theorem 3.6.
Proof. Recall by (2.5) that
x(t)w − ξ(t)w =
t∑
s=1
∑
[u:v]∈M(s)
e(s)u,v
(
M[s+1,t]u,w −M[s+1,t]v,w
)
.
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Applying Lemma 3.4 with g
(s)
u,v =M
[s+1,t]
u,w −M[s+1,t]v,w yields, for any w ∈ V , that
Pr
[ ∣∣∣x(t)w − ξ(t)w ∣∣∣ >√2κ · log n ·Ψ2(M) ]
6 2 exp
− 2κ · log n · (Ψ2(M))2
2 ·∑ts=1∑[u:v]∈M(s) (M[s+1,t]u,w −M[s+1,t]v,w )2

6 2n−κ.
Taking the union bound over all n nodes and recalling the bound Ψ2(M) 6
√
2 from Theorem 3.2
completes the proof of the first statement. The second statement follows directly from the first
statement (κ = 3) and the definition of τcont(K, 1).
For the proof of the third statement, we require a general estimate on λ2(P). By Cheeger’s
inequality (cf. [33]), we have λ2(P) 6 1− Φ(P)2/2, where Φ(P) is the conductance defined by
Φ(P) = min
S⊆V :
0<π(S)61/2
∑
u∈S,v 6∈S π(u) ·Pu,v
π(S)
.
Since G is connected and π is the uniform distribution, we have Φ(P) > 1/n·1/(2n)1/2 =
1
n2
, and
Cheeger’s inequality implies that λ2(P) 6 1 − 12n4 . Using Theorem 2.9, it follows that in the
continuous case, the discrepancy is at most 1 after τ := O
(
log(Kn)
1−λ2(P)
)
= O(log(Kn) · n4) rounds
with probability at least 1− n−1. Using the first statement with κ = 7+ log logK/ log n, it follows
by the union bound over the time-interval [1, τ ] that
Pr
[
max
t∈[0,τ ]
max
w∈V
∣∣∣x(t)w − ξ(t)w ∣∣∣ 6√4κ · log n ] > 1−O (log(Kn) · n4) · 2n−κ+1 > 1− n−1.
Now, consider the rounds t > τ . Assuming that the above event occurs, we have for any w ∈ V
that ∣∣∣x(t)w − ξ(t)w ∣∣∣ 6 max{x(t)max − ξ(t)min, ξ(t)max − x(t)min}
6 max
{
x(τ)max − ξ(τ)min, ξ(τ)max − x(τ)min
}
6 max
{
max
u∈V
(
x(τ)u − ξ(τ)u
)
,max
u∈V
(
ξ(τ)u − x(τ)u
)}
+ disc(ξ(τ))
6
√
4κ · log n+ 1,
which completes the proof.
4 Token-Based Analysis via Random Walks
In this section, we relate the movement of tokens to independent random walks. In Section 4.1, we
formalize this relation and derive strong concentration results for the load distribution on a subset
of nodes. In Section 4.2, we use these new concentration results to analyze the discrepancy on
arbitrary (possibly non-regular) graphs. All our results in this section will hold for the balancing
circuit and random matching model.
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4.1 Bounding the Load via Random Walks
We now present our new approach that allows us to upper bound the load of a node by assuming
that the tokens perform independent random walks in every round. Throughout Section 4.1, we
assume that the load vector is non-negative.
Let T = {1, . . . , ‖x(0)‖1} be the set of all tokens, which are assumed to be distinguishable for
the sake of the analysis. The tokens may change their location via matching edges according to the
following rule: If two nodes u and v are matched in round t, then the x
(t−1)
u +x
(t−1)
v tokens located
at u and v at the end of round t− 1 are placed in a single urn. After that, if Φ(t)u,v = 1, then node
u draws
⌈
x
(t−1)
u +x
(t−1)
v
2
⌉
tokens from the urn uniformly at random without replacement, and node
v receives the remaining tokens. Otherwise, Φ
(t)
u,v = −1, and node u draws
⌊
x
(t−1)
u +x
(t−1)
v
2
⌋
tokens
from the urn and node v receives the remaining tokens again. We observe that each individual
token located at node u or v at the end of round t− 1 is assigned to either u or v with probability
1/2. Note that this token-based process performs in exactly the same way as the original protocol
introduced in Section 2.
We now prove that every token viewed individually performs a random walk with respect to
the matching matrices. Henceforth, we use w
(t)
i to represent the location (the node) of token i ∈ T
at the end of round t. We also use the the notation that for any n by n matrix M, any node u ∈ V
and subset D ⊆ V , Mu,D :=
∑
v∈DMu,v.
Lemma 4.1. Consider an arbitrary sequence of matchings M = 〈M(1),M(2), . . .〉. Fix any non-
negative load vector at the end of round t1, and consider a token i ∈ T located at node u = w(t1)i at
the end of round t1. Then, for any t2 > t1,
Pr
[
w
(t2)
i = v
]
=M[t1+1,t2]u,v ,
and more generally, for any set D ⊆ V ,
Pr
[
w
(t2)
i ∈ D
]
=M
[t1+1,t2]
u,D .
Proof. We prove by induction on t that for an arbitrary pair of nodes u, v ∈ V and round t > t1,
the probability for a token which is at node u at the end of round t1 to be at node v at the end of
round t equals M
[t1+1,t]
u,v . Since M[t1+1,t1] = I, the claim is trivially true for t = t1. Consider now
any round t > t1 for which the induction hypothesis holds. If node v is not part of the matching
in round t + 1, then the induction step holds trivially since M
[t1+1,t]
u,v = M
[t1+1,t+1]
u,v . So suppose
that node v is matched with a node k in round t + 1. Since tokens are distributed uniformly, it
follows that any token at node v or k (if there are any) in round t will be assigned to node v with
probability exactly 1/2, regardless of whether the sum of tokens is even or not. Notice that tokens
located at other nodes at the end of round t cannot be located at node v at the end of round t+1.
Therefore,
Pr
[
w
(t+1)
i = v
]
=
1
2
·Pr
[
w
(t)
i = v
]
+
1
2
·Pr
[
w
(t)
i = k
]
.
Using the induction hypothesis, it follows that
Pr
[
w
(t+1)
i = v
]
=
1
2
·M[t1+1,t]u,v +
1
2
·M[t1+1,t]u,k
=M(t+1)v,v ·M[t1+1,t]u,v +M(t+1)k,v ·M[t1+1,t]u,k
=M[t1+1,t+1]u,v ,
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which completes the induction. The second statement of the lemma follows immediately by sum-
ming over all nodes in D.
The next lemma is the crux of our token-based analysis. It shows that the probability of a
certain set of tokens being located on a set of nodes D at the end of round t2 is at most the product
of the individual probabilities. This negative correlation will enable us to derive a strong version
of the Chernoff bound (see Lemma 4.3).
Lemma 4.2. Consider an arbitrary sequence of matchings M = 〈M(1),M(2), . . .〉. Fix any non-
negative load vector at the end of round t1 > 0, and let B ⊆ T be an arbitrary subset of tokens.
Then, for any subset of nodes D ⊆ V and round t2 > t1, it holds that
Pr
[ ⋂
i∈B
{
w
(t2)
i ∈ D
}]
6
∏
i∈B
M
[t1+1,t2]
w
(t1)
i ,D
=
∏
i∈B
Pr
[
w
(t2)
i ∈ D
]
.
Proof. We only have to prove the inequality, as the equality follows directly from Lemma 4.1.
Assume for simplicity that all tokens in B are numbered from 1 to β := |B|. To simplify the
notation, we define for any token i ∈ B and round t ∈ [t1, t2],
z
(t)
i :=M
[t+1,t2]
w
(t)
i ,D
and
Z(t) :=
β∏
i=1
z
(t)
i .
Our goal is to prove that the sequence Z(t), t > t1, forms a supermartingale with respect to the
sequence of load vectors x(t), t > t1, i.e., it holds for any t > t1 that
E
[
Z(t) | x(t−1), . . . , x(t1)
]
6 Z(t−1). (4.1)
Assuming that (4.1) holds, we can deduce the statement of the lemma as follows:
E
[
Z(t2)
]
6 Z(t1) =
β∏
i=1
z
(t1)
i =
β∏
i=1
M
[t1+1,t2]
w
(t1)
i ,D
.
By definition,
Z(t2) =
β∏
i=1
M
[t2+1,t2]
w
(t2)
i ,D
,
which is one if w
(t2)
i ∈ D for all i ∈ B, and zero, otherwise. Therefore,
E
[
Z(t2)
]
= Pr
[
Z(t2) = 1
]
= Pr
[ ⋂
i∈B
{
w
(t2)
i ∈ D
}]
,
and the proof is complete.
It remains to prove (4.1). To this end, fix the load vector x(t−1) and partition the set of tokens
B = {1, . . . , β} into disjoint sets S1, S2, . . . , Sβ′ with 1 6 β′ 6 β so that every token in Sj has the
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same set of possible assignments at the end of round t. Since tokens with different sets of possible
assignments behave independently in round t, it follows that
E
[
Z(t)
∣∣x(t−1), . . . , x(t1) ] = E
 β′∏
j=1
∏
i∈Sj
z
(t)
i
∣∣∣∣ x(t−1), . . . , x(t1)

=
β′∏
j=1
E
 ∏
i∈Sj
z
(t)
i
∣∣∣∣ x(t−1), . . . , x(t1)
 . (4.2)
Hence, in order to prove (4.1), it suffices to prove that for every 1 6 j 6 β′,
E
 ∏
i∈Sj
z
(t)
i
∣∣∣∣x(t−1), . . . , x(t1)
 6 ∏
i∈Sj
z
(t−1)
i . (4.3)
Consider first those sets Sj so that every token i ∈ Sj has only one possible assignment, meaning
that node w
(t−1)
i is not incident to any matching edge in round t. In this case we have w
(t)
i = w
(t−1)
i ,
M
[t,t2]
w
(t−1)
i ,D
=M
[t+1,t2]
w
(t−1)
i ,D
, and hence, z
(t)
i = z
(t−1)
i , and, consequently, (4.3) holds.
The second and more involved case concerns those sets Sj for which every token in Sj has two
possible assignments at the end of round t, denoted by u = u(j) and v = v(j), with {u, v} ∈M(t).
Assume w.l.o.g. that M
[t+1,t2]
u,D > M
[t+1,t2]
v,D , and tokens in Sj are numbered from 1 to γ = |Sj|.
Then, for every token i ∈ {1, . . . , γ}, define a random variable Xi as follows:
Xi =
{
1 if w
(t)
i = u,
0 if w
(t)
i = v.
Our claim is that the (random) vector X = (X1, . . . ,Xγ) ∈ {0, 1}γ satisfies the negative regression
condition (cf. Definition A.4), i.e., for every two disjoint subsets L and R of Sj and every non-
decreasing function f : {0, 1}|L| → R, it holds that
E [ f(Xq, q ∈ L) | Xr = σr, r ∈ R ]
is non-increasing in each σr ∈ {0, 1}, r ∈ R. To establish this, it suffices to show that
E [ f(Xq, q ∈ L) | Xr = σr, r ∈ R ] > E [ f(Xq, q ∈ L) | Xr = σ˜r, r ∈ R ] , (4.4)
where σ˜r = σr for every r ∈ R except for one r′ ∈ R, where σ˜r′ > σr′ . To prove the above inequality,
we use a coupling argument. We expose the locations of the tokens in Sj one after another in an
arbitrary order. In particular, we may expose the assignments of tokens in Sj before considering
the other tokens (the ones not in B) that are located on u and v at the beginning of round t. Note
that for every token i ∈ Sj, the probability of being assigned to node u (or v) depends on the
placement of the previous tokens. In fact, the exact probability is not required here; instead, we
shall only use the fact that the probability for a token to be assigned to node u is non-increasing in
the fraction of tokens that have been assigned to u before. More formally, for any 1 6 i 6 γ+1, let
α(i) be the number of tokens in {1, . . . , i − 1} that are assigned to node u. Hence, if we associate
to every token i ∈ Sj a uniform random variable Ui ∈ [0, 1], then there exists a threshold function
T (i, α(i)) ∈ [0, 1] satisfying the following properties:
1. If Ui > T (i, α(i)), then token i is assigned to node u.
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2. If Ui < T (i, α(i)), then token i is assigned to node v.
3. For any fixed i, T (i, α(i)) is non-decreasing in α(i).
Without loss of generality, assume that Sj = {1, . . . , γ}, R = {1, . . . , r}, L = {r + 1, . . . , r + ℓ},
r+ ℓ 6 γ. Recall that (4.4) involves two conditional probability spaces, one for Xr = σr, r ∈ R and
the other one for Xr = σ˜r, r ∈ R. We denote these probability spaces by Ω and Ω˜, respectively.
Since these probability spaces are only conditional on the placements of tokens in R, we can
couple both probability spaces by assuming that the random variables Ui attain the same values
for every i ∈ L in Ω and Ω˜. Further, let us denote by α˜(i) the number of tokens in {1, . . . , i − 1},
which are placed on node u in Ω˜. Then, the values Ui (i ∈ L), α(r + 1), and α˜(r + 1) determine
the placement of all tokens in L for the two probability spaces. By assumption on σ˜, we have
α(r + 1) ∈ {α˜(r + 1)− 1, α˜(r + 1)}.
Now, by the three properties and the coupling described above, if for some i ∈ L, α(i) = α˜(i),
then α(i + 1) = α˜(i + 1), and all further tokens in L are placed in both probability spaces in
the same way. Additionally, if for some i ∈ L, α(i) = α˜(i) − 1, then it follows that α(i + 1) ∈
{α˜(i + 1) − 1, α˜(i + 1)} by the third property of the threshold function. This means that every
token i ∈ L that is placed on u in Ω˜ will also be placed on u in Ω. Since f is non-decreasing in
each coordinate (by assumption), the coupling argument above establishes (4.4).
By (4.4), the vector X = (X1, . . . ,Xγ) satisfies the negative regression property. Then, for
any i ∈ {1, . . . , γ}, define a random variable h(Xi) as follows: h(Xi) = M[t+1,t2]u(j),D if Xi = 1, and
h(Xi) = M
[t+1,t2]
v(j),D if Xi = 0. By the choice of u and v, we know that the function
∏
i∈Sj h(Xi) is
non-decreasing in every coordinate Xi. Hence,
E
 ∏
i∈Sj
z
(t)
i
∣∣∣∣x(t−1), . . . , x(t1)
 = E
 ∏
i∈Sj
h(Xi)
∣∣∣∣ x(t−1), . . . , x(t1)

Lemma A.5
6
∏
i∈Sj
E
[
h(Xi)
∣∣ x(t−1), . . . , x(t1) ]
=
∏
i∈Sj
(
1
2
M
[t+1,t2]
u(j),D +
1
2
M
[t+1,t2]
v(j),D
)
.
Since M
[t,t2]
u(j),D =
1
2M
[t+1,t2]
u(j),D +
1
2M
[t+1,t2]
v(j),D =M
[t,t2]
v(j),D, we arrive at
E
 ∏
i∈Sj
z
(t)
i
∣∣∣∣ x(t−1), . . . , x(t1)
 6 ∏
i∈Sj
M
[t,t2]
w
(t−1)
i ,D
=
∏
i∈Sj
z
(t−1)
i .
Applying this to (4.2) for every 1 6 j 6 β′ implies that
E
[
Z(t)
∣∣ x(t−1), . . . , x(t1) ] = β′∏
j=1
E
 ∏
i∈Sj
z
(t)
i
∣∣∣∣x(t−1), . . . , x(t1)
 6 β′∏
j=1
∏
i∈Sj
z
(t−1)
i = Z
(t−1),
showing that Z(t) is indeed a supermartingale. This establishes (4.1) and finishes the proof of the
lemma.
Combining Lemma 4.2 and Lemma A.2, we directly obtain the following Chernoff bound:
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Lemma 4.3. Consider an arbitrary sequence of matchings M = 〈M(1),M(2), . . .〉. Fix any non-
negative load vector x(t1) at the end of round t1 > 0, and let T be the set of all tokens. Let D be
any subset of nodes and t2 > t1. Then, for the random variable
Z :=
∑
i∈T
χ
w
(t2)
i ∈D
=
∑
u∈D
x(t2)u ,
it holds for any δ > 0 that
Pr [Z > (1 + δ)E [Z ] ] 6
(
eδ
(1 + δ)1+δ
)E[Z ]
.
The strength of Lemma 4.3 is that the sum of loads is analyzed by means of a sum of indicator
random variables over all tokens instead of a sum of rounding errors as in Lemma 3.5, for instance.
For an illustration of the power of Lemma 4.3, we consider the following toy example.
Corollary 4.4. Consider the random matching model or balancing circuit model. Let x(0) be any
non-negative load vector with ‖x(0)‖1 6 n1−ε, where 0 < ε < 1 is a constant. Then, the discrepancy
after τcont(1, n
−1) rounds is at most 5/ε with probability at least 1− 2n−1.
We can think of the allocation of the ‖x(0)‖1 tokens in terms of the popular balls-and-bins model
[26]. If we run our randomized protocol for sufficiently many rounds, say τcont(1, n
−1) rounds, then
every token (corresponding to a ball) is located at any node (corresponding to a bin) with almost the
same probability. While in the standard balls-and-bins model, the allocation of different balls are
mutually independent, Lemma 4.2 established that these allocations are negatively correlated in our
model. Therefore we obtain a constant maximum load if the number of tokens is bounded by n1−ε,
which is a well-known fact for the balls-and-bins model. We now give the proof of Corollary 4.4.
Proof. Fix any node u ∈ V . By definition, it holds for t := τcont(1, n−1) that the time-interval
[0, t] is (1, n−1)–smoothing with probability at least 1− n−1 (noticing that this probability is even
1 for the balancing circuit model). Define Z :=
∑
i∈T χw(t)i =u
as the number of tokens located on
node u at the end of round t. Assuming that [0, t] is (1, n−1)–smoothing, the second statement of
Lemma 2.2 implies that
Pr
[
w
(t)
i = u
]
=M
[1,t]
w
(0)
i ,u
6 2/n
for any token i. Hence,
E [Z ] 6 ‖x(0)‖1 · 2/n 6 2n−ε < 1.
By applying Lemma 4.3 with δ = 4ε · 1E[Z ] , we obtain that
Pr
[
Z >
5
ε
]
6
(e
δ
)δ·E[Z ]
6 (εE [Z ])4/ε 6 n−2.
Taking the union bound over all nodes yields the claim.
The next lemma provides a concrete tail bound, which is not only exponentially small in the
deviation from the mean, but also exponentially small in the “sparseness” of the load vector. By
contrast, previous analyses expressing the load as a sum of rounding errors [7, 17, 21, 25, 32] yield
weaker tail bounds for sparse load vectors (cmp. Lemma 3.5). Another advantage of Lemma 4.5 is
that it gives a tail bound for an arbitrary convex combination of the load vector.
Lemma 4.5. Consider an arbitrary sequence of matchings M = 〈M(1),M(2), . . .〉 so that [t1, t2]
is (1, n−1)–smoothing for a pair of rounds t2 > t1. Fix any non-negative load vector x(t1) with
‖x(t1)‖1 6 n · e−(log n)σ for some constant σ ∈ (0, 1). Moreover, let
Z :=
∑
v∈V
yvx
(t2)
v ,
where y is any non-negative vector with ‖y‖1 = 1. Then, it holds for any δ > 0 that
Pr
[
Z > e−
1
5
(logn)σ + 8‖y‖∞ · (log n)δ
]
6 e−
1
3
(logn)δ+σ .
Proof. Let α := ‖y‖∞. Partition V into at most ⌈2 log2 n⌉+ 1 groups, defined as follows:
Sj :=
{
v ∈ V : 2−j−1 < yv 6 2−j
}
, ⌊log2(1/α)⌋ 6 j < ⌈2 log2 n⌉,
S⌈2 log2 n⌉ :=
{
v ∈ V : yv 6 2−⌈2 log2 n⌉
}
.
Clearly, |Sj | 6 2j+1 for every j, which also holds for S⌈2 log2 n⌉ since |S⌈2 log2 n⌉| 6 |V | = n. In order
to obtain a bound on Z, we will upper bound the following approximation of Z:
Z˜ :=
⌈2 log2 n⌉∑
j=⌊log2(1/α)⌋
∑
v∈Sj
x(t2)v · 2−j .
By definition, Z 6 Z˜. We now apply our new relation between the movements of tokens and
independent random walks in order to upper bound Z˜. We do this by considering the contribution
from each Sj individually. Since [t1, t2] is (1, n
−1)–smoothing, the second statement of Lemma 2.2
implies that every token is located at any node in round t2 with probability at most 2/n; thus,
every token is located at a node in Sj with probability at most 2|Sj |/n.
Suppose first that |Sj | > e 12 (logn)σ . By Lemma 4.2, the probability that we have more than
4|Sj | · e− 14 (logn)σ tokens on nodes in Sj in round t2 is upper bounded by
(
n · e−(log n)σ
4|Sj | · e− 14 (logn)σ
)
·
(
2|Sj |
n
)4|Sj |·e−14 (log n)σ
6
(
e · e− 34 (logn)σ
2
)4|Sj |·e− 14 (log n)σ
= n−ω(1),
since for any two integers 1 6 y 6 x,
(x
y
)
6
(
ex
y
)y
(the same bound on the probability holds trivially
when 4|Sj | · e− 14 (logn)σ is larger than n · e−(log n)σ). Next, assume that |Sj | 6 e 12 (logn)σ . For every
token i ∈ {1, . . . , ‖x(t1)‖1}, define Xi,j = χw(t2)i ∈Sj , that is, Xi,j = 1, if token i is located at a node
in Sj at the end of round t2, and Xi,j = 0, otherwise. Let Xj :=
∑‖x(t1)‖1
i=1 Xi,j. Then,
E [Xj ] 6
∥∥∥x(t1)∥∥∥
1
· 2|Sj |
n
6 e−(log n)
σ · 2e 12 (logn)σ = 2e− 12 (log n)σ .
Using the Chernoff bound (Lemma 4.3),
Pr [Xj > (1 + β)E [Xj ] ] 6
(
e
β
)β·E[Xj ]
.
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Choosing β := (log n)δ/E [Xj ], we conclude that
Pr
[
Xj > 2 · (log n)δ
]
6 (E [Xj ])
(log n)δ
6
(
2e−
1
2
(logn)σ
)(logn)δ
.
By the union bound over at most ⌈2 log2 n⌉ + 1 groups, we conclude that with probability at
least
1− (⌈2 log2 n⌉+ 1) ·max
{
n−ω(1),
(
2e−
1
2
(log n)σ
)(logn)δ}
> 1− e− 13 (log n)δ+σ ,
Z 6
⌈2 log2 n⌉∑
j=⌊log2(1/α)⌋
∑
v∈Sj
x(t2)v · 2−j =
⌈2 log2 n⌉∑
j=⌊log2(1/α)⌋
Xj · 2−j
6
⌈2 log2 n⌉∑
j=⌊log2(1/α)⌋
2−j ·
(
4|Sj |
e
1
4
(logn)σ
+ 2 · (log n)δ
)
6
⌈2 log2 n⌉∑
j=⌊log2(1/α)⌋
2−j · 4 · 2
j+1
e
1
4
(logn)σ
+
⌈2 log2 n⌉∑
j=⌊log2(1/α)⌋
2−j+1 · (log n)δ
6
8 · ⌈2 log2 n⌉
e
1
4
(logn)σ
+ 8α · (log n)δ
6 e−
1
5
(logn)σ + 8α · (log n)δ.
4.2 Bounding the Discrepancy in Arbitrary Graphs
Throughout this subsection, we consider the random matching or balancing circuit model. We
assume, without loss of generality, that x(0) ∈ Zn is any initial load vector with x ∈ [0, 1) (cf. Ob-
servation 2.11 for a justification). Let us fix any value ε > 0, not necessarily constant. Then, define
the following set of vectors for any ℓ > 1:
Eℓ :=
{
x ∈ Zn :
∑
u∈V
max {xu − 8ℓ · ⌈(log n)ε⌉ − ℓ, 0} 6 4n · e−
1
4
·(logn)ℓε
}
.
Roughly speaking, Eℓ includes all load vectors in which the number of tokens exceeding 8ℓ ·
⌈(log n)ε⌉ + ℓ for every node is not too large. In particular, for any load vector x ∈ Eℓ, ℓ > ⌈2/ε⌉,
the maximum load of x is at most 8ℓ · ⌈(log n)ε⌉+ ℓ.
The next lemma shows that if we start with a load vector in Eℓ−1, then the load vector after
τcont(1, n
−2) rounds will be in Eℓ with high probability.
Lemma 4.6. For any integer ℓ > 2, round t ∈ N, ε > 16/(log log n) and any vector x ∈ Eℓ−1, it
holds that
Pr
[
x(t+κ) ∈ Eℓ | x(t) = x
]
> 1− e− 14 (logn)ℓε − n−1,
where κ := τcont(1, n
−2). In particular, Pr
[
x(κ) ∈ E1
]
> 1−e− 14 (log n)ε−3n−1, if κ := τcont(K, 1/(2n)).
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Let us briefly describe the key steps in the proof of Lemma 4.6. The proof that x(κ) ∈ E1
makes use of the concentration inequality for the sum of rounding errors (Lemma 3.5). Based on
Lemma 4.3, we prove that, starting with a load vector in Eℓ−1, we obtain a load vector which is in
Eℓ after κ additional rounds.
Proof. Recall that we assume here that x ∈ [0, 1). Let us first consider the event x(κ) ∈ E1. Consider
the following potential function in round κ:
Φ(κ) :=
∑
u∈V
exp
((
x(κ)u − x
)2/
16
)
.
Since κ = τcont(K, 1/(2n)), it follows that with probability at least 1− n−1, the time-interval [0, κ]
is (K, 1/(2n))–smoothing, which we will condition on in the remainder of the proof (Noticing that
this probability is 1 in the balancing circuit model). By the second statement of Lemma 3.5, it
holds for any node u ∈ V and any δ > 1/n that
Pr
[ ∣∣∣x(κ)u − x∣∣∣ > δ ] 6 2 · exp
(
−
(
δ − 1
2n
)2/
4
)
, (4.5)
and therefore,
E
[
Φ(κ)
]
6 n ·max
u∈V
E
[⌈
exp
((
x(κ)u − x
)2/
16
)⌉]
= n ·max
u∈V
∞∑
k=1
Pr
[⌈
exp
((
x(κ)u − x
)2/
16
)⌉
> k
]
6 n ·max
u∈V
(
3 +
∞∑
k=4
Pr
[ (
x(κ)u − x
)2/
16 > log(k − 1)
])
= n ·max
u∈V
(
3 +
∞∑
k=3
Pr
[ ∣∣∣x(κ)u − x∣∣∣ > 4√log k ]
)
.
Combining this with (4.5), we get
E
[
Φ(κ)
]
6 n ·max
u∈V
(
3 +
∞∑
k=3
2 · exp
(
−
(
4
√
log k − 1
2n
)2/
4
))
6 n ·
(
3 +
∞∑
k=3
2 · e−3 log k
)
6 4n,
where in the last inequality, we used the fact that
∑∞
k=3 2k
−3 6 1. Hence, by Markov’s inequality,
Pr
[
Φ(κ) > 4n · e 14 ·(logn)ε
]
6 Pr
[
Φ(κ) > e
1
4
·(logn)ε ·E
[
Φ(κ)
] ]
6 e−
1
4
·(logn)ε . (4.6)
Furthermore, recall that by the first statement of Theorem 3.6, the maximum load at the end of
round κ is upper bounded by
√
8 log n + 2 with probability at least 1 − 2n−1. If we assume that
both Φ(κ) 6 4n · e 14 ·(logn)ε and x(κ)max 6
√
8 log n+ 2 hold, then
∑
u∈V
max
{
x(κ)u − 8 · ⌈(log n)ε⌉ − 1, 0
}
6
4n · e 14 ·(logn)ε
e4·(logn)2ε
·
(√
8 log n+ 2
)
6 4n · e−(log n)ε , (4.7)
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where the first inequality is due to the fact that every node with load more than 8⌈(log n)ε⌉ + 1
contributes at least
exp
(
(8 · ⌈(log n)ε⌉)2 /16) > e4·(logn)2ε
to Φ(κ). Combining (4.6) and (4.7) yields
Pr
[∑
u∈V
max
{
x(κ)u − 8 · ⌈(log n)ε⌉ − 1, 0
}
> 4n · e−(log n)ε
]
6 e−
1
4
·(logn)ε + 2n−1 + n−1,
where the final term n−1 corresponds to the event that [0, κ] is (K, 1/(2n))-smoothing. This implies
that
Pr
[
x(κ) ∈ E1
]
> 1− e− 14 ·(logn)ε − 3n−1,
completing the proof of the base case.
For the statement with ℓ > 2, we consider the probability space conditioned on x(t) = x ∈ Eℓ−1.
To simplify the notation, we will omit this condition in the following probabilities and expectations.
In order to analyze the load vector x(s), s > t, we consider an auxiliary load vector x˜(s), s > t,
which is initialized in round t by
x˜(t)u := max
{
x(t)u − 8(ℓ− 1) · ⌈(log n)ε⌉ − (ℓ− 1), 0
}
for every u ∈ V .
For any s > t, x˜(s) is the load vector obtained by the execution of the discrete load balancing
protocol starting with x˜(t) in round t which uses in every round s > t the same matchings and
orientations as for the load vector x(s). We define another set of vectors E˜ℓ by
E˜ℓ :=
{
x˜ ∈ Nn :
∑
u∈V
max {x˜u − 8 · ⌈(log n)ε⌉ − 1, 0} 6 4n · e−
1
4
(logn)ℓ·ε
}
.
We shall prove that
Pr
[
x˜(t+κ) ∈ E˜ℓ
]
> 1− e− 34 (logn)ℓ·ε − n−1. (4.8)
Before proving (4.8), we show that x˜(t+κ) ∈ E˜ℓ implies x(t+κ) ∈ Eℓ. Define another load vector x̂(s),
s > t, which is initialized in round t by
x̂(t)u := max{x(t)u , 8(ℓ − 1) · ⌈(log n)ε⌉ − (ℓ− 1)} for every u ∈ V .
Note that
x˜(t)u = x̂
(t)
u − 8(ℓ− 1) · ⌈(log n)ε⌉ − (ℓ− 1). (4.9)
Hence, ∑
u∈V
max
{
x(t+κ)u − 8ℓ · ⌈(log n)ε⌉ − ℓ, 0
}
6
∑
u∈V
max
{
x̂(t+κ)u − 8ℓ · ⌈(log n)ε⌉ − ℓ, 0
}
=
∑
u∈V
max
{
x˜(t+κ)u − 8 · ⌈(log n)ε⌉ − 1, 0
}
6 4n · e− 14 (logn)ℓ·ε ,
34
where the first line follows from the second statement of Observation 2.11, and the second line
follows from (4.9) and the first statement of Observation 2.11. Hence, we conclude that
Pr
[
x(t+κ) ∈ Eℓ
]
> 1− e− 34 (log n)ℓ·ε − n−1 > 1− e− 14 (logn)ℓ·ε ,
which finishes the proof once (4.8) is established.
It remains to prove (4.8). We focus on the non-negative load vector x˜(s), s > t, for the remainder
of the proof. Fix an arbitrary node u ∈ V . Let Zi = χw(t+κ)i =u be the 0/1-indicator random variable
for every token i, which is one if and only if token i reaches node u at the end of round t+ κ. Let
β := ‖x˜(t)‖1 be the number of tokens, and Z :=
∑β
i=1 Zi. Clearly, x˜
(t+κ)
u = Z. Further, for every
token i, we have by Lemma 4.1 that
Pr [Zi = 1 ] =M
[t+1,t+κ]
w
(t)
i ,u
.
Since κ = τcont(1, n
−2), the time-interval [t, t + κ] is (1, n−2)–smoothing with probability at least
1 − n−1, which we will assume in the following. Hence, Lemma 2.2 yields for every pair of nodes
v, u ∈ V ,
M[t+1,t+κ]v,u 6
1
n
+
1
n2
.
By definition of the set Eℓ−1, we have that
β =
∥∥∥x˜(t)∥∥∥
1
=
∑
u∈V
max
{
x(t)u − 8(ℓ− 1) · ⌈(log n)ε⌉ − (ℓ− 1), 0
}
6 4n · e− 14 (log n)(ℓ−1)·ε .
Hence,
E [Z ] 6
β∑
i=1
(
1
n
+
1
n2
)
6 5e−
1
4
(logn)(ℓ−1)·ε . (4.10)
By Lemma 4.3, we can upper bound Z as follows: For any δ > 0,
Pr [Z > (1 + δ)E [Z ] ] 6
(e
δ
)δ·E[Z ]
. (4.11)
Since E [Z ] 6 1,
Pr
[
x˜(t+κ)u > δE [Z ] + 1
]
= Pr [Z > δE [Z ] + 1 ] 6 Pr [Z > (1 + δ)E [Z ] ] .
Choosing δ = δ(α) = 1
E[Z ] · (8 · (log n)ε + α) (for any integer α > 0) in (4.11), we obtain
Pr
[
x˜(t+κ)u > (8 · (log n)ε + α) + 1
]
6
(e
δ
)8·(log n)ε+α
6
(
E [Z ]
5
)8·(logn)ε+α
by (4.10)
6 exp
(
−1
4
· (log n)(ℓ−1)·ε · (8 · (log n)ε + α)
)
, (4.12)
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where the second inequality follows by the assumption that ε > 16/(log log n). Our goal is now to
bound the number of tokens in the load vector x˜(t+κ) that are above the threshold 8 · ⌈(log n)ε⌉+1.
To this end, define the potential function Λ(t+κ) with respect to load vector x˜(t+k) by
Λ(t+κ) :=
∑
u∈V
max
{
x˜(t+κ)u − 8 · ⌈(log n)ε⌉ − 1, 0
}
.
Then, we can upper bound the expectation of Λ(t+κ) as follows:
E
[
Λ(t+κ)
]
=
∑
u∈V
∞∑
α=1
Pr
[
max
{
x˜(t+κ)u − 8 · ⌈(log n)ε⌉ − 1, 0
}
> α
]
=
∑
u∈V
∞∑
α=1
Pr
[
x˜(t+κ)u > 8 · ⌈(log n)ε⌉+ 1 + α
]
by (4.12)
6
∑
u∈V
∞∑
α=1
exp
(
−1
4
· (log n)(ℓ−1)·ε · (8 · (log n)ε + α)
)
.
Since 14 · (log n)(ℓ−1)·ε > 1 by assumption on ε, we have
E
[
Λ(t+κ)
]
6 n · exp
(
−(log n)(ℓ−1)·ε+ε
)
·
∞∑
α=1
e−α
6 n · e−(logn)ℓ·ε · 1
1− e−1 6 4n · e
−(logn)ℓ·ε .
By Markov’s inequality, we have that
Pr
[
Λ(t+κ) > 4n · e− 14 (logn)ℓ·ε
]
6 e−
3
4
(logn)ℓ·ε .
Hence, by definition of E˜ℓ, it holds that
Pr
[
x˜(t+κ) ∈ E˜ℓ
]
> 1− e− 34 (logn)ℓ·ε ,
under the assumption that [t, t + κ] is (1, n−2)-smoothing, which holds with probability at least
1− n−1. This establishes (4.8) and completes the proof of the theorem.
Iterating Lemma 4.6 reveals an interesting tradeoff. First, we obtain a discrepancy of O((log n)ε)
for an arbitrarily small constant ε > 0 by increasing the runtime τcont(K,n
−2) only by a constant
factor. Furthermore, choosing ε = Θ(1/(log log n)) and ℓ appropriately, we obtain a discrepancy of
O(log log n) by increasing the runtime by a factor of O(log log n).
Theorem 4.7. Let G be any graph, and consider the random matching or balancing circuit model.
The following statements hold:
• Let ε > 0 be an arbitrarily small constant. Then, after O(τcont(K,n−2)) rounds, the discrep-
ancy is O((log n)ε) with probability at least 1− e− 15 (log n)ε.
• After O(τcont(K,n−2) · log log n) rounds, the discrepancy is O(log log n) with probability at
least 1− 1logn .
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Proof. We start with the proof of the first statement. By Lemma 4.6 with
κ := τcont(K,n
−2) > max{τcont(K, 1/(2n)), τcont(1, n−2)},
for any vector x ∈ Eℓ−1, ℓ > 2 and any round t ∈ N, it holds that
Pr
[
x(t+κ) ∈ Eℓ | x(t) = x
]
> 1− e− 14 (logn)ℓ·ε − 3n−1
> 1− e− 14 (logn)ε − 3n−1 =: p, (4.13)
and the same lower bound also holds for Pr
[
x(κ) ∈ E1
]
. Our goal is to show that x(ℓ·κ) is in Eℓ,
where ℓ := ⌈2ε ⌉. Applying (4.13) ℓ-times and the union bound,
Pr
[
x(ℓ·κ) ∈ Eℓ
]
> 1− ℓ ·
(
e−
1
4
(logn)ε + 3n−1
)
> 1− 1
2
· e− 15 (logn)ε ,
where the second inequality holds since ε and ℓ are constants. If the load vector x(ℓ·κ) is in Eℓ, then∑
u∈V
max
{
x(ℓ·κ)u − 8
⌈
2
ε
⌉
· ⌈(log n)ε⌉ −
⌈
2
ε
⌉
, 0
}
6 4n · exp
(
−1
4
· (log n)⌈ 2ε ⌉·ε
)
< 1,
which implies that the maximum load in round ℓ·κ isO((log n)ε). The corresponding lower bound on
the minimum load follows by symmetry (Lemma 2.12). Hence with probability 1−2 · 12e−
1
5
(logn)ε =
1 − e− 15 (logn)ε , the discrepancy in round ℓ · κ is O((log n)ε), completing the proof of the first
statement.
Let us now prove the second statement. First, observe that if x(t) ∈ Eℓ for some round t, then
also x(t+1) ∈ Eℓ. We now choose ε := 16log logn , ℓ := ⌈log log n⌉ and bound the number of rounds
required to reach a load vector in Eℓ. We divide this time into phases, each of which being of length
κ := τcont(K,n
−2). As the success probability p in (4.13) is only a positive constant for our choice
of ε, we may have to repeat some of the phases. However, the number of repetitions R before we
reach a load vector in Eℓ is stochastically smaller than the sum of ℓ independent geometric random
variables, each of which having success probability p. Hence, by Lemma A.3, with probability at
least 1− 12 logn , it holds that R = O(ℓ), i.e., the load vector is in Eℓ after at most O(ℓ) repetitions
of κ many rounds. If this indeed happens, then∑
u∈V
max
{
x(R·κ)u − 8ℓ · ⌈(log n)ε⌉ − ℓ, 0
}
6 4n · e− 14 (logn)ℓε .
Plugging in the values of ε and ℓ yields∑
u∈V
max
{
x(R·κ)u − 8 ⌈log log n⌉ ·
⌈
(log n)
16
log log n
⌉
− ⌈log log n⌉, 0
}
6 4n · exp
(
−1
4
· (log n)⌈log logn⌉· 16log logn
)
< 1.
From the last inequality, it follows directly that every nodes u ∈ V satisfies
x(R·κ)u 6 8⌈log log n⌉ · ⌈e16⌉+ ⌈log log n⌉.
To get the corresponding lower bound for the minimum load, we use Lemma 2.12. Thus with
probability at least 1− 1logn , the discrepancy in round R ·κ is upper bounded by O(log log n). This
finishes the proof of the second statement and the proof of the theorem.
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5 Proof of the Main Theorem (Theorem 1.1)
The first part of this section gives a sketch of the proof of Theorem 1.1. For the ease of the analysis,
we remove the same number of tokens from every node such that the resulting load vector x satisfies
x ∈ [0, 1) (cf. Observation 2.11). As illustrated in Figure 1, our proof consists of the following three
main steps:
1. Reducing the Discrepancy to (log n)εd. We first use Theorem 4.7 from Section 4 to show
that in round t1 := O
(
τcont(K,n
−2)
)
= O( log(Kn)1−λ ), the discrepancy is at most (log n)εd ,
where εd > 0 is a sufficiently small constant.
2. Sparsification of the Load Vector. Since our goal is to achieve a constant discrepancy,
we fix a constant C > 0 and only consider nodes with more than C tokens. We prove in
Theorem 5.2 that the number of tokens above the threshold C on these nodes is at most
n · e−(logn)1−ε in round t2 := t1 + O
( logn
1−λ
)
. The proof of this step is based on a polynomial
potential function and the small discrepancy of the load vector in round t1.
3. Reducing the Discrepancy to a Constant. Now we only need to analyze the n·e−(log n)1−ε
tokens above the threshold C. This problem can be reduced to the analysis of a non-negative
load vector with at most n · e−(log n)1−ε tokens (Observation 2.11). We prove in Theorem 5.3
that in round t3 := t2 + O
( logn
1−λ
)
, there is no token above the threshold C + 1. The proof
employs the token-based analysis via random walks from Section 4. The lower bound on the
minimum load follows by symmetry (Lemma 2.12). These two bounds on the maximum and
minimum load together imply that the discrepancy in round t3 is at most 2C + 2.
K
(log n)εd
C + 1
x
(t)
max
t
t1 t2 t3
O( log(Kn)1−λ ) O( logn1−λ ) O( logn1−λ )
Theorem 4.7
x
(0)
max 6 K
⇓
x
(t1)
max 6 (logn)εd
Theorem 5.2
x
(t1)
max 6 (logn)εd
⇓∑
u∈V
max{x
(t2)
u − C, 0}
6 ne−(log n)
1−ε
Theorem 5.3∑
u∈V
max{x
(t2)
u − C, 0}
6 ne−(log n)
1−ε
⇓
x
(t3)
max 6 C + 1
Figure 1: The above diagram illustrates how Theorem 4.7, Theorem 5.2 and Theorem 5.3 are combined to prove Theorem 1.1.
We assume w.l.o.g. that x ∈ [0, 1) and consider the decrease of the maximum load.
Remark 5.1. All results and arguments in this section will hold for the balancing circuit model
(with constant d) and the random matching model for any regular graph G as described in Section 2,
unless mentioned otherwise. In the analysis, one round in the random matching model corresponds
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to d consecutive rounds in the balancing circuit model, which ensures smooth convergence as we
periodically apply the same sequence of d matchings. In fact, many of the complications in the
proof come from the random matching model, as some nodes may not be part of any matching for
up to O(log n) rounds.
5.1 Proof of Theorem 1.1
In this subsection, we state Theorem 5.2 and Theorem 5.3 with their proofs deferred to Section 5.2
and Section 5.3, respectively. By assuming the correctness of these two theorems, we prove our
main result, Theorem 1.1, at the end of this subsection.
Theorem 5.2. Let G be any graph, and let 0 < ε < 1 be any constant. Then, there are constants
εd = εd(ε) > 0, C = C(ε) > 0 and ν = ν(ε) ∈ (0, 1) such that the following holds. For any load
vector x(0) with discrepancy at most (log n)εd and x ∈ [0, 1), it holds after τ := O( logn1−λ ) rounds
with probability at least 1− e−(log n)ν that∑
u∈V
max
{
x(τ)u − C, 0
}
6 n · e−(logn)1−ε .
The complete proof of Theorem 5.2 is given in Section 5.2.
Theorem 5.3. Let G be any regular graph and 0 < ε 6 1192 be any constant. Assume that x
(0) is a
non-negative load vector with ‖x(0)‖1 6 n·e−(log n)1−ε . Then with probability at least 1−3e−(log n)1−3ε ,
it holds after κ := O( logn1−λ ) rounds that x(κ)max 6 1.
We defer the proof of Theorem 5.3 to Section 5.3 and first prove Theorem 1.1, assuming the
correctness of Theorem 5.2 and Theorem 5.3.
Proof. Set the value of ε in Theorem 5.3 to 1/192, which in turn gives us a constant εd = εd(ε) > 0
for the precondition in Theorem 5.2. By Theorem 4.7, the discrepancy is at most O ((log n)εd) with
probability at least 1− e− 15 (log n)εd in round t1 := O
( log(Kn)
1−λ
)
. Next, we apply Theorem 5.2 to prove
that with probability at least 1−e−(log n)ν , the load vector x(t2) in round t2 := t1+O
( logn
1−λ
)
satisfies∑
u∈V
max
{
x(t2)u − C, 0
}
6 n · e−(logn)1−ε .
Consider now an auxiliary load vector x˜(s), s > t2, which is initialized in round t2 by x˜
(t2)
u :=
max
{
x
(t2)
u −C, 0
}
for any u ∈ V . For any s > t2, x˜(s) is obtained by the execution of the discrete load
balancing protocol, starting with x˜(t2) in round t2, which uses the same matchings and orientations
as for the load vector x(s) in every round s > t2. By Observation 2.11, x
(s)
u 6 x˜
(s)
u + C for every
s > t2 and thus suffices to bound the maximum load of the non-negative load vector x˜
(s). As
‖x˜(t2)‖1 6 n · e−(logn)1−ε , we may apply Theorem 5.3 to conclude that in round t3 := t2+O
( logn
1−λ
)
,
x˜
(t3)
max 6 1 holds with probability at least 1 − 3e−(log n)1−3ε . Hence by the union bound and the
relation between x˜(t3) and x(t3), the maximum load of x(t3) is at most C + 1 with probability
at least 1 − 12e−(log n)
c1 , where c1 > 0 is some constant. The corresponding lower bound on the
minimum load is derived by symmetry (Lemma 2.12). Hence, with probability at least 1−e−(log n)c1 ,
the discrepancy is at most c2 = 2C + 2. This finishes the proof of the first result in Theorem 1.1.
The second result on the expected discrepancy can be derived as follows. First, consider the case
where the initial discrepancy K is at most n. Then, with probability 1−n−1 after τ := τcont(n, 1) =
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O( logn1−λ ) rounds, the discrepancy is at most 1 in the continuous case. Using the first statement of
Theorem 3.6 with κ = 5, with probability at least 1 − 2n−4, we have maxw∈V
∣∣∣x(τ)w − ξ(τ)w ∣∣∣ =
O(√log n). Hence, with probability at least 1− 2n−4 − n−1 the discrepancy is at most O(√log n).
If the discrepancy is at most O(√log n) after τ rounds, then by the first result, the discrepancy is
at most c2 after ℓ = O
( logn
1−λ
)
additional rounds with probability at least 1− e−(log n)c1 . Combining
this, we conclude that the expected discrepancy after τ + ℓ rounds is at most
E
[
disc
(
x(τ+ℓ)
) ]
6 K · (2n−4 + n−1)+O(√log n) · e−(log n)c1 + c2 6 c3,
where c3 > 0 is a constant.
Next, consider the case where the initial discrepancy K is larger than n. Then, we first consider
4 · logn(K) = 4 · logKlogn consecutive intervals of length τcont(n, 1) = O
( logn
1−λ
)
each. Let κ := 4 ·
logn(K) · τcont(n, 1) be the final round at the end of these intervals. If at the beginning of an
interval the discrepancy is larger than n, then by using the same arguments as above, it follows
that with probability at least 1−2n−1 the discrepancy is reduced by a factor of n/O(√log n) > √n.
If disc(x(κ)) 6 n, then from the first case we know that after additional ℓ rounds, the expected
discrepancy is at most c2. Conditioning on the value of disc(x
(κ)), we conclude that
E
[
disc
(
x(κ+ℓ)
) ]
6 Pr
[
disc
(
x(κ)
)
6 n
]
· E
[
disc
(
x(κ+ℓ)
) | disc (x(κ)) 6 n ]
+Pr
[
disc
(
x(κ)
)
> n
]
· E
[
disc
(
x(κ+ℓ)
) | disc (x(κ)) > n ]
6 1 · c3 +Pr
[
disc
(
x(κ)
)
> n
]
·K.
If disc
(
x(κ)
)
> n occurs, then in less than log√n(K) = 2 · logn(K) intervals, the discrepancy is
reduced by a factor of at most
√
n. Hence,
Pr
[
disc
(
x(κ)
)
> n
]
6
(
4 · logn(K)
2 · logn(K)
)
·
(
2
n
)2·logn(K)
6
(
4 · e
n
)2·logn(K)
6
1
K
,
and therefore, E
[
disc
(
x(κ+ℓ)
) ]
= O(1).
5.2 Proof of Theorem 5.2
Throughout the proof of Theorem 5.2, we use the following potential function:
Φ(t) :=
∑
u∈V : x(t)u >11
(
x(t)u
)8
. (5.1)
Occasionally, we will also apply this potential function to a different sequence of load vectors
x˜(t), t > 0, and denote this by Φ(t)(x˜). Our next observation is that Φ(t) is non-increasing in t.
Indeed, since our protocol only transfers tokens from nodes with larger load to ones with smaller
load, it suffices to show that x 7→ x8 · 1x>11 is convex, which follows from the convexity of x 7→ x8
and 118 − 0 6 128 − 118.
The key step in proving Theorem 5.2 is to analyze the drop of the potential function Φ, which
is formalized in the following lemma:
Lemma 5.4. Let τ := O( logn1−λ ). Then, the following two statements hold:
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• For any load vector x(0) with discrepancy at most (log n)13/900, it holds with probability at
least 1− e−(logn)ν , where ν ∈ (0, 1) is a constant, that
Φ(τ) 6 n · e−(logn)
1
100 .
• For any non-negative load vector x(0) with discrepancy at most (log n)εd, where 0 < εd 6
13/900, and ‖x(0)‖1 6 n · e−(logn)σ for some constant σ ∈ (0, 1), where 1 − 27εd − σ > 0, it
holds with probability at least 1− e−(logn)ν , where ν ∈ (0, 1) is a constant, that
Φ(τ) 6 n · exp
(
−(log n)1−27εd− 105106 (1−27εd−σ)
)
.
Since
∑
u∈V max
{
x
(τ)
u − 10, 0
}
6 Φ(τ), the second statement of Lemma 5.4 states that the
number of tokens above the threshold 10 at the end of round τ is much smaller than n · e−(log n)σ .
This argument can be iterated a constant number of times so that the number of tokens above the
threshold 10 · k at the end of round k · τ is at most n · e−(log n)1−ε for a sufficiently large constant
k, yielding Theorem 5.2.
5.2.1 Proof of Theorem 5.2 using Lemma 5.4
We now proceed with the formal proof of Theorem 5.2 assuming the correctness of Lemma 5.4,
whose proof is given in Section 5.2.2.
Proof. We choose εd 6 min{ε/54, 13/900}. Assume that the discrepancy of the initial load vector
x(0) is at most (log n)εd . Then, the first statement of Lemma 5.4 implies that with probability
1− e−(logn)ν , ∑
u∈V
max
{
x(τ)u − 10, 0
}
6 Φ(τ) 6 n · e−(log n)
1
100 , (5.2)
where τ := O( logn1−λ ) is as defined in Lemma 5.4. Let us now define an auxiliary load vector x˜(s)
for any s > τ . This load vector is initialized by x˜(τ) := max
{
x
(τ)
u − 10, 0
}
and uses for any round
s > τ the same matchings and orientations as the load vector x(s). By Observation 2.11, it holds
for any s > τ and node u ∈ V that
x(s)u 6 x˜
(s)
u + 10,
which allows us to work with the non-negative load vector x˜ in the following. By definition of x˜
and (5.2),
∥∥x˜(τ)∥∥
1
6 n · e−(logn)
1
100 . Applying the second statement of Lemma 5.4 to x˜(τ), it follows
with probability 1− e−(logn)ν that∑
u∈V
max
{
x˜(2τ)u − 10, 0
}
6 Φ(2τ)(x˜) 6 n · exp
(
−(log n)1−27εd− 105106 (1−27εd−a(1))
)
,
where a(1) := 1100 . Consequently,∑
u∈V
max
{
x(2τ)u − 2 · 10, 0
}
6
∑
u∈V
max
{
x˜(2τ)u − 10, 0
}
6 n · exp
(
−(log n)1−27εd− 105106 (1−27εd−a(1))
)
.
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Since the sequence a(i), i > 2, defined by the recursion
a(i) := (1− 27εd)− 105
106
(
(1− 27εd)− a(i− 1)
)
=
1
106
· (1− 27εd) + 105
106
a(i− 1)
and a(1) = 1100 , is non-decreasing in i (as 1− 27εd > 1100 ), and converges to 1− 27εd, it follows for
any integer k ∈ N by the union bound that with probability at least 1− k · e−(log n)ν ,∑
u∈V
max
{
x(k·τ)u − k · 10, 0
}
6 Φ(k·τ) 6 n · e−(log n)a(k) .
Further, for any ε > 0, there exists a constant ι = ι(ε) ∈ N so that for any k > ι, a(k) >
1− 27εd − ε/2. Since εd 6 ε/54, Theorem 5.2 follows.
5.2.2 Proof of Lemma 5.4
This part is devoted to the proof of Lemma 5.4. First, we define canonical paths.
Definition 5.5 ([17]). The sequence P(t1)v = (P(t1)v (t1) = v,P(t1)v (t1+1), . . .) is called the canonical
path of v from round t1 if for all rounds t with t > t1 the following holds: If vt := P(t1)v (t) is
unmatched inM(t+1), then P(t1)v (t+1) := vt+1, where vt+1 := vt. Otherwise, let u ∈ V be the node
such that {vt, u} ∈M(t+1). Then,
• if x(t)vt > x(t)u and Φ(t+1)vt,u = 1, then vt+1 = vt,
• if x(t)vt > x(t)u and Φ(t+1)vt,u = −1, then vt+1 = u,
• if x(t)vt < x(t)u and Φ(t+1)vt,u = 1, then vt+1 = u,
• if x(t)vt < x(t)u and Φ(t+1)vt,u = −1, then vt+1 = vt.
An illustration of this definition is given in Figure 2.
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Figure 2: Illustration of the four cases in the definition of canonical path.
Note that there are always exactly n canonical paths, which are all vertex-disjoint. We define
canonical paths so that if two of them are connected by a matching edge, they continue in a way
so that the changes of the load (in absolute values) on each of the two paths is minimized. Hence,
any increase or decrease of the load in a canonical path implies that the load vector becomes more
balanced.
The next lemma relates the evolution of a canonical path to random walks and provides a lower
bound on the probability that canonical paths meet, i.e., are connected by a matching edge in at
least one round.
Lemma 5.6. Let t1 < t2 be two rounds. Fix a sequence of matchings 〈M(t1+1),M(t1+2), . . . ,M(t2)〉
and the load vector x(t1). Then, the following statements hold:
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t1
t2
t
u v
w z
Figure 3: An illustration of two canonical paths P(t1)u and P(t1)v reaching nodes w and z at the end of round t2, respectively.
The two paths evolve independently except for round t in which they are connected by a matching edge. In this illustration,
the load of the canonical path P(t1)u is always at least the load at the other endpoint of the incident matching edges, while the
opposite holds for P(t1)v . Hence P(t1)u always follows the direction of the orientation, whereas P(t1)v does the opposite.
• For any canonical path P(t1)v and node w ∈ V , it holds that
Pr
[
P(t1)v (t2) = w
]
=M[t1+1,t2]v,w .
• For any pair of different nodes u, v ∈ V and two canonical paths P(t1)u and P(t1)v , it holds that
Pr
[
∃t ∈ [t1, t2 − 1] :
{
P(t1)u (t),P(t1)v (t)
}
∈M(t+1)
]
>
∑
w∈V
M[t1+1,t2]u,w ·M[t1+1,t2]v,w .
Proof. Consider two independent random walks that start at nodes u, v at the end of round t1 and
terminate at the end of round t2. If a random walk is located at a node w ∈ V at the end of a round
t ∈ [t1, t2−1], it can make the following transition. If node w ∈ V is unmatched in round t+1, then
the random walk stays at w. If node w ∈ V is matched with a node k ∈ V , then the random walk
stays at w with probability 1/2 and, otherwise, switches to k. Hence, the probability distribution
for a random walk starting from u in round t2 is given by M
[t1+1,t2]
u,· (cf. proof of Lemma 4.1). By
Definition 5.5, a canonical path has the same transition probabilities as the aforementioned random
walk. Therefore, the first statement of the lemma follows.
We now prove the second statement. The first statement implies that the probability that both
independent random walks are located at the same node at the end of round t2 is given by∑
w∈V
M[t1+1,t2]u,w ·M[t1+1,t2]v,w .
Consider now the two canonical paths P(t1)u and P(t1)v . Further, consider any round t > t1, and
fix the load vector x(t−1). By definition, both canonical paths make the same transition as a random
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walk, and furthermore, the two transitions are independent unless {P(t1)u (t),P(t1)v (t)} ∈M(t+1) (see
Figure 3 for an illustration). Hence, we can couple the transitions of the two canonical paths with
the transitions of the two random walks until the first time when the two canonical paths are
connected by a matching edge. If the two random walks are located at the same node w at the end
of round t2, then, as two canonical paths cannot be located on the same vertex, the coupling above
implies that there is one round t ∈ [t1, t2 − 1] with
{
P(t1)u (t),P(t1)v (t)
}
∈M(t+1), and thus,
Pr
[
∃t ∈ [t1, t2 − 1] :
{
P(t1)u (t),P(t1)v (t)
}
∈M(t+1)
]
>
∑
w∈V
M[t1+1,t2]u,w ·M[t1+1,t2]v,w .
Now we sketch the key ideas of the proof of Lemma 5.4. We use the polynomial potential
function Φ(t) that only involves nodes with load at least 11 (see (5.1)). Using the condition that
the discrepancy of the load vector is at most (log n)εd , it follows directly that the initial value of
the potential Φ is upper bounded by an almost linear function in n (see Observation 5.7 below).
To prove that Φ decreases, we consider phases of length β := (log n)εt, where εt ∈ (0, 1) is a small
constant. In each such phase, we consider canonical paths starting from nodes with load at least
11 together with canonical paths starting from nodes with load at most 9.
To lower bound the probability that two canonical paths meet, we use the relation between
canonical paths and random walks, i.e., as long as both canonical paths have not been connected
by a matching edge, they evolve like independent random walks. Then, we focus on the nodes with
load at least 11 from which a canonical path has a large probability to meet with a canonical path
starting from a node with load at most 9 (Definition 5.9 and Lemma 5.10). Using this, we establish
in Lemma 5.11 that there are indeed sufficiently many encounters and the potential drops.
We continue with the formal proof. The next observation provides a simple bound on the initial
value of the potential function Φ(t) defined by (5.1), exploiting the small discrepancy of the load
vector.
Observation 5.7. Consider any load vector x(t) with x ∈ [0, 1) and discrepancy at most (log n)εd.
Then, Φ(t) 6 n · ((log n)εd + 1)8.
Our goal is to consider phases of length β = (log n)εt , where 0 < εt < 1 is a constant, and
prove that after each such phase, the expected value of the potential drops. Before analyzing the
potential change, we introduce three conditions for a pair of node u and round t.
Definition 5.8. Let β = (log n)εt , where 0 < εt < 1 is any constant. For any node u ∈ V and
round t ∈ N, define the following three conditions:
• Cond1(u, t) : x(t)u > 11.
• Cond2(u, t) : max
{∥∥∥M[t+1,t+β]u,· ∥∥∥2
2
,
∥∥∥M[t+1,t+β]·,u ∥∥∥2
2
}
6 (log n)−εt/9.
• Cond3(u, t) : ∑w∈V (M[t+1,t+β]u,w ∑v∈V x(t)v M[t+1,t+β]v,w ) < 4.
Moreover let S(t)1 be the set of nodes u satisfying Cond1(u, t). The sets S(t)2 and S(t)3 are defined
in the same way.
Note that Cond2(u, t) ensures that the local neighborhood around the node u, with respect
to the graph induced by the matchings within the time-interval [t+ 1, t + β], expands sufficiently.
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Regarding Cond3(u, t), recall that the probability distribution of P(t)u (t+β) is given byM[t+1,t+β]u,· .
Moreover, for any w ∈ V and fixed load vector x(t), ∑v∈V x(t)v M[t+1,t+β]v,w is the expected load on
node w in round t+ β. Hence, if Cond3(u, t) holds, then at the (random) location P(t)u (t+β), the
expected load is less than 4. Thus, if Cond1(u, t) and Cond3(u, t) both hold for a node u ∈ V ,
we would expect that P(t)u has a good chance to contribute to a decrease of the potential. This
intuition motivates the following definition of set V
(t)
1 , which can be considered as the set of “good”
nodes.
Definition 5.9. Define
V
(t)
1 := S(t)1 ∩ S(t)3 .
The next lemma provides two lower bounds on the size of V
(t)
1 , where the tail bound of the
second lower bound is exponentially small in the “sparseness” σ.
Lemma 5.10. Let εt ∈ (0, 1), εd ∈ (0, 1) be two arbitrary constants. Fix an arbitrary load vector
x(0) with discrepancy at most (log n)εd and x ∈ [0, 1). Then, the following statements hold:
• For any round t > τcont(n, n−3),
Pr
[ ∣∣∣V (t)1 ∣∣∣ > ∣∣∣S(t)1 ∣∣∣− n · e−(log n)εt/11 ] > 1− e−(logn)εt/11 − n−1.
• If x(0) is non-negative and satisfies ‖x(0)‖1 6 n · e−(log n)σ for some constant σ ∈ (0, 1), then
for any round t > τcont(n, n
−3),
Pr
[ ∣∣∣V (t)1 ∣∣∣ > 12 ∣∣∣S(t)1 ∣∣∣− n · e−(logn)εt/20+σ
]
> 1− e−(logn)εt/20+σ − e− 12 (log n)εt/2 − n−1.
Proof. We begin by proving the first statement, which will be established by an upper bound on
S(t)3 . Fix any node u ∈ V in round t, and consider
∥∥∥M[t+1,t+β]u,· ∥∥∥2
2
(recall β = (log n)εt). While
this is a deterministic value for the balancing circuit model, it is a random variable in the random
matching model. By Lemma 2.8, it holds for the random matching model that
Pr
[
max
{∥∥∥M[t+1,t+β]u,· ∥∥∥2
2
,
∥∥∥M[t+1,t+β]·,u ∥∥∥2
2
}
> (log n)−εt/7
]
6 e−(logn)
εt/2
.
For the balancing circuit model, we replace the β rounds by d · β rounds, which corresponds to
applying the round matrix M =
∏d
i=1M
(i) β times. By Lemma 2.5, we have for any pair of nodes
u, v ∈ V that
M(β)u,v 6 (log n)
−εt/9,
and hence, for any t being a multiple of d,
max
{∥∥∥M[t+1,t+dβ]u,· ∥∥∥2
2
,
∥∥∥M[t+1,t+dβ]·,u ∥∥∥2
2
}
6 (log n)−εt/9.
Let us now return to the random matching model. By Markov’s inequality, we get
Pr
[ ∣∣∣{u ∈ S(t)1 : u does not satisfy Cond2(u, t)}∣∣∣ > ∣∣∣S(t)1 ∣∣∣ · e− 12 (log n)εt/2 ] 6 e− 12 (log n)εt/2 ,
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that is,
Pr
[ ∣∣∣S(t)1 \ S(t)2 ∣∣∣ 6 ∣∣∣S(t)1 ∣∣∣ · e− 12 (logn)εt/2 ] > 1− e− 12 (log n)εt/2 . (5.3)
Similarly,
Pr
[ ∣∣∣V \ S(t)2 ∣∣∣ 6 n · e− 12 (logn)εt/2 ] > 1− e− 12 (logn)εt/2 . (5.4)
Note that S(t)2 depends only on the random choices for the matchings within the time-interval
[t + 1, t + β], which is independent of the load vector x(t) and the matchings in the time-interval
[0, t]. Since t > τcont(n, n
−3), it follows that
Pr
[
[0, t] is (n, n−3)–smoothing
]
> 1− n−1, (5.5)
and this probability is 1 for the balancing circuit model. For the remainder of the proof, we
tacitly assume that [0, t] is (n, n−3)–smoothing and focus on the random matching model. (The
same arguments apply to the balancing circuit model by replacing a single round by d rounds
corresponding to the d matchings, which are applied periodically.) Hence, by Lemma 3.5, it holds
for any sequence of matchings 〈M(t+1),M(t+2), . . . ,M(t+β)〉, any node u ∈ V , and δ > 1/(2n) that
Pr
[ ∣∣∣∣∣∑
v∈V
x(t)v M
[t+1,t+β]
v,u − x
∣∣∣∣∣ > δ
]
6 2 exp
− (δ − 1/(2n))2
4 ·
∥∥∥M[t+1,t+β].,u ∥∥∥2
2
 .
Choosing δ = 1 and recalling x 6 1 yields
Pr
[∑
v∈V
x(t)v M
[t+1,t+β]
v,u > 2
∣∣∣∣ u ∈ S(t)2
]
6 2 exp
(
− (1− 1/(2n))
2
4 · (log n)−εt/9
)
6 e−(log n)
εt/10
.
Hence, by Markov’s inequality,
Pr
[ ∣∣∣∣∣
{
u ∈ S(t)2 :
∑
v∈V
x(t)v M
[t+1,t+β]
v,u > 2
}∣∣∣∣∣ > ∣∣∣S(t)2 ∣∣∣ · e− 12 (logn)εt/10
]
6 e−
1
2
(log n)εt/10 .
Let R(t) :=
{
u ∈ V : ∑v∈V x(t)v M[t+1,t+β]v,u > 2}. Then, we infer from the above inequality that
Pr
[ ∣∣∣R(t) ∩ S(t)2 ∣∣∣ 6 ∣∣∣S(t)2 ∣∣∣ · e− 12 (log n)εt/10 ] > 1− e− 12 (logn)εt/10 . (5.6)
Combining (5.4), (5.6), and R(t) ⊆
(
R(t) ∩ S(t)2
)⋃(
V \ S(t)2
)
gives
Pr
[ ∣∣∣R(t)∣∣∣ 6 n · e− 12 (logn)εt/10 + n · e− 12 (logn)εt/2 ] > 1− 2e− 12 (logn)εt/10 . (5.7)
Our next goal is to upper bound the size of S(t)3 in terms of |R(t)|. By definition, we have
∑
u∈V \S(t)3
∑
w∈V
(
M[t+1,t+β]u,w
∑
v∈V
x(t)v M
[t+1,t+β]
v,w
)
> 4 ·
∣∣∣V \ S(t)3 ∣∣∣ . (5.8)
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On the other hand, since x
(t)
max 6 x
(0)
max 6 (log n)εd + 1 6 2(log n)εd , we have∑
u∈V \S(t)3
∑
w∈V
(
M[t+1,t+β]u,w
∑
v∈V
x(t)v M
[t+1,t+β]
v,w
)
=
∑
u∈V \S(t)3
∑
w∈R(t)
(
M[t+1,t+β]u,w
∑
v∈V
x(t)v M
[t+1,t+β]
v,w
)
+
∑
u∈V \S(t)3
∑
w∈V \R(t)
(
M[t+1,t+β]u,w
∑
v∈V
x(t)v M
[t+1,t+β]
v,w
)
6 2(log n)εd ·
∑
u∈V \S(t)3
∑
w∈R(t)
M[t+1,t+β]u,w
∑
v∈V
M[t+1,t+β]v,w +
∑
u∈V \S(t)3
2 ·
∑
w∈V
M[t+1,t+β]u,w
6 2(log n)εd ·
∑
w∈R(t)
∑
u∈V
M[t+1,t+β]u,w + 2
∣∣∣V \ S(t)3 ∣∣∣
6 2(log n)εd ·
∣∣∣R(t)∣∣∣+ 2 ∣∣∣V \ S(t)3 ∣∣∣ . (5.9)
Combining (5.8) and (5.9) yields ∣∣∣V \ S(t)3 ∣∣∣ 6 (log n)εd · ∣∣∣R(t)∣∣∣ .
Using this, (5.7) and
V
(t)
1 = S(t)1 ∩ S(t)3 = S(t)1 \
(
V \ S(t)3
)
complete the proof of the first statement.
Let us now turn to the second statement of the lemma. As in the proof of the first statement,
we tacitly assume that the time-interval [0, t] is (n, n−3)–smoothing, which holds with probability
at least 1− n−1, and we focus on the random matching model. Fix any node u ∈ S(t)2 . Note that∑
w∈V
(
M[t+1,t+β]u,w
∑
v∈V
x(t)v M
[t+1,t+β]
v,w
)
=
∑
v∈V
(∑
w∈V
M[t+1,t+β]u,w ·M[t+1,t+β]v,w
)
· x(t)v .
Now, we apply Lemma 4.5 with yv =
∑
w∈V M
[t+1,t+β]
u,w ·M[t+1,t+β]v,w . Since u ∈ S(t)2 , the vector y
satisfies
‖y‖∞ 6
∥∥∥M[t+1,t+β]u,· ∥∥∥∞ 6 ∥∥∥M[t+1,t+β]u,· ∥∥∥2 6 (log n)−εt/18,
and choosing δ = εt/19 in Lemma 4.5 gives
Pr
[
u 6∈ S(t)3
]
= Pr
[∑
v∈V
(∑
w∈V
M[t+1,t+β]u,w ·M[t+1,t+β]v,w
)
· x(t)v > 4
]
6 Pr
[∑
v∈V
(∑
w∈V
M[t+1,t+β]u,w ·M[t+1,t+β]v,w
)
· x(t)v > e−
1
5
(log n)σ + 8(log n)−εt/18 · (log n)εt/19
]
6 exp
(
−1
3
(log n)εt/19+σ
)
6 exp
(
−2 · (log n)εt/20+σ
)
.
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Therefore, by Markov’s inequality,
Pr
[ ∣∣∣S(t)2 \ S(t)3 ∣∣∣ > n · e−(log n)εt/20+σ ] 6 e−(logn)εt/20+σ .
Moreover, it follows from (5.3) that
Pr
[ ∣∣∣S(t)1 ∩ S(t)2 ∣∣∣ > 12 · ∣∣∣S(t)1 ∣∣∣
]
> 1− e− 12 (logn)εt/2 .
Using this and the fact that V
(t)
1 = S(t)1 ∩S(t)3 ⊇
(
S(t)1 ∩ S(t)2
)
\
(
S(t)2 \ S(t)3
)
implies that, under the
condition that [0, t] is (n, n−3)-smoothing,
Pr
[ ∣∣∣V (t)1 ∣∣∣ > 12 ∣∣∣S(t)1 ∣∣∣− n · e−(log n)εt/20+σ
]
> 1− e−(log n)εt/20+σ − e− 12 (logn)εt/2 ,
which finishes the proof.
Lemma 5.11. Let εb, εd and εt be three arbitrary constants in the interval (0, 1). Fix a load vector
x(t) with x ∈ [0, 1) and discrepancy at most (log n)εd. Assume that the load vector x(t) = x and the
matchings in the time-interval [t+ 1, t+ β] satisfy∣∣∣V (t)1 ∣∣∣ > 12 ∣∣∣S(t)1 ∣∣∣− n · e−(log n)εb .
Then, it holds in round t+ β, β := (log n)εt that
E
[
Φ(t+β)
∣∣∣ x(t) = x ] 6 max{(1− 1
9(log n)εt+9εd
)
· Φ(t), 4n · e−(log n)εb · ((log n)εd + 1)8
}
.
Proof. We remark that the precondition on V
(t)
1 depends only on the random choices for the match-
ing edges in the interval [t + 1, t + β], but not on the orientation of these edges. Therefore, the
orientations of the matchings in the time-interval [t + 1, t + β] are still chosen independently and
uniformly at random. In the proof we focus on the random matching model, but exactly the same
arguments apply to the balancing circuit model, where one round of the random matching model
corresponds to d matchings in the balancing circuit model.
We first observe that the claim of the lemma holds trivially if
∣∣∣S(t)1 ∣∣∣ 6 4n · e−(logn)εb , since, in
this case, we have that
Φ(t+β) 6 Φ(t) =
∑
u∈V
x
(t)
u >11
(
x(t)u
)8
6
∣∣∣S(t)1 ∣∣∣ · ((log n)εd + 1)8 6 4n · e−(log n)εb · ((log n)εd + 1)8 .
Hence we may assume that ∣∣∣S(t)1 ∣∣∣ > 4n · e−(log n)εb . (5.10)
In the following, we fix an arbitrary node u ∈ V (t)1 . By definition, node u satisfies
∑
w∈V
(
M[t+1,t+β]u,w
∑
v∈V
x(t)v M
[t+1,t+β]
v,w
)
< 4.
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Let
G(t+β) :=
{
w ∈ V :
∑
v∈V
x(t)v M
[t+1,t+β]
v,w 6 8
}
.
Since G(t+β) ⊆ V , we have that
∑
w 6∈G(t+β)
(
M[t+1,t+β]u,w
∑
v∈V
x(t)v M
[t+1,t+β]
v,w
)
< 4.
Combining this with the fact that
∑
w 6∈G(t+β)
(
M[t+1,t+β]u,w
∑
v∈V
x(t)v M
[t+1,t+β]
v,w
)
> 8 ·
∑
w 6∈G(t+β)
M[t+1,t+β]u,w
gives
∑
w 6∈G(t+β) M
[t+1,t+β]
u,w 6 1/2. Since the probability distribution of P(t)u (t+ β), the location of
the canonical path of u from round t in round t+ β, is given by M
[t+1,t+β]
u,· , we have that
Pr
[
P(t)u (t+ β) ∈ G(t+β)
]
=
∑
w∈G(t+β)
M[t+1,t+β]u,w >
1
2
. (5.11)
Fix now a node w ∈ G(t+β). Our next aim is to derive a lower bound on the probability that there
is a canonical path starting from a node v with x
(t)
v 6 9 that reaches w in round t+β. To this end,
let us define V
(t)
2 :=
{
v ∈ V : x(t)v 6 9
}
and αw :=
∑
v∈V (t)2
M
[t+1,t+β]
v,w for node w. Then,
8 >
∑
v∈V
x(t)v ·M[t+1,t+β]v,w
=
∑
v∈V (t)2
x(t)v ·M[t+1,t+β]v,w +
∑
v∈V \V (t)2
x(t)v ·M[t+1,t+β]v,w
> −(log n)εd · αw + 10 · (1− αw),
and rearranging yields for any w ∈ G(t+β) that
αw >
2
(log n)εd + 10
>
1
(log n)εd
. (5.12)
Let us now lower bound the probability for the event that the canonical path starting from
u ∈ V (t)1 meets with a canonical path starting from a node v ∈ V (t)2 within the time-interval
[t+ 1, t+ β]. By the second statement of Lemma 5.6, it holds that
Pr
[
∃s ∈ [t, t+ β − 1] :
{
P(t)u (s),P(t)v (s)
}
∈M(s+1)
]
>
∑
w∈V
M[t+1,t+β]u,w ·M[t+1,t+β]v,w .
To aggregate the contribution from all nodes in V
(t)
1 , we now define an auxiliary bipartite graph
H =
(
V
(t)
1 ∪ V (t)2 , E(H)
)
, which depends on the load balancing process within the time-interval
[t + 1, t + β]. We place an edge {u, v} ∈ E(H) if the canonical path of u ∈ V (t)1 meets with the
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canonical path of v ∈ V (t)2 within the time-interval [t+1, t+β]. We first lower bound the expected
number of edges in H:
E [ |E(H)| ] =
∑
u∈V (t)1
∑
v∈V (t)2
Pr
[
∃s ∈ [t, t+ β − 1] :
{
P(t)u (s),P(t)v (s)
}
∈M(s+1)
]
>
∑
u∈V (t1)1
∑
v∈V (t)2
∑
w∈V
M[t+1,t+β]u,w ·M[t+1,t+β]v,w
>
∑
u∈V (t)1
∑
w∈G(t+β)
M[t+1,t+β]u,w ·
∑
v∈V (t)2
M[t+1,t+β]v,w .
By (5.12), it holds for w ∈ G(t+β) that ∑
v∈V (t)2
M
[t+1,t+β]
v,w >
1
(logn)εd . Hence,
E [ |E(H)| ] > 1
(log n)εd
·
∑
u∈V (t)1
∑
w∈G(t+β)
M[t+1,t+β]u,w >
1
(log n)εd
·
∣∣∣V (t)1 ∣∣∣ · 12 ,
where the second inequality follows from (5.11). By the precondition of this lemma,∣∣∣V (t)1 ∣∣∣ > 12 ∣∣∣S(t)1 ∣∣∣− n · e−(log n)εb .
Since
∣∣∣S(t)1 ∣∣∣ > 4n · e−(log n)εb by (5.10), we conclude that ∣∣∣V (t)1 ∣∣∣ > 14 ∣∣∣S(t)1 ∣∣∣. This allows us to lower
bound E [ |E(H)| ] as follows:
E [ |E(H)| ] > 1
8(log n)εd
·
∣∣∣S(t)1 ∣∣∣
>
1
8(log n)εd
· Φ(t) · 1
((log n)εd + 1)8
>
1
9(log n)9εd
· Φ(t). (5.13)
Consider now the auxiliary graph H again. By definition, H contains all those edges {u, v}
with the property that two canonical paths of u ∈ V (t)1 and v ∈ V (t)2 meet within the time-interval
[t + 1, t + β]. We consider all the edges of this bipartite graph H =
(
V
(t1)
1 ∪ V (t1)2 , E(H)
)
in a
round-by-round fashion as the load balancing protocol proceeds. We remove an edge once the load
at one of the two endpoints changes (in which case the potential drops by at least 1), and we also
remove an edge when the two corresponding canonical paths meet (noticing that, also in this case,
the potential drops by at least 1 unless the edge was removed earlier).
Since by the end of round t + β, all edges in H are removed, we conclude that the potential
drops by at least
Φ(t) − Φ(t+β) > 1 · |E(H)|
∆(H)
>
|E(H)|
(log n)εt
.
Taking expectations on both sides and using our lower bound from (5.13) on E [ |E(H)| ] finally
gives
E
[
Φ(t) − Φ(t+β)
∣∣∣x(t) = x ] > E [ |E(H)| ]
(log n)εt
>
1
9(log n)εt+9εd
· Φ(t),
which completes the proof.
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Finally, we are now ready to prove Lemma 5.4 by combining Observation 5.7, Lemma 5.10, and
Lemma 5.11.
Proof. In this proof, we focus on the random matching model, but exactly the same arguments
apply to the balancing circuit model where one round of the random matching model corresponds
to d matchings in the balancing circuit model.
For the proof of the first statement, we choose the following constants: εt := 3/25, εd := 13/900,
and εb := εt/11 = 3/275. Fix a round t0 := τcont(n, n
−3). Define for any t > t0 the event
E(t) :=
{∣∣∣V (t)1 ∣∣∣ > 12 ∣∣∣S(t)1 ∣∣∣− n · e−(log n)εb
}
,
and E := ⋃t0+logn−1t=t0 E(t). By the first statement of Lemma 5.10,
Pr
[
E(t)
]
> 1− e−(log n)εt/11 − n−1,
and taking the union bound over the time-interval [t0, t0 + log n− 1],
Pr [ E ] > 1− e−(logn)εt/12 .
By the first statement of Lemma 5.11 with εb = εt/11, for any round t ∈ [t0, t0 + log n] such
that the load vector x(t) = x and the matchings in the time-interval [t, t + β] satisfy E(t) and
Φ(t) > n · e−(logn)εt/12 , it holds that(
1− 1
9(log n)εt+9εd
)
· Φ(t) > 4n · e−(logn)εb · ((log n)εd + 1)8 ,
and thus,
E
[
Φ(t+β)
∣∣∣ x(t) = x ] 6 (1− 1
9(log n)εt+9εd
)
· Φ(t). (5.14)
By Markov’s inequality, we have that
Pr
[
Φ(t+β) >
(
1− 1
81(log n)2εt+18εd
)
Φ(t)
∣∣∣∣x(t) = x ]
6
1− 1
9(logn)εt+9εd
1− 1
81(logn)2εt+18εd
6 1− 1
18 · (log n)εt+9εd ,
where the last inequality holds since
1− 1
x
1− 1
x2
6 1− 12x for any x > 2. Equivalently,
Pr
[
Φ(t+β) 6
(
1− 1
81(log n)2εt+18εd
)
Φ(t)
∣∣∣∣ x(t) = x ] > 118 · (log n)εt+9εd =: p. (5.15)
Now divide the time-interval [t0, t0 + log n] into (log n)
1−εt consecutive sections of length β :=
(log n)εt each. In the following, we call a section k ∈ {1, . . . , (log n)1−εt} good if (i) E(t0+(k−1)·β)
does not occur, or (ii) Φ(t0+k·β) 6
(
1− 1
81(log n)2εt+18εd
)
Φ(t0+(k−1)·β), or (iii) Φ(t0+(k−1)·β) 6 n ·
e−(log n)εt/12 . Then by (5.15), every section k ∈ {1, . . . , (log n)1−εt} is good with probability at
least p, independently of all previous sections. Consider a sequence of (log n)1−εt independent
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Bernoulli random variables X1,X2, . . . ,X(log n)1−εt with success probability p each and let X :=∑(logn)1−εt
k=1 Xi. Then,
E [X ] = (log n)1−εt · p = (log n)1−εt · 1
18 · (log n)εt+9εd =
log n
18 · (log n)2εt+9εd .
Hence by a Chernoff bound we have that
Pr
[
X >
1
2
·E [X ]
]
> 1− exp
(
−E [X ]
8
)
> 1− exp (−(log n)1−3εt−9εd) ,
and by the union bound it holds that
Pr
[(
X >
1
2
· E [X ]
)
∩ E
]
> 1− exp (−(log n)1−3εt−9εd)− e−(logn)εt/12 . (5.16)
If (X > 12 ·E [X ])∩ E occurs, then in at least logn36·(log n)2εt+9εd sections, the potential Φ decreases by
a factor of (1− 1
81(log n)2εt+18εd
), unless the potential is already smaller than n · e−(logn)εt/12 . Hence,
if the event (X > 12 · E [X ]) ∩ E occurs, then
Φ(t0+logn) 6 max
{
Φ(t0) ·
(
1− 1
81(log n)2εt+18εd
) log n
36·(log n)2εt+9εd
, n · e−(log n)εt/12
}
.
Since the initial potential satisfies Φ(t0) 6 n · ((log n)εd + 1)8 (cf. Observation 5.7), we have
Φ(t0+logn) 6 max
{
n · ((log n)εd + 1)8 · exp
(
− log n
2916 · (log n)4εt+27εd
)
, n · e−(log n)εt/12
}
6 max
{
n · exp
(
− log n
(log n)5εt+27εd
)
, n · e−(log n)εt/12
}
.
Recall that we choose εd =
13
900 and εt =
3
25 , which gives that
1− 5εt − 27εd = εt/12 = 1
100
.
Thus, the inequality above and (5.16) imply
Pr
[
Φ(t0+logn) 6 n · e−(log n)
1
100
]
> 1− 2 · e−(log n)εt/12 ,
which completes the proof of the first statement.
The proof of the second statement is very similar. Here, 0 < εd 6 13/900 and 0 < σ < 1 are
given, and we choose εt := (1−27εd−σ) ·21/106 > 0 and εb := εt/20+σ. By the second statement
of Lemma 5.10 and the union bound over the time-interval [t0, t0 + log n− 1],
Pr [ E ] > 1− e−(logn)εt/20 .
Then, by Lemma 5.11, for any load vector x(t) = x and sequence of matchings in the time-interval
[t+ 1, t+ β] that satisfy E(t) and Φ(t) > n · e−(log n)εt/21+σ , it holds that
E
[
Φ(t+β)
∣∣∣ x(t) = x ] 6 (1− 1
9(log n)εt+9εd
)
· Φ(t),
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and as before, we obtain
Pr
[
Φ(t+β) 6
(
1− 1
81 · (log n)2εt+18εd
)
Φ(t)
∣∣∣∣ x(t) = x ] > 118 · (log n)εt+9εd =: p. (5.17)
In the following, we call a section k ∈ {1, . . . , (log n)1−εt} good if (i) E(t0+(k−1)·β) does not occur,
or (ii) Φ(t0+k·β) 6
(
1− 1
81·(logn)2εt+18εd
)
Φ(t0+(k−1)·β), or (iii) Φ(t0+(k−1)·β) 6 n ·e−(log n)εt/21+σ . With
X denoting the number of good sections, the Chernoff bound and the union bound yield
Pr
[(
X >
1
2
·E [X ]
)
∩ E
]
> 1− e−(log n)1−3εt−9εd − e−(log n)εt/20 .
If (X > 12 ·E [X ])∩E occurs, then the potential at the end of the last section is upper bounded by
Φ(t0+logn) 6 max
{
n · exp
(
− log n
(log n)5εt+27εd
)
, n · e−(log n)εt/21+σ
}
.
Due to our choice of εt, we have
1− 5εt − 27εd = εt/21 + σ,
and thus,
Pr
[
Φ(t0+logn) 6 n · exp
(
−(log n)1−27εd− 105106 ·(1−27εd−σ)
) ]
> 1− e−(logn)εt/21 ,
and the proof of the second statement is complete.
5.3 Proof of Theorem 5.3
We start with an outline of the proof of Theorem 5.3 (confining ourselves to the case where the
degree ofG is small). Some techniques used here are similar to the ones used in proving Theorem 5.2.
For instance, we also use a potential function and short phases of polylogarithmic length to show
that the value of the potential function decreases. However, to prove Theorem 5.3, we have to
eliminate all tokens above a constant threshold, while in Theorem 5.2 it is sufficient to make this
number smaller than n · e−(logn)1−ε , which is still polynomial in n. To achieve this improvement,
(i) we employ a super-exponential potential function, (ii) switch to a token-based viewpoint, and
(iii) exploit the sparseness of the load vector by using the relation between random walks and the
movement of tokens from Section 4.
First, fix a node u with x
(t)
u > 2 and consider the next β = polylog(n) rounds. Clearly, the
number of nodes from which a token could meet with a token in Bβ(u), i.e., the set of nodes with
distance at most β to u, is at most d2β . Now if β is small enough, then a relatively straightforward
calculation shows that the total number of tokens located at nodes in Bβ(u) is at most 16(log n)
ε
(Lemma 5.13). Moreover, if the nodes holding these 16(log n)ε tokens expand in the graph induced
by the random matchings, then we expect the probability for any pair of these tokens meeting in
round t+ β to be small. This in turn implies that the load along the canonical path starting from
u in round t is decreased by at least one within the time-interval [t+ 1, t+ β].
Formally, we use a super-exponential potential function Λ(t) defined by
Λ(t) :=
∑
u∈V
Λ(t)u ,
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and
Λ(t)u :=
{
e
1
8
(logn)1−ε·x(t)u if x(t)u > 2,
0 otherwise,
where here and in the remainder of the proof, 0 < ε 6 1/192 is the constant from the statement of
Theorem 5.3.
We first derive some basic properties of this potential function. After that, we turn to the more
involved task of establishing an expected drop of the potential.
Lemma 5.12. Let x(0) be an arbitrary, non-negative load vector. Then, the following statements
hold:
• Let ‖x(0)‖1 6 n · e−(log n)1−ε . Then, in t := τcont(n, n−2) rounds, it holds with probability at
least 1− 2n−1 that Λ(t) 6 9n2.
• If two nodes u and v are matched in round t and x(t−1)u − x(t−1)v > 2, then
Λ(t−1)u + Λ
(t−1)
v − Λ(t)u − Λ(t)v > Λ(t−1)u ·
(
1− 2
e
1
8
(log n)1−ε
)
.
• For any u ∈ V , the function Λ(t)u is convex in x(t)u , and hence, Λ(t) is non-increasing in t.
Proof. We start with the proof of the first statement. Since t > τcont(n, n
−2), the time-interval
[0, t] is (n, n−2)–smoothing with probability at least 1 − n−1. Fix now all the matchings in [1, t]
and consider the orientations of the matching edges in the time-interval [1, t], which, together with
x(0), determine the load vector x(t). We fix any node u ∈ V and consider x(t)u . By Lemma 4.1 and
Lemma 2.2,
E
[
x(t)u
]
6 ‖x(0)‖1 · max
v,w∈V
M(t)v,w 6 2 · e−(log n)
1−ε
< 1.
By Lemma 4.3, we have for any δ > 1,
Pr
[
x(t)u > (1 + δ)E
[
x(t)u
] ]
6
(e
δ
)δ·E[ x(t)u ]
.
Choosing δ = ρ/E
[
x
(t)
u
]
for any real number ρ > 1 yields
Pr
[
x(t)u > 2ρ
]
6
e ·E
[
x
(t)
u
]
ρ
ρ 6 e− 12 (log n)1−ε·ρ.
Hence,
E
[
Λ(t)u
]
6
∞∑
k=2
Pr
[
x(t)u > k
]
· e 18 (logn)1−ε·k
6
∞∑
k=2
e−
1
4
(logn)1−ε·k · e 18 (log n)1−ε·k 6
∞∑
k=2
e−k/8 6
1
1− e−1/8 < 9.
Therefore, we have
E
[
Λ(t)
]
=
∑
u∈V
E
[
Λ(t)u
]
6 9n,
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and by Markov’s inequality, it holds that
Pr
[
Λ(t) > 9n2
]
6 n−1.
This completes the proof of the first statement.
For the second statement, notice that
Λ(t−1)u + Λ
(t−1)
v − Λ(t)u − Λ(t)v > Λ(t−1)u ·
(
1− Λ
(t)
u + Λ
(t)
v
Λ
(t−1)
u
)
> Λ(t−1)u ·
(
1− 2 · e
1
8
(logn)1−ε·(x(t−1)u −1)
e
1
8
(logn)1−ε·x(t−1)u
)
= Λ(t−1)u ·
(
1− 2
e
1
8
(logn)1−ε
)
,
where, in the second inequality, we used the fact that x
(t)
u 6 x
(t−1)
u − 1 and x(t)v 6 x(t−1)u − 1.
For the third statement, it suffices to note that Λ
(t)
u is convex since x 7→ e 18 (log n)1−ε·x is convex
and 2 · e 18 (logn)1−ε·2 6 e 18 (logn)1−ε·3, which holds for sufficiently large n. Therefore, tokens being
transferred along a matching edge {u, v} ∈ M(t) do not increase Λ(t)u + Λ(t)v , and hence, Λ(t) is
non-increasing in t.
Lemma 5.13. Consider the random matching model. Fix an arbitrary, non-negative load vector
x(0) with ‖x(0)‖1 6 n ·e−(logn)1−ε . Assume that the time-interval [0, t] is (n, n−2)–smoothing. Then,
for any subset of nodes S ⊆ V with |S| 6 4 · e 12 (logn)1−ε , it holds that
Pr
[∑
u∈S
x(t)u > 16 · (log n)ε
]
6 n−7.
Proof. Let us consider the total number of tokens located in S at the end of round t. Define
Z :=
‖x(0)‖1∑
i=1
χ
w
(t)
i ∈S
,
where w
(t)
i is the location (node) of the token i at the end of round t. Since the time-interval [0, t]
is (n, n−2)–smoothing, every token is located at a fixed node in S with probability at most 2/n
(cf. Lemma 2.2), which implies
E [Z ] 6
∥∥∥x(0)∥∥∥
1
· 2|S|
n
6 e−(log n)
1−ε · 8 · e 12 (logn)1−ε = 8 · e− 12 (log n)1−ε < 1.
By Lemma 4.3, we have that
Pr [Z > (1 + δ) · E [Z ] ] 6
(e
δ
)δ·E[Z ]
,
and choosing δ = 15(log n)ε/E [Z ] gives
Pr [Z > 16(log n)ε ] 6
(
e ·E [Z ]
15(log n)ε
)15(log n)ε
6 e−
1
2
(logn)1−ε·15(log n)ε
6 n−7.
This completes the proof of the lemma.
After these preparations, we are now able to analyze the drop of the potential function Λ. First,
we consider the case where the graph is sparse, i.e., the degree satisfies d 6 e(log n)
1/2
, and after
that, we consider the dense case, where d > e(log n)
1/2
.
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Analysis for Sparse Graphs (Random Matching Model) For any node u ∈ V and integer
r, we define the ball Br(u) as the set of nodes whose distance to u is at most r, i.e., Br(u) := {v ∈
V : dist(u, v) 6 r}. Let t0 := τcont(n, n−2) = O
( logn
1−λ
)
. For any round t > t0, define the event E(t)
as
E(t) :=
⋃
u∈V
 ∑
v∈Br(u)
x(t)v 6 16 · (log n)ε
 ,
where r := (log n)1/3.
Lemma 5.14. Let G be any d-regular graph with d 6 e(log n)
1/2
, and consider the random matching
model. Let x(0) be a non-negative load vector with ‖x(0)‖1 6 n · e−(log n)1−ε . Then, it holds that
Pr
[
t0+n−1⋂
t=t0
E(t)
]
> 1− 2n−1.
Proof. Since t0 = τcont(n, n
−2) by definition, the time-interval [0, t0] is (n, n−2)–smoothing with
probability at least 1−n−1. We assume that this event happens. Clearly, for any round t > t0, the
time-interval [0, t] is also (n, n−2)–smoothing. Since for every u ∈ V and ε 6 1192 ,∣∣∣B(log n)1/3(u)∣∣∣ 6 d(log n)1/3 6 (e(log n)1/2)(logn)1/3 = e(log n)5/6 < 4 · e 12 (logn)1−ε ,
and, therefore, by Lemma 5.13 and the union bound over n nodes, it holds that Pr
[¬E(t) ] 6 n−6.
By the union bound over the time-interval [t0, t0 + n− 1], we have
Pr
[
t0+n−1⋃
t=t0
(
¬E(t)
)]
6 n−5,
which yields the claim of the lemma.
Next, we lower bound the potential drop of Λ for load vectors x(t) satisfying E(t).
Lemma 5.15. Let G be any d-regular graph with d 6 e(log n)
1/2
, and consider the random matching
model. Let x(t) = x be any fixed load vector that satisfies E(t). Then, the following two statements
hold:
• If 11−λ(P) 6 (log n)1/4, then define β :=
(log n)2ε
1−λ(P) . Then, there is a constant c > 0 such that
E
[
Λ(t+β) | x(t) = x
]
6 e−
c
4
(logn)2ε · Λ(t),
• If 11−λ(P) > (log n)1/4, then define β := (log n)48ε. Then,
E
[
Λ(t+β) | x(t) = x
]
6 (log n)−ε · Λ(t).
Proof. Note that in both cases, ε 6 1192 is small enough so that 2 · β 6 (log n)1/3 = r holds.
Case 1: 11−λ(P) 6 (log n)
1/4. Fix any node u ∈ V with x(t)u > 2. Our goal is to prove that the
stack of x
(t)
u tokens, which is located at node u ∈ V , gets smoothed out in the next β rounds. To
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Figure 4: The above diagram illustrates the proof of Lemma 5.15, the key step in proving Theorem 5.3. We show that the
load along the canonical path starting from u decreases by at least one within the time-interval [t + 1, t + β] by analyzing all
pairs of tokens i, j in B2β(u) and showing that none of them is located on the same node w at the end of round [t + β]. Note
that tokens k with w
(t)
k /∈ B2β(u) cannot intersect with the canonical path from u within [t+ 1, t+ β].
this end, we consider all tokens in the set B2β(u) and bound the probability that any two tokens
share the same location in round t+ β (see Figure 4 for an illustration).
By Corollary 2.7, it holds for any node v that
Pr
[ ⋂
w∈V
{∣∣∣∣M[t+1,t+β]v,w − 1n
∣∣∣∣ 6 e−c·(logn)2ε}
]
> 1− e−c·(logn)2ε ,
where c > 0 is a constant. Hence, since ε < 1/4,
Pr
[ ∥∥∥M[t+1,t+β]v,. ∥∥∥∞ 6 e− c2 ·(logn)2ε ] > 1− e−c·(logn)2ε . (5.18)
Let us now define the following event:
Au :=
⋂
v∈B2β(u)
({
x(t)v = 0
} ⋃ {∥∥∥M[t+1,t+β]v,· ∥∥∥∞ 6 e− c2 ·(logn)2ε}
)
.
Intuitively, the event Au ensures that, when looking at the graph induced by the matchings in the
interval [t+1, t+β], the neighborhood of all nodes in B2β(u) containing a token in round t expands.
Since the load vector x(t) satisfies E(t) by the precondition of the lemma, the total number of tokens
in B2β(u) is upper bounded by 16 · (log n)ε. Consequently, the number of nodes with at least one
token is at most 16 · (log n)ε, and thus,
Pr [Au ] > 1− 16 · (log n)ε · e−c·(logn)2ε > 1− e−
c
2
·(logn)2ε . (5.19)
Let T˜ denote the set of tokens located in B2β(u) at the end of round t. Consider any pair of tokens
i, j ∈ T˜ . We upper bound the probability that i and j are located on the same node in round t+β,
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conditioned on Au as follows:
Pr
[
w
(t+β)
i = w
(t+β)
j | Au
]
=
∑
w∈V
Pr
[{
w
(t+β)
i = w
}⋂{
w
(t+β)
j = w
}
| Au
]
6
∑
w∈V
Pr
[
w
(t+β)
i = w | Au
]
·Pr
[
w
(t+β)
j = w | Au
]
6 max
k∈V
{
Pr
[
w
(t+β)
i = k | Au
]}
·
∑
w∈V
Pr
[
w
(t+β)
j = w | Au
]
6 e−
c
2
·(logn)2ε · 1 = e− c2 ·(logn)2ε , (5.20)
where the first inequality follows by Lemma 4.2, and the last inequality follows from the definition
of Au. Since x(t) satisfies E(t) and B2β(u) ⊆ B(logn)1/3(u), there are at most 16 · (log n)ε tokens in
B2β(u). Hence,
Pr
 ⋃
i,j∈T˜
{
w
(t+β)
i = w
(t+β)
j
}
6 Pr
 ⋃
i,j∈T˜
{
w
(t+β)
i = w
(t+β)
j
} ∣∣∣∣ Au
+Pr [¬Au ]
6 256(log n)2ε ·max
i,j∈T˜
Pr
[
w
(t+β)
i = w
(t+β)
j
∣∣∣Au ]+ e− c2 ·(logn)2ε
6 256(log n)2ε · e− c2 ·(logn)2ε + e− c2 ·(logn)2ε 6 e− c3 ·(logn)2ε ,
where the second to last inequality follows from (5.20). Note that in case there are no tokens in
B2β(u) that share the same node in round t+ β, then following the canonical path P(t)u , there is at
least one round t′ ∈ [t+1, t+ β] such that x(t′)P(t)u (t′) < x
(t′−1)
P(t)u (t′−1)
, i.e., the load of the canonical path
P(t)u decreases.
Let us now consider the decrease of Λ(t) by taking into account all nodes u ∈ V with x(t)u > 2.
Since two canonical paths that meet in round t′ cannot reduce their value simultaneously, we obtain
by the second statement of Lemma 5.12 that
E
[
Λ(t) − Λ(t+β) | x(t) = x
]
>
∑
u : x
(t)
u >2
Λ(t)u ·
(
1− 2
e
1
8
(log n)1−ε
)
·
(
1− e− c3 ·(logn)2ε
)
>
∑
u : x
(t)
u >2
Λ(t)u ·
(
1− e− c4 ·(logn)2ε
)
=
(
1− e− c4 ·(logn)2ε
)
· Λ(t), (5.21)
where the second inequality holds since ε < 1/3. This completes the proof of the first case.
Case 2: 11−λ(P) > (log n)
1/4. We proceed similarly as in the first case, but here we have
β = (log n)48ε. By Lemma 2.8, it holds that for any node v ∈ V
Pr
[ ∥∥∥M[t+1,t+β]v,· ∥∥∥2
2
6 (log n)−8ε
]
> 1− e−(logn)32ε. (5.22)
We redefine Au as
Au :=
⋂
v∈B2β(u)
({
x(t)v = 0
} ⋃ {∥∥∥M[t+1,t+β]v,· ∥∥∥∞ 6 (log n)−4ε}
)
.
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As x(t) satisfies E(t) by the precondition of the lemma, the set B2β(u) contains at most 16 · (log n)ε
tokens in round t. Similar to (5.19), we have
Pr [Au ] > 1− 16 · (log n)ε · e−(log n)32ε > 1− e−
1
2
(logn)32ε .
As in the first case, we conclude that
Pr
 ⋃
i,j∈T˜
{
w
(t+β)
i = w
(t+β)
j
} 6 Pr
 ⋃
i,j∈T˜
{
w
(t+β)
i = w
(t+β)
j
} ∣∣∣∣Au
+Pr [¬Au ]
6 256 · (log n)2ε · (log n)−4ε + e− 12 (logn)32ε 6 (log n)− 32ε,
and as in (5.21), we conclude that
E
[
Λ(t+β) | x(t) = x
]
6 (log n)−ε · Λ(t),
which finishes the proof.
Analysis for Dense Graphs (Random Matching Model) We now consider the dense case
where the degree of the graph satisfies d > e(logn)
1/2
. This case turns out to be easier than the
sparse case, as the average load around every node is smaller than 1/2 for all nodes and all rounds
with high probability. Hence, most neighbors of each node have zero load, which implies that, as
long as the maximum load is larger than 1, there is an expected exponential drop of the potential
function within a single round.
To formalize this, let t0 := τcont(n, n
−2) = O( logn1−λ ). Define for any round t > t0 the following
event:
F (t) :=
⋂
u∈V
 ∑
v∈N(u)
x(t)v 6
d
2
 .
Similar to Lemma 5.14, we now prove the following lemma:
Lemma 5.16. Let G be any d-regular graph with d > e(log n)
1/2
, and consider the random matching
model. Let x(0) be a non-negative load vector x(0) with ‖x(0)‖1 6 n · e−(log n)1−ε . Then, it holds that
Pr
[
t0+n−1⋂
t=t0
F (t)
]
> 1− 2n−1.
Proof. Since t0 = τcont(n, n
−2) by definition, the time-interval [0, t0] is (n, n−2)–smoothing with
probability at least 1 − n−1. For the rest of the proof, assume that this event happens. Clearly,
this implies that for any round t > t0, the time-interval [0, t] is also (n, n
−2)–smoothing. Let us
first lower bound Pr
[F (t) ] for any fixed round t > t0. Consider any round t > t0 and fix a node
u ∈ V . Let
Z :=
∑
v∈N(u)
x(t)v =
‖x(0)‖
1∑
i=1
χ
w
(t)
i ∈N(u)
.
Since [0, t] is (n, n−2)–smoothing, every token is located at a fixed node in S with probability at
most 2/n (cf. Lemma 2.2), and therefore,
E [Z ] 6 |N(u)| · ‖x(0)‖1 · 2
n
6 2d · e−(logn)1−ε .
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By Lemma 4.3, Pr [Z > (1 + δ)E [Z ] ] 6
(
e
δ
)δE[Z ]
, and choosing δ = d/(4E [Z ]) yields
Pr [Z > d/2 ] 6
(
4 · e · E [Z ]
d
) d
4
= n−ω(1).
By the union bound and recalling that with probability at least 1−n−1, all the intervals [0, t], t > t0,
are (n, n−2)-smoothing, and
Pr
[
t0+n−1⋂
t=t0
F (t)
]
= 1− n−ω(1) − n−1 > 1− 2n−1,
which completes the proof.
The next lemma is similar to Lemma 5.15 from the sparse graph case.
Lemma 5.17. Let G be any d-regular graph with d > e(log n)
1/2
, and consider the random matching
model. Assume that x(t) = x is any non-negative load vector that satisfies E(t). Then, it holds that
E
[
Λ(t+1) | x(t) = x
]
6
(
1− cmin
4
)
· Λ(t).
Proof. By the second statement of Lemma 5.12,
E
[
Λ(t) − Λ(t+1) | x(t) = x
]
>
∑
u∈V :
x
(t)
u >2
∑
v∈N(u) :
x
(t)
v =0
Pr
[
{u, v} ∈M(t)
]
·
(
Λ(t)u ·
(
1− 2
e
1
8
(logn)1−ε
))
>
1
2
·
∑
u∈V :
x
(t)
u >2
∑
v∈N(u) :
x
(t)
v =0
cmin
d
· Λ(t)u .
Since x(t) satisfies E(t), we know that for every node u ∈ V , at least half of the neighbors v ∈ N(u)
satisfy x
(t)
v = 0. Therefore,
E
[
Λ(t) − Λ(t+1) | x(t) = x
]
>
cmin
4
·
∑
u∈V :
x
(t)
u >2
Λ(t)u =
cmin
4
· Λ(t),
and thus, E
[
Λ(t+1) | x(t) = x ] 6 (1− cmin4 ) · Λ(t).
Finally, we are able to prove Theorem 5.3.
Proof. We give the proof for the random matching model first (where d denotes the degree of the
graph) and consider the balancing circuit model at the end of the proof (where d represents the
number of matchings applied periodically).
Case 1: (Random Matching Model) d 6 e(logn)
1/2
and 11−λ(P) 6 (log n)
1/4. By the
first statement of Lemma 5.12, it holds with probability 1 − 2n−1 that Λ(t0) 6 9n2, where t0 :=
τcont(n, n
−2). Let E := ⋂t0+n−1t=t0 E(t). By Lemma 5.14, it holds that
Pr [ E ] > 1− 2n−1.
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Let β := (log n)
2ε
1−λ(P) and divide the time-interval
[
t0, t0 +
C logn
1−λ(P)
]
into C log n/(log n)2ε consecutive
sections of length β each, where C > 0 is a large constant. By Lemma 5.15, we have for any section
k ∈ {1, . . . , C log n/(log n)2ε},
E
[
Λ(t0+k·β) | x(t0+(k−1)·β) = x
]
6 e−
c
4
·(logn)2ε · Λ(t0+(k−1)·β),
where x is any load vector that satisfies E(t+(k−1)·β). Hence, by Markov’s inequality,
Pr
[
Λ(t0+k·β) 6 2 · e− c4 ·(logn)2ε · Λ(t0+(k−1)·β) | x(t0+(k−1)·β) = x
]
>
1
2
. (5.23)
In the following, we call a section k ∈ {1, . . . , C log n/(log n)2ε} good if (i) E(t0+(k−1)·β) does not
occur, or (ii) Λ(t0+k·β) 6 2e−
c
4
·(logn)2ε · Λ(t0+(k−1)·β). Then, by (5.23), every section k is good with
probability at least 1/2, independently of all previous sections. Let X be the random variable
denoting the number of good sections. Then, E [X ] > C logn(logn)2ε · 12 , and by the Chernoff bound,
Pr
[
X >
C log n
4(log n)2ε
]
> Pr
[
X >
1
2
·E [X ]
]
> 1− e−E[X ]8 > 1− e−(log n)1−3ε ,
and by the union bound,
Pr
[(
X >
1
2
· E [X ]
)⋂
E
]
> 1− 2n−1 − e−(logn)1−3ε > 1− 2e−(log n)1−3ε .
If
(
X > 12 ·E [X ]
)∩E occurs, then in at least C log n/(4(log n)2ε) sections, the potential Λ decreases
by a factor of 2 · e− c4 ·(logn)2ε , and the potential at the end of the last section can be bounded from
above by
Λ
(
t0+
C log n
(log n)2ε
·β
)
6 Λ(t) ·
(
2e−
c
4
·(logn)2ε
) C logn
4(log n)2ε
6 9n2 · 2
C log n
4(log n)2ε · e−C·c16 ·logn,
which is smaller than 1 for C := 48/c. Recalling that with probability at least 1−2n−1, Λ(t0) 6 9n2,
we conclude by the union bound that
Pr
[
Λ
(
t0+
48/c·log n
1−λ(P)
)
= 0
]
> 1− 2e−(log n)1−3ε − 2n−1 > 1− 3e−(log n)1−3ε ,
which completes the proof of the first case, as Λ
(
t0+
48/c·log n
1−λ(P)
)
= 0 implies that the maximum load
of x
(
t0+
48/c·log n
1−λ(P)
)
is 1.
Case 2: (Random Matching Model) d 6 e(log n)
1/2
and 11−λ(P) > (log n)
1/4. The proof
of this case is very similar to Case 1. Here, we choose β := (log n)48ε. Divide the time-interval
[t0, t0 + β · log n] into log n sections of length β. By the second statement of Lemma 5.15, it holds
for any section k ∈ {1, . . . , log n} that
E
[
Λ(t0+k·β) | x(t0+(k−1)·β) = x
]
6 (log n)−ε · Λ(t0+(k−1)·β),
where x is any load vector that satisfies E(t0+(k−1)·β). Hence, by Markov’s inequality,
Pr
[
Λ(t0+k·β) 6 2 · (log n)−ε · Λ(t0+(k−1)·β) | x(t0+(k−1)·β) = x
]
>
1
2
.
In the following, we call a section k ∈ {1, . . . , log n} good if (1) E(t0+(k−1)·β) does not occur or (2)
Λ(t0+k·β) 6 2(log n)−ε ·Λ(t0+(k−1)·β). Applying a Chernoff bound to the random variable X counting
the number of good sections,
Pr
[
X >
log n
4
]
> Pr
[
X >
1
2
·E [X ]
]
> 1− e− log n8 .
Since Pr [ E ] > 1−2n−1, we conclude by the union bound that with probability at least 1−2e− log n8 ,
the potential at the end of the last section is bounded from above by
Λ(t0+β·logn) 6 Λ(t0) · (2 log n)−ε· logn4 = 9n2 · n−ω(1).
Since ε 6 1192 , we have β · log n 6 (log n)1/4 · log n 6 logn1−λ(P) , and the analysis of the second case is
complete.
Case 3: (Random Matching Model) d > e(logn)
1/2
. The proof of this case is the same as
Case 1 and 2. In fact, it is even slightly simpler, because Lemma 5.17 implies an exponential drop
of the potential Λ for every single round.
Case 4: (Balancing Circuit Model). Finally, we consider the balancing circuit model with
a sequence of d = O(1) matchings. Since d is a constant, it holds for every node u ∈ V that at
most d neighbors of u in G appear in the matching matrices M(1), . . . ,M(d). For this reason, we
may assume that the underlying graph G has bounded maximum degree. Moreover, we can apply
Lemma 2.4 and Lemma 2.5 to conclude that for all nodes v ∈ V and any β ∈ N,∥∥∥Mβv,·∥∥∥∞ 6 1n +min{(λ(M))β/2,O(β−1/8)} ,
which corresponds to the inequalities (5.18) and (5.22) for the random matching model. Therefore,
the same statements as in Lemma 5.13, Lemma 5.14, and Lemma 5.15 hold for the balancing circuit
model with the only difference that any time-interval containing x rounds in the random matching
model is replaced by x · d rounds in the balancing circuit model. Consequently, the analysis of the
balancing circuit model is the same as the analysis of the random matching model (Case 1 and
Case 2).
6 The Diffusion Model
In the diffusion model, the (continuous) load vector ξ(t) ∈ Rn in round t > 1 is given by the
recursion ξ(t) = ξ(t−1)P, where, for any γ > 1, the diffusion matrix P = P(γ) of graph G is defined
as follows: For any pair of nodes u and v, Pu,v =
1
γ∆ if {u, v} ∈ E, Pu,v = 1 − d(u)γ∆ if u = v, and
Pu,v = 0, otherwise. Hence,
ξ(t)u = ξ
(t−1)
u ·
(
1− d(u)
γ∆
)
+
∑
v : {u,v}∈E
ξ(t−1)v ·
1
γ∆
= ξ(t−1)u +
∑
v : {u,v}∈E
ξ
(t−1)
v − ξ(t−1)u
γ∆
.
Common choices are γ = 2 (resulting in a loop probability at least 1/2) or γ = 1 + 1/∆, both
ensuring convergence also on bipartite graphs. Since P is symmetric, it has n real eigenvalues
λ1(P) > . . . > λn(P), and we define λ(P) := max{|λ2(P)|, |λn(P)|}. Note that λ(P) depends on
γ. Let Pt be the t-th power of P and P0 be the n by n identity matrix.
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As for the matching model, there is a natural upper bound on the convergence in terms of the
spectral gap of P.
Theorem 6.1 ([32, Thm. 1]). Let G be any graph, and consider the continuous case. Then, for
any ε > 0, the discrepancy is at most ε after 21−λ(P) · log(K n
2
ε ) rounds for any initial load vector
with discrepancy at most K.
Theorem 6.2. Let G be any d-regular graph, and consider the continuous case with γ > 2. Then,
for any ε > 0 and K > 0, there is an initial load vector with discrepancy K so that it takes at least
1
8·(1−λ(P)) · log( K4εn) rounds to achieve a discrepancy smaller than ε.
Proof. The proof is very similar to the proof of Theorem 2.10 in the randomized matching model,
except that here the transition matrix is P instead of Q.
Define
∆w(t) :=
1
2
∑
v∈V
∣∣∣∣Ptv,w − 1n
∣∣∣∣ ,
and τw(ε˜) := min{t : ∆w(t′) 6 ε˜ for all t′ > t}. By [33, Proposition 1, Part (ii)], it holds that
τ := max
w∈V
τw(ε˜) >
1
2
· λ(P)
1− λ(P) · log
(
1
2ε˜
)
.
Hence, for iteration τ − 1, there exists a vertex w ∈ V with
1
2
∑
v∈V
∣∣∣∣Pτ−1v,w − 1n
∣∣∣∣ > ε˜.
By setting ε˜ = 2ε · n/K, we have that τ = 12 · λ(P)1−λ(P) · log( K4εn), and
1
2
∑
v∈V
∣∣∣∣Pτ−1v,w − 1n
∣∣∣∣ > 2ε · nK .
Hence, there exists a vertex v ∈ V such that∣∣∣∣Pτ−1v,w − 1n
∣∣∣∣ > εK .
Now define a load vector ξ(0) by ξ
(0)
u = K if u = v, and ξ
(0)
u = 0, otherwise. Then, for any vertex
w ∈ V , ξ(τ−1)w = ξ(0)v · Pτ−1v,w = K · Pτ−1v,w . Therefore, the discrepancy in round τ − 1 is larger than
K · εK = ε.
Since the sum of all eigenvalues of 1d ·A equals 0 and λ1(1d ·A) = 1, we have that
λ2(P) >
1
2
+
1
2
· λ2
(
1
d
·A
)
>
1
2
− 1
2 · (n− 1) ,
which completes the proof.
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6.1 The Discrete Case
We study two natural protocols in the discrete case of the diffusion model. The first protocol is
the vertex-based protocol [7], where excess tokens are allocated by vertices. The second is the
edge-based protocol [18], where every edge performs an independent randomized rounding.
The vertex-based protocol from [7] works for d-regular graphs as follows. In every round t, every
node u first sends
⌊
x
(t−1)
u
d+1
⌋
tokens to each neighbor and keeps the same amount of tokens for itself.
After that, the remaining x
(t−1)
u − (d + 1) ·
⌊
x
(t−1)
u
d+1
⌋
tokens at node u are randomly distributed
(without replacement) among node u and its d neighbors. This corresponds to a diffusion matrix
P with γ = 1 + 1/d.
Consider now the edge-based protocol from [18], where the load sent along each edge is obtained
by randomly rounding the flow that would be sent in the continuous case to the nearest integer.
While the protocol itself is quite natural, it may happen that negative loads occur during the
execution. Let x(0) = ξ(0) ∈ Zn. Similar to the matching model, we now derive an expression for
the deviation between the discrete and continuous models at some node w in round t:
x(t)w − ξ(t)w =
t∑
s=1
∑
u∈V
e(s)u P
t−s
u,w =
t∑
s=1
∑
u∈V
∑
v : {u,v}∈E
e(s)u,vP
t−s
u,w
=
t∑
s=1
∑
[u:v]∈E
e(s)u,v
(
Pt−su,w −Pt−sv,w
)
, (6.1)
where e
(s)
u,v is the rounding error for each edge [u : v] ∈ E in round s, defined by
e(s)u,v =

⌈
ξ
(s−1)
v − ξ(s−1)u
γ∆
⌉
− ξ
(s−1)
v − ξ(s−1)u
γ∆
w. p.
ξ
(s−1)
v − ξ(s−1)u
γ∆
−
⌊
ξ
(s−1)
v − ξ(s−1)u
γ∆
⌋
,⌊
ξ
(s−1)
v − ξ(s−1)u
γ∆
⌋
− ξ
(s−1)
v − ξ(s−1)u
γ∆
w. p.
⌈
ξ
(s−1)
v − ξ(s−1)u
γ∆
⌉
− ξ
(s−1)
v − ξ(s−1)u
γ∆
.
Moreover, let e
(s)
u,v = 0 if
ξ
(s−1)
v −ξ(s−1)u
γ∆ is an integer. By definition, we have E
[
e
(s)
u,v
]
= 0. Further,
for any set of different (not necessarily disjoint) edges, the rounding errors within the same round
are mutually independent.
6.2 Local Divergence and Discrepancy
Based on the deviation between the discrete and continuous cases (6.1), we now recall the definition
of the (refined) local p-divergence for the diffusion model from [7, 17], which extends the original
definition of [32].
Definition 6.3 (Local p-Divergence for Diffusion). For any graph G and p ∈ Z+, the local p-
divergence is
Ψp(P) = max
w∈V
 ∞∑
t=0
∑
[u:v]∈E
∣∣Ptu,w −Ptv,w∣∣p
1/p ,
and the refined local p-divergence is
Υp(P) = max
w∈V
(
1
2
∞∑
t=0
∑
u∈V
max
v∈N(u)
∣∣Ptu,w −Ptv,w∣∣p
)1/p
.
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Clearly, Υp(P) 6 Ψp(P). We now present our bounds on the (refined) local 2-divergence.
Theorem 6.4. Let G be any graph, and γ > 1, which is not necessarily constant. Then, it holds
that
Υ2(P) 6 Ψ2(P) 6
√
γ ·∆
2− 2/γ .
Moreover, for any γ > 1, we have Ψ2(P) >
√
∆ and
Υ2(P) >
√
1 + ∆
2
.
The upper bound on Ψ2(P) is minimized for γ = 2 and becomes, in that case,
√
2 ·∆. This
result significantly improves over the previous bounds in [7], which all depend on the spectral gap
1 − λ(P), or are restricted to special networks. The analysis of the edge-based algorithm in [18]
did not use Ψ2(P) or Υ2(P), but the bound on the discrepancy depends on the spectral gap.
Proof. The proof of Theorem 6.4 uses a similar approach based on the same potential function as
in [6, Lemma 1]. However, we perform a more precise analysis to handle the case where γ is very
close to 1, for instance for the vertex-based protocol, we have γ = 1 + 1/d. By contrast, the proof
in [6, Lemma 1] is based on a sequential exposure of the edges and only works if γ > 4.
Fix any node w ∈ V . Define the potential function in round t by
Φ(t) :=
∑
u∈V
(
Ptu,w −
1
n
)2
,
so Φ(0) = 1− 1n .
We first prove the upper bound on Φ(t). Let yu := P
t−1
u,w . By definition of the diffusion model,
we have
Φ(t) =
∑
u∈V
(
Ptu,w −
1
n
)2
=
∑
u∈V
(1− d(u)
γ∆
)
· yu +
 ∑
v∈N(u)
1
γ∆
· yv
− 1
n
2
=
∑
u∈V
(1− d(u)
γ∆
)
·
(
yu − 1
n
)
+
∑
v∈N(u)
1
γ∆
(
yv − 1
n
)2
=
∑
u∈V
 ∑
v∈N(u)
1
d(u)
·
((
1− d(u)
γ∆
)
·
(
yu − 1
n
)
+
d(u)
γ∆
(
yv − 1
n
))2 .
Using the notation Ev∈N(u) [X(v) ] for the expection of a random variable X(v), where v ∈ N(u)
is chosen uniformly at random, we can rewrite the above expression as
Φ(t) =
∑
u∈V
(
Ev∈N(u)
[(
1− d(u)
γ∆
)
·
(
yu − 1
n
)
+
d(u)
γ∆
·
(
yv − 1
n
) ])2
,
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and applying Jensen’s inequality gives
Φ(t) 6
∑
u∈V
Ev∈N(u)
[((
1− d(u)
γ∆
)
·
(
yu − 1
n
)
+
d(u)
γ∆
·
(
yv − 1
n
))2 ]
=
∑
u∈V
∑
v∈N(u)
1
d(u)
·
((
1− d(u)
γ∆
)
·
(
yu − 1
n
)
+
d(u)
γ∆
·
(
yv − 1
n
))2
=
∑
[u:v]∈E
{
1
d(u)
·
((
1− d(u)
γ∆
)
·
(
yu − 1
n
)
+
d(u)
γ∆
·
(
yv − 1
n
))2
+
1
d(v)
·
((
1− d(v)
γ∆
)
·
(
yv − 1
n
)
+
d(v)
γ∆
·
(
yu − 1
n
))2}
.
Note that
Φ(t−1) =
∑
u∈V
(
yu − 1
n
)2
=
∑
[u:v]∈E
{
1
d(u)
·
(
yu − 1
n
)2
+
1
d(v)
·
(
yv − 1
n
)2}
,
and using the upper bound on Φ(t) from above, we obtain
Φ(t−1) −Φ(t)
>
∑
[u:v]∈E
{
1
d(u)
·
(
yu − 1
n
)2
+
1
d(v)
·
(
yv − 1
n
)2}
−
∑
[u:v]∈E
{
1
d(u)
·
((
1− d(u)
γ∆
)
·
(
yu − 1
n
)
+
d(u)
γ∆
·
(
yv − 1
n
))2
+
1
d(v)
·
((
1− d(v)
γ∆
)
·
(
yv − 1
n
)
+
d(v)
γ∆
·
(
yu − 1
n
))2}
=
∑
[u:v]∈E
{
1
d(u)
·
(
yu − 1
n
)2
− 1
d(u)
·
((
1− d(u)
γ∆
)
·
(
yu − 1
n
)
+
d(u)
γ∆
·
(
yv − 1
n
))2
︸ ︷︷ ︸
=:A
+
1
d(v)
·
(
yv − 1
n
)2
− 1
d(v)
·
((
1− d(v)
γ∆
)
·
(
yv − 1
n
)
+
d(v)
γ∆
·
(
yu − 1
n
))2
︸ ︷︷ ︸
=:B
}
We first compute A.
A =
1
d(u)
·
[(
yu − 1
n
)2
−
((
1− d(u)
γ∆
)
·
(
yu − 1
n
)
+
d(u)
γ∆
·
(
yv − 1
n
))2 ]
=
1
d(u)
·
(
yu − 1
n
+
(
1− d(u)
γ∆
)
·
(
yu − 1
n
)
+
d(u)
γ∆
(
yv − 1
n
))
·
(
yu − 1
n
−
(
1− d(u)
γ∆
)
·
(
yu − 1
n
)
− d(u)
γ∆
(
yv − 1
n
))
,
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where the last equality follows from p2 − q2 = (p+ q) · (p− q). Further,
A =
1
d(u)
((
2− d(u)
γ∆
)
·
(
yu − 1
n
)
+
d(u)
γ∆
·
(
yv − 1
n
))
·
(
d(u)
γ∆
·
(
yu − 1
n
)
− d(u)
γ∆
·
(
yv − 1
n
))
=
1
d(u)
·
(
2yu − 2
n
− d(u)
γ∆
(yu − yv)
)
· d(u)
γ∆
· (yu − yv)
=
1
γ∆
·
(
yu − yv
)
·
(
2yu − 2
n
− d(u)
γ∆
· (yu − yv)
)
.
Similarly, we get
B =
1
γ∆
·
(
yv − yu
)
·
(
2yv − 2
n
− d(v)
γ∆
· (yv − yu)
)
,
and thus,
A+B =
1
γ∆
·
(
yu − yv
)
·
(
2yu − 2
n
− d(u)
γ∆
·
(
yu − yv
)
− 2yv + 2
n
+
d(v)
γ∆
· (yv − yu)
)
=
1
γ∆
·
(
yu − yv
)
·
(
yu − yv
)
·
(
2− d(u) + d(v)
γ∆
)
>
1
γ∆
·
(
yu − yv
)2
·
(
2− 2∆
γ∆
)
=
1
γ∆
·
(
yu − yv
)2
·
(
2− 2
γ
)
.
Therefore,
Φ(t−1) − Φ(t) > 1
γ∆
·
(
2− 2
γ
)
·
∑
[u:v]∈E
(
yu − yv
)2
,
i.e., ∑
[u:v]∈E
(
Pt−1u,w −Pt−1v,w
)2
6
γ∆
2− 2/γ
(
Φ(t−1) −Φ(t)
)
.
Finally, summing over all rounds gives
∞∑
t=1
∑
[u:v]∈E
(
Pt−1u,w −Pt−1v,w
)2
6
γ∆
2− 2/γ
∞∑
t=1
(
Φ(t−1) − Φ(t)
)
6
γ∆
2− 2/γ · Φ
(0) =
γ∆
2− 2/γ
(
1− 1
n
)
,
and thus, Ψ2(P) <
√
γ·∆
2−2/γ .
For the lower bound on Ψ2(P), we consider a node w ∈ V with d(w) = ∆ to obtain that
Ψ2(P) >
√ ∑
[u:v]∈E
(
P0u,w −P0v,w
)2
>
√
∆ · (1− 0)2 =
√
∆.
In the same way, we prove the lower bound on Υ2(P):
Υ2(P) >
√
1
2
∑
u∈V
max
v∈N(u)
(
P0u,w −P0v,w
)2
=
√
1
2
(∆ + 1) · 1 .
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Lemma 6.5. Consider the edge-based diffusion model. Fix two rounds 0 6 t1 < t2 and the load
vector x(t1) at the end of round t1. For any family of numbers g
(s)
u,v ([u : v] ∈ E, t1 + 1 6 s 6 t2),
define the random variable
Z :=
t2∑
s=t1+1
∑
[u:v]∈E
g(s)u,v · e(s)u,v.
Then, E [Z ] = 0, and for any δ > 0, it holds that
Pr [ |Z −E [Z ]| > δ ] 6 2 exp
− δ2
8
∑t2
s=t1+1
∑
[u:v]∈E
(
g
(s)
u,v
)2
 .
The proof of Lemma 6.5 is the same as Lemma 3.4, except that the inner sum runs over all edges
of the graph, and we have to use the slightly weaker inequality
∣∣∣e(s)u,v∣∣∣ < 1 instead of ∣∣∣e(s)u,v∣∣∣ 6 1/2,
which results in an extra factor of 4 in the denominator.
We now use the above machinery to derive upper bounds on the discrepancy for the edge-based
and vertex-based protocol.
Theorem 6.6. Let G be an arbitrary graph, and consider the edge-based protocol. Then, the
following statements hold:
• For any round t, it holds that
Pr
[
max
w∈V
∣∣∣x(t)w − ξ(t)w ∣∣∣ 6 4√log n ·
√
γ ·∆
2− 2/γ
]
> 1− 2n−1.
• After O( log(Kn)1−λ(P) ) rounds, the discrepancy is at most 8√log n ·√ γ·∆2−2/γ + 1 with probability at
least 1−n−1. In particular, for any constant γ > 1, after O( log(Kn)1−λ(P) ) rounds, the discrepancy
is at most O(√log n ·∆) with probability at least 1− n−1.
Moreover, consider the vertex-based protocol on a d-regular graph G. Then, the following statements
hold:
• For any round t, it holds that
Pr
[
max
w∈V
∣∣∣x(t)w − ξ(t)w ∣∣∣ = O (d2√log n) ] > 1− 2n−1.
• After O( log(Kn)1−λ(P) ) rounds, the discrepancy is at most O (d2√log n) with probability at least
1− n−1.
Proof. We prove this result in the same way as Theorem 3.6, but now we invoke Lemma 6.5 instead
of Lemma 3.4. Fix any node w ∈ V , round t and define Zw := x(t)w − ξ(t)w . By (6.1),
Zw = x
(t)
w − ξ(t)w =
t∑
s=1
∑
[u:v]∈E
(
Pt−su,w −Pt−su,v
) · e(s)u,v.
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Applying Lemma 6.5, we have E [Zw ] = 0, and for any δ > 0, it holds that
Pr [ |Zw| > δ ] 6 2 exp
− δ2
8
∑t
s=1
∑
[u:v]∈E
(
Pt−su,w −Pt−su,v
)2
 .
By definition of the local 2-divergence, the denominator above is upper bounded by 8 ·Ψ2(P)2, and
we obtain for δ = 4
√
log n ·Ψ2(P) that
Pr
[
|Zw| 6 4
√
log n ·Ψ2(P)
]
> 1− 2n−2,
and the first statement follows by using the union bound and the upper bound on Ψ2(P) from
Theorem 6.4. The second statement follows directly by applying Theorem 6.1.
For the vertex-based algorithm, it was shown in [7, Proof of Thm. 1.1] that
Pr
[
max
w∈V
∣∣∣x(t)w − ξ(t)w ∣∣∣ = O (√log n · d ·Υ2(P)) ] > 1− n−1.
Using Theorem 6.4 with γ = 1 + 1/d (and ∆ = d) gives Υ2(P) 6 Ψ2(P) = O(d), which yields the
third statement. Finally, the bound on the discrepancy follows immediately from Theorem 6.1.
Acknowledgements: We are grateful to Hoda Akbari for the comments on an earlier version of
this work.
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A Concentration Inequalities
The following concentration inequality is known as “Azuma’s Inequality”.
Theorem A.1 ([27, page 92]). Let X1, . . . ,Xn be a martingale sequence such that for each ℓ ∈
{1, . . . , n}, there is a non-negative cℓ such that∣∣Xℓ −Xℓ−1∣∣ 6 cℓ.
71
Then for any δ > 0,
Pr [ |Xn −X0| > δ ] 6 2 exp
(
− δ
2
2
∑n
ℓ=1 c
2
ℓ
)
.
Lemma A.2 ([31, Theorem 3.4]). Let X1,X2, . . . ,Xn be 0/1-random variables with Pr [Xi = 1 ] =
pi. Let X :=
∑n
i=1Xi and µ = E [X ] =
∑n
i=1 pi. If for all subsets S ⊆ {1, . . . , n},
Pr
[ ⋂
i∈S
{Xi = 1}
]
6
∏
i∈S
Pr [Xi = 1 ] ,
then it holds for all δ > 0 that
Pr [X > (1 + δ)µ ] 6
(
eδ
(1 + δ)1+δ
)µ
.
The following lemma is a standard Chernoff bound for the sum of independent, identically
distributed geometric random variables.
Lemma A.3. Consider some fixed 0 < p < 1. Suppose that X1, . . . ,Xn are independent geometric
random variables on N with Pr [Xi = k ] = (1 − p)k−1p for every k ∈ N. Let X =
∑n
i=1Xi,
µ = E [X ]. Then, it holds for all β > 0 that
Pr [X > (1 + β)µ ] 6 exp
(
− β
2 · n
2 (1 + β)
)
.
We continue to define the notion of negative regression.
Definition A.4 ([13, Definition 21]). A random vector X = (X1, . . . ,Xn) ∈ {0, 1}n is said to
satisfy the negative regression condition if for any two disjoint subsets I and J of {1, . . . , n} and
any non-decreasing function f : {0, 1}|I| → R,
E [ f(Xi, i ∈ I) | Xj = σj, j ∈ J ]
is non-increasing in each σj ∈ {0, 1}, j ∈ J .
Lemma A.5 ([13, Lemma 26]). Consider a random vector X = (X1, . . . ,Xn) ∈ {0, 1}γ that satisfies
the negative regression condition. Then for any index set I ⊆ {1, . . . , n} and any non-decreasing
functions fi, i ∈ I,
E
[∏
i∈I
fi(Xi)
]
6
∏
i∈I
E [ fi(Xi) ] .
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