Abstract. In this paper we introduce the idea of probability in the definition of a Sequential Dynamical System (SDS), thus obtaining a new concept, that of Probabilistic Sequential System (PSS). Due to its particular dynamic, the Probabilistic Boolean Network (PBN) model has been applied to genetic regulatory networks. The model we introduce combines the sequential aspect of the SDSs and the dynamic of the PBNs. The notion of simulation of a PSS is introduced using the concept of morphism of PSSs. We prove that the PSSs with the PSS-morphisms form a category PSS. Several examples of morphisms, subsystems and simulations are given.
Introduction
Genetic Regulatory Networks had been modeled using discrete and continuous mathematical models. Probabilistic Boolean Networks had been recently introduced [10, 11, 12] , to model regulatory gene networks. The PBN are a generalization of the widely used Boolean Network model (BN) proposed by Kauffman (1969) [6] . While the PBNs eliminate one of the main limitations of the BN model, namely its inherent determinism, they do not provide the framework for considering the sequential behavior of the genes in the network, behavior observed by the biologists.
The new model we propose, that of Probabilistic Sequential System (PSS), allows us to model such a sequential behavior, while preserving the advantages that the PBNs offer. An important contribution to the simulation science is the theory of sequential dynamical systems (SDSs) [1, 2, 3] . In this paper, we introduce the idea of probability in the definition of SDS, obtaining a new concept: probabilistic sequential system (PSS). The new model combines the sequential aspect of the SDSs and the dynamic of the PBNs. The notion of simulation of a PSS is introduced in Section 6 using the concept of homomorphism (morphism) of PSSs; and we prove that the category of SDSs is a full subcategory of the of the PSSs. The definition of morphism establishes conditions to connect properties of two digraphs associated with a regulatory network and gives the possibility to preserve and extend properties of subnetworks. Several examples of morphisms, subsystems and simulations are given.
Probabilistic Finite Field Networks and Sequential Dynamical
Systems over the field Z p
Here we present a definition of Sequential Dynamical System which is slightly different from the one that appears in [8, 9] , for a permutation sequential dynamical system. We include in (1.1.1) a new condition: the initial graph Γ is a digraph, and in (1.1.2) the local functions are acting over the finite field Z/pZ = Z p of integers modulo a prime number p. For Probabilistic Boolean Network we present a generalization to the finite field Z p . [10, 11, 12] .
. . , n} vertices, and a set of arrows
The global update function of the SDS is f = f α (1) • . . .
• f α(n) . The function f defines the dynamical behavior of the SDS and determines a finite directed graph with vertex set Z p n and directed edges (x, f (x)), for all x ∈ Z p n , called the state space or the high-level graph of F . The following definition is a simple generalization of the definition of a Probabilistic Boolean Network.
is defined by the following: [10, 11, 12] , (3) and a list C = {c
The dynamic of the PF 2 N is given by a vector of functions f k = (f
n represents the state of the vertex i. All functions are updated synchronously. At every time step, one of the functions is selected randomly from the set F i according to a predefined probability distribution. The selection probability that the predictor f (i) j is used to predict gene i is equal to
There are two digraph structures associated with a PF 2 N: the low-level graph Γ, and the high-level graph which consists of the states of the system and the transitions between states.
Probabilistic Sequential Systems
The following definition give us the possibility to have several update functions acting in a sequential manner with assigned probabilities. All these, permit us to study the dynamic of these systems using Markov chains and other probability tools. In this paper, we denote the finite field GF (q) by K, where q = p r .
(1) a finite digraph Γ = (V Γ , E Γ ) with n vertices; (2) a family of sets of local functions F i = {f
u(n) , and we denote that by the vector u = (u(1), . . . u(n)) which we call an update vector.
is defined in the following way: we assign to each permutation α j a probability, that we denote by c j . The probability that the function f
. Then the probability that we select the vector u = (u(1), . . . , u(n)) and the order α j for the update function f j u , is equal to
The permutation α j gives the order in which the vertices are selected. Using the different permutations, we obtain m × ℓ(1) × . . . × ℓ(n) possible update functions.
We denote the dynamic of the system by F and we consider that we can select a different function f j u for each application of the function F . If we begin the iteration of F in the state s 1 ∈ K n ; that is s 1 , s 2 = F (s 1 ), . . . , s t+1 = F (s t ); then we can take for each application of F a different function f j u . We can notice that the probability of selecting the function f j u in one iteration of a function F is the same as the probability that the state s goes to the state f j u (s) in the state space
The PSSs represent a generalization of the F 2 SDS: a F 2 SDS is a PSS for which every set of local functions has one element only and there is only one permutation in the family of permutations. On the other hand, a PSS induces a PF 2 N, and we can see that as a generalization of the concept. In fact, the update functions of the PSS have assigned probabilities and the state space of the PSS (or high level graph) is described by a transition matrix. 
, then the sets of functions are the following:
The schedules or permutations are α 1 = 3 2 1 ; α 2 = 1 2 3 . We have four possible update vectors for the global functions:
and two possible permutations for each one. We obtain the following table of functions:
The action of the global functions is given by the expressions:
.
(4) The probabilities we assign are the following: 
The above PSS induces a PF 2 S in the following way: considering the coordinate functions of all the update functions, the same digraph, and a list D of selection probabilities, we obtain the system A = (Γ; G 1 , G 2 , G 3 ; D) , where
2 (x) = x 1 + 1},
2 (x) = (x 1 + 1)x 2 , g (2) 3 (x) = x 1 x 2 }, and G 3 = {g
4 (x) = (x 1 + 1)x 2 }. There are 24 global functions. Depending on the assigned probabilities, A can have a different dynamic than the one of D.
Morphisms of Probabilistic Sequential Systems
In the definition of a morphism of PSSs we impose natural conditions to connect the low level graphs, the high level graphs and the assigned probabilities of the two PSSs.
be two PSSs over a finite field K. A morphism from F to G is a pair of functions (φ, h) where:
, where χ is the characteristic function of (0, 1].
• h, where f (i) is defined as follows:
• s) ) for every j ∈ J and all corresponding k ∈ K and for all s 1 , s 2 in K n , where p j (s 1 , s 2 ) represents the probability of the transition from s 1 to s 2 when using the schedule α j and, similarly, p k (h(s 1 ), h(s 2 )) represents the probability of the transition from h(s 1 ) to h(s 2 ) when using the schedule β k .
We will say that a morphism (φ, h) from F to G is an isomorphism if φ and h are bijective functions, and
The pair of functions I = (id Γ , id K n ) is the identity morphism, and it is an example of an isomorphism.
be two PSSs over the same field K. Let H = (φ, h) be an homomorphism from F to G. Then:
Proof. Property (3.3.1) is a consequence of part (3.1.1) and (3.1.2) in the Definition 3.1. We can illustrate the proof using the commutative diagram:
This property can be seen more clearly using the commutative diagram below.
The category of PSSs
First we define the composition of two PSS-morphisms.
be probabilistic sequential systems. Let
Proposition 4.2. The map H : F → L is a PSS-morphism.
Proof. The composite φ = φ 2 • φ 1 of the digraph morphisms is obviously again a digraph morphism. The composite h = h 2 • h 1 is obviously again a digraph morphism. Therefore we need to check the three conditions of the definition 3.1.
(1) Since for all j ∈ J there exists a k ∈ K such that
Also, we have that χ(d ℓ ) ≥ χ(c j ). (2) Using condition (2) of the definition 3.1 for φ 1 and φ 2 , we obtain:
(3) We want to prove that
Suppose that χ( s∈h −1 (h(s2)) p j (s 1 , s)) = 1. This means that there exists s ∈ h −1 (h(s 2 )) such that p j (s 1 , s) > 0. Then, since H 1 is a morphism of PSSs, we have that
which is 1 since s ∈ h
Since H 2 is a morphism of PSSs, we obtain that
But h 2 (h 1 (s)) = h 2 (h 1 (s 2 )), therefore we obtain that
Theorem 4.3. The Probability Sequential Systems together with the morphisms of PSSs form the category PSS.
Proof. The associativity and identity laws are easily checked. The proof follows from Proposition 4.2.
Morphisms of Sequential Dynamical Systems
In this section we study some examples of morphisms of Sequential Dynamical Systems over a finite field. In the definition of Probabilistic Sequential System we consider one schedule only and only one function attached to each vertex, and probability one for all entities, obtaining the definition of a Sequential Dynamical System (see Definition 1.1) over a field K. Therefore, using the definition of morphism given above, we give some examples of morphisms of SDSs. In addition, we illustrate the first two properties in the definition 3.1.
Example 5.1. Consider the two digraphs below (in this paper the symbol O represents a loop).
Suppose that the functions associated to the vertices are the families {f 1 , f 2 , f 3 , f 4 } for Γ and {g 1 , g 2 , g 3 } for ∆. The permutations are α = (1 2 3 4) and β = (1 2 3) .
We have the following Sequential Dynamical Systems over a finite field Z p ;
. Checking the second condition in the definition 3.1, we obtain that H = (φ, h) is a morphism of SDSs over the field Z 2 . That is, the following diagrams commute.
, and
, for all i ∈ {0, 1, 2, 3}.
Our main interest is to describe the connection given by the morphism H between the two state spaces. We show below the two high level digraphs.
Using the data in the first example above, we have the following family of sets of functions: F 0 = {h (1, 1, 1, 1) , k 2 = (1, 1, 2, 1), k 3 = (2, 1, 1, 1 ), k 4 = (2, 1, 2, 1)}. Because we have only one schedule, we have only four update functions f k1 , f k2 , f k3 , f k4 . Now, we assign probability 0 to the following schedule vectors k 2 , k 3 . That is, C
The other probabilities can be selected considering the particular application of the model, or we can select them arbitrarily.
In this way we can construct a PSS using two homomorphic SDSs. More generally:
Let Proof. It is trivial. 
Simulation of PSSs
Definition 6.1. Let F = (Γ, (F i ) n i=1 , (α j ) j∈J , C) and G = (∆, (G i ) m i=1 , (β k ) k∈K , D) be{f 1 (x 1 , x 2 , x 3 , x 4 ) = (1, x 2 , x 3 , x 4 ), f 2 (x 1 , x 2 , x 3 , x 4 ) = (x 1 , x 1 , x 3 , x 4 ), f 3 (x 1 , x 2 , x 3 , x 4 ) = (x 1 , x 2 , (x 2 + x 3 )x 4 , x 4 ), f 4 (x 1 , x 2 , x 3 , x 4 ) = (x 1 , x 2 , x 3 , 1)}, and {g 1 (x 1 , x 2 , x 3 ) = (1, x 2 , x 3 ), g 2 (x 1 , x 2 , x 3 ) = (x 1 , x 1 , x 3 ), g 3 (x 1 , x 2 , x 3 ) = (x 1 , x 2 , x 2 + x 3 )}. The update functions are f (x 1 , x 2 , x 3 , x 4 ) = (1, 1, (1+x 3 )x 4 , x 4 ) and g(x 1 , x 2 , x 3 ) = (1, 1, 1+x 3 ). Then F 2 is a sub-SDS of F 1 , with H : F 1 → F 2 , H = (φ, h)
PSS with a fixed permutation
In this section we develop examples of PSSs with a fixed permutation. After composing all the local update functions in a sequential system, the global update function has coordinate functions (different from the local functions in general), and we can think of the system as being a parallel system given by the coordinate functions. On the other hand, every parallel system, can be represented as a sequential system by doubling the number of nodes and first copying the old states to the new variables x n+1 , x n+2 , . . ., x 2n . Thus, a PBN induces an OPSS, the construction is the following.
Let A = A(Γ, F, C) be a PF 2 N defined as follows: the finite digraph Γ = (V Γ , E Γ ) with n vertices, the family F = {F 1 , F 2 , . . . , F n } of ordered sets F i = {f
, and the list
j } i∈I, j∈J , of selection probabilities. The selection probability that the function f (i) j is used for the vertex i is c
, β, D) be the PSS defined as follows:
2 , . . . , g x 1 , x 3 )}, and G 3 = {g 3 (x 1 , x 2 , x 3 ) = (x 1 , x 2 , x 2 + x 3 )}. The fixed permutation is β = (3 2 1) . The update function is g(x 1 , x 2 , x 3 ) = (1, 1, 1 + x 3 ). The probability of using g is 1 = d (1) .
