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ABSTRACT
Purpose: To obtain high-quality reconstructions from highly undersampled dynamic MRI data with
the goal of reducing the acquisition time and towards improving physicians’ outcome in clinical practice
in a range of clinical applications.
Theory and Methods: In dynamic MRI scans, the interaction between the target structure and
the physical motion affects the acquired measurements. We exploit the strong repercussion of motion
in MRI by proposing a variational framework - called Compressed Sensing Plus Motion (CS+M) -
that links in a single model, simultaneously and explicitly, the computation of the algorithmic MRI
reconstruction and the physical motion. Most precisely, we recast the image reconstruction and motion
estimation problems as a single optimisation problem that is solved, iteratively, by breaking it up into
two more computationally tractable problems. The potentials and generalisation capabilities of our
approach are demonstrated in different clinical applications including cardiac cine, cardiac perfusion
and brain perfusion imaging.
Results: The proposed scheme reduces blurring artefacts and preserves the target shape and fine
details whilst observing the lowest reconstruction error under highly undersampling up to 12x. This
results in lower residual aliasing artefacts than the compared reconstructions algorithms. Overall, the
results coming from our scheme exhibit more stable behaviour and generate a reconstruction closer to
the gold-standard.
Conclusion: We show that incorporating physical motion to the CS computation yields a significant
improvement of the MR image reconstruction, that in fact, is closer to the gold-standard. This translates
to higher reconstruction quality whilst requiring less measurements.
Keywords: Image Reconstruction; Compressed Sensing; Physical Motion Estimation; Variational
Methods; Dynamic MRI.
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1 INTRODUCTION
A central limitation of Magnetic Resonance Imaging (MRI) is the linear relation between the num-
ber of necessary measurements to form an image and the acquisition time. This constraint causes
negative effects including [1, 2, 3]: (i) sensitivity to motion causing image degradation, (ii) reduced
clinical throughput and (iii) patient non-compliance which introduces more artefacts during the image
formation. Thus, a central challenge in MRI is to respond to the question − How to decrease the long
data-acquisition time?
There have been different attempts to answer this question. These attempts can rely on two cate-
gories: hardware-based or software-based approaches. The approaches from the first category aim to
redesign the internal mechanisms of the scanner. However, despite of the continuous development of
technologies, at the present, there is no evidence that the MRI data-acquisition time problem can be
solved using a hardware-based approach [1, 4]. This is primarily due to both the physical limitations of
gradient hardware, and the physiological limits imposed for safe pulse sequences.
Unlike hardware-based approaches, the second category has shown significant potential for effectively
reducing acquisition times. This is particularly due to the advent of Compressed Sensing (CS) in MRI [5],
which is motivated by the solid mathematical foundations of CS [6, 7]. The key idea of CS in MRI
is to form an image − represented in an appropriate transform basis − from a considerably reduced
finite-dimensional subset of k -space data acquired in an incoherent manner.
The potential and benefits of using CS in MRI have been demonstrated in different works starting
with the pioneering work reported by Lustig et al. in [5], and then following by different approaches
such as k-t SPARSE [8], k-t SPARSE-SENSE [9] and L1-SPIRiT [10], in which CS implications have
been applied alone or in combination with parallel imaging.
A different direction based on low-rank matrix completion, which extends the idea of CS, has gained
the attention of other scientists that have explored the effects of applying either local or global low-
rank constraints. Liang in [11] proposed to compute temporal basis functions, using singular value
decomposition, as a new form to achieve MR image reconstruction from undersampled k-space data.
This work set the basis and the motivation in the use of principal component analysis (PCA) for
reconstructing a small subset of k -space data (e.g. [12, 13, 14]). The idea of computing locally low-rank
(LLR) constraint, in the context of undersampled MR image reconstruction, was reported in [15, 16, 17],
in which spatiotemporal correlations were analysed in small regions. Although LLR has been suggested
to decrease computational load [15], in comparison to global low-rank constraint, it comes at the expense
of dealing with block artefacts [18].
The concept of combining sparse and low-rank constraints was also successfully reported by the MRI
community. The authors in [19, 20, 21] aimed to find a solution that is both sparse and low-rank. A
different approach based on decomposing the acquired measurements as a linear combination of low-
rank (L) and sparse (S) components − known as Robust Principal Component Analysis (RPCA) [22] or
L+S decomposition − was investigated in [23, 24, 25, 26, 27]. Particularly Otazo et al. demonstrated
the feasibility of L+S model in [26] for various clinical applications in MRI including cardiac cine and
abdominal perfusion. Even though the L+S model has proved to be effective for MR image reconstruc-
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tion, the separation of background and dynamic components, in fact, is not always possible since the
incoherence required by this model, i.e. for L and S, is not always fulfilled.
 CONTRIBUTIONS. Notwithstanding that the body of literature has evidenced powerful results
when using CS and low-rank methods for MR image reconstruction, in what follows we show that
there still is significant room for improvement in terms of reconstruction quality in the context of
spatio-temporal MRI reconstruction. Namely, in this work we introduce a mathematical framework -
which follows the philosophy of [28]- to improve undersampled MR image reconstruction in a dynamic
setting which we call Compressed Sensing plus Motion (CS+M). This approach was first discussed in
our ISMRM abstract [29].
The key idea of our CS+M model is to link the computation − in a single model − of the MRI
reconstruction to the complex motion patterns derived either from physiological or involuntary motion.
More precisely, we recast the image formation problem as an optimisation problem that is solved,
iteratively, by breaking it up into two more computationally tractable problems. Whilst this is an
important part of our solution, our main contributions are:
1) We introduce a computationally tractable variational model that allows establishing, explicitly and
simultaneously, the connection between the MR image reconstruction and the inherent physical
motion captured during the data acquisition. We show how the resulting optimisation problem
can be solved efficiently by an alternating minimisation technique.
2) We show that incorporating physical motion into the CS computation improves the MR image
reconstruction from undersampled data, and produces images closer to fully sampled data whilst
requiring less measurements. Furthermore, we show that image quality persists for higher accel-
eration factors than can be tolerated if motion is not included in the model.
3) We provide evidence of the feasibility and generalisation capabilities of our model with several
clinical applications including cardiac cine, cardiac perfusion and brain perfusion data.
2 THEORY
In this section, we introduce our CS+M model for improving undersampled MRI reconstruction in
dynamic settings. We first start describing the MR image formation problem and the current challenges
in this context. We then introduce our CS+M model, which shall mitigate a major drawback of the
existing solutions.
2.1 Undersampled MR Image Reconstruction
Consider a MRI setup, in which signal measurements are collected in spatial-frequency space (i.e.
k−space) composed ofM time samples expressed as y(k, ti) =
∫
Ω u(x, ti) exp
−jkiᵀx dx+η(k, ti) for i =
1, ...,M, where Ω ⊂ Rd and t denote a bounded image domain and temporal location respectively, and
η is the inherent noise during the acquisition. The matrix form of the measured data can be expressed
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as y = Au + η where u ∈ CN is the target object to be reconstructed, y ∈ CM (M  N) refers to
the k, t−space measurements and A ∈ CM×N is the Fourier operator − for a multiple receiver coil, A
encodes coils sensitivities and the Fourier transform.
A current research direction in MRI is focused on reconstructing a small number of measurements
with the aim of decreasing the acquisition time. This reconstruction task can be achieved by applying
the notion of sparsity (i.e. CS implications), which is predominately approximated using the `1-norm.
Formally, the problem of reconstructing undersampled MRI data can be cast as an optimisation problem,
which reads:
arg min
u
‖ T u ‖1, s.t. ‖ Au− y ‖22≤ η, (2.1)
where T is the operator promoting sparse representation − common transforms include a Wavelet Trans-
form, temporal Fourier-Transformation (tFT), Total Variation (TV) and Total Generalized Variation
(TGV) - e.g. [47, 43]. In what follows, we choose TV as sparsifying transformation. For tractability
purposes, the algorithmic approach from (2.1) can be relaxed to the following regularised least squares
functional:
arg min
u
{
1
2
‖ Au− y ‖22 +γ ‖ T u ‖1
}
(2.2)
where γ > 0 is the regularisation parameter controlling the importance of the two terms. Although
the body of literature for reconstructing undersampled MRI data has provided promising results - for
generalised CS approaches such the scheme described in (2.2) and extended ideas e.g. [19, 20, 26]-
MRI reconstruction is still a challenging and open problem and there is plenty of room for further
improvements. In particular, one seeks to cope with − How to reconstruct high-quality MR
images with less measurements? We respond to this question with our CS+M approach, which
unlike existing approaches it considers, explicitly and simultaneously, the computation of the inherent
complex motion patterns derived from ph ysiological or involuntary motion.
2.2 CS+M: A New Perspective for MRI Reconstruction
In this section, we detail the proposed method and how it can be solved in a tractable computational
manner. We first start describing how to compute the physical motion in a temporal scene. We then
connect this computation, via a single model, to the notion of sparsity yielding to the CS+M model.
The key idea of the CS+M model is to link, in a single model, the algorithmic computation of
the MRI reconstruction with the inherent physical motion in the scene. In the body of literature,
the problem of computing two tasks simultaneously has been investigated in the community; examples
are [30, 31], in which different constraints and assumptions of the scenes are applied. More recently, the
philosophy of simultaneously computing the reconstruction of a given image sequence along with the
motion estimation from a variational perspective has been proved in [28], which was later used in the
medical domain for photoacoustic imaging [32] and X-ray tomography [33]. In this work, we follow the
philosophy of [28] to build our CS+M model. An illustration of the temporal evolution of the estimated
motion is displayed in Figure 1 along with a reconstructed sample. A key motivation for exploring the
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RECONSTRUCTED SAMPLE
(A
)
(B
)
TEMPORAL EVOLUTION
TEMPORAL EVOLUTION
 DISPLAYED REGION ESTIMATED MOTION
CINE CARDIAC
CINE CARDIAC (PANTHOM MRXCAT)
Figure 1: (From left-to-right) Reconstructed cine cardiac samples, selected region for displaying the
motion estimation, and temporal evolution of the estimated physical motion.
effects of incorporating motion to the MRI reconstruction comes with the response to the following
question.
 WHY IS MOTION IMPORTANT IN MRI? MRI is well-known to be highly sensitive to motion
since its early development [34, 35]. In dynamic MRI scans, in particular, the interaction between
the target structure and the physical motion affects the acquired measurements, meaning that, image
degradation is produced which compromises clinical interpretations. Therefore, our hypothesis is that
incorporating physical motion to a given algorithmic MRI reconstruction approach results in a faster
acquisition and higher resolution in time, and hence, higher image quality.
We now turn to define the CS+M model. To do this, we address two questions: (i) How to compute
the inherent physical motion in the scene? and (ii) How to plug in the algorithmic MRI reconstruction
and the physical motion in a single model? Both questions are addressed next.
 MODELLING PHYSICAL MOTION. Emphasising on our assumption of a dynamic setting, a
key part of our solution is the explicit integration of an estimate of the scene’s motion to the MRI
reconstruction. The problem of estimating physical motion from a set of images has been extensively
investigated in the community (however it is still a challenging problem), in which solutions are roughly
categorised into direct and indirect methods [36, 37]. In particular, Optical Flow is one of the most well-
established methods, in which the predominant estimation scheme is based on variational approaches,
starting with the pioneering work of Horn and Schunck [38].
Optical flow is based on the classical brightness constancy assumption, in which relative motion
is approximated from the velocities of patterns’ brightness as u(·, tn) = u(·, tn+1), tn+1 > tn where
u(·, t) : t ∈ [0, T ] denotes a reconstructed image sequence and t refers to time parameter. Linearised
form of the constancy assumption yields to the optical flow constraint equation, in which the velocity
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is associated to the space-time image derivatives at location (x, y, t), expressed as:
0 =
du
dt
=
∂u
∂x
dx
dt
+
∂u
∂y
dy
dt
+
∂u
∂t
dt
dt
= ∇u · υ + ut (2.3)
where the path derivative υ = (dx/dt, dy/dt)ᵀ = (υx,υy)ᵀ is the velocity field, and ∇u = (∂u∂x , ∂u∂y )ᵀ
is the gradient image. Using (2.3) for recovering pointwise υ is not possible since there are two
unknowns (i.e. υx and υy) in one equation (termed aperture problem). However, one can deal with the
underdetermined nature of (2.3) by introducing further constraints such as a smoothness assumption
on υ, and therefore, get a good approximation of the motion via a variational model [38]. Meaning
that, one seeks to minimise an energy functional composed of two terms: a data fidelity term which
models the brightness constancy deviations, and a regularisation term which penalises high variations
in υ. Following this direction, we estimate the physical motion using the following energy functional:
EOF (u,υ) = DMotion(u,υ) + δJMotion(υ)
=‖ ∇u · υ + ut ‖1 +δ ‖ ∇υ ‖1
(2.4)
where δ > 0 weights both terms. Our motivation to use the combination of Total Variation (TV)
regularisation and L1 data fidelity terms is twofold: firstly, we aim to gain robustness in terms of
outliers, this is an important factor since in a MRI setting inherent noise during the acquisition is
assumed. Secondly, this combination allows for discontinuities in the flow field. Overall, the TV-L1
optical flow yields to a robust estimation of the physical motion (e.g. [39, 40, 41]).
 CS+M MODEL − WHEN CS MEETS MOTION. We now turn to describe how (2.4) is incor-
porating into the algorithmic MRI reconstruction. Generally speaking, this problem can be cast as an
optimisation problem, in which one seeks to optimise, simultaneously, over the MRI image formation u
and the estimated motion υ as:
arg min
u,υ
∫ T
0
{
DrMRI(u, y)︸ ︷︷ ︸
Data Fidelity
Reconstruction
+ γRrMRI(T u)︸ ︷︷ ︸
Promoting
Sparse Reconstruction
+βDMotion(u,υ)︸ ︷︷ ︸
Data Fidelity
Physical Motion
+ δJMotion(υ)︸ ︷︷ ︸
Regularity
Physical Motion
}
(2.5)
where β, γ, δ are a positive weighting parameters, and we consider the choice of the sparsifying trans-
formation as T (u) =TV(u) (see Section 3.3 for discussion). More precisely, plugging-in the algorithmic
MRI reconstruction approach and the physical motion defined in (2.2) and (2.4) respectively into (2.5),
the CS+M model seeks to solve the following optimisation problem:
arg min
u,υ
∫ T
0
{
1
2
‖ Au− y ‖22 +γ ‖ T u ‖1 +δ ‖ ∇υ ‖1 +β ‖ ∇u · υ + ut ‖1
}
dt (2.6)
For tractability purposes, we define a time-discrete version of (2.6) by performing the discretisation
of the time-interval 0, T into Wt-steps, this shall result in u
Wt reconstructed images and υWt−1 vector
fields. Therefore, the scheme from (2.6) is now defined as:
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arg min
u,v
{
Wt∑
k=1
1
2
‖ Akuk − yk ‖22 +γ ‖ T uk ‖1 +δ
L∑
l=1
‖ ∇υk,l ‖1 +β
Wt−1∑
k=1
‖ ∇uk · υk + uk+1 − uk ‖1
}
(2.7)
Algorithm 1 CS+M Algorithm
Start from u← 0 and υ ← 0;
Set ζstop ← 10−5;
while derror > ζstop do
uprevious ← u;
υprevious ← υ;
Optimise over u, for the current value of υ:
u← solve(primalDualOf (2.8)) using [42];
duerror ← solve(absdiff(uprevious, u));
Optimise over υ, for the current value of u:
υ ← solve(primalDualOf (2.9)) using [42];
dυerror ← solve(absdiff(υprevious, υ));
derror ← solve(sum(duerror, dυerror));
end while
return u,υ.
From a computational point of view, the model
from (2.7) presents some numerical challenges −
it is non-convex, and non-differentiable (due to
the L1 norm). Therefore, to achieve more compu-
tational tractability we solve (2.6) by alternating
minimisation, that is, we break up the (2.6) into
two more tractable sub-problems. Following [28],
we alternate between optimising over u and υ
whilst keeping the other fixed. Details on the so-
lution of each sub-problem, at each iteration, is as
follows.
ISub-problem 1: Optimisation over u. The
optimisation problem over u while keeping fixed
υ is defined as:
uh+1 = arg min
u
Wt∑
k=1
1
2
‖ Akuk − yk ‖22 +γ ‖ T uk ‖1 +β
Wt−1∑
k=1
‖ ∇uk · υkh + uk+1 − uk ‖1 (2.8)
ISub-problem 2: Optimisation over υ. For a fixed u, the optimisation problem in υ is given by:
υh+1 = arg min
υ
Wt−1∑
k=1
‖ ∇ukh+1 · υk + uk+1h+1 − ukh+1 ‖1 +
δ
β
L∑
l=1
‖ ∇υk,l ‖1 (2.9)
the splitting of (2.6) allows now for a tractable and straightforward computation, in which approximate
solutions can be obtained by applying a primal-dual algorithm [42] which, generally speaking, considers
the saddle-point version of (2.8) and (2.9) in the form min
x∈X
max
y∈Y
〈Kx, y〉 + G(x) − F∗(r). The overall
procedure is listed in Algorithm 1.
3 METHODS
This section describes in detail the experimentations that we conducted to validate our CS+M recon-
struction technique.
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Dataset I Dataset II Dataset III Dataset IV Dataset V
Cine Cardiac MRI Cardiac MRI perfusion
Dataset VII Dataset VIII
Brain Perfusion Abdominal
Dataset VI
Figure 2: Sample frames of the clinical datasets used for evaluating our approach from several clinical
applications (from left-to-right): cine cardiac, cardiac perfusion and brain perfusion.
3.1 Data Description
We evaluated our approach extensively and prove its generalisation by using data coming from: cine
cardiac, cardiac perfusion and brain perfusion MR imaging. The datasets were saved as fully sampled
raw data and then were retrospectively undersampled using a variable-density random sampling pattern
as suggested by Lustig in [5] and using cartesian sampling. Datasets characteristics are as follows:
• Dataset I − A cine cardiac dataset which was acquired from a healthy volunteer, from [43].
Measurements were collected using a 3T Siemens scanner. Matrix size−208×168, heart phases−25,
coils−30, FOV = 274.62× 340mm and TA=16s.
• Datasets II and II − Realistic cardiac cine simulation generated using the MRXCAT phantom
framework [44]. Whilst the Dataset II was simulated during breath-holding, the III was set with
free respiratory motion. The duration of the heart beat and respiratory cycles were set as 1 sec and
5 sec respectively. Both were generated with Matrix size−409× 409, heart phases−24, coils−12.
• Datasets IV and V − Realistic cardiac perfusion simulations using MRXCAT[44] framework.
Simulations were set with Matrix size−224 × 192, Frames −32, coils−12. The difference, for
analyses purposes, relies on the fact that the Dataset IV was simulated with breath-holding whilst
the dataset V during free-breathing with the respiratory cycle set as 5 sec.
• Dataset VI − A cardiac perfusion dataset acquired during free-breathing. Available from the
computational biomedical imaging group at the University of Iowa 1. It was acquired using FLASH
sequence on a 3T Siemens scanner (TR/TE=2.5/1.5ms) with a matrix size of 190× 90× 70.
• Dataset VII − A single-coil brain perfusion dataset acquired from multi slice 2-D dynamic sus-
ceptibility contrast (DSC) from1 with frame separation of TR=2s, and with a matrix size of
128× 128× 60.
All the measurements and reconstructions in this section were taken from these datasets. All tests
and comparisons were run under the same conditions in a CPU-based implementation. Sensitivity
estimation along with computational details are discussed in Section 3 of the supplementary material.
1https://research.engineering.uiowa.edu/cbig/
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3.2 Evaluation Scheme
We validate our approach based on both qualitative and quantitative analyses. Whilst the qualitative
analysis is derived from the observations and interpretations of physicians, for the quantitative analysis,
we rely on computing a set of metrics between the gold-standard and the reconstructed MR image.
From now, we refer to the reconstruction obtained from computing the sum-of-squares (SoS) using fully
sampled data as gold-standard. More precisely, we base our findings on the following evaluation scheme.
(E1) Comparison of reconstructions between CS and CS+M for a range of acceleration factors associated
to rates of undersampling in k-space data. This comparison is based on visual comparisons of the
2D MR reconstructions at specific time steps and of selected 1D signal intensity profiles: Fig. 3.
(E2) Visual assessment of the reconstruction quality, and numerical visualisation of the intensity profiles
and the LV area of our approach and three from the literature: Fig. 4.
(E3) Temporal performance comparison of the reconstructions between the CS+M and three recon-
struction schemes from the literature along with the analysis of three regions of interest: Fig. 5.
(E4) Generalisation capabilities and global analysis performance of our approach vs. three reconstruc-
tion schemes and for different acceleration factors: Table 1
(E5) Careful analysis of the temporal reconstruction quality for different acceleration factors between
CS, L+S and CS+M using the SSIM and SLMSE image-quality metrics: Fig. 6.
(E6) Applicability of our approach to other clinical application, temporal reconstruction comparison
between CS and CS+M from a brain perfusion data: Fig. 7 and Table 1.
We address the quantitative analysis relying on two well-established image-quality metrics: (i) the
Structural Similarity (SSIM) Index [45], which calculates the similarity of two image reconstructions
from the contrast, luminance and structure, and (ii) the inverted Localised Mean Squared Error (sLMSE)
[46] that computes the local similarity based on local patches. The computation of the sLMSE is
a normalised and inverted measure such that closer to 1 means higher quality reconstruction. The
practicalities of the metrics’ computation are discussed in Section 4 of the supplementary material.
3.3 Parameter Selection
Generally speaking, parameters of our approach and the ones we compare with were set individually
chosen from a range of values with respect to the best SSIM and sLMSE, for each type of data. In
particular for the case of the L+S approach, we define the range of values as suggested in [26] along
with the code provided on the authors’ website 2.
For our approach, there are three parameters to set γ, δ and β. These parameters were tested in a
range of values and for each clinical application type as follows. For the parameter β ∈ [0.1, 1], we found
the best outcome by setting it to 0.45 whilst for the other two parameters, γ and δ , we tested them
in the range [10−2, ..., 0.9]. It is to be noticed that the parameters of the CS+M model can be easily
2http://cai2r.net/resources/software
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fine-tuned for a particular clinical application and kept fixed for other datasets with similar dynamic
information. Moreover, we used TV [47] as an operator for promoting sparse representation in our and
compared schemes. The objective of this work is to have a proof of concept to show the potentials and
generalisation capabilities of our approach for MRI reconstruction. Therefore, a detailed regularisers
investigation shall be tackled in future work.
3.4 Results and Discussion
We describe our findings following the scheme described in Section 3.2. We start by evaluating classic
CS MRI scheme against our CS+M model. In Figure 3, we display three reconstructed samples with
an acceleration factor of 8x, and for three different datasets. Visual assessment of the reconstructed
samples agrees with our initial hypothesis that the incorporation of motion in the reconstruction model
benefits the output quality. Most notably, it can be observed in a comparison with the gold-standard,
the right and left ventricular endocardial borders (see outlined green and red regions), that CS+M offers
better reconstructions in terms of contrast and shape than the CS reconstructions (see yellow arrows).
Moreover, in a closer inspection at the zoomed-in views, it is to be noticed the loss of fine details and
blurring effect at the papillary muscles.
This is further reflected in the signal intensity profile at right side of Figure 3, where, and for all the
displayed cases, the CS+M approach (red line) is closer to the gold-standard (blue line). Although CS
based reconstruction (green line) offers a good approximation to the gold-standard, it fails to eliminate
all perturbations such as blurring artefacts (see yellow arrows), which our approach is able to prevent.
This is reflected in the behaviour of signal intensity profile in which significant oscillations are observed;
as is visible on the zoomed-in views at right side of Figure 3. In particular, it can be observed at the
signal intensity profile of Dataset III which was acquired during free-breathing (last row of Figure 3)
that signals generated from CS described strong oscillations yielding to an unstable behaviour (see black
squares).
For a more detailed analyses, we evaluate our approach by comparing its performance against three
different reconstruction schemes: zero-filling, CS and L+S. Figure 4 displays reconstructed samples,
taken from datasets I and II and undersampled at 8x, of the chosen schemes and our proposed one
along with the gold-standard. By visual evaluation, we observed that the compared schemes tends
to produce blurring artefacts and loss of fine details (see red arrows at (a),(b) of Figure 4). This is
further reflected and better appreciated in the displayed SSIM maps at (a.1),(b.2) from the same figure,
which offer meaningful comparison of local image quality over space. A closer inspection shows that our
approach produces a reconstruction with higher similarity metric to the gold-standard. These results
are compatible with the signal intensity profiles plotted in Figure 4-(a.2),(b.2), in which the compared
approaches exhibit a fluctuation behaviour compared to the gold-standard whilst our approach (red
line) is closer to and agrees better with the gold-standard (blue line). We also quantified the temporal
LV blood pool area (green region) which is displayed in Figure 4-(a.3), (b.3), in which our approach
show a better LV function compared to the gold-standard.
Next, we investigate - how both CS+M and the compared schemes perform in the temporal domain?
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Figure 3: Displayed reconstruction of three samples. (From left-to-right and top-to-bottom) Recon-
structed full-sampled data (i.e. ground truth), reconstructed samples using CS and our CS+M. Zoom-
in views in the middle part show more details in which the left (red) and right (green) ventricular
endocardial borders have been outlined. Yellow arrows show artefacts created during the CS recon-
struction. Signal intensity profiles retrieved from the reconstructed sample, blue lines in the plots show
ideal signal intensity green and red lines represent the CS and CS+M approaches. The results show
that measurements generated from our approach are closer to the gold-standard.
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Figure 4: Comparison performance of our approach and three reconstruction schemes along with the
ground truth. (a) and (b) reconstructed samples from datasets I and II in which loss of detail and
contrast, and introduction of blurring artefacts are pointed out with the red arrows. (a.1) and (b.1)
corresponding SSIM maps, in which values as closer to 1 as better reconstruction quality. (a.2) and
(b.2) numerical visualisation of the signal intensity profile. (a.3) and (b.3) temporal LV blood pool area.
We executed another experiment using the whole cardiac perfusion datasets, we selected this application
since the dynamic information contained in it differs from the cardiac cine information. In Figure 5, we
show four reconstructed samples resulted from the compared schemes and our approach along with the
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Figure 5: Comparison performance on the temporal domain of our approach against three from the
body of literature. (a) and (b) display a reconstructed sample for each evaluated scheme along with
the gold-standard using Datasets V and VI. (a.1) and (b.1) show the corresponding temporal signal
intensity profiles and error plots of three regions of interest at myocardium.
gold-standard, (A) at 7.5x and (B) at 8x acceleration. By visual inspection, we observed that the effects
discussed above from the cardiac cine datasets also prevail for the perfusion cardiac case, meaning that,
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Table 1: Global performance analyses from our approach and three other reconstruction schemes.
Displayed measures averaged over all the corresponding dataset denoted in 10−2.
4x 6x 8x
Exp. Dataset
Reconstruction
Scheme
sLMSE SSIM sLMSE SSIM sLMSE SSIM
1
Dataset I
Cardiac Cine
Zero-Filling 84.65 82.15 83.56 79.76 83.34 76.51
CS 98.81 90.90 98.73 89.56 96.13 85.71
L+S 99.34 92.07 98.99 89.67 97.09 87.21
CS+M 99.87 94.62 99.71 92.40 98.30 89.90
2
Dataset II
Breath-holding
Cardiac Cine
Zero-Filling 83.85 84.69 83.05 81.70 82.91 78.16
CS 98.91 91.41 97.74 88.07 96.69 84.28
L+S 98.86 92.33 98.34 89.68 97.19 87.55
CS+M 99.87 93.36 99.70 91.07 98.54 89.81
3
Dataset III
Free-breathing
Cardiac Cine
Zero-Filling 84.88 80.10 84.46 76.51 83.86 73.74
CS 98.84 90.07 97.56 86.69 95.82 83.14
L+S 99.32 91.85 98.41 88.02 97.03 85.60
CS+M 99.81 93.09 99.56 90.87 98.70 88.14
4
Dataset IV
Breath-holding
Myocardial Perfusion
Zero-Filling 85.63 82.80 85.34 80.47 84.65 78.07
CS 98.95 91.53 98.89 88.62 97.74 84.15
L+S 99.50 92.45 99.21 89.13 98.86 86.11
CS+M 99.81 92.95 99.86 91.52 99.08 88.67
5
Dataset V
Free-breathing
Myocardial Perfusion
Zero-Filling 85.51 82.11 84.73 80.45 83.64 76.37
CS 98.70 89.75 96.22 84.45 94.88 81.11
L+S 99.10 91.37 98.41 87.22 96.88 83.67
CS+M 99.72 92.05 99.15 89.16 98.30 86.25
6
Dataset VI
Free-breathing
Myocardial Perfusion
Zero-Filling 84.72 82.57 84.50 79.57 83.29 75.55
CS 98.03 89.99 96.85 86.80 93.98 82.81
L+S 98.26 91.75 97.05 88.03 95.61 85.54
CS+M 98.81 93.96 98.09 90.01 97.45 88.68
7
Dataset VII
Brain Perfusion
Zero-Filling 83.85 81.77 83.05 78.03 82.91 76.32
CS 98.02 92.91 96.86 89.46 94.60 85.59
L+S 98.57 93.57 97.88 90.90 96.52 86.27
CS+M 99.33 95.04 98.21 92.75 97.89 88.36
the compared approaches reflect perturbations in the reconstructions such as blurring effects, and loss
of contrast and details. To do this, we computed the reconstructions over the whole corresponding
datasets, and extracted the temporal intensity for three regions of interest in the myocardium. The
results are displayed at Figure 5 - (a.1),(b.1), a closer inspection show higher temporal fluctuations
which translate in higher residual artefacts for the compared schemes, whilst our approach reflected a
more stable signal which is in fact closer to the gold-standard in all cases. This is further reflected by
the error plots (Root-mean-square error RMSE), in which our approach had the lowest error value for
all reconstructed samples. From the compared schemes the one that performs better is L+S, however,
we observed on the temporal intensity signals and the resulted reconstructions (Figures 4, 5), contrast
variations and oscillations in the signal intensity. By contrast, our approach displayed more stable
signals intensities with less fluctuations and blurring artefacts, and better preservation of the shape.
An accompanying comparison at the LV cavity is provided in Section 2 of the supplementary material.
But − Is there a significant difference in reconstruction quality between our approach and the com-
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Figure 6: Plots comparing CS and CS+M using two reconstruction quality metrics, SSIM and sLMSE,
over the whole cardiac perfusion datasets.
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Figure 7: (From left-to-right) Reconstructed samples from the DSC brain perfusion- dataset VII. (a.1)
Temporal signal intensity profiles, in which significant fluctuations are produced by the CS approach
along with (a.2) the error plot.
pared reconstruction schemes? To respond to this question and to further support Figures 4 and 5,
we computed the reconstruction of all datasets under high undersampling factors up to 12x. The plot
of Figure 6 shows the SSIM and sLMSE curves of both approaches where we can observe that the
CS+M outperforms CS and L+S at all acceleration counts. For example, with an acceleration of 8x,
the reconstruction quality obtained with our approach can only be achieved with an acceleration of 6x
for CS for both metrics. Meaning that, despite reducing the measurement samples, our approach is
still able to generate higher-quality images. A similar behaviour, but with a less numerical difference,
is observed in a comparison between our approach and L+S.
For quantitative evaluation of generalisation capabilities of our approach and for a global analysis
performance, we report the results in Table 1. The reported numbers are the average of the selected
image metrics across the entire corresponding dataset. It is to be noticed, and as we previously men-
tioned, both metrics as closer to 1 as higher reconstruction quality. From the results, we observe that
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our approach outperforms the compared reconstruction schemes with respect to both the sLMSE and
SSIM metrics. We also noticed that in the case where there are different types of dynamics - for ex-
ample the organ’s physiological motion along with the breathing - the reconstruction benefits from this
knowledge reflecting in a significant improvement of the reconstruction (for example see Exps. 2-3, and
Exps. 4-5).
To visualise the motion incorporated to the image formation, we show in Figure 7 a reconstructed
sample and the temporal evolution of an estimate of the physical motion. Right side of Figure 7 displays
the temporal signal intensity profiles, in which a closer inspection shows that CS reconstructions (green
line) exhibit significant oscillations which our approach (red line) is able to prevent. This is further
reflected in terms of image quality at Exps. 7 and 8 of Table 1, in which our approach produced higher
values than CS for both quality metrics
Overall, a global inspection of the qualitative and quantitative analyses from the compared schemes
shows the following drawbacks, on which our CS+M approach improves:
X Introduction of Temporal Artefacts. We notice that the compared schemes exhibit significant
oscillations in the temporal signal intensity, which is translated in higher residual aliasing artefacts.
This effect is prevailed for all datasets. By contrast, the CS+M approach displayed temporal stable
signals which are closer to the gold-standard yielding to higher reconstructions quality.
X Fine Details and Shape Preservation. From the results, we observe that compared approaches
exhibit loss in details and blurring effect, for example the papillary muscles of the heart or in
the brain, and even more significantly noticed during complex dynamic transitions such as the
contraction-expansion of the heart. Conversely, our approach offered a better spatio-temporal
fidelity for all applications.
X Stability under Physiological Motion. We notice that the compared schemes tend to have significant
fluctuations during changes in the dynamic information such as systolic phases (in the case of the
heart) or when addition dynamic information appears as in the case of free-breathing datasets.
During these events, the results coming from our scheme exhibit a more stable behaviour resulting
in a reconstruction closer to the gold-standard.
These points comes to highlight the benefit of incorporating motion into the algorithmic MRI re-
construction whilst supporting our initial hypothesis.
4 CONCLUSION, LIMITATIONS AND FUTURE WORK
In this paper we addressed a central question in MRI which is − How to get high quality MRI re-
constructed images under highly undersampling factors? We respond to this question through a new
approach called CS+M, in which the novelty largely relies on incorporating, explicitly and simultane-
ously in a single model, an estimate of the scene’s motion to the algorithmic MRI reconstruction to
provide higher quality images with less motion artefacts. We demonstrate the potentials of our approach
16
based on exhaustive qualitative and quantitative analyses, in which we show that our approach out-
performs traditional reconstruction schemes in terms of better preservation of fine details and organs’
shape and less blurring artefacts, resulting in less residual artefacts and reconstructions closer to the
gold-standard.
Whilst the objective of this work is to open a new line of research for further clinical investigation,
future work will include experimentation with Non-Cartesian sampling and computational speed im-
provement based on a CUDA-based implementation. Moreover, since the CS+M model proved that
motion has significant positive effects that translates to clinical potentials, future work might address
how to improve the motion estimation.
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1 Outline
This document extends the clinical and technical discussion presented in the main paper, this, with
the aim of offering further details regarding our experiments and results. The remaining document is
structured as follows.
• Section 2: More qualitative results for a closer inspection of the reconstructed data.
• Section 3: We provide more details about the experimental settings and the quantitative results.
• Section 4: We give an explicit definition and motivation of the metrics used for the quantitative
analyses.
2 Supplementary Visual Results
To further support the quantitative and qualitative results presented in the main paper, in this section
we offer visual comparison of our approach against the L+S [25] method, which had the second best
approximation as reported in Table 1 in the main paper.
Figure 8 shows the results of both methods along with the gold-standard for visual quality assess-
ment. For this comparison, we used the cardiac datasets 3 and 4, cine and perfusion correspondingly,
and selected some clinically meaningful frames. Whilst the L+S technique frequently produces a good
reconstruction, a closer inspection of 8 shows that our approach performs better in terms of preserving
both the anatomical shape and details. Moreover, we can observe less blurry effects from our approach
(pointed out with yellow arrows in the zoom-in views). The results in Figure 11 echoes similar findings
for the application of cardiac perfusion, in which our approach generates a more visually meaningful
reconstructions. This is more clearly reflected with the red arrows in the zoom-in views.
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Figure 8: Visual comparisons of our and the L+S approaches using Dataset III. We display of recon-
structed samples from different cardiac cycles, in which yellow arrows point at regions of interest.
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Figure 9: Reconstructed samples of cardiac perfusion (Dataset IV), in which visual comparisons between
our and L+S approaches, along with the gold-standard, is shown. Zoom-in views indicate interesting
regions for comparison.
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Figure 10: Comparison performance on the temporal domain of our approach against three from the
body of literature. (a) and (b) display a reconstructed sample for each evaluated scheme along with
the gold-standard using Datasets V and VI. (a.1) and (b.1) show the corresponding temporal signal
intensity profiles of a region of interest (blue square) in the LV cavity.
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Figure 11: Reconstructed sample from the brain perfusion dataset along with few visualisation plots of
the physical motion used to improve the image reconstruction.
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3 Further Details and Analysis of the Results
For clarification purposes of the experimental results, in this section, we discuss details regarding the
multi-coil reconstructions and the elapsed time of our approach.
ELAPSED TIME
OURS
L+S
(A) 208x168x25 (B) 409x409x24 (C) 128x128x60
Figure 12: Elapsed time comparison be-
tween L+S and ours approaches.
In this work, we used both single- and multi- coill MRI
data (see Section 3.1 in the main paper for detailed descrip-
tion of the datasets). Whilst for the multi-coil data gener-
ated using the MRXCAT framework, the coil sensitivities
were computed using the Biot-Savart law (refer to [44] for
further details), for the non-simulated data, the coil sensi-
tivities were estimated using [48].
Computational time requirements. We ran a set of experiments to demonstrate the computational
feasibility of our reconstruction scheme. In particular, we compared the elapsed time between the L+S
and our approach on a CPU basis and using all datasets described in Section 3.1 in the main paper.
The experiments were designed to measure only the elapsed time required by the optimisation task.
We found that our approach required an average of 6% more computational time than that of [26].
See Figure 12 for three visualisations of the elapsed time with different datasets sizes. This is a slight
increment in time that comes with the benefits of having a higher image quality even during sever
undersampling factors. Moreover, our implementation can be significantly improved on a CUDA-based
implementation.
4 Image-Quality Metrics.
For clarification purposes and with the aim of avoiding some ambiguity regarding the form of how
the two quality metrics were computed. We describe the explicit definition of the used metrics, which
computation is as follows:
I Structural Similarity Index (SSIM). Let u and uˆ be the reconstructions coming from the
gold-standard and a given approximation from a reconstruction scheme, and let µu, µuˆ,σu,σuˆ,σuuˆ , be the
local mean, variances and covariance of u and uˆ respectively. Then the SSIM is computed as:
SSIM(u, uˆ) =
(2µuµuˆ + c1)(2σuuˆ + c2)
(µ2u + µ
2
uˆ + c1)(σ
2
u + σ
2
uˆ + c2)
.
where c1 and c2 are constants to ensure numerical stability when the denominator is close to zero. In
our experiments, we set standard values used for c1 and c2 as c1 = 0.01
2 and c2 = 0.03
2.
I Inverted Localised Mean Squared Error (sLMSE). It is to be noted that we are not using the
most common metrics for comparing pixel-wise two reconstructions, which are Peak signal-to-noise ratio
(PSNR) and MSE. Our main motivation for using the sLMSE is that PSNR and MSE are too stringent
(based on a global absolute difference, where a small incorrectly reconstructed edge can dominate the
error). Given u and uˆ - a gold-standard and an approximation reconstruction - as input, we compute
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the LMSE as the MSE summed over patches, w, of size 20× 20 and spaced in steps of 10 as:
LMSE(u, uˆ) =
∑
ω
‖uω − uˆω‖22
to be consistent with the SSIM, we compute a nomalised and inverted version − so that the maximum
output value is 1, meaning that, as s closer to 1 as higher quality reconstruction − which reads:
sLMSE(u, uˆ) =
LMSE(u, uˆ)
LMSE(u, 0)
.
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