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Abstract
In Arakelov theory a completion of an arithmetic surface is achieved by enlarging the group of
divisors by formal linear combinations of the “closed fibers at infinity”. Manin described the dual
graph of any such closed fiber in terms of an infinite tangle of bounded geodesics in a hyperbolic
handlebody endowed with a Schottky uniformization. In this paper we consider arithmetic surfaces
over the ring of integers in a number field, with fibers of genus g ≥ 2. We use Connes’ theory of
spectral triples to relate the hyperbolic geometry of the handlebody to Deninger’s Archimedean
cohomology and the cohomology of the cone of the local monodromy N at arithmetic infinity as
introduced by the first author of this paper. First, we consider derived (cohomological) spectral
data (A,H ·(X∗),Φ), where the algebra is obtained from the SL(2,R) action on the cohomology of
the cone, induced by the presence of a polarized Lefschetz module structure, and its restriction to
the group ring of a Fuchsian Schottky group. In this setting we recover the alternating product of
the Archimedean factors from a zeta function of a spectral triple. Then, we introduce a different
construction, which is related to Manin’s description of the dual graph of the fiber at infinity. We
provide a geometric model for the dual graph as the mapping torus of a dynamical system T on
a Cantor set. We consider a noncommutative space which describes the action of the Schottky
group on its limit set and parameterizes the “components of the closed fiber at infinity”. This
can be identified with a Cuntz–Krieger algebra OA associated to a subshift of finite type. We
construct a spectral triple for this noncommutative space, via a representation on the cochains of
a “dynamical cohomology”, defined in terms of the tangle of bounded geodesics in the handlebody.
In both constructions presented in the paper, the Dirac operator agrees with the grading operator
Φ, that represents the “logarithm of a Frobenius–type operator” on the Archimedean cohomology.
In fact, the Archimedean cohomology embeds in the dynamical cohomology, compatibly with the
action of a real Frobenius F¯∞, so that the local factor can again be recovered from these data. The
duality isomorphism on the cohomology of the cone of N corresponds to the pairing of dynamical
homology and cohomology. This suggests the existence of a duality between the monodromy N
and the dynamical map 1−T . Moreover, the “reduction mod infinity” is described in terms of the
homotopy quotient associated to the noncommutative space OA and the µ-map of Baum–Connes.
The geometric model of the dual graph can also be described as a homotopy quotient.
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Zolotoe runo, gde жe ty, zolotoe runo?
Vs dorogu xumeli morskie tжelye volny,
i pokinuv korablь, natrudivxi v morh polotno,
Odisse vozvratils, prostranstvom i vremenem polny
(Osip Mandelьxtam)
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1 Introduction.
The aim of this paper is to show how non–commutative geometry provides a connection between two
constructions in Arakelov theory concerning the Archimedean fibers of a one-dimensional arithmetic
fibration. On the one hand, we consider the cohomological construction introduced by the first author
in [15], that was inspired by the theory of limiting mixed Hodge structures on the limit fiber of
a geometric degeneration over a disc and it is related to Deninger’s Archimedean cohomology and
regularized determinants (cf. [20]). On the other hand, we re–interpret Manin’s geometric realization
of the dual graph of the fiber at infinity as an infinite tangle of bounded geodesics inside a real 3–
dimensional hyperbolic handlebody (cf. [24]) in the context of dynamical systems. The problem of
relating the results of [24] with the cohomological constructions of Deninger was already addressed by
Manin in [24], but to our knowledge no further progress in this direction was made since then.
Let K be a number field and let OK be the ring of integers. The choice of a model XOK of a
smooth, algebraic curve X over K defines an arithmetic surface over Spec(OK). A closed vertical fiber
of XOK over a prime ℘ in OK is given by X℘: the reduction mod ℘ of the model. It is well known that
a completion of the fibered surface XOK is achieved by adding to Spec(OK) the Archimedean places
represented by the set of all embeddings α : K →֒ C. The Arakelov divisors on the completion XOK
are defined by the divisors on XOK and by formal real combinations of the closed vertical fibers at
infinity. Arakelov’s geometry does not provide an explicit description of these fibers and it prescribes
instead a Hermitian metric on each Riemann surface X/C, for each Archimedean prime α. It is quite
remarkable that the Hermitian geometry on each X/C is sufficient to develop an intersection theory
on the completed model, without an explicit knowledge of the closed fibers at infinity. For instance,
Arakelov showed that intersection indices of divisors on the fibers at infinity are obtained via Green
functions on the Riemann surfaces X/C.
Inspired by Mumford’s p-adic uniformization of algebraic curves [33], Manin realized that one could
enrich Arakelov’s metric structure by a choice of a Schottky uniformization. In this way, the Riemann
surface X/C is the boundary at infinity of a 3-dimensional hyperbolic handlebody XΓ, described as the
quotient of the real hyperbolic 3–space H3 by the action of the Schottky group Γ. The handlebody
contains in its interior an infinite link of bounded geodesics, which are interpreted as the dual graph
of the closed fiber at infinity, thus providing a first geometric realization of that space.
A consequence of this innovative approach is a more concrete intuition of the idea that, in Arakelov
geometry, the “reduction modulo infinity” of an arithmetic variety should be thought of as “maximally
degenerate” (or totally split: all components are of genus zero). This is, in fact, the reduction type of
the special fiber admitting a Schottky uniformization (cf. [33]).
In this paper we consider the case of an arithmetic surface over Spec(OK) where the fibers are of
genus g ≥ 2. The paper is divided into two parts.
The first part consists of Sections 2 and 3. Here we consider the formal construction of a cohomo-
logical theory for the “maximally degenerate” fiber at arithmetic infinity, developed in [15]. Namely,
the Riemann surface X/C supports a double complex (K
·,·, d′, d′′) endowed with an endomorphism N .
This complex is made of direct sums of vector spaces of real differential forms with certain “cutoff”
conditions on the indices, and was constructed as an Archimedean analogue of the one defined by
Steenbrink on the semi-stable fiber of a degeneration over a disc [48]. The hyper-cohomologies of
(K ·, d = d′+ d′′) and (Cone(N)·, d) are infinite dimensional, graded real vector spaces. We show that
their summands are isomorphic twisted copies of a same real de Rham cohomology group of X . The
arithmetic meaning of K · arises from the fact that the cohomology of (Coker(N)·, d) computes the
real Deligne cohomology of X/C, and the regularized determinant of an operator Φ on the subspace
H·(K ·, d)N=0 of the hyper-cohomology of the complex (K ·, d) recovers the Archimedean factors of [20].
The complex K · carries an important structure of bigraded polarized Lefschetz module a` la Deligne
and Saito (cf. [43]). In particular one obtains an induced inner product on the hyper-cohomology
and a representation of SL(2,R)× SL(2,R).
The first part of this paper concentrates on the cohomology H ·(X∗) of Cone(N). In the classical
case of a semi–stable degeneration over a disc, the cohomology H ·(|G|) of the dual graph of the
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special fiber can be described in terms of graded pieces, under the monodromy filtration on the
cohomology of the geometric generic fiber, so that H ·(|G|) provides at least a partial information on
the mixed Hodge structure on H ·(X∗) (here X∗ denotes the complement of the special fiber in the
model and the cohomology of this space has a second possible description as hypercohomology of
the complex Cone(N)·). In the arithmetic case of a degeneration on the ring of integers of a local
field, the cohomology group H ·(X∗) is still endowed with a graded structure, which is fundamental in
arithmetic for determining the behavior of the local Euler factors at integer points on the left of the
critical strip on the real line. In fact, the cohomology H ·(X∗) carries more arithmetical information
than just the cohomology of the dual graph of the special fiber H ·(|G|).
Using non–commutative geometry, we interpret the data of the cohomology H ·(X∗) at arithmetic
infinity, with the operator Φ and the action of SL(2,R) related to the Lefschetz operator, as a “derived”
(cohomological) version of a spectral triple a` la Connes.
More precisely, we prove that the bigraded polarized Lefschetz module structure on the complex
(K ·, d = d′ + d′′) defines data (A, H ·(X∗),Φ), where the algebra A is obtained from the action of
the Lefschetz SL(2,R) on the Hilbert space completion of H ·(X∗) with respect to the inner product
defined by the polarization on K ·. The operator Φ that determines the Archimedean factors of [20]
satisfies the properties of a Dirac operator.
The data (A, H ·(X∗),Φ) should be thought of as the cohomological version of a more refined
spectral triple, which encodes the full geometric data at arithmetic infinity in the structure of a non-
commutative manifold. The simplified cohomological information is sufficient to the purpose of this
paper, hence we leave the study of the full structure to future work.
The extra datum of the Schottky uniformization considered by Manin can be implemented in the
data (A, H ·(X∗),Φ) by first associating to the Schottky group a pair of Fuchsian Schottky groups
in SL(2,R) that correspond, via Bers’ simultaneous uniformization, to a decomposition of XC into
two Riemann surfaces with boundary, and then making these groups act via the SL(2,R)× SL(2,R)
representation of the Lefschetz module. One obtains this way a non-commutative version of the
handlebody XΓ, given by the group ring of Γ acting via the representation of SL(2,R) associated to
the Lefschetz operator. The hyperbolic geometry is encoded in the Beltrami differentials of Bers’
simultaneous uniformization. In particular, we show in §3.3 that, in the case of a real embedding
α : K →֒ C, where the corresponding Riemann surface is an orthosymmetric smooth real algebraic
curve, the choice of the Schottky group and of the quasi–circle giving the simultaneous uniformization
is determined canonically.
This result allows us to reinterpret Deninger’s regularized determinants describing the Archimedean
factors in terms of an integration theory on the “non-commutative manifold” (A, H ·(X∗),Φ). The-
orem 3.19 shows that the alternating product of the Γ-factors LC(H
q(X/C,C), s) is recovered from
a particular zeta function of the spectral triple. In §3.5 we interpret this alternating product as a
Reidemeister torsion associated to the fiber at arithmetic infinity.
The second part of the paper (Section 4 and 6) concentrates on Manin’s description of the dual
graph G of the “fiber at infinity” of an arithmetic surface in terms of the infinite tangle of bounded
geodesics in the hyperbolic handlebody XΓ.
More precisely, the suspension flow ST of a dynamical system T provides our model of the dual
graph G of the fiber at infinity, which maps surjectively over the tangle of bounded geodesics considered
in [24]. The map T is a subshift of finite type which partially captures the dynamical properties of
the action of the Schottky group on its limit set ΛΓ.
The first cohomology group of ST is the ordered cohomology of the dynamical system T , in the
sense of [8] [34] and it provides a model of the first cohomology of the dual graph of the fiber at
infinity. The group H1(ST ) carries a natural filtration, which is related to the periodic orbits of the
subshift of finite type. We give an explicit combinatorial description of homology and cohomology of
ST and of their pairing.
We define a dynamical cohomology H1dyn of the fiber at infinity as the graded space associated to
the filtration of H1(ST ). Similarly, we introduce a dynamical homology Hdyn1 as the sum of the spaces
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in the filtration of H1(ST ). These two graded spaces have an involution which plays a role analogous
to the real Frobenius F¯∞ on the cohomological theories of Section 2.
Theorem 5.7 relates the dynamical cohomology to the Archimedean cohomology by showing that
the Archimedean cohomology sits as a particular subspace of the dynamical cohomology in a way that
is compatible with the grading and with the action of the real Frobenius. The map that realizes this
identification is obtained using the description of holomorphic differentials on the Riemann surface
as Poincare´ series over the Schottky group, which also plays a fundamental role in the description of
the Green function in terms of geodesics in [24]. Similarly, in Theorem 5.12 we identify a subspace
of the dynamical homology that is isomorphic to the image of the Archimedean cohomology under
the duality isomorphism acting on H·(Cone·(N)). This way we reinterpret this arithmetic duality as
induced by the pairing of dynamical homology and cohomology.
The Cuntz–Krieger algebra OA associated to the subshift of finite type T (cf. [17] [18]) acts on
the space L of cochains defining the dynamical cohomology H1(ST ). This algebra carries a refined
information on the action of the Schottky group on its limit set.
We introduce a Dirac operator D on the Hilbert space of cochains H = L⊕L, whose restriction to
the subspaces isomorphic to the Archimedean cohomology and its dual, recovers the Frobenius-type
operator Φ of Section 2. We prove in Theorem 6.6 that the data (OA,H, D) define a spectral triple.
In Proposition 6.8 we show how to recover the local Euler factor from these data.
In §7 we describe the analog at arithmetic infinity of the p-adic reduction map considered in [24]
and [33] for Mumford curves, which is realized in terms of certain finite graphs in a quotient of the
Bruhat-Tits tree. The corresponding object at arithmetic infinity is, as originally suggested in [24],
constructed out of arcs geodesics in the handlebody XΓ which have one end on the Riemann surface
X/C and whose asymptotic behavior is prescribed by a limiting point on ΛΓ. The resulting space is
a well known construction in noncommutative geometry, namely the homotopy quotient ΛΓ ×Γ H3
of the space OA = C(ΛΓ) ⋊ Γ. Similarly, our geometric model ST of the dual graph of the fiber at
arithmetic infinity is the homotopy quotient S ×Z R of the noncommutative space described by the
corssed product algebra C(S)⋊T Z.
In the last section of the paper, we outline some possible further questions and directions for future
investigations.
Since this paper draws from the language and techniques of different fields (arithmetic geometry,
non-commutative geometry, dynamical systems), we thought it necessary to include enough back-
ground material to make the paper sufficiently self contained and addressed to readers with different
research interests.
Acknowledgments. In the course of this project we learned many things from different people to
whom we are very grateful: to Paolo Aluffi for useful discussions and suggestions; to Alain Connes
for beautiful lectures on spectral triples and noncommutative geometry that inspired the early devel-
opment of this work and for many discussions, comments and suggestions that greatly improved the
final version of the paper; to Curt McMullen for very enlightening conversations on the dynamics of
the shift T and on Schottky groups; to Victor Nistor for various remarks on cross product algebras; to
Mika Seppa¨la¨ for useful information on real algebraic curves; and of course to Yuri Manin for sharing
his vision and enlightenment on many aspects of this project.
1.1 Preliminary notions and notation
The three-dimensional real hyperbolic space H3 is the quotient
H3 = PGL(2,C)/SU(2). (1.1)
It can also be described as the upper half space H3 ≃ C× R+ endowed with the hyperbolic metric.
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The group PSL(2,C) is the group of orientation preserving isometries of H3. The action is given
by
γ : (z, y) 7→
(
(az + b)(cz + d) + ac¯y2
|cz + d|2 + |c|2y2 ,
y |ad− bc|
|cz + d|2 + |c|2y2
)
, (1.2)
for (z, y) ∈ C× R+ and
γ =
(
a b
c d
)
∈ SL(2,C).
The complex projective line P1(C) can be identified with the conformal boundary at infinity of
H3. The action (1.2) extends to an action on H
3
:= H3 ∪ P1(C), where PSL(2,C) acts on P1(C) by
fractional linear transformations
γ : z 7→ (az + b)
(cz + d)
.
We begin by recalling some classical facts about Kleinian and Fuchsian groups (cf. [4] [7] [31]).
A Fuchsian group G is a discrete subgroup of PSL(2,R), the group of orientation preserving
isometries of the hyperbolic plane H2. A Kleinian group is a discrete subgroup of PSL(2,C), the
group of orientation preserving isometries of three-dimensional real hyperbolic space H3.
For g ≥ 1, a Schottky group of rank g is a discrete subgroup Γ ⊂ PSL(2,C), which is purely
loxodromic and isomorphic to a free group of rank g. Schottky groups are particular examples of
Kleinian groups.
A Schottky group that is specified by real parameters so that it lies in PSL(2,R) is called a
Fuchsian Schottky group. Viewed as a group of isometries of the hyperbolic plane H2, or equivalently
of the Poincare´ disk, a Fuchsian Schottky group G produces a quotient G\H2 which is topologically
a Riemann surface with boundary.
In the case g = 1, the choice of a Schottky group Γ ⊂ PSL(2,C) amounts to the choice of an
element q ∈ C∗, |q| < 1. This acts on H3 by(
q1/2 0
0 q−1/2
)
(z, y) = (qz, |q|y).
One sees that X = H3/(qZ) is a solid torus with the elliptic curve X/C = C
∗/(qZ) as its boundary at
infinity. This space is known in the theory of quantum gravity as Euclidean BTZ black hole [28].
In general, for g ≥ 1, the quotient space
XΓ := Γ\H3 (1.3)
is topologically a handlebody of genus g. These also form an interesting class of Euclidean black holes
(cf. [28]).
We denote by ΛΓ, the limit set of the action of Γ. This is the smallest non–empty closed Γ–
invariant subset of H3 ∪ P1(C). Since Γ acts freely and properly discontinuously on H3, the set ΛΓ is
contained in the sphere at infinity P1(C). This set can also be described as the closure of the set of
the attractive and repelling fixed points z±(g) of the loxodromic elements g ∈ Γ. In the case g = 1
the limit set consists of two points, but for g ≥ 2 the limit set is usually a fractal of some Hausdorff
dimension 0 ≤ δH = dimH(ΛΓ) < 2.
We denote by ΩΓ the domain of discontinuity of Γ, that is, the complement of ΛΓ in P
1(C). The
quotient
X/C = Γ\ΩΓ (1.4)
is a Riemann surface of genus g and the covering ΩΓ → X/C is called a Schottky uniformization of
X/C. Every complex Riemann surface X/C admits a Schottky uniformization.
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The handlebody (1.3) can be compactified by adding the conformal boundary at infinity X/C to
obtain
XΓ := XΓ ∪X/C = Γ\(H3 ∪ ΩΓ). (1.5)
Let {gi}gi=1 be a set of generators of the Schottky group Γ. We write gi+g = g−1i . There are 2g
Jordan curves γk on the sphere at infinity P
1(C), with pairwise disjoint interiors Dk, such that the
elements gk are given by fractional linear transformations that map the interior of γk to the exterior
of γj with |k − j| = g. The curves γk give a marking of the Schottky group.
The choice of a Schottky uniformization for the Riemann surface X/C provides a choice of a set
of generators ai, i = 1, . . . g, for Ker(I∗), where I∗ : H1(X/C,Z) → H1(XΓ,Z) is the map induce by
the inclusion of X/C in XΓ as the conformal boundary at infinity. The ai are the images under the
quotient map ΩΓ → X/C of the Jordan curves γi.
Recall that, if K is a number field with n = [K : Q], there are n Archimedean primes which corre-
spond to the embeddings α : K →֒ C. Among these n Archimedean primes, there are r embeddings
into R, and s pairs of conjugate embeddings in C not contained in R, so that n = r + 2s.
If X is an arithmetic surface over Spec(OK), then at each Archimedean prime we obtain a Riemann
surface X/C. If the Archimedean prime corresponds to a real embedding, the corresponding Riemann
surface has a real structure, namely it is a smooth real algebraic curve X/R.
A smooth real algebraic curveX/R is a Riemann surface X/R together with an involution ι : X/R →
X/R induced by complex conjugation z 7→ z¯. The fixed point set Xι of the involution is the set of real
points Xι = X/R(R) of X/R. If Xι 6= ∅, the components of Xι are simple closed geodesics on X/R. A
smooth real algebraic curve is called orthosymmetric if Xι 6= ∅ and the complement X/R\Xι consists
of two connected components. If Xι 6= ∅, then X/R can always be reduced to the orthosymmetric case
upon passing to a double cover.
Even when not explicitly stated, all Hilbert spaces and algebras of operators we consider will be
separable, i.e. they admit a dense (in the norm topology) countable subset.
An involutive algebra is an algebra over C with a conjugate linear involution ∗ (the adjoint) which
is an anti-isomorphism. A C∗-algebra is an involutive normed algebra, which is complete in the norm,
and satisfies ‖ab‖ ≤ ‖a‖ · ‖b‖ and ‖a∗a‖ = ‖a‖2. The analogous notions can be defined for algebras
over R.
2 Cohomological Constructions.
In this chapter we give an explicit description of a cohomological theory for the Archimedean fiber of
an Arakelov surface. The general theory, valid for any arithmetic variety, was defined in [15]. This
construction provides an alternative definition and a refinement for the Archimedean cohomology H∗ar
introduced by Deninger in [20]. The spaces H ·(X˜∗) (cf. Definition 2.8) are infinite dimensional real
vector spaces endowed with a monodromy operator N and an endomorphism Φ (cf. Section 2.5).
The groups H∗ar can be identified with the subspace of the N -invariants (i.e. Ker(N)) over which
(the restriction of) Φ acts in the following way. The monodromy operator determines an integer,
even graduation on H ·(X˜∗) = ⊕p∈Zgrw2pH ·(X˜∗) where each graded piece is still infinite dimensional.
We will refer to it as to the weight graduation. This graduation induces a corresponding one on the
subspace H ·(X˜∗)N=0 := ⊕·≥2pgrw2pH ·(X∗). The summands grw2pH ·(X∗) are finite dimensional real
vector spaces on which Φ acts as a multiplication by the weight p.
When X/κ is a non-singular, projective curve defined over κ = C or R, the description of
grw2pH
·(X∗) (· ≥ 2p) is particularly easy. Proposition 2.23 shows that H ·(X˜∗)N=0 is isomorphic
to an infinite direct sum of Hodge-Tate twisted copies of the same finite-dimensional vector space.
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For κ = C, this space coincides with the de Rham cohomology H∗DR(X/C,R) of the Riemann surface
X/C.
For the reader acquainted with the classical theory of mixed Hodge structures for an algebraic
degeneration over a disk (and its arithmetical counterpart theory of Frobenius weights), it will be
immediately evident that the construction of the arithmetical cohomology defined in this chapter runs
in parallel with the classical one defined by Steenbrink in [48] and refined by M. Saito in [43]. The
notation: H ·(X˜∗), H ·(X∗), H ·(Y ) followed in this section is purely formal. Namely, X˜∗, X∗ and Y
are only symbols although this choice is motivated by the analogy with Steenbrink’s construction in
which X˜∗, X∗ and Y describe resp. the geometric generic fiber and the complement of the special
fiber Y in the model. The space H ·(X˜∗) is the hypercohomology group of a double complex K ·,· of
real, differential twisted forms (cf. Section 2.1: (2.1)) on which one defines a structure of polarized
Lefschetz module that descends to its hypercohomology (cf. Theorem 2.6 and Corollary 2.7).
The whole theory is inspired by the expectation that the fibers at infinity of an arithmetic variety
should be thought to be semi-stable and more specifically to be ‘maximally degenerate or totally
split’. We like to think that the construction of the complex K ·,· on the Riemann surface X/κ, whose
structure and behavior gives the arithmetical information related to the ‘mysterious’ fibers at infinity
of an arithmetic surface, fits in with Arakelov’s intuition that Hermitian geometry on X/κ is enough
to recover the intersection geometry on the fibers at infinity.
2.1 A bigraded complex with monodromy and Lefschetz operators
Let X/κ be a smooth, projective curve defined over κ = C or R. For a, b ∈ N, we shall denote by
(Aa,b⊕Ab,a)R the abelian group of real differential forms (analytic or C∞) on X/κ of type (a, b)+(b, a).
For p ∈ Z, the expression (Aa,b⊕Ab,a)R(p) means the p-th Hodge-Tate twist of (Aa,b⊕Ab,a)R, i.e.
(Aa,b ⊕Ab,a)R(p) := (2π
√−1)p(Aa,b ⊕Ab,a)R.
Let i, j, k ∈ Z. We consider the following complex (cf. [15], §4 for the general construction)
Ki,j,k =


⊕
a+b=j+1
|a−b|≤2k−i
(Aa,b ⊕Ab,a)R(1 + j − i
2
) if 1 + j − i ≡ 0(2), k ≥ max(0, i)
0 otherwise.
(2.1)
On the complex Ki,j,k one defines the following differentials
d′ : Ki,j,k → Ki+1,j+1,k+1; d′′ : Ki,j,k → Ki+1,j+1,k
d′ = ∂ + ∂ d′′ = P⊥
√−1(∂ − ∂),
with P⊥ the orthogonal projection onto Ki+1,j+1,k. These maps satisfy the property that d′2 = 0 =
d′′2 (cf. [15] Lemma 4.2). Since X/κ is a projective variety (hence Ka¨hler) one uses the existence of
the fundamental real (closed) (1, 1)-form ω to define the following Lefschetz map l. The operator N
that is described in the next formula plays the role of the logarithm of the local monodromy at infinity
N : Ki,j,k → Ki+2,j,k+1, N(f) = (2π√−1)−1f (2.2)
l : Ki,j,k → Ki,j+2,k, l(f) = (2π√−1)f ∧ ω (2.3)
These endomorphisms are known to commute with d′ and d′′ and satisfy [l, N ] = 0 (cf. op.cit.
Lemma 4.2). One sets Ki,j = ⊕kKi,j,k and writes K∗ = ⊕i+j=∗Ki,j to denote the simple complex
endowed with the total differential d = d′ + d′′ and with the action of the operators N and l.
Remark 2.1 In the complex (2.1) the second index j is subject to the constraint a+b = j+1 (where
a + b is the total degree of the differential forms). This implies that j assumes only a finite number
of values: −1 ≤ j ≤ 1, in fact 0 ≤ a+ b ≤ 2 (X is a Riemann surface).
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2.2 Polarized Hodge–Lefschetz structure
In this paragraph we will review the theory of polarized bigraded Hodge-Lefschetz modules due to
Deligne and Saito. The main result is Theorem 2.6 which states that the complex K ·,· defined in
(2.1) together with the maps N and l as in (2.2) and (2.3) determine a Lefschetz module. A detailed
description of the structure of polarized Hodge-Lefschetz modules is contained in [43]; for a short and
quite pleasant exposition we refer to [22].
Definition 2.2 A bigraded Lefschetz module (K ·,·, L1, L2) is a bigraded real vector space K = ⊕i,jKi,j
with endomorphisms
L1 : K
i,j → Ki+2,j L2 : Ki,j → Ki,j+2 (2.4)
satisfying [L1, L2] = 0. Furthermore, the operators Li are required to satisfy the following conditions
1. Li1 : K
−i,j → Ki,j is an isomorphism for i > 0
2. Lj2 : K
i,−j → Ki,j is an isomorphism for j > 0.
Bigraded Lefschetz modules correspond to representations of the Lie group SL(2,R) × SL(2,R)
(cf. [22] or [43]). Therefore, given a bigraded Lefschetz module (K ·,·, L1, L2) this corresponds to the
representation
σ : SL(2,R)× SL(2,R)→ Aut(K ·,·)
satisfying
σ
{(
a 0
0 a−1
)
,
(
b 0
0 b−1
)}
(x) = aibjx for x ∈ Ki,j (2.5)
dσ
{(
0 1
0 0
)
, 0
}
= L1 (2.6)
dσ
{
0,
(
0 1
0 0
)}
= L2. (2.7)
The Weyl reflection
w =
(
0 1
−1 0
)
∈ SL(2,R)
defines the elements w˜ = {w,w}, w1 = {w, 1}, w2 = {1, w} ∈ SL(2,R) × SL(2,R). They determine
isomorphisms σ(w˜) : Ki,j → K−i,−j, σ(w1) : Ki,j → K−i,j and σ(w2) : Ki,j → Ki,−j , by taking
σ(w1) = N
−i and σ(w2) is the involution determined by the Hodge ∗ operator, which induces the
map l−j on the primitive cohomology (cf. Definition 2.2 and [53], §V.6).
Definition 2.3 A bigraded Lefschetz module is a Hodge–Lefschetz module if each Ki,j carries a pure
real Hodge structure and the Li (as in Definition 2.2) are morphisms of real Hodge structures.
For convenience, we recall the definition of a pure Hodge structure over κ = C or R. For a summary
of mixed Hodge theory we refer to [49].
Definition 2.4 A pure Hodge structure over κ is a finite dimensional C-vector space H = ⊕p,qHp,q,
together with a conjugate linear involution c and in case κ = R a C-linear involution F∞ such that
1. c(Hp,q) = Hq,p
2. the inclusion of HR := H
c=id into H induces an isomorphism H = HR ⊗R C
3. in case κ = R, F∞ commutes with c and verifies F∞(Hp,q) = Hq,p. The action of F∞ on the
space Hp,p decomposes it as Hp,p = Hp,+⊕Hp,−. We denote the dimensions of the eigenspaces
by hp,± := dimCHp,±(−1)
p
.
In the case κ = R, H is called a real, pure Hodge structure.
9
Example 2.5 An example of pure Hodge structure is given by the singular (Betti) cohomology
H∗B(X/C,C) on the Riemann surface X/C. The C-linear involution F∞ is induced by the complex
conjugation on the Riemann surface.
On a bigraded Lefschetz module (K ·,·, L1, L2) we consider the additional data of a differential d
and a pairing ψ:
d : Ki,j → Ki+1,j+1, ψ : K−i,−j ⊗Ki,j → R(1),
satisfying the following properties:
1. d2 = 0 = [Li, d]
2. ψ(x, y) = −ψ(y, x)
3. ψ(dx, y) = ψ(x, dy)
4. ψ(Lix, y) + ψ(x, Liy) = 0
5. ψ(·, Li1Lj2·) is symmetric and positive definite on K−i,−j ∩Ker(Li+11 ) ∩Ker(Lj+12 ).
If (K,L1, L2, ψ) is a polarized bigraded Lefschetz module (i.e. (K,L1, L2) is a bigraded Lefschetz
module satisfying the properties 1.-5.), then the bilinear form
〈·, ·〉 : K ⊗K → R(1), 〈x, y〉 := ψ (x, σ(w˜)y) (2.8)
is symmetric and positive definite.
Theorem 2.6 The differential complex K ·,· defined in (2.1) endowed with the operators L1 = N (cf.
(2.2)) and L2 = l (cf. (2.3)) is a polarized bigraded Lefschetz module. The polarization is given by
ψ : K−i,−j,k ⊗Ki,j,k+i → R(1)
ψ(x, y) :=
(
1
2π
√−1
)
ǫ(1− j)(−1)k
∫
X(C)
x ∧ Cy.
Here, for m ∈ Z: ǫ(m) := (−1)m(m+1)2 and C(x) := (√−1)a−bx is the Weil operator, for x a differential
form of type (a, b) (cf. [53] §V.1).
Proof. We refer to [15] Lemmas 4.2, 4.5, 4.6 and Proposition 4.7). ⋄
Such elaborate construction on the complex K ·,· allows one to set up a harmonic theory as in [15]
pp. 350-1, so that the polarized bigraded Lefschetz module structure passes to the hypercohomology
H∗(K ·, d). More precisely, one defines a Laplace operator on K ·,· as
✷ := d(td) + (td)d
where td is the transpose of d relative to the bilinear form 〈·, ·〉 defined in (2.8). Then, ✷ commutes
with the action of SL(2,R)× SL(2,R) (cf. [53] Lemma at p. 153). Using the properties of the bilinear
form 〈·, ·〉 one gets
H∗(K ·, d) = Ker(d) ∩Ker(td) = Ker(✷)
and ✷ is invariant for the action of SL(2,R)× SL(2,R). The following result holds
Corollary 2.7 The data (H∗(K ·, d), N, l, ψ) define a polarized, bigraded Hodge-Lefschetz module.
Proof. The statement follows from the isomorphism of complexes
K · ≃ Ker(✷)⊕ Image(✷)
and from the facts that d = 0 on Ker(✷) and that the complex Image(✷) is d-acyclic. These three
statements taken together imply the existence of an induced action of SL(2,R) × SL(2,R) on the
hypercohomology of K · (cf. [22] for details). ⋄
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2.3 Cohomology groups
It follows from the definition of the double complex (K ·,·, d′, d′′) in (2.1) that the total differential
d = d′ + d′′ satisfies d2 = 0 and commutes with the operator N . In particular, d induces a differential
on the graded groups
Ker(N)·,· = ker(N : K ·,· → K ·+2,·), Coker(N)·,· = coker(N : K ·,· → K ·+2,·)
as well as on the mapping cone of N
Cone(N)·,· = Cone(N : K ·,· → K ·+2,·) := K ·,·[1]⊕K ·+2,·, D(a, b) = (−d(a), N(a) + d(b))
Definition 2.8 For any non-negative integer q and p ∈ Z, define
grw2pH
q(X˜∗) =
Ker(d : Kq−2p,q−1 → Kq−2p+1,q)
Im(d : Kq−2p−1,q−2 → Kq−2p,q−1) , (2.9)
grw2pH
q(Y ) =
Ker(d : Ker(N)q−2p,q−1 → Ker(N)q−2p+1,q)
Im(d : Ker(N)q−2p−1,q−2 → Ker(N)q−2p,q−1) , (2.10)
grw2pH
q
Y (X) =
Ker(d : Coker(N)q−2p,q−3 → Coker(N)q−2p+1,q−2)
Im(d : Coker(N)q−2p−1,q−4 → Coker(N)q−2p,q−3) , (2.11)
grw2pH
q(X∗) =
Ker(d : Cone(N)q−2p+1,q−2 → Cone(N)q−2p+2,q−1)
Im(d : Cone(N)q−2p,q−3 → Cone(N)q−2p+1,q−2) . (2.12)
We define: Hq(X˜∗) := Hq(K ·), Hq(Y ) := Hq(Ker(N)·), Hq(X∗) := Hq(Cone(N)·) and HqY (X) :=
Hq(Coker(N)·). These groups are identified with
Hq(X˜∗) =
⊕
p∈Z gr
w
2pH
q(X˜∗), Hq(Y ) =
⊕
p∈Z gr
w
2pH
q(Y ),
Hq(X∗) =
⊕
p∈Z gr
w
2pH
q(X∗), HqY (X) =
⊕
p∈Z gr
w
2pH
q
Y (X).
Remark 2.9 Note that the even graduation is a consequence of the parity condition q + r ≡ 0 (2)
imposed on the indices of the complex (2.1).
Because dimX/κ = 1, it is easy to verify from the definition of K
·,· that Hq(X˜∗) and Hq(Y )
are 6= 0 only for q = 0, 1, 2. Furthermore, one easily finds that Hq(X∗) 6= 0 for q = 0, 1, 2, 3 and
HqY (X) 6= 0 only when q = 2, 3, 4.
The definition of these groups is inspired by the theory of degenerations of Hodge structures (cf.
[48]) where the symbols X˜∗, Y and X∗ have a precise geometric meaning: namely, they denote resp.
the smooth fiber, the special fiber and the punctured space X − Y , where X is the chosen model
for a degeneration over a disk. In our set-up instead, X˜∗, Y , and X∗ are only symbols but the
general formalism associated to the hypercohomology of a double complex endowed with an operator
commuting with the total differential can still be pursued and in fact it gives interesting arithmetical
information. In the following we will show that the groups that we have just introduced enjoy similar
properties as the graded quotients of the weight-filtration on the corresponding cohomology groups of
op.cit. .
It is important to remark that the hypercohomology of the complex Cone(N)· contains both the
information coming from the cohomologies of Ker(N)· and Coker(N)·, as the following proposition
shows
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Proposition 2.10 The following equality holds:
Hq(X∗) =
⊕
p∈Z
grw2pH
q(X∗) =
=
⊕
2p≤q−1
grw2pH
q(Y )⊕ grwqHq(X∗)⊕ grwq+1Hq(X∗)⊕
⊕
2p>q+1
grw2pH
q+1
Y (X).
The proof of proposition 2.10 as well as an explicit description of each addendum in the sum is a
consequence of the following lemmas
Lemma 2.11 For all p ∈ Z and for q ∈ N there are exact sequences
· · · → grw2pHq(X∗)→ grw2pHq(X˜∗) N→ grw2p−2Hq(X˜∗)→ grw2pHq+1(X∗)→ · · · (2.13)
· · · → grw2pHq(Y )→ grw2pHq(X∗)→ grw2pHq+1Y (X)→ grw2pHq+1(Y )→ · · · (2.14)
Furthermore, the maps grw2pH
q
Y (X)→ grw2pHq(Y ) in (2.14) are zero unless q = 2p, in which case they
coincide with the morphism
(Ap−1,p−1)R(p− 1)
Im(d′′)
2π
√−1d′d′′−→ Ker

d′ : (Ap,p)R(p)→ ( ⊕
a+b=2p+1
|a−b|≤1
Aa,b)R(p)

 .
Proof. We refer to [6]: Lemmas 3 and Lemma 4 and to [15]: Lemma 4.3. ⋄
Lemma 2.12 For all p ∈ Z and for q ∈ N:
1. The group grw2pH
q(Y ) is zero unless 2p ≤ q, in which case
gr
w
2pH
q(Y ) =


Ker(d′ : (Ap,p)R(p)→
⊕
a+b=2p+1
|a−b|≤1
(Aa,b)R(p)) if q = 2p
Ker(d′ : (
⊕
a+b=q
|a−b|≤q−2p
A
a,b)R(p)→ (
⊕
a+b=q+1
|a−b|≤q−2p+1
A
a,b)R(p))
Im(d′)
if q ≥ 2p+ 1.
2. The group grw2pH
q
Y (X) is zero unless 2p ≥ q, in which case
gr
w
2pH
q
Y (X) =


Coker(d′′ : (
⊕
a+b=2p−3
|a−b|≤1
A
a,b)R(p− 1)→ (A
p−1,p−1)R(p− 1)) if q = 2p
Ker(d′′ : (
⊕
a+b=q−2
|a−b|≤2p−q
A
a,b)R(p− 1)→ (
⊕
a+b=q−1
|a−b|≤2p−q−1
A
a,b)R(p− 1))
Im(d′′)
if q ≤ 2p− 1.
Proof. We refer to [15] Lemmas 4.3. ⋄
Proof.(of Prop. 2.10) It is a straightforward consequence of Lemma 2.11. ⋄
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Corollary 2.13 The monodromy map
N : grw2pH
q(X˜∗)→ grw2(p−1)Hq(X˜∗) is


injective if q < 2p− 1
bijective if q = 2p− 1
surjective if q ≥ 2p.
Therefore, the following sequences are exact
q ≥ 2p : 0→ grw2pHq(X∗)→ grw2pHq(X˜∗) N→ grw2(p−1)Hq(X˜∗)→ 0, (2.15)
q ≤ 2(p− 1) : 0→ grw2pHq(X˜∗) N→ grw2(p−1)Hq(X˜∗)→ grw2pHq+1(X∗)→ 0. (2.16)
In particular, one obtains
Ker(N) =


grw2pH
q(X∗) if q ≥ 2p
0 if q ≤ 2p− 1.
Proof. This follows from Lemma 2.11: (2.13) and from Lemma 2.12.⋄
Remark 2.14 For future use, we explicitly remark that when q ≥ 2p one has the following decom-
position:
grw2pH
q(X˜∗) = ⊕
k≥q−2p
Ker(d : Kq−2p,q−1,k → · · · )
Im(d)
= (2.17)
= grw2pH
q(X∗) ⊕
k≥q−2p+1
Ker(d : Kq−2p,q−1,k → · · · )
Im(d)
.
Hence, when q = 0, 1, 2, the group grw2pH
q(X∗) coincides with the homology of the complex
(⊕k≥q−2pKq−2p,q−1,k, d)
at k = q − 2p ≥ 0.
It is important to recall that the presence of a structure of polarized Lefschetz module on the
hypercohomology H∗(K ·, d) = H∗(X˜∗) allows one to state the following results
Proposition 2.15 For q, p ∈ Z satisfying the conditions q − 2p > 0, q ≥ 0, the operator N induces
isomorphisms
N q−2p : grw2(q−p)H
q(X˜∗) ≃→ grw2pHq(X˜∗). (2.18)
Furthermore, for q ≥ 2p the isomorphisms (2.18) induce corresponding isomorphisms
(grw2pH
q(X˜∗)N=0 ≃) grw2pHq(X∗) N
2p−q
→
≃
grw2(q−p+1)H
q+1(X∗). (2.19)
Proof. For the proof of (2.18) we refer to [15]: Proposition 4.8. For a proof of the isomorphisms
(2.19) we refer to Corollary 2.13 and either the proof of Proposition 2.21 or to op.cit. .⋄
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2.4 Relation with Deligne cohomology
The main feature of the complex (2.1) is its relation with the real Deligne cohomology of X/κ. This
cohomology (cf. Definition 2.16) measures how the natural real structure on the singular cohomology
of a smooth projective variety behaves with respect to the de Rham filtration. One of the most
interesting properties of Deligne cohomology is its connection with arithmetics. Proposition 2.18
describes a precise relation between the ranks of some real Deligne cohomology groups and the orders
of pole, at non-positive integers, of the Γ-factors attached to a (real) Hodge structure H = ⊕p,qHp,q
over C (or R). We recall that these factors are defined as (cf. [46])
LC(H, s) =
∏
p,q
ΓC(s−min(p, q))hp,q (2.20)
LR(H, s) =
∏
p<q
ΓC(s− p)hp,q
∏
p
ΓR(s− p)hp,+ΓR(s− p+ 1)hp,−
where s ∈ C, hp,q = dimCHp,q and hp,± is the dimension of the ±(−1)p-eigenspace of the C-linear
involution F∞ on H (cf. Definition 2.4). One sets
ΓC(s) = (2π)
−sΓ(s), ΓR(s) = 2−
1
2 π−
s
2Γ(
s
2
) where Γ(s) =
∫ ∞
0
e−tts
dt
t
. (2.21)
These satisfy the Legendre–Gauss duplication formula
ΓC(s) = ΓR(s)ΓR(s+ 1). (2.22)
The Γ-function Γ(s) is analytic in the whole complex plane except for simple poles at the non-
positive integer points on the real axis.
Definition 2.16 The real Deligne cohomology H∗D(X/C,R(p)) of a projective, smooth variety X/C is
the cohomology of the complex
R(p)D : R(p)→ OX(C) → Ω1 → · · · → Ωp−1 → 0.
The first arrow is the inclusion of the constant sheaf of Hodge-Tate twisted constants into the structural
sheaf of the manifold: R(p) := (2π
√−1)pR ⊆ C ⊆ OX(C). Ωi denotes the sheaf of holomorphic i-th
differential forms on the manifold.
The real Deligne cohomology of X/R is defined as the subspace of elements invariant with respect
to the de Rham conjugation
H∗D(X/R,R(p)) := H
∗
D(X/C,R(p))
F¯∞ .
Precisely: F¯∞ corresponds to the de Rham conjugation under the canonical identification between de
Rham and Betti cohomology H∗DR(X/C,C) = H
∗
B(X/C,C) on the manifold X/C.
Remark 2.17 To understand correctly the meaning of F¯∞ in the definition, it is worth recalling that
both de Rham and singular cohomology of the manifold X/C have real structures. The real structure
on the singular cohomology H∗B(X/C,R)⊗RC = H∗B(X/C,C) is given by the R-linear involution: ¯ (on
the right hand side) which is induced by complex conjugation on the coefficients. On the other hand,
by GAGA the algebraic de Rham cohomology of X/R defines a real structure H
∗
DR(X/R,R) ⊗R C =
H∗DR(X/C,C) on the analytic de Rham cohomology. The complex conjugation on the pair (X/C,Ω
·)
induces a R-linear involution on the right hand side called de Rham conjugation. Such de Rham
conjugation corresponds to the operator F¯∞ on the Betti cohomology (cf. example 2.5) through the
identification H∗DR(X/C,C) = H
∗
B(X/C,C) on the manifold X/C.
For example, assume that X/R is a smooth, real algebraic curve, that is, a symmetric Riemann
surface with an involution ι : X/R → X/R induced by the complex conjugation. Then, ι determines a
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corresponding involution ι∗ in cohomology. OnH0(X/R,R) this is the identity, whereas onH2(X/R,R)
it reverses the orientation, hence is identified with −id. On H1(X/R,R), ι∗ acts as a non-trivial
involution that exchangesH1,0
R
andH0,1
R
, hence it separates the cohomology group into two eigenspaces
corresponding to the eigenvalues of ±1: H1(X/R,R) = E1⊕E−1, with dimE1 = dimE−1 = g = genus
of X . On twisted cohomology groups such as H∗(X/R,R(p)), F¯∞ acts as the composition of ι∗ with
the involution that acts on the real Hodge structure R(p) = (2πi)pR ⊂ C as (−1)p.
From the short exact sequence of complexes
0→ Ω·<p[−1]→ R(p)D → R(p)→ 0
one gets the following long exact cohomology sequence that explains the statement we made at the
beginning of this chapter (F pH∗DR(X/C,C) = the Hodge filtration on de Rham cohomology of the
complex manifold)
· · · → H∗(X/C,R(p))→ H∗DR(X/C,C)/F p → H∗+1D (X/C,R(p))→ H∗+1(X/C,R(p))→ · · ·
Proposition 2.18 Let X/κ be a smooth, projective variety over κ = C or R. Let i, m be two integers
satisfying the conditions: i ≥ 0, 2m ≤ i. Set n = i+ 1−m. Then
− dimRHi+1D (X/κ,R(n)) = ords=mLκ(H
i
B(X/C,C), s)
Here HiB(X/C,C) denotes Betti’s cohomology of the manifold X/C endowed with its pure Hodge struc-
ture over κ.
Proof. We refer to [44] Section 2.⋄
The definition of the double complex K ·,· in (2.1) was motivated by the expectation that the
geometry on X/κ supports interesting arithmetical information on the Archimedean fiber(s) of an
arithmetic variety. Proposition 2.18 shows that the real Deligne cohomology of X/κ carries such
information. The main goal was to construct a complex and an operator N acting on it which carries
interesting arithmetic information so that the hypercohomology of Cone(N)· becomes isomorphic to
the real Deligne cohomology of X/κ. Proposition 4.1 of [15] shows that the complex K
·,· has such
property. When X/κ is a projective non-singular curve defined over κ = C or R, this can be stated as
follows
Proposition 2.19 Let p, q be two non-negative integer. Then, for each fixed valued of p, the complex
Cone(N : Kq−2p,q−1 → Kq−2p+2,q−1) is quasi-isomorphic to the complex
. . .
d′′→ (Ap−2,p−1(p− 1)⊕Ap−1,p−2(p− 1))R︸ ︷︷ ︸
q=2p−2
d′′→ Ap−1,p−1
R
(p− 1)︸ ︷︷ ︸
q=2p−1
2π
√−1d′d′′−→ Ap,p
R
(p)︸ ︷︷ ︸
q=2p
d′→
d′→ (Ap+1,p(p)⊕Ap,p+1(p))R︸ ︷︷ ︸
q=2p+1
d′→ . . . (2.23)
whose homology, in each degree q, is isomorphic to the real Deligne cohomology of X/C.
Furthermore, taking the F¯∞-invariants of such homology yields a description of H
q
D(X/R,R(p)).
Proof. We refer to [15] Section 4, Proposition 4.1.⋄
Remark 2.20 Notice that the left-side of (2.23), with respect to the central map 2π
√−1d′d′′ is
quasi-isomorphic to the complex obtained by exchanging the map d′ with d′′.
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Proposition 2.21 For q ≥ 2p ≥ 0, the following isomorphisms hold
HqD(X/C,R(p)) ≃ Hq+1D (X/C,R(q + 1− p)) (2.24)
HqD(X/R,R(p)) ≃ Hq+1D (X/C,R(q + 1− p))(−1)
q F¯∞=id (2.25)
Proof. We consider in detail the case q = 2p. From Proposition 2.15, the following composite map
(N2) is an isomorphism
grw2(p+1)H
2p(X˜∗)
N2(p+1)→֒ grw2pH2p(X˜∗)
N2p
։ grw2(p−1)H
2p(X˜∗),
where we use the notation N2p = N |grw2pH2p(X˜∗). This implies, using the results of Corollary 2.13, that
grw2pH
2p(X∗) = KerN2p is mapped isomorphically to the group grw2(p+1)H
2p+1(X∗) = Coker(N2(p+1)):
this isomorphism is induced by the sequence of maps (2.13) in Lemma 2.11 (case q = 2p). It follows
from Proposition 2.19 that grw2pH
2p(X∗) ≃ H2pD (X/C,R(p)) and that
grw2pH
2p(X∗)F¯∞=id ≃ H2pD (X/R,R(p)).
Similarly, one gets from the same proposition that
grw2(p+1)H
2p+1(X∗) ≃ H2p+1D (X/C,R(p+ 1)),
hence we obtain (2.24). Taking the invariants for the action of (−1)qF¯∞ yields (2.25). The proof in
the case q ≥ 2p + 1 is a generalization of the one just finished. For details on this part we refer to
[15]: pp 352-3. ⋄
It is well known that the algebraic de Rham cohomology H∗DR(X/C,R(p)), (p ∈ Z) is the homology
of the complex
0→ R(p)→ A0,0
R
(p)
d′→ (A1,0 ⊕A0,1)R(p) d
′
→ A1,1
R
(p)→ 0; d′ = ∂ + ∂¯.
Using Lemma 2.12 together with Proposition 2.19 and Remark 2.20 we obtain the following de-
scription
Proposition 2.22 Let X = X/κ be a smooth, projective curve over κ = C or R.
For κ = C, the following description holds:
H0(Y ) =
⊕
p≤0
grw2pH
0(Y ) =
⊕
p≤0
H0(X/C,R(p))
H1(Y ) =
⊕
p≤0
grw2pH
1(Y ) =
⊕
p≤0
H1(X/C,R(p))
H2(Y ) = grw2H
2(Y )⊕
⊕
p≤0
grw2pH
2(Y ) = A1,1
R
(1)⊕
⊕
p≤0
H2(X/C,R(p)).
(2.26)
H2Y (X) =gr
w
2H
2
Y (X)⊕
⊕
p≥2
grw2pH
2
Y (X) ≃ A0,0R ⊕
⊕
p≥2
H1D(X/C,R(p))
H3Y (X) =
⊕
p≥2
grw2pH
3
Y (X) ≃
⊕
p≥2
H2D(X/C,R(p))
H4Y (X) =
⊕
p≥2
grw2pH
4
Y (X) ≃
⊕
p≥2
H3D(X/C,R(p)).
(2.27)
For X/R similar results hold by taking F¯∞-invariants on both sides of the equalities.
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Using Proposition 2.22, the description of Hq(X∗) given in Proposition 2.10 can be made more
explicit.
Proposition 2.23 Let X/κ be a smooth, projective curve over κ = C or R.
1. For κ = C and ∀ q ≥ 0 one has
Hq(X˜∗)N=0 = ⊕
p∈Z
grw2pH
q(X˜∗)N=0 = ⊕
q≥2p
grw2pH
q(X∗)
2. In particular: Hq(X∗) = 0 for q /∈ [0, 3] and the following description holds
H0(X∗) = H0(X˜∗)N=0 =
⊕
p≤−1
grw2pH
0(Y )⊕ grw0H0(X∗) =
⊕
p≤0
H0(X/C,R(p))
H1(X∗) = H1(X˜∗)N=0 ⊕ (grw2H1(X∗)⊕
⊕
p≥2
grw2pH
2
Y (X)) ≃
≃
⊕
p≤0
H1(X/C,R(p))⊕
⊕
p≥1
H0(X/C,R(p− 1))
H2(X∗) = H2(X˜∗)N=0 ⊕
⊕
p≥2
grw2pH
3
Y (X) ≃
≃
⊕
p≤1
H2(X/C,R(p))⊕
⊕
p≥2
H1(X/C,R(p− 1))
H3(X∗) = (grw4H
3(X∗)⊕
⊕
p≥3
grw2pH
4
Y (X)) ≃
⊕
p≥2
H2(X/C,R(p− 1)).
When κ = R similar results hold by taking F¯∞-invariants on both sides.
Proof. 1. follows from Corollary 2.13. The first statement in 2. is a consequence of dimX/κ = 1.
For q ∈ [0, 3], the description of the graded groups Hq(X∗) follows from Proposition 2.10, Proposi-
tion 2.19, Proposition 2.21. For p, q ≥ 2, the isomorphisms HqD(X/C,R(p)) ≃ Hq−1(X/C,R(p − 1))
are a consequence of Remark 2.20, whereas the isomorphisms: grw2 H
1(X∗) ≃ H1D(X/C,R(1)) ≃
H0D(X/C,R) ≃ H0(X/C,R) and grw2 H2(X∗) ≃ H2D(X/C,R(1)) ≃ H3D(X/C,R(2)) ≃ H2(X/C,R(1))
follow from Proposition 2.21. In particular the last isomorphism holds because dimX = 1. Finally,
the case κ = R is a consequence of the fact that the F¯∞-invariants of the homology of the complex
(2.23) give H∗D(X/R,R(p)). ⋄
2.5 Archimedean Frobenius and regularized determinants
On the infinite dimensional real vector space grw2pH
∗(X˜∗) (cf. (2.9)) one defines a linear operator
Φ : grw2pH
∗(X˜∗)→ grw2pH∗(X˜∗), Φ(x) = p · x (2.28)
and then extend this definition to the whole group H∗(X˜∗) according to the decomposition Hq(X˜∗) =
⊕pgrw2pHq(X˜∗).
In this section we will consider the operator Φ restricted to the subspace H∗(X˜∗)N=0. Following
the description of this space given in Proposition 2.23, we write Φ = ⊕2q=0Φq, where
Φq : H
q(X˜∗)N=0 → Hq(X˜∗)N=0.
Given a self-adjoint operator T with pure point spectrum, the zeta-regularized determinant is
defined by
det∞ (s− T ) = exp
(
− d
dz
ζT (s, z)|z=0
)
, (2.29)
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where
ζT (s, z) =
∑
λ∈Spec(T )
mλ(s− λ)−z . (2.30)
Here, Spec(T ) denotes the spectrum of T and mλ = dimEλ(T ) is the multiplicity of the eigenvalue λ
with eigenspace Eλ(T ).
Φq is a self-adjoint operator with respect to the inner product induced by (2.8), with spectrum
Spec(Φq) =
{ {n ∈ Z, n ≤ 0} q = 0, 1
{n ∈ Z, n ≤ 1} q = 2.
The eigenspaces En(Φq) = gr
w
2nH
q(X˜∗)N=0 have dimensions dimEn(Φq) = bq, the q-th Betti
number of X/C.
Proposition 2.24 The zeta regularized determinant of Φq is given by
det
∞
(
s
2π
− Φq
2π
)
= ΓC(s)
−bq , (2.31)
for q = 0, 1 and
det
∞
(
s
2π
− Φ2
2π
)
= ΓC(s− 1)−b2 , (2.32)
with ΓC(s) and ΓR(s) as in (2.21).
Proof. We write explicitly the zeta function for the operator Φq/(2π). When q = 0, 1, this has
spectrum {n/(2π)}n≤0, hence we have
ζΦq/(2π)(s/(2π), z) =
∑
n≤0
bq(s/(2π)− n/(2π))−z = bq(2π)zζ(s, z).
ζ(s, z) is the Hurwitz zeta function
ζ(s, z) =
∑
n≥0
1
(s+ n)z
.
For q = 2, similarly we have
ζΦ2/(2π)(s/(2π), z) = b2(2π)
z(ζ(s, z) + (s− 1)−z).
It is well known that the Hurwitz zeta function satisfies the following properties:
ζ(s, 0) =
1
2
− s, d
dz
ζ(s, z)|z=0 = log Γ(s)−
1
2
log(2π). (2.33)
When q = 0, 1, the computation of ddz ζΦq/(2π)(s/(2π), z)|z=0 yields
d
dz
ζΦq/(2π)(s/(2π), z) = bq
(
log(2π)(2π)zζ(s, z) + (2π)z
d
dz
ζ(s, z)
)
.
At z = 0, this gives
d
dz
ζΦq/(2π)(s/(2π), z)|z=0 = bq
(
log(2π)ζ(s, 0) +
d
dz
ζ(s, z)|z=0
)
= bq
(
log(2π)(
1
2
− s) + log Γ(s)− 1
2
log(2π)
)
= bq(−s log(2π) + log Γ(s)).
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Taking the exponential we get
exp
(
− d
dz
ζΦq/(2π)(s/(2π), z)|z=0
)
= exp(−bq(−s log(2π) + log Γ(s))) =
=
(
(2π)−sΓ(s)
)−bq
= ΓC(s)
−bq .
When q = 2, one has similarly
d
dz
ζΦ2/(2π)(s/(2π), z) = b2
(
(log(2π)(2π)zζ(s, z) + (2π)z
d
dz
ζ(s, z)
)
+ b2
d
dz
(2π)z
(s− 1)z .
At z = 0 this gives
b2 (−s log(2π) + log Γ(s) + log(2π)− log(s− 1)) .
Thus, we have
exp
(
− d
dz
ζΦ2/(2π)(s/(2π), z)|z=0
)
=
(
(2π)−s+1
Γ(s)
(s− 1)
)−b2
=
(
(2π)−(s−1)Γ(s− 1)
)−b2
=
= ΓC(s− 1)−b2 .
⋄
Remark 2.25 When X/C is a smooth complex algebraic curve, that is, when X/C = Xα(K) for an
Archimedean prime that corresponds to a complex (non-real) embedding α : K →֒ C, the description
of the complex Euler factor is given by (cf. (2.20))
LC(H
q(X/C,C), s) =
{
ΓC(s)
bq q = 0, 1
ΓC(s− 1)b2 q = 2,
where Hq(X/C,C) is the Betti cohomology. The relation to the determinants (2.31) (2.32) is then
det∞
(
s
2π
− Φq
2π
)−1
= LC(H
q(X/C,C), s). (2.34)
This result was proved in [15]: §5, via comparison to Deninger’s pair (H∗ar,Θ).
Assume now that X/R is a smooth real algebraic curve; that is X/R = Xα(K) for an Archimedean
prime that corresponds to a real embedding α : K →֒ R. In this case X/R is a symmetric Riemann
surface, namely a compact Riemann surface with an involution ι : X/R → X/R induced by com-
plex conjugation. Such involution on the manifold induces an action of the real Frobenius F¯∞ on
Hq(X˜∗)N=0: we refer to Remark 2.17 for the description of this operator.
For instance, following the decomposition given in Proposition 2.23,
H1(X˜∗)N=0 = ⊕p≤0grw2pH1(X∗)
splits as the sum of two eigenspaces for F¯∞ with eigenvalues ±1:
H1(X˜∗)N=0 = E+ ⊕ E−,
where
E+ := H1(X˜∗)N=0,F¯∞=id =
⊕
p≤0
E1(2p)⊕
⊕
p≤−1
E−1(2p+ 1), (2.35)
E− := H1(X˜∗)N=0,F¯∞=−id =
⊕
p≤−1
E1(2p+ 1)⊕
⊕
p≤0
E−1(2p).
We consider once more the operator Φ acting on H∗(X˜∗)N=0, and we denote by Φˆq the restriction
of this operator to the subspace Hq(X˜∗)N=0,F¯∞=id.
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Proposition 2.26 The regularized determinant for the operator Φˆq = Φ|
Hq(X˜∗)N=0,F¯∞=id
is given by
(g = genus of X/κ)
det
∞
(
s
2π
− Φˆ0
2π
)
= ΓR(s)
−b0 (2.36)
det∞
(
s
2π
− Φˆ1
2π
)
= ΓR(s)
−b1/2ΓR(s+ 1)−b1/2 = ΓC(s)−g (2.37)
det
∞
(
s
2π
− Φˆ2
2π
)
= ΓR(s− 1)−b2 . (2.38)
Proof. We write explicitly the zeta function for the operators Φˆq onH
q(X˜∗)N=0,F¯∞=id. The spectrum
of Φˆq is given by {n ∈ Z, n ≤ 0} for q = 0, 1 and {n ∈ Z, n ≤ 1} for q = 2. Because complex
conjugation is the identity onH0(X/R,R(2n)), the eigenspaces where F¯∞ acts as identity are En(Φˆ0) =
grw4nH
0(X∗). On the other hand, F¯∞ acts as the identity on H2(X/R,R(2n + 1)), hence En(Φˆ2) =
grw2(2n+1)H
2(X∗). The action of F¯∞ on H1(X/R,R(n)) is the identity precisely on the eigenspaces
En(Φˆ1) = E1(2n)⊕ E−1(2n+ 1) as in (2.35).
The zeta function of Φˆ0/(2π) is therefore of the form
ζΦˆ0/(2π)(s/(2π), z) =
∑
n≥0
b0
(
s+ 2n
2π
)−z
= b0(2π)
z
∑
n≥0
1
(s+ 2n)z
= b0(π)
zζ(s/2, z),
where ζ(s, z) is the Hurwitz zeta function. Using the identities (2.33), we obtain
d
dz
ζΦˆ0/(2π)(s/(2π), z)|z=0 = b0(log(π)(1/2− s/2) + log Γ(s/2)− 1/2 log(2π))
= b0(−s/2 log(π)− 1/2 log(2) + log Γ(s/2)).
Hence, using the equalities (2.21), we obtain
exp
(
− d
dz
ζΦˆ0/(2π)(s/(2π), z)|z=0
)
= exp(−b0(−s/2 log(π)− 1/2 log(2) + log Γ(s/2)))
=
(
2−1/2π−s/2Γ(s/2)
)−b0
= ΓR(s)
−b0 .
The determinant for Φˆ1/(2π) is given by the product
det
∞
(
s
2π
− Φˆ1
2π
)
=
det∞
(
s
2π
− Φˆ1
2π
|⊕nE1(2n)
)
· det∞
(
s
2π
− Φˆ1
2π
|⊕nE−1(2n+1)
)
.
The zeta function for the first operator is given by
ζ Φˆ1
2pi |⊕nE1(2n)
(s/(2π), z) =
b1
2
πzζ(s/2, z)
while the for the second operator is
ζ Φˆ1
2pi |⊕nE−1(2n+1)
(s/(2π), z) =
b1
2
(2π)z
∑
n≥0
1
(s+ 1+ 2n)z
=
b1
2
πzζ((s + 1)/2, z).
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Thus, we obtain
det
∞
(
s
2π
− Φˆ1
2π
|⊕nE1(2n)
)
= ΓR(s)
−b1/2
and
det
∞
(
s
2π
− Φˆ1
2π
|⊕nE−1(2n+1)
)
= ΓR(s+ 1)
−b1/2.
Then, (2.37) follows using the equality ΓR(s)ΓR(s+ 1) = ΓC(s).
Finally, for Φˆ2/(2π), we have
ζ Φˆ2
2pi
( s
2π
, z
)
= b2(2π)
z
∑
n≥0
1
(s− 1 + 2n)z = b2π
zζ((s − 1)/2, z),
hence
d
dz
ζ Φˆ2
2pi
( s
2π
, z
)
|z=0
= b2 (−(s− 1)/2 logπ − 1/2 log 2 + log Γ((s− 1)/2)) .
Therefore
det
∞
(
s
2π
− Φˆ2
2π
)
=
(
2−1/2π−(s−1)/2Γ((s− 1)/2)
)−b2
= ΓR(s− 1)−1.
⋄
Remark 2.27 When X/R is a smooth, real algebraic curve of genus g, that is, when X/R = Xα(K)
for an Archimedean prime that corresponds to a real embedding α : K →֒ R, the description of the
real Euler factor is given by (cf. (2.20))
LR(H
q(X/R,R), s) =


ΓR(s) q = 0
ΓC(s)
g q = 1
ΓR(s− 1) q = 2,
As for the complex case, this result was proved in [15]: §5, via comparison to Deninger’s pair (H∗ar,Θ).
3 Arithmetic spectral triple.
In this Section we show that the polarized Lefschetz module structure of Theorem 2.6 together with
the operator Φ define a “cohomological” version of the structure of a spectral triple in the sense of
Connes (cf. [12] §VI).
In this Section, we will use real coefficients. In fact, in order to introduce spectral data compatible
with the arithmetic construction of Section 2, we need to preserve the structure of real vector spaces.
For this reason, the algebras we consider in this construction will be real group rings.
Let (H ·(X∗),Φ) be the cohomological theory of the fiber at the Archimedean prime introduced in
Section 2, endowed with the structure of polarized Lefschetz module.
In Theorem 3.3 we show that the Lefschetz representation of SL(2,R) given by the Lefschetz
module structure on K · induces a representation
ρ : SL(2,R)→ B(H ·(X˜∗)), (3.1)
where B(H ·(X˜∗)) is the algebra of bounded operators on a real Hilbert space completion of H ·(X˜∗)
(in the inner product determined by the polarization of K ·,·). The representation ρ extends to the real
group ring compatibly with the Lefschetz module structure on H ·(X˜∗) = H·(K, d). We work with the
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group ring, since for the purpose of this paper we are interested in considering the restriction of (3.1)
to certain discrete subgroups of SL(2,R). A formulation in terms of the Lie algebra and its universal
enveloping algebra will be considered elsewhere.
The main result of this section is Theorem 3.7, where we prove that the inner product on H ·(X˜∗)
and the representation (3.1) induce an inner product on H ·(X∗) = H·(Cone·(N)) and a corresponding
representation ρN in B(H ·(X∗)). We then consider the spectral data (A, H ·(X∗),Φ), where A is the
image under ρN of the real group ring, and show that the operator Φ satisfies the properties of a Dirac
operator (in the sense of Connes’ theory of spectral triples), which has bounded commutators with
the elements of A.
In non-commutative geometry, the notion of a spectral triple provides the correct generalization of
the classical structure of a Riemannian manifold. The two notions agree on a commutative space. In
the usual context of Riemannian geometry, the definition of the infinitesimal element ds on a smooth
spin manifold can be expressed in terms of the inverse of the classical Dirac operator D. This is
the key remark that motivates the theory of spectral triples. In particular, the geodesic distance
between two points on the manifold is defined in terms of D−1 (cf. [12] §VI). The spectral triple that
describes a classical Riemannian spin manifold is (A,H,D), where A is the algebra of complex valued
smooth functions on the manifold, H is the Hilbert space of square integrable spinor sections, and
D is the classical Dirac operator (a square root of the Laplacian). These data determine completely
and uniquely the Riemannian geometry on the manifold. It turns out that, when expressed in this
form, the notion of spectral triple extends to more general non-commutative spaces, where the data
(A,H,D) consist of a C∗-algebra A (or more generally of a smooth subalgebra of a C∗-algebra)
with a representation as bounded operators on a Hilbert space H , and an operator D on H that
verifies the main properties of a Dirac operator. The notion of smoothness is determined by D: the
smooth elements of A are defined by the intersection of domains of powers of the derivation given by
commutator with |D|.
The basic geometric structure encoded by the theory of spectral triples is Riemannian geometry,
but in more refined cases, such as Ka¨hler geometry, the additional structure can be easily encoded
as additional symmetries. In our case, for instance, the algebra A corresponds to the action of the
Lefschetz operator, hence it carries the information (at the cohomological level) on the Ka¨hler form.
In the theory of specral triples, in general, the Hilbert space H is a space of cochains on which the
natural algebra of the geometry is acting. Here we are considering a simplified triple of spectral data
defined on the cohomology, hence we do not expect the full algebra describing the geometry at arith-
metic infinity to act. We show in Theorem 3.19 that the spectral data (A, H ·(X∗),Φ) are sufficient
to recover the alternating product of the local factor. In fact, the theory of spectral triples encodes
important arithmetic information on the underlying non-commutative space, expressed via an associ-
ated family of zeta functions. By studying the zeta functions attached to the data (A, H ·(X∗),Φ), we
find a natural one whose associated Ray-Singer determinant is the alternating product of the Γ-factors
for the real Hodge structure over C given by the Betti cohomology Hq(X/C,C). A more refined con-
struction of a spectral triple associated to the Archimedean places of an arithmetic surface (using the
full complex K · instead of its cohomology) will be considered elsewhere.
Moreover, we show that, in the case of a Riemann surface X/C of genus g ≥ 2, one can enrich the
cohomological spectral data (A, H ·(X∗),Φ) by the additional datum of a Schottky uniformization.
Given the group Γ ⊂ PSL(2,C), which gives a Schottky uniformization of the Riemann surface X/C
and of the hyperbolic handlebody XΓ ∪X/C = Γ\(H3 ∪ΩΓ), Bers simultaneous uniformization (cf. [5]
[7]) determines a pair of Fuchsian Schottky groups G1, G2 ⊂ SL(2,R), which correspond geometrically
to a decomposition of the Riemann surface X/C as the union of two Riemann surfaces with boundary.
We let the Fuchsian Schottky groups act on the complexK ·,· and on the cohomology via the restriction
of the representation of SL(2,R) × SL(2,R) of the Lefschetz module structure to a normal subgroup
Γ˜ ⊂ Γ determined by the simultaneous uniformization, with G1 ≃ Γ˜ ≃ G2. Geometrically, this group
corresponds to the choice of a covering XΓ˜ → XΓ of XΓ by a handlebody XΓ˜. The image A(Γ˜) of
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the group ring of Γ˜ under the representation ρN encodes in the spectral data (A, H
·(X∗),Φ) the
information on the topology of XΓ˜.
In the interpretation of the tangle of bounded geodesics in the handlebody XΓ˜ as the dual graph
of the closed fiber at arithmetic infinity, the covering XΓ˜ → XΓ produces a corresponding covering of
the dual graph by geodesics in XΓ˜. Passing to the covering XΓ˜ may be regarded as an analog, at the
Archimedean primes, of the refinement of the dual graph of a Mumford curve that corresponds to a
minimal resolution (cf. [33] §3).
When the Archimedean prime corresponds to a real embedding K →֒ R, so that the corresponding
Riemann surface X/R acquires a real structure, Proposition 3.15 shows that if X/R is a smooth
orthosymmetric real algebraic curve (in particular, the set of real points X/R(R) is non-empty), then
there is a preferred choice of a Fuchsian Schottky group Γ determined by the real structure, for which
the simultaneous uniformization consists of cutting the Riemann surface along X/R(R).
3.1 Spectral triples
We recall the basic setting of Connes theory of spectral triples. For a more complete treatment we
refer to [13], [12], [14].
Definition 3.1 a spectral triple (A,H, D) consists of an involutive algebra A with a representation
ρ : A → B(H)
as bounded operators on a Hilbert space H, and an operator D (called the Dirac operator) on H, which
satisfies the following properties:
1. D is self–adjoint.
2. For all λ /∈ R, the resolvent (D − λ)−1 is a compact operator on H.
3. For all a ∈ A, the commutator [D, a] is a bounded operator on H.
Remark 3.2 The property 2. of Definition 3.1 generalizes ellipticity of the standard Dirac operator
on a compact manifold. Usually, the involutive algebra A satisfying property 3. can be chosen to be
a dense subalgebra of a C∗–algebra. This is the case, for instance, when we consider smooth functions
on a manifold as a subalgebra of the commutative C∗-algebra of continuous functions. In the classical
case of Riemannian manifolds, property 3. is equivalent the Lipschitz condition, hence it is satisfied
by a larger class than that of smooth functions. In 3. we write [D, a] as shorthand for the extension to
all of H of the operator [D, ρ(a)] defined on the domain Dom(D) ∩ ρ(a)−1(Dom(D)), where Dom(D)
is the domain of the unbounded operator D.
We review those aspects of the theory of spectral triples which are of direct interest to us. For a
more general treatment we refer to [13], [12], [14].
Volume form. A spectral triple (A,H, D) is said to be of dimension n, or n–summable if the operator
|D|−n is an infinitesimal of order one, which means that the eigenvalues λk(|D|−n) satisfy the estimate
λk(|D|−n) = O(k−1).
For a positive compact operator T such that
k−1∑
j=0
λj(T ) = O(log k),
the Dixmier trace Trω(T ) is the coefficient of this logarithmic divergence, namely
Trω(T ) = lim
ω
1
log k
k∑
j=1
λj(T ). (3.2)
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Here the notation limω takes into account the fact that the sequence
S(k, T ) :=
1
log k
k∑
j=1
λj(T )
is bounded though possibly non-convergent. For this reason, the usual notion of limit is replaced by a
choice of a linear form limω on the set of bounded sequences satisfying suitable conditions that extend
analogous properties of the limit. When the sequence S(k, T ) converges (3.2) is just the ordinary limit
Trω(T ) = limk→∞ S(k, T ). So defined, the Dixmier trace (3.2) extends to any compact operator that
is an infinitesimal of order one, since any such operator is a combination T = T1 − T2 + i(T3 − T4)
of positive ones Ti. The operators for which the Dixmier trace does not depend on the choice of the
linear form limω are called measurable operators.
On a non-commutative space the operator |D|−n generalizes the notion of a volume form. The
volume is defined as
V = Trω(|D|−n). (3.3)
More generally, consider the algebra A˜ generated by A and [D,A]. Then, for a ∈ A˜, integration with
respect to the volume form |D|−n is defined as∫
a :=
1
V
Trω(a|D|−n). (3.4)
The usual notion of integration on a Riemannian spin manifoldM can be recovered in this context
(cf. [12]) through the formula (n even):∫
M
fdv =
(
2n−[n/2]−1πn/2nΓ(n/2)
)
Trω(f |D|−n).
Here D is the classical Dirac operator onM associated to the metric that determines the volume form
dv, and f in the right hand side is regarded as the multiplication operator acting on the Hilbert space
of square integrable spinors on M .
Zeta functions. An important function associated to the Dirac operator D of a spectral triple
(A,H, D) is its zeta function
ζD(z) := Tr(|D|−z) =
∑
λ
Tr(Π(λ, |D|))λ−z , (3.5)
where Π(λ, |D|) denotes the orthogonal projection on the eigenspace E(λ, |D|).
An important result in the theory of spectral triples ([12] §IV Proposition 4) relates the volume
(3.3) with the residue of the zeta function (3.5) at s = 1 through the formula
V = lim
s→1+
(s− 1)ζD(s) = Ress=1Tr(|D|−s). (3.6)
There is a family of zeta functions associated to a spectral triple (A,H, D), to which (3.5) belongs.
For an operator a ∈ A˜, we can define the zeta functions
ζa,D(z) := Tr(a|D|−z) =
∑
λ
Tr(aΠ(λ, |D|))λ−z (3.7)
and
ζa,D(s, z) :=
∑
λ
Tr(aΠ(λ, |D|))(s − λ)−z . (3.8)
These zeta functions are related to the heat kernel e−t|D| by Mellin transform
ζa,D(z) =
1
Γ(z)
∫ ∞
0
tz−1Tr(a e−t|D|) dt (3.9)
24
where
Tr(a e−t|D|) =
∑
λ
Tr(aΠ(λ, |D|))e−tλ =: θa,D(t). (3.10)
Similarly,
ζa,D(s, z) =
1
Γ(z)
∫ ∞
0
θa,D,s(t) t
z−1 dt (3.11)
with
θa,D,s(t) :=
∑
λ
Tr(aΠ(λ, |D|))e(s−λ)t. (3.12)
Under suitable hypothesis on the asymptotic expansion of (3.12) (cf. Theorem 2.7-2.8 of [25] §2), the
functions (3.7) and (3.8) admit a unique analytic continuation (cf. [14]) and there is an associated
regularized determinant in the sense of Ray–Singer (cf. [39]):
det
∞ a,D
(s) := exp
(
− d
dz
ζa,D(s, z)|z=0
)
(3.13)
The family of zeta functions (3.7) also provides a refined notion of dimension for a spectral triple
(A,H, D), called the dimension spectrum. This is a subset Σ = Σ(A,H, D) in C with the property
that all the zeta functions (3.7), as a varies in A˜, extend holomorphically to C \ Σ.
3.2 Lefschetz modules and cohomological spectral data
We consider the polarized bigraded Lefschetz module (K ·,·, N, ℓ, ψ) associated to the Riemann surface
X/C at an Archimedean prime, as described in Section 2.
We set
Φ˜ : Ki,j,k → Ki,j,k Φ˜(x) = (1 + j − i)
2
x. (3.14)
The operator Φ˜ induces the operator Φ of (2.28) on the cohomology H ·(X˜∗)N=0.
We have the following result.
Theorem 3.3 Let (K ·,·, d,N, ℓ, ψ) be the polarized bigraded Lefschetz module associated to a Riemann
surface X/C. Then the following holds.
1. The group SL(2,R) acts, via the representation σ2 of Lemma 3.13, by bounded operators on the
Hilbert completion of H·(K, d) in the inner product defined by the polarization ψ. This defines
a representation
ρ : SL(2,R)→ B(H·(K, d)) (3.15)
2. Let A be the image of the group ring in B(H·(K, d)), obtained by extending (3.15). Then the
operator Φ˜ defined in (3.14) has bounded commutators with all the elements in A.
Proof. 1. The representations σ1 and σ2 of Lemma 3.13 extend by linearity to representations σi of
the real group ring in Aut(K). By Theorem 2.6 and Corollary 2.7, the cohomology H·(K, d) has an
induced Lefschetz module structure, thus we obtain induced actions of the real group ring on H·(K, d).
We complete H ·(X˜∗) = H·(K, d) to a real Hilbert space with respect to the inner product induced by
the polarization ψ. Consider operators of the form (2.5) with b = 1,
Ua(x) := σ
{(
a 0
0 a−1
)
,
(
1 0
0 1
)}
(x) = aix for x ∈ Ki,j .
A direct calculation shows that the Ua are in general unbounded operators: since the index i varies
over a countable set, it is not hard to construct examples of infinite sums x =
∑
i xi that are in the
Hilbert space completion of H ·(X˜∗) but such that Ua(x) is no longer contained in this space.
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On the other hand, the index j in the complex Ki,j varies subject to the constraint j + 1 = q,
where q is the degree of the differential forms (cf. Remark 2.1). Thus, expressions of the form
σ
{(
1 0
0 1
)
,
(
b 0
0 b−1
)}
(x) = bjx for x ∈ Ki,j (3.16)
give rise to bounded operators. Thus the representation σ2 of SL(2,R) determines an action of the real
group ring by bounded operators in B(H·(K, d)).
(2) It is sufficient to compute explicitly the following commutators with the operator Φ˜. Elements
of the form (2.5) commute with Φ˜. Moreover, we have:
[N, Φ˜] (x) =
1
(2π
√−1)
(
(1 + j − i)
2
− (1 + j − i+ 2)
2
)
x = −N(x),
[σ1(w1), Φ˜](x) =
(
(1 + j − i)
2
− (1 + j + i)
2
)
σ1(w1)(x) = −iσ1(w1)(x).
[ℓ, Φ˜] (x) =
(
(1 + j − i)
2
− (1 + j + 2− i)
2
)
(2π
√−1)−1x ∧ ω = −ℓ(x)
and
[σ2(w2), Φ˜](x) =
(
(1 + j − i)
2
− (1 − j − i)
2
)
σ2(w)(x) = j σ2(w)(x).
In particular, it follows that all the commutators that arise from the right representation are bounded
operators (cf. Remark 2.1).
⋄
The Lefschetz representation σ2 of SL(2,R) on the odd cohomology descends to a representation
of PSL(2,R):
Corollary 3.4 The element σ2(−id) ∈ A acts trivially on the odd cohomology H2q+1(K ·, d).
Proof. For x ∈ Ki,j we have
σ
{
1,
( −1 0
0 −1
)}
(x) = (−1)jx.
Since j + 1 = q, where q is the degree of the differential forms, we obtain that the induced action is
trivial on odd cohomology.
⋄
Remark 3.5 The operator Φ˜ in the data (A,H·(K, d), Φ˜) of Theorem 3.3 does not yet satisfy all
the properties of a Dirac operator. In fact, the eigenspaces of Φ˜, which coincide with the graded
pieces grw2pH
q(X˜∗) of the cohomology, are not finite dimensional as the condition on the resolvent in
Definition 3.1 would imply. Therefore, it is necessary to restrict the structure (A,H·(K, d), Φ˜) to a
suitable subspace of H·(K, d), which still carries all the arithmetic information.
Definition 3.6 The operator Φ on H·(Cone(N)·) = H ·(X∗) is obtained by extending the action on
its graded pieces
Φ|grw2pHq(X∗) :=
{
p q ≥ 2p
p− 1 q ≤ 2p− 1. (3.17)
according to the decomposition Hq(X∗) = ⊕p∈Zgrw2pHq(X∗).
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Notice that this definition is compatible with the operator Φ˜ defined in (3.14), acting on the
complex K ·,· and with the induced operator Φ on H·(K, d) = H ·(X˜∗). In fact, from the Wang exact
sequence (2.13) and Corollary 2.13 we know that, for q ≥ 2p − 1 grw2pHq(X∗) is identified with a
subspace of grw2pH
q(X˜∗), hence the restriction of the operator Φ on H ·(X˜∗) acts on grw2pH
q(X∗) as
multiplication by p. In the case when q ≤ 2(p− 1), again using the exact sequence (2.13) (cf. (2.16)
Corollary 2.13), we can define Φ of an element in grw2pH
q(X∗) as Φ of a preimage in grw2(p−1)H
q−1(X˜∗),
hence as multiplication by p−1. This is obviously well defined, hence the definition (3.17) is compatible
with the exact sequences and the duality isomorphisms. Moreover, the operator Φ of (3.17) agrees
with the operator (2.28) on the subspace H ·(X˜∗)N=0 of H ·(X∗).
Theorem 3.7 Consider a Riemann surface X/C and the hyper-cohomology H
·(X∗) of Cone(N). The
inner product (2.8) defined by the polarization ψ induces an inner product on H ·(X∗). Moreover, the
representation (3.15) of SL(2,R) induces an action of the real group ring by bounded operators on the
real Hilbert space completion of Hq(X∗). For A the image under ρ of the group ring, consider the
data (A, H ·(X∗),Φ), with Φ as in (3.17). The operator Φ satisfies the properties of a 1–summable
Dirac operator, with bounded commutators with the elements of A.
Proof. The Wang exact sequence (2.13) and Corollary 2.13 imply that the hyper-cohomologyH ·(X∗)
of Cone(N) injects or is mapped upon surjectively by the hyper-cohomology H·(K, d) of the complex,
in a way which is compatible with the grading. Thus, we obtain an induced inner product and Hilbert
space completion on H ·(X∗). Consider Ker(N) ⊂ grw2pHq(X˜∗). By Corollary 2.13, we know that
this is non-trivial only if q ≥ 2p, and in that case it is given by grw2pHq(X∗). Thus, we can show that
there is an induced representation on ⊕2p≤qgrw2pHq(X∗) by showing that the representation of A(Γ˜)
on Hq(X˜∗) preserves Ker(N).
In the definition of the complex Ki,j,k in (2.1), the indices i, j, k and the integers p, q are related by
2p = j+1−i and q = j+1. Thus, the condition q ≥ 2p corresponds to i ≥ 0. The representation σ2 of
SL(2,R) on Ki,j preserves the subspace with i ≥ 0. Similarly, by construction, the representation σ2
preserves the subspaces ⊕jKi,j,k of ⊕j,k≥i≥0Ki,j,k. This implies that the induced representation σ2
on H·(K, d) preserves the summands of grw2pH
q(X˜∗) as in Remark 2.14, and in particular it preserves
Ker(N). Thus we obtain a representation ρKer(N) mapping the real group ring to A in B(Ker(N)).
The duality isomorphisms N q−2p of Proposition 2.15 determine duality isomorphisms between
pieces of the hyper-cohomology H ·(X∗) of the cone:
δ0 : gr
w
2pH
0(X∗) ≃→ grw2rH1(X∗), p ≤ 0, r = −p+ 1 ≥ 1
δ1 : gr
w
2pH
1(X∗) ≃→ grw2rH2(X∗), p ≤ 0, r = −p+ 2 ≥ 2
δ2 : gr
w
2pH
2(X∗) ≃→ grw2rH3(X∗), p ≤ 1, r = −p+ 3 ≥ 2.
(3.18)
We set δ = ⊕2q=0δq and we obtain an action of A(Γ˜) on H ·(X∗) by extending the representation
ρKer(N) by δ ◦ ρKer(N) ◦ δ−1 on the part of H ·(X∗) dual to Ker(N).
The operator Φ˜ of (3.14) induces the operator Φ of (3.17) on H·(Cone(N)) = H ·(X∗). This has the
properties of a Dirac operator: the eigenspaces are all finite dimensional by the result of Proposition
2.22, and the commutators are bounded by Theorem 3.3. The spectrum of Φ is given by Z with
constant multiplicities, so that Φ−1 on the complement of the zero modes is an infinitesimal of order
one.
⋄
Remark 3.8 We make a few important comments about the data (A, H ·(X∗),Φ) of Theorem 3.7.
Though for the purpose of our paper we only consider arithmetic surfaces, the results of Theorems
3.3 and 3.7 admit a generalization to higher dimensional arithmetic varieties. Moreover, notice that
the data give a simplified cohomological version of a spectral triple encoding the full geometric data
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at arithmetic infinity, which should incorporate the spectral triple for the Hodge–Dirac operator on
X/C. In our setting, we restrict to forms harmonic with respect to the harmonic theory defined by
✷ on the complex K ·,· (cf. Theorem 2.6 and Corollary 2.7) that are “square integrable” with respect
to the inner product (2.8) given by the polarization. This, together with the action of the Lefschetz
SL(2,R), is sufficient to recover the alternating product of the local factor (see Theorem 3.19). In a
more refined construction of a spectral triple, which induces the data (A, H ·(X∗),Φ) in cohomology,
the Hilbert space will consist of L2-differential forms, possibly with additional geometric data, where
a C∗-algebra representing the algebra of functions on a “geometric space at arithmetic infinity” will
act.
3.3 Simultaneous uniformization
We begin by recalling the following elementary fact of hyperbolic geometry. Let Γ be a Kleinian group
acting on P1(C). Let Ω ⊂ P1(C) be a Γ-invariant domain. A subset Ω0 ⊂ Ω is Γ-stable if, for every
γ ∈ Γ, either γ(Ω0) = Ω0 or γ(Ω0)∩Ω0 = ∅. The Γ-stabilizer of Ω0 is the subgroup Γ0 of those γ ∈ Γ
such that γ(Ω0) = Ω0. Let πΓ denote the quotient map πΓ : Ω→ Γ\Ω.
Claim 3.9 (cf. Theorem 6.3.3 of [4]). Let Ω0 ⊂ Ω be an open Γ-stable subdomain and let Γ0 be the
Γ-stabilizer of Ω0. Then the quotient map πΓ induces a conformal equivalence
Γ0\Ω0 ≃ πΓ(Ω0).
If Γ is a Kleinian group, a quasi circle for Γ is a Jordan curve C in P1(C) which is invariant under
the action of Γ. In particular, such curve contains the limit set ΛΓ.
In the case of Schottky groups, the following theorem shows that Bowen’s construction of a quasi–
circle for Γ (cf. [7]) determines a pair of Fuchsian Schottky groups G1, G2 ⊂ PSL(2,R) associated
to Γ ⊂ PSL(2,C). The theorem describes the simultaneous uniformization by Γ˜ of the two Riemann
surfaces with boundary Xi = Gi\H2, where Γ˜ is the Γ-stabilizer of the connected components of
P1(C)r C.
Theorem 3.10 Let Γ ⊂ PSL(2,C) be a Schottky group of rank g ≥ 2. Then the following properties
are satisfied:
1. There exists a quasi–circle C for Γ.
2. There is a collection of curves Cˆ on the compact Riemann surface X/C = Γ\ΩΓ such that
X/C = X1 ∪∂X1=Cˆ=∂X2 X2,
where Xi = Gi\H2 are Riemann surfaces with boundary, and the Gi ⊂ PSL(2,R) are Fuchsian
Schottky groups. The Gi are isomorphic to Γ˜ ⊂ PSL(2,C), the Γ–stabilizer of the two connected
components Ωi of P
1(C)\C.
Proof. 1. For the construction of a quasi–circle we proceed as in [7]. The choice of a set of generators
{gi}gi=1 for Γ determines 2g Jordan curves γi, i = 1 . . . 2g in P1(C) with pairwise disjoint interiors
Di such that, if we write gi+g = g
−1
i for i = 1 . . . g, the fractional linear transformation gi maps the
interior of γi to the exterior of γi+g mod 2g. Now fix a choice of 2g pairs of points ρ
±
i on the curves γi
in such a way that gi maps the two points ρ
±
i to the two points ρ
∓
i+g mod 2g. Choose a collection C0 of
pairwise disjoint oriented arcs in P1(C) with the property that they do not intersect the interior of the
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disks Di. Also assume that the oriented boundary of C0 as a 1-chain is given by ∂C0 =
∑
i ρ
+
i −
∑
i ρ
−
i .
Then the curve
C := ΛΓ ∪
⋃
γ∈Γ
γC0 (3.19)
is a quasi–circle for Γ.
2. The image of the curves γi in the quotient X/C = Γ\ΩΓ consists of g closed curves, whose
homology classes ai, i = 1 . . . g, span the kernel Ker(I∗) of the map I∗ : H1(X/C,Z) → H1(XΓ,Z)
induced by the inclusion of X/C as the boundary at infinity in the compactification of XΓ. The image
under the quotient map of the collection of points {γρ±i }γ∈Γ,i=1...2g consists of two points on each
curve ai, and the image of C∩ΩΓ consists of a collection Cˆ of pairwise disjoint arcs on X/C connecting
these 2g points. By cutting the surfaceX/C along Cˆ we obtain two surfacesXi, i = 1, 2, with boundary
∂Xi = Cˆ.
Since C is Γ-invariant, the two connected components Ωi, i = 1, 2, of P
1(C)\C are Γ-stable. Let
Γi denote the Γ-stabilizer of Ωi. Notice that Γ1 = Γ2. In fact, suppose there is γ ∈ Γ such that
γ ∈ Γ1 and γ /∈ Γ2. Then γ(P1(C)) ⊂ Ω1 ∪ C, so that the image γ(P1(C)) is contractible in P1(C).
This would imply that γ has topological degree zero, but an orientation preserving fractional linear
transformation has topological degree one.
We denote by Γ˜ the Γ-stabilizer Γ˜ = Γ1 = Γ2. Since the components Ωi are open subdomains of
the Γ-invariant domain ΩΓ, Claim 3.9 implies that the quotients Γ˜\Ωi are conformally equivalent to
the image πΓ(Ωi) ⊂ X/C. By the explicit description of the surfaces with boundary Xi, it is easy to
see that πΓ(Ωi) = Xi.
The quasi-circle C is a Jordan curve in P1(C), hence by the Riemann mapping theorem there exist
conformal maps αi of the two connected components Ωi to the two hemispheres Ui of P
1(C)rP1(R),
αi : Ωi
≃−→ Ui U1 ∪ U2 = P1(C)r P1(R). (3.20)
Consider the two groups
Gi := {αiγα−1i : γ ∈ Γ˜}.
These are isomorphic as groups to Γ˜, Gi ≃ Γ˜. Moreover, the Gi preserve the upper/lower hemisphere
Ui, hence they are Fuchsian groups, Gi ⊂ PSL(2,R).
The conformal equivalence Γ˜\Ωi ≃ Xi implies that the Gi provide the Fuchsian uniformization of
Xi = Gi\H2, where H2 is identified with the upper/lower hemisphere Ui in P1(C)r P1(R).
The group Γ˜ ⊂ Γ is itself a discrete purely loxodromic subgroup of PSL(2,C) isomorphic to a free
group, hence a Schottky group, so that the Gi are Fuchsian Schottky groups.
⋄
LetX/R be an orthosymmetric smooth real algebraic curve. In this case, we can apply the following
refinement of the result of Theorem 3.10. We refer to [1], [45] for a proof.
Proposition 3.11 Let X/R be a smooth real orthosymmetric algebraic curve of genus g ≥ 2. Then
the following holds.
1. X/R has a Schottky uniformization such that the domain of discontinuity ΩΓ ⊂ P1(C) is sym-
metric with respect to P1(R) ⊂ P1(C).
2. The reflection about P1(R) gives an involution on ΩΓ that induces the involution ι : X/R → X/R
of the real structure.
3. The circle P1(R) ⊂ P1(C) is a quasi-circle for the Schottky group Γ, such that the image in X/R
of P1(R) ∩ ΩΓ is the fixed point set Xι of the involution.
4. The Schottky group Γ is a Fuchsian Schottky group.
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The choice of a lifting Γ ⊂ SL(2,C) of the Schottky group determines corresponding lifts of
Γ˜ ⊂ SL(2,C) and Gi ⊂ SL(2,R).
Remark 3.12 In [24], the condition dimH(ΛΓ) < 1 on the limit set was necessary in order to ensure
convergence of the Poincare´ series that gives the abelian differentials on X/C, hence in order to express
the Green function on X/C in terms of geodesics in the handlebody XΓ. Notice that this condition
is satisfied for an orthosymmetric smooth real algebraic curve X/R, with the choice of Schottky
uniformization described above, where the limit set ΛΓ is contained in the rectifiable circle P
1(R).
The above results on simultaneous uniformization provide a way of implementing the datum of the
Schottky uniformization into the cohomological spectral data of §3.2, by letting the pair G1 × G2 of
Fuchsian Schottky groups in PSL(2,R) act via the SL(2,R)×SL(2,R) representation of the Lefschetz
module.
Lemma 3.13 Let σ : SL(2,R)× SL(2,R)→ Aut(K) be the representation associated to the bigraded
Lefschetz module structure on the complex K ·,·. Let Γ ⊂ SL(2,C) be a Schottky group that determines
a Schottky uniformization of X/C. Let Γ˜ is the corresponding lift to SL(2,C) of the Γ-stabilizer of the
components Ωi in the complement of a quasi-circle C. Then (K
·,·, N, ℓ, ψ) carries a left and a right
action of Γ˜,
σ1(γ) := σ{α1γα−11 , 1} (3.21)
σ2(γ) := σ{1, α2γα−12 }, (3.22)
where αi are the conformal maps (3.20) of Ωi to the two hemispheres in P
1(C)r P1(R).
Proof. By Theorem 3.10 we obtain Fuchsian Schottky groups Gi = {αiγα−1i , γ ∈ Γ˜} in SL(2,R).
We consider the restriction of the representation σ : SL(2,R) × SL(2,R)→ Aut(K) to G1 × {1} and
{1} ×G2 as in (3.21) and (3.22).
⋄
We can then adapt the result of Theorems 3.3 and 3.7 to the restriction of the representation
(3.15) to the group ring R[Γ˜]. We denote by A(Γ˜) ⊂ A the image of the group ring R[Γ˜] under the
representation ρ.
Theorem 3.14 Let (K ·,·, d,N, ℓ, ψ) be the polarized bigraded Lefschetz module associated to a Rie-
mann surface X/C of genus g ≥ 2, and let Γ ⊂ SL(2,C) be a choice of Schottky uniformization for
X/C. Let Γ˜ be a lift to SL(2,C) of the Γ–stabilizer of the two connected components of P
1(C) \ C as
in Theorem 3.10. Consider the representation
ρ : R[Γ˜]→ B(H·(K, d)) (3.23)
induced by (3.15), and the corresponding representation
ρ : R[Γ˜]→ B(Ker(N)).
Then the results of Theorems 3.3 and 3.7 hold for the data (R[Γ˜], H ·(X∗),Φ), with A(Γ˜) = ρ(R[Γ˜])
and Φ as in (3.17).
Heuristically, the algebra A(Γ) represents a non-commutative version of the hyperbolic handlebody.
In fact, if Γ ⊂ PSL(2,C) is a Schottky group, the group ring of Γ, viewed as a non-commutative space,
carries the complete topological information on the handlebody, which is the classifying space of Γ.
If X is an arithmetic surface over Spec(OK), where OK is the ring of integers of a number field K
with n = [K : Q], the above result can be applied at each of the n Archimedean primes, by choosing
at each prime α : K →֒ C a Schottky uniformization of the corresponding Riemann surface Xα(K). At
the primes that correspond to the r real embeddings, Xα(K) has a real structure.
We have the following version of Theorem 3.14 for the case of a real algebraic curve.
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Proposition 3.15 Let X be an arithmetic surface over Spec(OK), with the property that, at all the
real Archimedean primes, the Riemann surface Xα(K) is an orthosymmetric smooth real algebraic
curve of genus g ≥ 2. Let (K ·,·, d,N, ℓ, ψ) be the polarized bigraded Lefschetz module associated to
X/R = Xα(K). Then the representation σ2 extends to representations
ρ : R[Γ]→ B(H·(K, d)),
ρN : R[Γ]→ B(H·(Cone(N)))
with the properties as in Theorems 3.3 and 3.7, where Γ is the Fuchsian Schottky uniformization for
X/R of Proposition 3.11.
Remark 3.16 In this paper, the choice of dealing with the case of the Schottky group in Theorem 3.14
is motivated by the geometric setting proposed by Manin [24]. However, it is clear that the argument
given in Theorem 3.3 holds in greater generality. This suggests that the picture of Arakelov geometry
at the Archimedean places may be further enriched by considering tunnelling phenomena between
different Archimedean places - something like higher order correlation functions - where, instead
of filling each Riemann surface Xα(K) by a handlebody, one can consider more general hyperbolic
3-manifolds with different boundary components at different Archimedean primes. We leave the
investigation of such phenomena to future work.
3.4 Some zeta functions and determinants
The duality isomorphisms N q−2p of Proposition 2.15 and the induced isomorphisms δq of (3.18) give
some further structure to the spectral triple.
Define subspaces H±(X∗) of H ·(X∗) in the following way:
H−(X∗) = ⊕p≤0grw2pH0(X∗)⊕⊕p≤0grw2pH1(X∗)⊕⊕p≤1grw2pH2(X∗),
H+(X∗) := ⊕p≥1grw2pH1(X∗)⊕⊕p≥2grw2pH2(X∗)⊕⊕p≥2grw2pH3(X∗),
(3.24)
Let δ = ⊕2q=0δq be the duality isomorphism of (3.18) and set
ω =
(
0 δ−1
δ 0
)
.
The map ω interchanges the subspaces H±(X∗).
Lemma 3.17 The map ω has the following properties:
• ω2 = id, ω∗ = ω.
• [ω, a] = 0, for all a ∈ A.
• (Φω + ωΦ)|Hq(X∗) = q · id.
Proof. By construction (cf. Theorem 3.7) the action of A commutes with ω. By (3.17), for q ≥
2p the operator Φ on grw2pH
q(X∗) acts as multiplication by p. The duality isomorphism, mapping
grw2pH
q(X∗) to grw2(q−p+1)H
q+1(X∗) (cf. Proposition 2.15), and Φ acts on grw2(q−p+1)H
q+1(X∗) as
multiplication by (q − p). Thus, we obtain
(Φω + ωΦ)|grw2pHq(X∗)(x) = (q − p) · x+ p · x = q · x.
⋄
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Remark 3.18 Recall that a spectral triple (A,H, D) is called even if there is an operator ω such
that ω2 = id and ω∗ = ω; the commutator [ω, a] = 0, for all a ∈ A and the Dirac operator satisfies
Dω + ωD = 0. The conditions of Lemma 3.17 provide a weaker version of this notion, depending on
the degree of the cohomology Hq(X∗).
Due to the presence of this further structure on the spectral triple, determined by the duality
isomorphisms, in addition to the family of zeta functions (3.7), (3.8), we can consider zeta functions
of the form
ζa,P±Φ(s, z) :=
∑
λ∈Spec(P±Φ)
Tr(aΠ(λ, P±Φ))(s− λ)−z , (3.25)
where P± are the projections on H±(X∗). In this setting we can now recover the Γ-factors.
Theorem 3.19 Consider a = σ2(−id) as an element in Aut(K ·,·), acting on H ·(X∗) via the induced
representation (cf. Theorem 3.7). Then the zeta function (3.25)
ζa,P−Φ(s, z) :=
∑
λ∈Spec(P−Φ)
Tr(aΠ(λ, P−Φ))(s − λ)−z
satisfies
exp
(
− d
dz
ζa,P−Φ/(2π)(s/(2π), z)|z=0
)−1
=
LC(H
1(X/C,C), s)
LC(H0(X/C,C), s) · LC(H2(X/C,C), s)
. (3.26)
Proof. Notice that we have P−Φ = Φ|H·(X˜∗)N=0. Moreover, recall that the element a = σ2(−id) acts
as (−1)q−1 on differential forms of degree q. We have
exp
(
− d
dz
ζa,P−Φ/(2π)(s/(2π), z)|z=0
)
=
2∏
q=0
exp
(
− d
dz
ζa,P− Φ2pi |Hq(X∗)(s/(2π), z)|z=0
)
=
2∏
q=0
exp
(
(−1)q d
dz
ζΦq (s/(2π), z)|z=0
)
,
where Φq = Φ|Hq(X˜∗)N=0. The result then follows by Proposition 2.24.
⋄
We give a few more examples of computations with zeta functions related to the arithmetic spectral
triple.
Example 3.20 For Re(s) >> 0, the zeta function (3.5) of the Dirac operator Φ is given by
ζΦ(s) = Tr(|Φ|−s) = (4g + 4)ζ(s) + 1 + 1
2s
, (3.27)
where ζ(s) is the Riemann zeta function
ζ(s) =
∑
n≥1
1
ns
.
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Proof. We compute explicitly Tr(|Φ|−s). On the complement of the zero modes, the operator |Φ| has
eigenvalues the positive integers, and the corresponding eigenspaces En(|Φ|) are described as follows:
E1(|Φ|) = gr−2H0(X∗)⊕
gr−2H1(X∗)⊕ gr4H1(X∗)⊕
gr−2H2(X∗)⊕ gr2H2(X∗)⊕ gr4H2(X∗)⊕
gr4H
3(X∗),
(3.28)
E2(|Φ|) = gr−4H0(X∗)⊕
gr−4H1(X∗)⊕ gr6H1(X∗)⊕
gr−4H2(X∗)⊕ gr4H2(X∗)⊕ gr6H2(X∗)⊕
gr6H
3(X∗),
(3.29)
En(|Φ|) = gr−2nH0(X∗)⊕
gr−2nH1(X∗)⊕ gr2(n+1)H1(X∗)⊕
gr−2nH2(X∗)⊕ gr2(n+1)H2(X∗)⊕
gr2(n+1)H
3(X∗),
(3.30)
for n ≥ 3.
Using then the result of Proposition 2.22 to compute the dimension of these eigenspaces, we have
dim gr2pH
0(X∗) = 1 (p ≤ 0)
dim gr2pH
1(X∗) = 2g (p ≤ 0) dim gr2pH1(X∗) = 1 (p ≥ 1)
dim gr2pH
2(X∗) = 1 (p ≤ 1) dim gr2pH2(X∗) = 2g (p ≥ 2)
dim gr2H
2(X∗) = 1
dim gr2pH
3(X∗) = 1 (p ≥ 2)
We obtain
dimEn(|Φ|) =
{
(4g + 4) n ≥ 3
(4g + 5) n = 1, 2
(3.31)
This completes the calculation. Thus, we obtain
Tr(|Φ|−s) =
∑
n≥1
dimEn(|Φ|)n−s = (4g + 5)(1 + 1
2s
) + (4g + 4)
∑
n≥3
n−s
= (4g + 4)ζ(s) + 1 +
1
2s
.
⋄
As an immediate consequence of this calculation we obtain the volume determined by the Dirac
operator Φ.
Example 3.21 The volume in the metric determined by Φ is given by V = (4g + 4).
Proof. We compute the volume using the residue formula (3.6). Recall that the Riemann zeta
function has residue 1 at s = 1. In fact, the well known formula
lim
s→1+
(s− 1)ζK(s) = 2r1(2π)r2 |d|−1/2hRw−1,
holds for an arbitrary number field K, with class number h, w roots of unity, discriminant d and
regulator R, with r1 and r2 counting the embeddings of K into R and C. Applied to K = Q this yields
the result. This implies that, for the zeta function computed in (3.27), we obtain
V = Trω(|Φ|−1) = Ress=1Tr(|Φ|−s) = (4g + 4)Ress=1ζ(s) = (4g + 4). (3.32)
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Notice how, while the handlebody XΓ˜ in its natural hyperbolic metric has infinite volume, the
Dirac operator Φ induces on A(Γ˜), which is our non-commutative version of the handlebody, a metric
of finite volume. This is an effect of letting R[Γ˜] act via the Lefschetz SL(2,R) representation.
It is evident from the calculation of the eigenspaces En(|Φ|) in Example 3.20 that the Dirac
operator Φ has a spectral asymmetry (cf. [2]). This corresponds to an eta invariant, which can be
computed easily from the dimensions of the eigenspaces in Example 3.20, as follows.
Example 3.22 The eta function of the Dirac operator Φ is given by
ηΦ(s) :=
∑
06=λ∈Spec(Φ)
sign(λ)
1
|λ|s = 1 +
1
2s
, (3.33)
The eta invariant ηΦ(0) = 2, measuring the spectral asymmetry, is independent of g.
3.5 Zeta function of the special fiber and Reidemeister torsion
In this paragraph we show that the expression (3.26) of Theorem 3.19 can be interpreted as a Reide-
meister torsion, and it is related to a zeta function for the fiber at arithmetic infinity.
We begin by giving the definition of a zeta function of the special fiber of a semistable fibration,
which motivates the analogous notion at arithmetic infinity.
Let X be a regular, proper and flat scheme over Spec(Λ), for Λ a discrete valuation ring with
quotient field K and finite residue field k. Assume that X has geometrically reduced, connected and
one-dimensional fibers. Let us denote by η and v resp. the generic and the closed point of Spec(Λ) and
by η¯ and v¯ the corresponding geometric points. Assume that the special fiber Xv of X is a connected,
effective Cartier divisor with reduced normal crossings defined over k = k(v). This degeneration is
sometime referred to as a semistable fibration over Spec(Λ).
Let Nv denote the cardinality of k. Then, define the zeta-function of the special fiber Xv as follows
(u is an indeterminate)
ZXv (u) =
P1(u)
P0(u)P2(u)
, Pi(u) = det(1− f∗u | Hi(Xη¯,Qℓ)Iv¯ ), (3.34)
where f∗ is the geometric Frobenius i.e. the map induced by the Frobenius morphism f : Xv¯ → Xv¯
on the cohomological inertia-invariants at v¯.
The polynomials Pi(u) are closely related to the characteristic polynomials of the Frobenius
Fi(u) = det(u · 1− f∗ | Hi(Xη¯,Qℓ)Iv¯ )
through the formula
Pi(u) = u
biFi(u
−1), bi = degree(Fi). (3.35)
The zeta function ZXv (u) generalizes on a semistable fiber the description of the Hasse-Weil zeta
function of a smooth, projective curve over a finite field.
Based on this construction we make the following definition for the fiber at an Archimedean prime
of an arithmetic surface:
ZΦ(u) :=
P1(u)
P0(u)P2(u)
, (3.36)
where we set
Pq(u) := det∞
(
1
2π
− uΦq
2π
)
, (3.37)
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with Φq = Φ|Hq(X˜∗)N=0.
In order to see how this is related to the result of Theorem 3.19, we recall briefly a simple obser-
vation of Milnor (cf. §3 [32]). Suppose given a finite complex L and an infinite cyclic covering L˜, with
H∗(L˜, κ) finitely generated over the coefficient field κ. Let h : π1L→ κ(s) be the composition of the
homomorphism π1L→ Π associated to the cover with the inclusion Π ⊂ Units(κ(s)). The Reidemeis-
ter torsion for this covering is given (up to multiplication by a unit of κΠ) by the alternating product
of the characteristic polynomials Fq(s) of the κ–linear map
s∗ : Hq(L˜, κ)→ Hq(L˜, κ),
τ(s) ≃ F0(s)F1(s)−1F2(s) · · ·Fn(s)±1. (3.38)
Moreover, for a map T : L→ L, let ζT (u) be the Weil zeta
ζT (u) = P0(u)
−1P1(u)P2(u)−1 · · ·Pn(u)±1,
where the polynomials Pq(u) of the map T∗ are related to the characteristic polynomials Fq(s) by
(3.35) and bq are the q-the Betti number of the complex L. By analogy with (3.38), Milnor writes the
Reidemeister torsion τT (s) (up to multiplication by a unit) as
τT (s) := F0(s)F1(s)
−1F2(s) · · ·Fn(s)∓1,
where Fq(s) are the characteristic polynomials of the map T∗. Then the relation between zeta function
and Reidemeister torsion is given by:
ζT (s
−1)τT (s) = sχ(L), (3.39)
where χ(L) is the Euler characteristic of L.
Similarly, we can derive the relation between the zeta function of the fiber at infinity defined as in
(3.36) and the alternating product of Gamma factors in (3.26).
First notice that the expression (3.26) is of the form (3.38). Namely, we write
LC(H
1(X/C,C), s)
LC(H0(X/C,C), s) · LC(H2(X/C,C), s)
=
F0(s) · F2(s)
F1(s)
, (3.40)
where we set
Fq(s) := det∞
(
s
2π
− Φq
2π
)
, (3.41)
with Φq = Φ|Hq(X˜∗)N=0. For this reason we may regard (3.40) as the Reidemeister torsion of the fiber
at arithmetic infinity:
τΦ(s) :=
F0(s) · F2(s)
F1(s)
. (3.42)
The relation between zeta function and Reidemeister torsion is then given as follows.
Proposition 3.23 The zeta function ZΦ of (3.36) and the Reidemeister torsion τΦ of (3.42) are
related by
ZΦ(s
−1)τΦ(s) = sg−2eχs log s,
with g is the genus of the Riemann surface X/C and χ = 2− 2g its Euler characteristic.
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Proof. The result follows by direct calculation of the regularized determinants as in Section 2.5.
Namely, we compute (in the case q = 0, 1)
Pq(u) = det∞
(
1
2π
− uΦq
2π
)
= exp

−bq d
dz
((2π)z
∑
n≥0
(1 + un)−z)|z=0


= exp
(
bq
(
log Γ
(
1
u
)
+
log 2π
u
+
log u
2
+
log u
u
))
= ubq/2e−bq
log u
u (2π)−1/uΓ(1/u),
where bq are the Betti numbers of X/C. The case q = 2 is analogous, but for the presence of the +1
eigenvalue in the spectrum of Φ2, hence we obtain
P2(u) = exp
(
−b2 d
dz
(
(2π)zu−zζ(1/u, z)−
(
1
u
− 1
)−z)
z=0
)
= ΓC
(
1
u
− 1
)−1
u−3/2e
logu
u .
Thus, we obtain
ZΦ(s
−1) =
LC(H
0(X/C,C), s) · LC(H2(X/C,C), s)
LC(H1(X/C,C), s)
sg−2eχ s log s.
⋄
4 Shift operator and dynamics.
In this section we consider an arithmetic surface X over Spec(OK), with K a number field, and a fixed
Archimedean prime which corresponds to a real embedding α : K →֒ R. We also assume that the
corresponding Riemann surface X/R is an orthosymmetric smooth real algebraic curve of genus g ≥ 2.
We consider a Schottky uniformization of the Riemann surface X/R and the hyperbolic filling given
by the handlebody XΓ that has X/R as the conformal boundary at infinity, XΓ ∪X/R = Γ\(H3 ∪ΩΓ).
Geodesics in XΓ can be lifted to geodesics in H
3 with ends on P1(C). Among these, geodesics
with one or both ends on ΩΓ ⊂ P1(C) correspond to geodesics in XΓ that reach the boundary at
infinity X/R = Γ\ΩΓ in infinite time. The geodesics in H3 with both ends on ΛΓ ⊂ P1(C) project in
the quotient to geodesics contained in the convex core CΓ = Γ\ Hull (ΛΓ) of XΓ. Since the Schottky
group Γ is geometrically finite, CΓ is a bounded region inside XΓ (cf. [31]). For this reason, geodesics
in XΓ that lift to geodesics in H
3 with both ends on ΛΓ are called bounded geodesics.
We denote by Ξ ⊂ XΓ the image under the quotient map of all geodesics in H3 with endpoints on
ΛΓ ⊂ P1(C), endowed with the induced topology. Similarly, we denote by Ξc ⊂ Ξ the image in XΓ of
all geodesics in H3 with endpoints of the form {z−(h), z+(h)} for some primitive h ∈ Γ. Here z±(h)
are the attractive and repelling fixed points of h, and the element h is primitive in Γ if it is not a
power of some other element of Γ.
Definition 4.1 We denote by Ξ˜ the orientation double cover of Ξ and we refer to it as the infinite
tangle of bounded geodesics. Similarly, we define Ξ˜c to be the orientation double cover of Ξc and we
refer to it as the tangle of primitive closed geodesics.
Since Ξ is orientable, Ξ˜ ∼= Ξ × Z/2, where the second coordinate is the choice of an orienta-
tion on each geodesic. So, for instance, the geodesics in H3 with endpoints {z−(h), z+(h)} and
{z+(h), z−(h)} = {z−(h−1), z+(h−1)} correspond to the same closed geodesic in Ξc, while in the
double cover Ξ˜c they give rise to the two different lifts of the geodesic in Ξc.
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More precisely, let L{a,b} denote the geodesic in H3 ∼= C × R+ with endpoints {a, b} in the
complement of the diagonal in P1(C)× P1(C). A parameterization for the geodesic L{a,b} is given by
L˜{a,b}(s) =
(
aes + be−s
es + e−s
,
|a− b|
es + e−s
)
s ∈ R. (4.1)
The parameter s in (4.1) determines a parameterization by arc length on the corresponding geodesic
πΓ(L{a,b}) in Ξ˜, where πΓ : H3 → XΓ is the quotient map. Then we have
Ξ˜ = {πΓ(L˜{a,b}(s)) : s ∈ R, (a, b) ∈ (ΛΓ × ΛΓ)0},
where
(ΛΓ × ΛΓ)0 := (ΛΓ × ΛΓ)r∆
denotes the complement of the diagonal in ΛΓ × ΛΓ.
Remark 4.2 The Z/2 involution on Ξ˜ that has Ξ as quotient corresponds to the involution that
exchanges the two factors in ΛΓ × ΛΓ.
Remark 4.3 Notice that most constructions and results presented in this section are topological in
nature, hence they do not require any assumption on the conformal structure of the Riemann surface
X/R. In particular they are not sensitive to whether X is a complex or real smooth algebraic curve.
However, when we refer to the results of the previous sections, by comparing the dynamical and
Archimedean cohomology in Theorem 5.7, we need to know that the Z/2 cover Ξ˜ is compatible with
the conformal structure on the Riemann surface. This requires the presence of the real structure, so
that complex conjugation z 7→ z¯ on P1(C), which induces the change of orientation on the geodesics
L{a,b} in H3, determines an involution on the Γ–quotient.
According to [24], the tangle of bounded geodesics Ξ˜ provides a geometric realization of the dual
graph G∞ of the maximally degenerate closed fiber at arithmetic infinity.
In this section, we consider a resolution of Ξ˜ by the mapping torus (suspension flow) ST of a
dynamical system T (cf. Proposition 4.11), with a surjection ST → Ξ˜.
In Theorem 4.12 we give an explicit description of the cohomology H1(ST ). Such cohomology is
endowed with a filtration whose graded pieces depend uniquely on the coding of geodesics in Ξ˜ (cf.
Proposition 4.14 and Proposition 4.15).
4.1 The limit set and the shift operator
Given a choice of a set of generators {gi}gi=1 for the Schottky group Γ, there is a bijection between the
elements of Γ and the set of all reduced words in the {gi}2gi=1, where we use the notation gi+g := g−1i ,
for i = 1, . . . , g. Here by reduced words we mean all finite sequences w = a0 . . . aℓ in the gi, for any
ℓ ∈ N, satisfying ai+1 6= a−1i for all i = 0 . . . , ℓ− 1.
We also consider the set S+ of all right–infinite reduced sequences in the {gi}2gi=1,
S+ = {a0a1 . . . aℓ . . . |ai ∈ {gi}2gi=1, ai+1 6= a−1i , ∀i ∈ N}, (4.2)
and the set S of doubly infinite reduced sequences in the {gi}2gi=1,
S = {. . . a−m . . . a−1a0a1 . . . aℓ . . . |ai ∈ {gi}2gi=1, ai+1 6= a−1i , ∀i ∈ Z}. (4.3)
On the space S we consider the topology generated by the sets W s(x, ℓ) = {y ∈ S|xk = yk, k ≥ ℓ},
and the Wu(x, ℓ) = {y ∈ S|xk = yk, k ≤ ℓ} for x ∈ S and ℓ ∈ Z. This induces a topology with
analogous properties on S+ by realizing it as a subset of S, for instance, by extending each sequence
to the left as a constant sequence.
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We define the one-sided shift operator T on S+ as the map
T (a0a1a2 . . . aℓ . . .) = a1a2 . . . aℓ . . . (4.4)
We also define a two-sided shift operator T on S as the map
T ( . . . a−m . . . a−1 a0 a1 . . . aℓ . . . ) =
. . . a−m+1 . . . a0 a1 a2 . . . aℓ+1 . . .
(4.5)
Given a choice of a base point x0 ∈ H3 ∪ ΩΓ we can define a map Z : S+ → ΛΓ in the following
way. For an eventually periodic sequence wa0 . . . aN ∈ S+, with an initial word w, we set
Z(wa0 . . . aN ) = wz
+(a0 . . . aN ). (4.6)
Here we identify the finite reduced word w with an element in Γ, hence wz+(a0 . . . aN ) is the image
under w ∈ Γ of the attractive fixed point of the element a0 . . . aN of Γ. For sequences a0 . . . aℓ . . . that
are not eventually periodic, we set
Z(a0 . . . aℓ . . .) = lim
ℓ→∞
(a0 . . . aℓ)x0, (4.7)
where again we identify a finite reduced word a0 . . . aℓ with an element in Γ.
We also introduce the following notation. We denote by S+(w) ⊂ S+ the set of right infinite
reduced sequences in the {gi}2gi=1 that begin with an assigned word w = a0 . . . aℓ. If g ∈ Γ is expressed
as a reduced word w in the gi, we write ΛΓ(g) := Z(S+(w)).
In the following we denote by ΛΓ×ΓΛΓ the quotient by the diagonal action of Γ of the complement
of the diagonal (ΛΓ × ΛΓ)0.
The group Γ acts on P1(C) by fractional linear transformations, hence on ΛΓ, which is a Γ-invariant
subset of P1(C). The group Γ also acts on S+: an element γ ∈ Γ, identified with a reduced word
γ = c0 . . . ck in the gi, maps a sequence a0 . . . aℓ . . . to the sequence obtained from c0 . . . cka0 . . . aℓ . . .
by making the necessary cancellations that yield a reduced sequence.
Lemma 4.4 The following properties are satisfied.
1. The spaces S+ and S are topologically Cantor sets. The one-sided shift T of (4.4) is a continuous
surjective map on S+, while the two-sided shift T of (4.5) is a homeomorphism of S.
2. The limit set ΛΓ with the topology induced by the embedding in P
1(C) is also a Cantor set, and
the map Z of (4.6) and (4.7) is a homeomorphism.
The shift operator T on S+ induces the map ZTZ−1 : ΛΓ → ΛΓ of the form
ZTZ−1|ΛΓ(gi)(z) = g−1i (z).
3. The map Z is Γ-equivariant.
Proof. 1. The first claim can be verified easily.
2. It is not hard to see that the correspondence a0 . . . aℓ . . . 7→ limℓ→∞(a0 . . . aℓ)x0 gives a bijection
between the complement of eventually periodic sequences in S+ and the complement of the fixed
points {z−(h), z+(h)}h∈Γ in ΛΓ (cf. [19] Prop. 1.2). To see that the correspondence wa0 . . . aN 7→
w z+(a0 . . . aN ) = z
+(wa0 . . . aNw
−1) is a bijection between the set of eventually periodic sequences
and the set of fixed points {z−(h), z+(h)}h∈Γ in ΛΓ, we proceed as in [19]. For any h ∈ Γ, h
can be written as a reduced word h = a0 . . . aℓ in the gi’s. If this word satisfies aℓ 6= a−10 , then
Z−1(z+(h)) = a0 . . . aℓ and Z−1(z−(h)) = a−1ℓ . . . a
−1
0 . If aℓ = a
−1
0 , then there is an element γ ∈ Γ,
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such that h = γaik . . . aik+N γ
−1, with aik+N 6= a−1ik . In this case Z−1(z+(h)) = γaik . . . aik+N and
Z−1(z−(h)) = γa−1ik+N . . . a
−1
ik
. As a continuous bijection from a compact to a Hausdorff space, Z is a
homeomorphism. The expression for ZTZ−1 is then immediate.
3. By continuity it is sufficient to check that the map Z restricted to the dense subset
{z−(h), z+(h)}h∈Γ ⊂ ΛΓ
is Γ-equivariant. This was proved already in 2., since Z(γa0 . . . aN ) = γ z
+(a0 . . . aN ).
⋄
We recall two notions that will be useful in the following.
Let A = (Aij) be an N ×N elementary matrix. The subshift of finite type with transition matrix
A is the subset of the set of all doubly infinite sequences in the alphabet {1, . . . , N} of the form
SA := {. . . i−m . . . i−1i0i1 . . . iℓ . . . |1 ≤ ik ≤ N, Aikik+1 = 1, ∀k ∈ Z}. (4.8)
A double sided shift operator of the form (4.5) can be defined on any subshift of finite type.
In the following we will consider the case where the elementary matrix A is the symmetric 2g× 2g
matrix with Aij = 0 for |i− j| = g and Aij = 1 otherwise.
Definition 4.5 The pair (S, T ) of a space and a homeomorphism is a Smale space if locally S can
be decomposed as the product of expanding and contracting directions for T . Namely, the following
properties are satisfied.
1. For every point x ∈ S there exist subsets W s(x) and Wu(x) of S, such that W s(x) ×Wu(x) is
homeomorphic to a neighborhood of x.
2. The map T is contracting on W s(x) and expanding on Wu(x), and W s(Tx) and T (W s(x)) agree
in some neighborhood of x, and so do Wu(Tx) and T (Wu(x)).
Lemma 4.6 The following properties are satisfied.
1. The map Q : S → ΛΓ × ΛΓ
Q(. . . a−m . . . a−1a0a1 . . . aℓ . . .) =
(
Z(a−1−1a
−1
−2 . . . a
−1
−m . . .) , Z(a0a1a2 . . . aℓ . . .)
)
is an embedding of the space S in the Cartesian product ΛΓ × ΛΓ. The image of the embedding
Q is given by Im(Q) =
⋃
i6=j ΛΓ(gi)×ΛΓ(gj). On Im(Q) the two-sided shift operator T of (4.5)
induces the map QTQ−1
QTQ−1|ΛΓ(gi)×ΛΓ(gj)( Z(gib1b2 . . . bm . . .), Z(gja1 . . . aℓ . . .) ) =
( Z(g−1j gib1 . . . bm . . .), g
−1
j gj Z(a1a2 . . . aℓ . . .) ).
2. The map Q : S → ΛΓ × ΛΓ descends to a homeomorphism of the quotients
Q¯ : S/T ≃→ ΛΓ ×Γ ΛΓ.
3. The space S can be identified with the subshift of finite type SA with the symmetric 2g × 2g
matrix A = (Aij) with Aij = 0 for |i− j| = g and Aij = 1 otherwise.
The two-sided shift operator T on S of (4.5) decomposes S in a product of expanding and
contracting directions, so that (S, T ) is a Smale space.
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Proof. 1. The first claim follows directly from the definitions and Lemma 4.4.
2. Notice that Im(Q) intersects each Γ orbit in the complement of the diagonal (ΛΓ × ΛΓ)0.
Moreover, if (a, b) = Q(x), then for γ ∈ Γ the element (γa, γb) is in Im(Q) iff b ∈ ΛΓ(γ−1), and in
that case (γa, γb) = Q(T nx), for n = length (γ) as a reduced word in the gi. The statement on Q¯
then follows easily.
3. We write S as the shift of finite type SA. Namely, we identify a reduced sequence
. . . a−m . . . a−1 a0 a1 . . . aℓ . . .
where each ak = gik ∈ {gi}2gi=1 with the sequence . . . i−m . . . i−1i0i1 . . . iℓ . . . satisfying Aikik+1 = 1, for
all k ∈ Z.
Then, for subshifts of finite type with the double sided shift (4.5), the sets
Wu(x) = ∪ℓ∈ZWu(x, ℓ),
with
Wu(x, ℓ) := {y ∈ S|xk = yk, k ≤ ℓ}
and
W s(x) = ∪ℓ∈ZW s(x, ℓ).
with
W s(x, ℓ) := {y ∈ S|xk = yk, k ≥ ℓ}
give the expanding and contracting directions, so that (S, T ) satisfies the properties of a Smale space
(cf. [37]).
⋄
The homeomorphism of Lemma 4.6.2 at the level of the quotient spaces is sufficient for our pur-
poses, but the identification could be strengthened at the level of the groupoids of the equivalence
relations rather than on the quotients themselves, hence giving an actual identification of noncommu-
tative spaces.
Remark 4.7 It is well known that one can associate different C∗–algebras to Smale spaces (cf. [42],
[37], [38]). For the Smale space (S, T ) we consider, there are four possibilities: the crossed product
algebra C(S)⋊TZ and the C∗–algebras C∗(Gs)⋊TZ, C∗(Gu)⋊TZ, C∗(Ga)⋊TZ obtained by considering
the action of the shift T on the groupoid C∗–algebra (cf. [40] for the definition of such algebra)
associated to the groupoids Gs, Gu, Ga of the stable, unstable, and asymptotic equivalence relations
on (S, T ).
In the following we consider the algebras C(S)⋊T Z and C∗(Gu)⋊T Z and show that the first is a
non-commutative space describing the quotient ΛΓ×Γ ΛΓ and the second is a non-commutative space
describing the quotient ΛΓ/Γ.
4.2 Coding of geodesics
Since the Schottky group Γ is a free group consisting of only loxodromic elements, the coding of
geodesics in XΓ in terms of the dynamical system (S, T ) is particularly simple. The following facts
are well known. We recall them briefly for convenience.
We denote by Sp ⊂ S the set of periodic reduced sequences in the gi, i.e. the set of periodic points
of the shift T . We define
Ξˆ :=
{
πΓ(L{a,b}) : (a, b) ∈ (ΛΓ × ΛΓ)0
}
,
and
Ξˆc :=
{
πΓ(L{z+(h),z−(h)}) : h ∈ Γ \ id
}
,
where L{a,b} denotes the geodesic in H3 ∼= C× R+ with endpoints {a, b}.
The following Lemma gives a coding of the primitive closed geodesics in Ξ˜c by the quotient Sp/T .
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Lemma 4.8 The correspondence Lc : wa0 . . . aN 7→ πΓ(L{w z+(a0...aN ),w z−(a0...aN )}) induces a bijec-
tion between Sp/T and Ξˆc
Proof. Arguing as in Lemma 4.4, we see that every closed geodesic in Ξ˜c is of the form
πΓ(L{z+(a0...aN ),z−(a0...aN )})
for some reduced sequence a0 . . . aN with aN 6= a−10 . If two elements a0, a2, . . . , aN and b0, b1, . . . , bM
of Sp represent the same primitive closed geodesic, then the elements ha = a0a2 · · · aN and hb =
b0b1 · · · bM are conjugate in Γ, ha = ghbg−1, by an element g = c1c2 · · · ck. It is easy to see that this
implies ck = b
−1
0 , ck−1 = b
−1
1 , etc. so that, for some 1 ≤ N0 ≤ N , we have
b0, b1, . . . , bM = T
N0(a0, a1, . . . , aN ),
that is, the two sequences are in the same equivalence class modulo the action of T . We refer to [19]
for details.
⋄
Via the map Lc of Lemma 4.8 we can define on Ξˆc a topology which makes it homeomorphic to
the quotient Sp/T .
Similarly, we obtain a coding of geodesics in Ξ˜ by the quotient space S/T .
Lemma 4.9 The map L : S → Ξˆ, L : x 7→ πΓ(L{a,b}), for x ∈ S and (a, b) = Q(x) in ΛΓ × ΛΓ,
induces a bijection between S/T and Ξˆ.
Proof. Any geodesic in Ξ˜ lifts to a geodesic in H3 with ends (a, b) in the complement of the diagonal
(ΛΓ × ΛΓ)0. Notice that in H3 we have γL{a,b} = L{γa,γb}. The claim then follows easily.
⋄
Via the map L of Lemma 4.9 we can define on Ξˆ a topology which makes it homeomorphic to the
quotient S/T .
We introduce a topological space defined in terms of the Smale space (S, T ), which we consider as
a graph associated to the fiber at arithmetic infinity. This maps onto the dual graph Ξ˜ considered in
[24].
Definition 4.10 The mapping torus (suspension flow) of the dynamical system (S, T ) is defined as
ST := S × [0, 1]/(x, 0) ∼ (Tx, 1) (4.9)
Consider the map Q˜ : ST → Ξ˜, defined by
Q˜([x, t]) = πΓL˜{a,b}(s(x, t)), (4.10)
where (a, b) = Q(x) in (ΛΓ × ΛΓ)0. Notice that the map Q˜ yields a geodesic in the handlebody, but
the parameterization induced by the time coordinate t on the mapping torus, in general, will not
agree with the natural parameterization of the geodesic by the arc length s. In fact, the induced
parameterization, here denoted by s(x, t), has the property that the geodesic line L˜{a,b}(s(x, t)) in H3
crosses a fundamental domain for the action of Γ in time t ∈ [0, 1].
Proposition 4.11 The map Q˜ : ST → Ξ˜ of (4.10) is a continuous surjection. It is a bijection away
from the intersection points of different geodesics in Ξ˜.
Proof. The parameterization s(t) is chosen in such a way that the map (4.10) is well defined on
equivalence classes. By 2. of Lemma 4.6 and Lemma 4.9 the map is a continuous surjection.
⋄
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4.3 Cohomology and homology of ST
We give an explicit description of the cohomology H1(ST ,Z).
Theorem 4.12 The cohomology H1(ST ,Z) satisfies the following properties.
1. There is an identification of H1(ST ,Z) with the K0-group of the crossed product C∗-algebra for
the action of T on S,
H1(ST ,Z) ∼= K0(C(S) ⋊T Z). (4.11)
2. The identification (4.11) endows H1(ST ,Z) with a filtration by free abelian groups F0 →֒ F1 →֒
· · ·Fn →֒ · · · , with rankF0 = 2g and rankFn = 2g(2g − 1)n−1(2g − 2) + 1, for n ≥ 1, so that
H1(ST ,Z) = lim−→
n
Fn.
Proof. 1. The shift T acting on S induces an automorphism of the C∗–algebra of continuous
functions C(S). With an abuse of notation we still denote it by T . Consider the crossed product
C∗–algebra C(S)⋊T Z. This is a suitable norm completion of C(S)[T, T−1] with product (V ∗W )k =∑
r∈Z Vk · (T rWr+k), for V =
∑
k VkT
k, W =
∑
kWkT
k, and V ∗W =∑k(V ∗W )kT k.
TheK–theory groupK0(C(S)⋊TZ) is described by the co–invariants of the action of T (cf. [8],[34]).
Namely, let C(S,Z) be the set of continuous functions from S to the integers. This is an abelian group
generated by characteristic functions of clopen sets of S. The invariants and co–invariants are given
respectively by C(S,Z)T := {f ∈ C(S,Z) |f − f ◦ T = 0} and C(S,Z)T := C(S,Z)/B(S,Z), with
B(S,Z) := {f − f ◦ T |f ∈ C(S,Z)}. We have the following result (cf. [8]):
• The C∗–algebra C(S) is a commutative AF–algebra (approximately finite dimensional), obtained
as the direct limit of the finite dimensional commutative C∗–algebras generated by characteristic
functions of a covering of S. Thus, K0(C(S)) ∼= C(S,Z), being the direct limit of the K0-groups
of the finite dimensional commutative C∗–algebras, and K1(C(S)) = 0 for the same reason.
• The Pimsner–Voiculescu exact sequence (cf. [35]) then becomes of the form
0→ K1(C(S) ⋊T Z)→ C(S,Z) I−T∗→ C(S,Z)→ K0(C(S) ⋊T Z)→ 0, (4.12)
with K0(C(S)⋊T Z) ∼= C(S,Z)T . Since the shift T is topologically transitive, i.e. it has a dense
orbit, we also have K1(C(S) ⋊T Z) ∼= C(S,Z)T ∼= Z.
Now consider the cohomology group H1(ST ,Z). Via the identification with Cˇech cohomology, we
can identify H1(ST ,Z) with the group of homotopy classes of continuous maps of ST to the circle.
The isomorphism
C(S,Z)T ∼= H1(ST ,Z) (4.13)
is then given explicitly by
f 7→ [exp(2πitf(x))], (4.14)
for f ∈ C(S,Z) and with [·] the homotopy class. The map is well defined on the equivalence class of
f mod B(S,Z) since, for an element f − h+ h ◦ T the function
exp(2πit(f − h+ h ◦ T )(x)) = exp(2πitf(x)) exp(2πi((1− t)h(x) + th(T (x)))),
since h is integer valued, but exp(2πi((1− t)h(x) + th(T (x)))) is homotopic to the constant function
equal to 1. It is not hard to see that (4.14) gives the desired isomorphism (4.13) (cf. §4-5 [8]). This
proves the first statement.
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2. There is a filtration on the set of coinvariants C(S,Z)T (cf. Theorem 19 §4 of [34]). It is
obtained in the following way. First, it is possible to identify
C(S,Z)T = C(S,Z)/B(S,Z) ∼= P/δP , (4.15)
where P ⊂ C(S,Z) is the set of functions that depend only on future coordinates, and δ is the operator
δ(f) = f−f ◦T . In fact, since characteristic functions of clopen sets in S depend only on finitely many
coordinates, any function in C(S,Z), when composed with a sufficiently high power of T becomes a
function only of the future coordinates, i.e. of S+, the set of (right) infinite reduced sequences in the
generators of Γ and their inverses, {gi}2gi=1. Since all the f ◦ T k, k ≥ 0, define the same equivalence
class in C(S,Z)T , we have the identification of (4.15).
Then P can be identified with C(S+,Z) viewed as the submodule of the Z-module C(S,Z) of
functions that only depend on future coordinates. As such, it is generated by characteristic functions
of clopen subsets of S+. A basis of clopen sets for the topology of S+ is given by the sets S+(w) ⊂ S+,
where w = a0 . . . aN is a reduced word in the gi and S+(w) is the set of reduced right infinite sequences
b0b1b2 . . . bn . . . such that bk = ak for k = 0 . . .N . Thus, P has a filtration P = ∪∞n=0Pn, where Pn is
generated by the characteristic functions of S+(w) with w of length at most n+1. Taking into account
the relations between these, we obtain that Pn is a free abelian group generated by the characteristic
functions of S+(w) with w of length exactly n+ 1. The number of such words is 2g(2g − 1)n, hence
rankPn = 2g(2g − 1)n.
The map δ satisfies δ : Pn → Pn+1, with a 1-dimensional kernel given by the constant functions.
More precisely, if we write f(a0...an) for a function in Pn, then
(δf)(a0 . . . anan+1) = f(a0 . . . an)− f(a1 . . . an+1).
The resulting quotients
Fn = Pn/δPn−1
are torsion free (cf. Theorem 19 §4 of [34]) and have ranks
rankFn = 2g(2g − 1)n−1(2g − 2) + 1
for n ≥ 1, while F0 ∼= P0 is of rank 2g. There is an injection Fn →֒ Fn+1 induced by the inclusion
Pn ⊂ Pn+1, and P/δP is the direct limit of the Fn under these inclusions. Thus we obtain the
filtration on H1(ST ,Z):
H1(ST ,Z) = lim−→
n
Fn.
This proves the second statement.
⋄
Remark 4.13 There is an interesting degree shift between K–group K0(C(S) ⋊T Z) of the crossed
product algebras associated to the Smale space (S, T ) and the cohomology H1(ST ,Z). This degree
shift is a general phenomenon related to the Thom isomorphism (7.4) as we shall discuss in §7 (cf. [9],
[10]).
The following result computes the first homology of ST .
Proposition 4.14 The homology group H1(ST ,Z) has a filtration by free abelian groups KN ,
H1(ST ,Z) = lim−→
N
KN , (4.16)
with
KN = rank(KN ) =
{
(2g − 1)N + 1 N even
(2g − 1)N + (2g − 1) N odd
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The group H1(ST ,Z) can also be written as
H1(ST ,Z) = ⊕∞N=0RN
where Rn is a free abelian group of ranks R1 = 2g and
RN = rank(RN ) = 1
N
∑
d|N
µ(d) (2g − 1)N/d,
for N > 1, with µ the Mo¨bius function. This is isomorphic to the free abelian group on countably
many generators, Z〈Sp/T 〉.
Proof. The lines {[x, t] : t ∈ R} are pairwise disjoint in the mapping torus ST , hence H1(ST ,Z) is
generated by closed curves {[x, t] : t ∈ R}. By construction, a closed curve in ST corresponds to a
point x ∈ S such that TNx = x for some N ≥ 1. More precisely, if x = a0 . . . aN is a doubly infinite
periodic sequence in S, obtained by repeating the word a0 . . . aN , so that TNx = x, then the map
cx : S
1 → ST of the form
cx : e
2πit 7→ [(x,Nt)], TNx = x. (4.17)
defines a closed curve in ST , which is a non-trivial homology class in H1(ST ,Z). Since all non-trivial
homology classes can be obtained this way, the homology H1(ST ,Z) is generated by all cx as in (4.17),
for x a reduced word a0 . . . aN such that aN 6= a−10 .
Let KN be the free abelian groups generated by all the reduced words a0 . . . aN of length N + 1
satisfying aN 6= a−10 . When we identify the elements of the KN with homology classes via (4.17), we
introduce relations between the KN for different N , namely we have embeddings kKN →֒ KkN ,
k〈a0 . . . aN 〉 7→ 〈a0 . . . aNa0 . . . aN . . . a0 . . . aN︸ ︷︷ ︸
k−times
〉. (4.18)
Thus, the homology H1(ST ,Z) is computed as the limit H1(ST ,Z) = limN KN with respect to the
maps Jk : KN −→ KkN that send the cx of (4.17) to the composite
S1
z 7→zk−→ S1 cx→ ST .
Thus, the homology H1(ST ,Z) can be identified with the Z-module generated by the elements of
Sp/T . This quotient can be written as a disjoint union Sp/T = ∪∞n=0Spn/T , where Spn ⊂ Sp is the
subset of (primitive) periodic sequences with period of length n + 1. This gives the description of
H1(ST ,Z) as direct sum of the Rn = Z〈Spn/T 〉.
The computation of the ranks of the KN and of the Rn is obtained as follows.
For a fixed a0, denote by p(N, k) the number of reduced sequences a0 . . . aN , such that the last
k terms are all equal to a−10 . Then 2g · p(N, 0) = rankKN . Moreover, since the total number of all
reduced sequences of length N+1 is 2g(2g−1)N , we have∑Nk=0 p(N, k) = (2g−1)N . It is not hard to
see from the definition that the p(N, k) satisfy p(N, k) = p(N+1, k+1), p(N,N) = 0, p(1, 0) = 2g−1,
p(N, 0) = p(N + 1, 1) + p(N − 1, 0).
The calculation of p(N, 0) then follows inductively, using p(N, 1) = p(N − 1, 0)− p(N − 2, 0), and
the sum
∑N
k=0 p(N, k) = (2g − 1)N , where p(N, k) = p(N − k + 1, 1).
The rank of the RN can be computed by first considering that KN =
∑
d|N dRd, since the total
number of reduced sequences a0 . . . aN with aN 6= a−10 is the sum of the cardinalities of the Spd over
all d dividing N . These satisfy #Spd = dRd. Then we obtain
RN =
1
N
∑
d|N
µ(d)KN/d =
1
N
∑
d|N
µ(d)(2g − 1)N/d,
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using the Mo¨bius inversion formula in the first equality and the fact that
∑
d|N µ(d) = δN,1 in the
second.
⋄
Combining Theorem 4.12 with Proposition 4.14, we can compute explicitly the pairing of homology
and cohomology for ST . This relates the filtration by the Fn on the cohomology of ST to the coding
of closed geodesics in Ξ˜c.
Proposition 4.15 Let Fn and KN be the filtrations defined, respectively, in Theorem 4.12 and Propo-
sition 4.14. There is a pairing
〈·, ·〉 : Fn ×KN → Z 〈[f ], x〉 = N · f(x¯), (4.19)
with x = a0 . . . aN . Here the representative f ∈ [f ] is a function that depends on the first n+ 1 terms
a0 . . . an of sequences in S, and x¯ is the truncation of the periodic sequence a0 . . . aN after the first n
terms. This pairing descends to the direct limits of the filtrations, where it agrees with the classical
cohomology/homology pairing
〈·, ·〉 : H1(ST ,Z)×H1(ST ,Z)→ Z. (4.20)
Proof. First, it is not hard to check that the pairing (4.19) is compatible with the maps Fn →֒ Fn+1
and Jk : KN → KkN . In fact, (4.19) is invariant under the maps Fn →֒ Fn+1, while under the map
Jk : KN →֒ KkN we have
〈[f ], Jk(x)〉 = kNf(x¯) = k 〈[f ], x〉.
Thus, (4.19) induces a pairing of the direct limits
〈·, ·〉 : lim−→
n
Fn × lim−→
N
KN → Z. (4.21)
In order to check that (4.21) agrees with the cohomology/homology pairing (4.20), notice that a class
c in the homology H1(ST ,Z) is realized as a finite linear combination of oriented circles in ST , where
each such circle is described by a map cx : S
1 → ST of the form (4.17).
The pairing 〈u, c〉 of an element u of the cohomologyH1(ST ,Z) with a generator c of the homology
H1(ST ,Z) is given by the homotopy class [u ◦ c] of
u ◦ c : S1 −→ S1.
We write u(x, t) = [2πitf(x)], for a generator of H1(ST ,Z) in Fn, where f is an element in Pn,
which depends only on the first n + 1 terms in the sequences a0 . . . an . . . in ST (cf. Theorem 4.12).
If y = a0 . . . ad is an element in Rd of period d, and c is the corresponding generator of H1(ST ,Z) of
the form cx(t) = [(x, d · t) : x = a0 . . . ad], then the homotopy class [u ◦ cx] ∈ π1(S1) = Z is equal to
d · f(x) and this proves the claim.
⋄
5 Dynamical (co)homology of the fiber at infinity
In this paragraph we consider the filtered vector space Pκ = P ⊗Z κ, for κ = R or C, where P is
the filtered Z module P ⊂ C(S,Z) of functions depending on future coordinates, as in Theorem 4.12.
Thus, Pκ can be identified with the subspace of C(ΛΓ) of locally constant κ-valued functions. With
a slight abuse of notation, we drop the explicit mention of κ and use the same term P to denote the
vector space, and the notation Pn for its finite dimensional linear subspaces of κ-valued functions that
are constant on ΛΓ(γ) ⊂ ΛΓ, for all γ ∈ Γ of word length |γ| > n+ 1.
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We provide a choice of a linear subspace V of the filtered vector space P , which is isomorphic to
the Archimedean cohomology of Section 2, compatibly with the graded structure of the Archimedean
cohomology and the grading associated to the orthogonal projections of L2(ΛΓ, µ) onto the subspaces
Pn.
The space P carries an action of an involution, which we denote F¯∞ by analogy with the real
Frobenius acting on the cohomologies of §2. In Theorem 5.7 we also show that the embedding of
H1(X˜∗)N=0 in P is equivariant with respect to the action of the real Frobenius.
The image of the subspace V under the quotient map by the image of the coboundary δ = 1 − T
determines a subspace V¯ of the dynamical cohomology isomorphic to the Archimedean cohomology.
The dynamical cohomology H1dyn is defined as the graded vector space given by the sum of the graded
pieces of the filtration ofH1(ST ), introduced in Theorem 4.12. These graded pieces Grp are considered
with coefficients in the p-th Hodge–Tate twist R(p).
Similarly, we define a dynamical homology Hdyn1 as the graded vector space given by the sum of
the terms in the filtration of H1(ST ), introduced in Proposition 4.14. These vector spaces are again
considered with twisted R(p)-coefficients. The resulting graded vector space also has an action of a
real Frobenius F¯∞. Theorem 5.12 shows that there is an identification of the dual of H1(X˜∗)N=0,
under the duality isomorphisms in H·(X∗) of (2.18), with a subspace of Hdyn1 . The identification is
compatible with the F¯∞ action induced by the change of orientation z 7→ z¯ on X/R.
The pair
H1dyn ⊕Hdyn1 (5.1)
provides a geometric setting, defined in terms of the dynamics of the shift operator T , which contains
a copy of the Archimedean cohomology H1(X∗)N=0 and of its dual under the duality isomorphisms
acting on H·(Cone(N)). In Theorem 5.12 we also prove that, under these identifications, the duality
isomorphism corresponds to the homology/cohomology pairing between H1(ST ) and H1(ST ).
This construction also shows that the map 1 − T plays, in this dynamical setting, a role dual to
the monodromy map N of the arithmetic construction of Section 2 (cf. Remark 5.13).
5.1 Dynamical (co)homology
The terms Fn in the filtration of theorem 4.12 define real (or complex) vector spaces, which we still
denote Fn, in the filtration of the cohomologyH
1(ST ,C). Since, as Z-modules, the Fn are torsion free,
the vector spaces obtained by tensoring with R or C are of dimension dimFn = 2g(2g−1)n−1(2g−2)+1
for n ≥ 1 and dimF0 = 2g. We make the following definition.
Definition 5.1 Let H1(ST ,R) = lim−→n Fn, for a filtration Fn as in Theorem 4.12, with real coef-
ficients. Let Grn = Fn/Fn−1 be the corresponding graded pieces, with Gr0 = F0. We define the
dynamical cohomology as
H1dyn := ⊕p≤0grΓ2pH1dyn, (5.2)
where we set
grΓ2pH
1
dyn := Gr−p ⊗R R(p) (5.3)
with R(p) = (2π
√−1)pR.
Let ιΞ : Ξ˜ → Ξ˜ be the involution on the orientation double cover Ξ˜ of Ξ given by the Z/2-
action. This determines an involution ιS : S → S. The induced map ι∗S : P → P preserves the
subspaces Pn and commutes with the coboundary δ, hence it descends to an induced involution
ι∗S : H
1(ST ,R)→ H1(ST ,R) which preserves the Fn and induces a map ι¯∗ : H1dyn → H1dyn.
Definition 5.2 We define the action of the real Frobenius F¯∞ on H1dyn as the composition of the
involution ι¯∗ induced by the Z/2-action on Ξ˜ and the action by (−1)p on R(p).
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Consider then the R-vector space KN generated by all reduced sequences a0 . . . aN in the {gi}2gi=1
with the condition a0 6= a−1N (cf. Proposition 4.14).
Definition 5.3 We define the dynamical homology Hdyn1 as
Hdyn1 := ⊕p≥1grΓ2pHdyn1 , (5.4)
where we set
grΓ2pH
dyn
1 := Kp−1 ⊗R R(p) (5.5)
for R(p) = (2π
√−1)pR. The action of F¯∞ on Hdyn1 is given by
F¯∞((2π
√−1)p a0 . . . ap−1) = (−1)p(2π
√−1)p a−1p−1 . . . a−10 . (5.6)
5.2 Hilbert completions
It is convenient to introduce Hilbert space completions of the vector spaces P and Hdyn1 . This will
allow us to treat the graded structures and filtrations in terms of orthogonal projections. It will also
play an important role later, when we consider actions of operator algebras. The Hilbert spaces can
be chosen real or complex. When we want to preserve the information given by the twisted coefficients
R(p), we can choose to work with real coefficients.
By (4.12), we can describe the cohomology H1(ST ) through the exact sequence
0→ C→ C(S,Z) ⊗ C δ=I−T−→ C(S,Z) ⊗ C→ H1(ST ,C)→ 0, (5.7)
where C(S,Z) ⊗ C are the locally constant, complex valued functions on S. The same holds with R
instead of C coefficients. By the argument of Theorem 4.12, we can replace in this sequence the space
of locally constant functions on S by the space P of locally constant functions of future coordinates.
These can be identified with locally constant functions on ΛΓ,
0→ C→ P δ−→ P → H1(ST ,C)→ 0. (5.8)
We can consider the (real) Hilbert space L2(ΛΓ, µ), of functions of ΛΓ that are square integrable
with respect to the Patterson–Sullivan measure µ (cf. [50]) satisfying
(γ∗dµ)(x) = |γ′(x)|δH dµ(x), ∀γ ∈ Γ. (5.9)
The subspace P ⊂ L2(ΛΓ, µ) is norm dense, hence we will use L = L2(ΛΓ, µ) as Hilbert space
completion of P .
On the homology Hdyn1 a (real) Hilbert space structure is obtained in the following way. Each
summand KN can be regarded as a finite dimensional linear subspace of the (real) Hilbert space ℓ2(Γ),
by identifying the generators a0 . . . aN with a0 6= a−1N with a subset of the set of all finite reduces words,
which is a complete basis of ℓ2(Γ). This determines the inner product on each KN . We denote the
corresponding norm by ‖ · ‖KN . We obtain a real Hilbert space structure on Hdyn1 with norm
‖
∑
p
xp‖ :=
(∑
p
‖xp‖2KN
)1/2
. (5.10)
We denote the Hilbert space completion of Hdyn1 in this norm by Hdyn1 .
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5.3 Arithmetic cohomology and dynamics
We construct a linear subspace V of P isomorphic to the Archimedean cohomology of Section 2,
compatibly with the action of the real Frobenius F¯∞.
Let Πn denote the orthogonal projections onto the subspaces Pn, with respect to the inner product
on the Hilbert space L = L2(ΛΓ, µ). We denote by Πˆn the projections Πˆn = Πn − Πn−1 onto the
subspaces Pn ∩ P⊥n−1. These determine an associated grading operator, the unbounded self–adjoint
operator D : L → L
D =
∑
n
n Πˆn. (5.11)
Consider again the involution ιΞ : Ξ˜→ Ξ˜ and the induced ιS : S → S.
Definition 5.4 We define the action of the real Frobenius F¯∞ on the space P by
F¯∞ = (−1)DιS . (5.12)
This extends to a bounded operator on L.
Notice that ιS ◦ Πˆn = Πˆn ◦ ιS , for all n ≥ 1, hence the involution F¯∞ commutes with all the
projections Πˆn.
Similarly, we have an analog of the Tate twist by R(p) on the coefficients of the Archimedean
cohomology of Section 2, given by the action on P of the linear operator (2π√−1)D.
Let χS+(wn,k) denote the characteristic functions of the sets S+(wn,k) ⊂ S+, where wn,k is a word
in the {gj}2gj=1 of the form
wn,k = gkgk · · · gk︸ ︷︷ ︸
n−times
.
Lemma 5.5 The functions χS+(wn,k) ∈ Pn have the following properties:
1. The elements ΠˆnχS+(wn,k) are linearly independent in Pn ∩ P⊥n−1.
2. The images under the quotient map
χn,k := [χS+(wn,k)] ∈ Grn−1 (5.13)
are all linearly independent, hence they space a 2g dimensional subspace in each Grn−1 ⊂ H1dyn.
Proof. 1. The characteristic functions χS+(wn,k) for n ≥ 1 and k = 1, . . . , 2g are all linearly inde-
pendent in Pn. Moreover, no linear combination of the χS+(wn,k) lies in Pn−1. 2. The pairing of
Proposition 4.15 with T -invariant elements gigi . . . gi . . . in the dynamical homology shows that no
linear combination of the χS+(wn,k) lies in the image of δ = 1−T . Thus, passing to equivalence classes
modulo the image of the map δ = 1− T , we obtain linearly independent elements(
χS+(wn,k) mod (1 − T )
) ∈ Fn−1 ⊂ H1(ST ). (5.14)
Again, as in 1., for any fixed n, no linear combination of the classes (5.14) lies in Fn−2. Thus, by
further taking the equivalence classes of the (5.14) modulo Fn−2, we obtain 2g linearly independent
elements (5.13) in each Grn−1.
⋄
We obtain elements in H1dyn by considering
(2π
√−1)pχ−p+1,k ∈ grΓ2pH1dyn. (5.15)
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Definition 5.6 We denote by V ⊂ P the linear vector space spanned by the elements ΠˆnχS+(wn,k).
This is a graded vector space
V := ⊕p≤0grΓ2pV , (5.16)
with grΓ2pV = Πˆ|p|V. Similarly, we denote by V¯ ⊂ H1dyn the graded subspace
V¯ := ⊕p≤0grΓ2pV¯
where grΓ2pV¯ is the subspace of grΓ2pH1dyn spanned by the elements of the form (5.15), for k = 1, . . . , 2g.
Notice that in (5.16) we have added a sign to the grading (p ≤ 0), in order to match the sign of the
grading of the Archimedean cohomology. This means that we have to introduce a sign in the grading
operator (5.11). We discuss this more precisely when we introduce the dynamical spectral triple.
Now we show that there is a natural definition of a map from the Archimedean cohomology to
the space V and to the dynamical cohomology. This involves a basis of holomorphic differentials
determined by the Schottky uniformization.
For k = 1, . . . , g, let ηk denote a basis of holomorphic differentials on the Riemann surface X/R
satisfying the normalization ∫
aj
ηk = δjk, (5.17)
where the ak are a basis of Ker(I∗) for I∗ : H1(X/R,Z)→ H1(XΓ,Z) induced by the inclusion of X/R
as the boundary at infinity of the handlebody XΓ. We refer to this basis as the canonical basis of
holomorphic differentials.
Recall that, since we are considering an orthosymmetric smooth real algebraic curve, X/R has a
Schottky uniformization by a Fuchsian Schottky group as in Proposition 3.11. It is known then (cf.
[24] [45]) that a holomorphic differential η on X/R can be obtained as Poincare´ series with exponent
1, η = Θ1(f), where f is a meromorphic function on P1(C) with divisor D(f) ⊂ ΩΓ, and
Θm(f)(z) :=
∑
γ∈Γ
f(γ(z))
(
∂γ(z)
∂z
)m
(5.18)
is the Poincare´ series with exponent m. The fact that the Hausdorff dimension of the limit set satisfies
dimH(ΛΓ) < 1 ensures absolute convergence on compact sets in ΩΓ (cf. Remark 3.12). In particular,
consider the automorphic series
ωk =
∑
h∈C(·|gk)
dz log〈hz+(gk), hz−(gk), z, z0〉, (5.19)
where 〈a, b, c, d〉 is the cross ratio of points in P1(C), and C(·|gk) denotes a set of representatives of
the coset classes Γ/Z〈gk〉, for {gk}gk=1 the generators of Γ, and z0 a base point in ΩΓ. By Lemma 8.2
of [24] (cf. Proposition 1.5.2 of [28]), the expression (5.19) gives the canonical basis of holomorphic
differentials satisfying the normalization condition (5.17), in the form
ηk =
1
2π
√−1ωk, so that
∫
aj
ωk = (2π
√−1)δjk. (5.20)
The formula (5.19) gives the explicit correspondence between the set of generators of Γ and the
canonical basis of holomorphic differentials gk 7→ ωk, for k = 1, . . . , g, which we use in order to produce
the following identification.
Theorem 5.7 Consider the map
U : grw2pH
1(X˜∗)N=0 −→ grΓ2pV , (5.21)
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given by
U((2π
√−1)p−1ϕk) := (2π
√−1)p Πˆ|p|
χS+(wn,k) − χS+(wn,k+g)
2
(5.22)
U((2π
√−1)p−1ϕk+g) := (2π
√−1)p Πˆ|p|
χS+(wn,k) + χS+(wn,k+g)
2
, (5.23)
for k = 1, . . . , g and p ≤ 0, where we set
ϕk = (ωk + ω¯k)/2 and ϕg+k = −i(ωk − ω¯k)/2. (5.24)
Consider also the map
U¯ : grw2pH
1(X˜∗)N=0 −→ grΓ2pV¯ , (5.25)
given by
U¯((2π
√−1)p−1ϕk) := (2π
√−1)p χ−p+1,k − χ−p+1,k+g
2
(5.26)
U¯((2π
√−1)p−1ϕk+g) := (2π
√−1)p χ−p+1,k + χ−p+1,k+g
2
. (5.27)
The map U is an isomorphism of H1(X˜∗)N=0 and V ⊂ P. It is equivariant with respect to the action
of the real Frobenius F¯∞. The Tate twist that gives the grading of H1(X˜∗)N=0 corresponds to the
action of (2π
√−1)−D, for D in (5.11), on V. The map U¯ is an isomorphism of H1(X˜∗)N=0 and V¯
as graded vector spaces, which is equivariant with respect to the action of the real Frobenius F¯∞.
Proof. The elements (5.24) give a basis of H1DR(X/R,R(1)), where the twist is due to the choice
of normalization (5.17) and the relation (5.20). A basis for H1(X/R,R(p)) is then given by the
(2π
√−1)p−1ϕk, k = 1, . . . , 2g.
By (2.26), we have H1(X˜∗)N=0 = ⊕p≤0grw2pH1(X˜∗)N=0, with grw2pH1(X˜∗)N=0 = H1(X/R,R(p)).
Thus, we obtain a basis for H1(X˜∗)N=0, of the form
{(2π√−1)p−1ϕk : k = 1, . . . , 2g, p ≤ 0}.
By construction, the maps (5.21) and (5.25) define isomorphisms of graded vector spaces. We need
to check that they are equivariant with respect to the action of the real Frobenius.
In the case of a real X/R, the action of complex conjugation z 7→ z¯ corresponds geometrically
to a change of orientation on X/R, which induces a change of orientation on the handlebody XΓ. If
L{a,b} is the geodesic in Ξ˜ such that the orientation of the geodesic at the endpoint b ∈ P1(C) agrees
with the outward pointing normal vector, then under the change of orientation induced by z 7→ z¯
the geodesic L{a,b} is exchanged with L{b,a}, which is exactly the effect of the involution on Ξ˜. The
induced involution on P exchanges χS+(wn,k) and χS+(wn,g+k). Since we have F¯∞Πˆn = ΠˆnF¯∞, we
obtain
F¯∞((2π
√−1)pΠˆ|p|χS+(wn,k) = (−1)p(2π
√−1)pΠˆ|p|χS+(wn,k+g).
Similarly, the involution on V¯ is given by
F¯∞((2π
√−1)pχ−p+1,k) = (−1)p(2π
√−1)pχ−p+1,g+k.
On the other hand, under the action of the real Frobenius F¯∞ we haveH1(X/R,R) = E1⊕E−1 with
dimE±1 = g (cf. Remark 2.17), generated respectively by the (2π
√−1)−1ϕk and (2π
√−1)−1ϕg+k,
for k = 1, . . . , g. This gives the corresponding splitting into eigenspaces H1(X˜∗)N=0 = E+⊕E− as in
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(2.35). Thus, we see that (5.22) and (5.23) and (5.26) and (5.27) are F¯∞-equivariant, since we have
F¯∞
(
(2π
√−1)p 1
2
(χS+(wn,k) ± χS+(wn,k+g))
)
= ±1 · (−1)p·
(2π
√−1)p 1
2
(χS+(wn,k) ± χS+(wn,k+g))
F¯∞
(
(2π
√−1)p 1
2
(χ−p+1,k ± χ−p+1,k+g)
)
= ±1 · (−1)p·
(2π
√−1)p 1
2
(χ−p+1,k ± χ−p+1,k+g)
F¯∞
(
(2π
√−1)p−1ϕk
)
= +1 · (−1)p−1(2π√−1)p−1ϕk
F¯∞
(
(2π
√−1)p−1ϕk+g
)
= −1 · (−1)p−1(2π√−1)p−1ϕk+g .
⋄
Remark 5.8 The characteristic function χS+(wn,k) can be regarded as the “best approximation”
within Pn (cf. Theorem 4.12.2.) to a function (non-continuous) supported on the periodic sequence
of period gk,
f(gkgkgkgkgk . . .) = 1 and f(a0a1a2a3 . . .) = 0 otherwise.
In fact, the grading by n should be regarded as the choice of a cutoff on the cohomology H1, corre-
sponding to the choice of a “mesh” on ΛΓ. The periodic sequence gkgkgkgkgk . . . represents under the
correspondence of Lemma 4.8 the closed geodesic in Ξ˜ that is an oriented core handle of the handle-
body XΓ. Thus, the elements (5.15) that span the subspace gr
Γ
2pV¯ ⊂ grΓ2pH1dyn can be regarded as the
“best approximations” within grΓ2pH
1
dyn to cohomology classes supported on the core handles of the
handlebody. In other words, we may regard the index p ≤ 0 in the graded structure V = ⊕pgrΓ2pV as
measuring a way of “zooming in”, with increasing precision for larger |p|, on the core handles of the
handlebody XΓ.
Notice that, while the Archimedean cohomology H1(X˜∗)N=0 is identified with the kernel of the
monodromy map, the dynamical cohomology is constructed by considering the cokernel of the map
δ = 1−T . This suggests a duality between the monodromy N and the map 1−T . This will be made
more precise in the next paragraph.
5.4 Duality isomorphisms
We identify a copy of the dual of the Archimedean cohomology inside the dynamical homology Hdyn1 .
Definition 5.9 We define the linear subspace W ⊂ Hdyn1 to be the graded vector W = ⊕p≥1grΓ2pW,
where grΓ2pW is generated by the 2g elements
(2π
√−1)p gkgk . . . gk︸ ︷︷ ︸
p−times
.
Remark 5.10 Notice that the generators of Hdyn1 are periodic sequences a0 . . . aN , hence elements in
Ker(1− T d) for d the period length, d|N . Notice in particular that the subspace W can be identified
with the part of Hdyn1 that is generated by elements in Ker(1−T ), i.e. periodic sequences with period
length d = 1.
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The subspace W of the dynamical homology is related both to the subspace V¯ of the dynamical
cohomology, and to the space
⊕r≥2grw2rH3Y (X) ∼= δ1(⊕p≤0grw2pH1(X˜∗)N=0),
for r = −p+ 2, and with δ1 the duality isomorphism of (3.18) (cf. Proposition 2.15).
Lemma 5.11 The homology/cohomology pairing (4.19) induces an identification
δ˜1 : gr
Γ
2pV¯ ≃−→ grΓ2(−p+1)W (5.28)
of the vector spaces grΓ2pW and grΓ2pV¯, for all p ≤ 0. The map δ˜1 satisfies δ˜1 ◦ F¯∞ + F¯∞ ◦ δ˜1 = 0.
Proof. The pairing (4.19) of the class of the characteristic function χS+(w−p+1,k) with the element
gjgj . . . gj︸ ︷︷ ︸
(−p+1)−times
is
〈χS+(w−p+1,k), gjgj . . . gj︸ ︷︷ ︸
(−p+1)−times
〉 = (−p+ 1) δjk,
for j, k = 1 . . . 2g. This induces a pairing
〈·, ·〉 : grΓ2pV¯ × grΓ2(−p+1)W → R(1) (5.29)
〈(2π√−1)pχ−p+1,k, (2π
√−1)(−p+1) gjgj . . . gj︸ ︷︷ ︸
(−p+1)−times
〉 = (2π√−1)(−p+ 1)δjk.
Via this pairing, we obtain an identification
δ˜1 : gr
Γ
2pV¯ ≃−→ grΓ2(−p+1)W
of the form
δ˜1 : (2π
√−1)p 12 (χ−p+1,k ± χ−p+1,k+g)
7→ (2π
√−1)(−p+1)
(−p+1)
1
2

 gkgk . . . gk︸ ︷︷ ︸
(−p+1)−times
± g−1k g−1k . . . g−1k︸ ︷︷ ︸
(−p+1)−times

 . (5.30)
The relation δ˜1 ◦ F¯∞ + F¯∞ ◦ δ˜1 = 0 follows by construction.
⋄
We then obtain the following result.
Theorem 5.12 For p ≤ 0, consider the map
U˜ : grw2(−p+2)H
2(X∗) −→ grΓ2(−p+1)W , (5.31)
given by
U˜((2π
√−1)−pϕk) := (2π
√−1)−p+1 1
2(−p+ 1)

 gk . . . gk︸ ︷︷ ︸
(−p+1)−times
− g−1k . . . g−1k︸ ︷︷ ︸
(−p+1)−times

 (5.32)
U˜((2π
√−1)−pϕk+g) := (2π
√−1)−p+1 1
2(−p+ 1)

 gk . . . gk︸ ︷︷ ︸
(−p+1)−times
+ g−1k . . . g
−1
k︸ ︷︷ ︸
(−p+1)−times

 , (5.33)
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for k = 1, . . . , g, with ϕ as in (5.24). The map U˜ is a F¯∞-equivariant isomorphism of the graded vector
spaces ⊕r=−p+2≥2grw2rH2(X∗) and W. Moreover, the following diagram commutes and is compatible
with the action of F¯∞:
grw2pH
1(X˜∗)N=0
U¯

δ1
// grw2(−p+2)H
2(X∗)
U˜

grΓ2pV¯
δ˜1
// grΓ2(−p+1)W
(5.34)
Proof. We have grw2(−p+2)H
2(X∗) ∼= H1(X/R,R(−p+1)) by Propositions 2.22 and 2.23. The duality
isomorphism (3.18) (cf. Proposition 2.15)
δ1 : gr
w
2pH
1(X˜∗)N=0 ≃→ grw2(−p+2)H2(X∗),
is given by
N2p−1 : H1(X/R,R(p))
≃→ H1(X/R,R(−p+ 1)),
(2π
√−1)p−1ϕk 7→ (2π
√−1)−pϕk.
Notice that the duality isomorphism δ1 also satisfies δ1 ◦ F¯∞ + F¯∞ ◦ δ1 = 0. The result then follows
immediately.
⋄
Remark 5.13 There is an intrinsic duality in the identifications of diagram (5.34). In fact, as dis-
cussed in the Remark 5.10, the space H1(X˜∗)N=0 corresponds to Ker(N) is identified with V , which
is obtained by considering the Coker(1 − T ), while the image of H1(X˜∗)N=0 under the duality iso-
morphism δ1 is obtained by taking the Coker(N) in H
·(X∗) and is identified with W , which can be
identified with Ker(1 − T ). Modulo this duality, we have a correspondence between the monodromy
map N and the dynamical map 1 − T . The presence of this duality is not surprising, considering
that the cohomological construction of Section 2 is a theory of the special fiber, while the dynamical
construction of Section 4 and [24] is a theory of the dual graph.
6 Dynamical spectral triple.
In Proposition 6.5 and Theorem 6.6 we construct a spectral triple (A,H, D) associated to the dual
graph ST , where the Hilbert space is given by the cochains of the dynamical cohomology and the
algebra is the crossed product C(ΛΓ)⋊Γ, describing the action of the Schottky group on its limit set.
We recall the construction and basic properties of the Cuntz-Krieger algebra OA associated to the
shift of finite type (S, T ). In Theorem 6.2 we show that this algebra describes, as a non-commutative
space, the quotient of the limit set ΛΓ by the action of the Schottky group Γ.
The Dirac operatorD, defined by the grading operator (5.11) and a sign, restricts to the subspace V
isomorphic to the Archimedean cohomology H1(X˜∗)N=0 to the Frobenius-type operator Φ of Section
2. This ensures that we can recover the local factor at arithmetic infinity from the spectral geometry.
We refer to these data as dynamical spectral triple.
We then show, in §7, that the homotopy quotient ΛΓ ×Γ H3 provides an analog, in the ∞-adic
case, of the p-adic reduction map obtained by considering the reductions mod pk (cf. [24] [33]).
6.1 Cuntz–Krieger algebra
A partial isometry is a linear operator S satisfying the relation S = SS∗S. The Cuntz–Krieger algebra
OA (cf. [17] [18]) is defined as the universal C∗–algebra generated by partial isometries S1, . . . , S2g,
satisfying the relations ∑
j
SjS
∗
j = I (6.1)
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S∗i Si =
∑
j
Aij SjS
∗
j , (6.2)
where A = (Aij) is the 2g × 2g transition matrix of the subshift of finite type (S, T ), namely the
matrix whose entries are Aij = 1 whenever |i− j| 6= g, and Aij = 0 otherwise.
We give a more explicit description of the generators of the Cuntz–Krieger algebra OA.
Consider the following operators, acting on the Hilbert space L2(ΛΓ, µ), where µ is the Patterson–
Sullivan measure on the limit set (cf. [50]):
(Tγ−1f)(x) := |γ′(x)|δH/2 f(γx), and (Pγf)(x) := χγ(x)f(x), (6.3)
where δH is the Hausdorff dimension of ΛΓ and the element γ ∈ Γ is identified with a reduced word in
the generators {gj}gj=1 and their inverses, and χγ is the characteristic function of the cylinder ΛΓ(γ)
of all (right) infinite reduced words that begin with the word γ. Then, for all γ ∈ Γ, Tγ is a unitary
operator with T ∗γ = Tγ−1 and Pγ is a projector. In particular, with the usual notation gj+g = g
−1
j ,
for j = 1, . . . , g, we write
Tj := Tgj and Pj := Pgj for j = 1, . . . , 2g.
Proposition 6.1 The operators
Si :=
∑
j
AijT
∗
i Pj (6.4)
are bounded operators on L2(ΛΓ, µ) satisfying the relations (6.1) and (6.2). Thus, the Cuntz-Krieger
algebra OA can be identified with the subalgebra of bounded operators on the Hilbert space L2(ΛΓ, µ)
generated by the Si as in (6.4).
Proof. The operators Pi are orthogonal projectors, i.e. PiPj = δijPj . The composite T
∗
i PjTi satisfies
∑
j
Aij(T
∗
i PjTi f)(x) =
{
f(x) if Pi(x) = x
0 otherwise.
In fact, we have ∑
j
Aij(T
∗
i PjTif)(x) =
∑
j
AijT
∗
i Pj |g′i(g−1i x)|−δH/2 f(g−1i x)
=
{ ∑
j AijT
∗
i Pj |g′i(Tx)|−δH/2 f(Tx) = f(x) a0 = gi
0 a0 6= gi.
This implies that the Si and S
∗
i satisfy
SiS
∗
i =
∑
j
AijT
∗
i PjTi = Pi.
Since the projectors Pi satisfy
∑
i Pi = I, we obtain the relation (6.1). Moreover, since TiT
∗
i = 1, and
the entries Aij are all zeroes and ones, we also obtain
S∗i Si =
∑
j,k
AijAikPkTiT
∗
i Pj =
∑
j
(Aij)
2 Pj =
∑
j
AijPj .
Replacing Pj = SjS
∗
j from (6.1) we then obtain (6.2).
⋄
The Cuntz–Krieger algebra OA can be described in terms of the action of the free group Γ on
its limit set ΛΓ (cf. [41], [47]), so that we can regard OA as a noncommutative space replacing the
classical quotient ΛΓ/Γ.
54
In fact (cf. Lemma 4.4), the action of Γ on ΛΓ ⊂ P1(C) determines a unitary representation
Γ→ Aut(C(ΛΓ)) (Tγ−1f)(x) = |γ′(x)|δH/2 f(γx), (6.5)
where C(ΛΓ) is the C
∗–algebra of continuous functions on ΛΓ. Thus, we can form the (reduced)
crossed product C∗–algebra C(ΛΓ)⋊ Γ.
In the following Theorem we construct an explicit identification between the algebra C(ΛΓ) ⋊ Γ
and the subalgebra of bounded operators on L2(ΛΓ, µ) generated by the Si, which is isomorphic to
OA.
Theorem 6.2 The Cuntz–Krieger algebra OA satisfies the following properties.
1. There is an injection C(ΛΓ) → OA which identifies C(ΛΓ) with the maximal commutative sub-
algebra of OA generated by the Pγ as in (6.3).
2. The generators Si of OA given in (6.4) realize OA as a subalgebra of C(ΛΓ)⋊ Γ.
3. The operators Tγ of (6.3) are elements in OA, hence the injection of OA inside C(ΛΓ) ⋊ Γ is
an isomorphism,
OA ∼= C(ΛΓ)⋊ Γ. (6.6)
Proof. 1. The algebra C(ΛΓ) acts on L
2(ΛΓ, µ) as multiplication operators. We identify the char-
acteristic function χΛΓ(γ) of the subset ΛΓ(γ) ⊂ ΛΓ with the projector Pγ defined in (6.3). A di-
rect calculation shows that, for any γ ∈ Γ, the projector Pγ satisfies Pγ = Si1 · · ·SikS∗ik · · ·S∗i1 , for
γ = gi1 · · · gik , hence it is in the algebra OA.
For a multi-index µ = {i1, . . . , ik}, the range projection Pµ is the element Pµ = SµS∗µ in OA. We
have identified χΛΓ(γ) in C(ΛΓ) with the range projection Pµ, for µ = {i1, . . . , ik} the multi-index
of γ = gi1 · · · gik . Thus, we have identified C(ΛΓ) with the maximal commutative subalgebra of OA
generated by the range projections (cf. [17] [18]).
2. The operators Si defined in (6.4) determine elements in C(ΛΓ) ⋊ Γ, by identifying the projec-
tors Pj with χΛΓ(gj) as in (1), and the operators Ti with the corresponding elements in the unitary
representation (6.5). These elements still satisfy the relations (6.1) (6.2), hence the algebra generated
by the Si can be regarded as a subalgebra of C(ΛΓ)⋊ Γ.
3. Given 1. and 2., in order to prove the isomorphism (6.6), it is enough to show that, for
any γ ∈ Γ, the operators Tγ in the unitary representation (6.5) are in the subalgebra of C(ΛΓ) ⋊ Γ
generated by the Si. In fact, since this subalgebra contains C(ΛΓ), if we know it also contains the Tγ ,
it has to be the whole of C(ΛΓ) ⋊ Γ. Again this follows by a direct calculation: Tγ = Ti1 · · ·Tik and
Ti = Sg+i + S
∗
i , with gg+i = g
−1
i , since
Tif(x) = |g′i(g−1i x)|−δH/2f(g−1i x),
Sif(x) = (1− χg−1i (x)) |g
′
i(x)|δH/2f(gix),
and
S∗i f(x) = χgi(x) |g′i(Tx)|−δH/2f(Tx).
⋄
6.2 Spectral triple
We construct a spectral triple for the noncommutative space OA. As a Hilbert space, we want to
consider a space that contains naturally a copy of the Archimedean cohomology H1(X˜∗)N=0 and of
the Coker(N) in H2(X∗). Instead of realizing these cohomology spaces inside dynamical cohomology
and homology as in (5.1), we will work with two copies of the chain complex for the dynamical
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cohomology, identifying H1(X˜∗)N=0 with a copy of the subspace V and the Coker(N) in H2(X∗) with
the other copy of V , via the duality isomorphism δ1 of Proposition 2.15.
On the Hilbert space H = L⊕ L, we consider the unbounded linear operator
D|L⊕0 =
∑
n
(n+ 1) (Πˆn ⊕ 0) D|0⊕L = −
∑
n
n (0⊕ Πˆn). (6.7)
Remark 6.3 Notice that the shift by +1 in the spectrum of D on the positive part L ⊕ 0 takes
into account the shift by one in the grading between dynamical homology and cohomology, as in
(5.28). This reflects, in turn, the shift by one in grading introduced by the duality isomorphism (3.18)
between the cohomology of kernel and cokernel of the monodromy map in the cohomology of the cone,
cf. Proposition 2.15. This shift introduces a spectral asymmetry in the Dirac operator (6.7), hence a
nontrivial eta invariant associated to the spectral triple. There is another possible natural choice of
the sign for the Dirac operator D on H = L ⊕ L, instead of the one in (6.7). Namely, one can define
the sign of D using the duality isomorphism δ1 of (3.18), instead of using the sign of the operator Φ
on the archimedean cohomology and its dual. With this other choice, the sign would be given by the
operator that permutes the two copies of L in H. The choice of sign determined by Φ, as in (6.7),
gives rise to a spectral triple that is degenerate as K-homology class, hence, in this respect, using the
sign induced by the duality δ1 may be preferable.
The operator D of (6.7) has the following properties:
Proposition 6.4 Consider the data (H, D) as in (6.7). The operator D is self adjoint. Moreover,
for all λ /∈ R, the resolvent Rλ(D) := (D − λ)−1 is a compact operator on H. The restriction of the
operator D to V ⊕ V ⊂ H agrees with the Frobenius-type operator Φ of (3.17):
U Φ|grw2pH1(X˜∗)N=0 U
−1 = D|0⊕grΓ2pV p ≤ 0
Uδ−11 Φ|grw2pH2(X∗) δ1U−1 = D|grΓ2(−p+2)V⊕0 p ≥ 2,
with the map U of (5.21) of Theorem 5.12, and δ1 the duality isomorphism of (3.18).
Proof. The operatorD of (6.7) is already given in diagonal form and is clearly symmetric with respect
to the inner product of H, hence it is self-adjoint on the domain dom(D) = {X ∈ H : DX ∈ H}. For
λ /∈ Spec(D), the operators Rλ(D) are bounded, and related by the resolvent equation
Rλ(D)−Rλ′(D) = (λ′ − λ)Rλ(D)Rλ′ (D).
This implies that, if Rλ(D) is compact for one λ /∈ Spec(D), then all the other Rλ′(D), λ′ /∈ Spec(D)
are also compact. In our case we have Spec(D) = Z, with finite multiplicities, hence, for instance,
R1/2(D) is a compact operator with spectrum {(n + 1/2)−1 : n ∈ Z} ∪ {0}. The multiplicities
grow exponentially, as shown in §4.3, namely the eigenspaces of D have dimensions dimEn+1 =
2g(2g − 1)n−1(2g − 2) for n ≥ 1, dimEn = 2g(2g − 1)−n−1(2g − 2), for n ≤ −1 and dimE0 = 2g.
Thus, the Dirac operator will not be finitely summable on H, while the restriction of D to V ⊕ V
has constant multiplicities. Furthermore, it is clear that the restriction of D to V agrees with the
restriction of Φ to H1(X˜∗)N=0. On the other hand, recall that the operator Φ defined as in (3.17)
acts on grw2pH
2(X∗), for p ≥ 2, as multiplication by p−1. The map U˜ of (5.31) identifies grw2pH2(X∗)
with grΓ2(p−1)W . Theorem 5.12 shows that we get
Uδ−11 Φ|grw2pH2(X∗) δ1U−1 = D|grΓ2(−p+2)V⊕0.
⋄
We also consider the diagonal action of the algebra OA on H, via the representation (6.3),
ρ : OA → B(H). (6.8)
The operator D and the algebra OA satisfy the following compatibility condition.
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Proposition 6.5 Assume that the Hausdorff dimension of ΛΓ is δH < 1. Then the set of elements
a ∈ OA for which the commutator [D, ρ(a)] is a bounded operator on H is norm dense in OA.
Proof. In addition to the operators Si, we consider, for k ≥ 0, operators of the form
(Si,kf)(x) = h
+
i,k(x) (1 − χg−1
i
)(x) f(gix), (6.9)
and
(Sˆi,kf)(x) = h
−
i,k(Tx)χgi(x) f(Tx), (6.10)
where h±i,k ∈ Pk is the function
h±i,k(x) = Πk
(
|g′i(x)|±δH/2
)
. (6.11)
Notice that these operators satisfy
Si,k : Pn+1 → Pn ∀n ≥ k. (6.12)
Sˆi,k : Pn → Pn+1 ∀n ≥ k. (6.13)
Moreover, the operators S∗i,k and Sˆ
∗
i,k satisfy
S∗i,k : P⊥n → P⊥n+1 ∀n ≥ k, (6.14)
Sˆ∗i,k : P⊥n+1 → P⊥n ∀n ≥ k. (6.15)
We want to estimate the commutator [D,Si]. We have
[D,Si] =
∑
k
k[Πk, Si]−
∑
k
k[Πk−1, Si] = −Si(1−Π0) +
∑
k≥0
(SiΠk+1 −ΠkSi).
We can write this in the form
−Si(1−Π0) +
∑
k≥0
((Si − Si,k)Πk+1 −Πk(Si − Si,k))−
∑
k≥0
ΠkSi,k(1−Πk+1),
where, in the last term, we have used (6.12). We further write it as
−Si(1−Π0) +
∑
k≥0
((Si − Si,k)Πk+1 −Πk(Si − Si,k))−
∑
k≥0
Πk(Si,k − Sˆ∗i,k)(1 −Πk+1),
using (6.13). This means that we can estimate the first sum in terms of the series∑
k≥0
‖Si − Si,k‖, (6.16)
and the second sum in terms of the series∑
k≥0
‖Si,k − Sˆ∗i,k‖, (6.17)
That is, if (6.16) and (6.17) converge, then the commutator [D,Si] is bounded in the operator norm,
with a bound given in terms of the sum of the series (6.16) and (6.17). The series (6.16) can be
estimated in terms of the series ∑
k≥0
∥∥∥|g′i|δH/2 − h+i,k∥∥∥∞ . (6.18)
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For γ = a0 . . . ak and f ∈ L, we have
(Πkf)(γ) =
1
V ol(ΛΓ(γ))
∫
ΛΓ(γ)
f(x)dµ(x),
where ΛΓ(γ) is the set S+(a0 . . . ak) of irreducible (half) infinite words that start with γ. Thus, we
can estimate (6.18) by the series∑
k
sup
γ∈Γ,|γ|=k
sup
x,y∈ΛΓ(γ)
∣∣∣|g′i|δH/2(x)− |g′i|δH/2(y)∣∣∣ . (6.19)
If the generator gi of Γ is represented by a matrix
gi =
(
ai bi
ci di
)
∈ SL(2,C),
then
|g′i(x)|δH/2 = |cix+ di|−δH .
Since for a Schottky group Γ the limit set ΛΓ is always strictly contained in P
1(C), we can assume,
without loss of generality, that in fact ΛΓ ⊂ C. Since ∞ /∈ ΛΓ, the |g′i| have no poles on ΛΓ. Then the
functions |g′i| are Lipschitz functions on ΛΓ, satisfying an estimate∣∣∣|g′i|δH/2(x) − |g′i|δH/2(y)∣∣∣ ≤ Ci|x− y|, (6.20)
for some constant Ci > 0. Thus, we can estimate (6.19) in terms of the series∑
k
sup
|γ|=k
diam(ΛΓ(γ)). (6.21)
Since ΛΓ(γ) = γ(ΛΓ r ΛΓ(γ
−1)), and
aγx+ bγ
cγx+ dγ
− aγy + bγ
cγy + dγ
=
x− y
(cγx+ dγ)(cγy + dγ)
,
for
γ =
(
aγ bγ
cγ dγ
)
∈ SL(2,C),
we can estimate, for x, y ∈ ΛΓ(γ),
|x− y| ≤ diam(ΛΓ) |γ′(x)|1/2 |γ′(y)|1/2. (6.22)
We can then give a very crude estimate of the series (6.21) in terms of the series∑
γ∈Γ
diam(ΛΓ(γ)). (6.23)
Notice that (6.21) in fact has a much better convergence than (6.23), by an exponential factor.
By (6.22) we can then estimate the series (6.23) in terms of the Poincare´ series of the Schottky
group ∑
γ∈Γ
|γ′|s, s = 1 > δH . (6.24)
It is known (cf. [7]) that the Poincare´ series (6.24) converges absolutely for all s > δH . Thus, we
obtain that the series (6.16) and (6.17) converge and the commutator [D,Si] is bounded.
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The series (6.17) can be estimated in a similar way, in terms of the series∑
k
‖h+i,k − |g′i|δHh−i,k‖∞,
which can be deal with by the same argument.
A completely analogous argument also shows that the commutators [D,S∗i ] are bounded, using
the operator Sˆi,k instead of Si,k and S
∗
i,k instead of Sˆ
∗
i,k in the calculation.
Thus, we have shown that the dense subalgebra OalgA generated algebraically by the operators Si
and S∗i has bounded commutator with D.
⋄
In order to treat also the case δH > 1, one would need a more delicate estimate of (6.21). To our
purposes, the condition on the Hausdorff dimension δH < 1 is sufficiently general, since it is satisfied
in the cases we are interested in, namely for an archimedean prime that is a real embedding, with
X/R an orthosymmetric smooth real algebraic curve, cf. Proposition 3.11 and Remark 3.12.
We can then construct the “dynamical spectral triple” at arithmetic infinity as follows:
Theorem 6.6 For δH = dimH(ΛΓ) < 1, the data (OA,H, D) form a spectral triple.
Proof. By Proposition 6.4 we know that D is self adjoint and (1 +D2)−1/2 is compact. Proposition
6.5 then provides the required compatibility between the Dirac operator D and the algebra.
⋄
Remark 6.7 The dynamical spectral triple we constructed in Theorem 6.6 is not finitely summable.
This is necessarily the case, if the Dirac operator has bounded commutator with group elements in Γ,
since a result of Connes [11] shows that non amenable discrete groups (as is the case for the Schottky
group Γ) do not admit finitely summable spectral triples. However, it is shown in [17], [18], and [37]
that the Cuntz–Krieger algebra OA also admits a second description as a crossed product algebra.
Namely, up to stabilization (i.e. tensoring with compact operators) we have
OA ≃ FA ⋊T Z, (6.25)
where FA is an approximately finite dimensional (AF) algebra stably isomorphic to the groupoid
C∗–algebra C∗(Gu) of Remark 4.7. It can be shown that the shift operator T induces an action
by automorphisms on FA, so that the crossed product algebra (6.25) corresponds to C∗(Gu) ⋊T Z
associated to the Smale space (S, T ). (cf. Remark 4.7). This means that, again by Connes’ result on
hyperfiniteness (cf. [11]), it may be possible to construct a finitely summable spectral triple using the
description (6.25) of the algebra. It is an interesting question whether the construction of a finitely
summable triple can be carried out in a way that is of arithmetic significance.
6.3 Archimedean factors from dynamics
The dynamical spectral triple we constructed in Theorem 6.6 is not finitely summable. However, it is
still possible to recover from these data the local factor at arithmetic infinity.
As in the previous sections, we consider a fixed Archimedean prime given by a real embedding
α : K →֒ R, such that the corresponding Riemann surface X/R is an orthosymmetric smooth real
algebraic curve of genus g ≥ 2. The dynamical spectral triple provides another interpretation of the
Archimedean factor LR(H
1(X/R,R), s) = ΓC(s)
g.
Proposition 6.8 Consider the zeta functions
ζπ(V),D(s, z) :=
∑
λ∈Spec(D)
Tr (π(V)Π(λ,D)) (s− λ)−z , (6.26)
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for π(V) the orthogonal projection on the norm closure of 0⊕ V in H, and
ζπ(V,F¯∞=id),D(s, z) :=
∑
λ∈Spec(D)
Tr
(
π(V , F¯∞ = id)Π(λ,D)
)
(s− λ)−z , (6.27)
for π(V , F¯∞ = id) the orthogonal projection on the norm closure of 0 ⊕ V F¯∞=id. The corresponding
regularized determinants satisfy
exp
(
− d
dz
ζπ(V),D/2π(s/2π, z)|z=0
)−1
= LC(H
1(X), s), (6.28)
exp
(
− d
dz
ζπ(V,F¯∞=id),D/2π(s/2π, z)|z=0
)−1
= LR(H
1(X), s). (6.29)
Moreover, the operator π(V) acts as projections in the AF algebra FA compressed by the spectral
projections Π(λ,D).
Proof. Let Veven = ⊕p=2kgrΓ2pV and Vodd = ⊕p=2k+1grΓ2pV . Further, we denote by V±even and V±odd
the ±1 eigenspaces of the change of orientation involution. The +1 eigenspace of the Frobenius F¯∞ is
then given by V+even⊕V−odd. Let π(V+even) and π(V−odd) denote the corresponding orthogonal projections.
We then compute explicitly
ζπ(V),D/2π(s/2π, z) =
∑
λ∈Spec(D)
Tr (π(V)Π(λ,D)) (s− λ)−z = 2g(2π)zζ(s, z)
and
ζπ(V,F¯∞=id),D/2π(s/2π, z) =∑
λ∈Spec(D) Tr (π(V+even)Π(λ,D)) (s− λ)−z +
∑
λ∈Spec(D) Tr
(
π(V−odd)Π(λ,D)
)
(s− λ)−z
= gπzζ(s/2, z) + gπzζ((s − 1)/2, z),
so that we obtain the identities (6.28) and (6.29) as in Proposition 2.26.
Consider the operators Qi,n = S
n
i S
∗
i
n in the Cuntz–Krieger algebra OA. These are projections
in FA that act as multiplication by the characteristic function χS+(wn,i). Thus, the operator Q|p| :=∑
iQi,|p| has the property that the compression Πˆ|p|Q|p|Πˆ|p| by the spectral projections of D, acts as
the orthogonal projection onto 0⊕ grΓ2pV .
⋄
After recovering the Archimedean factor, one can ask a more refined question, namely whether it is
possible to recover the algebraic curve X/R from the non-commutative data described in this section.
One can perhaps relate the crossed product algebra FA⋊T Z of (6.25) to some geodesic lamination on
X/R that lifts, under the Schottky uniformization map of Proposition 3.11, to a collection of hyperbolic
geodesics in P1(C)\P1(R) with ends on ΛΓ ⊂ P1(R). This may provide an approach to determining
the periods of the curve and also bridge between the two constructions presented in the first and
second half of this paper. We hope to return to these ideas in the future.
7 Reduction mod ∞ and homotopy quotients
In the previous sections we have described the (noncommutative) geometry of the fiber at arithmetic
infinity of an arithmetic surface in terms of its dual graph, which we obtained from two quotient
spaces: the spaces
ΛΓ/Γ and ΛΓ ×Γ ΛΓ ≃ S/Z, (7.1)
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with Z acting via the invertible shift T , cf. §4.2, which we can think of as the sets of vertices and
edges of the dual graph. We analyzed their noncommutative geometry in terms of Connes’ theory of
spectral triples.
Another fundamental construction in noncommutative geometry (cf. [10]) is that of homotopy
quotients. These are commutative spaces, which provide, up to homotopy, geometric models for the
corresponding noncommutative spaces. The noncommutative spaces themselves, as we are going to
show in our case, appear as quotient spaces of foliations on the homotopy quotients with contractible
leaves.
The crucial point in our setting is that the homotopy quotient for the noncommutative space S/Z
is precisely the mapping torus (4.9) which gives the geometric model of the dual graph,
ST = S ×Z R, (7.2)
where the noncommutative space S/Z can be identified with the quotient space of the natural foli-
ation on (7.2) whose generic leaf is contractible (a copy of R). On the other hand, the case of the
noncommutative space ΛΓ/Γ is also extremely interesting. In fact, in this case the homotopy quotient
appears very naturally and it describes what Manin refers to in [24] as the “reduction mod ∞”.
We recall briefly how the reduction map works in the non-Archimedean setting of Mumford curves
(cf. [24] [33]). Let K be a finite extension of Qp and let a be its ring of integers. The correct analog
for the Archimedean case is obtained by “passing to a limit’, replacing K with its Tate closure in Cp
(cf. [24] §3.1), however, for our purposes here it is sufficient to illustrate the case of a finite extension.
The role of the hyperbolic space H3 in the non-Archimedean case is played by the Bruhat-Tits
tree TBT with vertices
T 0BT = {a− lattices of rank 2 in a 2-dim K-space}/K∗.
Vertices in TBT have valence |P1(a/m)|, where m is the maximal ideal. Each edge in TBT has length
log |a/m|. The set of ends of TBT is identified with X(K) = P1(K). This is the analog of the conformal
boundary P1(C) of H3. Geodesics correspond to doubly infinite paths in TBT without backtracking.
Fix a vertex v0 on TBT . This corresponds to the closed fiber Xa ⊗ (a/m) for the chosen a-
structure Xa. Each x ∈ P1(K) determines a unique choice of a subgraph e(v0, x) in TBT with vertices
(v0, v1, v2, . . .) along the half infinite path without backtracking which has end x. The subgraphs
e(v0, x)k with vertices (v0, v1, . . . vk) correspond to the reduction mod m
k, namely
{e(v0, x)k : x ∈ X(K)}! Xa(a/mk).
Thus the finite graphs e(v0, x)k represent a/m
k points, and the infinite graph e(v0, x) represents the
reduction of x.
A Schottky group Γ, in this non-Archimedean setting, is a purely loxodromic free discrete subgroup
of PSL(2,K) in g generators. The doubly infinite paths in TBT with ends at the pairs of fixed points
x±(γ) of the elements γ ∈ Γ produce a copy of the combinatorial tree T of the group Γ in TBT . This
is the analog of regarding H3 as the union of the translates of a fundamental domain for the action
of the Schottky group, which can be thought of as a ‘tubular neighborhood’ of a copy of the Cayley
graph T of Γ embedded in H3. The ends of the tree T ⊂ TBT constitute the limit set ΛΓ ⊂ P1(K).
The complement ΩΓ = P
1(K) r ΛΓ gives the uniformization of the Mumford curve X(K) ≃ ΩΓ/Γ. In
turn, X(K) can be identified with the ends of the quotient graph TBT /Γ, just as in the Archimedean
case the Riemann surface is the conformal boundary at infinity of the handlebody XΓ.
The reduction map is then obtained by considering the half infinite paths e(v, x) in TBT /Γ that
start at a vertex v of the finite graph T /Γ and whose end x is a point of X(K), while the finite graphs
e(v, x)k provide the a/m
k points.
This suggests that the correct analog of the reduction map in the Archimedean case is obtained
by considering geodesics in H3 with an end on ΩΓ and the other on ΛΓ, as described in [24]. Arguing
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as in Lemma 4.9, we see that the set of such geodesics can be identified with the quotient ΩΓ ×Γ ΛΓ.
The analog of the finite graphs e(v, x)k that define the reductions modulo m
k is then given by the
quotient H3 ×Γ ΛΓ.
Notice then that the quotient space
ΛΓ ×Γ H3 = ΛΓ ×Γ EΓ, (7.3)
is precisely the homotopy quotient of ΛΓ with respect to the action of Γ, with EΓ = H
3 and the
classifying space BΓ = H3/Γ = XΓ, (cf. [10]). In this case also we find that the noncommutative
space ΛΓ/Γ is the quotient space of a foliation on the homotopy quotient (7.3) with contractible
leaves H3.
The relation between the noncommutative spaces (7.1) and the homotopy quotients (7.2) (7.3) is
an instance of a very general and powerful construction, namely the µ-map (cf. [3] [10]). In particular,
in the case of the noncommutative space C(S)⋊T Z, the µ-map
µ : K∗+1(ST ) ∼= H∗+1(ST ,Z)→ K∗(C(S) ⋊T Z) (7.4)
is the Thom isomorphism that gives the identification of (4.13), (4.14) and recovers the Pimsner–
Voiculescu exact sequence (4.12) as in [9]. The map µ of (7.4) assigns to a K-theory class E ∈
K∗+1(S ×Z R) the index of the longitudinal Dirac operator /∂E with coefficients E . This index is an
element of the K-theory of the crossed product algebra C(S)⋊T Z and the µ-map is an isomorphism.
Similarly, in the case of the noncommutative space C(ΛΓ)⋊ Γ, where we have a foliation on the total
space with leaves H3, the µ-map
µ : K∗+1(ΛΓ ×Γ H3)→ K∗(C(ΛΓ)⋊ Γ) (7.5)
is again given by the index of the longitudinal Dirac operator /∂E with coefficients E ∈ K∗+1(ΛΓ×ΓH3).
In this case the map is an isomorphism because the Baum–Connes conjecture with coefficients holds
for the case of G = SO0(3, 1), with H
3 = G/K and Γ ⊂ G the Schottky group, cf. [23].
In particular, analyzing the noncommutative space C(ΛΓ)⋊Γ from the point of view of the theory
of spectral triples provides cycles to pair with K-theory classes constructed geometrically via the
µ-map.
To complete the analogy with the reduction map in the case of Mumford curves, one should also
consider the half infinite paths e(v, x) corresponding to the geodesics in XΓ parameterized by ΛΓ×ΓΩΓ,
in addition to the finite graphs e(v, x)k that correspond to the homotopy quotient (7.2). This means
that the space that completely describes the “reduction modulo infinity” is a compactification of the
homotopy quotient
ΛΓ ×Γ (H3 ∪ ΩΓ), (7.6)
where EΓ = H3 ∪ ΩΓ corresponds to the compactification of the classifying space BΓ = H3/Γ = XΓ
to BΓ = (H3 ∪ ΩΓ)/Γ = XΓ ∪ X/C, obtained by adding the conformal boundary at infinity of the
hyperbolic handlebody. This is not the only instance where it is natural to consider compactifications
for EΓ and the homotopy quotients, cf. e.g. [52].
8 Further structure at arithmetic infinity
We point out some other interesting aspects of the relation we have developed between the two
approaches of Manin and Deninger to the theory of the closed fiber at arithmetic infinity. We hope
to return to them in future work.
(i) Solenoids. The infinite tangle of bounded geodesics in XΓ can also be related to generalized
solenoids, thus making another connection between Manin’s theory of the closed finer at infinity and
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Deninger’s theory of “arithmetic cohomology”, for which the importance of solenoids was stressed in
the remarks of §5.8 of [21].
There are various ways in which the classical p–adic solenoids can be generalized. One standard
way of producing more general solenoids is by considering a map φ : C → C, which is a continuous
surjection of a Cantor set C, and form the quotient space (C× [0, 1])/ ∼ by the identification (x, 0) ∼
(φ(x), 1). The resulting space is a generalized solenoid provided it is an indecomposable compact
connected space, where the indecomposable condition means that the image under the quotient map
of any D × [0, 1] where D is a clopen subset of C is connected if and only if D = C. It is not hard to
check that this condition is satisfied if φ is a homeomorphism of a Cantor set that has a dense orbit.
Thus, our model for the dual graph of the fiber at arithmetic infinity, given by the mapping torus ST ,
is a generalized solenoid. This can also be related to generalized solenoids for subshifts of finite type
[54].
(ii) Dynamical zeta function. The action of the shift operator T on the limit set ΛΓ provides a
dynamical zeta function on the special fiber at arithmetic infinity, in terms of the Perron–Frobenius
theory for the shift T , with the Ruelle transfer operator (8.1).
(R−sf g)(z) :=
∑
y:Ty=z
e−sf(y)g(y), (8.1)
depending on a parameter s ∈ C and with the function f(z) = log |T ′(z)|. This is the analog of
the Gauss–Kuzmin operator studied in [29] [30] in the case of modular curves. In fact, for s = δH ,
the Hausdorff dimension of the limit set, the operator R := R−δf , with f(z) = log |T ′(z)| is the
Perron–Frobenius operator of T , that is, the adjoint of composition with T ,∫
ΛΓ
h(x)Rf(x) dµ(x) =
∫
ΛΓ
h(Tx) f(x) dµ(x), (8.2)
for all h, f ∈ L2(ΛΓ, µ) and µ the Patterson–Sullivan measure (5.9). In fact,∫
ΛΓ
h(Tx) f(x) dµ(x) =
∑
i
∫
ΛΓ(g
−1
i
)
h(gix)f(x) dµ(x) =
∑
i
∫
ΛΓ
h(gix)χg−1
i
(x) f(x) dµ(x),
where χγ(x) is the characteristic function of the cylinder ΛΓ(γ) of all (right) infinite reduced words
that begin with the word γ. This then gives
=
∫
ΛΓ
h(x)
∑
i
Aijχg−1
i
(x) f(g−1i (x)) |g′i(g−1i (x))|−δH dµ(x),
where the sum is over all admissible i’s, namely such that gi 6= gj , where x = gja1 . . . an . . ..
The operator R encodes important information on the dynamics of T . In fact, there exists a
Banach space (V, ‖ · ‖V) of functions on ΛΓ with the properties that ‖f‖∞ ≤ ‖f‖V for all f ∈ V, and
V ∩ C(ΛΓ) is dense in C(ΛΓ). On this space R is bounded with spectral radius r(R) = 1. The point
λ = 1 is a simple eigenvalue, with (normalized) eigenfunction the density of the unique T -invariant
measure on ΛΓ.
Similarly, for Bq a function space of q–forms on U ⊂ P1(C), with U = ∪iD±i , with analytic
coefficients and uniformly bounded, we denote by R(q)s the operator (8.1) acting on Bq. In the case
q = 0, for s = δH the Hausdorff dimension of ΛΓ, the operator R(0)δH has top eigenvalue 1. This is a
simple eigenvalue, with a non–negative eigenfunction which is the density of the invariant measure.
The analysis is similar to the case described in [29]. For Re(s) >> 0 the operators R(q)s are nuclear.
If we denote by {λi,q(s)}i the eigenvalues of R(q)s , we can define
Pq(s) = det(1−R(q)s ) =
∏
i
(1− λi,q(s)), (8.3)
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so that we have a Ruelle zeta function
ZΓ(s) :=
P1(s)
P0(s)P2(s)
. (8.4)
By the results of [36] §4, the Ruelle zeta function ZΓ(s) defined above is directly related to the Selberg
zeta function of the hyperbolic handlebody XΓ of the form
Z(s) =
∏
γ∈Γ
(1 −N(γ)−s),
for N(γ) = exp(ℓγ) the length of the corresponding primitive closed geodesic (equivalently N(γ) is
the norm of the derivative of γ at the repelling fixed point z+(γ) ∈ P1(C)). If we consider the set of
s ∈ C where 1 is an eigenvalue of R(q)s , these produce possible zeroes and poles of the zeta function
ZΓ(s): among these, the Hausdorff dimension s = δH . The set of complex numbers where ZΓ(s) has a
pole provides this way another notion of dimension spectrum of the fractal ΛΓ extending the ordinary
Hausdorff dimension.
It should be interesting to study the properties of ZΓ(s) in relation to the properties of the arith-
metic zeta function (3.36) we defined in §3.5.
(iii) Missing Galois theory. The data of a spectral triple (A,H, D) associated to the special fiber at
arithmetic infinity may provide a different approach to what Connes refers to as amissing Galois theory
at Archimedean places. The idea is derived from the general setting of Hilbert’s twelfth problem, for
a local or global field K, and its maximal abelian (separable) extension Kab. While class field theory
provides a description of Gal(Kab/K), Hilbert’s twelfth problem addresses the question of providing
explicit generators of Kab and an explicit action of the Galois group, much as in the Kronecker–
Weber case over Q. The approach to Hilbert’s twelfth problem given by Stark’s conjectures (see
e.g. [51]) consists of considering a family of zeta functions (e.g. for the Kronecker–Weber case these
consist of arithmetic progressions ζn,m(s) :=
∑
k∈m+nZ |k|−s) and generate numbers, which have the
form of zeta–regularized determinants (e.g. exp(ζ′n,m(0)) for the Kronecker–Weber case). For more
general fields it is a conjecture that such numbers are algebraic and that they provide the desired
generators with Galois group action. In [26] [27] Manin conjectured that, in the case of real quadratic
fields, noncommutative geometry should produce Stark numbers and Galois action via the theory of
noncommutative tori.
In our setting, whenever we associate the structure of a spectral triple to the Archimedean places,
we obtain, in particular, a family of zeta functions (3.7) determined by the spectral triple. These
provide numbers of the form considered by Stark,
exp
(
d
ds
ζa,D(s)|s=0
)
, (8.5)
as regularized determinants. Of course, in general there is no reason to expect these numbers to be
algebraic. However, it may be an interesting question whether there are spectral triples for which they
are, and whether the original Stark numbers arise via a spectral triple. Notice that there is an explicit
action of the algebra A on the collection of numbers (8.5), which may provide the right framework
for a Galois action. We hope to return to this in a future work.
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