Hamilton-Jacobi formalism of the massive Yang-Mills theory revisited by Baleanu, D.
ar
X
iv
:g
r-q
c/
03
10
09
4v
1 
 1
9 
O
ct
 2
00
3
Hamilton-Jacobi formalism of the massive Yang-Mills
theory revisited
Dumitru Baleanu1,
Department of Mathematics and Computer Sciences, Faculty of Arts and
Sciences, Cankaya University-06530, Ankara , Turkey
Abstract
Using Hamilton-Jacobi formalism we investigated the massive
Yang-Mills theory on both extended and reduced phase-space.
The integrability conditions were discussed and the actions were calculated.
1 Introduction
Since Dirac initiated [1] the Hamiltonian formulation of constrained systems, the
second class systems were subjected to an intense debate [2]. Based on
Caratheodory’s idea [3] Hamilton-Jacobi formalism (HJ) for constrained systems
was initiated [4, 5] and developed in [6, 7, 8, 9]. Specific for this formalism is the
fact that we started with many ”Hamiltonians” and imposing the integrability
conditions we obtain the action. It was proved that (HJ) stabilization algorithm
gives the same results as Dirac’s procedure although there are two different ways
of obtaining the constraints. For second-class constrained systems (HJ) formal-
ism has many subtle aspects which should be clarified. First of all the system
corresponding to the total differential equations are not integrable. To make it
integrable we must modify it.The first option is to solve the total differential
equations by adding the new set of equations obtained in the process of varia-
tion. This procedure is working properly if the form of the equations is not so
complicated and it is extremely difficult to apply it if the equations are non-linear
ones. For these reasons new ways of making the system integrable should be de-
veloped without solving the total differential equations. One way is to transform
the system, by reducing or extending the phase-space, in such a manner that the
modified ”Hamiltonians” have a physical interpretation from (HJ) point of view
[10]. In this paper we will present two methods of making an integrable system
from (HJ) point of view. The first way is based on the chain method and the sec-
ond one is deeply related to the powerful formalism Batalin-Fradkin-Vilkovisky
(BFT) [11] or its modified versions [12], [13]. To illustrate the methods we inves-
tigated the gauge non invariant massive Yang-Mills theory, which is one of the
important models admitting non-linear second-class constraints.
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The plan of the paper is as follows:
In Sec. 2 (HJ) formalism and the chain method were briefly presented. In
Sec.3 the massive Yang-Mills theory is analyzed within (HJ) formalism. Our
conclusions are given in Sec. 4.
2 Hamilton-Jacobi formalism
Let us assume that the Lagrangian L is singular and the Hessian supermatrix has
rank n-r. The Hamiltonians to start with are
H
′
α = Hα(tβ , qa, pa) + pα, (1)
where α, β = n−r+1, · · · , n,a = 1, · · ·n−r. The usual Hamiltonian H0 is defined
as
H0 = −L(t, qi, q˙ν , q˙a = wa) + pawa + q˙µpµ |pν=−Hν , ν = 0, n− r + 1, · · · , n. (2)
which is independent of q˙µ. Here q˙a =
dqa
dτ
, where τ is a parameter. The equations
of motion are obtained as total differential equations in many variables as follows
dqa = (−1)
Pa+PaPα
∂rH
′
α
∂pa
dtα, dpa = −(−1)
PaPα
∂rH
′
α
∂qa
dtα,
dpµ = −(−1)
PµPα
∂rH
′
α
∂tµ
dtα, µ = 1, · · · , r, (3)
dz = (−Hα + (−1)
Pa+PaPαpa
∂rH
′
α
∂pa
)dtα, (4)
where z = S(tα, qa) and Pi represents the parity of ai.
On the surface of constraints the system of differential equations(3) is inte-
grable if and only if
[H
′
α, H
′
β] = 0. (5)
As we can say from (5) if the system is second class in Dirac’s classifica-
tion, then it is not integrable. For second class constrained systems some of the
”Hamiltonians” are not in the form (1) and some of them are not in involution. In
the following we will solve these problems using two different techniques working
in reduced phase-space and extended phase-space respectively.
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2.1 The chain method
Let us assume that the local Lagrangian density L is singular and admits only one
second-class constraints [14] φ1(~x), φ2(~x), · · · , φ2n(~x) and only φ1(~x) is primary.
In this method we have infinite number of constraint equations. If we calculate
the bracket between constraints we will construct the matrix Mij = {φi, φj} as
Mij(~x, ~y) =


0 0 0 · · · 0 0 −α
0 0 0 · · · 0 α ∗
0 0 0 −α ∗ ∗
...
...
0 0 α 0 ∗ ∗
0 −α ∗ ∗ 0 ∗
α ∗ ∗ · · · ∗ ∗ 0


δ(~x− ~y), (6)
where {φ1, φ2n} = −α.
To simplify the problem and to explain the method we consider the two-
chain case. Let us assume that the set of the constraints in involution is given
{χ1, χ2, · · · , χr;ψ1, ψ2, · · · , ψq}. To eliminate the other constraints we transform
the Hamiltonian as [14]
H
′′
= Hc +
1
2
χTα−1χ, (7)
where
χ =
(
χr+1
ψq+1
)
. (8)
Let us assume that for field theory only a primary constraint Φ1 generates
2n-1 constraints denoted by Φα, α = 2, · · ·2n. If the corresponding extended
Hamiltonian has the following form
H
′′′
= Hc +
1
2
∫
d~xα−1(~x)Φ2n+1(~x), (9)
then half of the constraints are eliminated and the resulting system is a first-class
one (for more details see Ref.[14]).
If, for a given second-class constrained system we will find a subset of con-
straints in involution and in the form (1),then due to (5) the system is integrable
from (HJ) point of view and we can calculate the action.
3 Massive Yang-Mills theory
The Lagrangian density is given by
L = −
1
4
F aµνF
aµν +
1
2
m2AaµA
aµ, (10)
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where
F aµν = ∂µA
a
µ − ∂νA
a
µ + gf
abcAbµA
c
ν (11)
In addition we use the following notations and conventions
[T a, T b] = ifabcT c, tr(T aT b) =
1
2
δab, (T a)bc = ifabc. (12)
The canonical Hamiltonian density corresponding to (10) is
Hc =
1
2
(πai )
2+πai∂iA
a
0−gf
abcπaiAb0A
c
i+
1
4
F aijF
aij−
1
2
m2AaiA
ai−
1
2
m2Aa0A
a0. (13)
Let us apply the chain method to investigate the constraints of the system.
The primary constraint is
φa1 = π
a
0 = 0 (14)
and the total Hamiltonian is given by
HT =
∫
d3x(Hc + λ
aπa0), (15)
where λa are Lagrange multipliers. The consistency condition of φa1 gives another
constraint
φa2 = (Diπ
i)a +m2Aa0, (16)
where (Diπ
i)a = ∂iπ
ai+gfabcAbiπ
ci. If we impose the consistency condition for φa1
we obtain an equation for λa. The system is second-class and the Poisson algebra
of φa0 and φ
a
1 is given by
{φa0(x), φ
b
0(y)} = 0, {φ
a
0(x), φ
b
1(y)} = −m
2δabδ(~x− ~y),
{φa1(x), φ
b
1(x)} = gf
abc(Diπ
i)cδ(~x− ~y).
(17)
In (HJ) formalism the ”Hamiltonian” densities to start with are
H
′
0 = p0 +Hc, H
′a
1 = π
a
0 . (18)
If we consider the variations of H
′a
1 we obtain another ”Hamiltonian”
Ha2 = (Diπ
i)a +m2Aa0. (19)
The variation of (19) gives an equation for A˙a0 which is nothing than the form of
Lagrange multipliers λa from the previous method. From (18) and 19 we deduce
that the ”Hamiltonians” are not in the form required by (5). At this stage we will
transform the ”Hamiltonians” such that they will be in involution on the reduced
phase-space. We choose H
′a
1 = π
a
0 and we transform H
′
0 = p0 +Hc as follows
H˜
′
0 = p0 +Hc −
1
2
1
m2
∫ d~x
[
a=n∑
a=1
(Diπ
i)a +m2Aa0
]2 . (20)
In this manner we obtain an integrable system corresponding to H˜
′
0 and H
′a
1 . The
corresponding action of these two ”Hamiltonians” is given by
S =
∫
{−1
4
F aijF
aij + 1
2
πaiπai +
1
2
m2Aa0A
a0 − 1
2
m2AaiA
ai
− 1
2m2
∑a=n
a=1 [(Diπ
i)a +m2Aa0][(Diπ
i)a −m2Aa0]}d~x.
(21)
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3.1 Modified BFT conversion
Another method to make the ”Hamiltonians” in involution and to keep their phys-
ical significance from (HJ) point of view is based on the use of (BFT) formalism
[11]. Let us suppose that for a system with N degrees of freedom Ta second-class
constraints exists, where a = 1, · · · ,M < 2N and
{Ta, Tb} = ∆ab (22)
with det(∆ab) 6= 0. The aim of the formalism is to transform the above constraints
into first-class ones by adding auxiliary variables ηa [11]. In addition the auxiliary
variables fulfills a symplectic algebra
{ηa, ηb} = ωab, (23)
where ωab represents a constant quantity subjected to the restriction det(ωab) 6=
0. For (HJ) formalism the form of the first-class constraints Tˆa = Tˆa(q, p, η) is
crucial.In [11] the form of the constraints in involution was required to be
Tˆa =
∞∑
n=0
T (n)a , (24)
where T (n)a represents the n
th order in q and η. To keep the physical significance
of the ”Hamiltonians” we require them to be in the form
Hˆ
′
α = pˆα + Hˆα (25)
on the extended phase-space. In (25) the involved quantities are functions on the
extended phase-space. The key point is to calculate the first correction T (1)a =
Xab(q, p)η
b in such a way to obtain Tˆa in the form given by (25). Taking into
account that for the massive Yang-Mills theory we have
ωabA,B(x, y) =
(
0 1
−1 0
)
δabδ(x− y). (26)
after calculations we found that
XabAB(x, y) =
(
m2δab 0
−1
2
gfabd(Diπ
i)d δab
)
. (27)
Following (BFT) formalism we found the constraints in involution as
φˆa1 = π
a
0 +m
2η1a, φˆa2 = η
2a + (Diπ
i)a +m2Aa0 −
∞∑
n=1
[(gη¯)n]ab(Diπ
i)b, (28)
where
η¯ac = fabcη1b. (29)
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Using the technique described in [12, 13] we will construct the involutive forms
of the initial fields. After a tedious calculations we obtained
πˆai = π
a
i +
∑
∞
n=1(−1)
n gn
n!
(η¯n)acπci ,
Aˆai = A
a
i +
1
(n+1)!
∑
∞
n=1(gη¯
n)acDiη
2c
Aˆa0 = A
a
0 +
1
m2
∑
∞
n=1[η
2aδ1n + bn((gη¯
n)ac)(Diπ
i)c],
(30)
where
bn =
1
n
[−bn−1 +
1
(n+ 1)!
], n > 1, b1 =
1
2
. (31)
We mention that the our results are different from those obtained in [12, 13]. The
involutive Hamiltonian Hˆc(Aˆ0, Aˆi, πˆ
a
i ) is obtained from Hc(A0, Ai, π
a
i ) by making
the following substitutions A0 → Aˆ0, Ai → Aˆi, π
a
i → πˆ
a
i . ”Hamiltonians” H
′a
1 =
φˆa1, H
′a
2 = φˆ
a
2 and H
′′
0 = p0 + Hˆc are in involution and all of them have physical
significance from (HJ) point of view [10]. The corresponding action of H
′a
1 , H
′a
2
and H
′′
0 is given by
dS = −m2η1adπ0a − (m2Aa0)dη
1a + {1
2
(πai +
∑
∞
n=1(−1)
n gn
n!
(η¯n)acπci )
2
(πai +
∑
∞
n=1(−1)
n gn
n!
(η¯n)acπci )
(
∂i[bn(gη¯
n)ac]gf cdbAdjπ
jd − ∂2j [bn(gη¯
n)ac]πjc
)
−1
4
F aijF
aij + 1
2
m2AaiA
ai + gfabcπaiAb0A
c
i+
(Aa0 +
1
m2
∑
∞
n=1[η
2aδ1n + bn((gη¯
n)ac)(Diπ
i)c])[1
2
Aa0 −
1
2m2
(
∑
∞
n=1(−η
2aδ1n + bn((gη¯
n)ac))]}dt.
(32)
4 Conclusions
Second-class constrained systems are problematic for (HJ) formalism because
the corresponding system of total differential equations are not integrable. In
this paper we presented another way to make the ”Hamiltonians” in involution,
and implicitly to obtain an integrable system, without solving the equations of
motion. The basic idea was to keep the physical significance of the modified
”Hamiltonians”. In the first part we applied the chain method to make the
system corresponding to the massive Yang-Mills theory integrable on the reduced
phase-space. Due to the form of the modified constraints all ”Hamiltonians”
have physical significance from (HJ) point of view. In the second part we used
a method based on modified (BFT) formalism and we obtained an integrable
system on the extended phase-space. In (BFT) formalism the process of making
the constraints in involution is not unique. Using this important property of
this approach we followed that way which gives the physical significance for all
”Hamiltonians” on the extended phase-space. The obtained results are different
from those presented in [12, 13]. In both cases the action corresponding to the
involutive ”Hamiltonians” was calculated .
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