Abstract Skeletons can be viewed as a compact shape representation in that each shape can be completely reconstructed from its skeleton. However, the usefulness of a skeletal representation is strongly limited by its instability. Skeletons suffer from contour noise in that small contour deformation may lead to large structural changes in the skeleton. A large number of skeleton computation and skeleton pruning approaches has been proposed to address this issue. Our approach differs fundamentally in the fact that we cast skeleton pruning as a trade-off between skeleton simplicity and shape reconstruction error. An ideal skeleton of a given shape should be the skeleton with a simplest possible structure that provides a best possible reconstruction of a given shape. To quantify this trade-off, we propose that the skeleton simplicity corresponds to model simplicity in the Bayesian framework, and the shape reconstruction accuracy is expressed as goodness of fit to the data. We also provide a simple algorithm to approximate the maximum of the Bayesian posterior probability which defines an order for iteratively removing the end branches to obtain the pruned skeleton. Presented experimental results obtained without any parameter tuning clearly demonstrate that the resulting skeletons are stable to boundary deformations and intra class shape variability.
Introduction
The skeleton or medial axis (MA), is a compact abstraction of visual shape, which has been widely used for object representation and recognition [1] . Blum's medial axis transform (MAT) has been very influential in computer vision. It computes the centers and radii of maximal disks lying within the object, which touches the boundary with at least two points [2] . There have been many methods proposed for skeleton extraction. However, skeleton extraction is usually troubled by a well-known issue: the skeleton is unstable with respect to small boundary perturbations [3] . Due to the skeleton's sensitivity to boundary deformation and noise, researchers tried to design some stable skeletonization approaches [1, [4] [5] [6] [7] [8] [9] or smart pruning techniques [10] [11] [12] [13] [14] . The progress in skeleton extraction not only significantly improved the performance of shape recognition [15] [16] [17] but also made it possible to utilize skeletons in object detection and contour grouping in natural images [18] [19] [20] . This demonstrates that it is very important to obtain the skeleton with a clean structure that can represent the visual parts of an object [11] .
However, existing approaches to skeletonization or skeleton pruning require adjusting thresholds or other parameters for each shape or shape class separately, which usually is a tedious and manual process. Therefore, skeleton based approaches have never been used on large datasets such as the MPEG-7 Shape Dataset [21] .
We overcome this problem by casting skeleton pruning as a trade-off between two properties of the skeleton: simplicity and shape reconstruction error. The trade-off is quantified by Bayesian probability, and a single parameter is taken as the weight factor for these two properties which is kept constant in all our experiments. An example of a skeleton obtained by the proposed approach is provided in Figure  1 (b), where the red regions represent the reconstruction error when the shape is reconstructed from the proposed skeleton. All the obtained skeletons are stable in the presence of intra class shape deformations as well as boundary noise as demonstrated by our experimental results.
The proposed approach begins with a connected skeleton composed of all MA points. The MA points are then pruned by iteratively removing skeleton end branches according to a certain order. A sequence of skeletons are generated under this order and we choose the skeleton corresponding to the optimal solution of the target function defined in Section 5 as the final output.
As pointed out by [10] , the skeleton of a single connected shape that is useful for skeleton-based recognition should have the following properties:
1. it should preserve the topological information of the original object; 2. the position of the skeleton should be accurate; 3. it should be stable under small deformations; 4. it should contain the centers of maximal disks, which can be used for reconstruction of original object;
5. it should be invariant under Euclidean transformations such as rotations and translations; 6. it should represent significant visual parts of objects.
The proposed skeletons satisfy all these properties and are computed automatically without any parameter tuning.
Related work
Skeletonizaton approaches can be broadly classified into four categories: 1) thinning/peeling algorithms [22] [23] [24] [25] [26] , 2) discrete domain algorithms based on the Voronoi diagram [27] [28] [29] , 3) algorithms based on distance transform [30] [31] [32] [33] [34] , and 4) algorithms based on mathematical morphology [35] [36] [37] [38] .
All the obtained skeletons are subjected to the skeleton's sensitivity to boundary deformations and many of them also include pruning methods along with the skeletonization. The earlier works [39] [40] [41] [42] on skeleton-based shape matching cannot often be used in shape recognition for a large dataset due to the instability of skeletons and the limitations of skeletonization techniques. Recent progresses in skeletonization or skeleton pruning have brought a significant improvement for skeleton-based shape recognition. Aslan et al. [15] extract the disconnected skeletons in a coarse level, which are very good fit for articulated shapes. Bai and Latecki [16] approximately transfer the graph matching process into sequence matching by using skeleton paths between skeleton endpoints as a representation, and their skeleton graphs are built based on the pruned skeletons obtained by [10] . Macrini et al. [17] posit a strategy to build a new kind of skeleton graph named Bone Graph by preprocessing the Shock Graph, which outperforms the Shock Graphs in the shape recognition task [42] . These approaches heavily depend on the quality of obtained skeletons as the object representation.
As an essential part of skeletonization algorithms, skeleton pruning algorithms usually appear in a variety of application-dependent formulations [43] . There are mainly two ways of pruning methods: (1) based on significance measures assigned to skeleton points [28, 31, 43] , and (2) based on boundary smoothing before extracting the skeletons [43, 44] . However, boundary smoothing may lead to disruptive effects. In particular, curvature flow boundary smoothing may cause the position of skeletons shift and has difficulty in distinguishing noise from low frequency shape information on the boundary [43] . A different kind of smoothing is proposed in [45] . A great progress has been made in the type (1) of pruning approaches that define a significance measure for skeleton points and remove points whose significance are low. Ref. [43] gives a complete analysis and compares such pruning methods. To the common significance measures of skeleton points belong propagation velocity, maximal thickness, radius function, axis arc length, the length of the boundary unfolded. Ogniewicz et al. [28] present a few significance measures for pruning hairy Voronoi skeletons without disconnecting the skeletons. Siddiqi et al. combine a flux measurement with the thinning process to extract a robust and accurate connected skeleton [5] . However, correcting the error in calculating the flux is limited by the pixel resolution and is also proportional to the curvature of the boundary evolution front. This makes the exact location of endpoints difficult. Torsello et al. [7] overcome this problem by taking into account variations of density due to boundary curvature and eliminating the curvature contribution to the error.
Ref. [10] presents a promising skeleton pruning method by dividing the contour into separate segments with the vertices from DCE (discrete curve evolution). Since DCE does not change the topology, the pruned skeleton has the topology of the input skeleton. The idea of using contour partitioning [10] is later extended in skeletonization of wireless sensor networks [46] . Krinidis and Chatzis [47] localize the medial points iteratively starting from a boundary point set based on a physics-based deformable model. Recently, Refs. [13, 14] introduce an interesting idea for skeleton punning that can prune a group of shapes from the same class in the same pruning process. The merit of their method is that pruning can benefit the shape information from different shapes and find the common structure. However, their method requires that the shapes in a group should be in the same orientation without serious changes of articulations.
Basic skeleton concepts
Before introducing the proposed approach, we give some definitions. According to Blum's definition of the medial axis (MA) [2] , the MA or a skeleton S of a set D is the locus of the centers of maximal disks. A maximal disk of D is a closed disk contained in D that is interiorly tangent to the boundary ∂D and that is not contained in any other disk in D. Each maximal disc must be tangent to the boundary in at least two different points. As illustrated in Figure 1(c) , the exterior solid curve is the boundary of the set D, and the interior solid curve is the MA. Blue dash circles denotes the maximal discs, whose centers are soft dots. With every skeleton point s ∈ S we also store the radius r(s) of its maximal disk.
In this paper, we use term medial axis (MA) to denote the set M of all centers of maximal disks of a given set D while the skeleton S to denote any subset of M .
By Theorem 8.2 in [48] , the skeleton S is a geometric graph, which means that S can be decomposed into a finite number of connected arcs, called skeleton branches, composed of points of degree two, and the branches meet at skeleton joints (or bifurcation points) that are points of degree three or higher.
The skeleton point having only one adjacent point is an endpoint (the skeleton endpoint); the skeleton point having more than two adjacent points is a junction point. If a skeleton point is not an endpoint or a junction point, it is called a connection point. (For skeletons in digital images, we assume the curves of the skeleton are one-pixel wide.)
A skeleton end branch is part of the skeleton between a skeleton endpoint and the closest junction point. Let l i (i = 1, 2, . . . , N) be the endpoints of a skeleton S. For each endpoint l i , f (l i ) denotes the nearest junction point. Formally, an end branch E(l i , f(l i )) is the shortest skeleton path between l i and f (l i ). For example, in Figure 2 (a), arc from point 1 to point a is a skeleton end branch:
The arc from point a to point b is not an end branch; it is a skeleton (inner) branch. Note that point a is the nearest junction point of two endpoints (1 and 7).
We define end path P (l, o) as the shortest skeleton path between an endpoint l and a skeleton point o named seed point. We choose as seed point o a skeleton point whose radius of the corresponding maximal disk is maximal. In this paper we relax the Blum's definition of the maximal disk. While Blum's definition of maximal disks is restricted only to medial axis points, we extend it to all interior points of the shape D. In particular, we do not require that a maximal disc must be tangent to the boundary in at least two different points. We use Blum's definition of the maximal disk to define the medial axis. Otherwise, we use the relaxed definition in the rest of this paper.
We define a shape space D as the set of all compact planar sets D such that the boundary ∂D is composed of a finite number of simple closed polygonal curves. Sometimes we call such a D a shape. We define a set of skeletons S as the set of sets S such that S is a finite union of open polygonal curves that intersect only at their vertices. This implies that every junction point must be a vertex, but we may have additional vertices to allow the skeleton to bend. We observe that we also relax a definition of the skeleton in that a given skeleton S is not required to be linked to any shape D. Of course, in the remainder of this paper we will relate the skeletons to the shapes, but a skeleton S is a finite union of 1D polygonal open curves.
Let a skeleton S be a subset of a shape D. Let r(s) denote the radius of the maximal disk B(s, r(s)) centered at a point s ∈ S. The reconstruction of D from skeleton S is denoted by R(S)
If a skeleton S is not a subset of D, then R(S) = ∅. The quality of the reconstruction will allow us to relate the skeletons to shapes in the next section. A special case is illustrated in Figure 2 . If S is the MA of D, then we can exactly reconstruct the original shape D from S, i.e., R(S) = D. However, MA of a digital shape in images usually contains spurious branches due to boundary noise and deformation. Our goal is to find a skeleton S that can be seen as a simplification of MA by keeping only skeleton branches that are relevant for the shape representation, while at the same time S should contain enough information to provide a reasonable reconstruction of the shape like the bird skeleton in Figure 2 (a).
desire to seek a skeleton that has as simple structure as possible, whilst the reconstruction error of the skeleton to the given shape is as small as possible. We introduce below intuitive formulas used in Bayesian framework to quantify the trade-off. Feldman and Singh [49] have provided cognitive motivation rooted in human visual perception that the most likely skeleton for a given shape can be obtained by maximizing p(S|D). By Bayes' rule, this probability density function (pdf) can be transformed to
Hence the most probable skeleton S should explain the shape D in the most plausible way under a generative model given by the conditional pdf p(D|S) and at the same time should be the most likely skeleton according to the prior p(S). The prior p(S) represents the skeleton simplicity. The Bayesian framework allows us for a natural and intuitive combination of likelihood and prior. Consequently, Eq.
(2) seeks the simplest skeleton that can best explain a given shape D. For a fixed shape D ∈ D, we can drop the denominator in (2) . It is equal to p(D) = p(D|U )P (U )d(U ) and stays constant for any S in the numerator, where U varies over the set of all possible skeletons U ∈ S.
While Feldman and Singh [49] provide a general framework, they do not provide any complete algorithm for skeleton computation according to (2) . They leave many computational problems open, because their formulas for prior and conditional pdfs lead to challenging combinatorial issues. In this paper we propose to use exponential family distributions to define both factors in (2) .
A key feature of the definition of a skeleton is that the shape can be reconstructed from it [2] . We propose to measure how well a given skeleton S explains shape D as the area difference between D and the shape R(S) reconstructed from S, i.e. Λ(D − R(S)), where Λ(·) denotes the area measured by pixels. We observe that the area of the set difference is very robust to boundary deformations. To be specific, we define
where α is a normalization factor that will be defined in Section 6. Thus, a given skeleton is more likely, the better is the reconstruction R(S) measured by area difference. In particular, if S = M , where M is the medial axis of D, we have
However, when D is given by a binary image, we need to modify M to get an ideal S, since M usually contains many spurious branches and may be deformed due to contour noise and digitization artifacts.
The prior pdf p(S) over the skeletons of D is intended to measure the skeleton simplicity. Intuitively, it makes sense that the shorter skeleton S, the simpler is the structure of S. Therefore, we propose
where Γ (·) denotes the normalized curve length and adding the constant one assures that log(Γ (S)+1) 0. We use log function to scale the measure of curve length, because as it is shown by the popular shape descriptor shape context [50] , scaling the distance with a log factor adds stability to shape representation. In our framework, it is also possible to make the simplicity of a skeleton S dependent on the number of junction point and on the amount of its bending. However, as we will see in our experimental results, expressing the simplicity as the function of length only is sufficient for obtaining high quality skeletons. By plugging (3) and (4) to (2), we obtain our target function
Thus, a skeleton S is more likely, the better it explains the shape D, which is measured by normalized area difference, and the simpler S is, which is measured by normalized log length of S. Consequently, by maximizing (5) we obtain the simplest skeleton S that can best explain shape D. The skeleton simplicity corresponds to model simplicity in Bayesian framework, and the shape reconstruction accuracy corresponds to goodness of fit to the data.
In this section, we introduce a simple algorithm to approximate the maximum of (5) which defines an order for iteratively removing the end branches to obtain the pruned skeleton.
Maximizing (5) is equivalent to minimizing
We denote λ(S|D) = − log p(S|D), the first summand by AR for area ratio and the second by LR for length ratio. Thus, we re-express (6) as
where AR(D|S) 0 and LR(S) 0. α is the weight factor between goodness of fit of R(S) to D measured by AR(D|S) and model simplicity measured by LR(S). Our goal is to find the minimum of (7):
However, searching for the optimal solution of (8) is a computationally challenging problem, since there is a huge number of potential skeletons S that need to be examined. We know neither how many vertices the skeleton S should have nor their positions in the shape D. Moreover, the minimization result depends on the normalization factor α. For example, if α = 0, then a single point skeleton of length zero is a solution, and the solution is not unique. In fact any point s ∈ D yields the optimal value λ(S|D) = 0 for S = {s}. Hence, we also face the problem of the uniqueness of the solution. Consequently, Eq. (8) is an ill-posed problem. In the following we will introduce additional constraints on the skeleton that will allow us to introduce a well-posed problem that seems to provide a reasonable refinement of (8). First we assume α > 0 (the actual value will be determined later), and observe that the larger α is, the more important is the reconstruction accuracy in comparison to the skeleton length. Second, as we stated above if S = M , where M is the medial axis of D, AR(D|S) = 0. However, this leads to a noisy skeleton with many spurious branches. Our key observation is as follows: for every skeleton U not contained in M , there exists at least one skeleton S ⊆ M with a better reconstruction accuracy and shorter or equal length. The following theorem makes this statement more precise:
Theorem 1. Let M be the MA of shape D. For every skeleton U ⊂ M , there exists a skeleton S ⊆ M such that Γ (S) Γ (U ) and AR(D|S) AR(D|U ). Consequently, λ(S|D) λ(U |D).

Proof. The theorem follows from the fact that we can project any point in u ∈ U \M to the closest point p(u) ∈ M . We observe that r(u) r(p(u)) by the definition of MA as composed of the centres of maximal disks. Since r(u) r(p(u)), we obtain u∈U \M B(p(u), r(p(u))) has better or equal reconstruction accuracy to u∈U \M B(u, r(u)).
Let S = p(U ). This means that p(u) = u if u ∈ M and p(u) = u if u ∈ U \ M . Therefore, S has better or equal reconstruction accuracy than U .
Since p is a function, S cannot have more points (pixels) than U . Hence Γ (S) Γ (U ), which completes the proof.
This theorem motivates our constraint to restrict the search for the skeleton S * to S ⊆ M . We can further constrain the solutions of (8) to skeletons with desirable topological and geometric properties. It is important to require S to have the same topology as D. Given that M has the same topology as D, which is guaranteed in the continuous domain, and is true for many discrete medial axis algorithms, e.g., [32] , it is sufficient to ensure that S has the same topology as M in order to obtain that S has the same topology as D. We ensure that S has the same topology as M by removing only skeleton end branches from M . We also require the skeleton end branches to terminate on the boundary of D. The above discussion motivates the following three constraints • S has the same topology as M .
• End branches of S terminate on the boundary of D. Due to these constraints, solving (8) can be performed by removing skeleton end branches from M . Therefore, our goal is to find a sequence of end branches E 0 , . . . , E n , whose removal minimizes (6) . We denote the corresponding sequence of obtained skeletons by
We derive now a recursive process that allows us to find such a sequence. A key step is the selection of the end branch E i for obtaining S (i+1) from S (i) . Given a skeleton S (i) , we denote all its end branches by
We define the weight w
The end branch with the smallest weight
is taken as the branch E i to be removed, and we set S (i+1) = S (i) − E i . In other words, S (i+1) is obtained from S (i) by removing a branch E i with the smallest weight. We continue this process until all branches are removed from M . In fact, in our pruning process, every step is greedy, and we remove the end branch which makes the value of the target function (7) decrease fastest. Our algorithm defines a pruning order which generates a sequence of skeletons {S (i) }. Finally, we choose the skeletonŜ from them which satisfiesŜ = arg min
Thus, instead solving the ill-posed problem in (8), we propose to solve the well-posed problem stated in (11) . In Figure 3 , we show the curves of our target function (7) related to the sequences of skeletons {S (i) }. The skeletons corresponding to the optimal solution of (11) are shown below the curves.
The pseudo code of the proposed skeleton pruning algorithm is given in the Figure 4 .
The choice of the normalization factor α
The normalization factor α is defined as
where (M ) denotes the average length of end paths of M emanating from the seed point o and β is a constant.
Γ (M)
(M) represents the prior of the shape complexity. Intuitively, the lager
is, the more skeleton branches are contained in M , and the more complex the shape is. The so defined α balances the skeleton simplicity and the shape reconstruction error between shapes with different complexities. In all experiments β is set to 9 which is obtained after a trial and error testing. As our experimental results demonstrate that it is possible to keep β for all shapes independent of shape complexity and the amount of boundary noise. 
For all l ∈ L
05.
Compute the weights w l of end branch E(l, f (l)) by (9).
End
07. Choose the minimum weight w min = arg min l∈L w l .
08. Remove the end branch E min with the weight w min : S = S − E min 09. S = S ∪ S.
11.Ŝ = arg min S∈S αAR(S) + LR(S)
Figure 4
The pseudo-code for the proposed algorithm.
Experimental results
In this section, we evaluate the performance of the proposed method in three parts: 1) stability to shape variances and boundary noise, 2) quality of skeletons measured by reconstruction error and 3) analysis and comparison to other recent methods. We stress that we use a fixed parameter β = 9 in all the experiments. All the original skeletons were generated by the algorithm in [32] . It computes skeletons by utilizing the distance transform. The skeletons obtained by [32] can be approximately considered as the medial axes M for each input shape D. In particular, M has the same topology as D and all end branches of M terminate on the contour of D.
Stability of the proposed method
To demonstrate that our method is stable to shape variance, we apply our method to two well-known shape datasets: Kimia's dataset [40] and Tari's dataset [6] , which have also been very popular in skeleton-based shape recognition. Kimia's dataset [40] includes 216 shapes with 18 classes (12 shapes per class), which is a subset of MPEG-7 Shape dataset [21] . There is significant boundary variance among the shapes from the same classes in Kimia's dataset. We show all the results of Kimia's dataset in 
Figure 5
Our skeletons for all shapes in Kimia's dataset [40] . Figure 5 , and we can observe that the obtained skeletons are not only clean but also stable for each of the 18 shape classes.
We also show our results on Tari's dataset [6] in Figure 6 , which consists of 56 shapes with 14 classes (4 shapes per class). In this dataset, the shapes from the same class may differ by serious articulations, and some shapes are with obvious boundary noise. We still use the same setting: β = 9.0 for this dataset, and the obtained skeletons demonstrate that our method is stable to articulation changes.
Furthermore, Figure 7 demonstrates that our skeletons are robust to geometric transformations, such as rotation, scaling, and affine transformations. We use the same setting as before: β = 9.0.
Our skeleton is robust to boundary noise as demonstrated in Figure 8 . We artificially inserted boundary noise, which is either Gaussian or uniform, to the images in the first column.
Quantitative evaluation of skeleton quality
The skeleton of high quality should represent significant visual parts of objects. To evaluate this property of pruned skeletons, we compute the reconstruction error ratio (RER) defined by the AR function. The quality of the skeleton is not solely determined by RER, since the reconstruction error of the original medial axis is zero. Therefore, we also compute the skeleton simplicity (SS) defined by the LR function. We report the statistics of RER and SS for our skeletons and skeletons in Bai et al. [10] on Kimia's dataset [40] and Tari's dataset [6] in Table 1 . We observe that our method yields simpler skeletons (lower SS values) on both datasets. On Tari's dataset, we also have better RER. Our RER on Kimia's dataset is slightly higher than that of [10] , which is needed in order to obtain simpler skeletons. Bai's skeletons are computed by setting a fix threshold at T = 1. We also demonstrate several pruned skeletons of the shapes from MPEG-7 dataset in Figure 9 . The RER values of these skeletons as well as of the skeletons in Table 1 are all very small which shows the high quality of the obtained skeletons. This shows that our 
Figure 6
Our skeletons for all shapes in the Tari's dataset [6] . method yields skeletons with a simple graph structure with only minimal loss in reconstruction quality, which is usually less than one percent of the shape area. The value of the reconstruction error ratio is given in the brackets below each shape. 
Analysis and comparison
In the past, almost all approaches to skeleton pruning require manual parameter tuning for each shape or shape class. However, recent work [47] has tried to obtain stable skeletons with a fixed parameter setting. We compare our method with current state-of-the-art methods [10, 47, 51] .
Ref. [47] used a fixed parameter to extract stable skeletons of a small dataset shown in Figure 10 (b). For comparison, we test our algorithm on the same data set with the a fixed parameter β = 9.0. Our skeletons are shown in Figure 10 (a). Both methods yield visually appealing skeletons. However, the skeletons of the method in [47] are not symmetric to the boundary, e.g., see the skeleton branch at the horse's head in Figure 10 (b), and are sensitive to boundary noise, e.g., the skeleton of the human wiggles a lot due to the boundary noise. In contrast, our algorithm starts with the Blum's medial axis, and consequently, is symmetric to the boundary. In several shape matching method [10] , the sequence of radii of the maximal disks at the points on the skeleton path is used as a feature to discriminate shapes. If the skeleton is not symmetric to the boundary, the radii of the skeleton points are inaccurate, which could influence the matching result. Therefore, skeletons that are symmetric to the boundary are strongly preferred.
In order to demonstrate the accuracy of the skeleton quantitatively, we use the error measure of skeletons proposed in [47] in our evaluation. We apply the skeletonization approach to a simple shape Table 2 Skeletonization error for rectangles presented in Figure 9 Obtained by Obtained by Obtained by Obtained by method in [47] method in [10] (a rectangular region) with known skeleton (Figure 11(a) ). Then, we compare the skeletonization results of this shape for a variable amount of boundary noise (noisy skeletons) (Figure 11(b)-(f) ). For fairness, we test the same rectangles with the noise of the same intensity as in [47] . The error between a noisy skeleton S and the ground-truth skeleton G is computed as the mean square error between their points:
where N is the number of skeleton points in S, (S x (i), S y (i)) are the coordinates of the ith skeleton point in S and (G x (i), G y (i)) is the closest point in G to the point S x (i), S y (i). The average error of the five types of noisy skeletons compared to the ground-truth skeleton in Figure 11 is shown in Table 2 . This evaluation demonstrates that our skeletons are more accurate and more robust to noise than the methods in [10, 47, 51] . We give another comparison to the method in [10] by using a quantitative way to evaluate the quality of the pruned skeletons by measuring the performance of shape retrieval. We use a recent skeleton matching method [16] to perform shape retrieval based on the skeletons extracted by [10] and the proposed algorithm, respectively. For the method in [10] , we use a fixed stop threshold T = 1 to compute all the skeletons of the shapes in Kimia dataset. The retrieval results based on the two different skeleton pruning methods are shown in Table 3 . For each query shape, we check whether the 11 closest matches are in the same category as the query. In Table 3 , the retrieval result is summarized as the number of 11 closest matches that fall into the correct category. Therefore, the best possible number for each column is 216. We observe that the retrieval results based on the skeletons obtained by the proposed method are better, which demonstrates a superior quality of the obtained skeletons.
Experimental details
Our pruning algorithm has high time cost, since it computes the reconstruction in every iterative step. Its average time for obtaining a pruned skeleton from a 512×512 image is about 7 minutes on a standard PC. Our method is much slower than Bai's method [10] whose time cost is only about 28 seconds under the same conditions. Therefore, to obtain the experimental results presented in Subsections 7.1 and 7.3, we used the following strategy to increase speed: First, we pruned the skeletons with the pruning algorithm in [10] to a coarse level; then, we continued with the proposed algorithm. In this way, the average time cost has been reduced to about 34 seconds, and the obtained skeletons are virtually indistinguishable.
Conclusion
In this paper, we establish a Bayesian framework for computing skeletons with a trade-off between reconstruction accuracy and skeleton simplicity. Such skeletons are obtained by iteratively removing the skeleton end branches with the smallest weight related to the trade-off quantification. Our algorithm requires only one parameter that balances the reconstruction accuracy and the skeleton simplicity. The parameter was fixed in all our experiments, which was remarkable, since we applied our algorithm to a large number of shapes. The results on three different datasets, Kimia's dataset [40] , Tari's dataset [6] , and Krinidis' dataset [47] , demonstrate that our method is very stable to shape deformation and boundary noise. Consequently, it can be widely used in various applications, including skeleton-based shape recognition on large datasets.
