We construct the inverse partition semigroup IP X , isomorphic to the dual symmetric inverse monoid I * X , introduced in [6] . We give a convenient geometric illustration for elements of IP X . We describe all maximal subsemigroups of IP X and find a generating set for IP X when X is finite. We prove that all the automorphisms of IP X are inner. We show how to embed the symmetric inverse semigroup into the inverse partition one. For finite sets X, we establish that, up to equivalence, there is a unique faithful effective transitive representation of IP n , namely to IS 2 n −2 . Finally, we construct an interesting H-cross-section of IP n , which is reminiscent of IO n , the H-cross-section of IS n , constructed in [4] .
Introduction
The dual inverse symmetric monoid I * X was introduced in [6] . It consists of all biequivalences on a set X, i.e. all the binary relations α on X that are both full, that is Xα = αX = X, and bifunctional, that is α • α −1 • α = α. The multiplication in I * X is given by:
for α, β ∈ I * X . In the present paper we introduce the inverse partition semigroup IP X , isomorphic to I subsemigroup of the composition semigroup CS X (see Proposition 11), constructed below, a generalization of the semigroup CS n , introduced in [3] . The latter semigroup is close to, so called, Brauer-type semigroups, which were investigated for different reasons and from different contexts.
The first paper within these investigations, was the work of Brauer, [2] , where he introduced the Brauer semigroup B n in connection with representations of orthogonal groups. One more work, where B n was studied in connection with representation theory is [8] . Further work, dedicated to B n are [10] , [14] , [17] . For example, in [10] all the L-and R-cross-sections are described and in [17] a presentation for the singular part of B n is given with respect to its minimal generating set. There are several generalizations of the Brauer semigroup: the partial Brauer semigroup PB n , introduced in [18] ; the composition semigroup CS n , appeared in [3] ; the dual symmetric inverse monoid I * X , introduced in [6] ; the finite inverse partition semigroup IP n , appeared in [16] (which is isomorphic to I * n ); the partial inverse partition semigroup PIP X , introduced in [9] . For other papers, dedicated to these semigroups we refer reader to [5] , [12] , [15] , [19] .
The main purpose of this paper is to investigate some inner semigroup properties of IP X , as well as to establish some connections of IP X with other semigroups.
The paper is organized in the following way. In section 2 we define IP X . After this, in section 3, we prove that the constructed semigroup IP X is isomorphic to I * X . In section 4 we characterize the Green's relations and the natural order in IP X . In section 5 we investigate maximal subsemigroups and ideals of IP X and define the inverse type-preserving semigroup. In section 6 we describe the automorphism group Aut(IP X ). In section 7 we obtain a method how to embed the symmetric inverse semigroup IS X into the inverse partition one. In section 8 we obtain that IP X embeds into IS 2 |X| −2 when | X |∈ N \ {1}. Finally, in section 9 we define the inverse ordered partition semigroup IOP n , which behaves similar to the H-cross-section IO n of IS n , studied in [4] .
Throughout this paper for S a semigroup we denote by E(S) the set of all idempotents of S. The natural order on an inverse semigroup S will be denoted by ≤, i.e., a ≤ b for a, b ∈ S if and only if there is an idempotent e of S such that a = be (see [7] ). We will also need the notion of the trace tr(S) of an inverse semigroup S: the set S together with the partial multiplication * , defined as follows: a * b is defined precisely when ab ∈ R a ∩ L b and is equal then to ab (see [20] and section XIV.2 of [21] ). Finally, we recall one more definition. For any inverse semigroup S, the inductive groupoid of S, or imprint im(S) of S, is the triple tr(S), ≤, ⋆ , where ≤ is the natural partial order in S, and ⋆ is a partial product defined by: for e ∈ E(S), a ∈ S, e ≤ aa −1 , e ⋆ a = ea (see section XIV.3.4 of [21] ).
Definition of the inverse partition semigroup IP X
Throughout all the paper let X be an arbitrary set. We consider a map ′ : X → X ′ as a fixed bijection and will denote the inverse bijection by the same symbol, that is (x ′ ) ′ = x for all x ∈ X. We are going to construct a semigroup CS X .
Let CS X be the set of all partitions of X ∪ X ′ into nonempty blocks. If
A i is a partition of X ∪ X ′ into nonempty blocks A i , i ∈ I, corresponding to an element a ∈ CS X , then we will write a = A i i∈I . In the case when I = {i 1 , . . . , i k } is finite, we will also write a = A i 1 , . . . , A i k . For a ∈ CS X and x, y ∈ X ∪ X ′ , we set x ≡ a y provided that x and y are at the same block of a. Clearly, we can realize a ∈ CS X as the equivalence relation ≡ a . Thus in spite of the fact that elements of CS X will be partitions, we will sometimes treat with them as with the associated equivalence relations.
Take now a, b ∈ CS X . Define a new equivalence relation, ≡, on X ∪ X ′ as follows:
• for x, y ∈ X we have x ≡ y if and only if x ≡ a y or there is a sequence, c 1 , . . . , c 2s , s ≥ 1, of elements in X, such that x ≡ a c • for x, y ∈ X we have x ′ ≡ y ′ if and only if x ′ ≡ b y ′ or there is a sequence, c 1 , . . . , c 2s , s ≥ 1, of elements in X, such that
, and c 2s ≡ b y ′ ;
• for x, y ∈ X we have x ≡ y ′ if and only if y ′ ≡ x if and only if there is a sequence, c 1 , . . ., c 2s−1 , s ≥ 1, of elements in X, such that x ≡ a c
Proof. It follows immediately from the definition of ≡ that this relation is reflexive and symmetric. Let now x ≡ y and y ≡ z for some x, y, z ∈ X ∪ X ′ . We are going to establish that x ≡ z. In the rest of the proof we may assume that y ∈ X, the other case is treated analogously. We have four possible cases.
• Figure 1 : Elements of CS 8 and their multiplication.
Case 1. x, z ∈ X. If x ≡ a y or y ≡ a z then since ≡ a is an equivalence relation, we immediately obtain from the definition of ≡ that x ≡ z. Otherwise we have that there exist c 1 , . . . , c 2s ,
Thus ≡ defines a partition of X ∪ X ′ into disjoint blocks and so belongs to CS X . Set this partition to be a product a · b in CS X . One can easily show that CS X , · is a semigroup. We will call this semigroup the composition semigroup on the set X.
Let IP X be the subset of CS X , containing those elements A i i∈I ∈ CS X such that A i ∩X = ∅ and A i ∩X ′ = ∅ for all i ∈ I. Since the construction of CS X , we have that IP X is closed under the multiplication in CS X and so 3 3 3 3 3 3 3   3  3  3  3  3  3 is a subsemigroup of CS X . Observe that IP X has the zero element, namely {X ∪ X ′ }. We will denote this element by 0. Obviously, if | X |=| Y | then CS X ∼ = CS Y and IP X ∼ = IP Y . In the case when X = {1, . . . , n}, it will be convenient to denote CS X and IP X by CS n and IP n respectively. Figures 1  and 2 illustrate the given notions for the case when X = {1, . . . , 8}, where we consider elements of semigroups as couples of vertical rows of points, divided into blocks. More precisely, the left vertical row corresponds to the set X and the right one to X ′ . The multiplication a · b is just a gluing of elements a and b by dint of identifying the points of X ′ from a with the corresponding elements of X from b. On Fig. 1 we present the equality
and on Fig. 2 we present the following one:
Now we move to the proof of the fact that IP X is isomorphic to I * X .
3 IP X is isomorphic to I * X
The main goal of this section is to prove the following
Proof. We begin with recalling one notion from [6] . A block bijection of X is a bijection between two quotient sets X/σ and X/τ for certain equivalence relations σ and τ on X such that | X/σ |=| X/τ |. We will need the following statement, stated in [6] (one might find it also in [13] , Section 4.2).
Lemma 1 (Lemma 2.1 from [6] ). If α is a biequivalence on X, then both α • α −1 and α −1 • α are equivalence relations on X. Moreover the map α defined by α :
Conversely, given equivalence relations β and γ on X together with a block bijection µ : X/β → X/γ, a unique biequivalence µ on X inducing µ is given by: x µy if and only if xβ → yγ under the block bijection µ (in which case β = µ • µ −1 and γ = µ −1 • µ). Finally, the two processes are reciprocal: α = α and µ = µ.
To define an isomorphism between IP X and I * X , we need some auxiliary notation.
Let a ∈ IP X . Define the following relations ρ a and λ a on X as follows:
xρ a y if and only if x ≡ a y, and xλ a y if and only if
for x, y ∈ X. Since ρ a is a restriction of the relation ≡ a to X, we obtain that ρ a is an equivalence relation on X. From the definition of λ a and similar arguments it follows that λ a is an equivalence relation on X as well. Remark that a is not determined by λ a and ρ a . Define a map π : IP X → I * X as follows: for a ∈ IP X we put π(a) = µ a , where µ a is a block bijection from X/ρ a onto X/λ a such that the block A of ρ a is mapped under µ a to that block B of λ a , for which A ∪ B ′ is a block of ≡ a . In view of our definition of IP X and Lemma 1, we obtain that π is a bijection from IP X onto I * X . We are left to prove that π is a morphism from IP X to I * X . Take a, b ∈ IP X . We need to prove that
Notice that due to Lemma 1, we have that
Note also that for all c ∈ IP X it follows immediately from the definition of µ c that for all x, y ∈ X one has x µ c y if and only if x ≡ c y ′ . Finally, we recall that for equivalence relations λ and ρ on X, the join λ∨ρ coincides with the transitive closure of the relation λ ∪ ρ.
Suppose firstly that x µ ab y, for some x, y ∈ X. Then x ≡ ab y ′ and so there exist c 1 , . . ., c 2s−1 , s ≥ 1, elements of X, such that x ≡ a c Proof. Follows from the fact that I * X is inverse, see [6] . Due to what we have already obtained, we can now call IP X the inverse partition semigroup on the set X.
Green's relations and the natural order in IP X
We begin this section with description of Green's relations on IP X . But before we need some preparation. First notice that it follows immediately from the definition of multiplication in IP X that ρ ab ⊇ ρ a and λ ab ⊇ λ b for all a, b ∈ IP X .
Then we obtain that every ρ ab -class is a union of some ρ a -classes and that every λ ab -class is a union of some λ b -classes. Note also that the cardinal number of the set of all ρ a -classes and the cardinal number of the set of all λ a -classes coincide with the cardinal number of the set of all ≡ a -classes. Denote this common number by rank(a). We will call this number the rank of a. Due to (5), we have rank(ab) ≤ min rank(a), rank(b) for all a, b ∈ IP X .
Note that if a = A i ∪ B ′ i i∈I then rank(a) =| I |. We denote the Green's relations in the standard way: R, L, H, D, and J (see [7] ). Proof. In view of Theorem 1, these statements are just reformulations of those of Theorem 2.2 from [6] .
Now we move to description of the group of units of IP X . Denote by S X the symmetric group on X. Set a map η : S X → IP X as follows:
Lemma 2. The map η is an injective homomorphism.
Proof. That η is a homomorphism, follows from the definition of the multiplication in IP X . If now η(g 1 ) = η(g 2 ) for some g 1 , g 2 ∈ S X , then g 1 (x) = g 2 (x) for all x ∈ X and so g 1 = g 2 . This completes the proof.
As a consequence of Lemma 2 we obtain that IP X contains a subgroup η(S X ), isomorphic to S X . Let us identify this subgroup with S X . Clearly, the identity element 1 of S X is the identity element of IP X . Using Theorem 2, we obtain now the following corollary. Proof. Since the maximal subgroup of an arbitrary semigroup coincides with some H-class of this semigroup (see [7] ), we obtain that an element g is invertible in IP X if and only if gH1. Due to Theorem 2, this is equivalent to g ∈ S X .
Let us now switch to the description of the natural order on IP X . But before, we need to describe the idempotents of IP X .
Lemma 3. Let e ∈ IP X . Then e is an idempotent if and only if there is a partition
. In addition, for idempotents e and f the elements ef and f e coincide with the minimum equivalence relation on X ∪ X ′ , which contains e and f .
Proof. Let us prove firstly the first part of the statement. The sufficiency of it is obvious. Let now e be an idempotent of IP X . Let A ∪ B ′ be some block in e. Suppose that A \ B = ∅. Then there is a ∈ A such that a / ∈ B. Take an arbitrary b of B. Take also c ∈ X such that c ≡ e a ′ . Then c / ∈ A. Indeed, otherwise we would have a ≡ e c ≡ e a ′ which implies a ∈ B. Thus, c / ∈ A. Now due to c ≡ e a ′ and a ≡ e b ′ , we obtain that c ≡ e 2 b ′ . But the latter gives us c ∈ A. We get a contradiction. Thus, A \ B = ∅ and so A ⊆ B. Analogously, B ⊆ A. Thus, every block of e has the form A ∪ A ′ for certain A ⊆ X. This completes the proof of the first part of the statement. The second one now follows immediately from the definition of the multiplication in IP X .
Then we obtain that a = bf . It remains to note that, due to Lemma 3, f is an idempotent.
Suppose now that there is an idempotent e of IP X such that a = be. Due to Lemma 3, we have that
Take now (x, y) ∈≡ b . There is z of X such that z ′ is ≡ b -equivalent to x and y. Then, since z ≡ e z ′ , we obtain that (x, y) ∈≡ be or just that (x, y) ∈≡ a . This completes the proof. Now we are able to characterize the trace of IP X .
Proof. It is known that for x, y ∈ tr(S), where S is an inverse semigroup, the product x * y is defined if and only if x −1 x = yy −1 (see [20] ). Note also that, using Lemma 3, we have that for every x ∈ IP X the condition ρ x = λ x holds if and only if x ∈ E(IP X ). In addition, for e, f ∈ E(IP X ) we have that λ e = λ f if and only if e = f . Hence, a * b is defined if and only if a −1 a = bb −1 if and only if λ a −1 a = ρ bb −1 . It remains to notice that since a −1 aLa and bb −1 Rb, using Theorem 2, we have λ a −1 a = λ a and ρ bb −1 = ρ b .
If now a * b is defined then π(a) * π(b) is defined in I * X and then π(a) * π(b) = π(a) • π(b) (see [13] ). The statement follows.
The following proposition is concerned with im(IP X ), the imprint of IP X . Proposition 6. Let e ∈ E(IP X ) and a ∈ IP X . The product e ⋆ a is defined if and only if ρ a ⊆ ρ e .
Proof. By the definition of imprint, we have that e ⋆ a is defined if and only if e ≤ aa −1 , which, in view of Proposition 4, holds if and only if ≡ aa −1 ⊆≡ e which is equivalent to ρ aa −1 ⊆ ρ e . It remains to notice that ρ a = ρ aa −1 .
5 Generating set, ideals and maximal subsemigroups of IP n
To begin this section, we put some auxiliary notations. Let A ⊆ X. Define an element τ A of IP X as follows:
Clearly, τ X is the zero element of IP X . If x and y are distinct elements of X, we will use the notation τ x,y = τ {x,y} . Suppose that | X |≥ 3. For pairwise distinct elements x, y, z of X define an element ξ x,y,z as follows:
If necessary, we will write ξ X x,y,z instead of ξ x,y,z to stress on that ξ x,y,z ∈ IP X .
x,y,z = τ {x,y,z} and ξ x,y,z ξ z,y,x = τ x,y (10) for all pairwise distinct x, y, z ∈ X and g ∈ S X .
Proof. Direct calculation.
Now our local goal is to provide a generating set for IP n (see Proposition 8). In order to do this we will construct an inverse subsemigroup IT n of IP n (see below), which is interesting itself as a semigroup. In addition, the notion of IT n will help us to describe all the maximal subsemigroups of IP n . So we are starting with putting some auxiliary notations.
Let n ≥ 2. Set IT n = S n , τ 1,2 . Set also IT 1 = IP 1 . Let ρ be some equivalence relation on {1, . . . , n}. Define a type of the relation ρ as a tuple (t 1 , . . . , t n ), where t i denotes the number of all i-element ρ-classes, 1 ≤ i ≤ n. The following proposition shows that IT n is an inverse subsemigroup of IP n . But before, we give one more definition: an element a of IP n is said to be special if
Proposition 7. The following statements hold:
3. the elements of IT n are precisely all special elements of IP n ;
4. if a ∈ IT n then the types of ρ a and λ a coincide.
Proof. We will assume that n ≥ 2 as all the statements hold in the case when n = 1. Since S n is a subgroup of IP n and τ 1,2 is an idempotent in IP n , we obtain that IT n is an inverse subsemigroup of IP n . This completes the proof of 1).
Note that, due to Lemma 4, we have that τ x,y ∈ IT n for all distinct x and y of {1, . . . , n}. Now the statement 2) follows from the equality τ {x} = 1, for all x ∈ {1, . . . , n}, and the fact that if A = {x 1 , . . . , x k }, k ≥ 2, then
Let us prove 3). Let a = A i ∪ B ′ i i∈I be an element of IP n such that x ≡ a y ′ implies | xρ a |=| yλ a | for all x, y ∈ {1, . . . , n}. Then | A i |=| B i | for all i ∈ I and so there exists g ∈ S n such that ga = B i ∪ B ′ i i∈I . Now due to 2), we have that
Conversely, suppose that a ∈ IT n . Note that τ 1,2 is special and all the elements of S n are special, too. Hence, to prove that a is special, it is enough to prove that if b ∈ IP n is special then bτ 1,2 is special and bg is special for all g ∈ S n . Suppose that
∈ IP n is special. Then, obviously, bg is also special for all g ∈ S n . We have two cases. 
Case 1. There is
is, obviously, special. This completes the proof of 3).
The statement 4) follows immediately from 3).
As a consequence of 4) of Proposition 7, we can now call IT n the inverse type-preserving semigroup of degree n. We give an illustration of elements of IT 8 on Fig. 3 . It also follows from Proposition 7 that IT n = S n E(IP n ), that is IT n is the greatest factorizable inverse submonoid of IP n . Remark that IT n (more precisely, π(IT n ), the greatest factorizable inverse submonoid of I * X ) appeared in [5] , [6] and [1] under the name of the monoid of uniform block permutations.
The following proposition gives us an example of a generating system of IP n . But to prove this proposition, we need some auxiliary facts.
Lemma 5. Let n ≥ 3, a ∈ IP n and rank(a) = n−1. Then either a ∈ ξ x,y,z S n or a ∈ τ x,y S n for some pairwise distinct x, y, z ∈ {1, . . . , n}.
Proof. Straightforward.
Take n ∈ N. Set Π n = q ∈ IP n+1 : q contains the block {n + 1, (n + 1)
′ } .
Lemma 6. Let n ∈ N. Then the map a → a ∪ {n + 1, (n + 1) ′ }, a ∈ IP n , is an isomorphism from IP n onto Π n , which maps ξ Proof. Obvious. Proposition 8. Let n ≥ 3. Then IP n = S n , ξ 1,2,3 . Moreover, for u ∈ IP n , IP n = S n , u if and only if u ∈ S n ξ 1,2,3 S n .
Proof. We will prove the statement that IP n = S n , ξ 1,2,3 for all n ≥ 3 by the complete induction on n.
First, let us verify that the basis of the induction, the case when n = 3, holds. We are to prove that IP 3 
F ∪{n + 1} ′ for certain subsets E and F of {1, . . . , n}. Note that, due to Lemma 4, τ x,y and ξ x,y,z are both elements of S n+1 , ξ 1,2,3 for all pairwise distinct x, y, z ∈ {1, . . . , n}. Then taking to account Proposition 7, we obtain that IT n ⊆ S n+1 , ξ 1,2,3 . In particular, 0 ∈ S n+1 , ξ 1,2,3 . Thus, without loss of generality we may assume that a = 0, which implies b = 0. Suppose that all the blocks of b, except E ∪ {n + 1}
By the proposition of induction and Lemma 6, we obtain that
is an element of S n+1 , ξ 1,2,3 . We have four possibilities.
ξ f,f i ,n+1 and so b ∈ S n+1 , ξ 1,2,3 .
Case 3. E = {e 1 , . . . , e l } = ∅ and F = ∅. Fix an element e ∈ E 1 . Then
′ } . Due to proposition of induction and Lemma 6, we have that
In all these cases we obtained that b belongs to S n+1 , ξ 1,2,3 and so does a.
Thus, we have just proved that IP n = S n , ξ 1,2,3 for all n ≥ 3. This implies that IP n = S n , u for all u ∈ S n ξ 1,2,3 S n . Conversely, suppose that IP n = S n , u for some u ∈ IP n . Then, due to (6), we obtain that rank(u) = n − 1. Now taking to account Lemmas 5 and 4, we have that either u ∈ S n ξ 1,2,3 S n or u ∈ S n τ 1,2 S n . But u ∈ S n τ 1,2 S n is impossible. Indeed, otherwise we would have S n , ξ 1,2,3 = IT n and it remains to note that, due to 3) of Proposition 7, ξ 1,2,3 / ∈ IT n when n ≥ 3. Hence, u ∈ S n ξ 1,2,3 S n holds, as was required. This completes the proof.
Let k ∈ N, k ≤ n. Set I k = a ∈ IP n : rank(a) ≤ k . Note that
We will prove in the following proposition that these sets exhaust all the double-sided ideals (or just ideals) of IP n .
Proposition 9. Let I be an ideal of IP n and k ∈ N such that k ≤ n. Then 1. for all b ∈ IP n , I k = IP n bIP n if and only if rank(b) = k;
2. I = I m for some m ∈ N, m ≤ n;
Proof. Let us prove first that 1) holds. Take b ∈ IP n . Suppose that I k = IP n bIP n . Then due to (6), we obtain that rank(b) ≥ k. 
is an element of the rank m, then due to 4) of Theorem 2, we obtain that there are u, v ∈ IP n such that c = udv = ubτ B 1 ∪...∪B k+1−m v ∈ IP n bIP n . Thus, I k = IP n bIP n and the proof of 1) is complete. Let now a be an arbitrary element of I such that rank(a) has the maximum value among the numbers rank(x), x ∈ I. Then due to the statement 1), condition (15) and the fact that I = x∈I IP n xIP n , we have that I = I rank(a) = IP n aIP n . Thus, statements 2) and 3) hold.
As a corollary we obtain now the following proposition.
Proposition 10. All the ideals of IP n are principal and form the chain (15).

Proof. Follows from Proposition 9.
Set D k = a ∈ IP n : rank(a) = k for all k ∈ N, 1 ≤ k ≤ n. Due to 4) of Theorem 2, we have that all these sets exhaust all the D-classes of IP n . Now we are able to formulate a result on the structure of maximal subsemigroups of IP n . Theorem 3. Let n ≥ 3 and S be a subset of IP n . Then the following statements are equivalent:
1. S is a maximal subsemigroup of IP n ; 2. either S = IT n ∪ I n−2 or S = G ∪ I n−1 for some maximal subgroup G of S n .
In addition, every maximal subsemigroup of IP n is an inverse subsemigroup of IP n .
Proof. Let us prove first that 2) implies 1). If S coincides with the subsemigroup G ∪ I n−1 of IP n for some maximal subgroup G of S n then since the condition (15), we have that S is a maximal subsemigroup of IP n . Note that IT n ∪ I n−2 is a subsemigroup of IP n , as IT n is a subsemigroup of IP n and I n−2 is an ideal of IP n . If now IT n ∪ I n−2 is a proper subsemigroup of T , where T is a subsemigroup of IP n , then, due to Lemma 5, T contains an element of S n ξ 1,2,3 S n and so, taking to account Proposition 8 and the fact that S n ⊆ IT n , we obtain that T = IP n . Thus, 2) implies 1). Let now S be a maximal subsemigroup in IP n . Note that S ∪ I n−2 is a subsemigroup of IP n . Besides, S ∪ I n−2 is a proper subset of IP n . Indeed, otherwise we would have S ∪ I n−2 = IP n , whence S n ∪ D n−1 ⊆ S and so due to Proposition 8, we would obtain that S = IP n . Thus, S ∪ I n−2 = S and so I n−2 ⊆ S. Since S ∪ {1} is a proper subsemigroup of IP n , we have that S = S ∪ {1} and G = S ∩ S n = ∅. Obviously, G is a subgroup of S n . Now we have two possibilities. Case 1. G is a proper subgroup of S n . Then S ⊆ G ∪ I n−1 and due to the fact that G ∪ I n−1 is a proper subsemigroup of IP n , we obtain that S = G ∪ I n−1 . It remains to note that the latter implies that G is a maximal subgroup of S n .
Case 2. G = S n . Then S n ∪ I n−2 ⊆ S. Since S n ∪ I n−2 is a proper subsemigroup of IT n ∪ I n−2 , we have that S contains an element a of D n−1 . Then due to Lemma 5 and Proposition 8, we obtain that S ⊆ IT n ∪ I n−2 . But IT n ∪ I n−2 is a maximal subsemigroup of IP n and so S = IT n ∪ I n−2 . This completes the proof of that 1) implies 2).
That every maximal subsemigroup of IP n is an inverse subsemigroup of IP n , follows from what we already have done and the fact that IT n ∪ I n−2 and G ∪I n−1 are inverse subsemigroups of IP n for all subgroups G of S n .
Automorphism group Aut(IP X )
Let g ∈ S X . Denote by ϕ g the map from IP X to IP X , given by ϕ g (a) = g −1 ag for every a ∈ IP X .
Clearly, ϕ g belongs to Aut(IP X ), automorphism group of IP X . Throughout this section, denote by id the identity map of the set X to itself. The main result of this section is the following theorem.
Theorem 4. Let ϕ ∈ Aut(IP X ). Then ϕ = ϕ g for some g ∈ S X . In particular, Aut(IP X ) ∼ = S X when | X | = 2 and Aut(IP 2 ) = {id}.
We will divide the proof of this theorem into few lemmas. Naturally, ϕ induces an automorphism χ = ϕ | E(IP X ) of the semilattice E(IP X ). Set ζ x = τ X\{x} for all x ∈ X. Set also Φ = ζ x ∈ IP X : x ∈ X . Recall that if (E, ≤) is a semilattice with the zero element 0, then an element f of E is said to be primitive if g ≤ f implies either g = f or g = 0, for all g ∈ E. For all n ≥ 2 set Θ n max = τ i,j ∈ IP n : i, j ∈ {1, . . . , n}, i = j and Θ n pr = τ F τ {1,...,n}\F ∈ IP n : F is a proper subset of {1, . . . , n} = D 2 ∩ E(IP n ). (18) Notice that Φ ⊆ Θ Lemma 8. Take θ ∈ Aut E(IP n ) . Then there is g ∈ S n such that θ(e) = g −1 eg for all e ∈ E(IP n ).
Proof. Clearly, the statement holds when n = 1. Thus, let us assume that n ≥ 2. Obviously, θ(1) = 1. Then θ E(IP n ) \ {1} = E(IP n ) \ {1}. Hence, due to Lemma 7, we obtain that θ Θ
Otherwise, we have the following:
Let us prove now that for all n ≥ 4 and for all k, 2 ≤ k ≤ n − 2, the following holds:
Indeed, the inequality
Now due to (19) , (20), (21) and the equality θ(Λ f ) = Λ θ(f ) , we obtain that θ(Φ) = Φ. Then there is an element g of S n such that θ(ζ x ) = ζ g(x) for all x ∈ {1, . . . , n}. Take now distinct x and y of {1, . . . , n}. Since ζ x τ x,y = 0 and ζ y τ x,y = 0, we have that ζ g(x) θ(τ x,y ) = 0 and ζ g(y) θ(τ x,y ) = 0. The latter, taking to account θ Θ n max = Θ n max , implies that θ(τ x,y ) = τ g(x),g(y) = g −1 τ x,y g. Let now e = (E i ∪E ′ i ) i∈I be a nonidentity idempotent element of E(IP n ). Then e = τ x,y : x = y, {x, y} ⊆ E i for some i ∈ I (24) implies
This completes the proof.
Take distinct x and y of X. Define an element ε x,y of S X as follows: ε x,y (x) = y, ε x,y (y) = x and ε x,y (t) = t for all t ∈ X \ {x, y}.
(26)
Proof. If we put χ = θ and n = 6 in the statement of Lemma 8, we will obtain that there is g ∈ S 6 such that χ(e) = g −1 eg for all e ∈ E(IP 6 ). Take distinct x and y of {1, . . . , 6}. Then
whence
The latter implies that either gϕ(ε x,y )g −1 = 1 or gϕ(ε x,y )g −1 = ε x,y . But since the order of gϕ(ε x,y )g −1 equals 2, we have that gϕ(ε x,y )g −1 = ε x,y , which is equivalent to ϕ(ε x,y ) = g −1 ε x,y g. Now, taking to account the known fact that ε x,y : x = y = S n (see [11] ), we obtain that ϕ(h) = ϕ g (h) for all h ∈ S 6 .
Proof. Due to Corollary 1, we have that the statement holds when | X |= 6. Assume now that | X | = 6.
Since ϕ preserves the set of all invertible elements of IP X , we have, due to Proposition 3, that ϕ(S X ) = S X . Hence, ϕ induces an automorphism of S X . Then due to known fact, which claims that if | X | = 6 then every automorphism of S X is inner (see [11] ), we have that there is g ∈ S X such that ϕ(h) = g −1 hg = ϕ g (h) for all h ∈ S X . This completes the proof.
Set now ψ = ϕϕ g . Then ψ is, obviously, an automorphism of IP X and, due to Lemma 9, ψ | S X is the identity map of S X to itself. For all M ⊆ X set
For all a ∈ IP X set Fix l (a) = h ∈ S X : ha = a and Fix r (a) = h ∈ S X : ah = a . (30)
for some partition
Proof. Straightforward.
Corollary 2. aHψ(a) for all a ∈ IP X . In particular, ψ(e) = e for all e ∈ E(IP X ).
Proof. That aHψ(a) for all a ∈ IP X follows from Lemma 10 and Theorem 2. Then ψ(e) = e for all e ∈ E(IP X ), due to the fact that every H-class of an arbitrary semigroup contains at most one idempotent (see Corollary 2.2.6 from [7] ).
Lemma 11. Let a ∈ IP X and rank(a) ≥ 3. Then ψ(a) = a.
, | I |≥ 3. Due to Corollary 2, we have that aHψ(a) and so ψ(a) = A i ∪ B ′ α(i) i∈I for some bijective map α : I → I. Due to Corollary 2, we also have that eaHeψ(a) for all e ∈ E(IP X ).
Take arbitrary distinct i and j of I. Since τ A i ∪A j aHτ A i ∪A j ψ(a), we have that
and
are H-equivalent, whence {i, j} = {α(i), α(j)}. Let now k ∈ I. Then α(k) = k. Suppose the contrary. Then {k, m} = {α(k), α(m)} for all m ∈ I \ {k} implies that α(k) = m for all m ∈ I \ {k}. But | I |≥ 3 and we get a contradiction. Thus, α is an identity map of I to itself, which is equivalent to ψ(a) = a. This completes the proof.
Note that since IP 1 is isomorphic to the unit group and since IP 2 ∼ = Z 0 2 , where Z 0 2 denotes the group Z 2 with adjoint zero, we have that Aut(IP X ) = {id} when | X |≤ 2.
Lemma 12. Let a ∈ IP X and rank(a) ≤ 2. Then ψ(a) = a.
Proof. If rank(a) = 1 then a = 0 and, obviously, ψ(a) = a. So let us suppose that rank(a) = 2. Assume that a = A ∪ B ′ , C ∪ D ′ . Fix x ∈ A and y ∈ B. Suppose that | A |≥ 2 and | B |≥ 2. Then ψ(a) = a. Indeed, we have that A \ {x} = ∅ and B \ {y} = ∅, so if y 1 ∈ B \ {y} then we can consider the equality a = {x, y ′ }, A \ {x} B \ {y} ′ , C ∪ D ′ · τ y,y 1 , whence, due to Corollary 2 and Lemma 11, we will have that ψ(a) = a. = ζ x h for some h ∈ S X . But ζ x h = ψ(ζ x h) and so a = ζ x h, whence B = D, which leads to a contradiction.
Thus, we proved that ψ(a) = a, which was required.
As a consequence of that we have from Lemmas 11 and 12, we have that ψ = id, whence ϕ = ϕ g . It remains to prove that Aut(IP X ) ∼ = S X when | X | = 2. This follows from the following lemma.
is an isomorphism from S X onto Aut(IP X ).
Proof. We have already proved that ϑ is an onto homomorphism from S X to Aut(IP X ). But, besides, ϑ is an injective map. Indeed, ϑ(h 1 ) = ϑ(h 2 ) implies that h −1
= h for all h ∈ S X and it remains to note that S X is a center-free group when | X |≥ 3 (see [11] ). Thus, ϑ is an isomorphism.
The proof of theorem is complete.
Connections between IP X and other semigroups
Set Υ = X, X ′ . Then Υ ∈ CS X . The following proposition shows that IP X ∪ {Υ} is a maximal inverse subsemigroup of CS X when | X |≥ 2.
Proof. Since IP X is an inverse subsemigroup of CS X and aΥ = Υa = Υ for all a ∈ IP X ∪ {Υ}, we obtain that IP X ∪ {Υ} is a proper inverse subsemigroup of CS X .
Suppose now that S is an inverse subsemigroup of CS X such that IP X ∪ {Υ} is a subsemigroup of S. Take s ∈ S \ IP X . Then there is a nonempty subset A of X such that either s contains a block A or s contains a block A ′ . Without loss of generality we may assume that s contains the block A. Let t be the inverse of s in S. Then st is an idempotent in S and so, due to the fact that idempotents of inverse semigroup commute, we obtain that u = st · Υ = Υ · st. The latter implies that u contains both blocks A and X, whence A = X. Then s is an idempotent and due to equalities s = Υs and Υs = sΥ, we have that s contains the block X ′ and so s = Υ. That is, S = IP X ∪ {Υ}. This implies that IP X ∪ {Υ} is a maximal inverse subsemigroup of CS X which was required.
Denote by IS X the symmetric inverse semigroup on the set X. Let s ∈ IS X . Denote by dom(s) and ran(s) the domain and the range of s respectively. The following theorem shows how one can embed the symmetric inverse semigroup into the inverse partition one.
Proof. For all s ∈ IS X , set
Set a map κ : IS X → IP X∪{x} as follows:
Take an arbitrary s of IS X . Then we have the following condition:
Take s, t ∈ IS X . Then due to (33) and (35), we obtain that
Notice that
The conditions (36), (37) and (38) imply that
Thus, κ is a homomorphism from IS X to IP X∪{x} . It remains to prove that κ is an injective map. Suppose that κ(s) = κ(t) for some s, t ∈ IS X . Then it follows from (34) that dom(s) ⊆ dom(t) and dom(t) ⊆ dom(s), whence dom(s) = dom(t). Then (34) implies that s(x) = t(x) for all x ∈ dom(s) = dom(t). Hence, s = t and so κ is injective. The proof is complete.
It follows immediately from Theorem 5 that IS n embeds into IP n+1 for all n ∈ N. Surprisingly, the following theorem shows that one can not construct an embedding map from IS n to IP n . Theorem 6. Let n ∈ N. There is no an injective homomorphism from IS n to IP n .
Proof. Suppose the contrary. Then there is a subsemigroup U of IP n such that U ∼ = IS n . Then we have that U is a regular subsemigroup of IP n , whence, due to Proposition 2.4.2 from [7] , we obtain that
We get a contradiction. This completes the proof.
8 IP n embeds into IS 2 n −2
Let S be an inverse semigroup with the natural partial order ≤ on it. For A ⊆ S denote by [A] the order ideal of S with respect to ≤, i.e., [A] = b : a ≤ b for some a ∈ A . Let also H be a closed inverse subsemigroup of S, i.e., H is an inverse subsemigroup of S and [H] = H (see [7] ). Recall (see [7] ) that one can define the set of all right ≤-cosets of H as follows:
Further , 
Let now K and H be arbitrary closed inverse subsemigroups of S. For a definition of the equivalence of representations φ K and φ H , we refer reader to [7] . But we note that due to Proposition IV.4.13 from [21] , one has that φ K and φ H are equivalent if and only if there exists a ∈ S such that a −1 Ha ⊆ K and aKa −1 ⊆ H. We will need the following well-known fact. We divide the proof of this theorem into lemmas. Throughout all further text of this section we suppose that H is a closed inverse subsemigroup of IP n .
Proof. Since IP n is finite, we have that E(H) contains a zero element. It remains to use Proposition IV.5.5 from [21] , which claims that if the set of idempotents of a closed inverse subsemigroup contains a zero element, then this subsemigroup is a closure of some subgroup of the original semigroup.
Denote by e the identity element of G. Proof. Let G = {e, q}. We are going to prove that φ H (e) = φ H (q).
Let us prove first that dom φ H (e) = dom φ H (q) . Indeed, take [Hx] ∈ C. Then, due to the equality (xe)(xe) , we obtain that xeRe. But then we have that rank(xe) = rank(e) and due to λ xe ⊇ λ e (which follows, in turn, from (5)), we deduce that λ xe = λ e , whence due to Theorem 2, we have that xeLe. Thus, xeHe, whence xe ∈ G and so xq = xe·q ∈ G. But then (xq)(xe) −1 ∈ G ⊆ H, whence, due to Theorem 7, we have that [Hxe] = [Hxq] . The latter implies that φ H (e)(x) = φ H (q)(x). Thus, φ H (e) = φ H (q) and so φ is not faithful.
Proof. Clearly, [T x] ∈ C T is equivalent to f ≤ xx −1 . Obviously, rank(f x) ≤ rank(f ) = 2. But rank(f x) = 1 is impossible. Indeed, otherwise we would have f x = 0, whence 0 = f xx −1 = f , which does not hold. Thus, rank(f x) = 2.
. Take t ∈ T . Then f ≤ t and due to the fact that the natural partial order on an arbitrary inverse semigroup is compatible (see [7] ), we obtain that f x ≤ tx. That is,
The proof is complete.
Lemma 19. Let rank(e) = 2 and G = {e}. Then φ H is faithful.
Proof. Note that H = [e]
. Let e = τ E τ E 1 , where E and E 1 are nonempty subsets of {1, . . . , n} such that {1, . . . , n} = E · E 1 . Suppose that φ H (s) = φ H (t) for some s and t of IP n . Let A be an arbitrary ρ t -class. Set A = {1, . . . , n} \ A.
Suppose first that s = 0. We are going to prove that t = 0. Suppose the contrary. We have that rank(e · xs) = 1 for all x ∈ IP n such that xx −1 ∈ [e]. So, due to Lemma 18, we obtain that dom φ H (s) = ∅. Then, again by Lemma 18, we have that rank(e · xt) = 1, or just that ext = 0, for all x ∈ IP n such that xx
due to assumption, A = ∅). Then uu −1 = e ∈ [e] and eut = 0. Thus, we get a contradiction and so s = 0 implies t = 0. Analogously, t = 0 implies s = 0.
Assume now that s = 0, then t = 0 and so A = ∅. Put again u = E∪A ′ , E 1 ∪A ′ . Due to Theorem 7 and the equality φ H (s) = φ H (t), we have that (xt)(xs) −1 ∈ H for all x ∈ dom φ H (t) . Note that u ∈ dom φ H (t) . Indeed, we have uu −1 = e ∈ [e] and since A is a ρ tt −1 -class, we have that
This implies that u · ts
. Moreover, since rank(uts −1 u −1 ) ≤ rank(u) = 2, we obtain that rank(uts −1 u −1 ) = 2, whence (ut)(us)
In particular, we have that us = 0. But then A is a union of some ρ s -classes. Since A was an arbitrary chosen ρ t -class, we obtain that ρ s ⊆ ρ t . Analogously, one can prove that ρ t ⊆ ρ s . Thus, ρ s = ρ t . Further, if s contains a block A∪B ′ then us = E∪B ′ , E 1 ∪B ′ , where B = {1, . . . , n}\B.
This implies A = B. Indeed, otherwise we would have B ⊆ A and so A ⊆ B, whence e = E ∪ E ′ 1 , E 1 ∪ E ′ , which is not true. Again, since A was an arbitrary chosen ρ t -class, we have that ≡ s =≡ t . Thus, s = t. The proof is complete.
Proof. Take 9 Definition of the ordered partition semigroup IOP n Let n ∈ N. Consider the natural linear order on the set {1, . . . , n}. Take A ⊆ {1, . . . , n}. Denote by min A the minimum element of A with respect to this order.
Denote by IOP n the set of all elements a = A i ∪ B ′ i i∈I of IP n such that min A i ≤ min A j ⇒ min B i ≤ min B j for all i, j ∈ I.
The following theorem shows that IOP n is an inverse subsemigroup of IP n .
Theorem 9. IOP n is an inverse subsemigroup of IP n .
Proof. That a ∈ IOP n implies a −1 ∈ IOP n , follows immediately from (44). It remains to prove that IOP n is a subsemigroup of IP n .
Take a, b ∈ IOP n . Set c = ab. Let a = A i ∪ B 
Obviously, we have that 1 ≡ a 1 ′ and 1 ≡ b 1 ′ . So 1 ≡ c 1 ′ . Due to this fact, we obtain that {1, 1 ′ } is a subset of the block P 1 ∪ Q ′ 1 of the element c. This implies that min Q 1 = 1. So min Q 1 ≤ min Q 2 and min Q 1 is the first number among the numbers min Q 1 , . . . , min Qm .
Suppose now that min Q 1 ≤ . . . ≤ min Qt and that min Q 1 , . . . , min Qt are the first t numbers among the numbers min Q 1 , . . . , min Qm , for some t, t < m. Then min Qt ≤ min Q t+1 . Since Q 1 , Q 2 , . . . , Q t are all λ ab -classes, we obtain that each Q i , i ≤ t, is a union of some λ b -classes and so Z = Q 1 ∪Q 2 ∪. . .∪Q t is a union of the sets D r , r ∈ R ⊆ J. Further, we have that there is a subset U of I such that u∈U B u = r∈R C r = W . There is r 0 of R such that min Qt ∈ D r 0 .
Then, obviously, min Dr 0 = min Qt . Since min Q 1 , . . . , min Qt are the first t numbers among min Q 1 , . . . , min Qm , we obtain that {1, . . . , min Dr 0 } = {1, . . . , min
The latter implies that min Dr , r ∈ R, are the first | R | numbers among the numbers min D j , j ∈ J. Besides, min Dr ≤ min Dr 0 for all r ∈ R. Then, taking to account that b ∈ IOP n , we obtain that {1, . . . , min obtain that min Bu , u ∈ U, are the first | U | numbers among the numbers min B i , i ∈ I. Then, applying a ∈ IOP n , we obtain that min Au , u ∈ U, are the first | U | numbers among the numbers min A i , i ∈ I. Note that
P t = Y . Put y = min {1,...,n}\Y , w = min {1,...,n}\W and y = min {1,...,n}\Z . Then due to what we have already obtained and due to (46), we have that y = min P t+1 . Suppose now that z = min Qg , g > t. Then due to our assumption, we have that min Q 1 , . . . , min Qt , z are the first t + 1 numbers among the numbers min Q 1 , . . . , min Qm .
Due to a, b ∈ IOP n , we have that y ≡ a w ′ and w ≡ b z ′ , whence y ≡ c z ′ . This implies that z ∈ Q t+1 , whence z = min Q t+1 .
Thus, due to (48), we obtain that inductive arguments lead us to
The conditions (46) and (49) complete the proof.
Thus, due to Theorem 9, we can name IOP n as the inverse ordered partition semigroup of degree n. On Fig. 4 we give some examples of elements of IOP 8 .
Recall that a subsemigroup T of a semigroup S is said to be an H-crosssection of S if T contains exactly one representative from each H-class of S. In the following proposition we show that IOP n is an H-cross-section of IP n . Proposition 12. IOP n is an H-cross-section of IP n .
Proof. Follows from (44), Theorem 2 and Theorem 9.
As a consequence of Proposition 12, we obtain the following corollary.
Corollary 3. Let n ∈ N. Then E(IOP n ) = E(IP n ).
Proof. Recall that every maximal subgroup of an arbitrary semigroup S coincides with some H-class of S, which contains an idempotent (see [7] ). Then every H-cross-section of IP n contains all the idempotents of IP n . In particular, E(IOP n ) = E(IP n ), which was required.
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