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Kratek povzetek vsebine
Ortogonalni polinomi so poleg Fourierove vrste eno izmed orodij, ki se
v teoriji aproksimacije najpogosteje uporablja. Posebne lastnosti trigonome-
tricˇnih funkcij in polinomov zagotavljajo ucˇinkovito racˇunanje ter stabilne in
konvergentne numericˇne resˇitve. Spektralne metode so poleg metod koncˇnih
razlik in koncˇnih elementov pomembno orodje za resˇevanje robnih problemov
tako pri navadnih kot pri parcialnih diferencialnih enacˇbah. V prvem delu
doktorske disertacije so opisane osnovne lastnosti Fourierove vrste in orto-
gonalnih polinomov ter nekateri osnovni pristopi za konstrukcijo spektralnih
metod z osnovnimi orodji za analizo konvergence in napake.
V nadaljevanju sta predstavljeni dve neklasicˇni druzˇini ortogonalnih
polinomov, tj. poldomenski polinomi Cˇebiˇseva prve in druge vrste ter pri-
padajocˇa poldomenska Cˇebiˇsev-Fourierova vrsta. Obe druzˇini sta konstru-
irani z uporabo modificiranega algoritma Cˇebiˇseva za izracˇun rekurzivnih
koeficientov v tricˇlenski rekurzivni formuli. Aproksimacija s kvadratom in-
tegrabilnih funkcij s poldomensko Cˇebiˇsev-Fourierovo vrsto vrne primerljive
rezultate kot aproksimacija s Fourierovo vrsto ali z vrsto Cˇebiˇseva.
V osrednjem delu doktorske disertacije je konstruiran nov razred Cˇebi-
sˇev-Fourierovih kolokacijskih spektralnih metod za resˇevanje linearnih dvo-
tocˇkovnih robnih problemov z Dirichletovimi robnimi pogoji, kjer numericˇno
resˇitev problema iˇscˇemo v obliki odrezane poldomenske Cˇebiˇsev-Fourierove
vrste, spektralne koeficiente pa izracˇunamo z metodo kolokacije. Analiza
konvergence in napake pokazˇe, da so te metode primerljive s standardnimi,
kjer iˇscˇemo resˇitev v obliki Fourierove vrste za periodicˇne ali v obliki vrste
Cˇebiˇseva za neperiodicˇne probleme. Nov razred metod konstruiramo tudi za
nekatere evolucijske robne probleme, tj. za posplosˇene toplotne in valovne
enacˇbe.
Numericˇni zgledi potrjujejo teoreticˇne rezultate in prikazujejo primer-
ljivost napake numericˇne resˇitve dobljene z novimi ali s standardnimi meto-
dami. Kljub temu pa je racˇunska zahtevnost neprimerljiva, saj v primeru
poldomenske Cˇebiˇsev-Fourierove vrste ni na voljo orodja za izracˇun koefi-
cientov, ki bi bilo primerljivo s hitro Fourierovo transformacijo.
Math. Subj. Class. (2010): 65L10, 65L60, 65L20, 65L70, 65T40,
65N35
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in druge vrste, poldomenska Cˇebiˇsev-Fourierova vrsta, posplosˇena toplotna
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Abstract
Orthogonal polynomials are, along with Fourier series, one of the most
widely used tools in the theory of approximation. Specific properties of
trigonometric functions and polynomials assure efficient computation as well
as stable and convergent numerical solutions. Spectral methods are, besides
finite difference and finite element methods, an important tool for solving
boundary value problems for ordinary as well as partial differential equa-
tions. In the first part of the doctoral thesis, some basic properties of the
Fourier series and orthogonal polynomials as well as some basic approaches
for the construction of spectral methods with fundamental tools for conver-
gence and error analysis are described.
In the sequel, two non-classical families of orthogonal polynomials are
presented, i.e., the half-range Chebyshev polynomials of the first and second
kind as well as the corresponding half-range Chebyshev-Fourier series. Both
families are constructed via the modified Chebyshev algorithm used for the
computation of the recursive coefficients for the three-term recurrence re-
lation. The approximation of square integrable functions with half-range
Chebyshev-Fourier series yields comparable results to the approximation
with Fourier or Chebyshev series.
In the central part of the doctoral thesis, a new class of Chebyshev-
Fourier collocation spectral methods for solving linear two-point boundary
value problems with Dirichlet boundary conditions is constructed. We seek
for the numerical solution in the form of the truncated half-range Chebyshev-
Fourier series, where spectral coefficients are computed using the collocation
method. Convergence and error analysis shows that these methods are com-
parable with standard ones, where the solution is approximated with the
Fourier series for periodic or with the Chebyshev series for non-periodic
problems. We construct a new class of methods also for some evolutive
boundary value problems, i.e., for generalized heat and wave equations.
Numerical examples confirm theoretical results and show the compa-
rability of the error of the numerical solution obtained with the new or the
standard methods. Yet, computational costs are not comparable, because
in the case of half-range Chebyshev-Fourier series there does not exist a
tool for the computation of coefficients being comparable with fast Fourier
transform.
Math. Subj. Class. (2010): 65L10, 65L60, 65L20, 65L70, 65T40,
65N35
Key words: spectral methods, orthogonal polynomials, two-point boundary
value problems, collocation, approximation, half-range Chebyshev polynomi-
als of the first and second kind, half-range Chebyshev-Fourier series, gener-
alized heat equation, generalized wave equation
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Poglavje 1
Uvod
Eden izmed standardnih problemov v numericˇni matematiki je aproksi-
macija dane funkcije v nekem koncˇnorazsezˇnem podprostoru izbranega funk-
cijskega prostora. V nadaljevanju naj bo to prostor s kvadratom integrabil-
nih funkcij na intervalu [−1, 1] glede na utezˇ w, ki ga oznacˇimo z L2w(−1, 1).
Problem 1.1 Naj bo {φ0, φ1, . . . , φN}, kjer je N ∈ N0, mnozˇica baznih
funkcij podprostora XN ⊂ L2w(−1, 1) in naj bo f ∈ L2w(−1, 1). Tedaj iˇscˇemo
tako funkcijo fN ∈ XN oblike
fN (x) =
N∑
k=0
fkφk(x), x ∈ [−1, 1], (1.1)
da bo L2w norma razlike ‖f − fN‖L2w cˇim manjˇsa.
Standardna izbora baznih funkcij sta mnozˇici trigonometricˇnih funkcij
za aproksimacijo periodicˇnih ter ortogonalnih polinomov za aproksimacijo
neperiodicˇnih funkcij. V prvem primeru je XN prostor trigonometricˇnih
polinomov stopnje kvecˇjemuN , funkcija fN pa obicˇajno odrezana Fourierova
vrsta, v drugem primeru pa je XN prostor polinomov stopnje kvecˇjemu N ,
funkcija fN pa polinom stopnje kvecˇjemu N , ki je v mnogih primerih razvit
po polinomih Cˇebiˇseva prve vrste v odrezano vrsto Cˇebiˇseva. Oba izbora
privedeta do resˇitve problema 1.1, kar je podrobno opisano v razlicˇnih knji-
gah s tega podrocˇja, npr. v K. Atkinson in W. Han [6], J. P. Boyd [7],
C. Canuto, M. Y. Hussaini, A. Quarteroni in T. A. Zang [11], D. Gottlieb
in S. A. Orszag [28] ter L. N. Trefethen [60].
Za resˇitev problema 1.1 je potrebno izracˇunati koeficiente fk v razvoju
(1.1) dane funkcije po baznih funkcijah. V primeru koeficientov Fourierove
vrste, ki jim krajˇse pravimo Fourierovi koeficienti, lahko to ucˇinkovito izve-
demo z uporabo hitre Fourierove transformacije (FFT), ki je opisana v
cˇlanku J. W. Cooley in J. W. Tukey [15]. To je stabilna in dobro poznana
metoda, ki za gladke oz. analiticˇne periodicˇne funkcije izredno hitro konver-
gira, napaka pa pada eksponentno glede na narasˇcˇajocˇo vrednost N . Pri
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funkcijah, ki niso dovolj gladke ali niso periodicˇne, pa z uporabo Fourierove
vrste nastopijo tezˇave, ki se kazˇejo kot oscilacije v okolici tocˇk nezveznosti.
Vzrok temu je Gibbsov fenomen (ang. Gibbs phenomenon), ki je opisan
npr. v J. W. Gibbs [26] ali C. Canuto, M. Y. Hussaini, A. Quarteroni in
T. A. Zang [11]. Poleg tega Fourierovi koeficienti za neperiodicˇne funkcije
padajo bistveno pocˇasneje kot za periodicˇne funkcije.
Obstaja vecˇ mozˇnosti za odpravo teh tezˇav, ki so opisane npr. v D. Got-
tlieb in C. W. Shu [29] ter E. Tadmor [55]. Ena izmed mozˇnosti je, da
uporabimo neko transformacijo, ki dano funkcijo prevede na periodicˇno, in
izracˇunamo Fourierove koeficiente za tako transformirano funkcijo. Najpo-
gosteje se uporablja transformacija, ki vodi do polinomov Cˇebiˇseva prve
vrste in je opisana npr. v J. P. Boyd [7], B. Fornberg in D. M. Sloan [19]
ter L. N. Trefethen [57]. Drug pristop je nedavno predstavil D. Huybrechs v
cˇlanku [35], kjer je analiziral problem, podan v J. P. Boyd [8] ter O. P. Bruno,
Y. Han in M. M. Pohlman [9].
Problem 1.2 Za T > 1, naj bo GN prostor 2T -periodicˇnih funkcij g ∈ GN
oblike
g(x) =
a0
2
+
N∑
k=1
(
ak cos
pikx
T
+ bk sin
pikx
T
)
. (1.2)
Fourierova razsˇiritev funkcije f ∈ L2(−1, 1), definirane na intervalu [−1, 1],
na interval [−T, T ], je resˇitev optimizacijskega problema
gN := arg min
g∈GN
‖f − g‖L2 . (1.3)
Huybrechs je v [35] obravnaval problem 1.2 za funkcijo f ∈ L2(−1, 1),
ki ni nujno gladka oz. analiticˇna ali periodicˇna. Glavna ideja za zagotovitev
eksponentne natancˇnosti Fourierove vrste je, da dano funkcijo f razsˇirimo
do funkcije g, ki je periodicˇna na vecˇjem intervalu [−T, T ], kjer je T > 1.
Fourierova vrsta tako razsˇirjene funkcije je ocˇitno konvergentna po tocˇkah k
funkciji f na osnovnem intervalu [−1, 1]. Za izbiro T = 2 je Huybrechs pred-
lagal vecˇ numericˇnih metod za resˇevanje problema 1.2. Poleg dokaza obstoja
in enolicˇnosti je karakteriziral resˇitev z dvema neklasicˇnima druzˇinama or-
togonalnih polinomov, ki se imenujeta poldomenski polinomi Cˇebiˇseva prve
in druge vrste (ang. half-range Chebyshev polynomials of the first and second
kind). Ti polinomi so v nekem smislu sorodni klasicˇnim polinomom Cˇebiˇseva
prve in druge vrste, saj imajo enaki utezˇi kot slednji, le da so ortogonalni
na krajˇsem intervalu. V vecˇini primerov je konvergenca eksponentna.
Ortogonalni polinomi so zelo pomembno orodje, ki se v numericˇni
analizi pa tudi na drugih podrocˇjih matematike izredno veliko uporablja.
Primeri uporabe so npr. v teoriji aproksimacije, pri konstrukciji numericˇnih
integracijskih metod Gaussovega tipa ter pri resˇevanju robnih problemov
s spektralnimi metodami. Klasicˇne druzˇine ortogonalnih polinomov (Her-
miteovi, Laguerreovi in Jacobijevi polinomi) so podrobno obravnavane v
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razlicˇnih knjigah s tega podrocˇja, npr. v M. Abramowitz in I. A. Stegun
[1], T. S. Chihara [13] ter G. Szego¨ [54]. Kratek pregled lastnosti neka-
terih standardnih polinomov Jacobijevega tipa (Legendreovi polinomi ter
polinomi Cˇebiˇseva prve in druge vrste) je v nadaljevanju.
Nasˇ cilj je konstrukcija spektralnih metod za resˇevanje robnih pro-
blemov, ki bo temeljila na uporabi poldomenskih polinomov Cˇebiˇseva prve
in druge vrste, ki jih opiˇsemo z uporabo tricˇlenske rekurzivne formule. V
ta namen potrebujemo ucˇinkovit algoritem za izracˇun rekurzivnih koeficien-
tov. Primerna izbira je uporaba modificiranega algoritma Cˇebiˇseva, ki je
predstavljen v cˇlankih R. A. Sack in A. F. Donovan [50] ter J. C. Wheeler
[61]. Podrobnosti konstrukcije rekurzivnih koeficientov preko modificiranih
momentov za preslikane monicˇne Legendreove polinome so opisane v B. Orel
in A. Perne [46].
Podobno kot iz trigonometricˇnih funkcij sestavimo Fourierovo vrsto ali
iz polinomov Cˇebiˇseva prve vrste vrsto Cˇebiˇseva, iz poldomenskih polinomov
Cˇebiˇseva prve in druge vrste sestavimo poldomensko Cˇebiˇsev-Fourierovo
(HCF) vrsto (ang. half-range Chebyshev-Fourier series), ki je prav tako
primerna za resˇevanje aproksimacijskega problema 1.1. Obravnava neka-
terih potrebnih orodij za konstrukcijo spektralnih metod, npr. odvajanje in
mnozˇenje HCF vrst, je v cˇlanku B. Orel in A. Perne [46].
Robni problemi so, podobno kot problem aproksimacije, zelo pogosti v
numericˇni analizi. Isˇcˇemo lahko numericˇno resˇitev robnega problema v eni
ali vecˇ dimenzijah pri navadnih ali parcialnih diferencialnih enacˇbah. V tem
delu se bomo omejili na nekatere posebne tipe, npr. na linearne dvotocˇkovne
robne probleme v eni dimenziji.
Problem 1.3 Isˇcˇemo resˇitev y linearnega dvotocˇkovnega robnega problema
oblike
Ly(x) = f(x), x ∈ [−1, 1], (1.4)
z robnimi pogoji
By(x) = 0, x ∈ {−1, 1}, (1.5)
kjer je L linearni diferencialni operator
L = α(x) d
2
dx2
+ β(x)
d
dx
+ γ(x)I, (1.6)
I identiteta in B mnozˇica linearnih robnih diferencialnih operatorjev.
Za resˇevanje robnih problemov drugega ali viˇsjega reda pri navadnih
diferencialnih enacˇbah (ODE) imamo na voljo precej razlicˇnih numericˇnih
metod. Poleg dobro poznanih metod, kot sta metoda koncˇnih razlik (FDM)
in metoda koncˇnih elementov (FEM), imamo na voljo spektralne metode
(SM), ki jih bomo v tej doktorski disertaciji obsˇirno obravnavali.
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Dobro znano dejstvo je, da spektralne metode aproksimirajo tocˇno
resˇitev v nekem koncˇnorazsezˇnem podprostoru izbranega Hilbertovega pros-
tora. V nasprotju z metodo koncˇnih elementov oz. koncˇnih razlik, kjer so
bazne funkcije definirane lokalno (tj. samo na majhnem intervalu), so bazne
funkcije, ki jih uporabljamo pri spektralnih metodah, definirane globalno
(tj. na celem intervalu, kjer je definiran obravnavani problem).
Glede na to, ali je dan problem periodicˇen ali neperiodicˇen, poznamo
razlicˇne pristope pri konstrukciji spektralnih metod. V primeru periodicˇnih
problemov je naravno, da za mnozˇico baznih funkcij vzamemo trigonometri-
cˇne funkcije. Z drugimi besedami, numericˇno resˇitev iˇscˇemo v obliki odreza-
ne Fourierove vrste. Pri tem za diskretizacijo intervala, na katerem je pro-
blem definiran, uporabimo ekvidistantne delilne tocˇke. V primeru nepe-
riodicˇnih problemov pa za bazne funkcije vzamemo ortogonalne polinome,
najpogosteje polinome Cˇebiˇseva prve vrste, lahko pa tudi Legendreove poli-
nome. Numericˇno resˇitev iˇscˇemo v obliki odrezane vrste Cˇebiˇseva.
Poznamo dva tipa delilnih tocˇk Cˇebiˇseva. Pri spektralnih metodah
za neperiodicˇne probleme obicˇajno za diskretizacijo intervala, na katerem je
problem definiran, uporabljamo tocˇke Cˇebiˇseva druge vrste. To so tocˇke, kjer
polinomi Cˇebiˇseva prve vrste dosezˇejo ekstremne vrednosti. Po drugi strani
so tocˇke Cˇebiˇseva prve vrste nicˇle polinomov Cˇebiˇseva prve vrste. Obicˇajno
z uporabo tocˇk Cˇebiˇseva za resˇevanje neperiodicˇnih problemov dosezˇemo
boljˇse rezultate kot z uporabo ekvidistantnih tocˇk, ker so prve gostejˇse blizu
roba obmocˇja kot blizu sredine intervala. Taksˇna porazdelitev tocˇk pomaga
pri premagovanju tezˇav, ki jih povzrocˇata tako Gibbsov (glej J. W. Gibbs
[26]) kot Rungejev fenomen (glej C. Runge [49]), tj. z uporabo neekvidis-
tantnih tocˇk Cˇebiˇseva se izognemo oscilacijam v okolici robov danega in-
tervala. Glede na metodo izracˇuna spektralnih koeficientov locˇimo razlicˇne
tipe spektralnih metod. Najpogostejˇse so: Galerkinova metoda, Tau metoda
ter metoda kolokacije. Spektralne kolokacijske metode obicˇajno imenujemo
psevdospektralne metode.
V literaturi je bilo nekaj poskusov, kako resˇiti neperiodicˇne probleme s
trigonometricˇnimi baznimi funkcijami. B. Adcock je v svojih cˇlankih [2] in
[3] resˇil problem z uporabo modificirane Fourierove vrste, kjer je za izracˇun
spektralnih koeficientov vrste uporabil Galerkinovo metodo. D. Huybrechs
pa je v cˇlanku [35] predlagal uporabo mnozˇice trigonometricˇnih baznih
funkcij, ki vsebuje tako sinusne in kosinusne funkcije kot tudi sinusne in
kosinusne funkcije polovicˇnih kotov. Le-te so zdruzˇene v poldomenske poli-
nome Cˇebiˇseva prve in druge vrste ter organizirane v obliko HCF vrste.
V tem delu bomo numericˇno resˇitev problema 1.3 namesto s Fourierovo
vrsto ali vrsto Cˇebiˇseva aproksimirali s poldomensko Cˇebiˇsev-Fourierovo
vrsto, kar je podrobno obravnavano v cˇlanku B. Orel in A. Perne [45]. Kon-
strukcijo novega razreda spektralnih metod izvedemo z uporabo orodij, ki so
opisana v cˇlankih D. Huybrechs [35] ter B. Orel in A. Perne [46]. Spektralne
koeficiente vrste izracˇunamo z uporabo metode kolokacije. Opisan pristop
12
vodi h konstrukciji psevdospektralnih metod za resˇevanje neperiodicˇnih rob-
nih problemov z uporabo orodij za resˇevanje periodicˇnih robnih problemov.
Kljub temu, da obravnavamo zgolj Dirichletove robne pogoje, metode ni
tezˇko posplosˇiti na Neumannove ali mesˇane (Robinove) robne pogoje. Prav
tako lahko napravimo posplosˇitev na linearne robne probleme viˇsjega reda.
Omejitev za interval je le stvar poenostavitve, saj je dobro znano, kako
poljuben interval [a, b] preslikamo na interval [−1, 1] in obratno.
Poleg linearnih dvotocˇkovnih robnih problemov v eni ali vecˇ (dveh)
dimenzijah, nas zanimajo tudi nekateri tipi linearnih evolucijskih robnih pro-
blemov pri parcialnih diferencialnih enacˇbah (PDE). Obravnavali bomo po-
splosˇene toplotne enacˇbe parabolicˇnega tipa ter posplosˇene valovne enacˇbe
hiperbolicˇnega tipa.
Problem 1.4 Isˇcˇemo resˇitev u posplosˇene toplotne enacˇbe oblike
ut = α(x, t)uxx + β(x, t)ux + γ(x, t)u+ δ(x, t), x ∈ [−1, 1], t ≥ 0, (1.7)
z zacˇetnim pogojem
u(x, 0) = f(x), x ∈ [−1, 1] (1.8)
ter s konsistentnima robnima pogojema
u(−1, t) = g(t), u(1, t) = h(t), t ≥ 0. (1.9)
Problem 1.5 Isˇcˇemo resˇitev u posplosˇene valovne enacˇbe oblike
utt = α(x, t)uxx+β(x, t)ux+γ(x, t)u+δ(x, t), x ∈ [−1, 1], t ≥ 0, (1.10)
z zacˇetnima pogojema
u(x, 0) = f1(x), ut(x, 0) = f2(x), x ∈ [−1, 1] (1.11)
ter s konsistentnima robnima pogojema
u(−1, t) = g(t), u(1, t) = h(t), t ≥ 0. (1.12)
Pri obeh evolucijskih problemih 1.4 in 1.5 uporabimo za diskretizacijo
po prostorski spremenljivki eno izmed spektralnih metod, za diskretizacijo
po cˇasovni spremenljivki pa eno izmed metod za resˇevanje zacˇetnih proble-
mov za navadne diferencialne enacˇbe (ODE) oblike
u′ = f(t, u), u(t0) = u0. (1.13)
Uporabimo lahko Magnusove metode, metode Runge-Kutta ter sˇtevilne dru-
ge, ki so podrobno opisane npr. v M. Abramowitz in I. A. Stegun [1],
W. Gautschi [22], E. Hairer, S. P. Nørsett in G. Wanner [33], E. Hairer,
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C. Lubich in G. Wanner [32], E. Isaacson in H. B. Keller [36], A. Iserles,
H. Z. Munthe-Kaas, S. P. Nørsett in A. Zanna [38] ter A. Iserles [37].
Doktorska disertacija je organizirana na sledecˇ nacˇin. V poglavju 2
obravnavamo ortogonalne sisteme. Definiciji ortogonalnosti v razdelku 2.1
sledi opis in obravnava konvergencˇnih lastnosti Fourierove vrste v razdelku
2.2 ter opis klasicˇnih druzˇin ortogonalnih polinomov s poudarkom na kon-
vergencˇnih lastnostih vrste Cˇebiˇseva v razdelku 2.3.
Poglavje 3 je posvecˇeno kratkemu uvodu v teorijo spektralnih metod,
kjer v razdelku 3.1 opiˇsemo metodo utezˇenega residuala, v razdelku 3.2 izbor
primernih baznih funkcij, v razdelku 3.3 tri metode za izracˇun spektralnih
koeficientov (Galerkinova metoda, Tau metoda in metoda kolokacije) ter
v razdelku 3.4 konstrukcijo dveh razredov spektralnih metod (Fourierove
metode in metode Cˇebiˇseva) ter Clenshaw-Curtisovo kvadraturno formulo.
Razdelek 3.5 predstavi spektralne metode na dveh modelnih linearnih dvo-
tocˇkovnih robnih problemih, razdelek 3.6 pa je posvecˇen predstavitvi os-
novnih orodij za analizo konvergence in napake pri spektralnih metodah.
V poglavju 4 je prikazana konstrukcija spektralnih metod za posplosˇene
toplotne in valovne enacˇbe v razdelkih 4.1 in 4.2.
Poglavje 5 je posvecˇeno poldomenskim polinomom Cˇebiˇseva. V razdel-
ku 5.1 je predstavljena tricˇlenska rekurzivna formula, v razdelku 5.2 pa je
opisan modificiran algoritem Cˇebiˇseva za izracˇun rekurzivnih koeficientov,
kar omogocˇa konstrukcijo poldomenskih polinomov Cˇebiˇseva prve in druge
vrste v razdelku 5.3 ter obravnavo njihovih lastnosti v razdelku 5.4.
Problema 1.1 in 1.2 obravnavamo v poglavju 6, kjer v razdelku 6.1 naj-
prej definiramo novo ortonormalno bazo v koncˇnorazsezˇnem podprostoru
prostora L2(−1, 1), nato pa definiramo poldomensko Cˇebiˇsev-Fourierovo
vrsto ter analiziramo njeno konvergenco v razdelku 6.2. Primerjava kvalitete
aproksimacij, ki jih dobimo z uporabo razlicˇnih vrst (Fourierova vrsta, vrsta
Cˇebiˇseva, poldomenska Cˇebiˇsev-Fourierova vrsta), je opisana v razdelku 6.3.
Linearne robne probleme v eni dimenziji obravnavamo v poglavju 7.
Numericˇno resˇitev iˇscˇemo v obliki poldomenske Cˇebiˇsev-Fourierove vrste.
Razdelek 7.1 je posvecˇen konstrukciji dveh operatorskih matrik za odvajanje
in mnozˇenje HCF vrst. V razdelku 7.2 konstruiramo kolokacijsko spektralno
metodo za resˇevanje problema 1.3, v razdelku 7.3 pa analiziramo napako in
konvergenco te metode. Poglavje zakljucˇuje razdelek 7.4, kjer je prikazanih
nekaj numericˇnih zgledov skupaj s primerjavo Cˇebiˇsev-Fourierove koloka-
cijske metode (CFC) s kolokacijsko metodo Cˇebiˇseva (CC).
V poglavju 8 konstruiramo nov razred spektralnih metod z uporabo
poldomenske Cˇebiˇsev-Fourierove vrste tako za resˇevanje posplosˇene toplotne
enacˇbe parabolicˇnega tipa v razdelku 8.1 kot tudi posplosˇene valovne enacˇbe
hiperbolicˇnega tipa v razdelku 8.2, tj. problemov 1.4 in 1.5. Oba razdelka
vsebujeta nekaj numericˇnih zgledov, vendar brez analize napake in konver-
gence. Poglavje 9 zakljucˇuje doktorsko disertacijo.
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Poglavje 2
Ortogonalni sistemi
2.1 Ortogonalnost
Linearne probleme obicˇajno obravnavamo v prostorih s skalarnim produk-
tom. To nam omogocˇa definicijo norme preko pojma skalarnega produkta
ter vpeljavo pojma ortogonalnosti dveh elementov (funkcij). Le-ta je namrecˇ
izredno pomemben na razlicˇnih podrocˇjih numericˇne analize, npr. pri apro-
ksimaciji in numericˇnemu resˇevanju diferencialnih enacˇb. Podrobnejˇsi pre-
gled teorije prostorov s skalarnim produktom najdemo npr. v monografiji
K. Atkinson in W. Han [6]. Posebnega pomena so polni prostori s skalarnim
produktom, ki jim pravimo Hilbertovi prostori. Zanimajo nas predvsem
prostori funkcij, npr. prostor utezˇenih s kvadratom integrabilnih funkcij
L2w(a, b), ki je Hilbertov prostor s skalarnim produktom
(f, g) =
∫ b
a
f(x) g(x) w(x) dx, f, g ∈ L2w(a, b). (2.1)
Pripadajocˇa norma je definirana s predpisom
‖f‖L2w =
√
(f, f), f ∈ L2w(a, b). (2.2)
Funkcija w je nenegativna in se imenuje utezˇ. Pomembni prostori v analizi
numericˇnih metod, predvsem pri analizi konvergence in napake Fourierovih
spektralnih metod, so prostori Soboljeva, npr. Hm(a, b) ali Hmp (a, b).
Definicija 2.1 Prostor Soboljeva Hm(a, b), m ∈ N0, je prostor funkcij f ∈
L2(a, b), za katere velja, da vsi sˇibki odvodi do reda m pripadajo prostoru
L2(a, b):
Hm(a, b) =
{
f ∈ L2(a, b) : f (k) ∈ L2(a, b), 0 ≤ k ≤ m
}
. (2.3)
Prostor Soboljeva Hm(a, b) je Hilbertov prostor glede na skalarni pro-
dukt
(f, g)m =
m∑
k=0
∫ b
a
f (k)(x) g(k)(x) dx, (2.4)
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ki je opremljen z normo
‖f‖m =
(
m∑
k=0
‖f (k)‖2L2
)1/2
. (2.5)
Podrobnosti o prostorih Soboljeva, vkljucˇno z dokazom spodnjega izre-
ka, so opisane npr. v monografijah G. Leoni [42] ter W. P. Ziemer [63].
Izrek 2.2 Prostor C∞(a, b) je gost podprostor v Hm(a, b) za vsak m ∈ N0.
V analizi Fourierovih spektralnih metod potrebujemo definicijo pro-
stora Soboljeva za periodicˇne funkcije. Naj bodo le-te 2pi-periodicˇne na
intervalu (−pi, pi). Tedaj za vsak m ∈ N0 definiramo
Hmp (−pi, pi) =
{
f ∈ Hm(−pi, pi) : f (k)(−pi) = f (k)(pi), 0 ≤ k ≤ m− 1
}
.
(2.6)
Izmed mnogo razlicˇnih neenakosti, ki veljajo v Hilbertovih prostorih
H, omenimo eno pomembnejˇsih, tj. Cauchy-Schwarzovo neenakost
|(f, g)| ≤ ‖f‖ ‖g‖, f, g ∈ H. (2.7)
Enakost velja natanko tedaj, ko sta funkciji f in g linearno odvisni. Pravimo,
da sta funkciji f, g ∈ H ortogonalni, cˇe je (f, g) = 0. Mnozˇica funkcij
{fk}k≥0 ⊂ H tvori ortogonalni sistem, cˇe velja (fk, fj) = 0 za j 6= k. Cˇe
funkcije {fk}k≥0 tvorijo ortogonalni sistem in so baza prostora H, potem
pravimo, da tvorijo ortogonalno bazo. Primeri ortogonalnih baz:
1. Trigonometricˇne funkcije {1, cos (k ·), sin (k ·)}∞k=0 tvorijo ortogonalno
bazo prostora L2(−pi, pi).
2. Legendreovi polinomi {Lk}∞k=0 tvorijo ortogonalno bazo prostora
L2(−1, 1).
3. Polinomi Cˇebiˇseva prve vrste {Tk}∞k=0 tvorijo ortogonalno bazo pro-
stora L2w(−1, 1), kjer je w(x) = 1√1−x2 .
Legendreovi polinomi in polinomi Cˇebiˇseva (prve vrste) so posebni primeri
iz druzˇine Jacobijevih ortogonalnih polinomov (glej npr. M. Abramowitz in
I. A. Stegun [1]).
Naj bo mnozˇica funkcij {φk}∞k=0 ⊂ L2w(a, b) ortogonalni sistem v pro-
storu L2w(a, b), ki ni nujno baza, pacˇ pa vsaj ogrodje. Tedaj lahko vsako s
kvadratom integrabilno funkcijo f ∈ L2w(a, b) razvijemo v (Fourierovo) vrsto
po (baznih) funkcijah tega ortogonalnega sistema
f(x) =
∞∑
k=0
akφk(x), (2.8)
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kjer koeficiente ak v razvoju vrste izracˇunamo po formuli
ak =
(f, φk)
‖φk‖2 . (2.9)
2.2 Fourierova vrsta
Naravno vprasˇanje v mnogih problemih numericˇne analize, npr. pri resˇeva-
nju toplotne ali valovne enacˇbe s Fourierovo metodo locˇitve spremenljivk,
je, ali se da dano funkcijo zapisati kot trigonometricˇno vrsto, ki ji pravimo
Fourierova vrsta. Podrobno obravnavo Fourierove analize najdemo npr. v
M. Abramowitz in I. A. Stegun [1], K. Atkinson in W. Han [6], J. P. Boyd
[7] ter C. Canuto, M. Y. Hussaini, A. Quarteroni in T. A. Zang [11].
Naj bo f ∈ L1(−pi, pi) integrabilna funkcija. Tedaj je njena Fourierova
vrsta definirana z
F (x) =
a0
2
+
∞∑
k=1
(
ak cos (kx) + bk sin (kx)
)
, (2.10)
kjer Fourierove koeficiente ak in bk izracˇunamo s formulama
ak =
1
pi
∫ pi
−pi
f(x) cos (kx) dx, k ≥ 0, (2.11)
bk =
1
pi
∫ pi
−pi
f(x) sin (kx) dx, k ≥ 1. (2.12)
Fourierova vrsta (2.10) se v primeru, ko je f liha funkcija, poenostavi v si-
nusno Fourierovo vrsto, v primeru, ko je f soda, pa v kosinusno Fourierovo
vrsto. Pri obravnavanju trigonometricˇnih vrst se uporabljajo standardne for-
mule iz trigonometrije (npr. adicijski izreki, formule za dvojne in polovicˇne
kote).
Za izracˇun Fourierovih koeficientov ak in bk (2.11 – 2.12) uporabimo
hitro Fourierovo transformacijo (FFT), oz. algoritem z njeno implementa-
cijo, ki sta ga leta 1965 predstavila J. W. Cooley in J. W. Tukey [15]. Algo-
ritem, oz. njegova diskretna verzija, tj. diskretna Fourierova transformacija
(DFT), je podrobno predstavljen tudi v P. Henrici [34]. Pomembna prednost
tega algoritma je v njegovi racˇunski ucˇinkovitosti, saj Fourierove koeficiente
do reda N izracˇuna v O(N logN) operacijah.
Konvergenca Fourierove vrste ni samoumevna. Fourierova vrsta F
definirana z enacˇbami (2.10 – 2.12), ne konvergira nujno, cˇe pa konvergira
po tocˇkah, ne konvergira nujno k funkciji f . Velja pa, da Fourierova vrsta
konvergira v L2 normi. Za f ∈ L2(−pi, pi) velja
f(x) =
a0
2
+
∞∑
k=1
(
ak cos (kx) + bk sin (kx)
)
. (2.13)
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Dokaz spodnjega izreka ter splosˇnejˇso teorijo konvergence Fourierove vrste
najdemo npr. v K. Atkinson in W. Han [6], pa tudi v drugih monografijah,
ki obravnavajo harmonicˇno analizo.
Izrek 2.3 Naj bo f ∈ L2(−pi, pi) in
PNf(x) =
a0
2
+
N∑
k=1
(
ak cos (kx) + bk sin (kx)
)
, (2.14)
kjer so koeficienti ak in bk definirani v (2.11 – 2.12). Tedaj
‖PNf − f‖L2 → 0, N →∞ (2.15)
za vsak f ∈ L2(−pi, pi) natanko tedaj, ko obstaja konstanta C > 0, da je
‖PNf‖L2 ≤ C ‖f‖L2 (2.16)
za vsak N ≥ 1 in vsak f ∈ L2(−pi, pi).
Posledica konvergence v L2 normi je Parsevalova enakost
‖f‖2L2 = pi
(
|a0|2
2
+
∞∑
k=1
(|ak|2 + |bk|2)
)
. (2.17)
Konvergenca Fourierove vrste je odvisna tudi od stopnje gladkosti dane
funkcije. V moderni harmonicˇni analizi se pogosto uporabljajo prostori
Soboljeva Hmp (−pi, pi) (2.6), ki sovpadajo s prostori (m − 1)-krat zvezno
odvedljivih, 2pi-periodicˇnih funkcij. Za f ∈ Hmp (−pi, pi),m ≥ 0 in 0 ≤ ` ≤ m,
veljata oceni (glej C. Canuto, M. Y. Hussaini, A. Quarteroni in T. A. Zang
[11], podrazdelek 5.1.2)
‖f − PNf‖L2 ≤ C1 N−m ‖f (m)‖L2 , (2.18)
‖f − PNf‖H`p ≤ C2 N `−m ‖f (m)‖L2 , (2.19)
kjer sta C1 > 0 in C2 > 0 konstanti, PNf pa je ortogonalna projekcija
funkcije f na prostor trigonometricˇnih polinomov stopnje kvecˇjemu N , ki
je definirana z enacˇbo (2.14). Oceni sledita iz Parsevalove enakosti (2.17).
Velja, da operatorja odvajanja in projeciranja komutirata
(PNf)′ = PNf ′.
V primeru analiticˇnih, 2pi-periodicˇnih funkcij, je konvergenca izredno
hitra (glej npr. A. Iserles in S. P. Nørsett [39]), saj obstajata taki konstanti
C > 0 in α > 0, da za vse Fourierove koeficiente velja |ak|, |bk| ≤ Ce−αk
za k ≥ 0. Cˇe izpustimo pogoj 2pi-periodicˇnosti, koeficienti padajo bistveno
pocˇasneje: |ak|, |bk| = O(1/k), k À 1.
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2.3 Ortogonalni polinomi
Ortogonalni polinomi predstavljajo pomembno orodje v mnogih problemih
numericˇne analize. Podrobno obravnavo najdemo npr. v M. Abramowitz in
I. A. Stegun [1], W. Han in K. Atkinson [6], T. S. Chihara [13], W. Gautschi
[22], J. Shen, T. Tang in L. Wang [51] ter G. Szego¨ [54]. Zaporedje polinomov
{pn}∞n=0 je ortogonalno v prostoru L2w(a, b) glede na utezˇ w, cˇe je stopnja
polinoma pn enaka n in velja
(pn, pm) =
∫ b
a
pn(x) pm(x) w(x) dx = γnδmn, (2.20)
kjer je δmn =
{
1, m = n,
0, m 6= n, Kroneckerjev delta in γn = ‖pn‖
2. Sistem
ortogonalnih polinomov {pn}∞n=0 lahko dobimo tako, da na monomski bazi
{1, x, x2, x3, . . .} uporabimo Gram-Schmidtov postopek. Razlicˇne izbire in-
tervala (a, b) in utezˇi w vodijo do razlicˇnih druzˇin ortogonalnih polinomov.
Tri klasicˇne druzˇine so:
1. (a, b) = (−1, 1), w(x) = (1 − x)α(1 + x)β, −1 < α, β < 1: Jacobijevi
polinomi P (α,β)n .
2. (a, b) = (0,∞), w(x) = xαe−x: Laguerreovi polinomi Lαn.
3. (a, b) = (−∞,∞), w(x) = e−x2 : Hermiteovi polinomi Hn.
V nadaljevanju nas bodo zanimali predvsem posebni primeri Jacobijevih
polinomov: Legendreovi polinomi {Ln}∞n=0 (α = β = 0, podrazdelek 2.3.2)
ter polinomi Cˇebiˇseva prve {Tn}∞n=0 in druge vrste {Un}∞n=0 (α = β = ±12 ,
podrazdelek 2.3.3). Tricˇlensko rekurzivno formulo podrobneje obravnavamo
v razdelku 5.2. Naj bo {pn}∞n=0 sistem ortogonalnih polinomov. Polinom pn
je stopnje n za vsak n ≥ 0 in ima natanko n nicˇel na intervalu (−1, 1). Za
k ≥ 0 so polinomi p2k sode, polinomi p2k+1 pa lihe funkcije.
2.3.1 Momentni funkcional, momentno zaporedje
V vecˇini literature, ki obravnava ortogonalne polinome, npr. v G. Szego¨ [54],
najdemo klasicˇen pristop k obravnavi le-teh. Drugacˇen pristop ponuja T. S.
Chihara v [13]. Ortogonalne polinome uvede z uporabo momentnega za-
poredja in momentnih funkcionalov. Za nasˇe potrebe zadostuje, da zapiˇsemo
nekaj osnovnih definicij in lastnosti.
Naj bo {µk}∞k=0 zaporedje kompleksnih sˇtevil, ki ga imenujemo mo-
mentno zaporedje, in naj bo V vektorski prostor vseh polinomov. Line-
arni funkcional L : V → C, ki zadosˇcˇa pogoju L(xk) = µk za vsak k, se
imenuje momentni funkcional. Iz definicije direktno sledi, da za polinom
p(x) =
∑n
k=0 ckx
k velja L(p) = ∑nk=0 ckµk. Zaporedje {pk}∞k=0 se imenuje
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ortogonalno polinomsko zaporedje glede na momentni funkcional L, cˇe je za
vsak k, ` ≥ 0 pk polinom stopnje k, L(p` pk) = 0 za ` 6= k in L(p2k) 6= 0.
Standarden primer momentnega funkcionala je integral
L(f) :=
∫ b
a
f(x)w(x) dx, (2.21)
kjer je f integrabilna funkcija na intervalu (a, b) in w integrabilna nenega-
tivna funkcija na intervalu (a, b), ki se imenuje utezˇ.
Pristop z momenti je zanimiv in uporaben predvsem zato, ker omogocˇa
izracˇun vrednosti momentnega funkcionala, ki je obicˇajno podan z inte-
gralom (2.21), brez racˇunanja integralov. Pri tem mora biti mnozˇica mo-
mentov {µk} znana.
2.3.2 Legendreovi polinomi
Legendreovi polinomi Ln, n ≥ 0, so klasicˇni ortogonalni polinomi (glej
npr. M. Abramowitz, I. A. Stegun [1], T. S. Chihara [13] ali G. Szego¨ [54]),
ki spadajo v druzˇino Jacobijevih polinomov (α = β = 0). V prostoru
L2(−1, 1) so ortogonalni glede na utezˇ w(x) = 1, in normalizirani tako, da
je Ln(1) = 1. Obicˇajno so definirani z
L0(x) = 1, Ln(x) =
1
2nn!
dn
dxn
[(x2 − 1)n], n ≥ 1. (2.22)
Legendreovi polinomi so ortogonalni∫ 1
−1
Lm(x)Ln(x) dx =
{
0, m 6= n,
2
2n+1 , m = n.
(2.23)
Dobimo jih kot resˇitve Legendreove diferencialne enacˇbe
− [(1− x2)L′n(x)]′ = n(n+ 1)Ln(x), n ≥ 0. (2.24)
Poleg tega zadosˇcˇajo tricˇlenski rekurzivni formuli
nLn(x) = (2n− 1)xLn−1(x)− (n− 1)Ln−2(x), n ≥ 2, (2.25)
kjer je L0(x) = 1 in L1(x) = x. Velja, da je Ln(−1) = (−1)n in |Ln(x)| ≤ 1
za vsak n ≥ 0 in x ∈ [−1, 1]. Prvih sˇest Legendreovih polinomov je zapisanih
spodaj in prikazanih na sliki 2.1:
L0(x) = 1,
L1(x) = x,
L2(x) = 32x
2 − 12 ,
L3(x) = 52x
3 − 32x,
L4(x) = 358 x
4 − 154 x2 + 38 ,
L5(x) = 638 x
5 − 354 x3 + 158 x.
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Slika 2.1: Grafi prvih sˇestih Legendreovih polinomov Ln: L0 oranzˇna cˇrta,
L1 vijolicˇna, L2 modra, L3 rdecˇa, L4 zelena in L5 cˇrna cˇrta.
Pri konstrukciji spektralnih metod je pomembno poznati zvezo med
Legendreovimi polinomi in njihovimi odvodi. Velja rekurzivna formula
L′n+1(x) = (2n+ 1)Ln(x) + L
′
n−1(x), n ≥ 1, (2.26)
od koder za n ≥ 0 sledi
L′n+1(x) = (2n+1)Ln(x)+(2(n−2)+1)Ln−2(x)+(2(n−4)+1)Ln−4(x)+· · · .
(2.27)
Odvodi prvih sˇestih Legendreovih polinomov so:
L′0(x) = 0,
L′1(x) = 1 = L0(x),
L′2(x) = 3x = 3L1(x),
L′3(x) =
15
2 x
2 − 32 = 5L2(x) + L0(x),
L′4(x) =
35
2 x
3 − 152 x = 7L3(x) + 3L1(x),
L′5(x) =
315
8 x
4 − 1054 x2 + 158 = 9L4(x) + 5L2(3) + L0(x).
Za Legendreove polinome je momentni funkcional (podrazdelek 2.3.1) defini-
ran z
L(f) :=
∫ 1
−1
f(x) dx, (2.28)
momentno zaporedje pa je podano z (k ≥ 0)
µk =
{
0, k lih,
2
k+1 , k sod.
(2.29)
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Opazimo, da momenti s k padajo proti 0.
Poljubno integrabilno funkcijo f ∈ L1(−1, 1) lahko zapiˇsemo z Legen-
dreovo vrsto, ki je opisana npr. v C. Canuto, M. Y. Hussaini, A. Quarteroni
in T. A. Zang [11] ali P. Grandcle´ment [30], in je sestavljena iz Legendreovih
polinomov Lk, k ≥ 0,
f(x) =
∞∑
k=0
akLk(x). (2.30)
Legendreove koeficiente ak, k ≥ 0, izracˇunamo s formulo
ak =
2k + 1
2
∫ 1
−1
f(x)Lk(x) dx. (2.31)
S PNf(x) =
∑N
k=0 akLk(x) oznacˇimo odrezano Legendreovo vrsto pri nekem
odreznem sˇtevilu N . Rezanje vrste je ekvivalentno ortogonalni projekciji
funkcije f na prostor polinomov stopnje kvecˇjemuN . Za danom-krat zvezno
odvedljivo funkcijo f ∈ Cm(−1, 1), m ≥ 0, veljata spodnji oceni o kvaliteti
aproksimacije (glej C. Canuto, M. Y. Hussaini, A. Quarteroni in T. A. Zang
[11], podrazdelek 5.4.2)
‖f − PNf‖L2 ≤ C1 N−m ‖f (m)‖L2 , (2.32)
‖f − PNf‖∞ ≤ C2 N1/2−m V (f (m)), (2.33)
kjer sta C1 > 0 in C2 > 0 konstanti. Funkcija f (m) naj ima omejeno
totalno variacijo V (f (m)). Totalna variacija funkcije f na intervalu [a, b]
je definirana z
V (f) = sup
a=x0<x1<···<xn=b
n∑
i=1
|f(xi)− f(xi−1)|, (2.34)
kjer vzamemo supremum po vseh delitvah intervala [a, b] s koncˇnim sˇtevilom
tocˇk, tj. po vseh mnozˇicah n+1 tocˇk, kjer je a = x0 < x1 < · · · < xn = b in n
poljuben (glej [11], dodatek A.8). Totalna variacija je omejena na intervalu
[a, b], cˇe je sˇtevilo V (f) koncˇno. Vsaka funkcija z omejeno totalno variacijo
je omejena.
V nasprotju s Fourierovo vrsto, operatorja odvajanja in projeciranja v
splosˇnem ne komutirata
(PNf)′ 6= PN−1f ′.
2.3.3 Polinomi Cˇebiˇseva prve in druge vrste
Polinomi Cˇebiˇseva Tn, n ≥ 0, prve vrste so druzˇina klasicˇnih ortogonal-
nih polinomov v Hilbertovem prostoru L2w(−1, 1), ki so ortogonalni glede
na utezˇ w(x) = 1/
√
1− x2, in normalizirani tako, da je Tn(1) = 1 (glej
npr. M. Abramowitz, I. A. Stegun [1], T. S. Chihara [13] ali G. Szego¨ [54]).
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Podobno kot Legendreovi polinomi spadajo v druzˇino Jacobijevih polinomov
(α = β = −12). Skalarni produkt v prostoru L2w(−1, 1) je definiran z
enacˇbama (2.1) in (2.2), kjer je (a, b) = (−1, 1).
Polinomi Cˇebiˇseva prve vrste so povsem karakterizirani z lastnostjo
Tn(cos θ) = cosnθ, n ≥ 0, (2.35)
ki opisuje dejstvo, da je cosnθ polinom v cos θ. So ortogonalni
∫ 1
−1
Tm(x)Tn(x)√
1−x2 dx =

0, m 6= n,
pi, m = n = 0,
pi
2 , m = n > 0.
(2.36)
Nadalje zadosˇcˇajo diferencialni enacˇbi
−
[√
1− x2T ′n(x)
]′
= n2
Tn(x)√
1− x2 , n ≥ 0, (2.37)
poleg tega pa zadosˇcˇajo tudi tricˇlenski rekurzivni formuli
Tn(x) = 2xTn−1(x)− Tn−2(x), n ≥ 2, (2.38)
kjer je T0(x) = 1 in T1(x) = x. Velja, da je Tn(−1) = (−1)n in |Tn(x)| ≤ 1
za vsak n ≥ 0 in x ∈ [−1, 1]. Opazimo tudi, da ti polinomi oscilirajo med
−1 in 1. Prvih sˇest polinomov Cˇebiˇseva prve vrste je zapisanih spodaj in
prikazanih na sliki 2.2:
T0(x) = 1,
T1(x) = x,
T2(x) = 2x2 − 1,
T3(x) = 4x3 − 3x,
T4(x) = 8x4 − 8x2 + 1,
T5(x) = 16x5 − 20x3 + 5x.
Podobno kot pri Legendreovih polinomih nas zanima zveza med poli-
nomi Cˇebiˇseva prve vrste in njihovimi odvodi. Velja rekurzivna formula
1
n+1T
′
n+1(x) = 2Tn(x) +
1
n−1T
′
n−1(x), (2.39)
od koder za n ≥ 0 sledi
T ′2n(x) = 4n (T2n−1(x) + T2n−3(x) + · · ·+ T1(x)) , (2.40)
T ′2n+1(x) = (2n+ 1) (2T2n(x) + 2T2n−2(x) + · · ·+ 2T2(x) + T0(x)) . (2.41)
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Slika 2.2: Grafi prvih sˇestih polinomov Cˇebiˇseva prve vrste Tn: T0 oranzˇna
cˇrta, T1 vijolicˇna, T2 modra, T3 rdecˇa, T4 zelena in T5 cˇrna cˇrta.
Odvodi prvih sˇestih polinomov Cˇebiˇseva prve vrste so:
T ′0(x) = 0,
T ′1(x) = 1 = T0(x),
T ′2(x) = 4x = 4T1(x),
T ′3(x) = 12x
2 − 3 = 6T2(x) + 3T0(x),
T ′4(x) = 32x
3 − 16x = 8T3(x) + 8T1(x),
T ′5(x) = 80x
4 − 60x2 + 5 = 10T4(x) + 10T2(3) + 5T0(x).
Poleg odvajanja je pomembna tudi povezava med polinomi Cˇebiˇseva prve
vrste in njihovimi medsebojnimi produkti. Veljata formuli, ki sledita iz
lastnosti (2.35) in adicijskih izrekov za trigonometricˇne funkcije
T 2n(x) =
1
2 (T0(x) + T2n(x)) , (2.42)
Tn(x) · Tm(x) = 12 (Tn−m(x) + Tn+m(x)) , m ≤ n. (2.43)
Momentni funkcional za polinome Cˇebiˇseva prve vrste je
L(f) :=
∫ 1
−1
f(x)√
1−x2 dx, (2.44)
momentno zaporedje pa je podano z (k ≥ 0, ` ≥ 0)
µk =
{
0, k = 2`+ 1,
(2`` )pi
4`
, k = 2`.
(2.45)
Opazimo, da momenti s k padajo proti 0.
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Polinomi Cˇebiˇseva Un, n ≥ 0, druge vrste so druzˇina klasicˇnih ortogo-
nalnih polinomov v Hilbertovem prostoru L2w(−1, 1), ki so ortogonalni glede
na utezˇ w(x) =
√
1− x2, in normalizirani tako, da je Un(1) = n + 1. Tudi
ti polinomi spadajo v druzˇino Jacobijevih polinomov (α = β = 12).
Polinomi Cˇebiˇseva druge vrste so karakterizirani z lastnostjo
Un(cos θ) =
sin (n+ 1)θ
sin θ
, n ≥ 0. (2.46)
So ortogonalni∫ 1
−1
Um(x)Un(x)
√
1− x2 dx =
{
0, m 6= n,
pi
2 , m = n.
(2.47)
Nadalje zadosˇcˇajo diferencialni enacˇbi
−
[√
(1− x2)3U ′n(x)
]′
= n(n+ 2)
√
1− x2Un(x), n ≥ 0, (2.48)
poleg tega pa zadosˇcˇajo tudi tricˇlenski rekurzivni formuli
Un(x) = 2xUn−1(x)− Un−2(x), (2.49)
kjer je U0(x) = 1 in U1(x) = 2x. Velja, da je Un(−1) = (n + 1)(−1)n in
|Un(x)| ≤ n+1 za vsak n ≥ 0 in x ∈ [−1, 1]. Prvih sˇest polinomov Cˇebiˇseva
druge vrste je zapisanih spodaj in prikazanih na sliki 2.3:
U0(x) = 1,
U1(x) = 2x,
U2(x) = 4x2 − 1,
U3(x) = 8x3 − 4x,
U4(x) = 16x4 − 12x2 + 1,
U5(x) = 32x5 − 32x3 + 6x.
Velja rekurzivna zveza med polinomi Cˇebiˇseva druge vrste in njihovimi
odvodi
U ′n(x) = 2nUn−1(x) + U
′
n−2(x), (2.50)
od koder za n ≥ 0 sledi
U ′2n(x) = 4 (nU2n−1(x) + (n− 1)U2n−3(x) + · · ·+ U1(x)) , (2.51)
U ′2n+1(x) = 2 ((2n+ 1)U2n(x) + (2n− 1)U2n−2(x) + · · ·+ U0(x)) . (2.52)
Odvodi prvih sˇestih polinomov Cˇebiˇseva druge vrste so:
U ′0(x) = 0,
U ′1(x) = 2 = 2U0(x),
U ′2(x) = 8x = 4U1(x),
U ′3(x) = 24x
2 − 4 = 6U2(x) + 2U0(x),
U ′4(x) = 64x
3 − 24x = 8U3(x) + 4U1(x),
U ′5(x) = 160x
4 − 96x2 + 6 = 10U4(x) + 6U2(3) + 2U0(x).
25
-1 1
-1
1
U5
U4
U3
U2
U1
U0
Slika 2.3: Grafi prvih sˇestih polinomov Cˇebiˇseva druge vrste Un: U0 oranzˇna
cˇrta, U1 vijolicˇna, U2 modra, U3 rdecˇa, U4 zelena in U5 cˇrna cˇrta.
Momentni funkcional za polinome Cˇebiˇseva druge vrste je
L(f) :=
∫ 1
−1
f(x)
√
1− x2 dx, (2.53)
momentno zaporedje pa je podano z (k ≥ 0, ` ≥ 0)
µk =
{
0, k = 2`+ 1,
(2`` )pi
22`+1(`+1)
, k = 2`.
(2.54)
Opazimo, da momenti s k padajo proti 0.
2.3.4 Vrsta Cˇebiˇseva
Podobno kot v primeru trigonometricˇnih funkcij ali Legendreovih polinomov,
kjer dano funkcijo razvijemo v Fourierovo oz. Legendreovo vrsto, lahko
vsako integrabilno funkcijo f ∈ L1w(−1, 1) razvijemo v vrsto Cˇebiˇseva, ki
je opisana npr. v C. Canuto, M. Y. Hussaini, A. Quarteroni in T. A. Zang
[11], P. Grandcle´ment [30] ter J. Shen, T. Tang in L. Wang [51], in je ses-
tavljena iz polinomov Cˇebiˇseva prve vrste Tk, k ≥ 0,
f(x) =
∞∑
k=0
akTk(x). (2.55)
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Koeficiente Cˇebiˇseva ak, k ≥ 0, izracˇunamo s formulama
a0 =
1
pi
∫ 1
−1
f(x)T0(x)√
1− x2 dx =
1
pi
∫ pi
0
f(cos θ) dθ, (2.56)
ak =
2
pi
∫ 1
−1
f(x)Tk(x)√
1− x2 dx =
2
pi
∫ pi
0
f(cos θ) cos (kθ) dθ. (2.57)
Vrsta Cˇebiˇseva je ekvivalentna kosinusni Fourierovi vrsti (x = cos θ). V
praksi pogosto uporabljamo aproksimacijo z odrezano vrsto Cˇebiˇseva pri
nekem odreznem sˇtevilu N
f(x) ≈ PNf(x) :=
N∑
k=0
akTk(x). (2.58)
Rezanje vrste je ekvivalentno ortogonalni projekciji funkcije f na prostor
polinomov stopnje kvecˇjemu N . Koeficiente te vrste ucˇinkovito izracˇunamo
z uporabo diskretne kosinusne transformacije (DCT). Podobno lahko vsako
integrabilno funkcijo f ∈ L1w(−1, 1) aproksimiramo z odrezano vrsto Cˇebiˇse-
va, ki je sestavljena iz polinomov Cˇebiˇseva druge vrste Uk.
Za dano m-krat zvezno odvedljivo funkcijo f ∈ Cm(−1, 1), m ≥ 0 vel-
jata spodnji oceni o kvaliteti aproksimacije (glej C. Canuto, M. Y. Hussaini,
A. Quarteroni in T. A. Zang [11], podrazdelek 5.5.2)
‖f − PNf‖L2w ≤ C1 N−m ‖f (m)‖L2w , (2.59)
‖f − PNf‖∞ ≤ C2 (1 + lnN)
Nm
m∑
k=0
‖f (k)‖∞, (2.60)
kjer sta C1 > 0 in C2 > 0 konstanti. Podobno kot v primeru Legendreovih
polinomov, operatorja odvajanja in projeciranja v splosˇnem ne komutirata
(PNf)′ 6= PN−1f ′.
Iz povedanega sledi, da je tako kot pri Fourierovi oz. Legendreovi vrsti kon-
vergenca vrste Cˇebiˇseva odvisna od stopnje gladkosti dane funkcije. Vel-
jajo spodnji izreki, katerih dokaze lahko najdemo npr. v J. P. Boyd [7] ali
L. N. Trefethen [60].
Izrek 2.4 Naj bo PNf(x) =
∑N
n=0 anTn(x) odrezana vrsta Cˇebiˇseva za dano
funkcijo f ∈ L1w(−1, 1). Tedaj je
|f(x)− PNf(x)| ≤
∞∑
n=N+1
|an| (2.61)
za vse f , N in x ∈ [−1, 1].
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Koeficienti Cˇebiˇseva an padajo proti 0, ko gre n → ∞. Za funkcije
f ∈ Cm(−1, 1) dobimo sledecˇe rezultate.
Izrek 2.5 Naj ima dana funkcija f za nek m ≥ 0 absolutno zvezen (m−1)-
vi odvod f (m−1) na intervalu [−1, 1] (cˇe je m > 0) in m-ti odvod f (m) z
omejeno totalno variacijo V (f (m)) za m ≥ 1. Tedaj za n ≥ m + 1 za
koeficiente Cˇebiˇseva velja ocena
|an| ≤ 2V (f
(m))
pin(n− 1) · · · (n−m) ≤
2V (f (m))
pi(n−m)m+1 . (2.62)
Izrek 2.6 Naj ima dana funkcija f za nekm ≥ 0 absolutno zvezen (m−1)-vi
odvod f (m−1) na intervalu [−1, 1] (cˇe je m > 0) in m-ti odvod f (m) z omejeno
totalno variacijo V (f (m)) za m ≥ 1. Naj bo dalje PNf(x) =
∑N
n=0 anTn(x)
njena odrezana vrsta Cˇebiˇseva. Tedaj za vsak N > m velja ocena
‖f − PNf‖ ≤ 2V (f
(m))
pim(N −m)m . (2.63)
Iz ocene napake v zadnjem izreku sledi, da za gladke funkcije f ∈ C∞,
sˇe posebej pa za analiticˇne funkcije, napaka pada hitreje od vsake potence
od 1/N . Govorimo o eksponentnem padanju oz. spektralni konvergenci. To
je pomembna lastnost spektralnih metod, ki jih bomo obravnavali v nadal-
jevanju. Veljata spodnja rezultata.
Izrek 2.7 Naj bo f analiticˇna funkcija na intervalu [−1, 1], ki ima ana-
liticˇno nadaljevanje na odprto elipso Eρ, kjer je ρ > 1 vsota glavnih polosi,
ter naj zadosˇcˇa pogoju |f(x)| ≤ M za nek M > 0. Tedaj za koeficiente
Cˇebiˇseva velja
|an| ≤ 2Mρ−n, (2.64)
kjer je |a0| ≤M .
Izrek 2.8 Naj bo f analiticˇna funkcija na intervalu [−1, 1], ki ima ana-
liticˇno nadaljevanje na odprto elipso Eρ, kjer je ρ > 1 vsota glavnih polosi,
ter naj zadosˇcˇa pogoju |f(x)| ≤ M za nek M > 0. Naj bo dalje PNf(x) =∑N
n=0 anTn(x) njena odrezana vrsta Cˇebiˇseva. Tedaj za vsak N ≥ 0 velja
‖f − PNf‖ ≤ 2Mρ
−N
ρ− 1 . (2.65)
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Poglavje 3
Uvod v spektralne metode
Za resˇevanje robnih problemov tako pri navadnih (npr. problem 1.3), kot
tudi pri parcialnih diferencialnih enacˇbah (npr. problem 1.4 ali problem
1.5), imamo na voljo razlicˇne numericˇne metode. Le-te lahko klasificiramo
po vecˇ kriterijih. Osnovna ideja je, da iskano resˇitev u danega problema
aproksimiramo s funkcijo u˜, ki je podana v obliki koncˇne vrste
u˜(x) =
N∑
n=0
u˜nφn(x),
kjer so φn bazne funkcije, npr. polinomi ali trigonometricˇni polinomi stop-
nje n, in iˇscˇemo spektralne koeficiente u˜n. Glede na obliko baznih funkcij
konstruiramo razlicˇne razrede numericˇnih metod. Eden izmed kriterijev je
globalnost oz. lokalnost baznih funkcij, tj., ali so bazne funkcije definirane in
netrivialne na celotnem obmocˇju, kjer je definiran robni problem, ali zgolj na
neki manjˇsi podmnozˇici tega obmocˇja. Matrika koeficientov sistema enacˇb
za izracˇun koeficientov u˜n, ki jo dobimo pri konstrukciji numericˇne metode,
je posledicˇno velika in razprsˇena, oz. majhna in polna. Glede na ta kriterij
locˇimo tri standardne razrede metod.
1. Metode koncˇnih razlik (FDM) so bile razvite v petdesetih letih 20. sto-
letja. Za bazne funkcije φn vzamemo lokalne polinome nizkega reda.
Prednost teh metod je sorazmerno preprosta konstrukcija, ceno pa
placˇamo z resˇevanjem velikega sistema linearnih enacˇb za izracˇun ko-
eficientov u˜n. Matrika koeficientov tega sistema je sicer velika, toda
razprsˇena, oz. ima pasovno strukturo.
2. Metode koncˇnih elementov (FEM) so bile razvite v sˇestdesetih letih
20. stoletja. Za bazne funkcije φn vzamemo lokalne gladke funkcije.
Podobno kot pri metodah koncˇnih razlik dobimo zaradi lokalnosti
baznih funkcij velik sistem linearnih enacˇb, katerega matrika koefi-
cientov je velika, toda razprsˇena, oz. ima pasovno strukturo.
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3. Spektralne metode (SM) so bile razvite v sedemdesetih letih 20. sto-
letja. Za bazne funkcije φn v nasprotju s FDM ali FEM vzamemo glo-
balne gladke funkcije, tipicˇno trigonometricˇne funkcije ali ortogonalne
polinome (npr. Legendreove polinome ali polinome Cˇebiˇseva). Za
primerljivo kvaliteto aproksimacije potrebujemo bistveno manj baznih
funkcij, zato je matrika sistema linearnih enacˇb sedaj majhna, toda
polna. Zahtevnejˇsa konstrukcija spektralnih metod v primerjavi z
metodami koncˇnih razlik je poplacˇana z dejstvom, da lahko spek-
tralne metode s primernimi adaptacijami uporabimo pri resˇevanju
raznovrstnih problemov. Tipicˇno lahko z njimi dosezˇemo visoko stop-
njo natancˇnosti z omejenim sˇtevilom racˇunskih operacij. Racˇunska
ucˇinkovitost (cˇasovna in prostorska) se sˇe posebej izkazˇe pri vecˇdimen-
zionalnih problemih. Poleg tega je uporaba spektralnih metod nepricˇa-
kovano ucˇinkovita v mnogih primerih, kjer imamo opravka s funkci-
jami, ki niso gladke, morda celo nezvezne. Za analiticˇne funkcije pada
napaka aproksimacije glede na N eksponentno, in ne zgolj polinomsko.
V nadaljevanju tega dela obravnavamo zgolj spektralne metode.
3.1 Metoda utezˇenega residuala
Spektralne metode uporabljamo za resˇevanje robnih problemov tako pri
navadnih, kot tudi pri parcialnih diferencialnih enacˇbah. Podroben pre-
gled spektralnih metod najdemo v razlicˇnih cˇlankih, npr. v B. Fornberg
in D. M. Sloan [19], P. Grandcle´ment [30], P. Grandcle´ment in J. Novak
[31] ter monografijah, npr. v J. P. Boyd [7], C. Canuto, M. Y. Hussaini,
A. Quarteroni in T. A. Zang [10] in [11], B. Fornberg [18], D. Gottlieb in
S. A. Orszag [28], B. Mercier [44], J. Shen, T. Tang in L. Wang [51] ter
L. N. Trefethen [56], [57] in [60]. Namen tega dela ni v podrobni pred-
stavitvi spektralnih metod, pacˇ pa bralca vpeljati v svet teh metod. Tako
se bomo v tem poglavju omejili na resˇevanje linearnih dvotocˇkovnih robnih
problemov v eni dimenziji, ki so dani s problemom 1.3 in so oblike
Lu(x) = f(x), x ∈ [−1, 1], (3.1)
z robnimi pogoji
Bu(x) = 0, x ∈ {−1, 1}, (3.2)
kjer je L linearni diferencialni operator (1.6) in B par linearnih robnih dife-
rencialnih operatorjev, ki ustrezajo Dirichletovim, Neumannovim ali mesˇa-
nim (Robinovim) robnim pogojem. V nadaljevanju se omejimo na Dirichle-
tove robne pogoje.
Numericˇno resˇitev robnega problema (3.1 – 3.2) iˇscˇemo v koncˇnorazsezˇ-
nem podprostoru PN izbranega Hilbertovega prostora H nad intervalom
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[−1, 1], ki je opremljen s skalarnim produktom
(p, q) =
∫ 1
−1
p(x) q(x)w(x) dx, (3.3)
kjer je w nenegativna utezˇ. Spektralno bazo prostora PN , ki je obicˇajno
ortogonalna, oznacˇimo z {φ0, φ1, . . . , φN}, priblizˇno resˇitev problema (3.1 –
3.2) pa zapiˇsemo kot linearno kombinacijo baznih funkcij
u˜(x) =
N∑
k=0
u˜kφk(x). (3.4)
V praksi je torej potrebno poiskati spektralne koeficiente u˜k, ki nastopajo v
razvoju (3.4). Funkcija u˜ je tedaj dopustna numericˇna resˇitev, cˇe zadosˇcˇa
robnim pogojem (tj. zadosˇcˇa enacˇbi (3.2) na strojno natancˇnost) in zanjo
velja, da je residual
r = Lu˜− f (3.5)
dovolj majhen. Za zapis kriterija, ki dolocˇa, kaj je to majhen residual, se
opremo na primerno sˇtevilo (npr. N + 1) testnih funkcij ψi, i = 0, 1, . . . , N ,
za katere zahtevamo, da je njihov skalarni produkt (3.3) z residualom r (3.5)
enak 0, torej
(ψi, r) =
∫ 1
−1
r(x)ψi(x)w(x) dx = 0, i = 0, 1, . . . , N. (3.6)
Gornji pogoj lahko aproksimiramo z diskretnim skalarnim produktom
(ψi, r)N =
N∑
j=0
wj r(xj)ψi(xj) = 0, i = 0, 1, . . . , N, (3.7)
kjer je {xj}Nj=0 mnozˇica predhodno dolocˇenih kolokacijskih tocˇk, {wj}Nj=0
pa so utezˇi, ki pripadajo izbrani kvadraturni formuli. Za nasˇe potrebe naj
bo sˇtevilo kolokacijskih tocˇk enako sˇtevilu baznih oz. testnih funkcij. Cˇe
je metoda konvergentna, se natancˇnost numericˇne resˇitve z narasˇcˇajocˇim N
povecˇuje, kar pomeni, da je le-ta vedno blizˇja tocˇni resˇitvi. Z razlicˇnimi
izbirami spektralnih baznih φk in testnih funkcij ψi, lahko konstruiramo ra-
zlicˇne tipe spektralnih metod. Nekaj najbolj razsˇirjenih z uporabo na model-
nem problemu bomo predstavili v nadaljevanju. Pri konstrukciji spektralnih
metod se tako pojavita dve glavni vprasˇanji:
1. Kako primerno izbrati bazne funkcije φk?
2. Kako dolocˇiti spektralne koeficiente u˜k v razvoju vrste (3.4)?
Na zastavljeni vprasˇanji bomo odgovorili v naslednjih dveh razdelkih.
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3.2 Izbor baznih funkcij
Izbor baznih funkcij dolocˇajo naslednje tri zahteve.
1. Aproksimacija, podana s koncˇno vrsto
∑N
k=0 u˜kφk(x), mora glede na
N hitro konvergirati k funkciji u vsaj za dovolj gladke funkcije.
2. Za dane koeficiente u˜k mora biti dolocˇitev koeficientov v˜k, za katere
velja
d
dx
(
N∑
k=0
u˜kφk(x)
)
=
N∑
k=0
v˜kφk(x), (3.8)
ucˇinkovita.
3. Pretvorba med spektralnimi koeficienti u˜k, k = 0, 1, . . . , N , in funkcij-
skimi vrednostmi u˜(xj), kjer je {xj}Nj=0 mnozˇica danih vozlov, mora
biti hitro in ucˇinkovito izvedljiva.
Danim zahtevam zadosˇcˇajo trigonometricˇne funkcije in ortogonalni
polinomi, predvsem polinomi Cˇebiˇseva. Locˇimo dva tipa problemov, in sicer
periodicˇne in neperiodicˇne probleme.
Pri periodicˇnih problemih za bazne funkcije izberemo trigonometricˇne
funkcije {1, cos (k pi ·), sin (k pi ·)}∞k=0, resˇitev pa aproksimiramo s Fourierovo
vrsto (2.10) (glej razdelek 2.2). Prvi dve zahtevi sta izpolnjeni direktno,
tretja zahteva pa je bila zadovoljivo izpolnjena leta 1965, ko je bila v cˇlanku
J. W. Cooley in J. W. Tukey [15] opisana hitra Fourierova transformacija
(FFT).
Poleg izbora baznih funkcij je pomemben tudi izbor vozlov na danem
intervalu, na katerem iˇscˇemo resˇitev. V primeru periodicˇnih problemov in-
terval [−1, 1] razdelimo enakomerno z ekvidistantnimi tocˇkami
xj = −1 + jh, h = 2
N
, j = 0, 1, . . . , N. (3.9)
Na sliki 3.2 spodaj so prikazane ekvidistantne tocˇke za primer N = 8.
Pri neperiodicˇnih problemih izberemo za bazne funkcije ortogonalne
polinome Jacobijevega tipa, predvsem Legendreove polinome ali polinome
Cˇebiˇseva, pri cˇemer so najpogostejˇsa izbira polinomi Cˇebiˇseva prve vrste
{Tk}∞k=0, resˇitev pa aproksimiramo z vrsto Cˇebiˇseva (2.55) (glej podrazdelek
2.3.4). Izbira trigonometricˇnih funkcij v tem primeru ni dobra, saj zaradi
nenaravne uporabe periodicˇnih baznih funkcij v neperiodicˇnem problemu
prva zahteva ni izpolnjena. V primeru nezveznosti pa se lahko pojavi tudi
Gibbsov fenomen. Konvergenca k tocˇni resˇitvi je zato pocˇasna, saj koefici-
enti v Fourierovi vrsti padajo z N samo kot O(1/N). Druga tezˇava zaradi
uporabe ekvidistantnih tocˇk je pojav Rungejevega fenomena, saj se v okolici
robnih tocˇk pojavijo oscilacije.
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Na sliki 3.1 je prikazana interpolacija Rungejeve funkcije f(x) = 1
1+25x2
na intervalu [−1, 1] z interpolacijskim polinomom Cˇebiˇseva
ICHN f(x) :=
N∑
k=0
aˆkTk(x), (3.10)
ki se ujema z dano funkcijo f v N+1 ekvidistantnih tocˇkah za razlicˇne vred-
nosti N (N = 4, 8, 12 in 16). Opazimo, da interpolacijski polinom Cˇebiˇseva
dobro aproksimira dano funkcijo f na sredini intervala, blizu robov pa se po-
javijo oscilacije, ki se z narasˇcˇajocˇim sˇtevilom interpolacijskih delilnih tocˇk
N vecˇajo. To kazˇe na to, da zaporedje interpolacijskih polinomov Cˇebiˇseva
ICHN f ne konvergira k dani funkciji f , ko gre N proti neskoncˇno.
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Slika 3.1: Rungejev fenomen: interpolacija Rungejeve funkcije f(x) =
1
1+25x2
(modra cˇrta) na intervalu [−1, 1] z interpolacijskim polinomom
Cˇebiˇseva ICHN f za N + 1 ekvidistantnih tocˇk (rdecˇa cˇrta) za a) N = 4,
b) N = 8, c) N = 12 in d) N = 16. Vozli so oznacˇeni z rdecˇimi pikami.
Pri konstrukciji spektralnih metod imamo dve mozˇnosti za dolocˇitev
numericˇne resˇitve v obliki koncˇne vrste. Prva je projekcija, kjer neskoncˇno
vrsto odrezˇemo pri nekem N , druga pa je interpolacija, kjer resˇitev inter-
poliramo s koncˇno vrsto sestavljeno iz baznih funkcij do nekega N , ki se z
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neskoncˇno vrsto ujema v N +1 delilnih tocˇkah. V tem delu bomo vecˇinoma
obravnavali projekcijske metode, vendar je mocˇ Rungejev fenomen bolj na-
zorno prikazati z resˇitvijo interpolacijskega problema.
Opisanim tezˇavam se obicˇajno izognemo, cˇe resˇitev danega problema
aproksimiramo z vrsto Cˇebiˇseva, interval [−1, 1] pa razdelimo s tocˇkami
Cˇebiˇseva (druge vrste)
xj = − cos
(
pij
N
)
, j = 0, 1, . . . , N. (3.11)
Slika 3.2 zgoraj prikazuje tocˇke Cˇebiˇseva za primer N = 8. Pripadajocˇa
polkrozˇnica nad intervalom [−1, 1] je razdeljena ekvidistantno.
-1 0 1
Slika 3.2: Ekvidistantne tocˇke (spodaj) in tocˇke Cˇebiˇseva (zgoraj) za N = 8.
Vozli, ki so podani v formuli (3.11) se imenujejo tocˇke Cˇebiˇseva druge
vrste. To so tiste tocˇke, kjer polinomi Cˇebiˇseva prve vrste dosezˇejo ek-
stremne vrednosti ±1. Glavna lastnost in hkrati razlog za njihovo uporabo
je dejstvo, da se te tocˇke gostijo proti robu intervala, kar preprecˇi oscilacije
blizu roba, ki smo jim pricˇa pri uporabi ekvidistantnih tocˇk.
Nicˇle polinomov Cˇebiˇseva (tj. tocˇke Cˇebiˇseva prve vrste) lezˇijo med
tocˇkami Cˇebiˇseva druge vrste. Ko govorimo o tocˇkah Cˇebiˇseva, imamo
obicˇajno v mislih tocˇke druge vrste. Te namrecˇ vsebujejo tudi robova danega
intervala, kar omogocˇa obravnavo robnih pogojev. V odvisnosti od zahtev
danega problema pa lahko uporabimo tudi tocˇke Cˇebiˇseva prve vrste.
Na sliki 3.3 pa je prikazana interpolacija Rungejeve funkcije na in-
tervalu [−1, 1] z interpolacijskim polinomom Cˇebiˇseva ICHN f (3.10), ki se
ujema z dano funkcijo f v N + 1 tocˇkah Cˇebiˇseva za za razlicˇne vrednosti
N (N = 4, 8, 12 in 16). Opazimo, da interpolacijski polinom Cˇebiˇseva sedaj
dobro aproksimira dano funkcijo f na celotnem intervalu, saj oscilacij blizu
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robov ni. Rungejevega fenomena v tem primeru ni. To kazˇe na to, da za-
poredje interpolacijskih polinomov Cˇebiˇseva ICHN f konvergira k dani funkciji
f , ko gre N proti neskoncˇno.
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Slika 3.3: Rungejev fenomen: interpolacija Rungejeve funkcije f(x) =
1
1+25x2
(modra cˇrta) na intervalu [−1, 1] z interpolacijskim polinomom
Cˇebiˇseva ICHN f za N +1 tocˇk Cˇebiˇseva (rdecˇa cˇrta) za a) N = 4, b) N = 8,
c) N = 12 in d) N = 16. Vozli so oznacˇeni z rdecˇimi pikami.
Tri zahteve iz zacˇetka tega razdelka so v primeru aproksimacije z vrsto
Cˇebiˇseva izpolnjene. Znano dejstvo je, da dosezˇejo Gaussove integracijske
formule, kjer kot vozle uporabimo nicˇle ortogonalnih polinomov, visoko stop-
njo natancˇnosti. Poleg tega je interpolacijski polinom Cˇebiˇseva ICHN f (3.10),
ki je definiran kot linearna kombinacija polinomov Cˇebiˇseva prve vrste stop-
nje kvecˇjemu N , za vsako funkcijo f v tocˇkah Cˇebiˇseva zelo blizu optimal-
nega Lagrangeovega interpolacijskega polinoma IOPTN f v maksimum normi,
saj velja
‖f − ICHN f‖ ≤
(
1 + ΛCHN
) ‖f − IOPTN f‖, (3.12)
kjer je ΛCHN = O(logN) Lebesguova konstanta. Prva zahteva je tako izpol-
njena. Pogoj (3.8) v drugi zahtevi je izpolnjen z relacijo
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
1 0 −12
1
4 0 −14
1
6 0 −16
1
8 0 −18
. . . . . . . . .
1
2N−4 0
1
2N−2

·

b0
b1
b2
b3
...
bN−2
bN−1

=

a1
a2
a3
a4
...
aN−1
aN

, (3.13)
kjer so ak koeficienti odrezane vrste Cˇebiˇseva, bk pa koeficienti odvoda te
odrezane vrste. Relacija (3.13) sledi iz formul (2.40 – 2.41). Tretja zahteva
pa je izpolnjena z uporabo diskretne kosinusne transformacije.
3.3 Metode za izracˇun koeficientov
Spektralne koeficiente u˜k iskane numericˇne resˇitve (3.4) problema (3.1 – 3.2)
lahko dolocˇimo na razlicˇne nacˇine, najpogosteje pa se uporabljajo naslednje
tri metode:
1. Galerkinova metoda,
2. Tau metoda,
3. kolokacijska ali psevdospektralna metoda.
V vseh primerih pa nas zanima residual r, ki je dolocˇen z enacˇbo (3.5).
Izpolnjena morata biti dva pogoja: residual naj bo karseda majhen in robni
pogoji naj bodo izpolnjeni.
3.3.1 Galerkinova metoda
Osnovna ideja Galerkinove metode je v tem, da iz N + 1 originalnih baznih
funkcij {φk}Nk=0 tvorimo novo mnozˇico N − 1 funkcij {Gn}N−2n=0 , ki vse zado-
sˇcˇajo robnim pogojem. V tem primeru govorimo o Galerkinovi bazi, resˇitev
danega problema pa nato razvijemo po tej bazi. Izbira baze je seveda
pomembna, konstrukcija pa ni enolicˇna, saj vecˇ razlicˇnih izbir zadosˇcˇa danim
robnim pogojem. Obicˇajno pa je, da Galerkinovo bazo izberemo tako, da
se na enostaven nacˇin izrazˇa v osnovni bazi. Za primer vzemimo homogene
Dirichletove robne pogoje u(−1) = u(1) = 0 in osnovno bazo sestavljeno iz
polinomov Cˇebiˇseva prve vrste Tk, k = 0, 1, . . . , N . Z uposˇtevanjem lastnosti
Tk(1) = 1 in Tk(−1) = (−1)k za vsak k zapiˇsemo elemente Galerkinove baze
Gn, n = 0, 1, . . . , N − 2, kot
G2`(x) = T2`+2(x)− T0(x), ` ≥ 0, (3.14)
G2`+1(x) = T2`+3(x)− T1(x), ` ≥ 0. (3.15)
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Opazimo, da je namesto N +1 originalnih baznih funkcij za isti red aproksi-
macije potrebno uposˇtevati le N − 1 Galerkinovih baznih funkcij. Razlog je
v tem, da nova baza zˇe zadosˇcˇa robnim pogojem in imamo tako dva pogoja
manj. V primeru, ko so osnovne bazne funkcije ortogonalni polinomi, je
potrebno poudariti, da Galerkinove baze v splosˇnem ne sestavljajo ortogo-
nalni polinomi.
Naj bo M ∈ R(N−1)×(N+1) transformacijska matrika, ki povezuje Ga-
lerkinovo in osnovno bazo. V primeru, ko je Galerkinova baza podana z
enacˇbama (3.14 – 3.15) in je φk = Tk za vsak k, je transformacija med
bazama podana z enacˇbo
Gn(x) =
N∑
k=0
MnkTk(x), n = 0, 1, . . . , N − 2, (3.16)
kjer je Mnk element matrike M , ki lezˇi v n-ti vrstici in k-tem stolpcu. V
primeru N = 4 je matrika M , ki pripada transformaciji polinomov Cˇebiˇseva
prve vrste v Galerkinovo bazo za homogene robne pogoje, enaka
M =
 −1 0 1 0 00 −1 0 1 0
−1 0 0 0 1
 . (3.17)
Numericˇno resˇitev u˜ iˇscˇemo v razvoju po Galerkinovi bazi:
u˜(x) =
N−2∑
n=0
u˜GnGn(x), (3.18)
kjer so u˜Gn Galerkinovi koeficienti. Definiramo sˇe matriko L ∈ R(N+1)×(N+1),
ki pripada linearnemu operatorju L, podanemu z enacˇbo (3.1). Cˇe je nu-
mericˇna resˇitev podana z odrezano vrsto (3.4), velja
Lu˜(x) =
N∑
k=0
u˜kLφk(x) =
N∑
k=0
u˜k
 N∑
j=0
Ljkφj(x)
 , (3.19)
kjer je Ljk element matrike L, ki lezˇi v j-ti vrstici in k-tem stolpcu. V
primeru linearnega operatorja
Lu = d
2u
dx2
− 4du
dx
+ 4u, (3.20)
dobimo z uporabo baze φk = Tk za N = 4 matriko
L =

4 −4 4 −12 32
0 4 −16 24 −32
0 0 4 −24 48
0 0 0 4 −32
0 0 0 0 4
 . (3.21)
37
Enacˇbo (3.19) z uporabo Galerkinove baze in enacˇbe (3.18) zapiˇsemo kot
Lu˜(x) =
N−2∑
n=0
u˜Gn
N∑
j=0
N∑
k=0
MjkLjnφk(x). (3.22)
Pri Galerkinovi metodi za testne funkcije vzamemo kar elemente Galer-
kinove baze, ψi = Gi, i = 0, 1, . . . , N − 2. Zahtevamo, da je residual r,
definiran z enacˇbo (3.5), ortogonalen na kar se da veliko testnih funkcij
(Gi, r) = (Gi,Lu˜− f) = 0, 0 ≤ i ≤ N − 2. (3.23)
Izraz (Gi,Lu˜) lahko izracˇunamo z uporabo enacˇbe (3.22), kjer elemente
Galerkinove baze s pomocˇjo transformacijske matrike M zapiˇsemo po os-
novnih baznih funkcijah φk. Desno stran f diferencialne enacˇbe (3.1) prav
tako zapiˇsemo po osnovnih baznih funkcijah φk
f(x) =
N∑
k=0
f˜kφk(x). (3.24)
Za uporabo Galerkinove baze v razvoju desne strani diferencialne enacˇbe
namrecˇ ni nobenega pravega razloga, saj funkcija f v splosˇnem ne zadosˇcˇa
robnim pogojem (3.2). Ko zdruzˇimo vse skupaj ter uporabimo transforma-
cijsko matrikoM za prehod iz Galerkinove v osnovno bazo, dobimo Galerki-
nov sistem linearnih enacˇb za izracˇun Galerkinovih koeficientov u˜Gn
N−2∑
n=0
u˜Gn (Gi,LGn)− (Gi, f) = 0, 0 ≤ i ≤ N − 2, (3.25)
ki ga za 0 ≤ i ≤ N − 2 zapiˇsemo v obliki
N−2∑
n=0
u˜Gn
N∑
j=0
N∑
k=0
N∑
`=0
Mi`MjkLjn(φ`(x), φk(x)) =
N∑
k=0
N∑
`=0
Mi`f˜k(φ`(x), φk(x)).
(3.26)
Sistem je dobro definiran, matrika koeficientov pa obrnljiva. Resˇitev
Galerkinovega sistema so koeficienti u˜Gn v razvoju numericˇne resˇitve po
Galerkinovi bazi. S ponovno uporabo transformacijske matrike M dobimo
numericˇno resˇitev, razvito po osnovni spektralni bazi
u˜(x) =
N∑
k=0
(
N−2∑
n=0
Mnku˜
G
n
)
φk(x), (3.27)
kjer so u˜k koeficienti tega razvoja
u˜k =
N−2∑
n=0
Mnku˜
G
n . (3.28)
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3.3.2 Tau metoda
Pri Tau metodi se za razliko od Galerkinove metode zadovoljimo z osnovno
spektralno bazo, za testne funkcije pa vzamemo prav tako elemente φi spek-
tralne baze, npr. polinome Cˇebiˇseva prve vrste Ti. Podobno kot prej zah-
tevamo, da je residual r, definiran z enacˇbo (3.5), ortogonalen na karseda
veliko testnih funkcij
(φi, r) = (φi,Lu˜− f) = 0, 0 ≤ i ≤ N − 2. (3.29)
Z uporabo operatorske matrike L (3.19), enacˇbo (3.29) zapiˇsemo kot sistem
linearnih enacˇb za izracˇun spektralnih koeficientov u˜k
N∑
k=0
u˜k (φi,Lφk) = (φi, f) , i = 0, 1, . . . , N − 2,
N∑
k=0
u˜k
φi(x), N∑
j=0
Ljkφj(x)
 =
φi(x), N∑
j=0
f˜jφj(x)
 ,
N∑
k=0
N∑
j=0
Ljku˜k (φi(x), φj(x)) =
N∑
j=0
f˜j (φi(x), φj(x)) ,
N∑
j=0
Ljku˜k = f˜k. (3.30)
Pri tem so koeficienti f˜k spektralni koeficienti v razvoju desne strani f
enacˇbe (3.1) in so podani z enacˇbo (3.24).
Sistem enacˇb (3.30) ne uposˇteva robnih pogojev, zato jih moramo do-
dati, preden ga resˇimo. Pri Tau metodi so robni pogoji dolocˇeni z dodatnimi
enacˇbami. V primeru Dirichletovih robnih pogojev u(−1) = A in u(1) = B
imamo dodatni enacˇbi, ki se za splosˇne bazne funkcije φk glasita
u(−1) =
N∑
k=0
u˜kφk(−1) = A, (3.31)
u(1) =
N∑
k=0
u˜kφk(1) = B. (3.32)
Sˇe preprostejˇsi enacˇbi dobimo za izbor φk = Tk
u(−1) =
N∑
k=0
(−1)ku˜k = A, (3.33)
u(1) =
N∑
k=0
u˜k = B. (3.34)
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V splosˇnem naj bo {g1, g2} ortonormirana baza na mnozˇici {−1, 1}. Ope-
rator Bφk(x) razvijemo po teh funkcijah
Bφk(x) = b1kg1(x) + b2kg2(x), k = 0, 1, . . . , N. (3.35)
Robni pogoji
Bu(x) =
N∑
k=0
u˜k (b1kg1(x) + b2kg2(x)) = 0 (3.36)
tedaj implicirajo enacˇbi
N∑
k=0
b1ku˜k = 0,
N∑
k=0
b2ku˜k = 0. (3.37)
Enacˇbi (3.31) in (3.32) za robna pogoja dodamo sistemu linearnih
enacˇb (3.30). Tako dobljeni (relaksirani) sistem je dobro definiran, ma-
trika koeficientov sistema pa obrnljiva. Spektralne koeficiente u˜k v razvoju
numericˇne resˇitve u˜ dobimo kot resˇitev tega sistema.
3.3.3 Kolokacijska metoda
Kolokacijska metoda se nekoliko razlikuje od prejˇsnjih dveh. Podobno kot
pri Tau metodi, numericˇno resˇitev razvijemo po osnovni spektralni bazi,
testne funkcije v tem primeru pa v nasprotju z obema gornjima metodama
niso vecˇ elementi spektralne baze, pacˇ pa so izbrane tako, da so enake 0 v eni
kolokacijski tocˇki. Primerna izbira je npr. Diracova delta funkcija δ( · −xn),
ki je definirana z δ(x) =
{
1, x = 0,
0, sicer.
Residualni pogoj (3.6), ki zahteva, da
je residual r, definiran z enacˇbo (3.5), ortogonalen na karseda veliko testnih
funkcij, je ekvivalenten pogoju, da je residual enak 0 v karseda veliko tocˇkah
xn
Lu˜(xn) = f(xn), 0 ≤ n ≤ N. (3.38)
Z uporabo operatorske matrike L (3.19), enacˇbo (3.38) zapiˇsemo kot sistem
linearnih enacˇb za izracˇun spektralnih koeficientov u˜k
N∑
k=0
N∑
j=0
Ljku˜kφj(xn) = f(xn), 0 ≤ n ≤ N. (3.39)
Pri tem so xn kolokacijske tocˇke na intervalu [−1, 1]
−1 = x0 < x1 < x2 < · · · < xN−1 < xN = 1. (3.40)
Podobno kot pri Tau metodi, je potrebno dodati robne pogoje, ki so
definirani z enacˇbami (3.31) in (3.32). Sistem (3.39) relaksiramo tako, da
prvo in zadnjo enacˇbo nadomestimo z enacˇbama za robna pogoja, kar je
ekvivalentno temu, da kolokacijskih enacˇb ne zapiˇsemo v robnih tocˇkah.
Resˇitev kolokacijskega sistema, ki je dobro definiran in obrnljiv, so spektralni
koeficienti u˜k v razvoju numericˇne resˇitve u˜.
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3.4 Konstrukcija spektralnih metod
Spektralne metode lahko konstruiramo z uporabo razlicˇnih baznih funkcij.
Na tem mestu se omejimo na trigonometricˇne funkcije, oz. Fourierovo vrsto
za periodicˇne probleme, iz katerih dobimo razred Fourierovih spektralnih
metod ter na polinome Cˇebiˇseva prve vrste, oz. vrsto Cˇebiˇseva za neperi-
odicˇne probleme, iz katerih dobimo razred spektralnih metod Cˇebiˇseva.
Spektralne metode za resˇevanje diferencialnih enacˇb lahko konstru-
iramo tako, da funkcije odvajamo v fizicˇnem ali faznem prostoru. V obeh
primerih konstruiramo operatorske matrike odvodov (ang. differentiation
matrix ), ki jih mnozˇimo bodisi z vektorjem funkcijskih vrednosti (fizicˇni
prostor), bodisi z vektorjem spektralnih koeficientov funkcije (fazni prostor).
V tem delu se bomo omejili na konstrukcijo spektralnih metod v faznem
prostoru. Viˇsje odvode opiˇsemo s potenciranjem matrike odvodov.
Poleg matrike odvodov potrebujemo tudimultiplikacijske matrike (ang.
multiplication matrix ), ki opisujejo transformacijo spektralnih koeficientov
iskane funkcije v koeficiente produkta iskane funkcije z dano funkcijo. Za
razliko od matrike odvodov, ki je dolocˇena samo z izbiro baznih funkcij, je
multiplikacijska matrika dolocˇena tako z izbiro baznih funkcij kot s spektral-
nimi koeficienti v razvoju dane funkcije po izbrani bazi.
3.4.1 Fourierove spektralne metode
Vsako analiticˇno funkcijo f lahko razvijemo v Fourierovo vrsto na intervalu
[−1, 1], kjer je Fourierova vrsta (2.10) po pretvorbi iz intervala [−pi, pi] na
interval [−1, 1]
f(x) = a0 +
∞∑
n=0
(
an cos (npix) + bn sin (npix)
)
. (3.41)
Fourierove koeficiente izracˇunamo s transformiranimi formulami (2.11) in
(2.12)
a0 =
1
2
∫ 1
−1
f(x) dx, (3.42)
an =
∫ 1
−1
f(x) cos (npix) dx, (3.43)
bn =
∫ 1
−1
f(x) sin (npix) dx. (3.44)
To naredimo ucˇinkovito s hitro Fourierovo transformacijo (FFT) (glej cˇlanek
J. W. Cooley in J. W. Tukey [15]), ki nam omogocˇa izracˇun prvih 2N + 1
Fourierovih koeficientov z O(N logN) operacijami.
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Fourierove spektralne metode konstruiramo za resˇevanje periodicˇnih
robnih problemov. Pri tem resˇitev modelnega linearnega dvotocˇkovnega
robnega problema (3.1 – 3.2) aproksimiramo z odrezano Fourierovo vrsto
u(x) ≈ uN (x) = a0 +
N∑
n=1
(
an cos (npix) + bn sin (npix)
)
, (3.45)
kjer je N odrezno sˇtevilo vrste. Pripadajocˇe odvode aproksimiramo z odvodi
odrezane Fourierove vrste (3.45)
u′(x) ≈ u′N (x) =
N∑
n=1
(− npian sin (npix) + npibn cos (npix))
=
N∑
n=1
(
a˜n cos (npix) + b˜n sin (npix)
)
, (3.46)
u′′(x) ≈ u′′N (x) =
N∑
n=1
(− n2pi2an cos (npix)− n2pi2bn sin (npix))
=
N∑
n=1
(
˜˜an cos (npix) +
˜˜
bn sin (npix)
)
. (3.47)
Transformacijo koeficientov an in bn (3.42 – 3.44) v koeficiente a˜n in b˜n
(3.46) opiˇsemo z matriko odvodov D ∈ R(2N+1)×(2N+1), saj so zveze med
koeficienti linearne. Elementi dij matrike odvodov so podani s predpisom
dij =

ipi, 2 ≤ i ≤ N + 1, j = N + i,
−ipi, N + 2 ≤ i ≤ 2N + 1, j = i−N,
0, sicer.
(3.48)
Transformacijo koeficientov an in bn v koeficiente ˜˜an in
˜˜
bn (3.47) pa opiˇsemo
z matriko D2. Velja
v˜ = D v in ˜˜v = D2 v, (3.49)
kjer je v = (a0, a1, . . . , aN , b1, . . . , bN )T , v˜ = (a˜0, a˜1, . . . , a˜N , b˜1, . . . , b˜N )T in
˜˜v = (˜˜a0, ˜˜a1, . . . , ˜˜aN ,
˜˜
b1, . . . ,
˜˜
bN )T . V primeru N = 2 sta transformacijski
matriki D in D2 enaki
D =

0 0 0 0 0
0 0 0 pi 0
0 0 0 0 2pi
0 −pi 0 0 0
0 0 −2pi 0 0
 , D2 =

0 0 0 0 0
0 −pi2 0 0 0
0 0 −4pi2 0 0
0 0 0 −pi2 0
0 0 0 0 −4pi2
 .
(3.50)
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Naj bo g neka znana funkcija, ki jo lahko razvijemo v Fourierovo vrsto,
in naj bo gN njena odrezana Fourierova vrsta
g(x) ≈ gN (x) = g0 +
N∑
n=1
(
gn cos (npix) + hn sin (npix)
)
. (3.51)
Produkt odrezanih Fourierovih vrst za funkcijo g (3.51) in iskano resˇitev u
(3.45) aproksimiramo z odrezano Fourierovo vrsto
gN (x)uN (x) ≈ aˆ0 +
N∑
n=1
(
aˆn cos (npix) + bˆn sin (npix)
)
. (3.52)
Za transformacijo koeficientov an in bn (3.42 – 3.44) v koeficiente aˆn in bˆn
(3.52) potrebujemo operatorsko multiplikacijsko matriko, saj je zveza med
koeficienti ponovno linearna, kar pomeni, da matrika F ∈ R(2N+1)×(2N+1)
za mnozˇenje odrezanih Fourierovih vrst gN in uN obstaja in je odvisna od
koeficientov gn in hn (3.51). Opazimo, da je produkt odrezan pri istem
odreznem sˇtevilu N kot oba faktorja. Velja
vˆ = F v, (3.53)
kjer je vˆ = (aˆ0, aˆ1, . . . , aˆN , bˆ1, . . . , bˆN )T .
Elementi matrike F so dolocˇeni z uporabo adicijskih izrekov za trigono-
metricˇne funkcije. Matrika F je blocˇna
F =
 g0 12g 12hgT F1 F2
hT F3 F4
 , (3.54)
kjer sta g = (g1, . . . , gN ) in h = (h1, . . . , hN ) vektorja Fourierovih koefi-
cientov dane funkcije gN (3.51). Matrika F brez prve vrstice in prvega
stolpca pa je simetricˇna, saj velja F T1 = F1, F3 = F
T
2 in F
T
4 = F4. Bloki
F1, F2, F3, F4 ∈ RN×N v primeru N = 4 so
F1 =
1
2

2g0 + g2 g1 + g3 g2 + g4 g3
g1 + g3 2g0 + g4 g1 g2
g2 + g4 g1 2g0 g1
g3 g2 g1 2g0
 ,
F2 =
1
2

h2 h1 + h3 h2 + h4 h3
−h1 + h3 h4 h1 h2
−h2 + h4 −h1 0 h1
−h3 −h2 −h1 0
 ,
F3 = F T2 ,
F4 =
1
2

2g0 − g2 g1 − g3 g2 − g4 g3
g1 − g3 2g0 − g4 g1 g2
g2 − g4 g1 2g0 g1
g3 g2 g1 2g0
 .
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Bloka F2 in F3 sta v primeru, ko je funkcija g soda, nicˇelni matriki, v
primeru, ko je funkcija g liha, pa sta bloka F1 in F4 nicˇelni matriki. Kot
zgled zapiˇsimo matriko F za mnozˇenje z znano (liho) funkcijo g(x) = x za
N = 3
F =

0 0 0 0 0.3183 −0.1592 0.1061
0 0 0 0 −0.1592 0.4244 −0.1592
0 0 0 0 −0.2122 0 0.3183
0 0 0 0 0.1592 −0.3183 0
0.6366 −0.1592 −0.2122 0.1592 0 0 0
−0.3183 0.4244 0 −0.3183 0 0 0
0.2122 −0.1592 0.3183 0 0 0 0

.
3.4.2 Spektralne metode Cˇebiˇseva
Vsako analiticˇno funkcijo f lahko razvijemo v vrsto Cˇebiˇseva (2.55) na in-
tervalu [−1, 1], kjer koeficiente Cˇebiˇseva izracˇunamo s formulami (2.56) in
(2.57). To naredimo ucˇinkovito z diskretno kosinusno transformacijo (DCT),
ki nam omogocˇa izracˇun prvih N+1 koeficientov z O(N logN) operacijami.
Spektralne metode Cˇebiˇseva konstruiramo za resˇevanje neperiodicˇnih
robnih problemov. Pri tem resˇitev modelnega linearnega dvotocˇkovnega rob-
nega problema (3.1 – 3.2) aproksimiramo z odrezano vrsto Cˇebiˇseva (2.58)
u(x) ≈ uN (x) =
N∑
n=0
anTn(x), (3.55)
kjer je N odrezno sˇtevilo vrste. Pripadajocˇe odvode aproksimiramo z odvodi
odrezane vrste Cˇebiˇseva (3.55)
u′(x) ≈ u′N (x) =
N−1∑
n=0
bnTn(x), (3.56)
u′′(x) ≈ u′′N (x) =
N−2∑
n=0
cnTn(x). (3.57)
Isˇcˇemo zvezo med koeficienti an, bn in cn. Zveza med koeficienti an
(3.55) in bn (3.56) je podana z relacijo (3.13). Velja
b = D a, (3.58)
kjer je a = (a0, a1, . . . , aN )T , b = (b0, b1, . . . , bN )T in bN = 0. Pri tem
je D ∈ R(2N+1)×(2N+1) matrika odvodov, katere elementi dij so podani s
predpisom
dij =

j − 1, i = 1 in j sod,
2j − 2, 2 ≤ i ≤ N in j = i+ 1, i+ 3, . . . , N + 1,
0, sicer.
(3.59)
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Zvezo med koeficienti an in cn (3.57) pa opiˇsemo z matriko D2. Velja
c = D2 a, (3.60)
kjer je c = (c0, c1, . . . , cN )T in cN−1 = cN = 0. V primeru N = 4 sta
transformacijski matriki D in D2 enaki
D =

0 1 0 3 0
0 0 4 0 8
0 0 0 6 0
0 0 0 0 8
0 0 0 0 0
 , D2 =

0 0 4 0 32
0 0 0 24 0
0 0 0 0 48
0 0 0 0 0
0 0 0 0 0
 . (3.61)
Naj bo g neka znana funkcija, ki jo lahko razvijemo v vrsto Cˇebiˇseva,
in naj bo gN njena odrezana vrsta Cˇebiˇseva
g(x) ≈ gN (x) =
N∑
n=0
gnTn(x). (3.62)
Produkt odrezanih vrst Cˇebiˇseva za funkcijo g (3.62) in iskano resˇitev u
(3.55) aproksimiramo z odrezano vrsto Cˇebiˇseva
gN (x)uN (x) ≈
N∑
n=0
aˆnTn(x). (3.63)
Za transformacijo koeficientov an (3.55) v koeficiente aˆn (3.63) potrebujemo
operatorsko multiplikacijsko matriko, saj je zveza med koeficienti ponovno
linearna, kar pomeni, da matrika F ∈ R(2N+1)×(2N+1) za mnozˇenje odrezanih
vrst Cˇebiˇseva gN in uN obstaja in je odvisna od koeficientov gn (3.62).
Opazimo, da je produkt odrezan pri istem odreznem sˇtevilu N kot oba
faktorja. Velja
aˆ = F a, (3.64)
kjer je aˆ = (aˆ0, aˆ1, . . . , aˆN )T .
Elementi matrike F so dolocˇeni z zvezami (2.42) in (2.43). Matrika F
brez prve vrstice in prvega stolpca je simetricˇna
F =

g0
1
2g1
1
2g2 · · · 12gN−1 12gN
g1 g0 + 12g2
1
2g1 +
1
2g3 · · · 12gN−2 + 12gN 12gN−1
g2
1
2g1 +
1
2g3
1
2g0 +
1
2g4 · · · 12gN−3 12gN−2
...
...
...
. . .
...
...
gN−1 12gN−2 +
1
2gN
1
2gN−3 · · · g0 12g1
gN
1
2gN−1
1
2gN−2 · · · 12g1 g0

.
(3.65)
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Kot zgled zapiˇsimo matriko F za mnozˇenje z znano (sodo) funkcijo g(x) =
cosx za N = 4
F =

0.7652 0 −0.1149 0 0.0025
0 0.6503 0 −0.1124 0
−0.2298 0 0.7652 0 −0.1149
0 −0.1124 0 0.7652 0
0.0050 0 −0.1149 0 0.7652
 .
3.4.3 Clenshaw-Curtisova kvadraturna formula
Pri racˇunanju koeficientov Fourierove vrste (2.11 – 2.12) in vrste Cˇebiˇseva
(2.56 – 2.57), je potrebno, najvecˇkrat numericˇno, izracˇunati integrale oblike
I =
∫ 1
−1
f(x) w(x) dx,
kjer je w(x) nenegativna utezˇ. To lahko storimo z uporabo kvadraturnih
formul Newton-Cotesovega (periodicˇni problemi z ekvidistantnimi delilnimi
vozli) ali Gaussovega tipa (neperiodicˇni problemi z delilnimi vozli Cˇebiˇseva).
Oba razreda integracijskih metod sta v literaturi sˇiroko obdelana, npr. v
M. Abramowitz in I. A. Stegun [1], W. Gautschi [22] ter E. Isaacson in
H. B. Keller [36]. Ucˇinkovitejˇse so metode Gaussovega tipa, kjer so prosti
parametri poleg integracijskih utezˇi wk tudi integracijski vozli xk. Gaussovo
integracijsko pravilo na intervalu [−1, 1] zapiˇsemo kot∫ 1
−1
f(x) w(x) dx ≈
N∑
k=0
wkf(xk). (3.66)
Integracijska formula je tocˇna za polinome dolocˇenega reda, ki je odvisen
od izbire kolokacijskih tocˇk (vozlov). Za Gaussove tocˇke (vsi vozli lezˇijo v
notranjosti intervala) je formula tocˇna za polinome reda 2N + 1, za Gauss-
Radaujeve tocˇke (en vozel je fiksno dolocˇen kot levo oz. desno krajiˇscˇe inter-
vala) za polinome reda 2N , za Gauss-Lobattove tocˇke (dva vozla sta fiksno
dolocˇena kot obe krajiˇscˇi) pa za polinome reda 2N−1. Gaussove kvadraturne
formule so najboljˇsa mozˇna izbira, cˇe gledamo red aproksimacije, vendar so
tudi druge formule koristne, predvsem z vidika uposˇtevanja robnih pogojev.
V nadaljevanju bomo tako uporabljali Gauss-Lobattove integracijske for-
mule. Vozli kvadraturnih formul Gaussovega tipa so obicˇajno nicˇle ortogo-
nalnih polinomov. Integracijska formula je tako poimenovana po tipu vozlov
ter po ortogonalnih polinomih, katerih nicˇle so vozli, npr. Legendre-Gauss,
Cˇebiˇsev-Gauss-Lobatto. V primeru Cˇebiˇsev-Gauss-Lobattovih kvadraturnih
formul velja
xk = − cos pik
N
, k = 0, 1, . . . , N, (3.67)
wk =
pi
N
, w0 = wN =
pi
2N
, k = 1, 2, . . . , N − 1. (3.68)
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Vozle in utezˇi Gaussovih kvadraturnih formul izracˇunamo v O(N2) operaci-
jah, kjer resˇimo tridiagonalni problem lastnih vrednosti, kar je opisano npr. v
G. H. Golub in J. H. Welsch [27].
Poleg standardnih integracijskih metod, lahko za izracˇun spektralnih
koeficientov Fourierove vrste ali vrste Cˇebiˇseva uporabimo tudi razred spek-
tralnih Clenshaw-Curtisovih kvadraturnih formul, kjer integracijske vozle in
utezˇi z uporabo FFT izracˇunamo z O(N logN) operacijami. Ideja, ki sta
jo uporabila avtorja C. W. Clenshaw in A. R. Curtis v cˇlanku [14], je, da
optimalne vozle nadomestimo s tocˇkami Cˇebiˇseva (3.11), tj. z ekstremnimi
vrednostmi polinomov Cˇebiˇseva prve vrste.
Funkcijo f v tako izbranih tocˇkah interpoliramo s polinomom p stopnje
kvecˇjemu N . Isˇcˇemo vrednost integrala
IN =
∫ 1
−1
p(x) dx =
∫ pi
0
p(cos θ) sin θ dθ, (3.69)
kjer uvedemo novo spremenljivko x = cos θ. Funkcijo F (θ) = p(cos θ) razvi-
jemo v kosinusno Fourierovo vrsto
F (θ) = p(cos θ) =
N∑
k=0
ak cos kθ,
kar je ekvivalentno temu, da polinom p razvijemo v vrsto Cˇebiˇseva. Koefi-
ciente ak izracˇunamo z uporabo FFT, natancˇneje z uporabo DCT. Clenshaw-
Curtisova kvadraturna formula se glasi∫ 1
−1
f(x) dx ≈
∫ 1
−1
F (θ) sin θ dθ =
N∑
k=0
k sod
2ak
1− k2 . (3.70)
Koeficienta pri k = 0 in k = N sta polovicˇna.
Ocena napake kvadraturne formule zam-krat zvezno odvedljive funkci-
je f ∈ C∞ je primerljiva z oceno napake za Gaussove kvadraturne formule
|I − IN | ≤ 64 ‖f
(m)‖∞
15pim(2N + 1−m)m . (3.71)
Primerjava med obema metodama je obsˇirno opisana v L. N. Trefethen [57]
in [58], od koder je vzet spodnji zgled.
Na sliki 3.4 je prikazano padanje maksimalne absolutne vrednosti na-
pake v odvisnosti od odreznega sˇtevila N za izracˇun integrala
∫ 1
−1 f(x) dx
za funkcije f(x) ∈
{
x20, ex, e−x2 , 1
1+x2
, e−x−2 , |x|3
}
, ki so razlicˇnih stopenj
gladkosti. Integrali so izracˇunani z dvema numericˇnima kvadraturnima
formulama: Clenshaw-Curtisovo spektralno metodo, in Cˇebiˇsev-Gaussovo
metodo. Predvsem v primeru funkcij, ki niso gladke, opazimo, da sta metodi
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povsem primerljivi. Za preostale funkcije je iz slike razvidno, da maksimalna
absolutna napaka s Cˇebiˇsev-Gaussovo kvadraturno formulo dosezˇe strojno
natancˇnost za manjˇse vrednostiN kot napaka s Clenshaw-Curtisovo formulo.
Na prvi sliki levo zgoraj za primer polinoma stopnje 20 vidimo razliko v redu
aproksimacije, saj je Cˇebiˇsev-Gaussova kvadraturna formula reda 2N +1 in
zato dobimo tocˇno vrednost integrala zˇe za N = 11, Clenshaw-Curtisova
formula pa je reda N + 1 in zato dobimo tocˇno vrednost integrala sˇele za
N = 20. Za manjˇse vrednosti N sta metodi dokaj primerljivi.
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Slika 3.4: Primerjava maksimalnih absolutnih vrednosti napake pri izracˇunu
integrala
∫ 1
−1 f(x) dx v odvisnosti od N za dve integracijski metodi:
Clenshaw-Curtisovo spektralno metodo (rdecˇe zvezde in cˇrta), in Cˇebiˇsev-
Gaussovo metodo (modre pike in cˇrta) ter 6 funkcij padajocˇe gladkosti.
3.5 Numericˇni primeri
Konstrukcijo spektralnih metod bomo sklenili z dvema zgledoma uporabe
za modelna dvotocˇkovna robna problema (3.1) s homogenimi Dirichletovimi
robnimi pogoji (3.2), ki imata konstantne oz. nekonstantne koeficiente.
Oba resˇimo s spektralnimi metodami Cˇebiˇseva, kjer spektralne koeficiente
izracˇunamo z uporabo kolokacije, Galerkinove ter Tau metode. Rezultate,
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ki so dobljeni s temi tremi metodami, primerjamo z rezultati, ki so dobljeni z
metodami koncˇnih razlik drugega in cˇetrtega reda. Za delilne (kolokacijske)
tocˇke intervala [−1, 1] vzamemo tocˇke Cˇebiˇseva (3.11).
Primer 3.1 Kot prvi modelni problem vzemimo primer, ki ga predlaga
P. Grandcle´ment v cˇlanku [30]. Resˇujemo enacˇbo
y′′ − 4y′ + 4y = ex − 4e
1 + e2
, −1 ≤ x ≤ 1,
skupaj s homogenimi Dirichletovimi robnimi pogoji
y(−1) = y(1) = 0,
ki ima enolicˇno analiticˇno resˇitev
y(x) = ex − sinh (1)
sinh (2)
e2x − e
1 + e2
.
Problem, ki ga resˇujemo, je linearna DE drugega reda s konstantnimi koe-
ficienti. Opazimo, da resˇitev ni polinomska. Na levi strani imamo linearni
operator L, ki je definiran v (3.20). Matriko L, ki mu pripada, dobimo kot
linearno kombinacijo matrik D in D2 (3.61) ter identitete. V primeru, ko je
N = 4, dobimo matriko, ki je podana z enacˇbo (3.21)
L = D2 − 4D + 4I
=

0 0 4 0 32
0 0 0 24 0
0 0 0 0 48
0 0 0 0 0
0 0 0 0 0
− 4

0 1 0 3 0
0 0 4 0 8
0 0 0 6 0
0 0 0 0 8
0 0 0 0 0
+ 4

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

=

4 −4 4 −12 32
0 4 −16 24 −32
0 0 4 −24 48
0 0 0 4 −32
0 0 0 0 4
 .
Numericˇno resˇitev ynum aproksimiramo z odrezano vrsto Cˇebiˇseva
ynum(x) =
N∑
n=0
u˜nTn(x).
Galerkinova baza je podana z enacˇbami
G0(x) = T2(x)− T0(x) = 2x2 − 2,
G1(x) = T3(x)− T1(x) = 4x3 − 4x,
G2(x) = T4(x)− T0(x) = 8x4 − 8x2,
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kjer vse funkcije Gn, n = 0, 1, 2, zadosˇcˇajo homogenim robnim pogojem
Gn(±1) = 0. Transformacijska matrika M med spektralno in Galerkinovo
bazo je za primer N = 4 podana z (3.17).
Galerkinov sistem za izracˇun Galerkinovih koeficientov je podan z
M S L MT u˜G =M S v,
kjer je v vektor spektralnih koeficientov v razvoju funkcije desne strani f v
vrsto Cˇebiˇseva
v =
(
f˜0, f˜1, . . . , f˜N
)T
,
u˜G vektor Galerkinovih koeficientov
u˜G =
(
u˜G0 , u˜
G
1 , . . . , u˜
G
N−2
)T
,
matrika S pa diagonalna matrika kvadratov norm polinomov Cˇebiˇseva prve
vrste z elementi
Sij =

pi, i = j = 0,
pi
2 , i = j > 0,
0, i 6= j.
Galerkinov sistem je v primeru N = 4 2pi −4pi −4pi8pi −8pi 0
0 8pi −26pi
 ·
 u˜G0u˜G1
u˜G2
 =
 0.521−1.705
0.103
 .
Koeficiente u˜ = (u˜0, u˜1, . . . , u˜N )
T v razvoju po spektralni bazi dobimo z
mnozˇenjem vektorja u˜G s transformacijsko matriko M
u˜ =M u˜G.
V konkretnem primeru za N = 4 dobimo Galerkinove koeficiente
u˜G0 ' −0.160, u˜G1 ' −0.092 in u˜G2 ' −0.029
ter spektralne koeficiente
u˜0 ' 0.189, u˜1 ' 0.092, u˜2 ' −0.160, u˜3 ' −0.092 in u˜4 ' −0.029.
Sistem za izracˇun spektralnih koeficientov u˜n po Tau metodi, je podan
z enacˇbo
L˜ u˜ = v˜,
kjer je vektor u˜ podan zgoraj, matrika L˜ in vektor v˜ pa sta dolocˇena tako,
da uposˇtevamo robne pogoje. Matriko L˜ tako dobimo iz L, ko zadnji dve
vrstici nadomestimo z vrsticama vrednosti polinomov Cˇebiˇseva prve vrste
v robnih tocˇkah ±1 (Tn(1) = 1 in Tn(−1) = (−1)n za vsak n ≥ 0), vektor
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v˜ pa iz v, ko zadnja dva elementa nadomestimo z Dirichletovima robnima
pogojema. Ker imamo homogene robne pogoje, sta zadnja elementa enaka
0. V primeru N = 4 je sistem po Tau metodi
4 −4 4 −12 32
0 4 −16 24 −32
0 0 4 −24 48
1 −1 1 −1 1
1 1 1 1 1
 ·

u˜0
u˜1
u˜2
u˜3
u˜4
 =

−0.03
1.13
0.27
0
0
 .
V konkretnem primeru za N = 4 dobimo spektralne koeficiente
u˜0 ' 0.146, u˜1 ' 0.079, u˜2 ' −0.122, u˜3 ' −0.079 in u˜4 ' −0.024.
Za kolokacijski sistem potrebujemo kolokacijsko matriko, tj. matriko
vrednosti polinomov Cˇebiˇseva prve vrste v kolokacijskih tocˇkah xi (3.11).
Elementi kolokacijske matrike C = [cij ]i,j so podani kot
cij = Tj(xi). (3.72)
V primeru N = 4 so kolokacijski vozli: x0 = −1, x1 = −
√
2
2 , x2 = 0, x3 =
√
2
2
in x4 = 1, kolokacijska matrika pa
C =

1 −1 1 −1 1
1 −
√
2
2 0
√
2
2 −1
1 0 −1 0 1
1
√
2
2 0 −
√
2
2 −1
1 1 1 1 1
 .
Sistem za izracˇun spektralnih koeficientov u˜n je podan z enacˇbo
Lˆ u˜ = vˆ,
kjer je vektor u˜ podan zgoraj, matrika Lˆ in vektor vˆ pa sta dolocˇena tako,
da uposˇtevamo robne pogoje. Matriko Lˆ dobimo tako, da v produktu C L
prvo in zadnjo vrstico nadomestimo s prvo in zadnjo vrstico matrike C,
vektor vˆ pa tako, da v produktu C v prvi in zadnji element nadomestimo z
Dirichletovima robnima pogojema. Ker imamo homogene robne pogoje, sta
prvi in zadnji element enaka 0. V primeru N = 4 je kolokacijski sistem
1 −1 1 −1 1
4 −6.83 15.3 −26.1 28
4 −4 0 12 −12
4 −1.17 −7.31 2.14 28
1 1 1 1 1
 ·

u˜0
u˜1
u˜2
u˜3
u˜4
 =

0
−0.80
−0.30
0.73
0
 .
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V konkretnem primeru za N = 4 dobimo spektralne koeficiente
u˜0 ' 0.188, u˜1 ' 0.089, u˜2 ' −0.157, u˜3 ' −0.089 in u˜4 ' −0.031.
Vrednosti numericˇnih resˇitev v kolokacijskih tocˇkah xi (3.11) dobimo
za vse tri obravnavane metode tako, da kolokacijsko matriko C pomnozˇimo
z vektorjem spektralnih koeficientov u˜
ynum = C u˜.
Tu je ynum vektor resˇitev, ki je dobljen z eno izmed spektralnih metod. V
nasˇem primeru dobimo ygal za Galerkinovo, ytau za Tau metodo ter ycol za
metodo kolokacije. Tako dobljene resˇitve lahko med seboj primerjamo.
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Slika 3.5: Primerjava maksimalne absolutne vrednosti napake v odvisnosti
odN za Galerkinovo metodo (modra cˇrta), Tau metodo (rdecˇa cˇrta), metodo
kolokacije (zelena cˇrta) ter dve metodi koncˇnih razlik drugega (cˇrna cˇrta) in
cˇetrtega reda (roza cˇrta) za primer 3.1.
Na sliki 3.5 je prikazana primerjava med razlicˇnimi metodami. Nu-
mericˇne resˇitve, ki so dobljene s tremi spektralnimi metodami: Galerkinovo
(modra cˇrta), Tau (rdecˇa cˇrta) in kolokacijo (zelena cˇrta), eksponentno hitro
konvergirajo k tocˇni resˇitvi, saj maksimalna absolutna vrednost napake v
odvisnosti od odreznega sˇtevilaN eksponentno hitro pada. Ta rezultat bomo
potrdili v naslednjem primeru. Slika potrjuje visoko stopnjo natancˇnosti zˇe
za sorazmerno majhne vrednosti N . Govorimo o spektralni natancˇnosti teh
metod. Medtem ko sta Galerkinova metoda in kolokacija povsem primerljivi,
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se Tau metoda obnasˇa za odtenek slabsˇe. Konvergenca metod koncˇnih raz-
lik je bistveno slabsˇa, saj sta metodi drugega (cˇrna cˇrta), oz. cˇetrtega reda
(roza cˇrta).
Primer 3.2 Drugi modelni primer je linearni robni problem z nekonstant-
nimi koeficienti. Resˇujemo enacˇbo
y′′ + xy′ − 2x2y = pix cos (pix)− (pi2 + 2x2) sin (pix), −1 ≤ x ≤ 1,
skupaj s homogenimi Dirichletovimi robnimi pogoji
y(−1) = y(1) = 0,
ki ima enolicˇno nepolinomsko analiticˇno resˇitev
y(x) = sin (pix).
0 5 10 15 20 25 30
10−16
10−14
10−12
10−10
10−8
10−6
10−4
10−2
100
Napake v odvisnosti od N
N
n
a
pa
ka
 
 
Galerkin
Tau
Kolokacija
FD2
FD4
Slika 3.6: Primerjava maksimalne absolutne vrednosti napake v odvisnosti
odN za Galerkinovo metodo (modra cˇrta), Tau metodo (rdecˇa cˇrta), metodo
kolokacije (zelena cˇrta) ter dve metodi koncˇnih razlik drugega (cˇrna cˇrta) in
cˇetrtega reda (roza cˇrta) za primer 3.2.
Na sliki 3.6 je prikazana primerjava med razlicˇnimi metodami: Galerki-
novo metodo (modra cˇrta), Tau metodo (rdecˇa cˇrta), kolokacijo (zelena
cˇrta), metodo koncˇnih razlik drugega reda (cˇrna cˇrta) ter metodo koncˇnih
razlik cˇetrtega reda (roza cˇrta). Slika kazˇe na enako stopnjo konvergence kot
v primeru 3.1, tj. eksponentno za vse tri spektralne metode ter polinomsko
za obe metodi koncˇnih razlik.
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Eksponentna konvergenca metode pomeni, da maksimalna absolutna
vrednost napake eN = |y − yN | pada glede na N po formuli
eN = C e−αN , (3.73)
kjer sta C > 0 in α > 0 konstanti. Polinomska konvergenca metode pa
pomeni, da maksimalna absolutna vrednost napake eN = |y − yN | pada
glede na N po formuli
eN = C N−r, (3.74)
kjer sta C > 0 in r > 0 konstanti. Koeficient r pomeni red metode.
V tabeli 3.1 so v drugem stolpcu prikazane maksimalne absolutne vred-
nosti napake ecolN za kolokacijsko spektralno metodo za pripadajocˇa sˇtevila
cˇlenov vrste N iz prvega stolpca. V tretjem stolpcu pa so prikazane vred-
nosti za koeficient αcol, ki ga v vsaki vrstici izracˇunamo iz dveh zaporednih
napak
α = log (eN1/eN2)/(N2 −N1). (3.75)
Vrednosti za αcol se z narasˇcˇajocˇim N blizˇajo neki konstantni vrednosti,
kar potrjuje eksponentno padanje napake za to metodo. Podoben rezultat
dobimo tudi za Galerkinovo in Tau metodo, ki pa sta iz tabele izpusˇcˇeni.
N ecolN αcol e
fd2
N rfd2 e
fd4
N rfd4
4 2.4435e-01 8.6603e-01 8.6603e-01
6 1.8443e-02 1.2920 1.3204e-01 4.6387 7.0577e-02 6.1835
8 4.3896e-04 1.8690 6.5936e-02 2.4137 2.4387e-03 11.6978
10 6.0129e-06 2.1453 4.0543e-02 2.1795 4.2485e-03 -2.4877
12 7.8660e-08 2.1683 2.6789e-02 2.2727 2.4330e-03 3.0575
14 8.0537e-10 2.2908 1.9389e-02 2.0970 1.3103e-03 4.0148
16 6.4300e-12 2.4148 1.4429e-02 2.2130 7.2692e-04 4.4121
18 5.0000e-14 2.4406 1.1325e-02 2.0563 4.2181e-04 4.6209
Tabela 3.1: Maksimalne absolutne vrednosti napake ter koeficienti α in r v
odvisnosti od N za metodo kolokacije ter metodi koncˇnih razlik drugega in
cˇetrtega reda.
Poleg tega so v tabeli 3.1 v cˇetrtem in sˇestem stolpcu prikazane mak-
simalne absolutne vrednosti napake efd2N in e
fd4
N za metodi koncˇnih razlik
drugega in cˇetrtega reda za pripadajocˇa sˇtevila cˇlenov vrste N iz prvega
stolpca. V petem in sedmem stolpcu pa so prikazane vrednosti za koe-
ficienta rfd2 in rfd4, ki ju v vsaki vrstici izracˇunamo iz dveh zaporednih
napak
r = log (eN1/eN2)/ log (N1/N2). (3.76)
Vrednosti za rfd2 in rfd4 se z narasˇcˇajocˇim N blizˇajo konstantnim vrednos-
tim, ki so blizu 2 in 4, kar potrjuje polinomsko padanje napake za ti dve
metodi, ki sta torej drugega in cˇetrtega reda.
54
3.6 Osnovna orodja za analizo napake
V prejˇsnjih razdelkih tega poglavja smo opisali osnovna nacˇela spektralnih
metod, predvsem izbiro baznih funkcij ter shem za prostorsko diskretizacijo
robnih problemov glede na metodo utezˇenega residuala. V tem razdelku pa
bomo obravnavali nekatera osnovna orodja za analizo stabilnosti in konver-
gence za numericˇne sheme iz razreda spektralnih metod. Podrobno teorijo
najdemo npr. v monografijah C. Canuto, M. Y. Hussaini, A. Quarteroni in
T. A. Zang [11] ter J. Shen, T. Tang in L. Wang [51]. Kot vselej v tem
poglavju nas zanima modelni linearni dvotocˇkovni robni problem (3.1 – 3.2)
Lu(x) = f(x), x ∈ [−1, 1], Bu(x) = 0, x ∈ {−1, 1},
kjer sta L in B linearna diferencialna operatorja in f dana funkcija na in-
tervalu [−1, 1]. Problem (3.1 – 3.2) zapiˇsemo v sˇibki formulaciji
Poiˇscˇi tak u ∈ X, da velja a(u, v) = F (v) za vsak v ∈ Y, (3.77)
kjer je X linearna ogrinjacˇa mnozˇice baznih funkcij, Y mnozˇica testnih
funkcij, F linearni funkcional na Y , a(·, ·) pa bilinearna forma na X × Y .
Obicˇajno privzamemo, da sta X in Y Hilbertova prostora.
V nadaljevanju potrebujemo nekaj osnovnih definicij iz funkcionalne
analize. Nekaj podrobnosti o ortogonalnosti smo opisali zˇe v razdelku 2.1.
Hilbertov prostor je Banachov prostor opremljen s skalarnim produktom in
pripadajocˇo normo. V njem velja Cauchy-Schwarzova neenakost (2.7).
Definicija 3.3 Linearen funkcional F : X → R je zvezen oz. omejen, cˇe
obstaja taka konstanta c > 0, za katero za vsak u ∈ X velja
|F (u)| ≤ c ‖u‖. (3.78)
Mnozˇica linearnih funkcionalov X ′ na Hilbertovem prostoru X je Hil-
bertov prostor, ki ga imenujemo dualen prostor prostora X.
Definicija 3.4 Naj bo X Hilbertov prostor, ki je opremljen z normo ‖ · ‖.
Funkcional a(·, ·) : X ×X → R je bilinearna forma, cˇe za vsak u, v, w ∈ X
in α, β ∈ R velja
a(αu+ βv,w) = αa(u,w) + βa(v, w),
a(u, αv + βw) = αa(u,w) + βa(u,w).
Z drugimi besedami to pomeni, da sta za fiksen u ∈ X funkcionala a(u, ·) :
X → R in a(·, u) : X → R linearna. Bilinearna forma je simetricˇna, cˇe je
a(u, v) = a(v, u) za vsak u, v ∈ X.
Naslednji dve definiciji podajata potrebna pogoja za stabilnost in kon-
vergenco, ki nastopata v izrekih in lemah v nadaljevanju.
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Definicija 3.5 Bilinearna forma a(·, ·) na Hilbertovem prostoru X je zve-
zna (ang. continuous), cˇe obstaja taka konstanta A > 0, da za vsak u, v ∈ X
velja
|a(u, v)| ≤ A ‖u‖ ‖v‖. (3.79)
Definicija 3.6 Bilinearna forma a(·, ·) na Hilbertovem prostoru X je pozi-
tivno definitna (ang. coercive) na X, cˇe obstaja taka konstanta α∗ > 0, da
za vsak u ∈ X velja
a(u, u) ≥ α∗ ‖u‖2. (3.80)
Prvi osnovni rezultat za obstoj, enolicˇnost in stabilnost numericˇne
resˇitve je Lax-Milgramova lema (glej P. D. Lax in A. N. Milgram [41]), kjer v
(3.77) vzamemo X = Y . Posplosˇitev tega izreka za X 6= Y z uposˇtevanjem
sˇibkejˇsega inf-sup pogoja namesto pogoja pozitivne definitnosti najdemo v
referencah [11] in [51].
Izrek 3.7 (Lax-Milgramova lema) Naj bo X Hilbertov prostor, naj bo
nadalje a(·, ·) : X ×X → R zvezna in pozitivno definitna bilinearna forma
ter naj bo F : X → R linearni funkcional iz X ′, kjer je X ′ dual prostora X.
Tedaj ima variacijski problem
Poiˇscˇi tak u ∈ X, da velja a(u, v) = F (v) za vsak v ∈ X (3.81)
enolicˇno resˇitev. Poleg tega velja neenakost
‖u‖ ≤ 1
α∗
‖F‖X′ . (3.82)
Naj bo kot prej X = Y . Privzamemo, da je XN ⊆ X in za vsak v ∈ X
velja infvN∈XN ‖v − vN‖X → 0, ko gre N →∞. Galerkinova aproksimacija
problema (3.81) je
Poiˇscˇi tak uN ∈ XN , da velja a(uN , vN ) = F (vN ) za vsak vN ∈ XN . (3.83)
Stabilnost in konvergenca Galerkinove sheme sledita iz spodnjega izreka (glej
J. Ce´a [12]).
Izrek 3.8 (Ce´a lema) Pod pogoji Lax-Milgramove leme (izrek 3.7) ima
Galerkinova metoda (3.83) enolicˇno resˇitev uN ∈ XN , za katero velja
‖uN‖X ≤ 1
α∗
‖F‖X′ . (3.84)
Cˇe je u resˇitev problema (3.81), velja neenakost
‖u− uN‖X ≤ A
α∗
inf
vN∈XN
‖u− vN‖X , (3.85)
kjer sta konstanti A in α∗ podani z neenacˇbama (3.79) in (3.80).
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Dokaz: Ker je XN podprostor prostora X, z uporabo Lax-Milgramove
leme za (3.83) sledi obstoj in enolicˇnost resˇitve uN ter ocena za stabilnost
(3.84). Za dokaz konvergence vzamemo v enacˇbi problema (3.81) v = vN in
odsˇtejemo enacˇbo iz problema (3.83), da dobimo a(u− uN , vN ) = 0 za vsak
vN ∈ XN . To, skupaj s pogojema zveznosti (3.79) in pozitivne definitnosti
(3.80), da za vsak vN ∈ XN
α∗‖u− uN‖2X ≤ a(u− uN , u− uN ) = a(u− uN , u− vN )
≤ A‖u− uN‖X‖u− vN‖X ,
od koder sledi ocena (3.85). ¤
V analizi napake za spektralne metode obicˇajno vzamemo, da je vN
ortogonalna projekcija u na prostor XN , ki jo oznacˇimo s PNu. Iz neenacˇbe
(3.85) sledi ocena
‖u− uN‖X ≤ A
α∗
‖u− PNu‖X . (3.86)
Ocena napake numericˇne metode za resˇevanje robnega problema tako sledi
iz ocene napake za aproksimacijo s projekcijo, ki je obicˇajno oblike
‖u− PNu‖X ≤ C N−σ(m) ‖u‖Hm , (3.87)
kjer je C > 0 pozitivna konstanta, ki je neodvisna od N , σ(m) > 0 pa
funkcija, ki je odvisna od stopnje gladkosti m in jo imenujemo red konver-
gence. Prostor Hm je prostor Soboljeva (2.3) na intervalu [−1, 1].
Pogosto je priporocˇljivo, da namesto zvezne bilinearne forme in zveznih
linearnih funkcionalov vzamemo pripadajocˇe aproksimacije le-teh. Problem
(3.83) v diskretni obliki zapiˇsemo kot
Poiˇscˇi tak uN ∈ XN , da velja aN (uN , vN ) = FN (vN ) za vsak vN ∈ XN ,
(3.88)
kjer sta aN (·, ·) in FN (·) primerni aproksimaciji za a(·, ·) in F (·).
Spodnji izrek (glej G. Strang [52]), ki je uporaben tudi za dokaz sta-
bilnosti in konvergence kolokacijske sheme, je posplosˇitev izreka 3.8.
Izrek 3.9 (Strangova lema) Naj veljajo pogoji Lax-Milgramove leme (iz-
rek 3.7), kjer nadalje predpostavimo, da je aN (·, ·) : XN ×XN → R zvezna
in pozitivno definitna bilinearna forma ter FN : XN → R linearni funkcional
iz X ′N , kjer je X
′
N dual prostora XN in XN ⊂ X, in naj obstaja tak α∗ > 0,
neodvisen od N , za katerega za vsak v ∈ XN velja
aN (v, v) ≥ α∗ ‖v‖2X . (3.89)
Tedaj ima problem (3.88) enolicˇno resˇitev uN ∈ XN , za katero velja
‖uN‖X ≤ 1
α∗
sup
06=vN∈XN
|FN (vN )|
‖vN‖X . (3.90)
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Cˇe je u resˇitev problema (3.81), velja neenakost
‖u− uN‖X ≤ inf
wN∈XN
{(
1 +
A
α∗
)
‖u− wN‖X
+
1
α∗
sup
06=vN∈XN
|a(wN , vN )− aN (wN , vN )|
‖vN‖X
}
+
1
α∗
sup
06=vN∈XN
|F (vN )− FN (vN )|
‖vN‖X , (3.91)
kjer je konstanta A podana z neenacˇbo (3.79).
Dokaz: Obstoj in enolicˇnost resˇitve uN ter ocena za stabilnost (3.90) sledijo,
podobno kot pri Ce´a lemi, iz Lax-Milgramove leme. Dokaz neenakosti (3.91)
pa se nekoliko razlikuje od dokaza neenakosti (3.85). Naj bo za vsak wN ∈
XN definiran eN = uN − wN . Z uporabo neenakosti (3.89) in enakosti v
(3.81) in (3.88) dobimo
α∗‖eN‖2X ≤ aN (eN , eN )
= a(u− wN , eN ) + a(wN , eN )− aN (wN , eN ) + FN (eN )− F (eN ).
Ker je rezultat za eN = 0 trivialen, dobimo iz neenacˇbe (3.79) za eN 6= 0
α∗‖eN‖X ≤ A‖u− wN‖X + |a(wN , eN )− aN (wN , eN )|‖eN‖X
+
|F (eN )− FN (eN )|
‖eN‖X
≤ A‖u− wN‖X + sup
0 6=vN∈XN
|a(wN , vN )− aN (wN , vN )|
‖vN‖X
+ sup
0 6=vN∈XN
|F (vN )− FN (vN )|
‖vN‖X .
Iz definicije eN in trikotniˇske neenakosti sledi
‖u− uN‖X ≤ ‖u− wN‖X + ‖eN‖X .
Neenakost (3.91) sledi z uporabo infimuma glede na vse wN ∈ XN na gornji
neenacˇbi. ¤
Izrek 3.9 bomo v nadaljevanju uporabili za dokaz konvergence in ana-
lizo napake novega razreda kolokacijskih Cˇebiˇsev-Fourierovih spektralnih
metod.
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Poglavje 4
Spektralne metode za
linearne evolucijske enacˇbe
V tem poglavju bomo opisali konstrukcijo kolokacijskih metod Cˇebiˇseva za
resˇevanje (posplosˇenih) toplotnih enacˇb parabolicˇnega ter (posplosˇenih) va-
lovnih enacˇb hiperbolicˇnega tipa, tj. iˇscˇemo resˇitev linearnih evolucijskih
problemov 1.4 in 1.5 skupaj z robnimi ter zacˇetnimi pogoji. Opravka imamo
z eno ali vecˇ prostorskimi ter cˇasovno spremenljivko katere diskretiziramo
locˇeno. Numericˇno resˇitev tako iˇscˇemo v dveh korakih.
V tem delu se omejimo le na probleme v eni dimenziji, npr. porazdelitev
toplote na palici, valovanje na vpeti struni. Za diskretizacijo po prostorski
spremenljivki uporabimo kolokacijske (psevdo)spektralne metode, ki so po-
drobno opisane v poglavju 3.
Za diskretizacijo po cˇasovni spremenljivki pa uporabimo eno izmed
standardnih metod za resˇevanje zacˇetnih problemov za navadne diferen-
cialne enacˇbe (ODE): linearne eno- ali vecˇstopenjske metode, metode tipa
prediktor-korektor, najpogostejˇsa izbira pa so standardne metode Runge-
Kutta. Podrobnosti najdemo v vrsti monografij s tega podrocˇja, npr. v
M. Abramowitz in I. A. Stegun [1], W. Gautschi [22], E. Hairer, S. P. Nørsett
in G. Wanner [33], E. Isaacson in H. B. Keller [36] ter A. Iserles [37].
Drugi primeren razred so metode geometrijske integracije, oz. metode Lieje-
vih grup, katerih pomemben predstavnik je Magnusova metoda. Le-te so
obsˇirno opisane npr. v monografijah E. Hairer, C. Lubich in G. Wanner [32],
E. Hairer, S. P. Nørsett in G. Wanner [33] ter v preglednem cˇlanku A. Iserles,
H. Z. Munthe-Kaas, S. P. Nørsett in A. Zanna [38]. Metode Liejevih grup so
podrobno obravnavane tudi v magistrskem delu A. Perne [47], z naslovom
Metode Liejevih grup in parcialne diferencialne enacˇbe.
Zanimajo nas samo linearni evolucijski problemi, kjer po diskretizaciji
prostorske spremenljivke dobimo zacˇetne probleme oblike
u˙ = f(t,u), u(t0) = u0, (4.1)
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kjer je t cˇasovna spremenljivka, u pa bodisi skalarna (toplotna enacˇba) bodisi
vektorska funkcija (valovna enacˇba) odvisna od t, ter u˙ pomeni odvod po t.
Nelinearnih problemov v tem delu ne bomo obravnavali.
Standardna eksplicitna 4-stopenjska metoda Runge-Kutta cˇetrtega re-
da za resˇevanje zacˇetnih problemov oblike (4.1) je:
k1 := f(tn,un),
k2 := f
(
tn + 12h,un +
1
2hk1
)
,
k3 := f
(
tn + 12h,un +
1
2hk2
)
,
k4 := f(tn+1,un + hk3),
un+1 := un + 16h (k1 + 2k2 + 2k3 + k4) , (4.2)
kjer je tn = t0+nh, torej tn+1 = tn+h, un ≈ u(tn), n ∈ N, in h > 0 cˇasovni
korak.
Zacˇetni problemi (4.1) so linearni, za nasˇe potrebe pa tudi homogeni,
zato jih lahko za potrebe metod Liejevih grup zapiˇsemo v obliki
u˙ = A(t)u, u(t0) = u0, (4.3)
kjer je A matrika koeficientov sistema navadnih diferencialnih enacˇb. Eks-
plicitna Magnusova metoda cˇetrtega reda za resˇevanje zacˇetnih problemov
oblike (4.3) je:
A1 := A (tn + c1h) ,
A2 := A (tn + c2h) ,
σ := 12h(A1 +A2) +
√
3
12 h
2[A2, A1],
un+1 := exp(σ)un, (4.4)
kjer sta c1 = 12 −
√
3
6 in c2 =
1
2 +
√
3
6 Gauss-Legendreova vozla. Kot prej je
tn = t0+nh, torej tn+1 = tn+h, un ≈ u(tn), n ∈ N, in h > 0 cˇasovni korak.
Pri tem je [A2, A1] = A2A1 − A1A2 matricˇni komutator in exp matricˇna
eksponentna funkcija.
V nadaljevanju poglavja uporabljamo okrajˇsave za parcialne odvode:
ux ≡ ∂u∂x , uxx ≡ ∂
2u
∂x2
, ut ≡ ∂u∂t in utt ≡ ∂
2u
∂t2
.
4.1 Kolokacijska metoda Cˇebiˇseva za posplosˇene
toplotne enacˇbe
Linearni evolucijski problemi parabolicˇnega tipa (problem 1.4) so oblike
ut = α(x, t)uxx + β(x, t)ux + γ(x, t)u+ δ(x, t), (4.5)
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kjer je x ∈ [−1, 1] in t ≥ 0, koeficientne funkcije α, β, γ in δ pa so v splosˇnem
odvisne tako od prostorske x, kot tudi od cˇasovne spremenljivke t. Poleg
enacˇbe je podan zacˇetni pogoj
u(x, 0) = f(x), x ∈ [−1, 1] (4.6)
ter Dirichletovi robni pogoji
u(−1, t) = g(t), u(1, t) = h(t), t ≥ 0, (4.7)
ki naj bodo konsistentni: g(0) = f(−1), h(0) = f(1).
Resˇevanje problema (4.5 – 4.7) razdelimo na dva dela. V prvem ko-
raku z uporabo (psevdo)spektralne metode diskretiziramo interval [−1, 1], v
drugem koraku pa uporabimo bodisi standardno Runge-Kutta (4.2), bodisi
Magnusovo metodo cˇetrtega reda (4.4) za diskretizacijo po cˇasovni spre-
menljivki (resˇevanje linearne ODE). V primeru, ko so koeficientne funkcije
α, β in γ neodvisne od t, je matrika σ, ki nastopa v Magnusovi metodi, kon-
stantna, od koder sledi, da zadosˇcˇa napraviti en sam korak po cˇasu, saj je ta
metoda tocˇna za konstantne matrike. S podobnimi posplosˇenimi problemi
parabolicˇnega tipa se je ukvarjal A. Y. Suhov v cˇlanku [53].
Tocˇno resˇitev u diferencialne enacˇbe (4.5) aproksimiramo z odrezano
vrsto Cˇebiˇseva PN (2.55)
u(x, t) ≈ PN (x, t) =
N∑
k=0
uk(t)Tk(x), (4.8)
kjer so koeficienti Cˇebiˇseva uk funkcije cˇasovne spremenljivke t in kjer je N
odrezno sˇtevilo vrste, ki je povezano s sˇtevilom iskanih spektralnih koeficien-
tov. Za odrezno sˇtevilo N imamo tako N +1 koeficientov. Parcialne odvode
v enacˇbi (4.5) prav tako aproksimiramo z odrezanimi vrstami Cˇebiˇseva tako,
da odvajamo vrsto (4.8)
ut(x, t) ≈ PNt (x, t) =
N∑
k=0
u˙k(t)Tk(x), (4.9)
ux(x, t) ≈ PNx (x, t) =
N−1∑
k=0
u′k(t)Tk(x), (4.10)
uxx ≈ PNxx(x, t) =
N−2∑
k=0
u′′k(t)Tk(x). (4.11)
Pri tem so koeficienti u˙k odvodi osnovnih koeficientov uk po spremenljivki
t, koeficiente uk, u′k in u
′′
k pa povezujeta matricˇni enacˇbi
u′ = D u in u′′ = D2 u, (4.12)
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kjer je D operatorska matrika odvajanja (3.59), ki jo dobimo kot inverz
matrike definirane z enacˇbo (3.13). Spektralne koeficiente odrezanih vrst
Cˇebiˇseva PN , PNx in P
N
xx po vrsti oznacˇimo z
u(t) = (u0(t), u1(t), . . . , uN (t))
T ,
u′(t) =
(
u′0(t), u
′
1(t), . . . , u
′
N (t)
)T
,
u′′(t) =
(
u′′0(t), u
′′
1(t), . . . , u
′′
N (t)
)T
,
kjer so koeficienti u′N , u
′′
N−1 in u
′′
N konstantno enaki 0.
Nato z odrezanimi vrstami Cˇebiˇseva aproksimiramo tudi koeficientne
funkcije α, β ter γ
α(x, t) ≈ αN (x, t) =
N∑
k=0
ak(t)Tk(x), (4.13)
β(x, t) ≈ βN (x, t) =
N∑
k=0
bk(t)Tk(x), (4.14)
γ(x, t) ≈ γN (x, t) =
N∑
k=0
ck(t)Tk(x), (4.15)
kjer z
a(t) = (a0(t), a1(t), . . . , aN (t))
T ,
b(t) = (b0(t), b1(t), . . . , bN (t))
T ,
c(t) = (c0(t), c1(t), . . . , cN (t))
T
oznacˇimo pripadajocˇe spektralne koeficiente. Poleg tega z
a˜(t) = (a˜0(t), a˜1(t), . . . , a˜N (t))
T ,
b˜(t) =
(
b˜0(t), b˜1(t), . . . , b˜N (t)
)T
,
c˜(t) = (c˜0(t), c˜1(t), . . . , c˜N (t))
T
po vrsti oznacˇimo koeficiente produktov αNPNxx, βNP
N
x in γNP
N , ki nasto-
pajo v aproksimaciji enacˇbe (4.5) z odrezanimi vrstami Cˇebiˇseva. Povezava
med koeficienti a˜, b˜, c˜ in u, u′, u′′ je podana z matricˇnimi enacˇbami
a˜ = Fα u′′, b˜ = Fβ u′ in c˜ = Fγ u, (4.16)
kjer so Fα, Fβ in Fγ operatorske multiplikacijske matrike (3.65), ki pripadajo
posameznim koeficientnim funkcijam.
Nadalje razvijemo tudi nehomogeni del enacˇbe δ v odrezano vrsto
Cˇebiˇseva
δ(x, t) ≈ δN (x, t) =
N∑
k=0
dk(t)Tk(x), (4.17)
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kjer z
d(t) = (d0(t), d1(t), . . . , dN (t))
T
oznacˇimo vektor pripadajocˇih spektralnih koeficientov.
Za izracˇun spektralnih koeficientov uk uporabimo metodo kolokacije,
kjer za kolokacijske vozle izberemo tocˇke Cˇebiˇseva (3.11) xi = − cos
(
ipi
N
)
,
i = 0, 1, . . . , N , da dobimo sistem navadnih diferencialnih enacˇb prvega reda
N∑
k=0
u˙k(t)Tk(xi) =
N∑
k=0
(
a˜k(t) + b˜k(t) + c˜k(t) + dk(t)
)
Tk(xi) (4.18)
za notranje kolokacijske tocˇke xi, i = 1, 2, . . . , N − 1. Naj bo nadalje
C ∈ R(N+1)×(N+1) kolokacijska matrika vrednosti polinomov Cˇebiˇseva v
kolokacijskih vozlih
C =

T0(x0) T1(x0) · · · TN (x0)
T0(x1) T1(x1) · · · TN (x1)
...
...
...
T0(xN ) T1(xN ) · · · TN (xN )
 . (4.19)
in naj bo L ∈ R(N+1)×(N+1) diferencialna operatorska matrika
L = Fα D2 + Fβ D + Fγ , (4.20)
ki pripada diferencialni enacˇbi (4.5). Vse operatorske matrike D, Fα, Fβ in
Fγ so reda (N+1)×(N+1). Sistem (4.18) lahko zapiˇsemo v matricˇni obliki
C˜ u˙ = C˜ L u+ C˜ d, (4.21)
kjer z
u˙(t) = (u˙0(t), u˙1(t), . . . u˙N (t))
T
oznacˇimo vektor spektralnih koeficientov odrezane vrste Cˇebiˇseva PNt in je
C˜ ∈ R(N−1)×(N+1) matrika C brez prve in zadnje vrstice.
Nazadnje uposˇtevamo sˇe Dirichletove robne pogoje tako, da sistemu
(4.18) dodamo enacˇbi
PN (−1, t) =
N∑
k=0
(−1)kuk(t) = g(t), (4.22)
PN (1, t) =
N∑
k=0
uk(t) = h(t). (4.23)
Na ta nacˇin iz sistema linearnih diferencialnih enacˇb dobimo sistem linearnih
diferencialno-algebraicˇnih enacˇb (DAE), ki ga lahko resˇimo z uporabo katere
izmed metod za resˇevanje sistemov DAE. Druga mozˇnost, ki pa ne deluje
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vedno, zagotovo pa v primeru homogenih robnih pogojev, je, da enacˇbi (4.22)
in (4.23) odvajamo po cˇasovni spremenljivki:
N∑
k=0
(−1)ku˙k(t) = g˙(t),
N∑
k=0
u˙k(t) = h˙(t), (4.24)
in sistemu (4.18) dodamo enacˇbi (4.24). Sistem (4.21) tako zapiˇsemo v obliki
u˙(t) = U u(t) + d˜(t), (4.25)
kjer je matrika U dobljena kot produkt inverzne kolokacijske matrike C−1 z
matriko C˜ L iz sistema (4.21), ki ji dodamo zgoraj in spodaj po eno vrstico
samih nicˇel, vektor d˜ pa je dobljen tako, da matriko C−1 pomnozˇimo z
nehomogenim delom C˜ d sistema (4.21), ki mu zgoraj in spodaj dodamo
odvoda robnih pogojev, ki sta podana z enacˇbo (4.24).
Koeficientne funkcije uk izracˇunamo kot resˇitev sistema linearnih dife-
rencialnih enacˇb prvega reda (4.25), kjer prvi (homogeni) del sistema resˇimo
z Magnusovo metodo (4.4) ali z Runge-Kutta metodo (4.2) cˇetrtega reda.
Vektor zacˇetnih vrednosti dobimo iz zacˇetnega pogoja (4.6), ko funkcijo f
razvijemo v odrezano vrsto Cˇebiˇseva
f(x) ≈
N∑
k=0
λkTk(x), (4.26)
kjer z u0 = (λ0, λ1, . . . λN )
T oznacˇimo vektor pripadajocˇih spektralnih koe-
ficientov.
Primer 4.1 Kot zgled vzemimo toplotno enacˇbo na intervalu [−1, 1]
ut = uxx, −1 ≤ x ≤ 1, t ≥ 0,
skupaj s homogenimi Dirichletovimi robnimi pogoji g(t) = h(t) = 0 in
zacˇetnim pogojem f(x) = sin (pix), ki ima enolicˇno analiticˇno resˇitev
u(x, t) = e−tpi
2
sin (pix).
Na sliki 4.1 je prikazano padanje maksimalne absolutne vrednosti na-
pake v odvisnosti od odreznega sˇtevila N ob cˇasu t = 1. Napaka eks-
ponentno hitro pada, kar kazˇe na spektralno natancˇnost kolokacijske spek-
tralne metode Cˇebiˇseva (CC). To potjujejo tudi podatki v tabeli 4.1, kjer so v
drugem stolpcu prikazane maksimalne absolutne vrednosti napake ecolN za CC
metodo za pripadajocˇe vrednosti zaN , ki so podane v prvem stolpcu. V tret-
jem stolpcu pa so prikazane vrednosti za koeficient αcol, ki ga v vsaki vrstici
izracˇunamo iz dveh zaporednih napak (3.75). Te vrednosti se z narasˇcˇajocˇim
N blizˇajo neki konstantni vrednosti, kar potrjuje eksponentno padanje na-
pake za CC metodo. Dejstvo, da sta dve zaporedni napaki skoraj povsem
enaki, lahko pripiˇsemo temu, da je resˇitev liha funkcija glede na prostorsko
spremenljivko.
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Slika 4.1: Padanje maksimalne absolutne vrednosti napake v odvisnosti
od odreznega sˇtevila N ob cˇasu t = 1 za kolokacijsko spektralno metodo
Cˇebiˇseva za toplotno enacˇbo.
N ecolN αcol
4 5.1723e-05
5 6.6883e-05 -0.1285
8 5.8076e-06 1.2219
10 3.1660e-07 1.4546
12 8.9140e-09 1.7850
14 1.7994e-10 1.9514
16 2.5700e-12 2.1235
18 3.0000e-14 2.3054
Tabela 4.1: Maksimalne absolutne vrednosti napake ter koeficienti α v odvi-
snosti od N za kolokacijsko spektralno metodo Cˇebiˇseva (CC).
4.2 Kolokacijska metoda Cˇebiˇseva za posplosˇene
valovne enacˇbe
Linearni evolucijski problemi hiperbolicˇnega tipa (problem 1.5) so oblike
utt = α(x, t)uxx + β(x, t)ux + γ(x, t)u+ δ(x, t), (4.27)
kjer je x ∈ [−1, 1] in t ≥ 0, koeficientne funkcije α, β, γ in δ pa so v splosˇnem
odvisne tako od prostorske x, kot tudi od cˇasovne spremenljivke t. Poleg
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enacˇbe sta podana zacˇetna pogoja
u(x, 0) = f1(x), ut(x, 0) = f2(x), x ∈ [−1, 1] (4.28)
ter Dirichletovi robni pogoji
u(−1, t) = g(t), u(1, t) = h(t), t ≥ 0. (4.29)
ki naj bodo konsistentni: g(0) = f1(−1), h(0) = f1(1), g′(0) = f2(−1),
h′(0) = f2(1).
Resˇevanje problema (4.27 – 4.29) razdelimo na dva dela. V prvem ko-
raku z uporabo (psevdo)spektralne metode diskretiziramo interval [−1, 1] z
enakim postopkom kot za probleme parabolicˇnega tipa. V drugem koraku
pa za diskretizacijo po cˇasovni spremenljivki najprej uvedemo novo spre-
menljivko, da (linearno) diferencialno enacˇbo drugega reda prevedemo na
sistem dveh (linearnih) diferencialnih enacˇb prvega reda, ki ga resˇimo bo-
disi s standardno Runge-Kutta (4.2), bodisi z Magnusovo metodo cˇetrtega
reda (4.4).
Konstrukcijo psevdospektralne metode Cˇebiˇseva (CC) za resˇevanje po-
splosˇenih valovnih enacˇb (4.27) hiperbolicˇnega tipa izvedemo podobno kot
za resˇevanje posplosˇenih toplotnih enacˇb (4.5) parabolicˇnega tipa v razdelku
4.1. Tocˇno resˇitev u diferencialne enacˇbe (4.27) aproksimiramo z odrezano
vrsto Cˇebiˇseva PN (4.8)
u(x, t) ≈ PN (x, t) =
N∑
k=0
uk(t)Tk(x),
kjer je N odrezno sˇtevilo. Parcialne odvode v enacˇbi (4.27) prav tako
aproksimiramo z odrezanimi vrstami Cˇebiˇseva (4.9 – 4.11), kjer poleg nasˇte-
tih potrebujemo sˇe drugi odvod po t
utt(x, t) ≈ PNtt (x, t) =
N∑
k=0
u¨k(t)Tk(x). (4.30)
Pri tem so koeficienti u¨k drugi odvodi osnovnih koeficientov uk po spre-
menljivki t. Koeficientne funkcije α, β in γ aproksimiramo z odrezanimi
vrstami Cˇebiˇseva (4.13 – 4.15), nehomogeni del enacˇbe δ pa z vrsto (4.17).
Za izracˇun spektralnih koeficientov uk uporabimo metodo kolokacije,
kjer za kolokacijske vozle izberemo tocˇke Cˇebiˇseva (3.11) xi = − cos
(
ipi
N
)
,
i = 0, 1, . . . , N , da dobimo sistem diferencialnih enacˇb drugega reda
N∑
k=0
u¨k(t)Tk(xi) =
N∑
k=0
(
a˜k(t) + b˜k(t) + c˜k(t) + dk(t)
)
Tk(xi) (4.31)
za notranje kolokacijske tocˇke xi, i = 1, 2, . . . , N − 1. Naj bodo C kolokacij-
ska matrika (4.19), C˜ njena podmatrika brez prve in zadnje vrstice ter
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L diferencialna operatorska matrika (4.20), ki pripada diferencialni enacˇbi
(4.27) in kjer so D, Fα, Fβ in Fγ matrike dane z enacˇbami (4.12) in (4.16).
Sistem (4.31) lahko zapiˇsemo v matricˇni obliki
C˜ u¨ = C˜ L u+ C˜ d, (4.32)
kjer z
u¨(t) = (u¨0(t), u¨1(t), . . . u¨N (t))
T
oznacˇimo vektor spektralnih koeficientov odrezane vrste Cˇebiˇseva PNtt .
Nazadnje uposˇtevamo sˇe Dirichletove robne pogoje tako, da sistemu
(4.31) dodamo enacˇbi (4.22) in (4.23) in dobimo sistem DAE, katerega
resˇitev obravnavamo enako kot v razdelku 4.1, da dobimo sistem (4.32)
v obliki
u¨(t) = U u(t) + d˜(t). (4.33)
Resˇitev tega sistema so iskane koeficientne funkcije uk. Prvi (homogeni) del
sistema (4.33) z uvedbo novih spremenljivk y1 = u in y2 = u˙ za katere velja
y˙1 = u˙ = y2,
y˙2 = u¨ = U y1,
prevedemo na sistem linearnih diferencialnih enacˇb prvega reda[
y˙1
y˙2
]
=
[
0 I
U 0
]
·
[
y1
y2
]
. (4.34)
Sistem (4.34) resˇimo z Magnusovo metodo (4.4) ali z Runge-Kutta metodo
(4.2) cˇetrtega reda. Vektor zacˇetnih vrednosti dobimo iz zacˇetnih pogojev
(4.28), ko funkciji f1 in f2 razvijemo v odrezani vrsti Cˇebiˇseva
f1(x) ≈
N∑
k=0
λkTk(x), f2(x) ≈
N∑
k=0
µkTk(x), (4.35)
kjer z u0 = (λ0, λ1, . . . λN , µ0, µ1, . . . µN )
T oznacˇimo zdruzˇen vektor pri-
padajocˇih spektralnih koeficientov.
Primer 4.2 Kot zgled vzemimo valovno enacˇbo na intervalu [−1, 1]
utt = uxx, −1 ≤ x ≤ 1, t ≥ 0,
skupaj s homogenimi Dirichletovimi robnimi pogoji g(t) = h(t) = 0 in
zacˇetnima pogojema f1(x) = − 1pi2 sin (pix) in f2(x) = 0, ki ima enolicˇno
analiticˇno resˇitev
u(x, t) = − 1
pi2
cos (pit) sin (pix).
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Na sliki 4.2 je prikazano padanje maksimalne absolutne vrednosti na-
pake v odvisnosti od odreznega sˇtevila N ob cˇasu t = 1. Napaka eks-
ponentno hitro pada, kar kazˇe na spektralno natancˇnost kolokacijske spek-
tralne metode Cˇebiˇseva (CC). Podobno kot v primeru 4.1 bi lahko preverili
red konvergence s tabeliranjem vrednosti za maksimalne absolutne napake
v odvisnosti od N in uporabo enacˇbe (3.75). Postopek je enak, zato ta
izracˇun na tem mestu izpustimo. Dejstvo, da sta dve zaporedni napaki sko-
raj povsem enaki, lahko ponovno pripiˇsemo temu, da je resˇitev liha funkcija
glede na prostorsko spremenljivko.
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Slika 4.2: Padanje maksimalne absolutne vrednosti napake v odvisnosti
od odreznega sˇtevila N ob cˇasu t = 1 za kolokacijsko spektralno metodo
Cˇebiˇseva za valovno enacˇbo.
68
Poglavje 5
Poldomenski polinomi
Cˇebiˇseva
5.1 Tricˇlenska rekurzivna formula
Ortogonalne polinome pik, ki so ortogonalni na intervalu (a, b) glede na
nenegativno utezˇ w, obicˇajno konstruiramo z uporabo tricˇlenske rekurzivne
formule
pi−1(x) = 0,
pi0(x) = const.,
p˜ik+1(x) = (x− αk)pik(x)− βkpik−1(x), k ≥ 0, (5.1)
pik+1(x) =
p˜ik+1(x)
‖p˜ik+1(x)‖ , k ≥ 0, (5.2)
kjer so za vsak k ≥ 0 rekurzivni koeficienti αk in βk enaki
αk =
∫ b
a
x pi2k(x) w(x) dx, (5.3)
βk =
∫ b
a
x pik(x) pik−1(x) w(x) dx. (5.4)
Na zˇalost je racˇunanje rekurzivnih koeficientov αk in βk s formulami
(5.3) in (5.4) numericˇno nestabilno. Z uporabo standardne aritmetike v
plavajocˇi vejici (IEEE) izgubimo vso natancˇnost zˇe za zelo majhne vrednosti
k (npr. k = 12). Na voljo imamo vsaj dva pristopa, da se izognemo tezˇavam
z nestabilnostjo. Prva mozˇnost je uporaba orodij za simbolno racˇunanje,
npr. programskih paketov Mathematica [62] ali Maple, kjer povecˇamo sˇtevilo
decimalnih mest (sˇtevk) in posledicˇno racˇunamo z vecˇjo natancˇnostjo. Ta
pristop ni priporocˇljiv, saj zˇe za sorazmerno majhne vrednosti k potre-
bujemo nesorazmerno veliko sˇtevilo dodatnih sˇtevk, ki zelo hitro raste s
k. Druga mozˇnost je implementacija stabilnega modificiranega algoritma
69
Cˇebiˇseva za izracˇun rekurzivnih koeficientov, ki deluje v standardni arit-
metiki s plavajocˇo vejico.
5.2 Modificiran algoritem Cˇebiˇseva
Modificiran algoritem Cˇebiˇseva sta leta 1972 najprej opisala R. A. Sack in
A. F. Donovan v cˇlanku [50]. Neodvisno pa je J. C. Wheeler leta 1974 v
cˇlanku [61] predstavil alternativen, ucˇinkovit algoritem s cˇasovno zahtevno-
stjo O(N2), ki je ekvivalenten algoritmu, vpeljanem v [50]. V nadaljevanju
bomo opisali in uporabili Wheelerjev pristop. Podroben opis tega algo-
ritma najdemo v razlicˇnih cˇlankih in knjigah avtorja W. Gautschi [20], [21],
[22], [23], [24] ter [25], v cˇlanku B. Fisher in G. H. Golub [17] ter v knjigi
W. H. Press, B. P. Flannery, S. A. Teukolsky in W. T. Vetterling [48].
Cilj, ki ga zasledujemo z uporabo modificiranega algoritma Cˇebiˇseva,
je izracˇun prvih N koeficientov αj in βj , ki dolocˇajo tricˇlensko rekurzivno
formulo
pi−1(x) ≡ 0,
pi0(x) ≡ 1,
pij+1(x) = (x− αj)pij(x)− βjpij−1(x), j = 0, 1, 2, . . .
za druzˇino monicˇnih ortogonalnih polinomov pij , ki so definirani na intervalu
(a, b) in zadosˇcˇajo pogojem ortogonalnosti∫ b
a
pik(x)pi`(x)w(x) dx = 0, k 6= `. (5.5)
Tako dobimo prvih N ortogonalnih polinomov. Glavna ideja je, da namesto
prvih 2N potencˇnih momentov
µj =
∫ b
a
xj w(x) dx, j = 0, 1, . . . , 2N − 1, (5.6)
ki nastopajo v izracˇunu po formulah (5.3 – 5.4), izracˇunamo in uporabimo
prvih 2N modificiranih momentov
νj =
∫ b
a
pj(x)w(x) dx, j = 0, 1, . . . , 2N − 1, (5.7)
kjer je w utezˇ za ortogonalno druzˇino, za katero iˇscˇemo rekurzivne koefi-
ciente. Polinomi pj so znani in ortogonalni na istem intervalu (a, b) kot
druzˇina iskanih polinomov pij , ki jih zˇelimo konstruirati, vendar z drugacˇno
utezˇjo. Zadosˇcˇajo rekurzivni relaciji
p−1(x) ≡ 0,
p0(x) ≡ 1,
pj+1(x) = (x− aj)pj(x)− bjpj−1(x), j = 0, 1, 2, . . . ,
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kjer so koeficienti aj in bj znani eksplicitno.
Pristop k izvedbi modificiranega algoritma Cˇebiˇseva, ki ga je razvil
Wheeler v [61], temelji na izracˇunu vmesnih vrednosti, oz. mesˇanih momen-
tov
σk,` =
∫ b
a
pik(x) p`(x)w(x) dx, k, ` ≥ −1. (5.8)
Te vrednosti nato uporabimo za izracˇun rekurzivnih koeficientov. Iz pogojev
ortogonalnosti sledi, da je σk,` = 0 za ` < k. Vhodni parametri za algoritem
so znani rekurzivni koeficienti aj in bj ter modificirani momenti νj , ki pa
morajo biti izracˇunani natancˇno. Izhodni parametri so rekurzivni koeficienti
αj in βj .
Algoritem: Inicializacija:
α0 = a0 +
ν1
ν0
, β0 = ν0,
σ−1,` = 0, ` = 1, 2, . . . , 2N − 2,
σ0,` = ν`, ` = 0, 1, . . . , 2N − 1.
Za k = 1, 2, . . . , N − 1 izracˇunaj
σk,` = σk−1,`+1 − (αk−1 − a`)σk−1,` − βk−1σk−2,` + b`σk−1,`−1,
` = k, k + 1, . . . , 2N − k − 1,
αk = ak +
σk,k+1
σk,k
− σk−1,k
σk−1,k−1
,
βk =
σk,k
σk−1,k−1
.
Shematicˇno lahko modificiran algoritem Cˇebiˇseva predstavimo kot je
prikazano na sliki 5.1. Vmesne vrednosti σk,` izracˇunamo s pomocˇjo pettocˇk-
ovne sheme (na sliki desno zgoraj), kjer racˇunamo obkrozˇeni element iz
preostalih sˇtirih elementov. Za dolocˇitev vseh potrebnih vmesnih vrednosti
zadosˇcˇa izracˇunati le tiste vmesne vrednosti σk,`, ki so oznacˇene s cˇrno piko,
rekurzivne koeficiente αj in βj pa izracˇunamo zgolj z uporabo tistih vmesnih
vrednosti, ki so obcˇrtane s kvadratkom.
Modificiran algoritem Cˇebiˇseva deluje za monicˇne ortogonalne poli-
nome. Obicˇajno pa ti polinomi niso monicˇni, zato potrebujemo norma-
lizacijske faktorje, tj. norme polinomov
‖pi0‖2 = ν0, (5.9)
‖pij‖2 = βj‖pij−1‖2, j = 1, 2, . . . . (5.10)
Ker nas v nadaljevanju poglavja zanimata dve druzˇini nestandardnih orto-
gonalnih polinomov, ki nista monicˇni, je potrebno iz rekurzivnih koeficientov
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Slika 5.1: Shema za izracˇun vmesnih vrednosti σk,` v modificiranem algo-
ritmu Cˇebiˇseva.
αj in βj za monicˇne polinome izracˇunati rekurzivne koeficiente α∗j in β
∗
j za
pripadajocˇe normalizirane polinome
α∗j = αj , j = 0, 1, . . . , (5.11)
β∗j = βj
‖pij−1‖
‖pij‖ , j = 1, 2, . . . . (5.12)
Formuli (5.11) in (5.12) direktno sledita iz enostavne primerjave tricˇlenskih
rekurzivnih formul za monicˇne in normalizirane polinome.
5.3 Poldomenski polinomi Cˇebiˇseva
Glavni cilj doktorske disertacije je konstrukcija spektralnih metod, kjer
numericˇno resˇitev danega linearnega dvotocˇkovnega ali evolucijskega rob-
nega problema aproksimiramo z neperiodicˇnimi trigonometricˇnimi vrstami
na danem intervalu [−1, 1]. Z drugimi besedami to pomeni, da numericˇno
resˇitev zapiˇsemo v obliki funkcijske vrste, ki je periodicˇna na sˇirsˇem in-
tervalu, v konkretnem primeru na intervalu [−2, 2]. V tako zapisani vrsti
nastopajo tako sinusne in kosinusne funkcije, kot tudi sinusne in kosinusne
funkcije polovicˇnih kotov, ki so organizirane kot ortogonalni polinomi. Te
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nestandardne polinome, ki so ortogonalni na intervalu [0, 1] in ki jih imenu-
jemo poldomenski polinomi Cˇebiˇseva prve in druge vrste (ang. half-range
Chebyshev polynomials of the first and second kind), je prvi vpeljal D. Huy-
brechs v cˇlanku [35]. Poleg tega je predlagal tudi uporabo funkcijske vrste, ki
jo imenujemo poldomenska Cˇebiˇsev-Fourierova (HCF) vrsta (ang. half-range
Chebyshev-Fourier series).
Huybrechs je v svojem delu obravnaval problem aproksimacije 1.1
oz. 1.2, nas pa bodo v nadaljevanju tega dela zanimali robni problemi 1.3,
1.4 in 1.5, kjer numericˇno resˇitev aproksimiramo v obliki HCF vrste. Kon-
strukcija poldomenskih polinomov Cˇebiˇseva prve in druge vrste z uporabo
modificiranega algoritma Cˇebiˇseva ter njihove lastnosti, vkljucˇno z nekate-
rimi lastnostmi HCF vrste so podrobno obravnavane v cˇlanku B. Orel in
A. Perne [46].
Definicija 5.1 Naj bo T hk tisto normalizirano zaporedje ortogonalnih poli-
nomov, ki zadosˇcˇa pogojema∫ 1
0
T hk (x)x
` 1√
1− x2 dx = 0, ` = 0, . . . , k − 1, (5.13)
4
pi
∫ 1
0
(
T hk (x)
)2 1√
1− x2 dx = 1. (5.14)
Tedaj se elementi mnozˇice {T hk }∞k=0 imenujejo poldomenski polinomi Cˇebi-
sˇeva prve vrste.
Definicija 5.2 Naj bo Uhk tisto normalizirano zaporedje ortogonalnih poli-
nomov, ki zadosˇcˇa pogojema∫ 1
0
Uhk (x)x
`
√
1− x2 dx = 0, ` = 0, . . . , k − 1, (5.15)
4
pi
∫ 1
0
(
Uhk (x)
)2√
1− x2 dx = 1. (5.16)
Tedaj se elementi mnozˇice {Uhk }∞k=0 imenujejo poldomenski polinomi Cˇebi-
sˇeva druge vrste.
Zgornji druzˇini ortogonalnih polinomov imata enaki utezˇi kot klasicˇni
druzˇini polinomov Cˇebiˇseva prve in druge vrste, le da so ortogonalni na
krajˇsem intervalu [0, 1] namesto na intervalu [−1, 1]. Tako definirani poli-
nomi obstajajo in so enolicˇno dolocˇeni, saj sta obe utezˇi, ki nastopata v
definicijah, pozitivni in integrabilni. Za podrobnosti glej K. Atkinson in
W. Han [6] ali T. S. Chihara [13]. Norma je v obeh primerih enaka
‖T hk ‖2 = ‖Uhk ‖2 =
pi
4
za vsak k ≥ 0.
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5.3.1 Poldomenski polinomi Cˇebiˇseva prve vrste
Poldomenski polinomi Cˇebiˇseva prve vrste so ortogonalni na intervalu [0, 1]
z utezˇjo w(x) = 1/
√
1− x2. Pripadajocˇi momentni funkcional za to druzˇino
ortogonalnih polinomov je podan z integralom
LT (pi) :=
∫ 1
0
pi(x)
1√
1− x2 dx, (5.17)
zaporedje potencˇnih momentov µk := LT (xk) pa je karakterizirano s spodnjo
lemo.
Lema 5.3 Potencˇni momenti momentnega zaporedja za poldomenske poli-
nome Cˇebiˇseva prve vrste so
µ2k =
(
2k
k
)
pi
22k+1
, k = 0, 1, . . . , (5.18)
µ2k+1 =
(2k)!!
(2k + 1)!!
, k = 0, 1, . . . . (5.19)
Dokaz: Elemente momentnega zaporedja izracˇunamo iz formule (5.17) za
pi(x) = xn, kjer uvedemo novo spremenljivko x = cos t, dx = − sin t dt,√
1− x2 = sin t
µn =
∫ 1
0
xn√
1− x2 dx =
∫ pi
2
0
cosn tdt.
Pri izracˇunu gornjega integrala locˇimo dva primera, in sicer za sode in lihe
potence.
i) Za n = 2k, k ≥ 0:
µ2k =
∫ pi
2
0
cos2k t dt =
√
pi Γ(k + 12)
2Γ(k + 1)
=
(
2k
k
)
pi
22k+1
.
ii) Za n = 2k + 1, k ≥ 0:
µ2k+1 =
∫ pi
2
0
cos2k+1 t dt =
√
pi Γ(k + 1)
2Γ(k + 32)
=
(2k)!!
(2k + 1)!!
.
V obeh primerih uposˇtevamo lastnosti gama funkcije: Γ(n+ 1) = n Γ(n) in
Γ
(
1
2
)
=
√
pi. ¤
Za konstrukcijo rekurzivnih koeficientov (5.3) in (5.4) z modificiranim
algoritmom Cˇebiˇseva uporabimo kot znano druzˇino ortogonalnih polinomov
pk Legendreove polinome Lk preslikane na interval [0, 1]. Ker morajo biti
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polinomi, ki jih zˇelimo uporabiti za modificiran algoritem Cˇebiˇseva, monicˇni,
je mnozˇica polinomov pk podana s predpisom
pk(x) =
(k!)2
(2k)!
Lk(2x− 1). (5.20)
Rekurzivni koeficienti za tricˇlensko rekurzivno formulo za preslikane monicˇne
Legendreove polinome so
ak =
1
2
, k = 0, 1, . . . , (5.21)
bk =
1
4(4− k−2) , k = 1, 2, . . . . (5.22)
Modificirane momente νk, ki so definirani z enacˇbo (5.7), izracˇunamo z
uporabo orodij za simbolno racˇunanje (Mathematica) iz potencˇnih momen-
tov µk, ki so podani z enacˇbama (5.18 – 5.19) ter prikazani na sliki 5.2.
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Slika 5.2: Vrednosti modificiranih momentov νk za poldomenske polinome
Cˇebiˇseva prve vrste.
Modificiran algoritem Cˇebiˇseva vrne rekurzivne koeficiente α˜k in β˜k
za monicˇne poldomenske polinome Cˇebiˇseva pik prve vrste ter po potrebi
norme teh polinomov. To nam omogocˇa izracˇun rekurzivnih koeficientov αk
in βk za poldomenske polinome Cˇebiˇseva T hk prve vrste, ki so definirani s
formulama (5.11) in (5.12).
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Prvi sˇtirje poldomenski polinomi Cˇebiˇseva prve vrste so:
T h0 (x) =
√
2
2 ,
T h1 (x) =
pix−2√
pi2−8 ,
T h2 (x) =
(6pi2−48)x2−4pix+32−3pi2√
9pi4−160pi2+704 ,
T h3 (x) =
(540pi3−5280pi)x3+(6144−648pi2)x2+(4032pi−405pi3)x+414pi2−4096√
18225pi6−477576pi4+4106880pi2−11534336 ,
grafi prvih petih polinomov pa so prikazani na sliki 5.3.
1
-1
1
T4h
T3h
T2h
T1h
T0h
Slika 5.3: Grafi prvih petih poldomenskih polinomov Cˇebiˇseva prve vrste
T hn : T
h
0 cˇrna cˇrta, T
h
1 vijolicˇna, T
h
2 modra, T
h
3 rdecˇa in T
h
4 zelena cˇrta.
5.3.2 Poldomenski polinomi Cˇebiˇseva druge vrste
Poldomenski polinomi Cˇebiˇseva druge vrste so prav tako ortogonalni na
intervalu [0, 1] z utezˇjo w(x) =
√
1− x2. Pripadajocˇi momentni funkcional
za to druzˇino ortogonalnih polinomov je podan z integralom
LU (pi) :=
∫ 1
0
pi(x)
√
1− x2 dx, (5.23)
zaporedje potencˇnih momentov µk := LU (xk) pa je karakterizirano s spodnjo
lemo.
Lema 5.4 Potencˇni momenti momentnega zaporedja za poldomenske poli-
nome Cˇebiˇseva druge vrste so
µ2k =
(
2k
k
)
pi
22k+2(k + 1)
, k = 0, 1, . . . , (5.24)
µ2k+1 =
(2k)!!
(2k + 3)!!
, k = 0, 1, . . . . (5.25)
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Dokaz: Elemente momentnega zaporedja izracˇunamo iz formule (5.23) za
pi(x) = xn, kjer uvedemo novo spremenljivko x = cos t, dx = − sin t dt,√
1− x2 = sin t
µn =
∫ 1
0
xn
√
1− x2 dx =
∫ pi
2
0
cosn(t)(1− cos2 t) dt.
Pri izracˇunu gornjega integrala locˇimo dva primera, in sicer za sode in lihe
potence.
i) Za n = 2k, k ≥ 0:
µ2k =
∫ pi
2
0
cos2k(t)(1− cos2 t) dt =
√
pi Γ(k + 12)
4(k + 1)Γ(k + 1)
=
(
2k
k
)
pi
22k+2(k + 1)
.
ii) Za n = 2k + 1, k ≥ 0:
µ2k+1 =
∫ pi
2
0
cos2k+1(t)(1−cos2 t) dt =
√
pi Γ(k + 1)
2(2k + 3)Γ(k + 32)
=
(2k)!!
(2k + 3)!!
.
V obeh primerih uposˇtevamo lastnosti gama funkcije: Γ(n+ 1) = n Γ(n) in
Γ
(
1
2
)
=
√
pi. ¤
Za konstrukcijo rekurzivnih koeficientov (5.3) in (5.4) z modificiranim
algoritmom Cˇebiˇseva ponovno uporabimo kot znano druzˇino ortogonalnih
polinomov pk monicˇne Legendreove polinome (5.20) preslikane na inter-
val [0, 1] z rekurzivnimi koeficienti (5.21) in (5.22). Modificirane momente
νk, ki so definirani z enacˇbo (5.7), izracˇunamo z uporabo orodij za sim-
bolno racˇunanje (Mathematica) iz potencˇnih momentov µk, ki so podani z
enacˇbama (5.24 – 5.25) ter prikazani na sliki 5.4.
Modificiran algoritem Cˇebiˇseva vrne rekurzivne koeficiente α˜k in β˜k
za monicˇne poldomenske polinome Cˇebiˇseva pik druge vrste ter po potrebi
norme teh polinomov. To nam omogocˇa izracˇun rekurzivnih koeficientov αk
in βk za poldomenske polinome Cˇebiˇseva Uhk druge vrste, ki so definirani s
formulama (5.11) in (5.12).
Prvi sˇtirje poldomenski polinomi Cˇebiˇseva druge vrste so:
Uh0 (x) = 1,
Uh1 (x) =
6pix−8√
9pi2−64 ,
Uh2 (x) =
(180pi2−1280)x2−144pix+512−45pi2√
2025pi4−33984pi2+139264 ,
Uh3 (x) =
(63000pi3−609280pi)x3+(655360−72000pi2)x2+(317440pi−31500pi3)x+26400pi2−262144√
62015625pi6−1594080000pi4+13391052800pi2−36507222016
,
grafi prvih petih polinomov pa so prikazani na sliki 5.5.
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Slika 5.4: Absolutne vrednosti modificiranih momentov |νk| za poldomenske
polinome Cˇebiˇseva druge vrste.
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Slika 5.5: Grafi prvih petih poldomenskih polinomov Cˇebiˇseva druge vrste
Uhn : U
h
0 cˇrna cˇrta, U
h
1 vijolicˇna, U
h
2 modra, U
h
3 rdecˇa in U
h
4 zelena cˇrta.
5.4 Lastnosti poldomenskih polinomov Cˇebiˇseva
V tem razdelku bomo obravnavali nekatere osnovne lastnosti poldomenskih
polinomov Cˇebiˇseva prve in druge vrste, ki smo jih definirali in konstruirali
v razdelku 5.3. Najprej bomo zapisali pomozˇen rezultat, nato pa sˇe dva
pomembnejˇsa izreka.
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Lema 5.5 Naj bo pn dana druzˇina ortogonalnih polinomov glede na utezˇ
w(z) = h(z)(1 − z)α(1 − z)β na intervalu [−1, 1], kjer je h strogo pozitivna
realna analiticˇna funkcija na intervalu [−1, 1] in naj bosta α, β > −1 realni
vrednosti. Tedaj velja
pn(1) ∼ nα+1/2, pn(−1) ∼ nβ+1/2, n→∞.
Dokaz: Dokaz leme je podan v cˇlanku D. Huybrechs [35]. Omejimo se na
krajiˇscˇe intervala z = 1. Dokaz za krajiˇscˇe z = −1 sledi zaradi simetrije. Iz
izreka 1.13 v cˇlanku A. B. J. Kuijlaars, K. T. -R. McLaughlin, W. Van Assche
in M. Vanlessen [40], dobimo asimptotsko obnasˇanje monicˇnih ortogonalnih
polinomov pin za z ∈ (1− δ, 1), kjer je δ dovolj majhen
pin(z) ∼ n
1/2
2n
a1(z)
(
cos (a2(z))Jα(n arccos z)
+ sin (a3(z))J ′α(n arccos z) +O
(
1
n
) )
.
Tu so funkcije aj , j = 1, 2, 3, znane eksplicitno in neodvisne od n, Jα pa je
standardna Besselova funkcija reda α. Iz izreka 1.6 v [40] dobimo asimptot-
sko relacijo med monicˇnimi in ortogonalnimi polinomi
pn(z) ∼ 2npin(z), n→∞.
Iz opazˇanja, da je Jα(z) ∼ zα, ko gre n → ∞ (glej enacˇbo (9.1.7) v [1]),
sledi rezultat leme. ¤
Izrek 5.6 Poldomenski polinomi Cˇebiˇseva prve in druge vrste zadosˇcˇajo
relacijam
T hk (0) ∼ (−1)k
√
k, T hk (1) ∼ 1, Uhk (0) ∼ (−1)k
√
k, Uhk (1) ∼ k,
za k →∞.
Dokaz: Dokaz izreka je podan v cˇlanku D. Huybrechs [35]. Utezˇi za poldo-
menske polinome Cˇebiˇseva prve in druge vrste imata obliko
w(z) = h(z)(1− z)α(1− z)β,
ki je dolocˇena do linearne preslikave z = 2x− 1, ki interval [0, 1] preslika na
interval [−1, 1], natancˇno. Sedaj uporabimo izrek 5.5 z α = −12 in β = 0
za poldomenske polinome Cˇebiˇseva prve vrste ter z α = 12 in β = 0 za
poldomenske polinome Cˇebiˇseva druge vrste. ¤
Izrek 5.7 Rekurzivni koeficienti αk in βk v tricˇlenski rekurzivni formuli
(5.1) za poldomenske polinome Cˇebiˇseva T hk prve in U
h
k druge vrste zadosˇcˇajo
relacijam
αk → 12 , βk →
1
4
, k →∞.
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Dokaz: Dokaz tega izreka sledi direktno iz izreka 12.7.1 in enacˇb (3.2.1) in
(3.2.2) v knjigi G. Szego¨ [54] (str. 307–308), ko interval [−1, 1] s primerno
uvedbo nove spremenljivke t = (x+ 1)/2 preslikamo na interval [0, 1]. ¤
Iz formul (5.21) in (5.22) opazimo, da za monicˇne preslikane Legen-
dreove polinome velja, da je αk = 12 in βk → 116 , k → ∞. Po normalizaciji
dobimo podoben rezultat za preslikane Legendreove polinome kot v izreku
5.7, tj. αk = 12 in βk → 14 , k → ∞. Podobno za rekurzivne koeficiente
preslikanih polinomov Cˇebiˇseva prve in druge vrste velja, da je αk = 12 in
βk = 14 , k →∞ z izjemo β1.
Na sliki 5.6 je prikazano asimptotsko obnasˇanje rekurzivnih koeficien-
tov za obe neklasicˇni druzˇini ortogonalnih polinomov definiranih v podraz-
delkih 5.3.1 in 5.3.2.
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Slika 5.6: Rekurzivni koeficienti αk (zgornja leva slika) in βk (zgornja desna
slika) za poldomenske polinome Cˇebiˇseva T hk prve vrste ter rekurzivni koe-
ficienti αk (spodnja leva slika) in βk (spodnja desna slika) za poldomenske
polinome Cˇebiˇseva Uhk druge vrste.
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Poglavje 6
Aproksimacija s
poldomensko
Cˇebiˇsev-Fourierovo vrsto
6.1 Ortonormalna baza
V tem razdelku bomo konstruirali ortonormalno bazo prostora funkcij na in-
tervalu [−1, 1], ki jo predlaga Huybrechs v [35] in jo sestavljajo trigonometri-
cˇne funkcije, ki so organizirane kot poldomenski polinomi Cˇebiˇseva prve in
druge vrste.
Za dano s kvadratom integrabilno funkcijo f ∈ L2(−1, 1) iˇscˇemo Four-
ierovo vrsto gN na intervalu [−2, 2] oblike
gN (x) =
a0
2
+
N∑
k=1
(
ak cos
pikx
2
+ bk sin
pikx
2
)
. (6.1)
Pri tem zˇelimo vse izracˇune izvesti na intervalu [−1, 1]. Funkcijski prostor
GN ⊂ L2(−1, 1) naj bo linearna ogrinjacˇa mnozˇice
DN := CN ∪ SN , (6.2)
kjer je
CN =
{
1√
2
}
∪ {cos pik ·2 }Nk=1 in SN = {sin pik ·2 }Nk=1 . (6.3)
Opazimo, da mnozˇico CN sestavljajo sode, mnozˇico SN pa lihe funkcije.
Mnozˇici imata pomembno vlogo v analizi konvergence. Dokaz spodnje leme
dobimo v [35].
Lema 6.1 Mnozˇica D∞ je sestavljena iz vseh lastnih funkcij Laplaceovega
operatorja na intervalu [−1, 1], kjer imamo bodisi homogene Dirichletove,
bodisi homogene Neumannove robne pogoje.
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Dokaz: Z uposˇtevanjem razlike med sodimi in lihimi vrednostmi indeksa k
v (6.3) lahko mnozˇico D∞ razbijemo na dve podmnozˇici
LN :=
{
1√
2
}
∪ {cos (pik ·)}∞k=1 ∪
{
sin
(
pi
(
k + 12
) ·)}∞
k=1
(6.4)
in
LD :=
{
cos
(
pi
(
k + 12
) ·)}∞
k=1
∪ {sin (pik ·)}∞k=1 . (6.5)
Mnozˇica LN je sestavljena iz vseh lastnih funkcij Laplaceovega operatorja
na intervalu [−1, 1] glede na homogene Neumannove robne pogoje, mnozˇica
LD pa iz vseh lastnih funkcij Laplaceovega operatorja na intervalu [−1, 1]
glede na homogene Dirichletove robne pogoje. ¤
Mnozˇici LN in LD sta ortonormalni bazi prostora L2(−1, 1). Sledi, da
je mnozˇica D∞ ogrodje prostora L2(−1, 1). Velja spodnja posledica.
Posledica 6.2 Mnozˇica D∞ je prilegajocˇe se ogrodje (ang. tight frame)
prostora L2(−1, 1) z ogrodno mejo (ang. frame bound) 2. To pomeni, da
ogrodje zadosˇcˇa posplosˇeni Parsevalovi enakosti∑
k
|(f, φk)|2 = 2‖f‖, f ∈ L2(−1, 1), (6.6)
kjer so φk elementi mnozˇice D∞.
Cˇeprav mnozˇica D∞ ni baza prostora L2(−1, 1), pacˇ pa le prilegajocˇe
se ogrodje, je za vsak koncˇen N mnozˇica DN baza koncˇnorazsezˇnega pod-
prostora v L2(−1, 1), kar pomeni, da so vse funkcije iz mnozˇice DN linearno
neodvisne. Zanima nas ortonormalna baza na intervalu [−1, 1]. Ker so sode
in lihe funkcije iz CN in SN medsebojno ortogonalne na simetricˇnem inter-
valu [−1, 1], iskanje ortonormalne baze naravno razpade na dva manjˇsa dela.
Linearni ogrinjacˇi mnozˇic CN in SN oznacˇimo s
CN := Lin(CN ) in SN := Lin(SN ), (6.7)
kjer je CN (N + 1)-razsezˇen prostor sodih in SN N -razsezˇen prostor lihih
funkcij. Znano dejstvo je, da je cos (kx) = Tk(cosx) polinom v cosx stopnje
k. Podobno opazimo, da velja
cos pikx2 = Tk
(
cos pix2
)
, (6.8)
sin pi(k+1)x2 = Uk
(
cos pix2
)
sin pix2 . (6.9)
Dokaza spodnjih dveh izrekov lahko najdemo v [35].
Izrek 6.3 Naj bo
{
T hk
}
, k ≥ 0, mnozˇica poldomenskih polinomov Cˇebiˇseva
prve vrste opisanih v definiciji 5.1. Tedaj je mnozˇica{
T hk (cos
pi ·
2 )
}N
k=0
ortonormalna baza prostora CN na intervalu [−1, 1].
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Dokaz: Naj bo g ∈ CN \ CN−1. Ker je g soda funkcija na [−1, 1], se lahko
omejimo na interval [0, 1]. Preslikava y = cos pix2 slika interval [0, 1] vase
in je obrnljiva s predpisom x = 2pi cos
−1 y. Iz lastnosti (6.8) sledi, da je
g( 2pi cos
−1 y) polinom v y na [0, 1], ki ga oznacˇimo s Pg. Poleg tega vsak
polinom p stopnje kvecˇjemu N ustreza funkciji p(cos pix2 ) ∈ CN , saj poli-
nomi Cˇebiˇseva prve vrste stopnje manjˇse ali enake N tvorijo bazo prostora
polinomov stopnje kvecˇjemu N .
Ugotovimo, da je funkcija g ortogonalna na poljubno funkcijo g˜ ∈ CN−1,
ker je∫ 1
−1
g(x)g˜(x) dx = 2
∫ 0
1
g
(
2
pi cos
−1 y
)
g˜
(
2
pi cos
−1 y
) (− 2pi) 1√1−y2 dy
=
4
pi
∫ 1
0
Pg(y)Pg˜(y)
1√
1− y2 dx = 0
Cˇe je g(x) = T hN (cos
pix
2 ), je Pg(y) = T
h
N (y) in g je ortogonalna na vse
funkcije v prostoru CN−1. Normalizacija, podana z enacˇbama (5.13 – 5.14) v
definiciji 5.1, natancˇno ustreza normalizaciji funkcije T hk (cos
pi ·
2 ) iz prostora
L2(−1, 1). Izrek je s tem dokazan. ¤
Izrek 6.4 Naj bo
{
Uhk
}
, k ≥ 0, mnozˇica poldomenskih polinomov Cˇebiˇseva
druge vrste opisanih v definiciji 5.2. Tedaj je mnozˇica{
Uhk (cos
pi ·
2 ) sin
pi ·
2
}N−1
k=0
ortonormalna baza prostora SN na intervalu [−1, 1].
Dokaz: Naj bo g ∈ SN \ SN−1. Ker je g liha funkcija, je g(x)/ sin pix2 dobro
definirana in soda funkcija na [−1, 1], zato se lahko ponovno omejimo na
interval [0, 1] in uporabimo substitucijo y = cos pix2 . Iz lastnosti (6.9) sledi,
da je
g( 2pi cos
−1 y)
sin (pi2
2
pi cos
−1 y)
=
g( 2pi cos
−1 y)√
1− y2
polinom v y na [0, 1], ki ga oznacˇimo s Qg. Poleg tega vsak polinom q
stopnje kvecˇjemu N ustreza funkciji q(cos pix2 ) sin
pix
2 ∈ SN , saj polinomi
Cˇebiˇseva druge vrste stopnje manjˇse ali enake N − 1 tvorijo bazo prostora
polinomov stopnje kvecˇjemu N − 1.
Ugotovimo, da je funkcija g ortogonalna na poljubno funkcijo g˜ ∈
SN−1, ker je∫ 1
−1
g(x)g˜(x) dx = 2
∫ 0
1
g
(
2
pi cos
−1 y
)√
1− y2
g˜
(
2
pi cos
−1 y
)√
1− y2 (1− y
2)
(− 2pi ) 1√1− y2 dy
=
4
pi
∫ 1
0
Qg(y)Qg˜(y)
√
1− y2 dx = 0
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Cˇe je g(x) = UhN−1(cos
pix
2 ) sin
pix
2 , je Qg(y) = U
h
N−1(y) in g je ortogonalna
na vse funkcije iz prostora SN−1. Normalizacija, podana z enacˇbama (5.15
– 5.16) v definiciji 5.2, natancˇno ustreza normalizaciji Uhk (cos
pi ·
2 ) sin
pi ·
2 v
prostoru L2(−1, 1). Izrek je s tem dokazan. ¤
6.2 Poldomenska Cˇebiˇsev-Fourierova vrsta
D. Huybrechs je v cˇlanku [35] obravnaval optimizacijski problem 1.2. Za
izbiro T = 2 je za vsako s kvadratom integrabilno funkcijo f ∈ L2(−1, 1)
dokazal obstoj in enolicˇnost resˇitve, ki jo je karakteriziral z uporabo ortonor-
malne baze iz razdelka 6.1 in ortogonalne projekcije v obliki poldomenske
Cˇebiˇsev-Fourierove (HCF) vrste
f(x) =
∞∑
k=0
akT
h
k (cos
pix
2 ) +
∞∑
k=0
bkU
h
k (cos
pix
2 ) sin
pix
2 , (6.10)
kjer koeficiente ak in bk izracˇunamo s formulama
ak =
∫ 1
−1
f(x)T hk (cos
pix
2 ) dx, (6.11)
bk =
∫ 1
−1
f(x)Uhk (cos
pix
2 ) sin
pix
2 dx. (6.12)
Resˇitev problema 1.2 je podana s spodnjim izrekom, ki je dokazan v [35].
Izrek 6.5 Za dano funkcijo f ∈ L2(−1, 1), je resˇitev problema 1.2 odrezana
poldomenska Cˇebiˇsev-Fourierova vrsta
gN (x) =
N∑
k=0
akT
h
k (cos
pix
2 ) +
N−1∑
k=0
bkU
h
k (cos
pix
2 ) sin
pix
2 . (6.13)
Dokaz: Trditev izreka sledi direktno iz ortogonalne projekcije na ortonor-
malni bazi, ki sta opisani v izrekih 6.3 in 6.4. ¤
Poldomenska Cˇebiˇsev-Fourierova vrsta (6.10) je sestavljena iz trigono-
metricˇnih funkcij cos pik ·2 in sin
pi(k+1) ·
2 , ki so z uporabo enakosti (6.8) in
(6.9) razvite po poldomenskih polinomih Cˇebiˇseva prve in druge vrste defini-
ranih in opisanih v razdelku 5.3. Ti polinomi so razviti po funkciji cos pi ·2
in nekateri pomnozˇeni s funkcijo sin pi ·2 . To pomeni, da je vrsta (6.10) reor-
ganizirana Fourierova vrsta, zato lahko pri analizi konvergence uporabimo
mnoga orodja iz analize konvergence Fourierovih vrst za periodicˇne pro-
bleme, cˇeprav v osnovi obravnavamo neperiodicˇne probleme.
V nadaljevanju bomo obravnavali konvergenco poldomenske Cˇebiˇsev-
Fourierove vrste (6.10). Le-ta konvergira za vsako funkcijo, hitrost kon-
vergence pa je odvisna od stopnje gladkosti oz. analiticˇnosti funkcije in
84
je v vecˇini primerov eksponentna in ne zgolj polinomska. Ta lastnost je
znacˇilna tudi za konvergenco Fourierove vrste za periodicˇne funkcije ter vrste
Cˇebiˇseva za neperiodicˇne funkcije. Za dokaz konvergence se omejimo le na
analiticˇne funkcije f . Spodnje leme in izrek so dokazane v [35].
Lema 6.6 Naj bo funkcija f soda in analiticˇna. Tedaj je f periodicˇna na in-
tervalu [−2, 2] natanko tedaj, ko je f soda glede na sˇtevilo 2, tj. graf funkcije
f je zrcalen glede na premico x = 2.
Lema 6.7 Naj bo funkcija f liha in analiticˇna. Tedaj je f periodicˇna na
intervalu [−2, 2] natanko tedaj, ko je f liha glede na sˇtevilo 2, tj. graf funkcije
f je zrcalen glede na tocˇko (2, 0).
Vsako funkcijo f lahko zapiˇsemo kot vsoto sode in lihe funkcije
f(x) = fs(x) + f`(x), (6.14)
kjer je denimo
fs(x) =
f(x) + f(−x)
2
in f`(x) =
f(x)− f(−x)
2
.
Definirajmo funkciji
f1(y) = fs
(
2
pi cos
−1 y
)
= fs(x) (6.15)
in
f2(y) =
f`
(
2
pi cos
−1 y
)√
1− y2 =
f`(x)√
1− y2 (6.16)
ter konstanto
E = 3 + 2
√
2. (6.17)
Lema 6.8 Naj bo funkcija f soda in analiticˇna na okolici intervala [−1, 1]
in naj bo
f˜(y) = f
(
2
pi cos
−1 y
)
.
Cˇe je f˜ analiticˇna na obmocˇju omejenem z elipso, ki ima goriˇscˇi v tocˇkah 0
in 1, vsota glavnih polosi elipse pa je enaka ρ2 , potem velja
ρ ≤ E,
razen v primeru, ko je f analiticˇna in periodicˇna na intervalu [−2, 2].
Izrek 6.9 Naj bo f˜(y) = f(x), kjer je x = 2pi cos
−1 y analiticˇna funkcija na
obmocˇju omejenem z elipso z vecˇjo polosjo dolˇzine R in goriˇscˇema v tocˇkah
0 in 1. Pripadajocˇo domeno, na kateri je analiticˇna funkcija f , oznacˇimo z
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D(R). Cˇe je f analiticˇna na domeni D(R), kjer je R > 12 , tedaj resˇitev gN
problema 1.2 zadosˇcˇa
‖f − gN‖L2 ∼ ρ−N , (6.18)
kjer je
ρ = min(E, 2R+
√
4R2 − 1), (6.19)
razen v primeru, ko je f analiticˇna in periodicˇna na intervalu [−2, 2].
Dokaz: Najprej uporabimo lemo 6.8 za funkciji fs in f`/ sin pi ·2 . Obe izbrani
funkciji sta sodi. Funkcija fs je na domeni D(R) analiticˇna po konstrukciji,
medtem ko ima lahko funkcija f`/ sin pi ·2 pole v tocˇkah x = ±2n za n ≥ 0.
Cˇe je f` periodicˇna na intervalu [−2, 2], potem sledi po lemi 6.6, da
je enaka 0 v vseh mozˇnih polih. Torej je funkcija f`/ sin pi ·2 analiticˇna
na domeni D(R). V nasprotnem primeru, ko funkcija f` ni periodicˇna,
je f`/ sin pi ·2 analiticˇna samo na obmocˇju D = D(R) ∩D(32).
Naj bosta f1 in f2 funkciji definirani z enacˇbama (6.15) in (6.16). Ozna-
cˇimo s pN polinom stopnje N , ki je najboljˇsa aproksimacija f1 po metodi
najmanjˇsih kvadratov glede na utezˇ 4pi
1√
1−y2 , ter s qN polinom stopnje N−1,
ki je najboljˇsa aproksimacija f2 po metodi najmanjˇsih kvadratov glede na
utezˇ 4pi
√
1− y2. Ker so sode in lihe funkcije na intervalu [−1, 1] ortogonalne,
velja zveza
‖f − gN‖2L2 = ‖fs − pN (cos pix2 )‖2L2 + ‖f` − qN (cos pix2 ) sin pix2 ‖2L2 . (6.20)
Naj bo ρ definiran z enacˇbo (6.19). Iz izreka 2.8 sledi
4
pi
∫ 1
0
(f1(y)− pN (y))2 1√
1− y2 dy ∼ ρ
−2N (6.21)
in
4
pi
∫ 1
0
(f2(y)− qN (y))2
√
1− y2 dy ∼ ρ−2N . (6.22)
Opazimo, da sta integrala v relacijah (6.21) in (6.22) natancˇno normi desne
strani enacˇbe (6.20), kjer uposˇtevamo y = cos pix2 . Izrek je s tem dokazan.
¤
Posledica 6.10 Pod pogoji izreka 6.9, koeficienti ak in bk, ki so definirani z
enacˇbama (6.11) in (6.12), v razvoju poldomenske Cˇebiˇsev-Fourierove vrste
gN (6.13), zadosˇcˇajo pogoju
ak, bk ∼ ρ−N .
Slika 6.1 prikazuje padanje absolutnih vrednosti koeficientov ak in bk
v razvoju dane funkcije v poldomensko Cˇebiˇsev-Foureirovo vrsto za dve
funkciji pri fiksni izbiri odreznega sˇtevila N . Funkcija f(x) = 2x2 + 3x+ 1
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je cela, toda ni periodicˇna, medtem ko je funkcija f(x) = cos (cos pix2 ) +
sin (sin pix2 ) cela in periodicˇna na intervalu [−2, 2]. V obeh izbranih primerih
je N = 24. Na obeh slikah je vidna stopnja konvergence E−N , ki je
napovedana v posledici 6.10, kjer je E definiran z enacˇbo (6.17). Hitrost
konvergence poldomenske Cˇebiˇsev-Fourierove vrste je v obeh primerih ek-
sponentna.
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Slika 6.1: Padanje absolutnih vrednosti spektralnih koeficientov ak (rdecˇi
plusi) in bk (modri krogci), 1 ≤ k ≤ N v HCF vrsti za funkciji a) f(x) =
2x2 + 3x + 1 in b) f(x) = cos (cos pix2 ) + sin (sin
pix
2 ). V obeh primerih je
N = 24, cˇrna cˇrta pa prikazuje napovedano stopnjo padanja E−N .
6.3 Primerjava spektralnih aproksimacij
Cˇe zˇelimo aproksimirati gladko, tj. neskoncˇnokrat zvezno odvedljivo, in peri-
odicˇno funkcijo, je prava izbira, da to storimo z razvojem v trigonometricˇno
Fourierovo vrsto, kjer Fourierove koeficiente v razvoju vrste izracˇunamo
s hitro Fourierovo transformacijo (FFT). To lahko naredimo stabilno in
ucˇinkovito, saj potrebujemo le O(N logN) operacij za izracˇun prvih 2N +1
Fourierovih koeficientov. Analiza konvergence, ki smo jo opisali v razdelku
2.2, kazˇe na to, da dobimo spektralno konvergenco, tj. eksponentno padanje
napake. Podoben rezultat smo dobili v razdelku 6.2 za aproksimacijo funkci-
je s poldomensko Cˇebiˇsev-Fourierovo vrsto.
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Slika 6.2 prikazuje primerjavo natancˇnosti aproksimacije, oz. hitrosti
konvergence, pri razvoju periodicˇne funkcije f(x) = cos (cos pix2 ) v Fourierovo
in poldomensko Cˇebiˇsev-Fourierovo vrsto. Primerjamo maksimalno abso-
lutno vrednost napake glede na sˇtevilo cˇlenov N v odrezani vrsti. V obeh
primerih opazimo spektralno konvergenco, tj. eksponentno padanje maksi-
malne napake.
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Slika 6.2: Primerjava spektralne konvergence za gladko in periodicˇno
funkcijo f(x) = cos (cos pix2 ) pri aproksimaciji s Fourierovo (rdecˇi krogci) in
poldomensko Cˇebiˇsev-Fourierovo vrsto (modri plusi) v odvisnosti od sˇtevila
cˇlenov N v odrezani vrsti.
Na sliki 6.2 opazimo tudi, da aproksimacija s Fourierovo vrsto v tem
primeru konvergira precej hitreje kot aproksimacija s poldomensko Cˇebiˇsev-
Fourierovo vrsto, kar pomeni, da je za periodicˇne funkcije prava izbira za
aproksimacijo sˇe vedno tista s Fourierovo vrsto.
Situacija se popolnoma spremeni, cˇe funkcija bodisi ni gladka, bodisi ni
periodicˇna. V tem primeru nastopi Gibbsov fenomen, ki se kazˇe v odsotnosti
konvergence po tocˇkah, pocˇasnem padanju koeficientov Fourierove vrste ter
oscilacijah v okolici tocˇk nezveznosti in/ali robov intervala.
Tezˇavam v zvezi z Gibbsovim fenomenom se lahko izognemo, cˇe dano
funkcijo aproksimiramo bodisi z vrsto Cˇebiˇseva, bodisi s poldomensko Cˇebi-
sˇev-Fourierovo vrsto. Pri tem za diskretizacijo intervala [−1, 1], v nasprotju
s Fourierovo vrsto, kjer uporabimo ekvidistantne tocˇke, uporabimo tocˇke
Cˇebiˇseva, ki so gostejˇse v okolici robnih tocˇk intervala. Gibbsovega fenomena
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v tem primeru ni.
Na sliki 6.3 je prikazana neperiodicˇna, toda gladka funkcija f(x) = 2ex,
ki jo aproksimiramo z vsemi tremi obravnavanimi vrstami. Aproksimacija
s Fourierovo vrsto in s poldomensko Cˇebiˇsev-Fourierovo vrsto je narejena
za odrezno sˇtevilo N = 16, aproksimacija z vrsto Cˇebiˇseva pa za odrezno
sˇtevilo N = 32, kar pa v vseh treh primerih pomeni izracˇun 33 spektral-
nih koeficientov v razvoju vrste. Na sliki a) (aproksimacija s s Fourierovo
vrsto) opazimo oscilacije predvsem v okolici robov intervala, kar pomeni, da
v tem primeru dobimo Gibbsov fenomen. Povsem drugacˇna je situacija na
slikah b) (aproksimacija z vrsto Cˇebiˇseva) in c) (aproksimacija s poldomen-
sko Cˇebiˇsev-Fourierovo vrsto), kjer oscilacije izginejo, torej tudi Gibbsovega
fenomena ni.
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Slika 6.3: Gibbsov fenomen pri aproksimaciji funkcije f(x) = 2ex (modra
cˇrta) s Fourierovo vrsto (rdecˇa cˇrta) za N = 16 na sliki a). Pri aproksimaciji
dane funkcije z vrsto Cˇebiˇseva (rdecˇa prekinjena cˇrta) za N = 32 na sliki
b) in s poldomensko Cˇebiˇsev-Fourierovo vrsto (rdecˇa prekinjena cˇrta) za
N = 16 na sliki c), Gibbsovega fenomena ni. Obe cˇrti se prekrivata.
Za funkcije, ki niso periodicˇne, je tako primernejˇsa aproksimacija z
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vrsto Cˇebiˇseva ali s poldomensko Cˇebiˇsev-Fourierovo vrsto. V obeh primerih
dobimo za neperiodicˇne gladke funkcije spektralno konvergenco, tj. maksi-
malna absolutna vrednost napake glede na odrezno sˇtevilo N eksponentno
hitro pada. Seveda to velja samo za gladke oz. analiticˇne funkcije. Konver-
genca vrste Cˇebiˇseva je podrobno opisana v podrazdelku 2.3.4, konvergenca
poldomenske Cˇebiˇsev-Fourierove vrste pa v razdelku 6.2.
Slika 6.4 prikazuje primerjavo natancˇnosti aproksimacije, oz. hitrosti
konvergence, pri razvoju funkcije f(x) = cos (2ex) v vrsto Cˇebiˇseva in poldo-
mensko Cˇebiˇsev-Fourierovo vrsto. Primerjamo maksimalno absolutno vred-
nost napake glede na sˇtevilo cˇlenov N v odrezani vrsti. V obeh primerih
opazimo spektralno konvergenco, tj. eksponentno padanje maksimalne na-
pake. Opazimo sˇe, da sta aproksimaciji z vrsto Cˇebiˇseva in s poldomensko
Cˇebiˇsev-Fourierovo vrsto v tem primeru povsem primerljivi, le da prva kon-
vergira nekoliko hitreje.
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Slika 6.4: Primerjava spektralne konvergence za gladko in neperiodicˇno
funkcijo f(x) = cos (2ex) pri aproksimaciji z vrsto Cˇebiˇseva (rdecˇi krogci)
in s poldomensko Cˇebiˇsev-Fourierovo vrsto (modri plusi) v odvisnosti od
sˇtevila cˇlenov N v odrezani vrsti.
V primeru, ko funkcije niso gladke, ampak zgolj nekajkrat zvezno odve-
dljive, konvergenca ni eksponentna, ampak maksimalna absolutna vrednost
napake pada s stopnjo gladkosti dane funkcije glede na sˇtevilo cˇlenov N v
odrezani vrsti. To velja za aproksimacijo funkcije z vsemi tremi obravnava-
nimi vrstami.
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Na sliki 6.5 je prikazana primerjava padanja maksimalne absolutne
vrednosti napake glede na sˇtevilo cˇlenov N v odrezani vrsti za aproksimacijo
dane funkcije z vrsto Cˇebiˇseva in poldomensko Cˇebiˇsev-Fourierovo vrsto.
Dane so sˇtiri neperiodicˇne funkcije za katere narasˇcˇa stopnja gladkosti: a)
funkcija f(x) = |x3| ima tretji odvod z omejeno variacijo, b) funkcija f(x) =
e−x−2 je gladka, toda ni analiticˇna, c) funkcija f(x) = 1/(1+x2) je analiticˇna
na okolici intervala [−1, 1], d) funkcija f(x) = x10 pa je polinom, ki je za
aproksimacijo s polinomi analogen funkciji z omejenim naborom frekvenc za
aproksimacijo s Fourierovo vrsto.
Opazimo zelo podobno obnasˇanje za oba razreda aproksimacij, razen
v zadnjem primeru d) na sliki desno spodaj, kjer je aproksimacija z vrsto
Cˇebiˇseva bistveno boljˇsa. To ni presenetljivo, saj je vrsta Cˇebiˇseva sestav-
ljena iz ortogonalnih polinomov, poldomenska Cˇebiˇsev-Fourierova vrsta pa
iz trigonometricˇnih funkcij, kar pomeni, da lahko poljuben polinom tocˇno
aproksimiramo z vrsto Cˇebiˇseva, cˇe je le N dovolj velik.
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Slika 6.5: Primerjava hitrosti konvergence za sˇtiri neperiodicˇne funkcije
narasˇcˇajocˇe gladkosti: a) f(x) = |x3|, b) f(x) = e−x−2 , c) f(x) = 1/(1+x2)
in d) f(x) = x10. Maksimalno absolutno vrednost napake pri aproksimaciji
z vrsto Cˇebiˇseva (rdecˇi krogci) in s poldomensko Cˇebiˇsev-Fourierovo vrsto
(modri plusi) gledamo v odvisnosti od sˇtevila cˇlenov N v odrezani vrsti.
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Na sliki 6.6 je prikazana primerjava padanja maksimalne absolutne
vrednosti napake glede na sˇtevilo cˇlenov N v odrezani vrsti za aproksimacijo
dane funkcije s Fourierovo in poldomensko Cˇebiˇsev-Fourierovo vrsto. Dane
so sˇtiri periodicˇne funkcije za katere narasˇcˇa stopnja gladkosti: a) funkcija
f(x) = | sinx|3 ima tretji odvod z omejeno variacijo, b) funkcija f(x) =
e− sin−2 (x/2) je gladka, toda ni analiticˇna, c) funkcija f(x) = 1/(1+sin2 (x/2))
je analiticˇna na okolici intervala [−1, 1] v kompleksni ravnini, d) funkcija
f(x) = sin (10x) pa je funkcija z omejenim naborom frekvenc.
Opazimo, da je aproksimacija s Fourierovo vrsto za periodicˇne funkcije
boljˇsa kot aproksimacija s poldomensko Cˇebiˇsev-Fourierovo vrsto, saj v vseh
primerih napaka pada hitreje. To je sˇe posebej vidno na zadnjem primeru d)
na sliki desno spodaj, kjer aproksimiramo bazno trigonometricˇno funkcijo,
ki nastopa v razvoju v Fourierovo vrsto. Kljub temu pa tudi napaka aproksi-
macije s poldomensko Cˇebiˇsev-Fourierovo vrsto pada dovolj hitro.
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Slika 6.6: Primerjava hitrosti konvergence za sˇtiri periodicˇne funkcije
narasˇcˇajocˇe gladkosti: a) f(x) = | sinx|3, b) f(x) = e− sin−2 (x/2), c)
f(x) = 1/(1 + sin2 (x/2)) in d) f(x) = sin (10x). Maksimalno absolutno
vrednost napake pri aproksimaciji s Fourierovo (rdecˇi krogci) in s poldomen-
sko Cˇebiˇsev-Fourierovo vrsto (modri plusi) gledamo v odvisnosti od sˇtevila
cˇlenov N v odrezani vrsti.
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Poglavje 7
Linearni dvotocˇkovni robni
problemi v eni dimenziji
V tretjem poglavju smo opisali kratek uvod v teorijo spektralnih metod, kjer
smo obravnavali tako konstrukcijo Fourierovih kot tudi metod Cˇebiˇseva.
Poleg tega smo opisali osnovna orodja za analizo konvergence in napake.
V tem poglavju pa bomo konstruirali nov razred kolokacijskih spektralnih
metod za linearne dvotocˇkovne robne probleme v eni dimenziji, ki jih imenu-
jemo Cˇebiˇsev-Fourierove spektralne metode (ang. Chebyshev-Fourier spectral
methods). Problemi tipa 1.3 so podrobno obravnavani v razlicˇnih monografi-
jah, npr. v U. M. Ascher, R. M. M. Mattheij in R. D. Russell [4] in [5], in
so oblike
Lu(x) = f(x), x ∈ [−1, 1], (7.1)
z robnimi pogoji
Bu(y) = 0, y ∈ {−1, 1}, (7.2)
kjer je L linearni diferencialni operator (1.6) in B par linearnih robnih dife-
rencialnih operatorjev, ki ustrezajo Dirichletovim, Neumannovim ali mesˇa-
nim (Robinovim) robnim pogojem. V nadaljevanju se omejimo na Dirich-
letove robne pogoje. Numericˇno resˇitev danega problema iˇscˇemo v obliki
poldomenske Cˇebiˇsev-Fourierove vrste (6.10)
f(x) =
∞∑
k=0
akT
h
k (cos
pix
2 ) +
∞∑
k=0
bkU
h
k (cos
pix
2 ) sin
pix
2 , (7.3)
kjer za izracˇun spektralnih koeficientov uporabimo metodo kolokacije. Za
konstrukcijo metode potrebujemo dve operatorski matriki, in sicer matriko
odvajanja D in multiplikativno matriko F . Izracˇun elementov teh dveh
matrik je podrobno opisan v cˇlanku B. Orel in A. Perne [46]. Algoritem
za konstrukcijo iskane psevdospektralne metode, ki jo imenujemo Cˇebiˇsev-
Fourierova kolokacijska metoda (CFC metoda), pa je opisan v porocˇilu
93
B. Orel in A. Perne [45]. V nadaljevanju poglavja bomo obravnavali kon-
strukcijo te metode ter analizo konvergence in napake. Metodo bomo primer-
jali na numericˇnih zgledih s standardnimi (psevdo)spektralnimi metodami,
npr. s kolokacijsko metodo Cˇebiˇseva (CC metoda).
7.1 Operatorske matrike
Za konstrukcijo iskanih spektralnih Cˇebiˇsev-Fourierovih metod potrebujemo
dve operatorski matriki odvajanja in mnozˇenja, ki ju konstruiramo na podo-
ben nacˇin, kot smo to opisali pri obravnavi Fourierovih spektralnih metod
v podrazdelku 3.4.1 ter spektralnih metod Cˇebiˇseva v podrazdelku 3.4.2.
Numericˇno resˇitev robnega problema (7.1 – 7.2) iˇscˇemo v obliki odrezane
poldomenske Cˇebiˇsev-Fourierove (HCF) vrste.
Matrika odvodov D je transformacijska matrika, ki pretvori spektralne
koeficiente ak in bk odrezane HCF vrste (7.3) za funkcijo f , v spektralne
koeficiente a′j in b
′
j odrezane HCF vrste za prvi odvod funkcije f . Spektralne
koeficiente a′′j in b
′′
j odrezane HCF vrste za drugi odvod dobimo z uporabo
matrike D2.
Multiplikacijska matrika F pa je transformacijska matrika, ki pretvori
spektralne koeficiente ak in bk odrezane HCF vrste (7.3) za funkcijo f , v
spektralne koeficiente a˜j in b˜j odrezane HCF vrste za produkt odrezane
HCF vrste neke znane funkcije g z znanimi koeficienti in odrezane HCF
vrste za funkcijo f . V primeru, da je g konstantna funkcija, je ta matrika
skalarna, tj. identicˇna matrika pomnozˇena z nekim skalarjem, sicer pa je
polna. V konkretnem primeru je g ena izmed koeficientnih funkcij α, β ali
γ, ki nastopajo v diferencialni enacˇbi (7.1).
7.1.1 Matrika odvodov
Zacˇnimo z odrezano poldomensko Cˇebiˇsev-Fourierovo vrsto (7.3) za poljubno
funkcijo f ∈ L2(−1, 1)
f(x) ≈ fN (x) =
N∑
k=0
akT
h
k (cos
pix
2 ) +
N−1∑
k=0
bkU
h
k (cos
pix
2 ) sin
pix
2 , (7.4)
kjer je N odrezno sˇtevilo, ki dolocˇa sˇtevilo cˇlenov vrste, tj. pri odreznem
sˇtevilu N ima HCF vrsta 2N + 1 cˇlenov. Za dan N potrebujemo 2N + 1
ortogonalnih polinomov: N + 1 poldomenskih polinomov Cˇebiˇseva prve in
N poldomenskih polinomov Cˇebiˇseva druge vrste.
Najprej izracˇunamo prvi odvod dfNdx odrezane HCF vrste fN , ki je
definirana z enacˇbo (7.4)
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dfN
dx
(x) = −pi
2
N∑
k=0
akT˙
h
k (cos
pix
2 ) sin
pix
2
+
pi
2
N−1∑
k=0
bk
(
Uhk (cos
pix
2 ) cos
pix
2 − U˙hk (cos pix2 )(1− cos2 pix2 )
)
, (7.5)
kjer s T˙ hk (t) =
d
dtT
h
k (t) in U˙
h
k (t) =
d
dtU
h
k (t) oznacˇimo prva odvoda ortogo-
nalnih polinomov T hk in U
h
k po spremenljivki t = cos
pix
2 . Polinome T˙
h
k (t)
aproksimiramo z odrezano vrsto, sestavljeno iz polinomov Uhj , polinome
U˙hk (1− t2) in Uhk (t)t pa z odrezano vrsto, sestavljeno iz polinomov T hj
T˙ hk (t) =
k−1∑
j=0
pkjU
h
j (t), p
k
j =
4
piLU
(
T˙ hk (t)U
h
j (t)
)
, (7.6)
U˙hk (t)t
2 =
k+1∑
j=0
qkj T
h
j (t), q
k
j =
4
piLT
(
t2U˙hk (t)T
h
j (t)
)
, (7.7)
U˙hk (t) =
k−1∑
j=0
rkj T
h
j (t), r
k
j =
4
piLT
(
U˙hk (t)T
h
j (t)
)
, (7.8)
Uhk (t)t =
k+1∑
j=0
skjT
h
j (t), s
k
j =
4
piLT
(
tUhk (t)T
h
j (t)
)
. (7.9)
Koeficiente pkj , q
k
j , r
k
j in s
k
j , ki so definirani z enacˇbami (7.6 – 7.9), izracˇuna-
mo iz pogojev ortogonalnosti. Prvi odvod (7.5) je z uporabo teh oznak
enak
dfN
dx
(x) =
pi
2
N−1∑
k=0
bk
k+1∑
j=0
qkj T
h
j (cos
pix
2 ) +
k+1∑
j=0
skjT
h
j (cos
pix
2 )−
k−1∑
j=0
rkj T
h
j (cos
pix
2 )

−pi
2
N∑
k=0
ak
k−1∑
j=0
pkjU
h
j (cos
pix
2 ) sin
pix
2
 (7.10)
=
N∑
j=0
pi
2
N−1∑
k=max {j−1,0}
(
qkj + s
k
j − rkj
)
bk
Thj (cos pix2 )
+
N−1∑
j=0
pi
2
N∑
k=j+1
−pkj ak
Uhj (cos pix2 ) sin pix2 (7.11)
=
N∑
j=0
a′jT
h
j (cos
pix
2 ) +
N−1∑
j=0
b′jU
h
j (cos
pix
2 ) sin
pix
2 . (7.12)
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Funkcionala LT in LU sta definirana z enacˇbama (5.17) in (5.23). V
vrstici (7.11) zamenjamo vrstni red sesˇtevanja, kjer uposˇtevamo, da so koefi-
cienti rjj in r
j−1
j enaki 0. Poleg tega so tudi koeficienti q
0
j enaki 0. Nazadnje
v vrstici (7.12) koeficiente odrezane HCF vrste dfNdx oznacˇimo z a
′
j in b
′
j
a′j =
pi
2
N−1∑
k=max {j−1,0}
(
qkj + s
k
j − rkj
)
bk, j = 0, 1, . . . , N, (7.13)
b′j = −
pi
2
N∑
k=j+1
pkjak, j = 0, 1, . . . , N − 1. (7.14)
Enacˇbe (7.13) in (7.14) so linearne, zato jih lahko predstavimo v ma-
tricˇni obliki
u′ = D u, (7.15)
kjer je u = (a0, . . . , aN , b0, . . . , bN−1)T vektor spektralnih koeficientov odre-
zane HFC vrste za funkcijo f in u′ =
(
a′0, . . . , a′N , b
′
0, . . . , b
′
N−1
)T vektor
spektralnih koeficientov odvoda odrezane HFC vrste za funkcijo f . Ker so
koeficienti a′j odvisni samo od koeficientov bk in podobno koeficienti b
′
j le
od koeficientov ak, je operatorska matrika odvajanja D ∈ R(2N+1)×(2N+1)
blocˇno antidiagonalna
D = pi2
[
0 H1
H2 0
]
, (7.16)
kjer je H1 ∈ R(N+1)×N in H2 ∈ RN×(N+1). Elementi teh dveh matrik so
H1 = [h1jk]j,k, h
1
jk =

qk−1j−1 + s
k−1
j−1 − rk−1j−1 , k > j,
qk−1j−1 + s
k−1
j−1 , j − 1 ≤ k ≤ j,
0, k < j − 1,
(7.17)
H2 = [h2jk]j,k, h
2
jk =
{
−pk−1j−1 , k > j,
0, k ≤ j. (7.18)
Bloka H1 in H2 sta za primer N = 3 enaka
H1 =

q00 + s
0
0 q
1
0 + s
1
0 − r10 q20 + s20 − r20
q01 + s
0
1 q
1
1 + s
1
1 q
2
1 + s
2
1 − r21
0 q12 + s
1
2 q
2
2 + s
2
2
0 0 q23 + s
2
3
 , H2 =
 0 −p
1
0 −p20 −p30
0 0 −p21 −p31
0 0 0 −p32
 .
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Operatorska matrika odvajanja D je za primer N = 3 enaka
D =

0 0 0 0 1.4142 −2.2706 2.8824
0 0 0 0 0.6837 4.6970 −5.9625
0 0 0 0 0 1.3170 7.8416
0 0 0 0 0 0 1.9619
0 −3.6091 3.8474 −4.5910 0 0 0
0 0 −7.4942 7.3713 0 0 0
0 0 0 −11.3192 0 0 0

.
Nato izracˇunamo sˇe drugi odvod d
2fN
dx2
odrezane HCF vrste fN , ki je
definirana z enacˇbo (7.4)
d2fN
dx2
=
N∑
j=0
a′′jT
h
j (cos
pix
2 ) +
N−1∑
j=0
b′′jU
h
j (cos
pix
2 ) sin
pix
2 . (7.19)
Cˇe oznacˇimo u kot prej in z u′′ =
(
a′′0, . . . , a′′N , b
′′
0, . . . , b
′′
N−1
)T vektor spek-
tralnih koeficientov drugega odvoda odrezane HFC vrste za funkcijo f , do-
bimo linearno zvezo
u′′ = D2 u. (7.20)
Operatorska matrika odvajanja D2 je za primer N = 3 enaka
D2 =

0 −5.1040 22.4577 −55.8569 0 0 0
0 −2.4674 −32.5698 98.9745 0 0 0
0 0 −9.8696 −79.0531 0 0 0
0 0 0 −22.2066 0 0 0
0 0 0 0 −2.4674 −11.8849 42.6816
0 0 0 0 0 −9.8696 −44.3054
0 0 0 0 0 0 −22.2066

.
V naslednjih dveh primerih si oglejmo, kako se povecˇuje kvaliteta apro-
ksimacije odvoda dane funkcije z uporabo operatorskih matrik odvajanja za
Fourierovo vrsto (3.48), vrsto Cˇebiˇseva (3.59) in poldomensko Cˇebiˇsev-Four-
ierovo vrsto (7.16). V prvem primeru primerjamo neperiodicˇne funkcije, v
drugem pa periodicˇne funkcije na intervalu [−1, 1]. Oba primera sta vzeta
iz knjige L. N. Trefethen [57].
Na sliki 7.1 primerjamo maksimalno absolutno vrednost napake za
spektralno odvajanje z matriko odvodov za vrsto Cˇebiˇseva in za poldo-
mensko Cˇebiˇsev-Fourierovo vrsto v odvisnosti od sˇtevila cˇlenov N za sˇtiri
neperiodicˇne funkcije: f(x) = |x3|, f(x) = e−x−2 , f(x) = 1/(1 + x2) in
f(x) = x10. Pri izbranih funkcijah narasˇcˇa stopnja gladkosti. Tako ima
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tretji odvod funkcije f(x) = |x3| omejeno variacijo, funkcija f(x) = e−x−2 je
gladka, toda ni analiticˇna, funkcija f(x) = 1/(1+x2) je analiticˇna na okolici
intervala [−1, 1], funkcija f(x) = x10 pa polinom, ki je v teoriji spektralnih
metod Cˇebiˇseva analogen funkciji z omejenim naborom frekvenc (ang. band-
limited function) za aproksimacijo s Fourierovo vrsto. Opazimo, da bolj kot
je dana funkcija gladka, hitrejˇsa je konvergenca. Poleg tega opazimo tudi,
da je natancˇnost spektralnega odvajanja za obe metodi primerljiva, razen
v primeru zadnje funkcije, saj je za polinome primernejˇsa aproksimacija z
ortogonalnimi polinomi kot s trigonometricˇnimi funkcijami.
0 20 40 60 80
10−4
10−2
100
a) f(x) = |x3|
N
n
a
pa
ka
HCF
Cebišev
0 20 40 60 80
10−10
10−5
100
b) f(x) = exp(−x−2)
N
n
a
pa
ka
HCF
Cebišev
0 20 40 60 80
10−15
10−10
10−5
100
c) f(x) = 1/(1+x2)
N
n
a
pa
ka
HCF
Cebišev
0 20 40 60 80
10−16
10−12
10−8
10−4
100
d) f(x) = x10
N
n
a
pa
ka
HCF
Cebišev
Slika 7.1: Primerjava spektralnega odvajanja funkcij z uporabo operatorskih
matrik odvajanja za vrsto Cˇebiˇseva (rdecˇi krogci) in poldomensko Cˇebiˇsev-
Fourierovo vrsto (modri plusi) za sˇtiri neperiodicˇne funkcije narasˇcˇajocˇe
gladkosti: a) f(x) = |x3|, b) f(x) = e−x−2 , c) f(x) = 1/(1 + x2) in d)
f(x) = x10. Primerjamo maksimalno absolutno vrednost napake glede na
sˇtevilo cˇlenov N .
Na sliki 7.2 primerjamo maksimalno absolutno vrednost napake za
spektralno odvajanje z matriko odvodov za Fourierovo in za poldomensko
Cˇebiˇsev-Fourierovo vrsto v odvisnosti od sˇtevila cˇlenov N za sˇtiri periodicˇne
funkcije: f(x) = | sinx|3, f(x) = e− sin−2 (x/2), f(x) = 1/(1 + sin2 (x/2)) in
f(x) = sin (10x). Pri izbranih funkcijah narasˇcˇa stopnja gladkosti. Tako
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ima tretji odvod funkcije f(x) = | sinx|3 omejeno variacijo, funkcija f(x) =
e− sin−2 (x/2) je gladka, toda ni analiticˇna, funkcija f(x) = 1/(1+sin2 (x/2)) je
analiticˇna na okolici intervala [−1, 1] v kompleksni ravnini, funkcija f(x) =
sin (10x) pa je funkcija z omejenim naborom frekvenc (ang. band-limited
function). Opazimo, da s stopnjo gladkosti narasˇcˇa hitrost konvergence ter
da je natancˇnost spektralnega odvajanja za obe metodi dokaj primerljiva,
cˇeprav je Fourierova metoda vecˇinoma natancˇnejˇsa.
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Slika 7.2: Primerjava spektralnega odvajanja funkcij z uporabo operatorskih
matrik odvajanja za Fourierovo (rdecˇi krogci) in poldomensko Cˇebiˇsev-
Fourierovo vrsto (modri plusi) za sˇtiri periodicˇne funkcije narasˇcˇajocˇe glad-
kosti: a) f(x) = | sinx|3, b) f(x) = e− sin2 (x/2), c) f(x) = 1/(1 + sin2 (x/2))
in d) f(x) = sin (10x). Primerjamo maksimalno absolutno vrednost napake
glede na sˇtevilo cˇlenov N .
Podrazdelek zakljucˇimo z opisom numericˇnega postopka za izracˇun ko-
eficientov pkj definiranih z enacˇbo (7.6). Koeficienti so izracˇunani delno
rekurzivno, kjer bazo rekurzije izracˇunamo z uporabo potencˇnih momen-
tov (5.18 – 5.19) in (5.24 – 5.25). Najprej za fiksno vrednost k in izbiro
j = 0, . . . , k − 1 in ` = 0, . . . , k − j − 1 definiramo koeficiente
`pkj :=
4
piLU
(
t`T˙ hk (t)U
h
j (t)
)
, (7.21)
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kjer je pkj =
0pkj . Predpostavimo, da smo na k−tem nivoju, kjer izracˇunamo
in shranimo koeficiente
`pk0 =
4
piLU
(
t`T˙ hk (t)
)
.
Pri tem uporabimo potencˇne momente (5.24) in (5.25) ter primerno orodje
za simbolno racˇunanje, npr. programski paket Mathematica. Vse preostale
koeficiente izracˇunamo rekurzivno v standardni IEEE aritmetiki z uporabo
tricˇlenske rekurzivne formule (5.1) za poldomenske polinome Cˇebiˇseva Uhj
drugega reda
Uhj (t) =
1
nj−1
(
(t− αj−1)Uhj−1(t)− βj−1Uhj−2(t)
)
, (7.22)
kjer je
nj−1 =
∥∥∥(t− αj−1)Uhj−1(t)− βj−1Uhj−2(t)∥∥∥ .
Nato z uporabo enacˇbe (7.22) dobimo rekurzivne formule
`pk1 =
1
n0
`+1pk0 − α0n0 `pk0, ` = 0, . . . , k − 2,
`pkj =
1
nj−1
`+1pkj−1 − αj−1nj−1 `pkj−1 −
βj−1
nj−1
`pkj−2, ` = 0, . . . , k − j − 1.
Podoben postopek uporabimo za izracˇun koeficientov qkj , r
k
j in s
k
j , ki
so definirani z enacˇbami (7.7 – 7.9). Izracˇun teh koeficientov je tehnicˇne
narave, zato v tem delu ni podrobneje opisan. Podrobnosti so opisane v
programskih kodah, s katerimi so narejeni numericˇni zgledi. Opazimo, da je
dovolj, da te koeficiente izracˇunamo samo enkrat in shranimo za vselej.
7.1.2 Multiplikacijska matrika
Zacˇnimo z odrezano poldomensko Cˇebiˇsev-Fourierovo vrsto (7.4) s spek-
tralnimi koeficienti ak in bk za poljubno funkcijo f ∈ L2(−1, 1). Sledimo
oznakam iz podrazdelka 7.1.1, kjer smo z u = (a0, . . . , aN , b0, . . . , bN−1)T
oznacˇili vektor spektralnih koeficientov HCF vrste. Isˇcˇemo spektralne ko-
eficiente a˜j in b˜j odrezane poldomenske Cˇebiˇsev-Fourierove vrste za pro-
dukt odrezanih HCF vrst fN za funkcijo f in gN za neko znano funkcijo
g ∈ L2(−1, 1), ki ima znane spektralne koeficiente ci in di
g(x) ≈ gN (x) =
N∑
i=0
ciT
h
i (cos
pix
2 ) +
N−1∑
i=0
diU
h
i (cos
pix
2 ) sin
pix
2 . (7.23)
Najprej zmnozˇimo odrezani HCF vrsti (7.4) in (7.23) ter produkt odre-
zˇemo pri istem odreznem sˇtevilu N kot obe osnovni vrsti
fN (x)gN (x) =
(
N∑
k=0
akT
h
k (cos
pix
2 ) +
N−1∑
k=0
bkU
h
k (cos
pix
2 ) sin
pix
2
)
·
(
N∑
i=0
ciT
h
i (cos
pix
2 ) +
N−1∑
i=0
diU
h
i (cos
pix
2 ) sin
pix
2
)
. (7.24)
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Pri tem uporabimo enakost sin2 pix2 = 1− cos2 pix2 ter oznacˇimo t = cos pix2 .
Polinome T hk (t)T
h
i (t) in U
h
k (t)U
h
i (t)(1− t2) aproksimiramo z odrezano
HCF vrsto, sestavljeno iz polinomov T hj , polinome T
h
k (t)U
h
i (t) in T
h
i (t)U
h
k (t)
pa z odrezano HCF vrsto, sestavljeno iz polinomov Uhj
T hk (t)T
h
i (t) =
min {k+i,N}∑
j=0
P kij T
h
j (t), P
ki
j =
4
piLT
(
T hk (t)T
h
i (t)T
h
j (t)
)
,
(7.25)
T hk (t)U
h
i (t) =
min {k+i,N−1}∑
j=0
Qkij U
h
j (t), Q
ki
j =
4
piLU
(
T hk (t)U
h
i (t)U
h
j (t)
)
,
(7.26)
Uhk (t)U
h
i (t) =
min {k+i,N}∑
j=0
Rkij T
h
j (t), R
ki
j =
4
piLT
(
Uhk (t)U
h
i (t)T
h
j (t)
)
,
(7.27)
Uhk (t)U
h
i (t)t
2 =
min {k+i+2,N}∑
j=0
Skij T
h
j (t), S
ki
j =
4
piLT
(
t2Uhk (t)U
h
i (t)T
h
j (t)
)
.
(7.28)
Koeficiente P kij , Q
ki
j , R
ki
j in S
ki
j , ki so definirani z enacˇbami (7.25 – 7.28),
dolocˇimo iz pogojev ortogonalnosti. Za numericˇen izracˇun teh koeficientov
uporabimo podoben postopek kot za izracˇun koeficientov pkj , q
k
j , r
k
j in s
k
j , ki
nastopajo v matriki odvodov in so definirani z enacˇbami (7.6 – 7.9). Pred-
lagan postopek predstavlja kombinacijo direktnega in rekuzivnega pristopa,
kjer bazo rekurzije dolocˇimo direktno z uporabo potencˇnih momentov za pol-
domenske polinome Cˇebiˇseva prve in druge vrste, ki so podani z enacˇbami
(5.18 – 5.19) in (5.24 – 5.25), ter primernega orodja za simbolno racˇunanje,
npr. programskega paketa Mathematica. Postopek je ponovno zelo tehnicˇne
narave, rekurzivne formule pa precej bolj komplicirane kot v primeru ko-
eficientov za matriko odvodov, zato v tem delu niso podrobneje opisane.
Podrobnosti najdemo v implementciji programskih kod. Tudi za te koefi-
ciente je dovolj, da jih izracˇunamo enkrat za vselej.
Z uporabo oznak iz enacˇb (7.25 – 7.28) je produkt (7.24) enak
fN (x)gN (x) =
N∑
k=0
N∑
i=0
akci
min {k+i,N}∑
j=0
P kij T
h
j (cos
pix
2 ) +
N−1∑
k=0
N−1∑
i=0
bkdi
min {k+i,N}∑
j=0
Rkij T
h
j (cos
pix
2 )
−
N−1∑
k=0
N−1∑
i=0
bkdi
min {k+i+2,N}∑
j=0
Skij T
h
j (cos
pix
2 )
+
N∑
k=0
N−1∑
i=0
akdi
min {k+i,N−1}∑
j=0
Qkij U
h
j (cos
pix
2 ) sin
pix
2
+
N−1∑
k=0
N∑
i=0
bkci
min {k+i,N−1}∑
j=0
Qikj U
h
j (cos
pix
2 ) sin
pix
2 (7.29)
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fN (x)gN (x) =
N∑
j=0
 N∑
k=0
ak
 N∑
i=max {j−k,0}
ciP
ki
j

+
N−1∑
k=0
bk
 N−1∑
i=max {j−k,0}
diR
ki
j −
N−1∑
i=max {j−k−2,0}
diS
ki
j
Thj (cos pix2 )
+
N−1∑
j=0
 N∑
k=0
ak
 N−1∑
i=max {j−k,0}
diQ
ki
j

+
N−1∑
k=0
bk
 N∑
i=max {j−k,0}
ciQ
ik
j
Uhj (cos pix2 ) sin pix2 (7.30)
=
N∑
j=0
a˜jT
h
j (cos
pix
2 ) +
N−1∑
j=0
b˜jU
h
j (cos
pix
2 ) sin
pix
2 . (7.31)
Funkcionala LT in LU sta definirana z enacˇbama (5.17) in (5.23). V
vrstici (7.30) zamenjamo vrstni red sesˇtevanja. Nazadnje v vrstici (7.31)
koeficiente odrezane HCF vrste za produkt fN gN oznacˇimo z a˜j in b˜j
a˜j =
N∑
k=0
ak
 N∑
i=max {j−k,0}
ciP
ki
j
+ N−1∑
k=0
bk
 N−1∑
i=max {j−k,0}
diR
ki
j −
N−1∑
i=max {j−k−2,0}
diS
ki
j
 ,
j = 0, 1, . . . , N, (7.32)
b˜j =
N∑
k=0
ak
 N−1∑
i=max {j−k,0}
diQ
ki
j
+ N−1∑
k=0
bk
 N∑
i=max {j−k,0}
ciQ
ik
j
 ,
j = 0, 1, . . . , N − 1. (7.33)
Enacˇbe (7.32) in (7.33) so linearne, zato jih lahko predstavimo v ma-
tricˇni obliki
u˜ = F u, (7.34)
kjer je u kot prej vektor spektralnih koeficientov odrezane HFC vrste za
funkcijo f in u˜ =
(
a˜0, . . . , a˜N , b˜0, . . . , b˜N−1
)T
vektor spektralnih koeficien-
tov a˜j in b˜j produkta odrezanih HFC vrst za funkciji f in g. Multiplikacijska
matrika F ∈ R(2N+1)×(2N+1) je blocˇna matrika
F =
[
G1 G2
G3 G4
]
, (7.35)
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kjer je G1 ∈ R(N+1)×(N+1), G2 ∈ R(N+1)×N , G3 ∈ RN×(N+1) in G4 ∈ RN×N .
Elementi teh matrik so
G1 = [g1jk]j,k, g
1
jk =
N∑
i=max {j−k,0}
ciP
k−1,i
j−1 , (7.36)
j = 1, . . . , N + 1, k = 1, . . . , N + 1,
G2 = [g2jk]j,k, g
2
jk =
N−1∑
i=max {j−k,0}
diR
k−1,i
j−1 −
N−1∑
i=max {j−k−2,0}
diS
k−1,i
j−1 , (7.37)
j = 1, . . . , N + 1, k = 1, . . . , N,
G3 = [g3jk]j,k, g
3
jk =
N−1∑
i=max {j−k,0}
diQ
k−1,i
j−1 , (7.38)
j = 1, . . . , N, k = 1, . . . , N + 1,
G4 = [g4jk]j,k, g
4
jk =
N∑
i=max {j−k,0}
ciQ
i,k−1
j−1 , (7.39)
j = 1, . . . , N, k = 1, . . . , N.
Bloki G1, G2, G3 in G4 so za primer N = 2 enaki
G1=

c0P
00
0 + c1P
01
0 + c2P
02
0 c0P
10
0 + c1P
11
0 + c2P
12
0 c0P
20
0 + c1P
21
0 + c2P
22
0
c1P
01
1 + c2P
02
1 c0P
10
1 + c1P
11
1 + c2P
12
1 c0P
20
1 + c1P
21
1 + c2P
22
1
c2P
02
2 c1P
11
2 + c2P
12
2 c0P
20
2 + c1P
21
2 + c2P
22
2
 ,
G2=

d0(R000 − S000 ) + d1(R010 − S010 ) d0(R100 − S100 ) + d1(R110 − S110 )
−d0S001 + d1(R011 − S011 ) d0(R101 − S101 ) + d1(R111 − S111 )
−d0S002 − d1S012 −d0S102 + d1(R112 − S112 )
 ,
G3=
[
d0Q
00
0 + d1Q
01
0 d0Q
10
0 + d1Q
11
0 d0Q
20
0 + d1Q
21
0
d1Q
01
1 d0Q
10
1 + d1Q
11
1 d0Q
20
1 + d1Q
21
1
]
,
G4=
[
c0Q
00
0 + c1Q
10
0 + c2Q
20
0 c0Q
01
0 + c1Q
11
0 + c2Q
21
0
c1Q
10
1 + c2Q
20
1 c0Q
01
1 + c1Q
11
1 + c2Q
21
1
]
.
V primeru, da je funkcija f soda, sta bloka G2 in G3 nicˇelna, v primeru,
da je funkcija f liha, pa sta bloka G1 in G4 nicˇelna. Cˇe je funkcija f
konstantna, je multiplikacijska matrika F skalarna, sicer pa je polna. Ope-
ratorska multiplikacijska matrika F je za primer N = 3 in f(x) = x (liha
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funkcija) enaka
F =

0 0 0 0 0.5733 −0.0672 0.0127
0 0 0 0 −0.4530 0.5356 −0.0612
0 0 0 0 −0.0315 −0.4437 0.5258
0 0 0 0 0.0010 −0.0316 −0.4425
0.5733 −0.4530 −0.0315 0.0010 0 0 0
−0.0672 0.5356 −0.4437 −0.0316 0 0 0
0.0127 −0.0612 0.5258 −0.4425 0 0 0

.
7.2 Konstrukcija Cˇebiˇsev-Fourierove kolokacijske
metode
V tem razdelku bomo konstruirali nov razred Cˇebiˇsev-Fourierovih spektral-
nih metod za resˇevanje linearnih dvotocˇkovnih robnih problemov v eni di-
menziji (7.1 – 7.2). Numericˇno resˇitev iˇscˇemo v obliki odrezane poldomenske
Cˇebiˇsev-Fourierove vrste (7.4), ki je sestavljena iz trigonometricˇnih funkcij,
ki so reorganizirane v dve neklasicˇni druzˇini ortogonalnih polinomov, tj. pol-
domenske polinome Cˇebiˇseva prve (5.13 – 5.14) in druge vrste (5.15 – 5.16).
Spektralne koeficiente bomo izracˇunali z metodo kolokacije. Konstrukcija
metode je podrobno opisana v porocˇilu B. Orel in A. Perne [45].
Resˇujemo torej problem 1.3, ki ga zapiˇsemo kot linearni dvotocˇkovni
robni problem (3.1)
α(x)
d2u
dx2
+ β(x)
du
dx
+ γ(x)u = f(x), x ∈ [−1, 1],
z Dirichletovimi (3.2) robnimi pogoji u(−1) = A in u(1) = B, kjer numericˇno
resˇitev iˇscˇemo v obliki odrezane poldomenske Cˇebiˇsev-Fourierove vrste (7.4)
u(x) ≈ uN (x) =
N∑
k=0
akT
h
k (cos
pix
2 ) +
N−1∑
k=0
bkU
h
k (cos
pix
2 ) sin
pix
2 . (7.40)
V odrezano HCF vrsto razvijemo tudi prvi in drugi odvod resˇitve
duN
dx
(x) =
N∑
k=0
a′kT
h
k (cos
pix
2 ) +
N−1∑
k=0
b′kU
h
k (cos
pix
2 ) sin
pix
2 , (7.41)
d2uN
dx2
(x) =
N∑
k=0
a′′kT
h
k (cos
pix
2 ) +
N−1∑
k=0
b′′kU
h
k (cos
pix
2 ) sin
pix
2 . (7.42)
Z drugimi besedami, iˇscˇemo spektralne koeficiente ak in bk, tako da bo
numericˇna resˇitev uN zapisana z odrezano vrsto (7.40) cˇim boljˇsa, tj. zˇelimo,
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da bo norma razlike med tocˇno in numericˇno resˇitvijo ‖u−uN‖ cˇim manjˇsa.
Pri tem z N oznacˇimo odrezno sˇtevilo, kar pomeni, da imamo 2N +1 spek-
tralnih koeficientov. Za dano vrednost N uporabimo 2N + 1 ortogonalnih
polinomov: N + 1 poldomenskih polinomov Cˇebiˇseva prve in N poldomen-
skih polinomov Cˇebiˇseva druge vrste.
Zveza med spektralnimi koeficienti a′k in b
′
k za aproksimacijo prvega
odvoda, oz. a′′k in b
′′
k za aproksimacijo drugega odvoda, ter ak in bk je podana
z linearnimi zvezami (7.13) in (7.14), oz. v matricˇni obliki z enacˇbama (7.15)
in (7.20), kjer je
u = (a0, . . . , aN , b0, . . . , bN−1)T
vektor iskanih spektralnih koeficientov in D operatorska matrika odvajanja,
ki je podana z enacˇbo (7.16). Konstrukcija matrike odvodov je podrobno
opisana v podrazdelku 7.1.1.
Zacˇnemo z delitvijo danega intervala [−1, 1] z 2N + 1 kolokacijskimi
vozli, za katere uporabimo tocˇke Cˇebiˇseva druge vrste (3.11)
xi = − cos
(
pii
2N
)
, i = 0, 1, . . . , 2N, (7.43)
na 2N podintervalov
−1 = x0 < x1 < · · · < x2N = 1.
Pri resˇevanju robnih problemov z metodo kolokacije privzamemo, da
numericˇna resˇitev robnega problema tocˇno zadosˇcˇa diferencialni enacˇbi v
notranjih kolokacijskih tocˇkah xi, i = 1, 2, . . . , 2N − 1. Ko vstavimo izraze
za odrezane HCF vrste za d
2u
dx2
(7.40), dudx (7.41) in u (7.42) v diferencialno
enacˇbo (3.1), dobimo sistem linearnih enacˇb, ki mu pravimo kolokacijski
sistem
α(xi)
d2uN
dx2
(xi) + β(xi)
duN
dx
(xi) + γ(xi)uN (xi) = f(xi), (7.44)
kjer je i = 1, 2, . . . , 2N − 1. Dodatno imamo sˇe dve enacˇbi, ki izvirata iz
Dirichletovih robnih pogojev (3.2)
N∑
k=0
akT
h
k (0)−
N−1∑
k=0
bkU
h
k (0) = A, (7.45)
N∑
k=0
akT
h
k (0) +
N−1∑
k=0
bkU
h
k (0) = B. (7.46)
Nadalje oznacˇimo s C ∈ R(2N+1)×(2N+1) kolokacijsko matriko. Ele-
menti te matrike so vrednosti baznih funkcij, tj. poldomenskih polinomov
Cˇebiˇseva prve in druge vrste, T hk (cos
pi ·
2 ) in U
h
k (cos
pi ·
2 ) sin
pi ·
2 , izracˇunane
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v kolokacijskih tocˇkah. Cˇe mnozˇico baznih funkcij oznacˇimo s {φj}2Nj=0, so
elementi matrike C = [cij ]2N+1i,j=1 enaki
cij = φj(xi). (7.47)
Poleg vektorja iskanih spektralnih koeficientov u oznacˇimo z
v = (A, f(x1), . . . , f(x2N−1), B)T
vektor funkcijskih vrednosti funkcije desne strani f enacˇbe (3.1) v notranjih
kolokacijskih tocˇkah x1, x2, . . . , x2N−1. Prvi in zadnji element vektorja v sta
Dirichletova robna pogoja (3.2) A in B v krajiˇscˇih intervala [−1, 1].
Koeficientne funkcije α, β in γ diferencialne enacˇbe (3.1) v splosˇnem
niso konstantne, pacˇ pa so funkcije neodvisne spremenljivke x. Zato je
potrebno te koeficiente aproksimirati z odrezanimi poldomenskimi Cˇebiˇsev-
Fourierovimi vrstami
α(x) ≈ αN (x) =
N∑
k=0
aαkT
h
k (cos
pix
2 ) +
N−1∑
k=0
bαkU
h
k (cos
pix
2 ) sin
pix
2 ,
(7.48)
β(x) ≈ βN (x) =
N∑
k=0
aβkT
h
k (cos
pix
2 ) +
N−1∑
k=0
bβkU
h
k (cos
pix
2 ) sin
pix
2 ,
(7.49)
γ(x) ≈ γN (x) =
N∑
k=0
aγkT
h
k (cos
pix
2 ) +
N−1∑
k=0
bγkU
h
k (cos
pix
2 ) sin
pix
2 .
(7.50)
Mnozˇenje odrezanih HCF vrst αN , βN in γN z odrezanimi HCF vrstami
za numericˇno resˇitev uN (7.40) ter prvi duNdx (7.41) in drugi odvod
d2uN
dx2
(7.42) izvedemo z operatorsko multiplikacijsko matriko, katere konstrukcija
je podrobno opisana v podrazdelku 7.1.2.
Z u kot prej oznacˇimo vektor iskanih spektralnih koeficientov ak in bk,
nato pa z
uα =
(
aα0 , . . . , a
α
N , b
α
0 , . . . , b
α
N−1
)T
,
uβ =
(
aβ0 , . . . , a
β
N , b
β
0 , . . . , b
β
N−1
)T
,
uγ =
(
aγ0 , . . . , a
γ
N , b
γ
0 , . . . , b
γ
N−1
)T
oznacˇimo sˇe vektorje spektralnih koeficientov za odrezane HCF vrste αN ,
βN in γN (7.48 – 7.50). Nadalje oznacˇimo z
u˜α =
(
a˜α0 , . . . , a˜
α
N , b˜
α
0 , . . . , b˜
α
N−1
)T
vektor spektralnih koeficientov odrezane poldomenske Cˇebiˇsev-Fourierove
vrste za produkt αN d
2uN
dx2
, z
u˜β =
(
a˜β0 , . . . , a˜
β
N , b˜
β
0 , . . . , b˜
β
N−1
)T
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vektor spektralnih koeficientov za produkt βN duNdx ter z
u˜γ =
(
a˜γ0 , . . . , a˜
γ
N , b˜
γ
0 , . . . , b˜
γ
N−1
)T
vektor spektralnih koeficientov za produkt γN uN . Zveze med koeficienti so
podane z enacˇbami
u˜α = Fα u′′, u˜β = Fβ u′, u˜γ = Fγ u, (7.51)
kjer so Fα, Fβ in Fγ multiplikacijske matrike, ki so definirane z linearno zvezo
(7.35). Nazadnje oznacˇimo z L ∈ R(2N+1)×(2N+1) diferencialno operatorsko
matriko
L = FαD2 + FβD + Fγ , (7.52)
ki pripada diferencialni enacˇbi (3.1), kjer je D matrika odvodov (7.16), Fα,
Fβ in Fγ pa so multiplikacijske matrike (7.35).
Linearni sistem enacˇb (7.44 – 7.46) lahko tedaj zapiˇsemo v matricˇni
obliki
U u = v, (7.53)
kjer je matrika U ∈ R(2N+1)×(2N+1) konstruirana takole. Najprej zmnozˇimo
kolokacijsko matriko C in operatorsko matriko L, da dobimo produkt C L,
ki v matricˇni obliki predstavlja matriko koeficientov sistema linearnih enacˇb
(7.44), nato pa zamenjamo prvo in zadnjo vrstico tako dobljene matrike s
prvo in zadnjo vrstico kolokacijske matrike C, da zadostimo Dirichletovima
robnima pogojema (7.45) in (7.46).
Resˇitev linearnega sistema (7.53) je vektor iskanih spektralnih koefi-
cientov odrezane poldomenske Cˇebiˇsev-Fourierove vrste za numericˇno resˇitev
linearnega dvotocˇkovnega robnega problema (3.1) in (3.2). Mnozˇenje s
kolokacijsko matriko C vrne vektor vrednosti numericˇne resˇitve v kolokacij-
skih vozlih, tj. tocˇkah Cˇebiˇseva.
7.3 Analiza napake
V tem razdelku bomo obravnavali analizo napake in red konvergence za
nov razred Cˇebiˇsev-Fourierovih kolokacijskih spektralnih metod, ki smo jih
konstruirali v razdelku 7.2. Za dokaz konvergence metode in oceno na-
pake za numericˇno resˇitev se opremo na tehnike za oceno napake, ki jih
najdemo v C. Canuto, M. Y. Hussaini, A. Quarteroni in T. A. Zang [11]
ter v J. Shen, T. Tang in L. Wang [51] in smo jih na kratko predstavili
v razdelku 3.6. Ker je poldomenska Cˇebiˇsev-Fourierova vrsta posplosˇena
trigonometricˇna vrsta, ki je reorganizirana po (ortogonalnih) poldomenskih
polinomih Cˇebiˇseva prve in druge vrste, sledimo korakom za oceno napake
za Fourierove kolokacijske spektralne metode. Analiza napake in reda kon-
vergence je podrobno opisana v porocˇilu B. Orel in A. Perne [45].
107
Omejimo se na resˇevanje linearnih dvotocˇkovnih robnih problemov s
homogenimi Dirichletovimi robnimi pogoji na intervalu [−1, 1]
Lu = f, (7.54)
u(−1) = u(1) = 0, (7.55)
kjer je, kot obicˇajno, L linearni diferencialni operator (1.6).
Primeren Hilbertov prostor za analizo napake je L2(−1, 1), tj. prostor
vseh s kvadratom integrabilnih funkcij na intervalu [−1, 1]. V tem prostoru
je operator L neomejen. Oznacˇimo z
(u, v) =
∫ 1
−1
u(x)v(x) dx (7.56)
primeren skalarni produkt v prostoru L2(−1, 1) in z ‖u‖L2 = (u, u)1/2 pri-
padajocˇo normo. Poleg tega naj bo TN ⊂ L2(−1, 1) podprostor vseh trigo-
nometricˇnih polinomov stopnje kvecˇjemu N , ki zadosˇcˇajo homogenim rob-
nim pogojem (7.55). Nadalje oznacˇimo z (u, v)N primeren diskretni skalarni
produkt s pripadajocˇo diskretno normo ‖u‖N = (u, u)1/2N . Numericˇna resˇitev
uN ∈ TN robnega problema (7.54 – 7.55), kjer spektralne koeficiente izracˇu-
namo z metodo kolokacije, zadosˇcˇa enacˇbam
LNuN (xk) = f(xk), (7.57)
uN (x0) = uN (x2N ) = 0, (7.58)
kjer so vozli xk, k = 1, . . . , 2N−1, notranje kolokacijske tocˇke (7.43), opera-
tor LN pa je aproksimacija operatorja L, ki jo dobimo tako, da nadomestimo
tocˇne odvode z interpoliranimi odvodi glede na enacˇbi (7.15) in (7.20) ter da
razvijemo koeficiente diferencialne enacˇbe α, β in γ v pripadajocˇe odrezane
poldomenske Cˇebiˇsev-Fourierove vrste.
Enacˇbe (7.54) in (7.55) lahko ekvivalentno zapiˇsemo v sˇibki obliki kot
bilinearno formo
(Lu, v) = (f, v), ∀v ∈ L2(−1, 1), (7.59)
kjer u zadosˇcˇa homogenim robnim pogojem (7.55). Kolokacijsko metodo
(7.57 – 7.58) lahko tedaj zapiˇsemo kot
(LNuN , v)N = (f, v)N , v ∈ TN , (7.60)
kjer je uN ∈ TN . Analiza konvergencˇnih lastnosti zahteva obstoj gostega
Hilbertovega podprostora v L2(−1, 1). Primerna izbira je prostor Soboljeva
(2.3) za m = 1
H1(−1, 1) =
{
v ∈ L2(−1, 1); dv
dx
∈ L2(−1, 1)
}
, (7.61)
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kjer sˇibki odvod dvdx pripada prostoru L
2(−1, 1). Ta prostor je opremljen z
normo Soboljeva (2.5) za m = 1
‖v‖H1 =
(‖v‖2L2 + ‖dvdx‖2L2)1/2 , (7.62)
za katero velja ‖u‖L2 ≤ ‖u‖H1 za vse u ∈ H1(−1, 1). Opazimo, da je za vsak
N > 0, prostor TN vsebovan v prostoru H1(−1, 1). Poleg tega za analizo
konvergence potrebujemo, da operator L, oz. natancˇneje bilinearna forma
(Lu, v), zadosˇcˇa pogoju pozitivne definitnosti (3.80)
∃α∗ > 0 : (Lu, u) ≥ α∗‖u‖2H1 , u ∈ TN , (7.63)
in pogoju zveznosti (3.79)
∃A > 0 : |(Lu, v)| ≤ A‖u‖H1‖v‖H1 , u, v ∈ TN . (7.64)
Lema 7.1 Naj bo L diferencialni operator (1.6), ki pripada enacˇbi (7.54),
kjer u zadosˇcˇa homogenim robnim pogojem (7.55). Nadalje privzemimo, da
so koeficientne funkcije diferencialne enacˇbe α, β in γ omejene in strogo
pozitivne funkcije na intervalu [−1, 1].
Tedaj bilinearna forma (Lu, v), ki je dolocˇena z enacˇbo (7.59), zadosˇcˇa
pogoju pozitivne definitnosti z
α∗ = min
x∈[−1,1]
{α(x), β(x), γ(x)}. (7.65)
in pogoju zveznosti z
A = 3 max
x∈[−1,1]
{α(x), β(x), γ(x)}. (7.66)
Dokaz: Ker je za vsak u ∈ H1(−1, 1)
(Lu, u) =
∫ 1
−1
(α(x)u′′ + β(x)u′ + γ(x)u)udx
=
∫ 1
−1
α(x)u′′u dx+
∫ 1
−1
β(x)u′′udx+
∫ 1
−1
γ(x)u′′udx
≥ min
x∈[−1,1]
{α(x), β(x), γ(x)}

∫ 1
−1
(u′)2 dx+
∫ 1
−1
u′udx︸ ︷︷ ︸
=0
+
∫ 1
−1
u2 dx

= min
x∈[−1,1]
{α(x), β(x), γ(x)}
∫ 1
−1
(
(u′)2 + u2
)
dx
= α∗ ‖u‖2H1 ,
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kjer v drugi vrstici uporabimo integracijo po delih (per partes), je pogoj
pozitivne definitnosti (7.63) za bilinearno formo (7.59) izpolnjen z
α∗ = min
x∈[−1,1]
{α(x), β(x), γ(x)}.
Podobno, ker je
|(Lu, v)| =
∣∣∣∣∫ 1−1 (α(x)u′′ + β(x)u′ + γ(x)u) v dx
∣∣∣∣
≤ max
x∈[−1,1]
{α(x), β(x), γ(x)}︸ ︷︷ ︸
A˜
(∣∣∣∣∫ 1−1 u′′v dx
∣∣∣∣+ ∣∣∣∣∫ 1−1 u′v dx
∣∣∣∣+ ∣∣∣∣∫ 1−1 uv dx
∣∣∣∣)
= A˜
(∣∣∣∣∫ 1−1 u′v′ dx
∣∣∣∣+ ∣∣∣∣∫ 1−1 uv′ dx
∣∣∣∣+ ∣∣∣∣∫ 1−1 uv dx
∣∣∣∣)
≤ A˜ (‖u′‖L2‖v′‖L2 + ‖u‖L2‖v′‖L2 + ‖u‖L2‖v‖L2)
≤ 3A˜ ‖u‖H1‖v‖H1 ,
z uporabo integracije po delih v drugi vrstici, Cauchy-Schwartzove neenako-
sti (2.7) v tretji vrstici ter neenakosti ‖u‖L2 ≤ ‖u‖H1 in ‖u′‖L2 ≤ ‖u‖H1 v
cˇetrti vrstici, je pogoj zveznosti (7.64) izpolnjen z
A = 3 max
x∈[−1,1]
{α(x), β(x), γ(x)}.
¤
Nadalje oznacˇimo e = uN − RNu, kjer je u ∈ L2(−1, 1) tocˇna in
uN ∈ TN numericˇna resˇitev robnega problema (7.54 – 7.55). Pri tem je
RN operator projekcije iz prostora L2(−1, 1) na prostor TN . Pod pogoji
Strangove leme (izrek 3.9), ki smo jim zadostili z dokazom leme 7.1, ima
robni problem (7.60) dopustno in enolicˇno numericˇno resˇitev uN ∈ TN , ki
zadosˇcˇa neenacˇbi (3.90)
‖uN‖L2 ≤
1
α∗
sup
06=v∈TN
|(f, v)N |
‖v‖L2
. (7.67)
Poleg tega, ker sta pogoja pozitivne definitnosti in zveznosti izpolnjena,
ocena napake za numericˇno resˇitev uN po Strangovi lemi zadosˇcˇa neenacˇbi
(3.91)
‖u− uN‖H1 ≤ ‖u−RNu‖H1 + ‖e‖H1
≤
(
1 +
A
α∗
)
‖u−RNu‖H1 +
1
α∗
|(QNf, e)N − (f, e)|
‖e‖H1
+
1
α∗
|(LRNu, e)− (QNLNRNu, e)N |
‖e‖H1
. (7.68)
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Pri tem je QN operator projekcije iz prostora L2(−1, 1) na prostor TN
glede na diskretni skalarni produkt in QNv je tedaj trigonometricˇni polinom
stopnje N , ki se ujema z v v notranjih kolokacijskih tocˇkah (7.43) in je enak
0 v robnih tocˇkah. Metoda je konvergentna, cˇe vsi trije cˇleni v neenacˇbi
(7.68) konvergirajo proti 0, ko gre N proti ∞. Obe konstanti α∗ in A iz
leme 7.1 sta neodvisni od odreznega sˇtevila N .
Spodnji izrek dolocˇa oceno napake in stopnjo konvergence za robne
probleme oblike (7.54), kjer so koeficientne funkcije α, β in γ, funkcija desne
strani f ter resˇitev u zvezno odvedljive do nekega reda m.
Izrek 7.2 Naj bo u ∈ L2(−1, 1) tocˇna resˇitev robnega problema (7.54) z
robnimi pogoji (7.55) ter naj bo uN ∈ TN numericˇna resˇitev dobljena z
uporabo razreda Cˇebiˇsev-Fourierovih kolokacijskih (CFC) metod, ki smo jih
konstruirali v razdelku 7.2. Privzemimo, da so koeficientne funkcije α, β in
γ, funkcija desne strani f ter resˇitev u m-krat zvezno odvedljive. Tedaj je
ocena napake za aproksimacijo resˇitve za razred CFC metod enaka
‖u− uN‖H1 ≤
(
1 +
A
α∗
)
C1 N
1−m ‖u(m)‖L2
+C2 N2−m ‖u(m)‖L2 +D N1−m ‖f (m)‖L2 , (7.69)
kjer so konstante C1, C2 in D neodvisne od N in m.
Dokaz: Po lemi 7.1 veljata pogoja pozitivne definitnosti (7.63) in zveznosti
(7.64). Za dokaz izreka je potrebno dokazati sˇe, da vsi trije cˇleni v neenacˇbi
(7.68) konvergirajo proti 0, ko gre N →∞. Ker velja neenacˇba (2.19)
‖u−RNu‖H1 ≤ C1 N1−m‖u(m)‖L2 ,
kjer je m red gladkosti funkcije desne strani f v diferencialni enacˇbi (7.54)
in resˇitve u, in ker velja neenacˇba
|(QNf, e)N − (f, e)|
‖e‖H1
≤ ‖QNf − f‖H1‖e‖H1‖e‖H1
≤ D2 N1−m ‖f (m)‖L2 ,
je gornja zahteva izpolnjena za prva dva cˇlena neenakosti (7.68). Za oceno
tretjega cˇlena uporabimo neenakost ‖v‖H1 ≤ ‖v‖H2 , ki velja za vsak v ∈
H2(−1, 1), kjer je
H2(−1, 1) = {v ∈ L2(−1, 1); v′, v′′ ∈ L2(−1, 1)} ,
prostor Soboljeva opremljen z normo
‖v‖H2 =
(‖v‖2L2 + ‖v′‖2L2 + ‖v′′‖2L2)1/2 ,
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Diferencialni operator L je v prostoru H2(−1, 1) omejen (glej G. Leoni [42]
ali W. P. Ziemer [63]). Velja ocena
|(LRNu, e)− (QNLNRNu, e)N |
‖e‖H1
≤ ‖LRNu−QNLNRNu‖H1‖e‖H1‖e‖H1
≤ ‖LRNu− Lu‖H1 + ‖Lu−QNLNu‖H1 + ‖QNLNu−QNLNRNu‖H1
≤ ‖L‖H2 ‖RNu− u‖H2 + ‖f −QNf‖H1 + ‖QNLN‖H2 ‖u−RNu‖H2
≤ C2 N2−m ‖u(m)‖L2 + D2 N1−m ‖f (m)‖L2 . (7.70)
Vse konstante C1, C2 in D so neodvisne od N in m. ¤
Cˇe so koeficientne funkcije α, β in γ, funkcija desne strani f ter resˇitev u
gladke ali analiticˇne funkcije na neki domeni, ki vsebuje interval [−1, 1], tedaj
ima pod pogoji izreka 6.9 Cˇebiˇsev-Fourierova kolokacijska (CFC) metoda
spektralno konvergenco. Dokaz spodnjega izreka, ki dolocˇa oceno napake
in stopnjo konvergence za robne probleme (7.54) z analiticˇnimi funkcijami,
sledi dokazu izreka 7.2 in ga ne bomo navedli.
Izrek 7.3 Naj bo u ∈ L2(−1, 1) tocˇna resˇitev robnega problema (7.54) z
robnimi pogoji (7.55) ter naj bo uN ∈ TN numericˇna resˇitev dobljena z
uporabo razreda Cˇebiˇsev-Fourierovih kolokacijskih (CFC) metod, ki smo jih
konstruirali v razdelku 7.2. Privzemimo, da so koeficientne funkcije α, β in
γ, funkcija desne strani f ter resˇitev u analiticˇne funkcije na domeni D(R),
ki je definirana v izreku 6.9. Tedaj je ocena napake za aproksimacijo resˇitve
za razred CFC metod enaka
‖u− uN‖ ∼ ρ−N , (7.71)
kjer je ρ = min(3 + 2
√
2, 2R+
√
4R2 − 1).
7.4 Numericˇni primeri
V naslednjih primerih bomo primerjali maksimalno absolutno vrednost na-
pake v odvisnosti od sˇtevila cˇlenov vrste za numericˇne resˇitve, ki jih dobimo z
novim razredom Cˇebiˇsev-Fourierovih kolokacijskih (CFC) spektralnih metod
ter s standardnimi kolokacijskimi spektralnimi metodami Cˇebiˇseva (CC).
Splosˇna ugotovitev je, da so rezultati, ki so dobljeni s CFC metodami,
vecˇinoma primerljivi z rezultati, ki so dobljeni s CC metodami, cˇeprav za
marsikateri problem napaka s CC metodo pada hitreje, tj. napaka za manjˇso
vrednost N dosezˇe strojno natancˇnost, kot s CFC metodo. Predvsem v
primerih, ko je resˇitev polinomska, je CC metoda zaradi narave aproksi-
macije bistveno boljˇsa. V primerih, kjer nastopajo gladke oz. analiticˇne
funkcije, je vidna spektralna natancˇnost za oba tipa metod, tj. napaka pada
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eksponentno. V primerih, kjer funkcije niso gladke, ampak le nekajkrat
zvezno odvedljive, pa opazimo obnasˇanje napake kot ga napoveduje izrek
7.2. Napaka s CC metodo pada nekoliko hitreje kot napaka s CFC metodo
le v nekaterih primerih, ko resˇitev ni gladka funkcija, pacˇ pa le nekajkrat
zvezno odvedljiva. Poleg tega dobimo boljˇse rezultate s CC metodo tudi v
primeru, ko je resˇitev problema hitro oscilirajocˇa funkcija.
Racˇunska zahtevnost pri CFC metodah pa je precej vecˇja kot pri CC
metodah, saj pri prvih nimamo na voljo podobnega orodja za dolocˇitev spek-
tralnih koeficientov kot je FFT oz. DCT pri Fourierovih metodah oz. meto-
dah Cˇebiˇseva.
Vsi prikazani primeri predstavljajo neperiodicˇne robne probleme. Nu-
mericˇni zgledi (izracˇun numericˇnih resˇitev ter izris slik) so izvedeni z uporabo
programskega paketa Matlab [43], kjer so ustrezne funkcijske m-datoteke in
skripte tako za CFC kot za CC metodo implementirane glede na opisane kon-
strukcije v razdelkih 7.2 in 3.4. Skozi celoten razdelek uporabljamo okrajˇsavi
y′ = dydx in y
′′ = d
2y
dx2
.
Primer 7.4 Za prvi primer vzamemo sˇtiri linearne diferencialne enacˇbe
drugega reda, dve s konstantnimi in dve z nekonstantnimi koeficienti. Pri
vseh imamo Dirichletove robne pogoje.
(i) Robni problem s konstantnimi koeficienti
y′′ − 5y′ + 6y = x, y(−1) = e−2 + 2e−3 − 136 , y(1) = e2 + 2e3 + 1136 ,
ki ima resˇitev
y(x) = e2x + 2e3x + x6 +
5
36 .
(ii) Robni problem s konstantnimi koeficienti in s homogenimi robnimi
pogoji
−y′′ + y′ + 2y = x, y(−1) = 0 = y(1),
ki ima resˇitev
y(x) = x2 − 14 − e
2(e2+3)
4(e6−1) e
2x + e(3e
4+1)
4(e6−1) e
−x.
(iii) Robni problem z nekonstantnimi koeficienti
y′′ + xy′ + y = x cosx, y(−1) = − sin 1, y(1) = sin 1,
ki ima resˇitev
y(x) = sinx.
(iv) Robni problem z nekonstantnimi koeficienti
y′′ + xy′ = (2 + x2) cosx, y(−1) = sin 1, y(1) = sin 1,
ki ima resˇitev
y(x) = x sinx.
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Na sliki 7.3 je prikazana primerjava padanja najvecˇje absolutne vred-
nosti napake glede na odrezno sˇtevilo N za numericˇni resˇitvi, ki sta dobljeni
s CFC in CC metodo. Na levem zgornjem polju imamo primerjavo za robni
problem (i), na desnem zgornjem polju za problem (ii), na levem spodnjem
polju za problem (iii), na desnem spodnjem polju pa za problem (iv). Opa-
zimo, da za obe metodi dobimo spektralno konvergenco, saj pada napaka z
N eksponentno.
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Slika 7.3: Primerjava najvecˇjih absolutnih napak numericˇnih resˇitev glede
na sˇtevilo cˇlenov vrste N s kolokacijsko metodo Cˇebiˇseva (rdecˇi krogci) in s
Cˇebiˇsev-Fourierovo kolokacijsko metodo (modri plusi). a) Napake za robni
problem (i). b) Napake za problem (ii). c) Napake za problem (iii). d)
Napake za problem (iv).
Na vseh slikah pa je vidno, da napaka resˇitve s kolokacijsko metodo
Cˇebiˇseva pada precej hitreje kot napaka resˇitve s Cˇebiˇsev-Fourierovo koloka-
cijsko metodo. To se odrazˇa v tem, da dosezˇe napaka strojno natancˇnost
s prvo metodo pri precej nizˇji vrednosti za odrezno sˇtevilo N kot napaka
z drugo metodo. Obravnavani robni problemi so precej enostavni, njihove
tocˇne resˇitve pa gladke neperiodicˇne funkcije, katerih razvoj po potencah
hitro konvergira. V takih primerih je torej CC metoda ucˇinkovitejˇsa od
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CFC metode.
Primer 7.5 Za drugi primer vzamemo sˇtiri linearne diferencialne enacˇbe
drugega reda, prva je Eulerjeva, preostale tri so Airy-jeve, oz. Airy-jevega
tipa. Pri vseh imamo Dirichletove robne pogoje.
(i) Eulerjev robni problem
x2y′′ − 4xy′ + 6y = 0, y(−1) = 0, y(1) = 2,
ki ima resˇitev
y(x) = x2 + x3.
(ii) Airy-jev robni problem
y′′ − xy = 0, y(−1) = 1 = y(1),
ki ima resˇitev
y(x) = Bi(−1)−Bi(1)Ai(1)Bi(−1)−Ai(−1)Bi(1)Ai(x) +
Ai(1)−Ai(−1)
Ai(1)Bi(−1)−Ai(−1)Bi(1)Bi(x).
kjer sta Ai(x) in Bi(x) Airy-jevi funkciji prve in druge vrste (glej
M. Abramowitz in I. A. Stegun [1]).
(iii) Airy-jev robni problem
y′′ − 4096xy = 0, y(−1) = 1 = y(1),
ki ima resˇitev
y(x) = Bi(−16)−Bi(16)Ai(16)Bi(−16)−Ai(−16)Bi(16)Ai(16x)+
Ai(16)−Ai(−16)
Ai(16)Bi(−16)−Ai(−16)Bi(16)Bi(16x).
(iv) Airy-jev robni problem
y′′ − (x− 1000)y = 0, y(−1) = 1 = y(1),
ki ima resˇitev
y(x) = Bi(−1001)−Bi(−999)Ai(−999)Bi(−1001)−Ai(−1001)Bi(−999)Ai(x− 1000) +
Ai(−999)−Ai(−1001)
Ai(−999)Bi(−1001)−Ai(−1001)Bi(−999)Bi(x− 1000).
Na sliki 7.4 je prikazana primerjava padanja najvecˇje absolutne vred-
nosti napake glede na odrezno sˇtevilo N za numericˇni resˇitvi, ki sta dobljeni
s CFC in CC metodo. Na levem zgornjem polju imamo primerjavo za robni
problem (i). V tem primeru opazimo, da je metoda CC bistveno boljˇsa,
kar pa ni presenetljivo, saj ima Eulerjeva diferencialna enacˇba, za katero
ima karakteristicˇni polinom dve razlicˇni pozitivni realni nicˇli, polinomsko
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Slika 7.4: Primerjava najvecˇjih absolutnih napak numericˇnih resˇitev glede
na sˇtevilo cˇlenov vrste N s kolokacijsko metodo Cˇebiˇseva (rdecˇi krogci) in s
Cˇebiˇsev-Fourierovo kolokacijsko metodo (modri plusi). a) Napake za robni
problem (i). b) Napake za problem (ii). c) Napake za problem (iii). d)
Napake za problem (iv).
resˇitev. Z ortogonalnimi polinomi tako resˇitev zelo dobro aproksimiramo zˇe
za zelo majhne vrednosti za N , kar pa za aproksimacije s trigonometricˇnimi
funkcijami ne velja. Vseeno pa opazimo, da napaka s CFC metodo pada
eksponentno.
Na desnem zgornjem polju imamo primerjavo za robni problem (ii).
Podobno kot v zgledih primera 7.4 dobimo za obe metodi spektralno kon-
vergenco, s tem da zopet CC metoda konvergira hitreje od CFC metode. Na
levem spodnjem polju imamo primerjavo za robni problem (iii). Opazimo,
da zacˇne napaka padati sˇele od nekega N dalje. Vzrok temu je, da tocˇna
resˇitev tega problema oscilira. Napaka je za obe numericˇni resˇitvi povsem
primerljiva in od nekega N dalje pada eksponentno. Na desnem spodnjem
polju imamo primerjavo za robni problem (iv). Kot v prejˇsnjem primeru je
tocˇna resˇitev hitro oscilirajocˇa, kar ima za posledico, da napaka do nekega
N ne pada. Ko pa zacˇne padati, se zmanjˇsuje eksponentno. Opazimo,
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da dosezˇe v tem primeru napaka numericˇne resˇitve s CFC metodo strojno
natancˇnost prej kot napaka numericˇne resˇitve s CC metodo.
Primer 7.6 Za tretji in zadnji primer vzamemo sˇtiri linearne diferencialne
enacˇbe drugega reda, katerih tocˇne resˇitve niso gladke, ampak so samo nekaj-
krat zvezno odvedljive. Pri vseh imamo Dirichletove robne pogoje.
(i) Robni problem
y′′ + |x|y′ + y = 6|x|+ |x3|+ 3x3, y(−1) = 1, y(1) = 1,
ki ima dvakrat zvezno odvedljivo resˇitev
y(x) = |x3|.
(ii) Robni problem
y′′ − 2|x|y′ + 3y = 12x|x|+ 3x3|x| − 8x4, y(−1) = −1, y(1) = 1,
ki ima trikrat zvezno odvedljivo resˇitev
y(x) = x3|x|.
(iii) Robni problem
y′′ + 2|x|y′ − y = 20x2|x| − x4|x|+ 10x5, y(−1) = 1, y(1) = 1,
ki ima sˇtirikrat zvezno odvedljivo resˇitev
y(x) = x4|x|.
(iv) Robni problem
y′′ − |x|y′ + 2y = 30x3|x|+ 2x5|x| − 6x6, y(−1) = −1, y(1) = 1,
ki ima petkrat zvezno odvedljivo resˇitev
y(x) = x5|x|.
Na sliki 7.5 je prikazana primerjava padanja najvecˇje absolutne vred-
nosti napake glede na odrezno sˇtevilo N za numericˇni resˇitvi, ki sta dobljeni
s CFC in CC metodo. Koeficienti diferencialne enacˇbe, funkcija desne strani
ter tocˇna resˇitev so v vseh primerih zgolj nekajkrat zvezno odvedljive, torej
niso gladke. Posledicˇno opazimo, da maksimalna absolutna napaka glede na
sˇtevilo cˇlenov N ne pada eksponentno, torej v tem primeru nimamo spek-
tralne natancˇnosti.
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Slika 7.5: Primerjava najvecˇjih absolutnih napak numericˇnih resˇitev glede
na sˇtevilo cˇlenov vrste N s kolokacijsko metodo Cˇebiˇseva (rdecˇi krogci) in
s Cˇebiˇsev-Fourierovo kolokacijsko metodo (modri plusi). Prikazana je tudi
referencˇna vrednost 1/Nk za oceno napake. a) Napake za robni problem (i),
k = 2. b) Napake za problem (ii), k = 3. c) Napake za problem (iii), k = 4.
d) Napake za problem (iv), k = 5.
Na levem zgornjem polju imamo primerjavo za robni problem (i). Opa-
zimo, da je napaka za obe metodi povsem primerljiva in je reda O (1/N2).
Na desnem zgornjem polju imamo primerjavo za problem (ii). Tudi tu do-
bimo primerljivo napako za obe metodi, ki je reda O (1/N3). Na levem
spodnjem polju imamo primerjavo za problem (iii). Povsem primerljiva na-
paka je reda O (1/N4). Na desnem spodnjem polju imamo primerjavo za
problem (iv). V tem primeru pa se izkazˇe, da napaka s CFC metodo pada
nekoliko hitreje kot napaka s CC metodo. Obe napaki sta reda O (1/N5).
Na primeru robnih problemov, kjer ne nastopajo gladke funkcije, opazimo,
da je CFC metoda vsaj tako dobra kot CC metoda, v nekaterih primerih pa
celo boljˇsa.
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Poglavje 8
Linearni evolucijski problemi
V tem poglavju bomo obravnavali konstrukcijo Cˇebiˇsev-Fourierovih koloka-
cijskih spektralnih metod za resˇevanje (posplosˇenih) toplotnih enacˇb parabo-
licˇnega (problem 1.4) ter (posplosˇenih) valovnih enacˇb hiperbolicˇnega tipa
(problem 1.5). Pri teh problemih nastopa ena prostorska in ena cˇasovna
spremenljivka, ki ju obravnavamo locˇeno. Numericˇno resˇitev problema (4.5
– 4.7) in problema (4.27 – 4.29) tako iˇscˇemo v dveh korakih, kot smo to
naredili v cˇetrtem poglavju, kjer smo obravnavali konstrukcijo kolokacijskih
spektralnih metod Cˇebiˇseva.
Za diskretizacijo po prostorski spremenljivki na intervalu [−1, 1] upora-
bimo kolokacijske spektralne metode, ki smo jih konstruirali v sedmem
poglavju, da dobimo zacˇetni problem (4.1) oblike
u˙ = f(t,u), u(t0) = u0,
ki ga resˇimo z uporabo bodisi standardne eksplicitne metode Runge-Kutta
cˇetrtega reda (4.2), bodisi eksplicitne Magnusove metode cˇetrtega reda (4.4).
V primeru posplosˇenega hiperbolicˇnega problema (4.27 – 4.29) najprej uve-
demo novo spremenljivko, da linearno diferencialno enacˇbo drugega reda
prevedemo na sistem dveh linearnih diferencialnih enacˇb prvega reda.
Obravnavali bomo zgolj konstrukcijo Cˇebiˇsev-Fourierovih kolokacijskih
(CFC) metod, ne pa tudi analize napake in reda konvergence. To velja tako
za CFC metodo za posplosˇene toplotne enacˇbe kot tudi za CFC metodo
za posplosˇene valovne enacˇbe. V obeh primerih ostaja analiza konvergence
odprto vprasˇanje, kar je podlaga za nadaljnje raziskovalno delo na tem po-
drocˇju. Kljub temu pa bomo za oba primera pokazali nekaj numericˇnih zgle-
dov, ki potrjujejo spektralno natancˇnost za gladke oz. analiticˇne funkcije in
kazˇejo na primerljivost Cˇebiˇsev-Fourierovih kolokacijskih spektralnih metod
in kolokacijskih spektralnih metod Cˇebiˇseva (CC).
V nadaljevanju poglavja uporabljamo okrajˇsave za parcialne odvode:
ux ≡ ∂u∂x , uxx ≡ ∂
2u
∂x2
, ut ≡ ∂u∂t in utt ≡ ∂
2u
∂t2
.
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8.1 Konstrukcija Cˇebiˇsev-Fourierove kolokacijske
metode za posplosˇene toplotne enacˇbe
Zanimajo nas linearni evolucijski problemi (4.5) v eni dimenziji oblike
ut = α(x, t)uxx + β(x, t)ux + γ(x, t)u+ δ(x, t),
kjer je x ∈ [−1, 1], t ≥ 0, koeficientne funkcije α, β, γ in δ pa so v splosˇnem
odvisne od obeh spremenljivk. Poleg enacˇbe imamo podan tudi zacˇetni
pogoj (4.6)
u(x, 0) = f(x), x ∈ [−1, 1]
ter Dirichletove robne pogoje (4.7)
u(−1, t) = g(t), u(1, t) = h(t), t ≥ 0,
ki naj bodo konsistentni: g(0) = f(−1), h(0) = f(1).
Konstrukcijo Cˇebiˇsev-Fourierove kolokacijske (CFC) metode izvedemo
podobno kot konstrukcijo kolokacijske metode Cˇebiˇseva. Tocˇno resˇitev u
diferencialne enacˇbe (4.5) aproksimiramo z odrezano poldomensko Cˇebiˇsev-
Fourierovo (HCF) vrsto PN (6.10), ki je razvita po poldomenskih polinomih
Cˇebiˇseva prve T hk in druge U
h
k vrste
u(x, t) ≈ PN (x, t) =
N∑
k=0
ak(t)T hk (cos
pix
2 )+
N−1∑
k=0
bk(t)Uhk (cos
pix
2 ) sin
pix
2 , (8.1)
kjer so koeficienti ak in bk funkcije odvisne od cˇasovne spremenljivke t in
kjer je N odrezno sˇtevilo vrste, ki je povezano s sˇtevilom iskanih spektralnih
koeficientov. Za odrezno sˇtevilo N imamo tako 2N + 1 koeficientov. Par-
cialne odvode v enacˇbi (4.5) prav tako aproksimiramo z odrezanimi HCF
vrstami tako, da odvajamo vrsto (8.1)
ut(x, t) ≈ PNt (x, t) =
N∑
k=0
a˙k(t)T hk (cos
pix
2 ) +
N−1∑
k=0
b˙k(t)Uhk (cos
pix
2 ) sin
pix
2 ,
(8.2)
ux(x, t) ≈ PNx (x, t) =
N∑
k=0
a′k(t)T
h
k (cos
pix
2 ) +
N−1∑
k=0
b′k(t)U
h
k (cos
pix
2 ) sin
pix
2 ,
(8.3)
uxx ≈ PNxx(x, t) =
N∑
k=0
a′′k(t)T
h
k (cos
pix
2 ) +
N−1∑
k=0
b′′k(t)U
h
k (cos
pix
2 ) sin
pix
2 .
(8.4)
Pri tem so koeficienti a˙k in b˙k odvodi osnovnih koeficientov ak in bk po
spremenljivki t, koeficiente ak, bk, a′k, b
′
k, a
′′
k in b
′′
k pa povezujeta matricˇni
enacˇbi
u′ = D u in u′′ = D2 u, (8.5)
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kjer je D operatorska matrika odvajanja (7.16), ki je konstruirana in po-
drobno opisana v podrazdelku 7.1.1. Spektralne koeficiente odrezanih HCF
vrst PN , PNx in P
N
xx po vrsti oznacˇimo z
u(t) = (a0(t), a1(t), . . . , aN (t), b0(t), b1(t), . . . , bN−1(t))T ,
u′(t) =
(
a′0(t), a
′
1(t), . . . , a
′
N (t), b
′
0(t), b
′
1(t), . . . , b
′
N−1(t)
)T
,
u′′(t) =
(
a′′0(t), a
′′
1(t), . . . , a
′′
N (t), b
′′
0(t), b
′′
1(t), . . . , b
′′
N−1(t)
)T
.
Nato z odrezanimi HCF vrstami aproksimiramo tudi koeficientne funk-
cije α, β in γ
α(x, t) ≈ αN (x, t) =
N∑
k=0
aαk (t)T
h
k (cos
pix
2 ) +
N−1∑
k=0
bαk (t)U
h
k (cos
pix
2 ) sin
pix
2 ,
(8.6)
β(x, t) ≈ βN (x, t) =
N∑
k=0
aβk(t)T
h
k (cos
pix
2 ) +
N−1∑
k=0
bβk(t)U
h
k (cos
pix
2 ) sin
pix
2 ,
(8.7)
γ(x, t) ≈ γN (x, t) =
N∑
k=0
aγk(t)T
h
k (cos
pix
2 ) +
N−1∑
k=0
bγk(t)U
h
k (cos
pix
2 ) sin
pix
2 ,
(8.8)
kjer z
uα(t) =
(
aα0 (t), . . . , a
α
N (t), b
α
0 (t), . . . , b
α
N−1(t)
)T
,
uβ(t) =
(
aβ0 (t), . . . , a
β
N (t), b
β
0 (t), . . . , b
β
N−1(t)
)T
,
uγ(t) =
(
aγ0(t), . . . , a
γ
N (t), b
γ
0(t), . . . , b
γ
N−1(t)
)T
oznacˇimo pripadajocˇe spektralne koeficiente. Poleg tega z
u˜α(t) =
(
a˜α0 (t), . . . , a˜
α
N (t), b˜
α
0 (t), . . . , b˜
α
N−1(t)
)T
,
u˜β(t) =
(
a˜β0 (t), . . . , a˜
β
N (t), b˜
β
0 (t), . . . , b˜
β
N−1(t)
)T
,
u˜γ(t) =
(
a˜γ0(t), . . . , a˜
γ
N (t), b˜
γ
0(t), . . . , b˜
γ
N−1(t)
)T
po vrsti oznacˇimo koeficiente produktov αNPNxx, βNP
N
x in γNP
N , ki nasto-
pajo v aproksimaciji enacˇbe (4.5) z odrezanimi poldomenskimi Cˇebiˇsev-
Fourierovimi vrstami. Povezava med koeficienti u˜α, u˜β, u˜γ in koeficienti
u, u′, u′′ je podana z matricˇnimi zvezami
u˜α = Fα u′′, u˜β = Fβ u′ in u˜γ = Fγ u, (8.9)
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kjer so Fα, Fβ in Fγ operatorske multiplikacijske matrike (7.35), ki pripadajo
posameznim koeficientnim funkcijam. Konstrukcija teh matrik je podrobno
opisana v podrazdelku 7.1.2.
Nadalje razvijemo tudi nehomogeni del enacˇbe δ v odrezano HCF vrsto
δ(x, t) ≈ δN (x, t) =
N∑
k=0
aδk(t)T
h
k (cos
pix
2 ) +
N−1∑
k=0
bδk(t)U
h
k (cos
pix
2 ) sin
pix
2 ,
(8.10)
kjer z
uδ(t) =
(
aδ0(t), . . . , a
δ
N (t), b
δ
0(t), . . . , b
δ
N−1(t)
)T
oznacˇimo vektor pripadajocˇih spektralnih koeficientov.
Za izracˇun spektralnih koeficientov ak in bk uporabimo metodo koloka-
cije, kjer za kolokacijske vozle izberemo tocˇke Cˇebiˇseva xi = − cos
(
ipi
2N
)
,
i = 0, 1, . . . , 2N , (3.11), da dobimo sistem navadnih diferencialnih enacˇb
prvega reda
N∑
k=0
a˙k(t)T hk (cos
pixi
2 ) +
N−1∑
k=0
b˙k(t)Uhk (cos
pixi
2 ) sin
pixi
2
=
N∑
k=0
(
a˜αk (t) + a˜
β
k(t) + a˜
γ
k(t) + a
δ
k(t)
)
T hk (cos
pixi
2 )
+
N∑
k=0
(
b˜αk (t) + b˜
β
k(t) + b˜
γ
k(t) + b
δ
k(t)
)
Uhk (cos
pixi
2 ) sin
pixi
2 (8.11)
za notranje kolokacijske tocˇke xi, i = 1, 2, . . . , 2N − 1. Naj bo nadalje C ∈
R(2N+1)×(2N+1) kolokacijska matrika vrednosti poldomenskih polinomov Cˇe-
biˇseva v kolokacijskih vozlih, kjer oznacˇimo c(xi) = cos pixi2 in s(xi) = sin
pixi
2 ,
i = 1, 2, . . . , 2N − 1,
CT =

T h0 (c(x0)) T
h
0 (c(x1)) · · · T h0 (c(x2N ))
...
...
...
T hN (c(x0)) T
h
N (c(x1)) · · · T hN (c(x2N ))
Uh0 (c(x0))s(x0) U
h
0 (c(x1))s(x1) · · · Uh0 (c(x2N ))s(x2N )
...
...
...
UhN−1(c(x0))s(x0) U
h
N−1(c(x1))s(x1) · · · UhN−1(c(x2N ))s(x2N )

(8.12)
in naj bo L ∈ R(2N+1)×(2N+1) diferencialna operatorska matrika
L = Fα D2 + Fβ D + Fγ , (8.13)
ki pripada diferencialni enacˇbi (4.5). Kolokacijska matrika C je obrnljiva.
Vse operatorske matrike D, Fα, Fβ in Fγ so reda (2N+1)×(2N+1). Sistem
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(8.11) lahko zapiˇsemo v matricˇni obliki
C˜ u˙ = C˜ L u+ C˜ uδ, (8.14)
kjer z
u˙(t) =
(
a˙0(t), . . . , a˙N (t), b˙0(t), . . . , b˙N−1(t)
)T
oznacˇimo vektor spektralnih koeficientov odrezane HCF vrste PNt in kjer je
C˜ ∈ R(2N−1)×(2N+1) matrika C brez prve in zadnje vrstice.
Nazadnje uposˇtevamo sˇe Dirichletove robne pogoje tako, da sistemu
(8.11) dodamo enacˇbi
PN (−1, t) =
N∑
k=0
ak(t)T hk (0)−
N−1∑
k=0
bk(t)Uhk (0) = g(t), (8.15)
PN (1, t) =
N∑
k=0
ak(t)T hk (0) +
N−1∑
k=0
bk(t)Uhk (0) = h(t). (8.16)
Na ta nacˇin iz sistema linearnih diferencialnih enacˇb dobimo sistem linearnih
diferencialno-algebraicˇnih enacˇb (DAE), ki ga lahko resˇimo z uporabo katere
izmed metod za resˇevanje sistemov DAE. Druga mozˇnost, ki pa ne deluje
vedno, zagotovo pa v primeru homogenih robnih pogojev, je, da enacˇbi (8.15)
in (8.16) odvajamo po cˇasovni spremenljivki
N∑
k=0
a˙k(t)T hk (0)−
N−1∑
k=0
b˙k(t)Uhk (0) = g˙(t), (8.17)
N∑
k=0
a˙k(t)T hk (0) +
N−1∑
k=0
b˙k(t)Uhk (0) = h˙(t), (8.18)
in sistemu (8.11) dodamo enacˇbi (8.17 – 8.18). Sistem (8.14) tako zapiˇsemo
v obliki
u˙(t) = U u(t) + u˜δ(t), (8.19)
kjer je matrika U dobljena kot produkt inverzne kolokacijske matrike C−1 z
matriko C˜ L iz sistema (8.14), ki ji dodamo zgoraj in spodaj po eno vrstico
samih nicˇel, vektor d˜ pa je dobljen tako, da matriko C−1 pomnozˇimo z
nehomogenim delom C˜ d sistema (8.14), ki mu zgoraj in spodaj dodamo
odvoda robnih pogojev, ki sta podana z enacˇbama (8.17 – 8.18).
Koeficientne funkcije ak in bk nato izracˇunamo tako, da resˇimo sistem
linearnih diferencialnih enacˇb prvega reda (8.19), kjer prvi (homogeni) del
sistema resˇimo z Magnusovo metodo (4.4) ali z Runge-Kutta metodo (4.2)
cˇetrtega reda. Vektor zacˇetnih vrednosti dobimo iz zacˇetnega pogoja (4.6),
ko funkcijo f razvijemo v odrezano HCF vrsto
f(x) ≈
N∑
k=0
λkT
h
k (cos
pix
2 ) +
N−1∑
k=0
µkU
h
k (cos
pix
2 ) sin
pix
2 , (8.20)
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kjer z u0 = (λ0, λ1, . . . λN , µ0, µ1, . . . µN−1)T oznacˇimo vektor pripadajocˇih
spektralnih koeficientov.
Konstrukcijo Cˇebiˇsev-Fourierove kolokacijske (CFC) metode bomo v
naslednjih numericˇnih zgledih primerjali s kolokacijsko metodo Cˇebiˇseva
(CC) za nekatere preproste (posplosˇene) toplotne enacˇbe.
Primer 8.1 Pokazali bomo tri primere (posplosˇenih) toplotnih enacˇb.
(i) Prvi primer je toplotna enacˇba s homogenimi Dirichletovimi robnimi
pogoji in sinusno zacˇetno porazdelitvijo toplote na intervalu [−1, 1]
ut = uxx,
u(x, 0) = sin (pix), x ∈ [−1, 1],
u(−1, t) = u(1, t) = 0, t ≥ 0,
ki ima resˇitev
u(x, t) = e−pi
2t sin (pix).
(ii) Drugi primer je posplosˇena toplotna enacˇba (parabolicˇnega tipa) s
homogenimi Dirichletovimi robnimi pogoji in sinusno zacˇetno porazde-
litvijo toplote na intervalu [−1, 1]
ut = uxx + u,
u(x, 0) = sin (2pix), x ∈ [−1, 1],
u(−1, t) = u(1, t) = 0, t ≥ 0,
ki ima resˇitev
u(x, t) = e−(4pi
2−1)t sin (2pix).
(iii) Tretji primer je toplotna enacˇba s homogenimi Dirichletovimi robnimi
pogoji in sinusno zacˇetno porazdelitvijo toplote na intervalu [−1, 1]
ut = 164uxx,
u(x, 0) = sin (8pix), x ∈ [−1, 1],
u(−1, t) = u(1, t) = 0, t ≥ 0,
ki ima resˇitev
u(x, t) = e−pi
2t sin (8pix).
Tako zacˇetna porazdelitev toplote kot tocˇna resˇitev v tem primeru
hitreje oscilirata.
Robni in zacˇetni pogoji so konsistentni. Numericˇno resˇitev iˇscˇemo
s kolokacijsko metodo Cˇebiˇseva (CC) in s Cˇebiˇsev-Fourierovo kolokacijsko
metodo (CFC). Enacˇbo resˇimo za razlicˇne vrednosti odreznega sˇtevila N ter
primerjamo dobljene numericˇne resˇitve s tocˇno ob cˇasu t = 1. Diskretizacijo
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po cˇasovni spremenljivki t napravimo z Magnusovo metodo cˇetrtega reda
(4.4). Vsi trije zgledi so zelo preprosti, saj so koeficientne funkcije v vseh
primerih konstantne, nehomogeni del je nicˇelen, robni pogoji pa homogeni.
Sistem 8.19 je tedaj homogen, matrika, ki nastopa v Magnusovi metodi,
pa konstantna, kar omogocˇa diskretizacijo po cˇasovni spremenljivki v enem
koraku.
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Slika 8.1: Primerjava najvecˇjih absolutnih napak numericˇnih resˇitev glede
na odrezno sˇtevilo N s kolokacijsko metodo Cˇebiˇseva (rdecˇi krogci) in s
Cˇebiˇsev-Fourierovo kolokacijsko metodo (modri plusi) pri resˇevanju a) os-
novne toplotne enacˇbe (i) ut = uxx, b) posplosˇene toplotne enacˇbe (ii)
ut = uxx + u in c) toplotne enacˇbe (iii) ut = 1/64uxx, ki ima hitreje os-
cilirajocˇo resˇitev.
Slika 8.1 prikazuje primerjavo najvecˇjih absolutnih napak numericˇnih
resˇitev glede na odrezno sˇtevilo N z metodama CC in CFC za primer (i)
na sliki a) (zgoraj), za primer (ii) na sliki b) (na sredini) ter za primer (iii)
na sliki c) (spodaj). Opazimo, da pri obeh metodah maksimalna absolutna
vrednost napake pada eksponentno, tj. dobimo spektralno natancˇnost. V
vseh treh primerih, tudi ko tocˇna resˇitev hitreje oscilira, napaka pada hitreje
z uporabo CC kot z uporabo CFC metode. V primeru (iii) na sliki c) zacˇne
napaka padati sˇele od nekega N dalje za obe metodi.
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8.2 Konstrukcija Cˇebiˇsev-Fourierove kolokacijske
metode za posplosˇene valovne enacˇbe
Zanimajo nas linearni evolucijski problemi (4.27) v eni dimenziji oblike
utt = α(x, t)uxx + β(x, t)ux + γ(x, t)u+ δ(x, t),
kjer je x ∈ [−1, 1], t ≥ 0, koeficientne funkcije α, β, γ in δ pa so v splosˇnem
odvisne od obeh spremenljivk. Poleg enacˇbe imamo podana tudi zacˇetna
pogoja (4.28)
u(x, 0) = f1(x), ut(x, 0) = f2(x), x ∈ [−1, 1]
ter Dirichletove robne pogoje (4.29)
u(−1, t) = g(t), u(1, t) = h(t), t ≥ 0,
ki naj bodo konsistentni: g(0) = f1(−1), h(0) = f1(1), g′(0) = f2(−1),
h′(0) = f2(1).
Konstrukcijo psevdospektralne Cˇebiˇsev-Fourierove (CFC) metode za
resˇevanje posplosˇenih valovnih enacˇb (4.27) hiperbolicˇnega tipa izvedemo na
podoben nacˇin kot za resˇevanje posplosˇenih toplotnih enacˇb (4.5) paraboli-
cˇnega tipa v razdelku 8.1. Tocˇno resˇitev u diferencialne enacˇbe (4.27)
aproksimiramo z odrezano poldomensko Cˇebiˇsev-Fourierovo (HCF) vrsto
PN (8.1)
u(x, t) ≈ PN (x, t) =
N∑
k=0
ak(t)T hk (cos
pix
2 ) +
N−1∑
k=0
bk(t)Uhk (cos
pix
2 ) sin
pix
2 ,
kjer je N odrezno sˇtevilo. Parcialne odvode v enacˇbi (4.27) prav tako
aproksimiramo z odrezanimi HCF vrstami (8.2 – 8.4), kjer poleg nasˇtetih
potrebujemo sˇe drugi odvod po t
utt(x, t) ≈ PNtt (x, t) =
N∑
k=0
a¨k(t)T hk (cos
pix
2 ) +
N−1∑
k=0
b¨k(t)Uhk (cos
pix
2 ) sin
pix
2 .
(8.21)
Pri tem so koeficienti a¨k in b¨k drugi odvodi osnovnih koeficientov ak in bk po
spremenljivki t. Koeficientne funkcije α, β in γ aproksimiramo z odrezanimi
HCF vrstami (8.6 – 8.8), nehomogeni del enacˇbe δ pa z vrsto (8.10).
Za izracˇun spektralnih koeficientov ak in bk uporabimo metodo koloka-
cije, kjer za kolokacijske vozle izberemo tocˇke Cˇebiˇseva xi = − cos
(
ipi
2N
)
,
i = 0, 1, . . . , 2N , (3.11), da dobimo sistem navadnih diferencialnih enacˇb
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drugega reda
N∑
k=0
a¨k(t)T hk (cos
pixi
2 ) +
N−1∑
k=0
b¨k(t)Uhk (cos
pixi
2 ) sin
pixi
2
=
N∑
k=0
(
a˜αk (t) + a˜
β
k(t) + a˜
γ
k(t) + a
δ
k(t)
)
T hk (cos
pixi
2 )
+
N∑
k=0
(
b˜αk (t) + b˜
β
k(t) + b˜
γ
k(t) + b
δ
k(t)
)
Uhk (cos
pixi
2 ) sin
pixi
2 (8.22)
za notranje kolokacijske tocˇke xi, i = 1, 2, . . . , 2N−1. Naj bodo C kolokacij-
ska matrika (8.12), C˜ njena podmatrika brez prve in zadnje vrstice ter
L diferencialna operatorska matrika (8.13), ki pripada diferencialni enacˇbi
(4.27) in kjer so D, Fα, Fβ in Fγ matrike dane z enacˇbami (8.5) in (8.9).
Sistem (8.23) lahko zapiˇsemo v matricˇni obliki
C˜ u¨ = C˜ L u+ C˜ d, (8.23)
kjer z
u¨(t) =
(
a¨0(t), . . . , a¨N (t), b¨0(t), . . . , b¨N−1(t)
)T
oznacˇimo vektor spektralnih koeficientov odrezane HCF vrste PNtt .
Nazadnje uposˇtevamo sˇe Dirichletove robne pogoje tako, da sistemu
(8.22) dodamo enacˇbi (8.15) in (8.16) in dobimo sistem DAE, katerega
resˇitev obravnavamo enako kot v razdelku 8.1, da dobimo sistem (8.23)
v obliki
u¨(t) = U u(t) + u˜δ(t). (8.24)
Resˇitev tega sistema so iskane koeficientne funkcije ak in bk. Prvi
(homogeni) del sistema (8.24) najprej z uvedbo novih spremenljivk y1 = u
in y2 = u˙ za katere velja
y˙1 = u˙ = y2,
y˙2 = u¨ = U y1,
prevedemo na sistem linearnih diferencialnih enacˇb prvega reda[
y˙1
y˙2
]
=
[
0 I
U 0
]
·
[
y1
y2
]
. (8.25)
Sistem (8.25) resˇimo z Magnusovo metodo (4.4) ali z Runge-Kutta metodo
(4.2) cˇetrtega reda. Vektor zacˇetnih vrednosti dobimo iz zacˇetnih pogojev
(4.28), ko funkciji f1 in f2 razvijemo v odrezani HCF vrsti
f1(x) ≈
N∑
k=0
λkT
h
k (cos
pix
2 ) +
N−1∑
k=0
µkU
h
k (cos
pix
2 ) sin
pix
2 , (8.26)
f2(x) ≈
N∑
k=0
νkT
h
k (cos
pix
2 ) +
N−1∑
k=0
ηkU
h
k (cos
pix
2 ) sin
pix
2 , (8.27)
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kjer z u0 = (λ0, . . . λN , µ0, . . . µN−1, ν0, . . . νN , η0, . . . ηN−1)T oznacˇimo zdru-
zˇen vektor pripadajocˇih spektralnih koeficientov.
Konstrukcijo Cˇebiˇsev-Fourierove kolokacijske (CFC) metode bomo v
naslednjih numericˇnih zgledih primerjali s kolokacijsko metodo Cˇebiˇseva
(CC) za nekatere preproste (posplosˇene) valovne enacˇbe.
Primer 8.2 Pokazali bomo tri primere (posplosˇenih) valovnih enacˇb.
(i) Prvi primer je valovna enacˇba s homogenimi Dirichletovimi robnimi
pogoji, sinusnim zacˇetnim valom ter nicˇelno zacˇetno hitrostjo na in-
tervalu [−1, 1]
utt = uxx,
u(x, 0) = − 1
pi2
sin (pix), x ∈ [−1, 1],
ut(x, 0) = 0, x ∈ [−1, 1],
u(−1, t) = u(1, t) = 0, t ≥ 0,
ki ima resˇitev
u(x, t) = − 1
pi2
cos (pit) sin (pix).
(ii) Drugi primer je posplosˇena valovna enacˇba s homogenimi Dirichle-
tovimi robnimi pogoji, sinusnim zacˇetnim valom ter nicˇelno zacˇetno
hitrostjo na intervalu [−1, 1]
utt = uxx + 3pi2u,
u(x, 0) = sin (2pix), x ∈ [−1, 1],
ut(x, 0) = 0, x ∈ [−1, 1],
u(−1, t) = u(1, t) = 0, t ≥ 0,
ki ima resˇitev
u(x, t) = cos (pit) sin (2pix).
(iii) Tretji primer je valovna enacˇba s homogenimi Dirichletovimi robni-
mi pogoji, sinusnim zacˇetnim valom ter nicˇelno zacˇetno hitrostjo na
intervalu [−1, 1]
utt = 164uxx,
u(x, 0) = sin (8pix), x ∈ [−1, 1],
ut(x, 0) = 0, x ∈ [−1, 1],
u(−1, t) = u(1, t) = 0, t ≥ 0,
ki ima resˇitev
u(x, t) = cos (pit) sin (8pix).
Tako zacˇetni val kot tocˇna resˇitev v tem primeru hitreje oscilirata.
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Robni in zacˇetni pogoji so konsistentni. Numericˇno resˇitev iˇscˇemo
s kolokacijsko metodo Cˇebiˇseva (CC) in s Cˇebiˇsev-Fourierovo kolokacijsko
metodo (CFC). Enacˇbo resˇimo za razlicˇne vrednosti odreznega sˇtevila N ter
primerjamo dobljene numericˇne resˇitve s tocˇno ob cˇasu t = 1. Diskretizacijo
po cˇasovni spremenljivki t napravimo z Magnusovo metodo cˇetrtega reda
(4.4). Vsi trije zgledi so zelo preprosti, saj so koeficientne funkcije v vseh
primerih konstantne, nehomogeni del je nicˇelen, robni pogoji pa homogeni.
Sistem 8.24 je tedaj homogen, matrika, ki nastopa v Magnusovi metodi,
pa konstantna, kar omogocˇa diskretizacijo po cˇasovni spremenljivki v enem
koraku.
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Slika 8.2: Primerjava najvecˇjih absolutnih napak numericˇnih resˇitev glede na
odrezno sˇteviloN s kolokacijsko metodo Cˇebiˇseva (rdecˇi krogci) in s Cˇebiˇsev-
Fourierovo kolokacijsko metodo (modri plusi) pri resˇevanju a) osnovne va-
lovne enacˇbe (i) utt = uxx, b) posplosˇene valovne enacˇbe (ii) utt = uxx+3pi2u
in c) valovne enacˇbe (iii) utt = 1/64uxx, ki ima hitreje oscilirajocˇo resˇitev.
Slika 8.2 prikazuje primerjavo najvecˇjih absolutnih napak numericˇnih
resˇitev glede na odrezno sˇtevilo N z metodama CC in CFC za primer (i)
na sliki a) (zgoraj), za primer (ii) na sliki b) (na sredini) ter za primer (iii)
na sliki c) (spodaj). Opazimo, da pri obeh metodah maksimalna absolutna
vrednost napake pada eksponentno, tj. dobimo spektralno natancˇnost. V
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vseh treh primerih, tudi ko tocˇna resˇitev hitreje oscilira, napaka pada hitreje
z uporabo CC kot z uporabo CFC metode. V primeru (iii) na sliki c) zacˇne
napaka padati sˇele od nekega N dalje za obe metodi.
Primeri, ki so prikazani v tem poglavju, kazˇejo na to, da se da Cˇebiˇsev-
Fourierovo kolokacijsko metodo uporabiti tudi za resˇevanje posplosˇenih to-
plotnih in valovnih enacˇb parabolicˇnega oz. hiperbolicˇnega tipa. Zˇal pa
raziskovalno delo za te tipe linearnih evolucijskih enacˇb sˇe ni prineslo rezul-
tatov za analizo napake in reda konvergence, kar ostaja odprto vprasˇanje
za v bodocˇe. Zgledi pa kazˇejo na spektralno konvergenco za probleme v
katerih nastopajo gladke oz. analiticˇne funkcije. V vseh prikazanih primerih
pa je hitrost konvergence za kolokacijsko metodo Cˇebiˇseva hitrejˇsa kot za
Cˇebiˇsev-Fourierovo kolokacijsko metodo.
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Poglavje 9
Sklep
Spektralne metode so poleg metod koncˇnih razlik in metod koncˇnih ele-
mentov eden izmed pomembnejˇsih razredov numericˇnih metod za resˇevanje
robnih problemov, tako pri navadnih kot tudi pri parcialnih diferencialnih
enacˇbah. Numericˇno resˇitev aproksimiramo s koncˇno (odrezano) funkcij-
sko vrsto, kjer je potrebno dolocˇiti spektralne koeficiente te vrste z eno
izmed ustreznih metod, npr. z Galerkinovo metodo, Tau metodo ali metodo
kolokacije.
Klasicˇna pristopa sta, da periodicˇne probleme aproksimiramo s Fourier-
ovo vrsto, neperiodicˇne probleme pa z vrsto Cˇebiˇseva. V prvem primeru
za mnozˇico baznih funkcij izberemo trigonometricˇne funkcije, interval, na
katerem iˇscˇemo resˇitev robnega problema, pa razdelimo z ekvidistantnimi
tocˇkami. V drugem primeru za mnozˇico baznih funkcij izberemo ortogo-
nalne polinome (najpogosteje polinome Cˇebiˇseva prve vrste), interval pa
razdelimo s tocˇkami Cˇebiˇseva, ki so gosteje razporejene blizu krajiˇscˇ inter-
vala. S tem se izognemo tako Gibbsovemu kot tudi Rungejevemu fenomenu,
ki sta znacˇilna pri uporabi ekvidistantnih tocˇk.
V prvem delu doktorske disertacije smo tako opisali osnovne, pred-
vsem konvergencˇne lastnosti Fourierove vrste ter nekaterih osnovnih druzˇin
ortogonalnih polinomov (Legendreovi polinomi ter polinomi Cˇebiˇseva prve in
druge vrste) skupaj s konvergencˇnimi lastnostmi vrste Cˇebiˇseva. Bistvenega
pomena je pojem ortogonalnosti baznih funkcij, kar posledicˇno omogocˇa
izracˇun spektralnih koeficientov. Poleg tega smo napravili kratek uvod v
teorijo spektralnih metod, kjer smo obravnavali tako konstrukcijo metod
kot analizo konvergence in napake za te metode. Teorijo smo osvetlili z
nekaterimi numericˇnimi zgledi uporabe.
Predstavili smo dva standardna pristopa za konstrukcijo spektralnih
metod za resˇevanje modelnega linearnega dvotocˇkovnega robnega problema
z Dirichletovimi robnimi pogoji v eni dimenziji. Ta modelni primer lahko
bolj ali manj preprosto posplosˇimo na Neumannove ali mesˇane (Robinove)
robne pogoje, na linearne diferencialne enacˇbe viˇsjega reda ali na linearne
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robne probleme v dveh ali vecˇ dimenzijah. Vecˇ dela je s posplosˇitvami na
zahtevnejˇse nelinearne robne probleme. S tovrstnimi posplosˇitvami se v tem
delu nismo ukvarjali, predstavljajo pa iztocˇnico za nadaljnje raziskovalno
delo. Nekaj cˇasa pa smo posvetili resˇevanju robnih problemov pri evolu-
cijskih parcialnih diferencialnih enacˇbah, npr. pri (posplosˇeni) toplotni ali
(posplosˇeni) valovni enacˇbi, ki sta parabolicˇnega oz. hiperbolicˇnega tipa.
Opisali smo klasicˇni kolokacijski spektralni metodi Cˇebiˇseva (CC) za resˇeva-
nje teh dveh tipov evolucijskih enacˇb, kjer smo za diskretizacijo po cˇasovni
spremenljivki uporabili bodisi Magnusovo bodisi Runge-Kutta metodo cˇetr-
tega reda.
Obsˇirni pregled spektralnih metod presega okvirje te doktorske di-
sertacije, zato so predstavljene zgolj osnovne ideje in nekaj rezultatov za
njihovo konstrukcijo. Bralec, ki ga tematika spektralnih metod podrobneje
zanima, je vabljen, da prebere podrobnosti v sˇirokem spektru literature, ki
pokriva to podrocˇje, npr. v preglednem cˇlanku B. Fornberg in D. M. Sloan
[19] ter knjigah J. P. Boyd [7], C. Canuto, M. Y. Hussaini, A. Quarteroni in
T. A. Zang [10] in [11], B. Fornberg [18], D. Gottlieb in S. A. Orszag [28],
B. Mercier [44], J. Shen, T. Tang in L. Wang [51] ter L. N. Trefethen [56]
in [57]. Seveda pa je na voljo tudi vrsta originalnih cˇlankov in prispevkov s
tega podrocˇja.
V drugem delu doktorske disertacije smo najprej definirali in opisali
dve neklasicˇni druzˇini ortogonalnih polinomov, tj. poldomenske polinome
Cˇebiˇseva prve in druge vrste, skupaj s pripadajocˇo poldomensko Cˇebiˇsev-
Fourierovo (HCF) vrsto. Te polinome je prvi vpeljal D. Huybrechs v cˇlanku
[35] in so sorodni klasicˇnim polinomom Cˇebiˇseva prve in druge vrste, saj
imajo enaki utezˇi, so pa ortogonalni na krajˇsem intervalu. Koeficiente v
tricˇlenski rekurzivni formuli, ki predstavlja osnovo za dolocˇitev ortogonalnih
polinomov, smo izracˇunali z uporabo stabilnega modificiranega algoritma
Cˇebiˇseva. Le-ta je v nasprotju z direktnim izracˇunom rekurzivnih koeficien-
tov stabilen v standardni aritmetiki s plavajocˇo vejico v dvojni natancˇnosti
(IEEE).
Z uporabo tako definirane poldomenske Cˇebiˇsev-Fourierove vrste smo
nato obravnavali probleme 1.1 – 1.5, ki smo jih zastavili v uvodnem poglavju.
Problem 1.1 predstavlja aproksimacijo dane (s kvadratom integrabilne) funk-
cije z razlicˇnimi vrstami (Fourierova vrsta, vrsta Cˇebiˇseva, HCF vrsta).
Videli smo, da lahko z uporabo HCF vrste aproksimiramo neperiodicˇne
funkcije s trigonometricˇno vrsto, ki je sestavljena iz trigonometricˇnih si-
nusnih in kosinusnih funkcij ter sinusnih in kosinusnih funkcij polovicˇnih
kotov. Le-te so organizirane v obliki ortogonalnih poldomenskih polinomov
Cˇebiˇseva prve in druge vrste. To pomeni, da lahko s primerno reorgani-
zacijo resˇujemo neperiodicˇne probleme z orodji, ki so znacˇilna za periodicˇne
probleme. Rezultati numericˇnih zgledov kazˇejo na primerljivo padanje na-
pake aproksimacije s poldomensko Cˇebiˇsev-Fourierovo vrsto glede na napako
aproksimacije s Fourierovo vrsto ali z vrsto Cˇebiˇseva. Kljub temu pa je iz
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primerov razvidno, da je za periodicˇne probleme aproksimacija s Fourierovo
vrsto sˇe vedno boljˇsa izbira.
Osrednji del doktorske disertacije pa predstavlja obravnava konstruk-
cije novega razreda kolokacijskih spektralnih metod za resˇevanje tako li-
nearnih dvotocˇkovnih robnih problemov z Dirichletovimi robnimi pogoji v
eni dimenziji (problem 1.3), kot tudi linearnih evolucijskih parcialnih dife-
rencialnih enacˇb, kjer obravnavamo posplosˇene toplotne enacˇbe parabolicˇne-
ga tipa (problem 1.4) in posplosˇene valovne enacˇbe hiperbolicˇnega tipa (pro-
blem 1.5). Numericˇno resˇitev danih problemov iˇscˇemo v obliki HCF vrste,
kjer za izracˇun spektralnih koeficientov uporabimo metodo kolokacije. Bazne
funkcije so sˇe vedno trigonometricˇne sinusne in kosinusne funkcije ter sinusne
in kosinusne funkcije polovicˇnih kotov, ki so organizirane v obliki ortogonal-
nih poldomenskih polinomov Cˇebiˇseva prve in druge vrste.
Podobno kot v primeru aproksimacije se izkazˇe, da lahko neperiodicˇne
probleme resˇujemo z uporabo orodij za periodicˇne probleme. Pri resˇevanju
evolucijskih robnih problemov uporabimo spektralne metode samo za diskre-
tizacijo po prostorski spremenljivki, da dobimo sistem navadnih diferencial-
nih enacˇb, v katerem kot neodvisna spremenljivka nastopa cˇasovna spre-
menljivka t. Ta sistem resˇimo z uporabo ene izmed metod za resˇevanje
zacˇetnih problemov, npr. s klasicˇno Runge-Kutta metodo cˇetrtega reda,
ali z eno izmed metod geometrijske integracije, npr. z Magnusovo metodo
cˇetrtega reda.
Poleg konstrukcije razreda kolokacijskih Cˇebiˇsev-Fourierovih (CFC)
spektralnih metod za probleme 1.3 – 1.5 nas zanima tudi analiza konver-
gence in napake za obravnavane metode. Analizo konvergence smo napra-
vili samo v primeru linearnih dvotocˇkovnih robnih problemov, ne pa tudi v
primeru evolucijskih robnih problemov, kar predstavlja iztocˇnico za bodocˇe
raziskovalno delo na podrocˇju Cˇebiˇsev-Fourierovih spektralnih metod.
Teoreticˇni izsledki iz analize konvergence za dvotocˇkovne robne pro-
bleme so podkrepljeni s sˇtevilnimi numericˇnimi zgledi, ki kazˇejo na primer-
ljivo hitrost konvergence za standardni razred CC metod in konstruirani
razred CFC metod. V vecˇini prikazanih primerov pada napaka s CC metodo
hitreje kot s CFC metodo, kar pa se spremeni v primerih, ko je resˇitev
robnega problema hitro oscilirajocˇa ali pa ni gladka. V primeru evolucijskih
robnih problemov smo predstavili zgolj nekaj numericˇnih zgledov.
Vsi numericˇni zgledi so bili narejeni z uporabo programskega paketa
Matlab [43], vendar delujejo tudi v okolju Octave [16], nekateri izracˇuni
pa zahtevajo uporabo programskega paketa Chebfun [59], ki je zdruzˇljiv le s
prvim od omenjenih orodij. Implementacija primerov je zgrajena na podlagi
algoritmov in konstrukcijskih metod, ki so opisane v tem delu. Programska
orodja vkljucˇujejo tako funkcijske m-datoteke kot tudi skripte. Oboje je
bilo uporabljeno za potrebe te doktorske disertacije ter cˇlanka in porocˇila,
ki sta podlaga tega dela. Vecˇina slik, ki so vkljucˇene v doktorsko disertacijo,
je prav tako izrisanih v Matlabu, razen nekaterih, ki so izrisane z uporabo
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programskega paketa Mathematica [62]. Vecˇina programskih kod je delo
avtorja, nekatere pa so vzete iz paketov, ki sodijo k uporabljeni literaturi:
J. Shen, T. Tang in L. Wang [51] ter L. N. Trefethen [57].
Glavna ugotovitev doktorske disertacije na podlagi konvergencˇnih re-
zultatov in numericˇnih zgledov je, da so novi razredi spektralnih metod,
ki smo jih konstruirali na podlagi poldomenske Cˇebiˇsev-Fourierove vrste,
vsaj kar zadeva kvaliteto aproksimacije, primerljivi z obstojecˇimi klasicˇnimi
razredi metod. V primerih, kjer kot koeficienti nastopajo gladke oz. anali-
ticˇne funkcije in je tudi resˇitev problema gladka oz. analiticˇna, dobimo
spektralno konvergenco, tj. maksimalna absolutna napaka pada eksponentno
glede na sˇtevilo cˇlenov. To velja tako za kolokacijsko metodo Cˇebiˇseva kot
za kolokacijsko Cˇebiˇsev-Fourierovo metodo, vendar je prva v takih primerih
praviloma hitrejˇsa. Ko koeficienti in resˇitev niso gladke funkcije oz. so samo
nekajkrat zvezno odvedljive, se prav tako izkazˇe, da sta hitrosti konvergence
za CC in CFC metodo povsem primerljivi. V nekaterih primerih, npr. pri
resˇevanju Airy-jeve diferencialne enacˇbe, ki ima hitro oscilirajocˇo tocˇno
resˇitev, ter pri nekaterih enacˇbah, ki imajo le nekajkrat zvezno odvedljivo
resˇitev, pa se CFC metoda izkazˇe za uspesˇnejˇso, saj napaka pada hitreje.
Racˇunska zahtevnost razreda CFC metod pa je bistveno slabsˇa, saj za
izracˇun spektralnih koeficientov v poldomenski Cˇebiˇsev-Fourierovi vrsti ni-
mamo na voljo tako ucˇinkovitega orodja, kot je hitra Fourierova transforma-
cija za izracˇun spektralnih koeficientov Fourierove vrste ali vrste Cˇebiˇseva.
Ta tema prav tako predstavlja izziv za bodocˇe raziskovalno delo.
Nekateri rezultati iz doktorske disertacije so bili objavljeni v cˇlanku
B. Orel in A. Perne [46], z naslovom Computations with half-range Cheby-
shev polynomials (slo. Racˇunanje s poldomenskimi polinomi Cˇebiˇseva) ter
v porocˇilu B. Orel in A. Perne [45], z naslovom Chebyshev-Fourier Spectral
Methods for Non-Periodic Boundary Value Problems (slo. Cˇebiˇsev-Fourier-
ove spektralne metode za neperiodicˇne robne probleme). Rezultati v prvem
cˇlanku obsegajo konstrukcijo in lastnosti poldomenskih polinomov Cˇebiˇseva
ter racˇunanje s poldomenskimi Cˇebiˇsev-Fourierovimi vrstami (konstrukcija
operatorskih matrik odvajanja in mnozˇenja), v drugem pa konstrukcijo in
analizo spektralnih metod za linearne dvotocˇkovne robne probleme v eni
dimenziji.
V doktorski disertaciji ostaja odprto marsikatero vprasˇanje, ki bo pod-
laga za nadaljnje raziskovalno delo na podrocˇju Cˇebiˇsev-Fourierovih spek-
tralnih metod. Eno izmed odprtih vprasˇanj je, ali se da konstruirati orodje
za ucˇinkovit izracˇun spektralnih koeficientov v HCF vrsti, ki bi zmanjˇsalo
racˇunsko zahtevnost tega razreda metod in bi bilo vsaj nekoliko primerljivo
s FFT. Poleg tega bo nadaljnje delo osredotocˇeno na natancˇnejˇso in bolj
poglobljeno obravnavo in analizo metod za resˇevanje nekaterih tipov li-
nearnih evolucijskih robnih problemov parabolicˇnega in hiperbolicˇnega tipa.
Prav tako ostaja odprto vprasˇanje, kako ucˇinkovito konstruirati metode za
stacionarne in evolucijske linearne robne probleme v dveh ali vecˇ dimenzijah.
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