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Abstract
In this article, we characterize the strength of the reconstructed singularities and artifacts
in a reconstruction formula for limited data spherical Radon transform. Namely, we assume
that the data is only available on a closed subset Γ of a hyperplane in Rn (n = 2, 3). We
consider a reconstruction formula studied in some previous works, under the assumption that
the data is only smoothened out to a finite order k near the boundary. For the problem in
the two dimensional space and Γ is a line segment, the artifacts are generated by rotating a
boundary singularity along a circle centered at an end point of Γ. We show that the artifacts
are k orders smoother than the original singularity. For the problem in the three dimensional
space and Γ is a rectangle, we describe that the artifacts are generated by rotating a boundary
singularity around either a vertex or an edge of Γ. The artifacts obtained by a rotation around
a vertex are 2k orders smoother than the original singularity. Meanwhile, the artifacts
obtained by a rotation around an edge are k orders smoother than the original singularity.
For both two and three dimensional problems, the visible singularities are reconstructed with
the correct order. We, therefore, successfully quantify the geometric results obtained recently
by J. Frikel and T. Quinto.
1 Introduction
Let S ⊂ Rn be the hyperplane S = {z = (0, z′) : z′ ∈ Rn−1}. We consider the following
(restricted) spherical Radon transform Rf of a function f defined in Rn
Rf(z, t) =
∫
S(z,t)
f(y) dσ(y), (z, t) ∈ S × (0,∞).
Here, S(z, t) is the sphere centered at z of radius t, and dσ is its surface measure. This transform
appears in several imaging modalities, such as 1 thermo/photoacoustic tomography [FPR04,
FHR07, KK08], ultrasound imaging [NL79, NL81], SONAR [QRS11], SAR [Che01, NC04, SU13]
and inverse elasticity [BK78].
In many applications, it is assumed that f is compactly supported inside the half space
Ω := Rn+ = {x : x1 > 0}.
1The reference list is highly incomplete. The interested reader is suggested to explore the literature for the
comprehensive references to each imaging modality.
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Then, f can be reconstructed from g = R(f) by the filtered back projection formula (see, e.g.,
[BK78, NR10, Bel09])
f(x) =
x1
pin
(R∗PRf)(x).
Here, R∗ is the formal L2-adjoint of R
R∗(g)(x) =
∫
S
g(z, |x− z|)dσ(z),
and P is the pseudo-differential operator of order (n− 1) defined by
P(h)(r) =
∫
R
∫
R+
ei(τ
2−r2)λ |λ|n−1 h(τ) dτ dλ.
However, in real applications, the knowledge of Rf is only available on a closed bounded
subset Γ ⊂ S with nontrivial interior (see, e.g., [XWAK09, QRS11]). The following formula is
proposed for the approximate construction in several works (see, e.g., [Ngu13, XWAK09])
T f(x) := x1
pin
(R∗ PχRf)(x).
Here,
χ ∈ C∞(Γ) and χ ≡ 0 on S \ Γ is the data cut-off function.
It has been commonly assumed that χ ∈ C∞(S). We prove in [Ngu13] that, under this
assumption, T is a pseudo-differential operator with the principal symbol
σ0(x, ξ) = χ(z),
where z is the intersection of the line `(x, ξ) through x along direction of ξ with the plane S.
The assumption that χ is infinitely smooth is essential to apply the theory of pseudo-differential
operator to analyze T . In particular, it implies WF(T f) ⊂ WF(f). The multiplication with
such function χ is considered as an infinite smoothening. However, it is known to eliminate some
singularities (image features) pointing near the boundary of Γ (see more discussion in [FQ14]
and reference therein). Therefore, one might consider to use other kind of smoothening (e.g.,
of finite order 2) or no smoothening at all 3. However, these choices are shown to generate the
artifacts into the pictures (e.g., [HSZ08, BRJ+11, PO04]). In order for the practitioners to make
the correct choice, it is important to analyze the effect of T under these situations. The recent
work by J. Frikel and T. Quinto [FQ14] provides a nice geometric description for what happens4.
In particular, they show that the visible singularities are reconstructed and the artifacts would
occur in some specific pattern (see more discussion below). Our main goal is to characterize the
strength of the reconstructed singularities and, more importantly, the artifacts.
2We say that χ is smoothening of order k if χ ∈ Ck−1 across ∂Γ.
3That is, χ ≡ 1 on Γ.
4Their setting is a little bit different from ours. However, their results translate without major modifications.
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It is worth mentioning that similar problem has been studied for the X-ray (or classical
Radon) transform [KR92, RK92, Kat97, FQ13, Ngu14]. Although this article shares the same
spirit with our previous work [Ngu14], the technique developed here is original and different
from there. Namely, in this article, for each type of singularities, we have to make a correct
choice of the oscillatory representation of T to work with. Moreover, the microlocal analytic
arguments employed here are more sophisticated than there.
A different but related topic is to analyze the imaging scenarios when the associated canon-
ical relation is not a local graph (see, e.g., [MT85, GU89, NS97, Nol00], just to name a few).
The pioneering work by Greenleaf and Uhlmann [GU89, GU90] employs the theory of class Ip,`
(see [MU79, GU81, AU85]) to analyze such a situation appearing in the X-ray transform. The
same technique has been exploited successfully in other situations (e.g., [FLU03, NC04, Fel05,
FQ11, Esw12, FGN13, AFK+13]). Although a direct use of such an idea does not seem to work
in our situation, our approach is inspired by the same spirit. Namely, we analyze the microlo-
cal behavior of the associated FIO (or more precisely its Schwartz kernel) on its intersecting
Lagrangians.
For the case n = 2, using the argument as in [FQ14], we show that the artifacts are generated
by rotating the boundary singularities 5 along circles whose center is an end point of Γ (see
Proposition 2.1 and Discussion 1). Moreover, employing some asymptotic arguments, we analyze
the strength of these artifacts. Namely, assume that χ vanishes to order k at the end points of Γ
6. We prove that the artifacts are k orders smoother than the original singularities (see Theorem
2.2 and Discussion 2). We go further to analyze the problem in three dimensional space. We
consider Γ to be the rectangle {0}×[−a, a]×[−b, b] and χ(z) = h2(z2)h3(z3) vanishes on the edges
of Γ to order k. We, using the arguments as in [FQ14], show that the singularities propagate
by rotating around either a vertex or an edge of Γ (see Proposition 3.1 and Discussion 3).
Moreover, employing delicate asymptotic and microlocal analytic arguments, we prove that the
artifacts generated by a rotation around a vertex are 2k orders smoother than the original
singularity, while those from a rotation around an edge are k orders smoother than the original
singularity (See Theorem 3.3 and Discussion 4). Finally, we mention that, for both two and
three dimensional problems, all the visible singularities 7 are reconstructed with the correct
order. This follows from a similar argument for full data problem in [Ngu13] (see Theorems
2.2 a) and 3.3 a)).
The article is organized as follows. In Section 2 we consider the two dimensional problem.
The three dimensional problem is studied in Section 3. Some concluding remarks are provided
in Section 4. Finally, some asymptotics results and background knowledge in microlocal analysis
are provided in Appendix.
2 Two dimensional problem
Let us consider the problem in the two dimensional space R2. Without loss of generalities, we
assume that Γ = {(0, z2) : −1 ≤ z2 ≤ 1}. As mentioned in the introduction, we will analyze T
5The definition of boundary singularities is in Section 2.
6That is, χ is smoothening of order (k − 1)
7Definition of visible singularities is provided in Sections 2 and 3.
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Figure 1: Rotation around z±
when χ is not infinitely smooth at the points z± = (0,±1). For the notational simplicity, we
will assume that χ vanishes to the same order k at z±, although our analysis works equally well
for the case χ vanishes to two different orders at these two points.
Let us define V ⊂ T∗Ω \ 0 by
V = {(x, ξ) ∈ T∗Ω \ 0 : `(x, ξ) intersects Γ}.
Its boundary ∂V and interior Int(V) are defined by
∂V = {(x, ξ) ∈ T∗Ω \ 0 : `(x, ξ) intersects ∂(Γ)},
and
Int(V) = {(x, ξ) ∈ T∗Ω \ 0 : `(x, ξ) intersects Int(Γ)}.
In the literature of spherical Radon transform, Int(V) is called the audible or visible zone
since any singularity (x, ξ) ∈WF(f)⋂ Int(V) creates a corresponding singularity in the limited
data g = Rf |Γ×R+ (see, e.g., [LQ00]). We also call ∂V and T∗Ω \ V boundary and invisible
zones respectively. A singularity (x, ξ) ∈ WF(f) will be called visible, boundary, or invisible
accordingly to the zone it belongs to.
We define the following canonical relations in (T∗Ω \ 0)× (T∗Ω \ 0)
∆V = {(x, ξ;x, ξ) : (x, ξ) ∈ V},
and
Λ± = {
(
x, τ(x− z±); y, τ(y − z±)
) ∈ (T∗Ω \ 0)× (T∗Ω \ 0) : |x− z±| = |y − z±|}.
We notice that (x, ξ; y, η) ∈ Λ± iff (y, η) is in the boundary zone and (x, ξ) is obtained from
(y, η) by a rotation around the corresponding boundary point z± (see Figure 1).
The following result characterizes the wave front set of the Schwartz kernel µ of T 8
Proposition 2.1. We have
WF(µ)′ ⊂ ∆V ∪ Λ+ ∪ Λ−.
8We recall the twisted canonical C′ associated to C is defined by C′ = {(x, ξ; y, η) : (x, ξ; y,−η) ∈ C}.
4
The proof of Proposition 2.1 follows from the standard calculus of wave front set (see, e.g.,
[Ho¨r03] and Appendix A.2). It was first presented in [FQ14] for the case Γ is half a circle. The
argument applies to our situation without any major modifications. We present it here for the
sake of completeness (and to motivate further discussion).
Proof of Proposition 2.1. Let us denote by µR the Schwartz kernel of R. We notice that R
is an FIO with the phase function (see, e.g., [LQ00, Pal10, Ngu13])
φ(x, z, r, λ) = (|x− z|2 − r2)λ.
For simplicity, we will identify S with R by the mapping
z = (0, z2)→ z2.
We have, considering µR as a function of (z2, r, x),
WF(µR) ⊂ CR := {
(
(z2, r), (τ (z2−x2),−τ r); x, τ (x−z)
)
: (z2, r, x) ∈ R×R+×Ω : |x−z| = r, τ 6= 0}.
Also considering χ(z) as a function of (z2, r, x), we have
WF(χ) ⊂ Cχ := {
(
(z2, r), (τ
′, 0); x,0
)
: z2 = ±1, τ ′ 6= 0}.
Applying the product rule for wave front set (see Appendix A.2), we obtain
WF(χµR) ⊂ CR ∪ CA,
where
CA = {
(
(z2, r), (τ (z2 − x2) + τ ′,−τ r); x, τ (x− z)) : z2 = ±1, τ ′ 6= 0}.
Let µ∗R be the Schwartz kernel for R∗. We have
WF(µ∗R) ⊂ CtR.
We notice that 9
CtR ◦ CR = ∆V ,
CtR ◦ CA = Λ+ ∪ Λ−.
Due to the composition rule for wave front set (see Appendix A.2), we conclude that 10
WF(µ)′ ⊂ CtR ◦ (CR ∪ CA) ⊂ ∆V ∪ Λ+ ∪ Λ−.
9Ct is the transpose relation of C: Ct = {(y, η;x, ξ) : (x, ξ; y, η) ∈ C}.
10Since P is a pseudo-differential operator, it does not change the wave front set of a function.
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Discussion 1. Let us denote by piR the right projection of the product space T∗Ω × T∗Ω 11.
We have
piR(∆V) = V, piR(Λ+ ∪ Λ−) = ∂V.
We obtain from Proposition 2.1
piR[WF(µ)
′] ⊂ V.
We also recall the following rule for wave front sets (see Appendix A.2):
WF(T f) ⊂WF(µ)′ ◦WF(f).
The following effects of T on the wave front set of f can be deduced from Proposition 2.1 12:
a) If (x, ξ) ∈ WF(f) is an invisible singularity, then (x, ξ) 6∈ piR(WF(µ)′). Therefore, (x, ξ)
is completely smoothened out by T (i.e., it is not reconstructed and it does not generate
any artifact).
b) If (x, ξ) ∈WF(f) is a visible singularity, then (x, ξ) ∈ piR(∆V) and (x, ξ) 6∈ piR(Λ+
⋃
Λ−).
Therefore, (x, ξ) may be reconstructed but it does not generate any artifacts.
c) If (x, ξ) ∈ WF(f) is a boundary singularity, then (x, ξ) ∈ piR(Λ+) or (x, ξ) ∈ piR(Λ−).
Therefore, (x, ξ) may generate artifacts by rotating around z+ or z−, respectively.
The above observation is similar to [FQ14, Remark 4.1]. They provide geometric descriptions
for the reconstruction of original singularities and the generation of artifacts. We now proceed
to obtain more quantitative results. Let us first recall our assumption on χ: it vanishes to order
k at z± = (0,±1). That is, we can write
χ(0, τ) = h(τ), τ ∈ [−1, 1], (1)
where h ∈ C∞([−1, 1]) vanishes to order k at τ = ±1 13. Here is our main result of this section:
Theorem 2.2. The following statements hold:
a) Microlocally on ∆ \ (Λ+ ∪ Λ−), we have µ ∈ I0(∆) with the principal symbol
σ0(x, ξ) = χ(z),
where z is the intersection of the line `(x, ξ) with S.
b) Microlocally on Λ± \∆, µ ∈ I−k− 12 (Λ±).
The reader is referred to Appendix A.3 for the class Im(Λ±) (see the discussion on the Fourier
distributions whose canonical relation is defined by rotations around a point). We would like to
mention that, as shown in the proof below, the order of µ stated in Theorem 2.2 b) is optimal.
We now proceed to prove Theorem 2.2.
11That is piR(x, ξ; y, η) = (y, η).
12The reader should be aware that (x, ξ) in the below discussion may play the role of (y, η) in the definition of
Λ±.
13That is h(l)(±1) = 0 for all 0 ≤ l ≤ k − 1 and h(k)(±1) 6= 0.
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Proof of Theorem 2.2. Let us first prove b). To this end, we write µ in the following form
(see [Ngu13])
µ(x, y) =
x1
pi2
∫
R
∫
Γ
ei(|x−z|
2−|y−z|2)λ |λ|χ(z) dz d λ.
The phase function of µ can be written as
(|x− z|2 − |y − z|2)λ = 〈x− y, x+ y − 2z〉λ.
Therefore,
µ(x, y) =
x1
pi2
∫
R
∫
Γ
ei〈x−y,x+y−2z〉λ |λ|χ(z) dz d λ
=
x1
pi2
∫
R
ei〈x−y,x+y〉λ |λ|
∫
Γ
e−i〈x−y,2z〉λ χ(z) dz d λ.
We obtain, using the formula (1),
µ(x, y) =
x1
pi2
∫
R
ei〈x−y,x+y〉λ |λ|
1∫
−1
e−2i(x2−y2) τλ h(τ) dτ d λ. (2)
Let us decompose h into two parts
h(τ) = h+(τ) + h−(τ), τ ∈ [−1, 1].
Here, h± ∈ C∞[−1, 1] such that h±(τ) vanishes when τ is close to ∓1 (i.e., h±(τ) = h(τ) near
τ = ±1). We then write
µ = µ+ + µ−,
where
µ±(x, y) =
x1
pi2
∫
R
ei〈x−y,x+y〉λ |λ|
1∫
−1
e−2i(x2−y2) τλ h±(τ) dτ d λ.
An argument similar to the proof of Proposition 2.1 shows that
WF(µ±)′ ⊂ ∆ ∪ Λ±.
It now suffices to show that microlocally on Λ± \∆, µ± ∈ I−k− 12 (Λ±).
Let us consider µ+. Due to Lemma A.1 (see Appendix A.1):
1∫
−1
e−2i(x2−y2) τλ h+(τ) dτ d λ = −e−2 i (x2−y2)λ a(x, y, λ)
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where a(x, y, λ) is a classical symbol of order −k − 1 when x2 6= y2, with the leading term
a−k−1(x, y, λ) =
−h(k)(1)
[2 i (x2 − y2)λ](k+1)
. (3)
We arrive to,
µ+(x, y) =
x1
pi2
∫
R
ei
[
〈x−y,x+y〉−2(x2−y2)
]
λ |λ| a(x, y, λ) d λ
=
x1
pi2
∫
R
ei(|x−z+|
2−|y−z+|2)λ |λ| a(x, y, λ) d λ.
Let (x∗, ξ; y∗, η) ∈ Λ+ \∆. In a small neighborhood of (x∗, y∗) ∈ Ω × Ω, we have x2 6= y2.
Therefore, the amplitude function in the above integral is a symbol of order −k near (x∗, y∗).
Therefore, microlocally near (x∗, ξ; y∗, η), µ+ ∈ I−k− 12 (Λ+) (see Appendix A.3 for the discussion
on the Fourier distributions whose canonical relation is defined by rotations around a point).
This finishes the proof for µ+. The proof for µ− is similar. We, hence, have finished the
proof of b). We notice that the leading term a−k−1(x, y, λ), given by (3), of a(x, y, λ) is nonzero.
Therefore, the order −k− 12 of µ+ on Λ+, obtained above, is optimal. That is, the order −k− 12
of µ on Λ± is also optimal.
It now remains to prove a). We recall the following formula of µ derived in [Ngu13]
µ(x, y) =
1
(2pi)2
∫
R2
e
i
(
〈x−y,ξ〉− |x−y|2 ξ1
2 x1
)
χ(z) dξ. (4)
We note that σ0(x, ξ) := χ(z) is smooth microlocally near any (x, ξ) such that (x, ξ;x, ξ) ∈
∆ \ (Λ+ ∪ Λ−). Moreover, it is homogenous of degree 0 in ξ. Therefore, near ∆ \ (Λ+ ∪ Λ−),
µ ∈ I0(∆). Finally, the principal symbol of µ is indeed σ0(x, ξ), due to [Sog93, Theorem
3.2.1].
Discussion 2. The following improvement of b) and c) in Discussion 1 are clear consequences
of Theorem 2.2 14:
b’) Let (x, ξ) ∈ WF(f) be a visible singularity. Due to the Theorem 2.2 a), T f reconstructs
(x, ξ) as long as χ(z) 6= 0. Moreover, the reconstructed singularity is of the same order as
the original singularity.
c’) Let (x, ξ) ∈ WF(f) be a boundary singularity. Due to Theorem 2.2 b) and Lemma A.3,
the artifacts generated by (x, ξ) are k orders smoother than the original singularity. 15
Theorem 2.2 provides a quantitative improvement for Proposition 2.1. However, it still does not
answer the following question: whether a boundary singularity is reconstructed and, if yes, how
strong is the reconstruction? We plan to address this issue in the future.
14As in Discussion 1, (x, ξ) in below discussion may play the role of (y, η) in the definition of Λ±.
15For certain kind of conormal singularities, the artifacts are k+ 1
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orders smoother than the original singularity.
We will discuss this in details in our upcoming publication [BN].
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3 Three dimensional problem
Let us now consider n = 3. We assume that
Γ = {0} × [−a, a]× [−b, b] = {(0, z2, z3) : (z2, z3) ∈ [−a, a]× [−b, b]},
where a, b > 0. We will analyze T when χ is not infinitely smooth at the boundary of Γ. For
the sake of simplicity, we will assume that
χ(z) = h2(z2)h2(z3), for all z = (0, z2, z3), (5)
where h2 and h3 are smooth on [−a, a] and [−b, b] and they both vanish to order k at ±a and
±b respectively.
Similarly to the case n = 2, we define
V = {(x, ξ) ∈ T∗Ω \ 0 : `(x, ξ) intersects Γ},
and
∆V = {(x, ξ;x, ξ) : (x, ξ) ∈ V}.
We also define the visible, boundary, and invisible zones by Int(V), ∂V, and T∗Ω\V respectively.
Let us denote by vj , j = 1, . . . , 4, the vertices of Γ
v1 = (0, a, b), v2 = (0, a,−b), v3 = (0,−a, b), v4 = (0,−a,−b),
and ej , j = 5, . . . , 8, the edges of Γ
e5 = {0} × [−a, a]× {b} = {z : z = (0,−a ≤ z2 ≤ a, b)},
e6 = {0} × [−a, a]× {−b} = {z : z = (0,−a ≤ z2 ≤ a,−b)},
e7 = {0} × {−a} × [−b, b] = {z : z = (0,−a,−b ≤ z3 ≤ b)},
e8 = {0} × {a} × [−b, b] = {z : z = (0, a,−b ≤ z3 ≤ b)}.
We will denote
Vvj = {(x, ξ) ∈ T∗Ω \ 0 : `(x, ξ) passes through the vertex vj}.
and
Vej = {(x, ξ) ∈ T∗Ω \ 0 : `(x, ξ) intersects the edge ej of Γ not at a vertex}.
We note that
∂V = (⋃Vvj)⋃(⋃Vej) := Vc⋃Ve.
We will call Vc and Ve corner and edge zones respectively. Also, (x, ξ) ∈ WF(f) is called a
corner or edge singularity accordingly to the zone it belongs to. A boundary singularity, hence,
is either a corner or edge singularity.
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Figure 2: Rotation around the edge (in red color).
We denote by Λj , j = 1, . . . , 4, the following canonical relation in (T∗Ω \ 0)× (T∗Ω \ 0)
Λj = {(x, τ(x− vj); y, τ(y − vj)) ∈ (T∗Ω \ 0)× (T∗Ω \ 0) : |x− vj | = |y − vj |},
and
Λ5 = {(x, τ (x− z); y, τ (y− z)) ∈ (T∗Ω \ 0)× (T∗Ω \ 0) : z ∈ e5, x2 = y2, |x− z| = |y− z|},
Λ6 = {(x, τ (x− z); y, τ (y− z)) ∈ (T∗Ω \ 0)× (T∗Ω \ 0) : z ∈ e6, x2 = y2, |x− z| = |y− z|},
Λ7 = {(x, τ (x− z); y, τ (y− z)) ∈ (T∗Ω \ 0)× (T∗Ω \ 0) : z ∈ e7, x3 = y3, |x− z| = |y− z|},
Λ8 = {(x, τ (x− z); y, τ (y− z)) ∈ (T∗Ω \ 0)× (T∗Ω \ 0) : z ∈ e8, x3 = y3, |x− z| = |y− z|}.
We notice that the canonical relation Λj , j = 1, . . . , 4 is defined by the rotations around the
vertex vj for all the element
(y, η) ∈ Vvj .
On the other hand, the canonical relation Λj , j = 5, . . . , 8 is defined by the rotations around
the edge ej (see Figure 2) of Γ for all
(y, η) ∈ Vej .
The following result describes the wave front set of the Schwartz kernel µ of T
Proposition 3.1. We have
WF(µ)′ ⊂ ∆V
⋃ ( 8⋃
j=1
Λj
)
.
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Proof. The proof is similar to that of Proposition 3.1. The reader is referred to [FQ14] for
detailed argument. We only sketch here the main idea.
We first notice that we can consider χ as a function of (z′ = (z2, z3), r, x) ∈ R2 × R+ × Ω.
Then its wave front set is described by χ
WF(χ) ⊂ ( 4⋃
j=1
Aj
)⋃( 8⋃
j=5
Aj
)
.
Here,
Aj = {(z′, r, η, 0; x,0) ∈ T∗(R2 × R+)× T∗Ω : z = vj , η = (η2, η3) 6= 0}, j = 1, . . . , 4,
Aj = {(z′, r, η, 0; x,0) ∈ T∗(R2 × R+)× T∗Ω : z ∈ ej , 0 6= (0, η) ⊥ ej}, j = 5, . . . , 8.
The rest follows from the calculus of wave front set of product and composition (see Ap-
pendix A.2).
Remark 3.2. Assume that(
x, ξ = τ(x− z∗); y, η = τ(y − z∗)
) ∈ Λj ,
for some j = 5, . . . , 8 and χ(z) vanishes around the point z = z∗. We observe that the following
elements in Λj
{(z′∗, r, η, 0; x,0) ∈ T∗(R2 × R+)× T∗Ω : 0 6= (0, η) ⊥ ej}
are excluded from WF(χ). Applying the same argument as in the proof of Proposition 3.1, we
obtain
(x, ξ = τ(x− z∗); y, η = τ(y − z∗)) 6∈WF(µ)′.
This observation provides the micro-localization argument used later in the proof of Theorem 3.3.
Discussion 3. Let us describe some implications of Proposition 3.1. We denote by piR the right
projection on the product space T∗Ω× T∗Ω. Then,
piR(∆V) = V, piR(
4⋃
j=1
Λj) = Vc, piR(
4⋃
j=1
Λj) = Ve.
We also recall the following rule for wave front sets (see Appendix A.2):
WF(T f) ⊂WF(µ)′ ◦WF(f).
The following arguments follow from Proposition 3.1 16:
a) If (x, ξ) ∈WF(f) is an invisible singularity, then (x, ξ) 6∈ piR(WF(µ)′). Therefore, (x, ξ) is
completely smoothened out by T .
16The element (x, ξ) in the below discussion may play the role of (y, η) in the definition of Λj .
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b) If (x, ξ) ∈ WF(f) is a visible singularity, then (x, ξ) ∈ piR(∆V) and (x, ξ) 6∈
⋃8
j=1 Λj .
Therefore, (x, ξ) may be reconstructed but it does not generate any artifact.
c) If (x, ξ) ∈ WF(f) is a corner singularity, then (x, ξ) ∈ piR(∆V) and (x, ξ) ∈ piR(Λj) for
one index j = 1, · · · , 4. Therefore, (x, ξ) may be reconstructed, and it may also generate
artifacts by rotating around the vertex vj .
d) If (x, ξ) ∈ WF(f) is an edge singularity, then (x, ξ) ∈ piR(∆V) and (x, ξ) ∈ piR(Λj) for
one index j = 5, · · · , 8. Therefore, (x, ξ) may be reconstructed and it may generate the
artifacts by rotating around the edge ej .
The above observation is similar (although presented in a slightly different way) to [FQ14,
Remark 4.7]. The following theorem will provide quantitative improvement for b), c), and d):
Theorem 3.3. Let χ be as in (5). The following statements hold
a) Microlocally on ∆ \ (⋃8j=1 Λj), we have µ ∈ I0(∆) with the principal symbol
σ0(x, ξ) = χ(z),
where z is the intersection of the line `(x, ξ) with S.
b) For j = 1, . . . , 4, microlocally on Λj \
⋃8
m=5 Λm, µ ∈ I−2 k−1(Λj).
c) For j = 5, . . . , 8, microlocally on Λj \
⋃4
m=1 Λm, µ ∈ I−k−
1
2 (Λj).
The reader is referred to Appendix A.3 for basic facts about the space Im(Λj). It is worth
mentioning that, as shown in the proof below, the orders of µ on Λj stated in Theorem 3.3 b) & c)
are optimal. We now proceed to prove Theorem 3.3.
Proof of Theorem 3.3. We will start our analysis with the following formula (see [Ngu13])
µ(x, y) =
x1
pi3
∫
R
∫
Γ
ei(|x−z|
2−|y−z|2)λ λ2 χ(z) dz d λ. (6)
Proof of a). To prove a), we recall that the formula (6) can be written as (see [Ngu13])
µ(x, y) =
1
(2pi)3
∫
R3
e
i
(
〈x−y,ξ〉− |x−y|2 ξ1
2 x1
)
χ(z) dξ. (7)
Here, as always, z is the intersection of `(x, ξ) and S. We note that σ0(x, ξ) := χ(z) is smooth
microlocally near any (x, ξ) such that (x, ξ;x, ξ) ∈ ∆ \⋃8j=1 Λj . Moreover, it is homogenous of
degree 0 in ξ. Therefore, near ∆ \⋃8j=1 Λj , µ ∈ I0(∆). Moroever, the principal symbol of µ is
σ0(x, ξ) = χ(z) (see, e.g., [Sog93, Theorem 3.2.1]).
Proof of b). Consider j = 1, . . . , 4 and
(x∗, ξ; y∗, η) ∈ Λj \
8⋃
m=5
Λm.
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We will analyze µ microlocally near (x∗, ξ; y∗, η).
Let us rewrite (6) as
µ(x, y) =
x1
pi3
∫
R
∫
Γ
ei〈x−y,x+y−2z〉λ λ2 χ(z) dz d λ.
Therefore,
µ(x, y) =
x1
pi3
∫
R
ei〈x−y,x+y〉λ λ2
∫
Γ
e−i〈x−y,2z〉λ χ(z) dz d λ.
That is, using the formula (5) of χ,
µ(x, y) =
x1
pi3
∫
R
ei〈x−y,x+y〉λ λ2
( a∫
−a
e−2i(x2−y2)z2λ h2(z2) dz2
)
×
( b∫
−b
e−2i(x3−y3) z3λ h3(z3) dz3
)
d λ. (8)
On the set x2 6= y2, due to Lemma A.1,
a∫
−a
e−2i(x2−y2)z2λ h2(z2) dz2 = e−2i(x2−y2)aλ a1,+(x, y, λ) + e−2i(x2−y2))(−a)λ a1,−(x, y, λ), (9)
where a1,± are classical symbol of order −k− 1, whose the leading terms are −h
(k)(a)
[2 i (x2−y2)λ]k+1 and
h(k)(−a)
[2 i (x2−y2)λ]k+1 , respectively.
Similarly, on the set x3 6= y3, we obtain
b∫
−b
e−2i(x3−y3) z3λ h3(z3) dz3 = e−2i(x3−y3)bλa2,+(x, y, λ) + e−2i(x3−y3))(−b)λ a2,−(x, y, λ), (10)
where a2,± are classical symbol of order −k − 1, whose leading terms are −h
(k)(b)
[2 i (x3−y3)λ]k+1 and
h(k)(−b)
[2 i (x3−y3)λ]k+1 , respectively.
It is easy to observe that in a neighborhood of (x∗, y∗), we have x2 6= y2 and x3 6= y3.
Therefore, near (x∗, y∗), due to (8), (9), and (10)
µ(x, y) =
∑
ε1=±1,ε2=±1
∫
R
ei
[
〈x−y,x+y〉−2(x2−y2)(ε1a)+(x3−y3)(ε2b)
]
λaε1,ε2(x, y, λ) d λ,
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where aε1,ε2 is a classical symbol of order −2k, with nonzero leading term. That is,
µ(x, y) =
4∑
m=1
µm.
Here, for m = 1, . . . , 4:
µm(x, y) =
∫
R
ei(|x−vm|
2−|y−vm|2)λ am(x, y, λ)d λ, (11)
where am is a classical symbol of order −2k, with nonzero leading term 17.
From the standard theory of FIO (see also Appendix A.3), we obtain near (x∗, y∗)
WF(µm) ⊂ Λm, for all m = 1, . . . , 4.
Due to the assumption (x∗, ξ; y∗, η) ∈ Λj , (x∗, ξ; y∗, η) 6∈ WF(µm) for m 6= j. Therefore,
microlocally near (x∗, ξ; y∗, η),
µ = µj modulo a smooth function.
Due to (11) (see also Appendix A.3), µj ∈ I−2k−1(Λj) microlocally near (x∗, ξ; y∗, η), and so is
µ. This finishes the proof for b). We notice that, since the leading term of aj is nonzero, the
order −2k − 1 of µ on Λj is optimal.
Proof of c). We now prove c) for j = 5, 6. The case j = 7, 8 is similar. Let us consider
(x∗, ξ; y∗, η) ∈ Λj \
4⋃
k=1
Λm.
Then, there is z∗ = (0,−a < s0 < a,±b) such that
ξ = λ (x∗ − z∗), η = λ (y∗ − z∗).
Let us pick a function g ∈ C∞0 (−a, a) such that g(s) = h2(s) around the point s = s0. We then
can write
χ(z) = g(z2)h3(z3) + (h2(z2)− g(z2))h3(z3) := χ1(z) + χ2(z).
Therefore,
µ = µ1 + µ2,
where µ1, µ2 are respectively the Schwartz kernel of
T1 = x1
pi3
R∗Pχ1R and T2 := x1
pi3
R∗Pχ2R.
17We can easily write down the leading term of am in terms of h
(k)
2 ⊗ h(k)3 (v′m). However, such formula is not
essential for our argument
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Using Remark 3.2, we obtain (since χ2 vanishes near z
∗)
(x∗, ξ; y∗, η) 6∈WF(µ2)′.
Therefore, in order to analyze µ microlocally at (x∗, ξ; y∗, η), it suffices to analyze µ1. Similarly
to (8), we can write
µ1(x, y) =
x1
pi3
∫
R
ei〈x−y,x+y〉λ λ2
∫
Γ
e−i〈x−y,2z〉λ χ1(z) dz d λ
=
x1
pi3
∫
R
ei〈x−y,x+y〉λ λ2
( a∫
−a
e−2i(x2−y2)z2λ g(z2) dz2
)( b∫
−b
e−2i(x3−y3) z3λ h3(z3) dz3
)
d λ.
We observe that in a neighborhood of (x∗, y∗), we have x3 6= y3. Using (10), we obtain locally
near (x∗, y∗)
µ1 = γ+ + γ−,
where
γ±(x, y) =
∫
R
ei
(
〈x−y,x+y〉−2(x3−y3)(±b)
)
λ
( a∫
−a
e−2 i (x2−y2) s λ g(s) ds
)
a±(x, y, λ) d λ,
and a± is a classical symbol of order 1− k, with nonzero leading term. Let us denote
x′′ = (x1, x3), y′′ = (y1, y3), z′′± = (0,±b).
Then,
γ±(x, y) =
∫
R
ei
(
〈x′′−y′′,x′′+y′′−2z′′±〉+(x22−y22)
)
λ
( a∫
−a
e−2 i (x2−y2) s λ g(s) ds
)
a±(x, y, λ) d λ.
That is,
γ±(x, y) =
a∫
−a
∫
R
ei
[
〈x′′−y′′,x′′+y′′−2z′′±〉λ+(x2−y2)(x2+y2−2s)λ
]
a±(x, y, λ) g(s) d λ ds
=
a∫
−a
∫
R
ei
[
(|x′′−z′′±|2−|y′′−z′′±|2)λ+2(x2−y2)(x2−s)λ−(x2−y2)2 λ
]
a±(x, y, λ) g(s) d λ ds.
Let us consider the change of variables
(λ, s)→ ξ = (λ, (x2 − s)λ),
whose Jacobian is
J(λ, s) = −λ.
15
We then arrive to
γ±(x, y) =
∫
R2
ei
[
(|x′′−z′′±|2−|y′′−z′′±|2) ξ1+2(x2−y2)ξ2−(x2−y2)2 ξ1
]
a±(x, y, ξ1)
|ξ1| σ(x, ξ) dξ,
where
σ(x, ξ) = g
(
x2 − ξ2
ξ1
)
is homogenous of order zero in ξ.
Since supp g ⊂ (−b, b), σ(x, ξ) ≡ 0 in a neighborhood of (x∗, y∗) if |ξ2| ≥ C|ξ1| for some fixed
constant C. Therefore,
a±(x, y, ξ1)
|ξ1| σ(x, ξ) is a classical symbol of order −k around (x
∗, y∗).
Applying the standard theory of FIO (see also Appendix A.3), we obtain that in a neighborhood
of (x∗, y∗),
γ1 ∈ I−k−1/2(Λ5) and γ2 ∈ I−k−1/2(Λ6).
Therefore, µ1 = γ1 + γ2 ∈ I−k− 12 (Λj) microlocally near (x∗, ξ; y∗, η), and hence so is µ. This
finishes the proof of the Theorem 3.3 c). We finally notice that, since the leading term of a± is
nonzero, the order −k − 12 of µ on Λj is optimal.
Discussion 4. The following improvement of statements b), c), and d) in Discussion 3 are clear
consequences of Theorem 3.3 (and Lemmas A.3, A.4) 18:
b’) Let (x, ξ) ∈WF(f) be a visible singularity. Then, due to Theorem 3.3 a), (x, ξ) is recon-
structed by T as long as σ0(x, ξ) = χ(z) 6= 0. Moreover, the reconstructed singularity is
of the same order as the original singularity.
c’) Let (x, ξ) ∈WF(f)∩Vvj be a corner singularity. Due to Theorem 3.3 b) and Lemma A.3,
an artifact at (y, η) 6= (x, ξ), generated by (x, ξ), is 2k orders smoother than the original
singularity, if (y, η) cannot be obtained from (x, ξ) by a rotation around an edge.
d’) Let (x, ξ) ∈WF(f) ∩ Vej be an edge singularity. Due to Theorem 3.3 c) and Lemma A.4,
the artifacts it generates are k orders smoother than itself.
We, however, still cannot describe the reconstructions of the boundary singularities (as in two
dimensional problem). Moreover, it is not clear how strong the artifact is if it is obtained from
an original singularity by both a rotation around an edge and a vertex. These issues are left to
a future research.
18As in Discussion 3, the element (x, ξ) in the below discussion may play the role of (y, η) in the definition of
Λj .
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4 Concluding remarks
It is clear that our results can be generalized to any n dimensional space, where Γ is a generalized
rectangle in Rn−1.
We point out here several possible research directions that may grow out from this article
1) In this article, we assume that the observation surface Γ is flat. More precisely, we assume
Γ = {0} × [−1, 1], for n = 2,
and
Γ = {0} × [−a, a]× [−b, b], for n = 3.
It is natural to ask what happens if Γ has other shapes? This issue will be addressed in
our up coming work [BN].
2) Another direction of study is the investigate the full data problem when the observation
surface S is not smooth (although enclosing the support of f). This has practical applica-
tion, since the rectangular geometry has been common used in practice.
3) The method developed in this article can be used to study the limited data problems for
other integral transforms, such that elliptical and cylindrical transforms.
Finally, it is also worth mentioning again that questions raised in Discussions 2 and 4 are
also interesting issues to investigate.
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A Appendix
The appendix consists of three parts. Appendix A.1 is dedicated to some asymptotics results
needed for the proof of Theorems 2.2 and 3.3. In Appendix A.2, we state some basic rules for
calculus of wave front set which are used through out the article. Finally, two types of Fourier
distributions are introduced in Appendix A.3. The first type has the canonical relation defined
by the rotations around a point, whereas the second type defined by rotations around a line.
A.1 Asymptotics of an oscillatory integral
The following asymptotic results are used in the proof of Theorems 2.2 and 3.3.
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Lemma A.1. Let h ∈ C∞([c, d]), we define
A(s, t, λ) =
d∫
c
e−2 i (s−t) τ λ h(τ) dτ.
Then, A ∈ C∞(R× R× R). Moreover,
i) If supp(h) ⊂ [c, d) and h vanishes to order k at τ = c, then
A(s, t, λ) = e−2 i (x2−y2) c λ a(s, t, λ),
where a(s, t, λ) is a classical symbol of order −k − 1 when s 6= t, with the leading term
a−k−1(s, t, λ) =
h(k)(c)
[2 i (s− t)λ](k+1) .
ii) If supp(h) ⊂ (c, d] and h vanishes to order k at τ = d, then
A(s, t, λ) = e−2 i (s−t) d λ a(s, t, λ),
where a(s, t, λ) is a classical symbol of order −k − 1 when s 6= t, with the leading term
a−k−1(s, t, λ) =
−h(k)(d)
[2 i (s− t)λ](k+1) .
iii) If h vanishes to order k at τ = c, d, then
A(s, t, λ) = e−2 i (x2−y2) c λac(s, t, λ) + e−2 i (s−t) d λ ad(s, t, λ),
where ac and ad are classical symbol of order −k − 1 when s 6= t, with the leading terms
respectively
ac,−k−1(s, t, λ) =
h(k)(c)
[2 i (s− t)λ](k+1) , ad,−k−1(x, y, λ) =
−h(k)(d)
[2 i (s− t)λ](k+1) .
Proof. The smoothness of A is obvious. It remains to prove i), ii), and iii).
We only need to prove i). The proof of ii) is similar. The proof of iii) can be reduced to
those of i) and ii) by decomposing h = hc + hd, where hc, hd satisfy the condition of h in i) and
ii), respectively.
Let us proceed to prove i). We have, using integration by parts, for s 6= t
A(s, t, λ) =
1
−2i (s− t)λ
d∫
c
[
e−2 i (s−t) τ λ
]
τ
h(τ) dτ
=
1
−2i (s− t)λe
−2 i (s−t) τ λ h(τ)
∣∣∣d
c
− 1−2i (s− t)λ
d∫
c
e−2 i (s−t) τ λ h′(τ) dτ.
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Since h(τ) = 0 near τ = d, we obtain
A(s, t, λ) =
h(c)
2i (s− t)λe
−2 i (s−t) c λ
+
1
2i (s− t)λ
d∫
c
e−2 i (s−t) τ λ h′(τ) dτ.
Continuing the integration parts, we arrive to
A(s, t, λ) =
k+1∑
l=0
h(l)(c)
[2i (s− t)λ]l+1 e
−2 i (s−t) c λ
+
1
[2i (s− t)λ]k+2
d∫
c
e−2 i (s−t) τ λ h(k+2)(τ) dτ.
Since, h(l)(c) = 0 for 0 ≤ l ≤ k − 1,
A(s, t, λ) = e−2 i (s−t) c λ
{ h(k)(c)
[2i (s− t)λ]k+1 +
h(k+1)(c)
[2i (s− t)λ]k+2
+
1
[2i (s− t)λ]k+2
d∫
c
e−2 i (s−t) (τ−c)λ h(k+2)c (τ) dτ
}
.
Using similar integration by parts, we can easily prove that
d∫
c
e−2 i (s−t) (τ−c)λ h(k+2)(τ) dτ
is a classical symbol of order 0 when s 6= t. This finishes our proof.
A.2 Calculus for wave front sets
We extract here some rules for calculus of wave front sets (see, e.g., [Ho¨r71, Ho¨r03]):
1) Propagation of wave front set under linear map: Let T be the linear transformation
defined by the Schwartz kernel µ ∈ D′(X ×Y ) satisfying WF(µ)′ ⊂ (T∗X \ 0)× (T∗Y \ 0).
Then
WF(T u) ⊂WF(µ)′ ◦WF(u).
This rule is used in Discussions 1,2,3 and 4 to explain the reconstruction of singularities
(due to the wavefront set of µ on ∆) and generation of singularities (due the the wavefront
set of µ on other Lagrangian manifolds).
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2) Product rule: Let u, v be two distributions on the same space X. Then the product uv
is well defined unless (x, ξ) ∈WF(u) and (x,−ξ) ∈WF(v) for some (x, ξ). Moreover,
WF(uv) ⊂ {(x, ξ + η) : (x, ξ) ∈WF(u) or ξ = 0, (x, η) ∈WF(v) or η = 0}.
This rule is used in the proof of Propositions 2.1 and 3.1.
3) Composition rule: Let T1, T2 be linear transformations defined by the Schwartz kernels
µ1 ∈ D′(X × Y ), µ2 ∈ D′(Y × Z) satisfying WF(µ1) ⊂ (T∗X \ 0) × (T∗Y \ 0) and
WF(µ2) ⊂ (T∗Y \ 0)× (T∗Z \ 0). Let µ be the Schwartz kernel of T1 ◦ T2, then
WF(µ)′ ⊂WF(µ1)′ ◦WF(µ2)′.
In particular, if WF(µ1) = −WF(µ1) and WF(µ2) = −WF(µ2), then
WF(µ)′ ⊂WF(µ1) ◦WF(µ2).
This rule is used in the proof of Propositions 2.1 and 3.1.
A.3 Related Fourier Distributions
In this section, we only introduce some special Fourier distributions which are needed in this
article. The reader is referred to, e.g., [Ho¨r71, Tre`80b] for the general theory of the topic. Let
Ω ⊂ Rn be an open set and φ = φ(x, y, λ) ∈ C∞(Ω× Ω× (RN \ 0)) satisfy
1) φ is homogeneous of degree 1 in λ,
2) φx 6= 0 and φy 6= 0 on the set
C = {(x, y, λ) ∈ Ω× Ω× (RN \ 0) : dλφ = 0}.
Such as function φ is called an operator phase function. Let us define Λ ⊂ (T∗Ω\0)×(T∗Ω\0)
by
Λ = {(x, dxφ; y,−dyφ) : (x, y, λ) ∈ C}.
Then, Λ is called the homogeneous canonical relation associated to φ.
Let us define µ ∈ D′(Ω× Ω) by
µ(x, y) =
∫
RN
eiφ(x,y,λ) a(x, y, λ) dλ,
where a(x, y, λ) ∈ Sm+(n−N)/2(Ω × Ω × RN ) 19. Then, µ is a Fourier distribution of order m
whose canonical relation is Λ. We write µ ∈ Im(Λ). The linear operator T : D(Ω) → D′(Ω)
whose Schwartz kernel is µ is a Fourier integral operator (FIO) of order m. With a slight abuse
of notation, we also write T ∈ Im(Λ).
The following result (see [Ho¨r71, Theorem 4.3.2]) will be used to analyze the mapping prop-
erties of the FIOs discussed below:
19The reader is referred to [Ho¨r71, Tre`80b] for the definition of the symbol class Sp(Ω × Ω × RN ). The order
p = m+ (n−N)/2, required in the above definition, is specified in, e.g., [Ho¨r71, pp. 115].
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Theorem A.2. Let Λ ⊂ (T∗Ω\0)×(T∗Ω\0) be a homogeneous canonical relation such that both
of its left and right projections on Ω have surjective differentials. Assume that the differentials
of the left and right projections Λ → T∗Ω have rank at least k + n. Then, every T ∈ Im(Λ)
maps continuously from Hscomp(Ω) to H
s−m−n−k
2
loc (Ω).
In the below discussion, we introduce two classes of Fourier distributions whose canonical is
defined by rotations around a point or a line, respectively.
Fourier distributions associated to rotations around a point. Let us now introduce the
class of Fourier distributions whose canonical relation is defined by the rotations around a point.
This class of Fourier distributions is used in the statement and proof of Theorem 2.2 b) (namely,
the class Im(Λ±)) and Theorem 3.3 b) (the class Im(Λj), j = 1, . . . , 4).
Let x0 ∈ Rn such that x0 6∈ Ω. We define
µx0(x, y) =
∫
R
ei(|x−x0|
2−|y−x0|2)λa(x, y, λ)dλ, (12)
where a ∈ Sm+n−12 (Ω× Ω× R). Then µx0 ∈ Im(Λx0) where
Λx0 = {(x, τ(x− x0); y, τ(y − y0)) ∈ (T∗Ω \ 0)× (T∗Ω \ 0) : |x− x0| = |y − x0|}
is the canonical relation defined by the rotations around x0.
The following result, which is a direct consequence of Theorem A.2, is used in Discus-
sions 2 & 4:
Lemma A.3. Let T be the linear operator whose Schwartz is µx0. Then, T maps continuously
from Hscomp(Ω) to H
s−m−n−1
2
loc (Ω).
Proof. We only need to apply Theorem A.2 with k = 1.
Fourier distributions associated to rotations around a line. Let us now only consider
Ω ⊂ R3. We introduce a class of Fourier distributions, whose canonical relation is defined by
the rotations around a straight line. This class of Fourier distributions appears in the statement
and proof of Theorem 3.3 c) (the class Im(Λj), j = 5, . . . , 8). For notational ease, given each
x = (x1, x2, x3) ∈ R3, we will write x′ = (x1, x2) and x′′ = (x1, x3).
Let a = (a1, a2) ∈ R2 such that the vertical line
`v,a := {z ∈ R3 : z′ = a} = {a} × R
does not intersect Ω. We define the Fourier distribution µa ∈ D′(Ω× Ω) by
µa(x, y) =
∫
R2
ei
[
(|x′−a|2−|y′−a|2) ξ1+2(x3−y3)ξ2−(x3−y3)2 ξ1
]
a(x, y, ξ) dξ,
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where a(x, y, ξ) ∈ Sm+ 12 (Ω× Ω× R2). Then µa ∈ Im(Λa), where
Λa = {(x, τ (x− z); y, τ (y− z)) ∈ (T∗Ω \ 0)× (T∗Ω \ 0) : x3 = y3, |x− z| = |y− z|, z ∈ `v,a}
is the canonical relation defined by the rotations around the vertical line `v,a.
Similarly, let b = (b1, b3) ∈ R2 such that the horizontal line
`h,b := {z ∈ R3 : z′′ = b} = {b1} × R× {b3}
does not intersect Ω. We define
µb(x, y) =
∫
R2
ei
[
(|x′′−b|2−|y′′−b|2) ξ1+2(x2−y2)ξ2−(x2−y2)2 ξ1
]
a(x, y, ξ) dξ,
where a(x, y, ξ) ∈ Sm+ 12 (Ω× Ω× R2). Then µb ∈ Im(Λb), where
Λb = {(x, τ (x− z); y, τ (y− z)) ∈ (T∗Ω \ 0)× (T∗Ω \ 0) : x2 = y2, |x− z| = |y− z|, z ∈ `h,b}
is the canonical relation defined by the rotations around the horizontal line `h,b.
The following lemma, which is a direct consequences of Theorem A.2, is used to analyze the
strength of the edge artifacts in three dimensional problem (see Discussion 4):
Lemma A.4. Let T be the linear operator whose Schwartz is µa or µb. Then, T maps contin-
uously from Hscomp(Ω) to H
s−m− 1
2
loc (Ω).
Proof. We only need to apply Theorem A.2 with n = 3 and k = 2.
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