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Abstract--Two-stage stochastic mixed-integer programming 
models are formulated for minimizing expected cost or 
Conditional Value-at-Risk (CVaR) of a long-term power 
generation expansion planning problem incorporating load 
duration curves. The multivariate stochastic processes, such as 
electricity demands and fuel prices, are modeled as geometric 
Brownian motion (GBM) processes. Scenario paths for their 
future evolution are generated by statistical extrapolation of 
long-term historical trends. The size of the scenario set is 
controlled by using increasing length time periods in a tree 
structure. Nevertheless, some method of scenario thinning is 
necessary to achieve manageable solution times. To mitigate the 
computational complexity of the forward selection heuristic for 
scenario reduction, a combined heuristic scenario reduction 
method named Forward Selection in Wait-and-see Clusters 
(FSWC) is applied to the large scenario set. Numerical results for 
a twenty year generation expansion planning case study indicate 
substantial computational savings to achieve similar solutions as 
those obtained by forward selection alone.  
Index Terms--Power generation expansion planning, 
stochastic programming, scenario generation, scenario reduction 
I.  INTRODUCTION 
Indices: 
i Index for scenarios 
t Index for subperiods in the planning horizon 
y Index of years 
g Index for generator type 
Set: 
Ω The set of possible scenario in the future 
G The set of generation technology of which the 
number is limited  
tY The year to which the subperiod t belongs 
Decision variables: 
gtU The number of generators of type g to be built in 
subperiod t, integer  
gtiE Power  provided by generator type g in subperiod t 
under scenario i, MW 
tiUE Unserved energy in subperiod t in scenario i, MWh 
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Decision variable related to risk: 
α Value-at-risk: for proportion 1-β  of scenarios, the 
total cost is greater than threshold α  
iσ  The maximum of either the expect cost exceeds the 
threshold α or zero. 
Parameters: 
pi The probability that scenario i occurs 
gb Total cost to build a generator of type g, discounted 
to beginning of construction period, $/MWh 
gfm Fixed O&M cost of generator type g 
max
gm Installed capacity of generator type g, MW 
th Total hours in subperiod t 
r Annual interest rate for cost discounting 
Pc Penalty for unserved energy, $/MWh 
gn Capacity factor of type g 
gI The total generation capacity of generators of type g 
at the beginning of the planning horizon 
max
gu The maximum number of generators of type g to be 
built over the planning horizon 
Scenario related parameters 
gtic Generation cost for generator type g in year t under 
scenario i, $/MWh 
tid Annual electricity demand in year t under scenario i, 
MWh 
Conditional value-at-risk parameters: 
β A specific probability level for value-at-risk
δ Risk-aversion parameters 
II. INTRODUCTION
Uncertainty is inherent in long-term planning problems.
Stochastic programming (SP) is a natural approach for 
modeling it. A stochastic program can be viewed as a 
mathematical program with uncertain values for some 
parameters. These parameters are most accurately described 
by continuous probability distributions. However, except in 
some trivial situations, it is hard to directly solve these 
problems. Hence, in most applications, the continuous 
distributions or stochastic processes are approximated by 
discrete distributions with a finite number of scenarios. The 
discretization procedure is often named scenario generation. 
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Many researchers have discussed approaches for generating 
appropriate scenarios. One of the most common ones is to 
sample directly from the specified marginal distribution and 
correlation matrix [1]. If the marginal distribution functions 
are not known exactly, they could be described by their 
moments (mean, variance, skewness, etc.) or other statistical 
properties. Thus, a method of moment matching has been 
developed for scenario generation. In particular, Høyland and 
Wallace [2] proposed a moment matching method to generate 
a finite number of scenarios with a tree structure. The 
underlying idea is to construct scenarios and their 
corresponding probabilities by approximating the specified 
statistical properties according to the available degrees of 
freedom. Alternatively, scenarios can also be generated by 
path-based methods, which evolve the stochastic process to 
generate complete paths [3]. The structure of the resulting set 
of paths is called a “fan.”  
Based on the obtained scenarios, a two-stage stochastic 
program is frequently applied to solve the scenario-based 
problems. In this approach, the decision variables are 
separated into two sets: the first-stage decisions and the 
second-stage decisions. The first-stage decision variables that 
are not directly related to scenarios must be identified before 
the uncertain quantities are realized. In the second stage, more 
detailed, "wait and see" decisions are taken after the 
realization of uncertainties. Assuming scenario independence, 
the constraint coefficients form a large block-diagonal matrix 
in which each block describes the same constraint structure 
with scenario-specific parameters. Because of this special 
structure, several decomposition methods have been used to 
solve the two-stage model [4]. However, a large number of 
scenarios may limit the tractability of solution, even when 
using decomposition techniques. To attain reasonable 
computation times, it is natural to try to approximate the 
original scenario set with a subset that has many fewer 
scenarios but retains essential features. Many researchers 
developed scenario reduction methods in the past decade. The 
idea of the scenario reduction framework in [5], [6] derives 
from quantitative stability results in terms of a particular 
probability metric, resulting in two scenario reduction 
approaches, termed forward selection (FS) and backward 
reduction. Reference [6] extends the original idea addressed in 
[5], and improves the iteration procedure, achieving a new 
version of forward selection and simultaneous backward 
reduction with considerable performance improvement. The 
scenario reduction techniques of [6] have been used in 
stochastic programming in a power management context [7]. 
However, the scenario reduction strategies developed above 
are based on upper bounds of the particular probability metrics 
rather than on the metrics themselves.  Reference [8] extends 
the earlier work by relying directly on the probability metrics.  
The classical scenario reduction method focuses only on the 
scenario parameters, and fails to account for where the 
uncertainties appear in the mathematical formulation or their 
impacts on the solution. To incorporate the influences from 
the first-stage decisions on scenario reduction, a combined 
heuristic scenario reduction method named Forward Selection 
in Wait-and-see Clusters (FSWC) [9] is applied in this paper. 
This method requires solving the deterministic "wait-and-see" 
problem for every individual scenario to obtain scenario-
specific first-stage decisions. After clustering the first-stage 
decisions into groups based on their similarities, forward 
selection is applied to choose a single scenario from each 
cluster to form a selected scenario set with prescribed 
cardinality. 
As an application of FSWC in practice, a simplified 
generation expansion planning problem is solved based on this 
approach. Power generation expansion planning (GEP) is a 
complex multiple-year problem that aims to determine the 
timing and technology choices for generation investments over 
a long planning horizon under economic criteria while 
ensuring that expected electricity demand growth is met [10]. 
During the past decades, the traditional GEP involved solving 
centralized planning problems to identify plans that would 
minimize costs for the whole system even under adverse 
conditions. The typical objective function has been the 
expected sum of discounted costs, including investment cost 
for generating units, operation and maintenance costs, salvage 
values, and penalties for unserved energy.  
      A number of papers focus on power generation expansion 
planning. Among them, reference [11] is one of the early 
papers that discuss minimizing the investment and operation 
cost under uncertainty in terms of centralized GEP. However, 
it only addresses expected cost minimization, and ignores the 
computational issues related to scenarios. References [12] and 
[13] also try to minimize the investment, operation cost and 
salvage cost by taking into account more factors such as 
maximum capacities of each generation technology, loss of 
load probability and reserve margin; but they neglect the 
uncertainties of power demands and fuel prices. In addition, 
there is no guarantee that the solutions obtained by their 
heuristic methods are optimal. To achieve a more reliable 
expansion strategy minimizing expected total cost, we use a 
scenario based two-stage stochastic GEP model [14]. The 
FSWC heuristic scenario reduction method  is applied in [14] 
to mitigate the computational burden after scenario generation 
by incorporating GBM process and moment matching method.  
However, reference [14] accounts only for yearly electricity 
demand, ignoring the variation in load levels in each year, and 
does not consider the investment risk associated with a long 
planning horizon. In this paper, we divide years into 
subperiods according to the load duration curve (LDC). In 
addition, a risk measure called Conditional Value-at-Risk 
(CVaR) is used to limit the exposure to excessive cost. Two-
stage models are formulated to incorporate both features. One 
of the models focuses on minimizing the expected investment, 
operation cost and penalty from unmet energy. The other one 
minimizes a weighted combination of expected cost and 
CVaR. Their constraints consist of ensuring that system 
demand is met in each period by the available generation 
capacity and limiting the number of certain generator types 
installed. Unlike the FSWC method presented in [14], which 
summarizes first stage decisions in terms of the cumulative 
numbers of generators of each type, the revised FSWC method 
 3 
in this paper includes a more detailed description of the 
differences between different expansion strategies. Based on 
these differences, impacts of different scenarios on expansion 
strategy are recognized more clearly than before, and thus 
better clusters and scenario subsets are identified.   
     The paper is organized as follows. Section III presents the 
two simplified long term centralized GEP models, one for 
minimizing expected total cost, and the other for minimizing 
the weighted sum of expected cost and CVaR. Section IV 
presents the scenarios generated by the moment matching 
method. Section V describes our revised FSWC heuristic 
scenario reduction method. The related numerical results and 
comparisons between the FS and the FSWC methods are 
provided in Section VI. Finally, Section VII provides 
conclusions. 
III.  GENERATION EXPANSION PLANNING MODEL 
Developing a long term investment plan for power 
generation expansion requires a model that includes extensive 
uncertainties. Among these uncertainties, electricity demand 
growth is often modeled as a stochastic process. Several 
additional sources of uncertainty may also have an impact on 
future planning activities, such as the fuel cost, government 
policies and so on. We assume that the policies adopted by 
government are stable. Thus, fuel cost is the other major 
uncertainty in this paper. According the information provided 
by the Energy Information Administration  (EIA) of the U.S. 
Department of Energy, coal and natural gas are the major fuels 
for electricity generation in the U.S., with coal accounting for 
45% and gas used to generate 23% of electricity generated in 
2009 [15]. The price of coal has been relatively stable for the 
past 20 years but natural gas price has fluctuated considerably 
more [16], [17]. We consider annual electricity demand and 
average natural gas price as the only uncertain quantities in 
this paper. Two models are formulated as below. 
A.  Minimization of expected cost 
The GEP model minimizing expected total cost which 
includes investment, generation cost and penalty for unserved 
energy under operation and generator quantity limits is: 
Objective function 
, ,
min
gy gti ti
i iU E UE i
p ξ∑                 (1) 
 ( ) ( ) 1max 1 yi g g g gyy g b fm m U rξ
−= + +∑ ∑  
    ( ) ( ) 11
t
y
gti gti tit Y g
c E PcUE r −
∈
+ + +∑ ∑    (2) 
Constraints 
Limitation on expansion of some generator types: 
 maxgy gyU u≤∑  , g G∀ ∈             (3) 
Generation capacity: 
 ( )max
t
gti t g g gy gy Y
E h n m U I
≤
≤ +∑  , , ,g t i∀       (4) 
Energy balance: 
 t gti ti tigh E UE d+ =∑  , ,t i∀            (5) 
Nonnegativity: 
 , , 0gy gti tiU E UE ≥  , , , ,g y t i∀            (6) 
The objective function (1) indicates the purpose of 
indentifying an expansion and generation plan that achieves 
the minimum expected cost over all possible scenarios. The 
expected discounted cost includes investment cost, generation 
(including maintenance) cost and penalty cost from unserved 
energy over the whole planning horizon. The investment 
decisions, gyU , are the first-stage decision variables, while 
gtiE  and tiUE  are second-stage decisions that depend on the 
scenario realization. Due to financial capacity, environmental 
impacts, reliability of power system and other drivers, the total 
number of some types of generators to be built tends to be 
bounded, as formulated in (3). Constraint (4) represents 
capacity constraints of existing and new generators. Constraint 
(5) determines the unserved energy in each scenario as the 
difference between the electricity demand and the total energy 
provided by generators in each time period.  
B.  Minimization of expected cost and CVaR 
In this model, risk is measured by Conditional Value-at-
Risk (CVaR), which can be optimized by including linear 
constraints and terms [18]. The CVaR based GEP model is 
formulated as follows. 
Objective function 
( ) 1
, , , ,
min 1
gy gti ti i
i i i iU E UE i i
p p
σ α
ξ δ α β σ− + + − 
 
∑ ∑     (7) 
Risk related constraints 
i iσ ξ α≥ −  , i∀               (8) 
, 0iσ α ≥  , i∀                 (9) 
    The CVaR-based GEP model includes equations (2)-(9), 
where (7) is the objective function. The purpose of this model 
is to minimize a weighted combination of expected cost and 
CVaR.  
IV.  SCENARIO GENERATION 
It is generally not feasible to solve a mathematical program 
with uncertain parameters described by continuous 
distributions. The common approach is to form an 
approximation of the original continuous stochastic process or 
underlying distribution by discretization, which is termed 
scenario generation. We choose a tree structure in this paper 
because the size of a tree can be controlled by its structure [2]. 
According to the approach mentioned in [14], scenarios are 
generated by making use of a moment matching method 
incorporating GBM processes. 
A.  Division of the planning horizon 
The number of subperiods in the planning horizon 
influences the size of the scenario tree. In our 20-year case 
study, if every year in the planning horizon is viewed as an 
individual period, and just two realizations branch from each 
node, there would be 220 leaves of the scenario tree. Thus, we 
wish to divide the planning horizon into fewer periods. As the 
decision maker may mainly focus on the decisions in the 
immediate future, we divide the horizon into increasing length 
periods – short periods early in the planning horizon and 
longer periods further in the future. Fig.1 shows one such way 
of dividing the planning horizon.  
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Fig1. Division of the planning horizon time into increasing length periods 
In this method of dividing the time horizon, each year was 
considered as a period in the first four years; then two years 
were viewed as a period in the latter six years; the length of 
the first three periods in the last ten years is 3 years, and the 
final period included four years.   
B.  Generated scenarios 
As mentioned before, only annual electricity demand and 
average natural gas price were considered as random 
variables. Relying on the assumption that these two time series 
satisfy GBM process and their verification in [14], the 
scenarios are generated based on a moment matching method. 
The details are exhibited in [14] as well. The whole scenario 
set is projected on the demand vs. time plane and the gas price 
vs. time plane respectively, as illustrated in Fig.2 and Fig.3. 
 
Fig.2 Generated scenario tree: demand vs. time 
 
Fig.3 Generated scenario tree: gas price vs. time 
V.  SCENARIO REDUCTION 
The computational effort for solving scenario-based 
optimization depends mainly on the number of scenarios even 
if decomposition techniques are used.  The huge number of 
scenarios that frequently result from the scenario generation 
process limits tractability. Thus, it is essential to approximate 
the original scenarios with a subset that has a much smaller 
number of scenarios, but can well approximate the original 
scenario set. Existing scenario reduction methods control the 
approximation’s goodness-of-fit according to probability 
metrics. The common scenario reduction method, forward 
selection (FS), obtains the selected scenarios by recursive pair-
wise comparisons of the distances between scenarios. . 
However, FS only accounts for the parameters of scenarios 
and their corresponding probabilities, but not for the decision 
variables, cost function or where the uncertainties appear in 
the mathematical programming formulation.  Thus, FS is a 
problem independent scenario reduction method, which will 
lead to the same subset of scenarios no matter whether the 
uncertain parameters exist in cost coefficients, constraint 
right-hand sides or the constraint coefficient matrix. 
Therefore, we use an alternative new heuristic scenario 
reduction method that considers the impacts of scenarios on 
first-stage decision variables instead of directly selecting 
scenarios based only on distances among them. 
The heuristic scenario reduction method we use here is 
named Forward Selection in Wait-and-see Clusters (FSWC) 
[9]. As mentioned before, FSWC aims to incorporate the 
impact of each scenario on first-stage decision variables and 
may be especially effective when problems are solved 
repeatedly over with a rolling horizon. For either model, to 
measure the impacts of scenarios on the first-stage decision 
variables, a deterministic wait-and-see problem for each 
scenario, k, is created by setting scenario probability 1kp = , 
with 0ip = , i k≠ , and substituting the scenario related 
parameters by those for scenario k only. These deterministic 
wait-and-see problems are solved individually to measure the 
impacts of scenarios on the first-stage decisions.  
The above deterministic wait-and-see problem is solved for 
each scenario and the first-stage decisions are recorded. 
Because a large scale stochastic program often includes a large 
number of first-stage variables, it is difficult to track the 
impact on each of them. Therefore, it is reasonable to focus on 
the impact on the so-called key first-stage variables which 
were originally defined in [9] to be those variables that 
determine the other first-stage variables. As a simple example, 
if there are only two kinds of variables involved in first-stage 
variables, where one is the fuel purchased from market in each 
period and the other one is the power generated from a given 
power plant, then fuel amounts purchased will be key 
variables since the amount of fuel limits the amount of 
generation. The definition of key first-stage variables has been 
extended to include those variables that differ significantly 
according to scenarios [14]. For example, if the number of 
power plants that exist in each year are the only first-stage 
variables in a stochastic program, and the electricity demand 
in every year is the only uncertain parameter, then the number 
of power plants in the last few years of the planning horizon 
can be considered as key first-stage variables, as they 
represent targets for the expansion plan to achieve. The ending 
numbers of power plants can partially reflect the trend of the 
electricity demand more clearly than the earlier numbers of 
plants. The FSWC method implements forward selection 
within clusters of scenarios formed according to the similarity 
of those key first-stage variables. The clustering process is 
repeated as necessary to force the number of clusters to satisfy 
the desired cardinality of the reduced scenario set.  
However, the FSWC method presented in [14] only 
accounted for the cumulative number of each type of generator 
derived from each expansion strategy, and weighted each type 
of generator equally. It is not sufficient to reflect the 
dissimilarities among expansion strategies because a base-load 
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generator has much more capacity than a peak-load generator 
does. To better measure the differences among expansion 
strategies, the total capacity of each type of generator is 
calculated for each of the last several years. Based on these 
differences, impacts of different scenarios on expansion 
strategy are recognized more clearly than before, and thus 
better clusters and scenario subsets are obtained. The details of 
the revised FSWC procedure are presented below: 
Forward Selection in Wait-and-See Clusters (FSWC): 
Step I: Set the cardinality of the reduced scenario set to n, 
solve the deterministic wait-and-see problem based on each 
scenario, and retain the values of the first-stage variables 
(expansion strategies, Ugy); 
Step II:  
1. Group the original scenarios into the same cluster if their 
first-stage decisions are the same; if the number of cluster 
Gn  is less than or equal to n  then go to Step IV. 
Otherwise, for each cluster 1, , Gk n=  : 
2. Calculate the cumulative number of built generators 
( ) ( )
1
Yk k
Y gyy
V U
=
= ∑ , and total capacity of each type of 
generator in each year; form a row vector 
( ) max ( )
1[ ]
k k
g Y NV n V ×= ×  for each expansion strategy, where
| | | |N g y= × ; 
3. For each scenario ( )1, , ki r= … , calculate the investment, 
generation cost and penalty given that cluster’s expansion 
strategy, and form a cost vector for the strategy. Assume 
the probabilities of scenarios that result in the same 
expansion strategy are ( )( ) ( ) ( ) ( )1 2[ , , , ]k
k k k k
r
P p p p=  ,. The 
investments, generation costs and penalties form a matrix 
( )
( )
3
[ , , ] kk i i i rF inv gen penalty ×= , and then the cost vector 
for the strategy is obtained by 
( )
( ) ( ) ( ) ( )
1
krk k k k
ii
C P F p
=
= × ∑ ; 
4. Combine the obtained two vectors in 2 and 3 into a vector
( ) ( )[ , ]k kV C , and normalize ( )kV  and ( )kC  to have similar 
magnitudes. 
Step III: Cluster the Gn groups of key first-stage decisions into 
n clusters by applying the k-means method under the 2l -norm 
to their corresponding vectors ( ) ( )[ , ]k kV C , and form the 
corresponding  n clusters of original scenarios at the same 
time; 
Step IV: Apply the FS method to select one scenario from 
each cluster of the original scenarios. 
Note that, according to these clustering criteria, including 
CVaR components does not affect the scenario reduction. 
VI.  CASE STUDY 
We implemented the GEP models (1)-(6) and (2)-(9), 
respectively, on a hypothetical system based on the US 
Midwest involving six types of generators over a 20 year 
horizon. The generator types include base-load (coal), gas 
combined cycle (CC), gas combustion turbine (CT), nuclear, 
wind (farm) and integrated gasification combined cycle 
(IGCC). Because, according to [21] and [22], there is no 
evident intention to expand hydropower in the US Midwest in 
the next decades, we do not include it as an expansion option. 
Considering the reliability of power system and security of 
environment, the available numbers of nuclear and wind farms 
are restricted in both models. The related data of each type of 
generator in the system, shown in Table I, were collected from 
EIA reports [19], [24], [25]. Unlike the dispatchable 
generation, the availability of wind power is intermittent. We 
use an average capacity factor of 0.3 to estimate its potential 
generation level in each subperiod, as in [23]. Modeling the 
variability of wind due to weather conditions would require a 
detailed simulation of commitment and dispatch, which is 
beyond the scope of this paper. The investment costs were 
obtained as in [20], using discount rate r = 0.08. We formed a 
LDC based on MISO data from 2010, and divided it into 3 
subperiods by assuming the 5% of hours with highest demand 
to be the peak-load demand period, the 60% of hours with 
lowest demand to be the base-load demand period, and the rest 
be the intermediate-load demand period. The illustration of 
LDC and the related statistics are presented in Table II and 
Fig.4, respectively.  
TABLE I 
 PARAMETERS OF EACH TYPE OF GENERATOR  
 Coal CC CT Nuclear Wind IGCC 
𝑚𝑚𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚 (MW) 600 400 230 1350 50 380 
𝑛𝑛𝑔𝑔 (%) 84.6 84.6 80.0 90.2 30.0 81.0 
𝑐𝑐𝑔𝑔0($/MWh) 14.5 22.6 37.8 0.4 0 11.1 
Growth rate of  𝑐𝑐𝑔𝑔(%) 3 * * 3 0 3 
𝑢𝑢𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚 - - - 25 150 - 
𝐼𝐼𝑔𝑔(MW) 21375 11000 11000 8800 2450 11250 
𝑓𝑓𝑚𝑚𝑔𝑔($/MW) 28150 11960 10770 92040 30980 47150 
𝑏𝑏𝑔𝑔($/MW) 964922 371102 312963 1336759 895283 1078495 
* Generation costs of CC and CT are scenario dependent parameters 
TABLE II 
 THE LDC STATISTICS OF MISO IN 2010 
Subperiods Hours Load percentage in each subperiod (%) 
Peak-Load 438 7.13 
Intermediate-Load 3066 39.62 
Base-Load 5256 53.25 
By assuming that the shape of the LDC in each year of the 
study horizon is similar to that in 2010, the load of each 
subperiod in the future will be obtained by applying the load 
percentages in Table I in 2010 to the selected scenarios.  
As a baseline for comparison, we applied FS to select 
scenarios from the original scenario set. To compare the 
outputs of FS and FSWC, various cardinalities of selected 
scenario sets were obtained. Considering the computational 
complexity to select from the large original scenario sets, the 
selected sets had modest cardinalities of 30, 40, 50 and 100. 
Due to space limitation, we present only the two sets of 100 
selected scenarios obtained by the FS and FSWC methods.  
Because one of the purposes of generation expansion planning 
is to satisfy demand over the long-term horizon, we set the 
penalty for unserved energy to a large value, 710Pc = $/MWh. 
The purpose of the model (2)-(9) is not only to minimize 
expected costs, but also the weighted CVaR (with β = 0.95). 
The weight on the risk term is set to a nominal value of
0.8δ = . The scenario reduction procedures and stochastic 
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programming solution process were implemented by using 
Matlab and CPLEX with the interface provided by Tomlab on 
computers with 3GHz CPU. The outcomes derived from FS 
and FSWC methods are compared comprehensively. 
 
Fig.4 LDC of MISO in 2010 and its division 
A.  Reduced scenarios 
We present the scenarios selected by FS and FSWC in Fig.5 
to Fig.8.  The reduced scenario sets obtained by both reduction 
heuristics have similar contours with respect to annual 
electricity demands, but differ somewhat according to the 
natural gas prices. One explanation is that, because of the high 
penalty for unserved energy, the electricity demand receives 
more attention in the FSWC method than the natural gas price 
does. In contrast, the FS method measures scenario distances 
that weight annual electricity demand and natural gas price 
equally. 
 
Fig.5 100 scenarios selected by FS method: demand vs. time 
 
Fig.6 100 scenarios selected by FS method: gas price vs. time 
 
Fig.7 100 scenarios selected by FSWC method gas: demand vs. time 
 
Fig.8 100 scenarios selected by FSWC method: gas price vs. time  
B.  Expansion strategies 
To assess the performance of solutions based on the reduced 
scenario sets, GEP models (1)-(6) and (2)-(9), respectively, are 
solved on the reduced scenario sets to obtain the optimal first-
stage decisions, shown in Fig.9 to Fig.12. The expansion 
strategies based on the two scenario reduction methods have 
only minor differences. Because incentives such as the 
production tax credit and constraints such as renewable 
portfolio standards for wind energy are not considered in this 
study, wind farms lack competitiveness due to their high fixed 
O&M and building costs.  
. Tables III and IV summarize the investment cost, 
generation cost and penalty for unmet energy for model (1)-(6) 
based on scenarios selected by the two reduction methods, 
respectively, and also illustrate the performance of the 
expansion strategies with respect to the original scenarios. 
Tables V and VI summarize the same contents and CVaR for 
model (2)-(9). The FSWC method provides results similar to 
or even better than FS in every cost category. Because any 
unserved energy is penalized by 710 $/MWh, the penalties in 
expected cost with respect to all scenarios indicate that only a 
small amount of demand is unsatisfied over the planning 
horizon. Considering the computational times summarized in 
Tables III to VI, FS is impractical for selecting modest 
scenario subsets from large scenario sets. In contrast to the 
unsatisfactory performance of FS for these large scenario sets, 
FSWC requires computational times ranging from 31% of that 
for FS when selecting 30 scenarios to about 11% when 
selecting 100 scenarios. But it results in very similar first-
stage decisions and lower expected costs with respect to the 
original scenario sets in most cases. Moreover, the time 
required for FSWC is approximately constant over different 
reduced set cardinalities.  
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Fig.9 Cumulative number of units obtained with FS 100-scenario set for 
minimizing expected total cost model 
 
Fig.10 Cumulative number of units obtained with FSWC 100-scenario set for 
minimizing expected total cost model 
 
Fig.11 Cumulative number of units obtained from FS 100-scenario set for risk 
incorporated model (δ = 0.8) 
 
Fig.12 Cumulative number of units obtained from FSWC 100-scenario set for 
risk incorporated model (δ = 0.8) 
 
TABLE III 
EXPECTED COSTS AND SOLUTION TIMES BASED ON FS METHOD 
Number of selected scenarios 30 40 50 100 
Expected cost with  Investment cost 101.46 100.26  100.29 99.42 
respect to selected 
scenarios($Billion) 
Generation cost 81.43 81.37 81.18 81.51 
Penalty 0 0 0 0 
Total cost 182.89 181.63 181.47 180.39 
Expected cost with 
respect to all 
scenarios($Billion)  
Investment cost 101.46 100.26 100.29 99.42 
Generation cost 79.58 80.60 80.51 81.31 
Penalty 70.86 69.36 69.69 43.88 
Total cost 251.90 250.22 250.49 224.61 
Scenario reduction time (CPU s) 352,706 442,369 560,907 1,066,800 
Solution time with reduced scenarios(CPU s) 1312 2844 541 1672 
Total time pruning and solution (CPU s) 354,018 445,213 561,448 1,068,472 
TABLE IV 
EXPECTED COSTS AND SOLUTION TIMES BASED ON FSWC METHOD 
Number of selected scenarios 30 40 50 100 
Expected cost with  
respect to selected 
scenarios($Billion) 
Investment cost 98.88 99.99 99.09 99.61 
Generation cost 81.22 81.28 81.57 80.92 
Penalty 0 0 0 0 
Total cost 181.10 181.27 180.66 180.53 
Expected cost with 
respect to all 
scenarios($Billion)  
Investment cost 98.88 99.99 99.09 99.61 
Generation cost 82.42 82.15 82.13 81.53 
Penalty 19.82 14.96 19.79 72.59 
Total cost 201.22 197.10 201.10 253.73 
Scenario reduction 
time (CPU s) 
Solve scenario problems 90,460 90,460 90,460 90,460 
Cluster 20,129 20,129 20,129 20,129 
Select 638 525 412 290 
Solution time with reduced scenarios(CPU s) 135 244 699 1534 
Total time pruning and solution (CPU s) 111,362 111,358 111,760 112,413 
TABLE V 
EXPECTED COSTS, CVAR AND SOLUTION TIMES BASED ON FS METHOD 
Number of selected scenarios 30 40 50 100 
Expected cost with  
respect to selected 
scenarios($Billion) 
Investment cost 102.99 103.36 103.32 102.54 
Generation cost 81.37 80.18 80.16 80.28 
Penalty 0 0 0 0 
0.8 × CVaR 340.82 339.33 338.42 335.34 
Total objective value 525.18 522.87 521.90 518.16 
Expected cost with 
respect to all 
scenarios 
($Billion)  
Investment cost 102.99 103.36 103.32 102.54 
Generation cost 79.86 79.65 79.81 80.22 
Penalty 60.00 63.39 61.95 43.01 
0.8 × CVaR 1140.60 1197.90 1175.07 874.29 
Total objective value 1383.45 1444.30 1420.15 1100.06 
Scenario reduction time (CPU s) 352,706 442,369 560,907 1,066,800 
Solution time with reduced scenarios(CPU s) 156 345 462 2427 
Total time pruning and solution (CPU s) 352,862 442,714 561,369 1,069,227 
TABLE VI 
EXPECTED COSTS, CVAR AND SOLUTION TIMES BASED ON FSWC METHOD 
Number of selected scenarios 30 40 50 100 
Expected cost with  
respect to selected 
scenarios($Billion) 
Investment cost 102.92 103.47 102.59 102.53 
Generation cost 79.42 79.94 80.23 79.89 
Penalty 0 0 0 0 
0.8 × CVaR 336.25 338.07 335.03 335.63 
Total objective value 518.59 521.48 517.85 518.04 
Expected cost with 
respect to all 
scenarios 
($Billion)  
Investment cost 102.92 103.47 102.59 102.52 
Generation cost 80.10 80.52 80.44 80.38 
Penalty 18.81 14.55 19.12 69.69 
0.8 × CVaR 487.60 420.66 493.08 1301.00 
Total objective value 689.43 619.20 695.23 1553.59 
Scenario reduction 
time (CPU s) 
Solve scenario problems 90,460 90,460 90,460 90,460 
Cluster 20,129 20,129 20,129 20,129 
Select 638 525 412 290 
Solution time with reduced scenarios(CPU s) 643 308 1777 2273 
Total time pruning and solution (CPU s) 111,870 111,420 112,778 113,152 
 
The comparisons among different expansion strategies 
based on various weights for the CVaR term are presented in 
Fig.13. The total numbers of CT and IGCC plants decline if 
the CVaR term receives higher weight in the objective 
function. At the same time, more Baseload (coal) units are 
built to lower the risk of high generation cost in the worst 
cases. As δ increases, the Baseload (coal) units play a bigger 
role in high demand scenarios because its lower fixed cost per 
MWh outweighs the savings in variable cost per MWh of 
IGCC, thus more Baseload (coal) takes place of IGCC in base-
load subperiods generation. Because we divided the LDC into 
only 3 artificially and ignored the unit commitment 
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constraints, the lower variable costs of CC and Baseload (coal) 
partially replace CT in peak-load periods to save generation 
cost when high demand and gas price scenarios have a bigger 
impact on the objective function. 
 
Fig.13 Total number of each type of generator vs. different δ  based on FSWC 
50-scenario set 
VII.  CONCLUSION 
 This paper describes a revised heuristic scenario reduction 
method, FSWC, applied to generation expansion planning. 
Compared to the original FSWC method, the revised version 
detects the differences of generation capacities of each type of 
generator, based on the wait-and-see solutions,  for each 
expansion strategy more clearly. Thus, the clustered scenarios 
can reflect the impacts of the scenarios on expansion strategies 
more significantly. The FS method is then applied to select 
one scenario from each cluster.  Thus, the FSWC heuristic 
incorporates the stochastic optimization context in addition to 
the probability distribution of scenarios. To identify an 
economic and reliable expansion strategy after accounting for 
load levels in each year and managing the investment risk, 
simplified two-stage stochastic models are established based 
on accounting for load variations in terms of the LDC and risk 
in terms of CVaR. The numerical results obtained from these 
two models indicate the usefulness and efficiency of the 
FSWC method. The first-stage solutions obtained from the 
FSWC-reduced scenarios are very similar to those obtained 
from the FS-reduced scenarios, as are their expected costs 
when implemented on the whole set of scenarios. But the 
computation time for FSWC is substantially smaller and does 
not vary significantly with the cardinality of the reduced set. 
 We neglected the incentives and regulations benefiting wind 
energy in this paper. It would be worthwhile to incorporate 
them, as well as a more detailed unit commitment and 
production cost simulation in future work. An added benefit of 
improving the efficiency of scenario set reduction is to free up 
computational resources for a more thorough investigation of 
each scenario retained. 
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