Abstract: We consider the following recurrence relation with random i.i.d. coefficients (an, bn):
1. Notation and problem
General notation
We consider the d-dimensional vector space V = R d , endowed with the scalar product Let G = GL(V ) be the general linear group, and H = Af f (V ) the affine group. An element h ∈ H can be written in the form
where a ∈ G, b ∈ V . In reduced form we write h = (b, a) and we observe that the projection map (b, a) → a is a homomorphism from H to G. We consider also the projection (b, a) → b of H on V and we observe that H can be written as a semi-direct product H = G ⋉ V where V denotes also the translation group of V .
For a locally compact second countable (l.c.s.c.) space X, we denote by M 1 (X) the convex set of probability measures on X and we endow M 1 (X) with the weak 86 Y. Guivarc'h topology. For a l.c.s.c. semi-group L and a probability measure ρ ∈ M 1 (L), we denote by T ρ the closed semi-group generated by supp ρ, the support of ρ. In particular let η ∈ M 1 (H) and denote by µ (resp. η) its projection on G (resp. V ). Then T η (resp. T µ ) will denote the corresponding semi-group in H (resp. G). Let L (resp. X) be a l.c.s.c. semi-group (resp. l.c.s.c. space) and assume X is a L-space. Then for any ρ ∈ M 1 (L) and σ ∈ M 1 (X), we define the convolution ρ * σ ∈ M 1 (X) by:
where h * (σ) ∈ M 1 (X) is the push-forward of σ under the map h ∈ L. We are interested in the special cases L = H or G, X = V or V \ {0} and the actions of H, G are the natural ones. We need to consider a class of Radon measures λ on V \ {0} which are homogeneous under dilations. Such a measure can be written in the form λ = ρ ⊗ ℓ s where ρ is a measure on S d−1 and ℓ s (dt) = dt t s+1 is the natural s-homogeneous measure on R + = {t ∈ R ; t > 0}.
The recursion
We consider the product space Ω = H N endowed with the product measure P = η ⊗N and the shift map θ. The corresponding expectation is denoted by E. We are interested in the stationary solutions of the equation:
where a n ∈ GL(d, R), b n ∈ R d , i.e., sequences (x n ) n∈N such that the law of (x n ) n∈N is shift-invariant. As is well known from the theory of Markov chains, this reduces to finding probability measures ν ∈ M 1 (V ) (the law of x 0 ) which are η-stationary, i.e.:
Here, we are interested in "the shape at infinity" of ν, if such a ν exists. A sufficient condition for the existence of ν is the convergence of the random series
and ν is the law of z.
In particular, the above series converges if E(log + a + log + b ) < +∞ and
We denote by
the unit sphere in R d , and for u ∈ S d−1 , t ≥ 0, we write
Denote the Radon transform of ν by ϕ u (t), and the asymptotic behavior of ϕ u (t) = ν(H u t ) (as t → +∞) is the so-called tail of ν in the direction u. In order to describe ν, we compactify the Euclidean space V by adding the sphere at infinity S d−1
where u ∈ S d−1 is naturally identified with the point at infinity in S
with the same direction. The space V is endowed with the metric
and for Y ⊂ V, x ∈ V we denote
In a sense, the problem reduces to finding the asymptotics of ϕ u (t) for large t. For the case of positive matrices a n and positive vectors b n , it was shown by H. Kesten in [16] that, under some non-degeneracy conditions, there exist χ > 0 and c > 0 such that lim
where
which is not identically zero, such that
Under some assumption on η to be detailed below, our main result implies in particular the following: Theorem 1.1. There exist χ > 0 and a non-zero positive measure
for every Borel function ϕ, where the set of discontinuities of ϕ has ν ∞ ⊗ℓ χ measure 0, and for some ε > 0,
Under irreducibility conditions, we will describe in Section 6 the properties of ν ∞ , depending on the geometry of T η and T ν . A subtle point is the calculation of the support of ν ∞ . For d = 1, this reduces to the study of the positivity of c + and c − (see [9] and Theorem 3.1). Under special hypothesis, the calculation of the support of ν ∞ is done in [17] , which gives supp ν ∞ = S d−1 (see Corollary 6.4). In particular, Theorem 6.2 and Theorem 3.1 below can be considered as extensions of the results in [9] , [16] , [17] . The method of proof that we will use is strongly inspired by [16] . It can be roughly described as "linearization at infinity" of the stationarity equation ν = η * ν, (see Section 4). More precisely, this equation will be replaced by
Thus the problem reduces to comparing ν and λ at infinity. In a sense to be explained below, (1.3) is the homogeneous equation associated with the inhomogeneous linear equation (1.1). We will be able to express ν in terms of the Green kernel of equation (1.3), i.e., the potential kernel of µ (see Section 7). It is known that equation (1.3) has only one or two extremal solutions which are relevant to the problem. In the proofs, we will rely strongly on the analytic tools of [18] , which have also been essential in [17] . We will also use the dynamical aspects of linear group actions on real vector spaces (see the recent surveys [13] , [14] ). For information on products of random matrices, we refer to [2] , [11] , [12] and [13] . For an account of our main result in a special case, see [6] . The present exposition is on results which extend the results in the joint work [6] . It is also an improved version of part of the unpublished work [18] .
The stationary measure and its support

Notation
For any g ∈ G, we denote
We say that g ∈ G, or h = (b, a) ∈ H, is quasi-expanding (resp. contracting) if r(g) > 1 (resp. r(g) < 1). For a semi-group T ⊂ G or T ⊂ H, we will denote by T e ⊂ T (resp. T c ⊂ T ) the subset of its quasi-expanding (resp. contracting) elements. We observe that, if h = (b, a) is contracting, then h has a unique (attractive) fixed point h a ∈ V :
For a semi-group T ⊂ H we denote:
In what follows, a measure η ∈ M 1 (H) will be given and the following moment conditions will be assumed:
We will consider the largest Lyapunov exponent α of the random product a 0 · · · a n :
where µ n is the n th convolution power of µ and the limit exists by subadditivity. We observe that, if α < 0, then there exists a ∈ T µ with a < 1, and hence r(a) < 1. It follows that T c µ = 0 and Λ a (T η ) = φ.
Existence and uniqueness of ν
As a preliminary result we state the following, the first part of which is well known [3] .
and α = lim n 1 n E(log a 0 · · · a n ) < 0. Assume also that T η has no fixed point. Then there exists a unique stationary solution of ν = η * ν.
The probability measure ν is non-atomic, the series
s. with ν as its limiting law. The support of ν is equal to
For every initial point x 0 = x, the random vector x n defined by
converges in law to ν and we have the P − a.s. convergence
Some examples
As an illustration, we consider some special examples. We first consider the special case d = 1, b k = 1 and a k > 0, i.e. the recursion
If E(log a) < 0, then its stationary solution has the same law as
We take µ of the form µ = [16] (see also [5] , [7] , [9] , [10] ) that
where χ > 0 is defined by E(a χ ) = 1. Such a χ exists since the log-convex function
An example in two dimension was proposed by H. Kesten in [16] . A simplified version is the following
Since λ > 1, we have h ′ ∈ T e µ = φ. Also, if ρ is sufficiently small, then we have α < 0.
It will follow from our main result (Section 6) that for any u with u = 1, there exist χ > 0 and c(u) > 0, such that
The case of the line (d = 1)
For the multidimensional case (d > 1), we will impose geometric conditions on T µ , which imply non-arithmeticity properties. The case d = 1 will not be covered by these general assumptions. Furthermore, for d = 1, we will remove the condition det(a) = 0, which means that we replace the group H by the affine semi-group H 1 of V :
However the final results will be similar. As a comparison and introduction to the general case, we first give the result for d = 1. We need to consider the Mellin transform of µ:
We suppose that k(s) is defined for some s > 0, i.e.,
Our main condition on µ, which is responsible for the tail behavior of ν, will be the following contraction-expansion condition:
It is satisfied if s ∞ = +∞, α < 0 and
We also need to consider the corresponding probability measure µ χ (da) = |a| χ µ(da). We denote by (C) the following set of conditions:
T η has no fixed point.
satisfies hypothesis (C), and for any ρ > 0,
then ν is diffuse and there are only 3 cases.
Case I: supp µ ⊂ R + ∪ {0}, then supp ν = R and there exists c > 0 such that
Case II: supp µ ⊂ R + ∪ {0}.
Heavy tail properties 91
Case II 1: +∞ ∈ Λ a (T η ) and −∞ ∈ Λ a (T η ), then supp ν = R, and there exist c + > 0, c − > 0 such that
Remark. For previous work on the case d = 1, see [9] , where it is proved that c + + c − > 0 and expressions for c + and c − are given in terms of ν. Our results on supp ν and the tail of ν in case II 1 are new. For an application to tail estimates in a different context, see [10] .
The linearization procedure (d > 1)
Here we develop a heuristic approach which suggests that, at infinity, the solution ν of ν = η * ν should be compared to a "stable solution at infinity" of the linear homogeneous equation λ = µ * λ, where λ is a Radon measure on V \ {0}. We think of ν as a perturbation of the trivial solution δ 0 of the unperturbed equation δ 0 = µ * δ 0 .
Homogeneity at infinity
For s ≥ 0, we denote
and we assume
We then define χ > 0 by k(χ) = 1. It follows that if s ∈ (0, χ), then k(s) < 1. We estimate the s-th moment of z =
This calculation is not valid for s = χ. This suggests that E( z χ ) = +∞, and that if η is sufficiently non-degenerate, then ν will have the following homogeneity property at infinity:
where λ is χ-homogeneous under dilations, i.e., λ = ν ∞ ⊗ ℓ χ for some non-zero measure ν ∞ on S d−1 . Furthermore, if the convergence holds for bounded continuous functions, then ν ∞ will satisfy:
Derivation of the linearized equation
We restrict to the case where η is a product measure on H. In this case,
Writing ν t = t χ (δ t −1 * ν) and η t = δ t −1 * η * δ t , we get ν t = η t * (µ * ν t ). Since lim t→+∞ η t = δ 0 and lim
We introduce the natural actions of g ∈ G on S d−1 and
. The projective action of g on x ∈ P d−1 will also be denoted g.x.
Then the above equation reduces to
and a similar equation on P d−1 holds for the projection of ν ∞ . Equations of this type were considered by H. Furstenberg (see [8] , [11] , [13] ) in the context of harmonic measures for random walks.
We introduce the representations r
In particular, the above integral equation can be written as
Limit sets on
P d−1 , S d−1
Notation
We recall briefly some definitions and results of [11] , [13] .
Definition 5.1. A semi-group T ⊂ GL(V ) is said to be strongly irreducible if there does not exist a finite union of proper subspaces of V which is T -invariant.
Definition 5.2. An element g ∈ GL(V ) is said to be proximal if there exists a unique eigenvalue λ g of g, such that
This means that we can write
g is g-invariant, and the spectral radius of g in V < g is strictly less than |λ g |. We denote by g a ∈ P d−1 the point corresponding to v g ∈ V . We observe that g a is attractive:
Definition 5.3. We say that T ⊂ G satisfies condition i.p. if T is strongly irreducible and contains a proximal element. We denote by T prox the subset of proximal elements.
If for example, the Zariski closure of T contains SL(V ), then it is known that T satisfies i.p. (see [12] , [13] ). Furthermore, condition i.p. for T is equivalent to condition i-p for the Zariski closure of T [13] . This Zariski closure is a Lie group with a finite number of components with a special structure described in [14] , Lemma 2.7.
The dynamics of T on
Condition i.p. ensures that the dynamics of T on P d−1 and S d−1 can be described in a simple way. 
. The existence of a convex cone preserved by T is not related to the fact that T is a semigroup and not a group. Exemples of Zariski dense groups preserving a convex cone exist in abondance (See [1] ). For the action of µ on measures we have the following
Let χ > 0 be defined by k(χ) = 1. Then the equation
has one or two extremal solutions. In case I as above, ρ = ν 1 . In case II, there are two extremal solutions ν 
Y. Guivarc'h
An important consequence of i.p. which guarantees the χ-homogeneity of λ at infinity is given by the following (see [11] , [14] ). Together with Proposition 5.6, it is one of the main algebraic facts which play a role in Theorem 6.2 below.
Proposition 5.7 (d > 1). Assume that T ⊂ GL(V ) satisfies i.p. Then the subgroup of R generated by the spectrum of T ,
is dense in R.
6. The main theorem (d > 1)
Main theorem
As in Section 3, we will use the following set of hypothesis (C):
We observe that k(s) is a log-convex function and is finite at s if g s dµ(g) < +∞. Also, if α < 0 and lim s→s∞ k(s) ≥ 1, then there exists χ > 0 with k(χ) = 1. If α < 0, T µ contains a quasi-expanding element and s ∞ = +∞, then lim s→+∞ k(s) = +∞. A detailed study of k(s) under condition i.p. can be found in [13] , where k(s) is shown to be analytic. Condition i-p will also be used in Theorem 6.2 below.
The above conditions are inspired by [16] , where the case of positive matrices is considered. There, it is not assumed that det(a) = 0, and reducibility is allowed. However, hypothesis (C) and existence of a proximal element are implicitly assumed. On the other hand, for d > 1, the non-arithmeticity condition of [16] does not appear explicitly here, although it is valid (compare with Theorem 3.1).
We will identify the sphere at infinity, S We will need a concept of direct Riemann integrability as in [16] , [17] .
Definition 6.1. Let X be a compact metric space, ρ a probability measure on X, and ϕ a Borel function on X × R + . We say that ϕ is ρ-directly Riemann integrable if
The set of discontinuities of ϕ has ρ ⊗ ℓ measure 0.
Using polar coordinates, we can write V \ {0} = S d−1 × R + , and the above definition will be used for the case X = S d−1 , ρ = ν 1 (see Section 5).
Theorem 6.2 (d > 1). Assume that η ∈ M 1 (H) satisfies hypothesis (C) and condition i.p. above. Then for any Borel function
where ν ∞ is a non-zero measure on S Case II : 
Furthermore the set of zeros of c is equal to (supp ν ∞ ) ⊥ .
In particular, the conditions Co(supp ν ∞ ) = S
This corollary extends the results of [9] , [16] , [17] to the general case. A simplified situation is described in the following (see [6] ). 
Furthermore, Co(supp ν) = R d .
In particular, if η has a density on H which is non-zero at e = (0, Id) ∈ H, α < 0, and for any s > 0, [ a s + b s ]dη(h) < +∞, then the conditions of corollary 6.4 are satisfied, hence c(u) > 0 on S d−1 and supp ν ∞ = S d−1 . Situations of this type were considered in [16] , [17] .
Remarks
(a) It can be seen that hypothesis (C) in the theorem is necessary for the validity of the first conclusion.
Condition i.p. of Definition 5.3 is not necessary, but our set of conditions is generically satisfied, as we explain now. If η is of the form η = r 1 p i δ hi with r ≥ 2,
, then all the conditions of the theorem are satisfied. Hence our conditions are generically satisfied in the weak topology of measures on H, and stability of the conclusions under perturbation is valid. In particular, and in contrast to the case d = 1, Diophantine conditions do not appear explicitly in Theorem 6.2 and corollaries 6.2 and 6.4. This is a consequence of Proposition 5.7.
(b) However, interesting special cases are not covered by the theorem. For example, if T µ consists of diagonal matrices with real or complex entries, then condition i.p. is violated. Estimation at infinity of Poisson kernels on homogeneous nilpotent groups also leads to such problems and to analogous results (See [4] ).
(c) In the simple example mentioned in section 2 (d = 2), i.e., η = pδ h + q ′ δ h ′ with p, p ′ > 0, and
where b = 0, ρ < 1, θ/π / ∈ Q and λ > 1 > λ ′ > 0, the condition α < 0 is satisfied for ρ sufficiently small. Then lim s→+∞ k(s) = +∞, the conditions of the theorem are satisfied and we are in case I. In particular, the support of ν ∞ is the whole unit circle, and c(u) is positive for every u.
can be thought of as a kind of "spine at infinity" of supp ν. In general, and in contrast to supp ν, it has a transversal Cantor structure given by supp ν ∞ (see [13, 14] ).
(e) We have assumed det(a) = 0 in order to rely on the group framework of [11] , [13] . However, the above statements remain valid if H is replaced by the affine semi-group of V , i.e., if det(a) = 0 is allowed, as in Theorem 3.1.
Some tools of the proof
The scheme
We consider the functional equation
Let ν ′ he the law of z − b. Then we obtain
It can be shown that ν is given by the potential
The advantage of this implicit formula is that it involves only convolution of measures on GL(V ) and V \ {0}. It can be shown that ν − ν ′ is "small at infinity", then the general renewal theorem of [15] can be applied to the operator P µ on
and to its potential kernel
Thus the invariant measures λ of P µ , defined by λ = µ * λ, play an essential role in the problem (see Section 4). A technically important step is to consider the spacẽ V = V /{±Id}, since the geometric properties of convolution operators onṼ are simpler than on V . In order to verify the conditions of validity for the renewal theorem of [15] , we need to use the following properties, which are developed in [11] , [13] . These properties depend on the condition i.p., of Definition 5.3 which justifies its introduction.
(d) Finally we need to study the positivity of C, C + and C − .
Here we use the geometry of T η and T µ , and we study an auxiliary Markov chain on the space of affine hyperplanes of R d . This allows us to control the function ν(H u t ) using the ergodic properties of this chain (see [18] ).
Analytic argument for d = 1
For d = 1, a special proof of the positivity of c + and c − can be given under some stronger hypothesis than in Theorem 3.1. We sketch it here for case II under the simplifying condition:
|b| ≤ B, s ∞ = ∞, a > 0 .
We restrict to the study of c + . Then, the above functional equation gives and from the renewal theorem (see [9] , [10] ), lim t→+∞ t χ (δ t −1 * ν + ) = C + ℓ χ , where C + is the residue at χ of u(s)
1−k(s) (see [5] ). If C + = 0, then it follows that the function u(s) 1−k(s) is holomorphic at χ, and hence on the whole line R + .
We recall that the Mellin transform γ(s) = ∞ 0 x s dγ(x) of a positive measure on R + cannot be extended holomorphically to a neighbourhood of its abcisse of convergence τ ( [19] p. 58). In particular, this is valid for u(s) = E(|z + | s ), hence the condition C + = 0 implies that E(|z + | s ) < +∞ in a neighborhood of χ. The same argument gives
It follows that
Since |a| ∞ > 0, this implies that +∞ / ∈ Λ a (T ), which contradicts assumptions II 1, II 2.
