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Abstract 
 
Biomaterials were originally designed to augment or replace damaged tissue in the body, but now 
encompass a wider range of applications including drug delivery, cancer vaccines, electronic sensor 
devices, and non-fouling coatings for ship hulls. At the heart of all of these applications is the interface 
between synthetic materials and biology. Modern techniques for studying this interface are limited to 
the macro and micro scales. With the advent of high performance computing clusters, molecular 
simulation is now capable of simulating the interface at the nano-scale.  
 
This thesis demonstrates how simulation adds important insights to the understanding of biomaterials. 
It begins with a comprehensive outline of the theoretical aspects of simulating the interface between 
water and solid surfaces. After this, small surface-bound biological molecules are modelled to explain 
experiments showing that they can capture cells on the surface. Finally, a new and practical, scalable 
technique for controlling biological molecules at the surface is developed. This work advances the field 
of biomaterials by explaining important processes that occur at the interface of biology and technology. 
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Chapter 1. Introduction 
An introduction to biomaterials and molecular simulations, explaining their uses and the motivation for 
this thesis. This chapter serves as a broad introduction to the field that outlines the fundamental 
problems encountered when attempting to simulate interactions of biomolecules with solid surfaces. 
All of the topics mentioned here, along with the specific knowledge gaps and how they are addressed, 
are covered in detailed studies in Chapters 3 to 6. 
  
1
  
1.1 Introduction 
Biomaterials are materials designed to interact with biological tissue. The modern form of biomaterials 
arose in the mid 20th century with the observation by an ophthalmologist that plastic shards, splintered 
from the cockpits of wartime aeroplanes, had persisted in the eyes of pilots without causing 
inflammation1. Since then, improvements in materials science and a deeper understanding of the 
biology of interfaces has led to implants and prostheses for a range of hard and soft tissues2. Modern 
biomaterials cross the boundary between implant and host, extending into the surrounding tissue to 
direct local cell growth and improve healing after surgery and injury3. Going further and inverting the 
original concept of an implanted biomaterial, decellularized organs can now be used to grow part or 
whole organs – in this case, the biomaterial is being implanted by biological tissue4.  
 
The science of biomaterials now influences many other fields, going far beyond tissue engineering. 
Implantable technologies are being used to induce immune responses as a cancer vaccine5 or to 
overcome common biological barriers to drug delivery6. In chemical, fuel and food production, surface-
immobilized enzymes show promise as effective, high throughput alternatives to the existing methods7. 
In biological research, scaled down organs made from inorganic material and biomolecules can improve 
research outputs using so-called labs-on-a-chip8. The original goal of biomaterial interfaces was to 
create a surface so inert it resists interaction with nearby cells.  This led, for example, to the creation of 
anti-fouling coatings on ship hulls that resist microorganism growth and reduce friction and fuel 
consumption9.  The new goal, however, is to create surfaces that actively integrate in the surrounding 
tissue.  
 
There are difficult problems to solve to fully realise these applications. For instance, while titanium has 
emerged as an effective replacement for bone due to its bulk physical properties, there is an associated 
cost and many implants currently in use have poor biocompatibility10. Antifouling coating solutions, 
particularly those with biocidal properties, can leech into the ocean and lead to toxic environmental 
damage11. For covalent attachment, controlling the orientation of the attached biomolecule requires 
additional chemical steps12. For medical biomaterials, the ultimate obstacle is the response of the host 
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– after implanting into the body, biomaterials often cause a foreign body response that jeopardises the 
biomaterial’s function. This occurs when biomolecules, such as proteins, come into contact with the 
biomaterial, are damaged in the process and induce the body’s natural defence mechanism: 
inflammation13.   
 
This consideration is the broad problem in biomaterial science – how can we create biomaterials that 
perfectly integrate with biology? There have been two approaches to answering this question. The first 
uses treatment of the biomaterial surface to try to match its chemical, electrical, or physical properties 
to the intended biological target14. This is enough for applications in non-fouling materials or sometimes 
cell culturing where there is no immune response. The second approach addresses biointegration, 
which is the process of integrating with the surrounding tissue in an organism and requires a more 
nuanced approach.  Extracellular adhesion proteins are the natural biomolecules that create linkages 
between cells, and reproducing the chemical signals that they provide to cells on the surface of the 
biomaterial can aid biointegration. These signals can be provided by whole proteins adsorbed onto the 
surface, but this is transitory since the attachment strength is weak15. A new, alternative, approach has 
been developed by Professor M. Bilek and others at the University of Sydney. Treatment of the surface 
by high energy, ionized gas creates reactive chemical species at the interface that strongly bind whole 
proteins, or synthetic derivatives called peptides16.  
 
The biomaterial interface with cell-adhesive signals is a complex environment that, due to its small size, 
is difficult to probe. Biomaterials interact with biology on multiple scales – the macro-scale for bulk 
physical properties, the micro-scale for cellular adhesion, and the nanoscale for chemical recognition. 
Yet, while the larger scales are amenable to spectroscopy, the small time and length behaviour at the 
nanoscale interface goes beyond most available probe techniques17. Here, molecular simulations are 
an effective alternative because they model the behaviour of proteins in atomic detail18.  
 
A chemical system such as a biomolecule surrounded by liquid water (and perhaps a material surface) 
can be modelled by computers using algorithms based on classical physics. In molecular dynamics 
simulations, each atom is represented as a single particle with x-, y-, and z-coordinates within a 
nanoscale volume of space that comprises the model system. At every stage of the simulation the 
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forces on each atom are calculated and their positions in space in response to these forces are 
recalculated accordingly. The process of calculating forces and updating coordinates continues 
iteratively, frame by frame, to reproduce the motion of the protein. Since the pressure and temperature 
are maintained at experimental conditions, and the algorithms relate the force to time, the motions 
closely resemble the true behaviour of the biomolecule in water at small timescales.  
 
For biomaterial science, the most advanced molecular dynamics simulation packages available today 
have one shortcoming – their treatment of the interface can be inaccurate. When atoms are represented 
as single particles, the atomic charges across a molecule are set as fixed values. This modelling 
approximation reduces computational calculation time, allowing for long simulations with better 
statistical accuracy, and works well for biomolecule-in-water systems19.  
 
In real molecular systems, however, charge across a molecule constantly varies in response to the 
electrical environment. In particular, at solid-liquid interfaces, the sharp change in the electrical 
environment means this approximation is not applicable. For biomaterials, where the interface is a 
crucial part of proper function, using such simulations requires extra care.  
 
This thesis investigates biomaterials by examining the interaction between synthetic material surfaces 
and biological molecules. Advances are made by: devising a way to simulate weakly interacting surface 
interfaces without the need for including polarizability; using the simulations of peptide-surface 
interactions to explain intriguing experimental results in a biointerfacial system; and developing a new 
paradigm for controlled peptide immobilisation using both simulations and experimental techniques. To 
achieve these outcomes, this thesis employs multiple techniques: simulations to characterize the 
interactions in atomic detail, and experimental techniques to understand the macroscale effects.  
 
Chapter 2 provides an overview of simulation methods as applied to molecules in solution, as well as 
details of the specific simulations methods that are used in later chapters. This chapter is an introduction 
for readers who are not familiar with molecular modelling simulations. Chapter 3 is a literature review 
and has in-depth treatment of these techniques, paying particular attention to how they relate to 
simulating interactions between surfaces and biomolecules. The chapter, which is included in a 
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published manuscript format, reviews the field to uncover the obstacles that need to be overcome, and 
recommends a strategy for parameterizing surface models. Chapter 4 discusses the specific problems 
with biomaterial integration and implements the strategy developed in Chapter 3 to develop a 
computational model of a surface that is then used to simulate the surface interactions of biomolecules. 
These simulations offer a viable explanation for cell adhesion trends previously observed in experiment. 
This addresses half of a biomolecule functionalised biomaterial’s function – the biomolecule in contact 
with a surface. In Chapter 5, the interaction of these biomolecules with their receptor on the cell is 
rigorously discussed and explored using simulation, completing the link between the surface and the 
cell. Combining the information from all of these chapters, Chapter 6 uses simulation and experiment 
to report the development of a new method to control biomolecules at the interface, potentially paving 
the way to effective biomaterials in future. Finally, Chapter 7 concludes the thesis by putting the 
discoveries in context.  
 
Overall, this thesis scales from mostly theoretical to mostly experimental. At each stage, the focus is on 
the interface between synthetic materials and biology and, in particular, how nanoscale interactions 
affect biomaterial function.  
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Chapter 2. General methods 
 
This thesis makes extensive use of molecular dynamics (MD) simulations. This chapter is a general 
introduction to these simulations, as well as detailing the methods that are common to all the results 
chapters. In depth treatment of molecular dynamics simulations, and in particular how they relate to 
simulating biointerfaces, is given in the literature review in Chapter 3. The current chapter also 
provides some methodological discussion that is important for the following chapters but, in order to 
present them in context, the specifics and discussion of those methods will be given in the respective 
chapters.  
  
8
2.1 Molecular dynamics simulation 
As explained in the introduction, MD simulations model atoms to generate physically relevant states 
that often are not measurable by experiment1. Each simulation consists of a cell of atoms. Atoms are 
composed of subatomic particles – protons and neutrons in the nucleus, and electrons orbiting this 
nucleus. Modelling these explicitly leads to an enormous increase in the computational demand of 
any simulation, due to the complexity of solving the quantum chemical equations governing their 
movement2. To reduce the computational demand, most biological macromolecule simulations utilise 
the Born-Oppenheimer approximation, in which the motion of electrons (which are approximately 
2000 fold lighter in mass than the particles in the nucleus) is assumed to be so fast compared to the 
motion of the nucleus that the entire atom can be modelled as a single unit3. While there are 
techniques for modelling electron movement through time, labelled ab initio molecular dynamics4, 
the computational expense typically limits them to timescales and system sizes below those required 
for most macromolecules. 
At each step in a molecular dynamics simulation, the potential energy of every atom is calculated 
using an algorithm based on interatomic interactions. This is then used to determine the force on each 
atom. Finally, integrating Newton’s equations of motion leads to an estimation of new coordinates for 
each particle after a small interval of simulated time. The timestep most commonly used in 
biomolecular modelling is 1-2 femtoseconds, which is based on the fastest motion of the underlying 
degrees of freedom – with the Born-Oppenheimer approximation, the fastest movement is bond 
vibration of hydrogen atoms (~10 fs)5. Fixing the fast degrees of movement can allow for longer 
timesteps, but this then leads to discretization error that arises from taking finite approximations to the 
equations of motion6. The coordinates of the atoms are then updated and the process is repeated. 
This time-step forms a single unit of a MD simulation, and is repeated as many times as necessary to 
generate physically relevant information about the atomic system, such as the configurational space 
of a protein, equilibrium properties like thermodynamic quantities, or dynamic behaviour7. There are 
several nuances, relevant to this thesis, that are worth mentioning. Other well established aspects of 
molecular simulations are covered in recommended textbooks8,9.  
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Bounding the atomic system by hard barriers would introduce edge-effects, so simulations take 
advantage of periodic boundary conditions. Using these, a simulation system consists of a geometric 
shape such as a cube. When the coordinates of a particle move outside of the cube, it re-appears on 
the opposite face. The effect of these conditions is that a simulation ultimately represents an infinitely 
extended system consisting of repeated blocks of atoms. The forces between atoms are applied across 
the periodic boundary to seamlessly integrate each block. Periodic boundary conditions are a useful 
approximation to remove edge effects but, like all approximations, their use is not without risk. Recent 
modelling of haemoglobin suggests that the hydrophobic effect (the tendency for water to exclude non-
polar molecules) can extend to large distances, requiring box sizes far greater than what is typically 
used in protein simulations10. This likely affects most simulations of protein conformations, which involve 
large changes in the surface area accessible to solvent.  
 
Correct treatment of the simulation box also extends to controlling the temperature and pressure. While 
typically the number of atoms in a simulation will not change through time, the temperature and pressure 
can vary wildly without appropriate controls. In the canonical ensemble (aka NVT), the number of 
particles (N), the volume (V), and the temperature (T) are set in advance11. The temperature is 
maintained by coupling to a fictional heat bath (a ‘thermostat’) that periodically changes the velocities 
of the particles in accordance with the defined temperature. Some so-called velocity rescaling 
algorithms do not maintain a correct relationship between the temperature of the system and the 
average energies. This has been rigorously demonstrated recently for the Berendsen thermostat, 
suggesting it should be avoided12. Another ensemble, NPT, maintains constant pressure by varying the 
size of the simulation box. Such simulations use a barostat, which analogously to thermostats, 
maintains constant pressure13 
 
There are several components to the potential energy function governing atomic forces. Simulations in 
this thesis use the potential energy function as defined by the NAMD software14. Intramolecular energy 
terms account for the vibration and rotation of atomic bonds within a molecule. Intermolecular energy 
terms approximate the interaction between electron clouds in non-bonded atoms. These interactions 
can form a significant portion of the calculations of a molecular dynamics simulation, because the 
interaction between every pair of atoms needs to be accounted for15. When atoms are approximated 
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as single particles, the electron distribution is treated as a fixed partial charge (covered in detail in 
Chapter 3). Charged particles interact with each other following Coulombs law, which relates the force 
between two particles to the magnitude of their charge. Another intermolecular force is the Lennard-
Jones (LJ) potential that approximates van der Waals interactions, which is the attractive force felt by 
molecules as a result of induced dipoles from the movement of their electron clouds. The LJ potential 
relates the potential energy of two atoms to the distance between them. Since Chapter 4 discusses this 
thoroughly, the LJ potential is reproduced in Figure 1. The parameters of interest are 𝜀 and 𝜎, which 
are the depth of the minimum and the distance at which the potential energy is zero, respectively. In 
this thesis, the potential energy function is calculated using the CHARMM27 force field values, which 
are parameterized to model biomolecules16. 
 
 
Figure 1. The Lennard-Jones potential approximating van der Waals interactions. Two atoms experience a 
repulsive force at close distances (less than 𝜎). The strength of the energetic minimum, when atoms are attracted, 
is defined by 𝜀.  
 
In comparison to intramolecular forces, which are for nearest neighbour bonded atoms only, the 
intermolecular forces are time-consuming calculations in MD. For a system size of 𝑁 particles, each 
step requires calculating 𝑁	×	𝑁 pairwise interactions. To reduce the computational load, both 
electrostatic and LJ interactions are usually cut off after a certain distance (usually around 1 – 1.5 nm)15. 
The correct treatment of intermolecular cut-offs is beyond the scope of this chapter, but one 
consequence is that the cut-off length determines the minimum size of a simulation cell. System sizes 
below two times the cut-off distance means atoms can interact with periodic images of themselves. To 
prevent this, most system sizes are at least the length of the longest molecule, with an additional buffer 
of the cut-off length in each of the X, Y, and Z axes.  
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 These approximations reduce the time taken to calculate a single time-step. With these, MD simulations 
are well suited to simulations of biomolecules like peptides and proteins. Such systems, with a 
biomolecule surrounded by water and ions, span a range of about 30,000 to 300,000 atoms with 
timescales of hundreds or thousands of nanoseconds attainable. The scale of simulations is heavily 
dependent on the computer resources available, with many biomolecular systems requiring highly 
parallelized computer facilities. The resources at these facilities can reduce the time to perform a 
simulation by a factor of several hundred.  
 
2.2 Advanced Simulation Techniques 
The simulation setting described above is known as equilibrium dynamics. This term refers to 
thermodynamic equilibrium, where no extrinsic bias is applied that could alter the system. These 
simulations can generate physically relevant states of biomolecules, but often the most biologically 
interesting states take a long time to arise without external input. This is because unbiased simulations 
are free to wander through irrelevant phase-space, without discovering new, physically relevant, states. 
To remedy this, an applied bias can direct the simulation toward a desired state. Subsequently removing 
the bias, and calculating the energy change between the starting and end states, gives access to an 
important quantity called free energy.  
 
Free energy is a thermodynamic quantity that represents the proportion of time spent in a particular 
state. Calculating free energy values by simulation is a common way to verify that they are physically 
accurate, since it can be compared to experimental values. It is also used to compare the preference 
of a biomolecule for different biologically relevant states. In theory, an equilibrium simulation could 
generate accurate free energy values by gathering enough positional data, but the timescales required 
are usually not practical, so biases are preferred. Such biases have been called ‘molecular tweezers’, 
since they direct the molecules in a simulation toward or away from a given state17. One such method 
is based on probability distributions. By applying a bias to the potential energy function that controls the 
position of molecules in a simulation intermediate states, that are generally inaccessible due to being 
high energy, can be explored in detail. Performing several simulations with slight shifts in the position 
of the bias leads to overlapping descriptions of a desired reaction pathway18. Subsequently removing 
12
the bias can yield the underlying changes in free energy19. Another variant is methods based on so-
called alchemical transformations. These are analogous to positional biases, but instead the chemical 
identity of the molecules in the simulation are altered. In this case the intermediate states are 
nonphysical, but these methods can still yield a free energy difference between the end states. These 
approaches are covered in detail in 20. 
 
One common quantity measured by free energy values is the strength of binding. Here, the bound and 
the unbound states are the two endpoints being compared. The free energy change in the intermediate 
regions can also be calculated, generating a potential of mean force (PMF). Strictly defined as the 
potential that gives the average force (calculated as the negative of the PMF gradient) over all possible 
configurations of the system between the two states, it can be understood intuitively as measuring the 
strength of attraction to the bound state.  
 
This thesis uses two methods of calculating PMFs. The first is umbrella sampling. Here, a restraining 
potential is applied to an atom to influence its position. The position of the restraint is shifted in separate 
simulations, forcing the system to explore all configurations between the bound and unbound states. 
The attraction to the bound state causes deviations from the restrained positions, which are related to 
the PMF18. The second method of calculating PMFs uses the Jarzynski equality21. In this method a 
moving restraint is applied to an atom, pulling it from the bound to the unbound state. The resistance of 
the atom against the restraint reflects the energetic change. By repeating this process several times 
using different starting coordinates for the water, the friction of water can be removed to yield a PMF. 
Both methods are capable of calculating PMFs, but they require different levels of computer resources. 
In general, umbrella sampling is more accurate while the Jaryznski equality is well-suited to quickly 
calculate relative, not exact, binding strengths22. 
 
 
2.3 Method details 
The simulations in this thesis use some tools and parameters that are common to all chapters. To 
prevent repetition across chapters, the details of those methods are presented here.  
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2.3.1 FMOC parameterization 
Chapters 4 and 5 present MD simulations of a peptide with an attached FMOC group. FMOC is used 
as a chemical blocking group during peptide synthesis, but can also function as a hydrophobic moiety 
to influence peptide behaviour23. There are no simulation parameters for FMOC included in the 
CHARMM27 force field, so new ones were determined. Parameterization used the CGenFF server to 
determine partial charges, LJ parameters, and bond parameters of the FMOC group24. These 
parameters were then added as a patch to the alanine residue in the CHARMM27 force field. The 
bonds between the alanine backbone and the FMOC group were parameterized by analogy to similar 
bonds in the force field.  
 
Automatic parameterization of small molecules can be successful but the results require scrutiny to 
ensure they are chemically reasonable. To guide researchers using the CGenFF, the results are 
associated with penalty scores indicating the chance of poor parameter fitting. In the case of FMOC, 
several of the partial charges were associated with high penalty scores. The aromatic carbons in the 
fluorene group were assigned partial charges of up to -0.3 e. This contrasts with the typical aromatic 
partial charges in the CHARMM forcefield for aromatic carbons of -0.115 e (with the associated 
hydrogens being 0.115 e). For a hydrophobic group such as FMOC, the interaction with peptide 
moieties and the water phase is crucial to generating accurate modelling results. The partial charges 
as originally assigned by CGenFF would likely lead to a more hydrophilic FMOC group than chemical 
intuition would suggest, so the aromatic carbons were changed back to the standard -0.115 e (Figure 
2). Subsequently, an extensive parameterization protocol was published for FMOC moieties for use 
with CHARMM forcefields25. These parameters were validated by free energy calculations and the 
formation of supramolecular assemblies, which are exquisitely sensitive to the partial charges. The 
close agreement to the partial charges used here, being within ~95% accuracy for the aromatic 
carbons, and ~85% accuracy for the aromatic group hydrogens, justifies this chemical intuition 
approach. The other moiety likely to have an effect on the behaviour of the FMOC group is the two 
oxygens. These charges are 55% and 72% of the equivalent charges in the published parameters, 
which is suitable for conformational analysis but may lead to errors when performing free energy 
calculations (which are not performed here).  
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 Figure 2. FMOC partial charges. a. The FMOC cofactor, showing the atom names and point of attachment to 
alanine. b. The partial charges for the atoms in the FMOC cofactor.  
 
2.3.2 Peptide generation 
Chapters 4, 5 and 6 include simulations of peptides. These peptides were generated as .pdb files 
using the Avogadro peptide builder using a linear conformation. .psf files were then generated using 
the psfgen software available in the VMD software26. Simulations were begun by setting the atomic 
velocities of all atoms to create a system at a temperature of 298 K. Their high flexibility justified this 
approach, since they quickly equilibrated to an unfolded state, and had no enduring conformations 
that could be influenced by the starting state. Each chapter describes the specifics of the simulation 
systems used therein.  
 
2.3.3 Simulation parameters 
In each of the results chapters (4, 5, and 6), the molecular dynamics simulations used NAMD 2.1114. 
Periodic boundary conditions were applied, with constant pressure of 1 atm maintained using a 
Langevin Piston and constant temperature of 298 K maintained using Langevin dynamics to simulate 
in the NPT ensemble. The CHARMM27 force field was used for protein and water16, with ions using 
parameters from Joung and Cheatham27. The aqueous phase was represented by TIP3P water28 and 
was generated using the Solvate plugin of VMD. Rigid bonds were turned on, fixing the bond distance 
between hydrogen atoms and their parent heavy atoms29. This allowed for a time-step of 2 fs, doubling 
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the sampling rate compared to simulations without fixed hydrogens. System coordinates were stored 
every 5 ps to facilitate analysis. The non-bonded cut-off was set to 1.2 nm.  
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Chapter 3. Simulating surfaces and biomolecules 
Molecular dynamics simulations can generate physically relevant states of biomolecule systems in 
atomic detail. There is a need for more detailed information of biomaterial systems and molecular 
dynamics simulations are an ideal solution, but this requires introducing a surface into the simulation. 
When using the fixed-charge approximation polarization effects are not modelled, so care must be taken 
in the model formulation. Some researchers have modified the force field to include polarization, 
although this requires validation and adds to the computational load. This chapter reviews molecular 
dynamics simulations of surfaces and discusses the process of model parameterization, suggesting 
that the fixed-charge approximation is appropriate in certain cases. It lays the groundwork for the results 
chapters that follow.  
 
This chapter has been published in Interface Focus.   
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The interaction of biomolecules with solid interfaces is of fundamental
importance to several emerging biotechnologies such as medical implants,
anti-fouling coatings and novel diagnostic devices.Many of these technologies
rely on the binding of peptides to a solid surface, but a full understanding
of the mechanism of binding, as well as the effect on the conformation of
adsorbed peptides, is beyond the resolution of current experimental tech-
niques. Nanoscale simulations using molecular mechanics offer potential
insights into these processes. However, most models at this scale have been
developed for aqueous peptide and protein simulation, and there are no
proven models for describing biointerfaces. In this review, we detail the cur-
rent research towards developing a non-polarizable molecular model for
peptide–surface interactions, with a particular focus on fitting the model
parameters as well as validation by choice of appropriate experimental data.
201. Introduction
Thephysical interface between biological tissue and abiotic surfaces has long been
exploited in nature, and it is a major determinant of the performance of a wide
range of modern technologies. For example, in marine environments biofouling
of ships can become a significant economic burden, and there is a demand for a
cheap and non-toxic anti-fouling coating [1]. Implantable medical devices are
often associated with poor tissue integration due to bio-incompatibility, leading
to scarring, sub-optimal performance and in some cases rejection. The idea that
these adverse medical outcomes could be remedied with a biofunctionalized
interface [2] is driving a large sector of modern biomaterials research. Biomole-
cule–surface interactions are also being explored on gold nanoparticles for
cancer diagnostics [3] and on polymers to construct protein screeningmicroarrays
[4]. Yet, there is still debate about exactly what properties of a surface make it bio-
compatible or not—for example, the hydrophilicity [5] and surface topology [6]
have been shown to strongly influence the behaviour of proteins and cells on sur-
faces. Our incomplete understanding of the roles, both individual and in
combination, of chemical and physical structures of surfaces makes the rational
design of optimum biological interfaces challenging. A better understanding of
how biology interacts with surfaces is needed to facilitate progress in the field.
For mammalian cells, adhesion occurs through receptor proteins that are
normally used to bind to specific external motifs such as protein constituents
of the body’s extracellular matrix (figure 1). Hence the question of how proteins
react to different surfaces is central to the problem. Proteins tend to bind weakly
to hydrophilic surfaces, but can maintain their native conformation, whereas
they typically unfold and adhere strongly to hydrophobic surfaces [8]. This is
because energy minimization of the surface protein system is favoured by con-
tact of the hydrophobic interior segments of the protein to the hydrophobic
surface. Unfolding or denaturation of proteins at surfaces needs to be avoided
as unfolding proteins signal the presence of a foreign body to the host tissues
and initiate harmful immune reactions and foreign body responses [9]. Molecules
from the extracellular matrix can be incorporated into the surface to mimic mam-
malian tissues [10] and provide appropriate biological signals to cells at the
interface. Although immobilization of extracellular matrix proteins has been
shown to be beneficial [11] for promoting healthy cell integration attention is
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Figure 1. A schematic of the multiscale processes controlling the interaction of biological tissue with biomaterials. Adapted with permission from [7], copyright&
2007 Springer. (Online version in colour.)
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21shifting to peptides and protein segments. Biomimetic peptides
are preferable to whole proteins in manufacturing environ-
ments because they can be cheaply synthesized, require less
demanding purification and are more robust during processing
and handling than entire protein molecules that need to main-
tain fragile conformations. The rapidly growing body of
knowledge in biochemistry that ascribes functions performed
by protein molecules to particular segments and peptides is
opening up the possibility of driving biological responses
through surface immobilized fragments/peptides that target
single recognition sites [12] with fewer non-specific effects.
Progress in this field will require a deeper understanding
of the adsorption of peptides to surfaces. Different-sized silica
nanoparticles, for instance, can attract peptides with only
20% sequence similarity [13] and the mechanism for different
specificity is unclear. Experimental methods operating at
their current limits of resolutions are largely inadequate
in this sphere. Single molecule force microscopy, one of
the highest resolution experimental probes available, can
measure the interactions of whole peptides, but cannot inter-
rogate the roles of individual amino acids [14] in the process.
While there have been recent advances in experimental
studies of surface-adsorbed protein structure [15] and confor-
mation [16] using ensemble averaging techniques such as
nuclear magnetic resonance (NMR) and circular dichroism,
nanoscale modelling is proving to be an invaluable comp-
lementary tool as it is able to achieve a resolution higher
than any experimental method currently available.
Recognizing the absence of an ‘ultimate microscope’ with
the capability to measure the position and identity of individ-
ual atoms at femtosecond speed, atomic-scale resolution is
only available by using molecular modelling simulations.
However, making the simulations computationally tractable
typically requires some assumptions and some restrictions
in the number of degrees of freedom of the system being
modelled. Theoretically, the most detailed model describes
the quantum mechanical (QM) nature of the valence elec-
trons that take part in forming covalent bonds withinmolecules and surfaces. Ab initio approaches, such as density
functional theory, approximate solutions to the Schro¨dinger
equation and can be used to determine electron densities
within molecules [17]. The computational effort of QMmodel-
ling methods limits their application in practice to systems of
up to hundreds of atoms. These approaches do not scale well
computationally so the simulation of a solvated peptide inter-
acting with a surface (tens of thousands of atoms) is not yet
feasible at this level of accuracy. By treating electron density
implicitly as a force field (FF) between atoms, a significantly
less computationally intensive molecular model can be formu-
lated using Newton’s equations of motion to govern atomic
interactions [18]. The degrees of freedom can be further
reduced by using coarse-grained models [19] (where groups
of atoms are treated as a single particle) or with continuum
models [20] (wherewater is represented bya continuous dielec-
tric medium rather than individual molecules). These methods
reduce the computational load and increase the system size
scale and timescale that can be explored by compromising
on resolution.
While coarse-grain and continuum methods are suitable
for modelling the behaviour of bulk materials, accurate calcu-
lation of molecular interaction energies from a single peptide
molecule requires an all-atom representation, meaning all
atoms are accounted for individually. All-atom simulations
are based on molecular mechanics, which is a method of gen-
erating physically realistic conformations of a system made
up of atoms bound into molecules. These conformations are
generated by using a potential energy function, known as an
FF, which can be used to calculate the force on each atom at
small time intervals in order to generate a time evolution of
conformations. Within any FF, there are two considerations
to gauge the accuracy of a simulation: sampling and parametri-
zation. Sampling refers to how closely the conformations
represent a Boltzmann-weighted ensemble average, and thus
measures the confidence in their thermodynamic accuracy,
and for protein–surface interactions this has been reviewed
thoroughly by Latour [14]. Parametrization is the process of
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or bond length to the atoms within a simulation.
Several FFs already exist that have rigorously determi-
ned parameter sets for aqueous protein simulations—the
CHARMM [21], AMBER [22], GROMOS [23] and OPLS [24]
FFs are among the best known, and thus well tested, and
they have been shown to fairly accurately reproduce aqueous
protein dynamics. In this review, we focus mainly on the
CHARMM FF, because it has been used in many of the efforts
to develop new FFs for simulating proteins and solid surfaces.
In molecular dynamics simulations, there is a time evolution of
amolecular systemwhereby integration of the potential energy
function determines the force on each atom at small time inter-
vals (femtoseconds) and allows for iterative updates of their
positions. The biophysical FFs mentioned above all use a simi-
lar potential energy function for these calculations. Because of
its prevalence in parametrizing interfacial systems, the poten-
tial energy function as it is expressed in the CHARMM FF is
an appropriate choice to demonstrate this method. The poten-
tial energy function in the CHARMM FF is
Utotal ¼
X
bonds
Kbðb b0Þ2 þ
X
angles
Kuðu u0Þ2 þ
X
UB
KUBðS S0Þ2
þ
X
dihedral
Kxð1þ cosðnx dÞÞ þ
X
impropers
Kimprðw w0Þ2
þ
X
LJi=j
1ij
Rminij
rij
 12
 2 Rminij
rij
 6" #
þ
X
coulomb
qiqj
1irij
,
where the adjustable intramolecular (bonded) parameters
are b (bond length), u (bond angle), S (Urey–Bradley), x
(bond rotation), w (improper term for planar ring moieties).
For intermolecular (non-bonded) interactions, van der Waals
interactions aremodelledwith the Lennard-Jones (LJ) potential
[25] with parameters e for well depth, Rmin for the point of
minimum energy, while coulombic attraction is calculated
using partial charge q. The subscript ‘0’ refers to the equili-
brium value. In this paradigm, atoms of an element in a
given chemical environment are classified as an ‘atom type’
that shares values of these parameters characteristic to that
environment. A change in environment will necessitate either
new parameters, or that the original parameter set incorporates
the average of both environments.Most protein FFs today have
fixed values for the partial charge and are thus referred to as
‘additive’ FFs, as the total electrostatic potential energy is the
sum of all the two-body potentials. Non-additive FFs (also
known as polarizable FFs), in which the molecular charge dis-
tribution can change in response to the local environment, are
also being developed [26].While additive FFs are computation-
ally less expensive they perform best in one particular dielectric
medium, which will be illustrated later using water behaviour
at phase interfaces. Another consideration for the success of
any biophysical FF is the rigorous parametrization of atom
types and molecules for the potential energy function, which
ensures that it is both balanced and properly validated.
A balanced FF can accurately reproduce molecular behav-
iour at the atomic scale, while also being capable of
reproducing macroscale thermodynamic quantities. This is
as important for simulating small-molecule drugs binding
to proteins as it is for peptides binding to surfaces, because
a binding event is an emergent property that is the sum of
not only the individual atomic interactions (an enthalpic
quality) but also the entropic change in bulk water (if thenet change favours binding, this is known as the hydrophobic
effect). Balance is ingrained into an FF at the parametrization
stage by carefully choosing a broad range of experimental
measures to use as target data for fitting the parameters. In
the CHARMM FF, this means satisfying structural data like
QM torsional potential energy scans as well as bulk proper-
ties like the enthalpy of vaporization. The non-trivial nature
of the parameter solution means this is a laborious process
with a lot of scope for parameter correlation—where errors
in a parameter set cancel, allowing the erroneous parameters
to nevertheless fit the target data. A multiscale set of target
data can alleviate this issue.
Whenaparameter set foramolecule isdetermined, its utility
must be evaluated by reproducing some experimental measure
that is outside the training set—this is known as validation.
Ideally, validation should integrate many degrees of freedom
to demonstrate their aggregate behaviour—for the protein
FFs, folding into native conformations relies upon all of the
bond vibrations and rotations, electronic charges and implicitly
treated dispersion (van der Waals) forces. The validation of
the CHARMM lipid parameter set followed a similar process
[27]. For solid surfaces with limited dynamic behaviour, the
validation must rely mostly on the non-bonded parameters—
combining the effect of both the enthalpic potential and the
entropic effect of surface-adsorbed water structure.
For interfacial systems, parametrizing an FF to accurately
represent these contributions is difficult because of the extra
attraction afforded by polarization on the surface due to
charged regions of the peptide [28]. Polarization effects
have to be handled implicitly in additive FFs—as an example,
the dipole moment of water is 1.85 D in the gas phase [29]
and it increases to 3 D in liquid water due to polarization.
The TIP3P water model [30] used in many biophysical FFs
has a dipole moment of 2.35 D, which represents a middle
ground that accommodates both pure aqueous water as well
as solute behaviour. To our knowledge, no measurements of
water dipole moment at solid surfaces are available, but one
would expect the dipole moment to decrease near proteins or
surfaces with lower dielectric constants. Herein lies the diffi-
culty of simulating interfacial systems with a fixed-charge FF.
The fixed partial charges used in the current FFs are optimized
for protein interactions in bulk aqueous environments and
incorporate the effects of polarization through a mean-field
approximation. Such an implicit treatment of polarization
seems to work well in bulk, but polarization effects are depen-
dent on the environment, and this could lead to problems in
inhomogeneous systems as amply demonstrated in the
narrow gramicidin channel [31]. In the light of this, there has
been some debate about the ability of existing FFs to model
an interfacial system [32], but there are promising signs that
with rigorous parametrization it is possible, and that it can
be assessed using proper validation. In this review, we will
cover some of the efforts at parametrizing a fixed-charge FF
for interfacial peptide–surface interactions.
222. Interfacial force fields and surface models
There have been several attempts at FF development for the
purpose of peptide–surface interactions. We will cover
three materials, gold, silica and polymers, because they are
important for a range of biotechnological applications and
they illustrate the primary concerns of FF development
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ongoing work on FFs for other materials like metals [33,34],
metal oxides [35], minerals [36,37] and graphene [38,39].
For gold surfaces, there is a strong polarization component
to binding, which increases with peptide charge [28]. This is a
consequence of mobile electrons that contribute to ‘image-
charge’ effects [40]—an oppositely charged pseudo-molecule
in the metal that is induced within the metal surface. As a con-
sequence, many FFs include some degree of polarization in the
surface. The first such FF for use with proteins, GolP [41], used
a rotating dipolar rod as a method of reproducing image
charge effects, with an additional potential to account for the
chemisorption of sulfur. With polarization accounted for, the
other terms (the LJ parameters) were tuned to reproduce
both QM calculations [41] and experimental adsorption ener-
gies of model alkane molecules determined by helium atom
reflectivity [42]. Validation of the FF with further alkane mol-
ecules produced reasonable agreement, and while analysis of
the free energy of adsorption correlated with experiment, the
resolution of the experimental measures was not fine enough
to determine a quantitative comparison—more approaches to
validation with adsorption free energy are discussed later.
The next advance in gold–protein interactions was the GolP-
CHARMM FF [43] that was integrated with the existing
biophysical CHARMM FF.
The GolP-CHARMM FF reparametrized GolP from first
principles and extended its use to both Au(111) and Au(100)
surfaces, while retaining the capability for polarizability all
within the existing CHARMM FF. While not completely con-
sistent, requiring several new atom types to be added to the
existing parameters for proteins, it successfully showed quan-
titative agreement with amino acid adsorption energies (but
not free energies, which include entropic effects). The parame-
trization effortwas basedmostly on ab initio results for the (111)
surface, and entirely on ab initio data for the extension to the
(100) surface, owing to the lack of experimental data. In this
case, where there are no bonded parameters (the gold atoms
were fixed) and the charge parameters are handled by the
rotating rod model, the main consideration is the LJ well
depth, which was fitted to QM interaction energies of alkanes
approaching a gold surface in the gas phase. Ordinarily, inter-
action energies from gas-phase QM approximations are not
applicable in condensed-phase fixed-charge FFs, because the
electron density varies so much from the gas phase to the con-
densed phase (and condensed-phase QM simulations are
computationally prohibitive). The polarizable model used
here accounted for this effect. One concern is that the LJ
cutoff was changed during simulation, as it is agreed that para-
metrization of existing FFs incorporates, and relies upon, the
native cutoff [27]. In this respect, it will be interesting to see
whether this FF can be rigorously validated in protein adsorp-
tion free energy simulations. It is implied that the fitting of
enthalpic adsorption energies with model molecules (includ-
ing water) will translate to an accurate thermodynamic
treatment of the interface, and this is best tested with free
energy simulations. Recent results measuring the free energy
of adsorption of the gold-binding peptide AuBP1 on three
different gold facets compare favourably with experimental
data and also help explain facet selectivity and the role
of water in binding [44]. Fitting the FF to the bulk material
properties of the surface, by removing the fixed atom
restraint on gold atoms, will also allow for validation using
interfacial energies.Another thoroughly parametrized interfacial FF is also
integrated with biomolecular FFs and is also fixed-charge.
The INTERFACE FF [45] of Heinz et al. [46] is a collection of
parameter sets for inorganic materials, having started with
the CHARMM-METAL FF and subsequently being extended
to several clay minerals, silica, sulfates and phosphates. Para-
metrization of these materials followed a nuanced approach
that took into account broad sources of data that are applicable
to each material to create a thermodynamically consistent FF.
As an example, the CHARMM-METAL FF aimed to accurately
simulate face-centred cubicmetals. Prior to this FF, existing bio-
molecular FFs were parametrized using vaporization energies
of model alkane compounds as target data. However, the
temperature-dependence of the LJ approximation means it is
not applicable to parametrizing metals at their boiling points
an order of magnitude above the temperature of interest [46],
so vaporization energy was no longer applicable. Heinz et al.
thus used experimental material properties like density and
surface energy as target data to fit the LJ atomic radii and
well depth, respectively (in fixed-charge FFs for metals, the
partial charge can be set to zero). This meant incorporating
the attractive effect of polarization into the LJ well depth,
which was significantly higher than other atom types from
the biomolecular FFs.
Highly polarizable surfaces expose the main question
about fixed-charge FFs in interfacial systems. The net polariz-
ation in peptide adsorption is the polarization of the surface
by the peptide, minus the loss of its polarization by displaced
water [28]. Fixed-charge FFs, with averaged parameters to
implicitly incorporate polarization effects, may accurately
determine thermodynamic quantities because in simulation
these values are calculated using the interaction of a single
molecule, whereas in experiment millions or billions of mol-
ecules are measured. Small inaccuracies resulting from the
averaging of parameters can lead to large inaccuracies in
the absolute value of the quantity being measured. To our
knowledge, there has not been a thermodynamic investi-
gation of peptide adsorption using the CHARMM-METAL
FF, so this could be a valuable next step in validating its
place within the CHARMM FF.
On insulating surfaces, there is less of an attractive force
from polarization as there are no image charge effects. We
will now consider one such surface, silica, and its parametriza-
tion [47]. For silica, a crystal, there is a useful set of target data
from X-ray diffraction. For the INTERFACE silica parameters,
electron densities from X-ray diffraction of alpha-quartz were
integrated within the silicon and oxygen atomic radii to deter-
mine atomic partial charges [48]. On the surface, hydroxyl and
siloxide groupswere given partial charges rationalized by their
similar pH to already parametrized functional groups. By then
fitting the bonded and LJ parameters to X-ray and Raman spec-
tra target data, the FF was fitted to bulk material properties
(in this case, heat of immersion). Validation included com-
puted water contact angles and adsorption isotherms. This
procedure is an ideal example of balanced parametrization of
a surface—there is detailed scrutiny of surface morphology at
the atomic scale, as well as on bulk properties. A companion
paper attempted to validate the FF using peptide adsorption
[49]. This exercise demonstrated qualitative agreement of bind-
ing strength to silica surfaces with different surface groups,
and allowed for an atomistic understanding of the trends con-
trolling binding. However, the comparison of experimental
adsorption data with the simulated percentage of time the
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linear, relationship) was an uncommon measure not suitable
for quantitative comparisons. There are enhanced sampling
methods available to extend the effective sampling beyond
5 ns, allowing for the calculation of free energies [50]. Given
that a single set of partial charge parameters were used
across several different FFs, each with different water mol-
ecules, there is the possibility of parameters not being
suitable for thewatermodel and associated protein parameters
on the atomic scale, despite good agreement at the bulk level.
The extent of agreement with measured free energies of
adsorption can be used to assess accuracy at the atomic scale.
This approach to validation is covered below.
The most thorough work in validating FFs for interfacial
systems comes from the Latour laboratory working with pep-
tides on self-assembled monolayers (SAMs). While metal and
crystal surfaces have a well-defined structure, for most
organic surfaces such as polymers there is the added compli-
cation of a high level of heterogeneity in the surface
composition. Their bulk properties are best considered with
coarse-grain approaches [19], inherently unsuitable for deter-
mining the effect of specific functional group interactions. An
added difficulty in simulating these systems is the presence of
contaminants, and also the heterogeneity introduced by sur-
face treatments, such as by plasma [51]. Given that there is
no atomic structure for these materials, researchers have
turned to SAMs of alkanes that can be more easily controlled
in experiment, and more explicitly defined in simulation.
These can be a proxy for polymer surfaces because the sur-
face-tethered alkanes can be functionalized with specific
functional groups that are presented on the surface and
mimic those groups that would be found on the surface of a
polymer. This has been used by Wei and Latour as a powerful
source of both experimental and simulated data to facilitate a
comparison for parametrization and validation purposes [52].
Latour is the first, and to our knowledge only, investigator
to consider the free energy of peptide adsorption as a property
for the validation of an interfacial FF [53]. For these studies,
Latour used a simulated model of SAMs using parameters
for similar moieties in the CHARMM FF. First, Sun et al. tried
calculating the adsorption free energy of peptides using
implicit water, but it became clear from this work that explicit
water is necessary for accurately calculating the free energy of
peptide adsorption [54]. The extra computational load of expli-
cit water was addressed using a novel enhanced sampling
method [55,56]. Since that work, computer power has
increased and the need for enhanced sampling has dimin-
ished—longer periods of simulation can now adequately
sample slower degrees of freedom [14]. Experimentally
measured adsorption data were used as a validation dataset
for the parameters transferred from the CHARMM FF and
showed that the existing CHARMMparameters were not com-
pletely transferable to an SAM surface [32]. Specifically, there
was good agreement for the calculated free energy of adsorp-
tion for the test peptide on SAM surfaces with hydrophilic
end groups, but poor agreement for the same system with
hydrophobic end groups.
The failure of the existing CHARMM parameters to simu-
late an SAM surface led to the development of a new FF, the
Dual-FF, that scaled the interactions between the solid and
liquid phases such that the adsorption free energies from
experiment were reproduced in the simulation [32]. In par-
ticular, the effective LJ well depth of the water and theSAM carbons was altered, as well as the effective charge on
regions of the peptide. These changes had no effect on the
interactions within each phase separately (and so preserved
the peptide solution-phase behaviour), but scaled the poten-
tial energy calculated between phases to compensate for errors
in peptide behaviour over hydrophobic SAMs. This method
successfully reproduced the free energy of adsorption on
hydrophobic SAMs without affecting the same measure
over hydrophilic SAMs. The Dual-FF approach has also
been applied to silica [57] and high-density polyethylene
[58] to reproduce experimental adsorption data. While this
solution achieves the goal of reproducing the desired exper-
imental data, it is a practical solution, which neglects the
possibility of underlying errors in the parametrization of
the surface. Additionally, by using peptide adsorption free
energies as the target data for parametrizing the FF, the repro-
duction of peptide adsorption free energies becomes a
foregone conclusion and the experimental data available for
validation is reduced. Another approach, detailed below, is
to first parametrize the surface based on external datasets
and then to test its behaviour in the target system.
The CHARMM FF has adopted the principle of transfera-
bility, whereby parameters for atoms in a class of functional
groups can be transferred to similar groups without further
optimization. The experimental and simulation work by
Latour et al. shows that for parametrizing interfacial systems,
the transferability of existingCHARMMparameters is compro-
mised. In agreement with this, it has been determined by
the CHARMM developers that monolayers cannot be simula-
ted self-consistently by the latest lipid bilayer CHARMM
parameter set [27]. This might not preclude simulating
peptide–surface interactions consistently with the CHARMM
FF, but it may require additional atom typing and parametriza-
tion. Given that the system in question is an alkane monolayer,
it is instructive to look at the parametrization of a similar
system, the lipid bilayer.
Following the parametrization philosophy adopted in
CHARMM [59], the initial step to parametrizing a new mol-
ecule is to develop internal degrees of freedom to reproduce
lowest energy molecular configurations, usually determined
by QM modelling. Following this, a first guess of the partial
charges is made and then LJ parameters are determined
(figure 2). This is an iterative process, which can be reiterated
from any stage according to how well the model reproduces
the experimental target data (figure 2). Some simulation data
have shown monolayer structure to be sensitive to the LJ
terms [60], so thismay provide an avenue to address parameter
correlation and guide the parametrization process. As asserted
by Zhu et al. [59], the task can be approached by degrees—
having validated the non-bonded terms, the torsional terms
can be refit to reproduce accurate dihedral behaviour and
ensure the correct material dynamics are preserved.
A thorough parametrization process such as this can
potentially produce a surface model that is balanced—repro-
ducing both monolayer material properties as well as bulk
thermodynamic quantities. Then, validation using the exper-
imental peptide adsorption data can assess the rigour of
the parameters.
As demonstrated on the gold and silica surfaces, there is
no hard and fast rule for experimental target data, because
the nuances of each material will be different. In the follow-
ing section, we will describe some of the experimental tools
that can be used to characterize surfaces for simulation,
24
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Figure 2. The parametrization process used in the development of the
CHARMM FFs. The process is reiterated until satisfactory reproduction of
target data is achieved. Adapted with permission from [59], copyright &
2011 John Wiley and Sons.
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so that the validity of the model can be tested.3. Experimental target data and validation data
All surfaces will require some measure of experimental data
to be used in parametrization. For some materials, explicit
topological data can be determined. These surfaces have
either a crystal or lattice structure that can be probed by
X-ray diffraction. Others, such as monolayers or lipid
bilayers, do not have a single atomic-level description and
must instead be understood by dynamic means, based on a
statistical distribution function. Even still, contamination of
the experimental surface can frustrate parametrization and
validation, so a careful understanding of the experimental
conditions is required. This section will demonstrate how
these considerations have been addressed by the choice of
experimental target data, as well as covering some simulation
techniques for validation.
The LJ terms and electrostatic terms, thought of as non-
bonded terms, are not typically expected to influence the
structure of bonded molecules. However, in most FFs, non-
bonded interactions are ignored only between atoms that
are bonded by up to three bonds. This means the non-
bonded parameters can still affect the torsional behaviour
of a dynamic molecule, and thereby the structure of mobile
phases such as mono- or bilayers. For the CHARMM lipid
FF, this meant that parameter correlation in the non-bonded
terms was an issue that affected lipid structure. Ordinarily,
in biomolecular FFs, after partial charges were determined,
the LJ parameters were developed by fitting to experimental
heats of vaporization and relative free energies of solvation
[61,62]. However, the solutions to these fits were non-trivial,
with scope for parameter correlation, such that errors in one
parameter could be compensated by another. The solutionwas
to use QM modelling of model molecules interacting with
helium and neon, which carry no partial charge to interfere
with the calculations, as a means to determine the relative van
der Waals minimum interaction distances. This reduced the
number of possible combinations of parameters, informing
the choice of the correct set.Dynamic materials like mono- and bilayers are usually
described using the surface area per lipid, thickness of the
bilayer or acyl chain order parameters. Despite the differing
timescales of simulation and experiment (nanoseconds for
simulation compared to microseconds for 1H NMR [63]),
these measures have been used successfully for the parametri-
zation of lipid bilayers [29]. A specific consideration that has
emerged from this process is the importance of using the
particle mesh Ewald, a method of calculating long-range elec-
trostatics, rather than a cutoff, because the surface area of lipid
is sensitive to the balance of forces acting on the headgroup
and alkane tails [64]. Whether or not this is true for alkanethiol
SAMs such as those commonly used in peptide binding
experiments remains to be determined.
The type and quantity of the functional groups appearing
on the surface of a material will significantly affect the ability
of peptides to bind. For example, by varying the chemistry of
silica surfaces with pH changes, adsorbant peptides have less
than 5% sequence similarity [47]. As there are 20 natural
amino acids, this equates to random sequence homology, and
the reasons for this binding pattern are unexplained at the
atomic level. There are a wide range of methods to determine
the identity and the area density of these surface chemical
groups, and they can be used to inform the development of
the surface model. To some extent the atomic composition of
the surfacewill be known a priori, but X-ray photoelectron spec-
troscopy (XPS) can be used in this context to ascertain the
presence of contaminants that might affect peptide interactions
at the surface [47,65,66]. On silica, specific surface area in com-
bination with thermogravimetric analysis, in which the loss of
mass during heating is measured, were used in tandem to
determine the area density of surface siloxide groups [47].
Particularly where pH effects are concerned, potentiometric
titration and zeta potential are useful for measuring the
degree of ionization on the surface.
Attenuated total reflection infrared spectroscopy and XPS
typically penetrate further into the substrate than is desired
for surface characterization, where only the first few atomic
layers are of interest [67]. These techniques thus combine
information about the chemistry of the bulk material with
that of the surface, but peptide interactions are dominated
by the chemical groups immediately on the surface. For this
reason, in cases where there are charged groups on the sur-
face, atomic force microscopy has been used to determine
the surface potential and through this, the area density of sur-
face charges [68]. Similarly, for SAMs where the composition
is known a priori, but can also be confirmed with XPS, surface
plasmon resonance (SPR) can measure the pKa of the surface
functional groups and help in modelling the correct area
density of charges under different pH conditions [69].
The presence of specific functional groups on a surface is
necessary for any all-atom model of an interface with peptides
in solution to function, but for a balanced representation, the
surface must also reproduce bulk material properties. For
solid surfaces such as metals or polymers, where there is
very little dynamic behaviour, it is likely that themain determi-
nants of peptide binding will be the structure of water on the
surface. This is because in bulk aqueous solution, water will
form a dynamic network of freely moving water molecules,
with a large number of stabilizing hydrogen bonds [70]. This
is an enthalpically and entropically favourable situation. How-
ever on hydrophobic surfaces, this network is disturbed and
watermolecules become oriented, losing orientational freedom
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water density on the surface, called de-wetting. In this context,
the adsorption of a peptide can be regarded as minimizing the
surface contact with water and so returning its favourable
entropy and reducing interfacial tension [70,71]. This can be a
significant contributor to binding [72], and so must be
addressed by any surface model used for peptide binding.
Current methods of experimentally determining the bulk
properties at the solid–water interface use some combination
of surface tension, interfacial tension, water contact angle,
zeta potential or heat of immersion. The water contact angle,
an implicit measure of the polarity of the surface, is a technique
readily available inmost laboratories and has a large number of
published data for most surfaces of interest. In simulation, the
water contact angle can also be determined at the nanoscale to
compare with experimental measurements, with some added
considerations. While experimental contact angles represent
the average of trillions ofmolecular interactions, nanoscale dro-
plets can be somewhat influenced by the specific composition
of a handful of polar and non-polar groups on the surface;
however this effect can be quantified and removed by consider-
ation of the solvent-accessible surface area of those groups [73].
The process differs from macroscale measurements—while on
some simulated surfaces it is enough to simply fit a circle to the
two-dimensional density profile of a nanodroplet of water
[47,74] andmeasure the angle at the interface, for other surfaces
the line tension can affect the size of the droplet [75]. This
relationship between the energy at the perimeter of the droplet
and the size of the circumference of the droplet at the surface
can lead to size dependence of the calculated water contact
angles, and so the level of dependence on this value should
be determined [76] before calculation, as in [77].
Macroscopic properties like heat of vaporization or the free
energy of hydration are also common measures. Clearly, heat
of vaporization is not appropriate for a solid-phase surface.
With lipids, the free energy of solvation has been determined
in simulation using a free energy method that involves trans-
forming the target molecule in and out of a water box [78],
but it is unclear how this approach would be implemented
for surfaces, and there are no published examples using the
biomolecular FFs mentioned here. The enthalpy of aqueous
immersion, however, is an experimental quantity that can
also be calculated in simulations. Determined using calori-
metry, this quantity can be calculated using three separate
simulations of the surface–water interface, the surface alone,
and the water alone, as demonstrated for metal [46], silica
[47] and most recently hydroxyapatite [79].
Using a thorough surface characterization such as through
the methods outlined here, highly heterogeneous or amor-
phous surfaces can be modelled without exact atomic
coordinates of the surface. If the functional groups on the sur-
face are present in the correct area density, and the surface is
parametrized so as to reproduce bulk thermodynamic quan-
tities, then it is likely that it can also quantitatively measure
the adsorption free energy of peptides and thus be used as a
predictive tool for understanding peptide–surface interactions.
To our knowledge, there are no published examples of this pro-
cess being followed rigorously for heterogeneous surfaces—in
which the exact atomic coordinates of the surface are used for
free energy validation and prediction. However, a number of
studies have used organic models for surfaces and explored
the trends resulting from altering the atomic composition of
the surface. Dai et al. [74] developed amodel for polypropylenewith parameters borrowed from the CHARMM FF, and com-
pared the effect of common hydrophilization procedures on
water contact angle in experiment. The model reflected the
trends from experiment, but the parameters were not opti-
mized for polypropylene so absolute values could not be
compared. Most recently, the dual-FF philosophy for
CHARMM originally developed for SAMs was applied to
high-density polyethylene [58]. Surface characterization
included atomic composition and water contact angle, but
thesewere not used for optimization of the surface parameters.
These models represent promising approaches, yet the lack of
parametrization in each case precludes any assessment of
their potential for predictive simulations.
Surface models that are justified in their atomic compo-
sition and bulk thermodynamic properties must then be
validated in order to be quantitative for peptide interactions.
The quantity of most interest is the free energy of adsorption,
because it accounts for both the enthalpic interaction with the
surface as well as the entropic change in the system. Exper-
imentally, the free energy of the interaction is more difficult
to determine for peptides on surfaces than it is for inter-
actions between functional proteins. In experimentally
measuring the binding affinity of small molecules to proteins,
there is often some functional effect (such as current–voltage
curves for ion channels) that will be altered by some critical
concentration of the small molecule, and this concentration
can be used to determine the binding free energy. On sur-
faces, however, the binding free energy of a peptide is more
difficult to determine. On electrically conductive surfaces,
SPR is a common technique to observe and measure peptide
adsorption [65,80,81]. For surfaces with more than a nano-
metre-thick non-conductive layer such as organic polymers,
Thyparambil et al. have measured peptide binding by deter-
mining a correlation between desorption via atomic force
microscopy and the binding free energy from SPR exper-
iments. Atomic force microscopy is a powerful method of
measuring adsorption free energy. Because a pulling force
is applied, it does not rely on adsorption and subsequent des-
orption of the peptide, which can limit SPR measurements to
only those peptides with reversible binding.
Importantly, there are several simulation analogues that
can be used to compare with experiment for validating
model surface parameters. Umbrella sampling is one
method, inwhich peptides are restricted at increasing distances
from the material surface. At each distance, the force of attrac-
tion between the peptide and the surface can be calculated
from the movement away from the restrictive potential
towards the surface. These positional data can then be decon-
voluted into a continuous free energy profile, and this is used
to determine an adsorption free energy, as in [82], to compare
with experimental adsorption free energies. There is another
popular approach that may have advantages over umbrella
sampling in terms of simplicity and parallelization. In this
approach, steered molecular dynamics is used to pull the
bound peptide away from the surface while measuring resist-
ance. This is a non-equilibrium process, which used to be
considered inappropriate for determining equilibrium quan-
tities like free energy. However, using a statistical mechanical
relation discovered relatively recently [83], the free energy of
adsorption can be calculated. This has already been used for
surface adsorption free energies [84]. While this technique is
suitable for determining relative binding free energies, and is
attractive for its ease of use, it offers no sampling benefits
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adsorption free energy [85].
Another enhanced simulation technique that has recently
been applied to interfacial peptide surface adsorption is meta-
dynamics. Here, one or two degrees of freedom are biased via
the potential energy function, forcing the peptide to escape
from low free energy wells while also recreating the free
energy landscape as it is explored. As the computational
effort grows dramatically with each degree of freedom that
is biased, generally only one or two are chosen—such as the
peptide distance or angle from a surface. To ensure full
sampling while only biasing a couple of degrees of freedom,
metadynamics has been combined with replica exchange [86]
to measure the free energy of adsorption for peptides at
interfaces. This approach was demonstrated on the alanine
dipeptide on gold [87] and has been used to calculate the free
energy of adsorption for oligopeptides on SAM surfaces [88],
silica [89] and on gold [44]. These studies also demonstrate
how a re-weighting scheme can be applied to undo the meta-
dynamics bias and analyse additional degrees of freedom in
an equilibrium Boltzmann distribution to assess their free
energy landscape.4. Polarizable force fields for interfacial systems
While this review focuses on additive FFs, it is important to
consider it in the context of the ongoing development of polar-
izable FFs. Ultimately, if a rigorously parametrized surface fails
to reproduce peptide adsorption free energies using an addi-
tive FF, this is most likely due to the lack of polarizability,
assuming proper sampling of the peptide conformational
entropy at the surface. On this basis, a polarizable FF will be
needed. The GolP-CHARMM FF [43] mentioned previously
incorporates polarization in a gold surface using a rotating
rod model, retaining the fixed-charge description in the aqu-
eous phase. Walsh and co-workers have also recently applied
this method to silver [34] and graphite [39] surfaces, where
they take advantage of the computational efficiency afforded
by the fixed-charge treatment of the aqueous phase to calculate
amino acid binding free energies.
There are also two fully polarizable FFs of interest for simu-
lating biological interfaces. The AMOEBA FF introduces
polarization with multipole–multipole interactions and has
recently been extended for use with proteins [90]. While themost recent update to the FF has not been applied to interfaces,
previously an FF based on AMOEBA was extended for use
with peptides on a graphene surface [91]. The CHARMM
Drude-2013 FF is similar to the CHARMM additive FF, with
the addition of a charged particle within non-hydrogen
atoms that moves in response to the electric field, also known
as the charge-on-spring [26]. The use of these FFs in protein
simulations has been reviewed recently [92], but current para-
metrization efforts focus mostly on biomolecules in aqueous
environments and there is significant work yet to be done
towards simulating an interfacial system.
275. Conclusion
Understanding peptide–surface interactions has enormous
potential in biotechnological applications, but their characteriz-
ation at the atomic level is beyond the resolution of current
experimental techniques. For this reason, molecular mechanics
is used to model this interaction in atomic detail. However,
most FFs currently in use are not tailored for the interaction
of proteins with surfaces and do not account for polarization
effects. New FFs for the simulation of peptide–surface inter-
actions developed with a rigorous parametrization procedure
taking into account these effects are required. In order for the
model to accurately reproduce binding behaviour the parame-
trization must be balanced, reproducing both atomic-scale
interactions and bulk thermodynamic properties. This will
allow it to account for both the enthalpic and entropic contri-
butions to peptide adsorption. Additionally, it must be
followed by validation with experimental quantities that
were not used during parametrization. Significant ground
has already been covered in understanding the process of pep-
tide adsorption, but strict parametrization and validation
promise to advance this field even further in future.
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Chapter 4. Surface simulations of bioactive 
peptides 
Molecular dynamics (MD) simulations of a biomaterial interface require special care when the fixed 
charge approximation is used. Nevertheless, they might still be used to develop a nanoscale 
understanding of the interface. In this chapter, MD simulations of hydrophobic surfaces are justified 
and a model for polytetrafluoroethylene (PTFE) is parameterized using water contact angle as the 
training data. This model surface is then used to investigate the behaviour of four peptide variants at 
the interface. These peptides have a bioactive epitope that, in some cases, is able to bind cell surface 
receptor proteins. Several types of MD simulations are performed to first explore the behaviour of the 
peptides on the surface and then to develop likely molecular explanations for why some peptide 
variants are cell active when on the PTFE surface while others are not. While the PTFE model is not 
rigorously validated for its physical properties here, it is intended only to represent the hydrophobic 
aspect of a surface. The good agreement of peptide surface adhesion strength with experimental cell 
activities justifies this approach. 
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4.1 Introduction 
Biomaterials have become a promising avenue of research for a wide range of applications. They have 
come to be defined as synthetic or natural substances used in technology that interact with living 
matter1. This broad definition now encompasses a wide range of uses such as implants and prostheses, 
diagnostics, genetic and tissue engineering, drug delivery, and imaging2. In an industry worth billions 
of dollars, the most mature category of biomaterials is used in constructing implants and prostheses3. 
But these devices are imperfect and remain under active development as when implants contact living 
tissue, they influence the physiology of the surrounding area, sometimes causing an adverse response4. 
To remedy this, one of the main areas of focus in the development of more advanced implants is refining 
the physico-chemical makeup of the material surface to facilitate integration and reduce possible 
adverse effects5. 
 
At the microscale, the interaction between a biomaterial and the surrounding microenvironment can 
affect the immune response. In healthy human tissue, the interstices between cells are filled by soluble 
proteins and the extracellular matrix (ECM), a mixture of water and fibrous protein chains. The presence 
of a foreign object in this space disturbs the tissue and causes an immune response. This begins when 
proteins from solution adsorb on foreign objects, misfolding in the process, aggregating and exchanging 
with previously adsorbed proteins and hence presenting normally-hidden interior structures into the 
ECM. This dynamic process is known as the Vroman effect6,7. These denatured protein structures are 
recognised by immune cells, leading to encapsulation of the implant by fibrotic tissue (i.e. scarring)8. 
Misfolding of adsorbed proteins occurs because of the mismatch in the surface energies of the implant 
and the protein in its native conformation. Hydrophobic surfaces in particular cause structural 
reorganization of proteins in order to reduce the Gibbs free energy of the entire system by increasing 
contact between the surface and the hydrophobic interior of the protein. 
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The Vroman effect and the misfolding process can be mitigated by chemical alteration of the surface. 
The most rudimentary kind of treatment involves increasing the hydrophilicity of the surface by acid9  or 
irradiation10. This improves cell adhesion but, for very hydrophilic surfaces, may also repel biomolecules 
by strongly adhering a layer of water to the surface11. More advanced treatments use covalent 
attachment to tether drugs or biomolecules to the surface12. These interact with cells to either kill 
pathogens13 or bind directly to extracellular matrix elements or cell membrane proteins, which in turn 
integrate the biomaterial into the surrounding tissue to bypass the fibrotic response14. As well as being 
more robust, an advantage of covalent linkage is that the biomolecule becomes tethered to the surface 
at a single point. In contrast, noncovalent adsorption requires a larger surface area between the 
biomolecule and the surface to sustain attachment, which can enclose the active site or distort the 
protein’s shape. To facilitate attachment and further enhance accessibility of the active site, reactive 
polymeric spacers or linkers may be used, but these require additional wet chemical steps15. Linker-
free attachment is a scalable solution, often achieved via plasma treatment to create reactive radicals, 
and has been shown to facilitate attachment of biomolecules that encourage cellular adhesion16. 
 
Cellular adhesion is the result of cooperation between several intracellular and extracellular proteins 
and, for this reason, many of the proteins used to functionalize surfaces come from the ECM. The 
adhesion complex is termed a ‘focal adhesion’ and is comprised of intracellular cytoskeletal proteins, 
transmembrane proteins, and ECM proteins. Together, these serve as a structural and signalling 
conduit for the cell17. For biomaterials the integrin class of surface receptors, being a large family of 
proteins that bind a range of adhesion protein ligands, forms an important receptor class18. The ligands 
for this family include soluble adhesion proteins such as fibronectin and vitronectin4, or ECM 
components like collagen and elastin19. All of these extracellular components have been used in some 
way to generate synthetic biomaterials20.  
 
In recent years, synthetic peptides have been used in place of whole proteins. The adhesion proteins 
that bind to integrin receptors contain active regions that are relatively small compared to the protein21. 
Due to their small size, these regions can be generated synthetically as peptides. So-called biomimetic 
peptides can provide adhesive signals to cell-surface receptors without loss of affinity19. These 
biomimetic peptides hold great potential for incorporation into biomaterials due to their clean solid-
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phase synthesis and relative robustness under the post-synthesis sterilization processes applied to 
implantable biomedical devices. The prototypical biomimetic peptide is based on the RGD sequence 
(using the single letter amino acid code) derived from proteins in the ECM22, and this has been 
incorporated into many biomaterials since its discovery23. To generate biomaterials that induce a 
particular response, or are specific to a certain tissue type, researchers are investigating ECM proteins 
for other biomimetic sequences.  
 
One such ECM protein is elastin - a highly elastic, fibrous protein that is found in most tissues of the 
body.  It confers elasticity, allowing tissues to return to their prior shape after stretching or contracting, 
and, for this reason, is crucial for the normal functioning of virtually all tissues and organs. The soluble 
precursor of elastin is tropoelastin, which is constructed according to 34 exons of the genetic code24. 
These exons are the DNA sequences within a gene that code for the amino acid sequence that makes 
tropoelastin. A large and growing body of literature is developing the understanding of cellular 
interactions with the various sections of the protein. The focus of that research is on three sections of 
tropoelastin25: the N-terminal domain, which accounts for the molecule’s elasticity; the hinge region, 
contributing flexibility; and the C-terminal domain, which is important for cellular interactivity.  
 
As well as its functional role in maintaining tissue flexibility, tropoelastin, and in particular the C-
terminus, has an important cell signalling role. The C-terminal domain of tropoelastin (named domain 36 
because in humans exons 34 and 35 have been deleted26) is unique in three ways: its amino acid 
sequence, GGACLGKACGRKRK, is highly charged; it is highly conserved across species; and it 
contains the only two cysteine amino acids in the entire protein27. These cysteines are connected by a 
disulfide bond, the removal of which disrupts the ability of the molecule to form elastin fibres28. Disulfide 
bonds typically support structural integrity of the surrounding region29, suggesting an important role for 
the highly charged C-terminal –R9KRK12 sequence (the two leading glycines have been removed in 
these simulations to match the experimental data – see Figure 1). Indeed, opposing this charge by 
introducing negative charges in the region prevents cell binding of tropoelastin to multiple cell types30. 
On the cell surface, the tropoelastin C-terminus interaction with cells has been localised to either of two 
protein receptors – glycosaminoglycans31 or integrin αvβ332, depending on cell type. The C-terminus’s 
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potent cell interactions provide motivation for this research in which we seek to study the potential of a 
peptide generated from domain 36 to reproduce the cellular interactions of tropoelastin.  
 
The capacity of the C-terminal domain of tropoelastin to support cellular adhesion suggests that it can 
be used as a biomimetic peptide. This possibility has been explored using synthetically prepared 
domain 36 to adhere cells to tissue culture plates30,33. Given the importance of the charged –R9KRK12 
region, it is expected that these charges are presented into solution to interact with cell-surface 
receptors. Recently, further interrogation of cellular adhesion to surfaces coated with the domain 36 
peptide has revealed a complicating factor. Unpublished results of our research group show that when 
adsorbed onto PTFE, which is commonly used in biomaterial design, N-acetylated domain 36 is 
incapable of adhering cells without the addition of a hydrophobic N-terminal moiety. A number of N-
terminal modifications (a.k.a. cofactors), based on either natural amino acids or the synthetic N-terminal 
blocking group FMOC, are listed in Figure 1 along with their capacity to bind cell surface receptors as 
per experimental data provided by Dr. Giselle Yeo (see Appendix A). These residues were chosen 
because they are easily ordered from most peptide synthesis companies and resulted in good cellular 
adhesion without further modifications.  
 
 
Figure 1. The domain 36 variants used in this chapter. a. The peptides have three structural sections—the 
cofactor, bridge, and bioactive regions. The cofactor can be: acetyled alanine (Acetyl), one phenylalanine (Phe), 
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one tryptophan (Tryp), two phenylalanines (DiPhe), two tryptophans (DiTryp) or the aromatic FMOC moiety. The 
bridge region consists of six residues connected by a disulfide bridge. The bioactive region is where the peptides 
bind to the tropoelastin receptor. It is connected to the bridge by a flexible glycine and is highly positively 
charged. b. The cell adhesion activities of the variants. The acetyl, Phe, and Tryp variants are inactive, while the 
DiPhe, DiTryp, and FMOC variants are active. Appendix A describes the experimental data (from Dr. Giselle 
Yeo) demonstrating the cell adhesion capacity. 
 
The acetyl variant is incapable of adhering cells to a PTFE surface - some quality of the peptide has 
been lost by excising it from tropoelastin. The sequence close to domain 36 in tropoelastin is quite 
hydrophobic34, so perhaps hydrophobic moieties contribute to binding. The Tryp- and Phe- variants 
have the hydrophobic amino acids tryptophan and phenylalanine as cofactors, respectively, yet do not 
bind cells. Only larger hydrophobic cofactors such as DiPhe-, DiTryp-, or the aromatic FMOC- moiety 
adhere cells. This suggest that, for surfaces, large hydrophobic cofactors like FMOC, DiTryp, and 
DiPhe, interact with either the surface or –R9KRK12 to recapitulate the effect of the native tropoelastin 
molecule. Doing this restores the ability to bind cells. Since it is difficult to determine the basis behind 
these effects using experimental techniques alone, atomistic simulations of the behaviour of the peptide 
variants is a useful next step.  
 
As shown in Figure 1, the presence of a hydrophobic N-terminal modification imparts domain 36 with 
the ability to adhere cells to a surface. These data are for domain 36 peptides adsorbed onto a 
polytetrafluorethylene (PTFE) surface. Simulating the peptide variants on a similar surface might show 
how their behaviour is influenced by the modifications but, as outlined in the previous chapter, there are 
difficulties in simulating interfacial systems using nonpolarizable force fields (FF). This is because, 
lacking electronic polarization, these FFs also lack an enthalpic contribution to surface adhesion caused 
by charge polarization of molecules at or near the interface, and this may lead to nonphysical behaviour. 
Yet there are some indications that, for hydrophobic surfaces, nonpolarizable FFs are suitable. For 
peptides, which require extensive sampling to explore the conformational landscape, this is desirable 
because nonpolarizable FFs have lower computational demand than polarizable FFs and thus enable 
greater sampling.  
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To assess nonpolarizable FFs in modelling interfacial systems, the binding of ions at aqueous interfaces 
has been used as a test case. Traditionally ions have been ordered in a series, known as the Hofmeister 
series, by their effect on protein solubility35. This order has since been recognised to match their relative 
preference to bind at aqueous interfaces, and this property can be readily calculated with MD 
simulations36. Comparison of the calculated ion-interface binding using multiple FFs has shown that for 
nonpolarizable FFs, errors appear in the order of the negatively charged ions37. Positively charged ions, 
which are less polarizable, are modelled more accurately. This error has been attributed to the lack of 
polarization, and used as justification for the rejection of fixed charge force fields for interfacial 
modelling38. However, decomposition of the energetic contributions to surface binding reveals that the 
Hofmeister series actually arises from a combination of many factors, and that ion- or water-polarization 
alone cannot explain ion-surface binding39. For peptides, which are more variable in terms of shape 
and interactions with water, other factors such as the shape of the cavity required to solvate each amino 
acid would be expected to contribute even more strongly than for ions.  
 
Peptides have several energetic contributions to surface adsorption: the dispersion force; the 
hydrophobic effect; entropic forces; and steric effects from the protein backbone. At the interface 
between water and a hydrophobic surface, which has a low dielectric constant, these are all explicitly 
modelled using nonpolarizable force fields40. Given this, polarization may be only a minor determinant 
of surface binding, where the combined effects of the above explicitly defined forces are the majority. 
For certain surfaces, estimates of the energetic contribution of polarization to surface binding are as 
low as 10%41. Indeed, on flat hydrophobic surfaces, a comparison of experimental and simulated 
peptide adsorption shows good agreement42. On such surfaces, where all energetic contributions 
except for polarization are accounted for, modelling by nonpolarizable FFs can still yield worthwhile 
results.  
 
Before simulating interfacial systems, the model system must be correctly parameterized. This requires 
determining accurate intermolecular interaction parameters and surface topography. Both of these are 
important particularly for metals: these surfaces have high dielectric constants, leading to strong 
interaction with molecules in the aqueous phase. This can create attractive image charges – induced 
effective charges residing within the metal in response to real charges in the aqueous phase41 – and 
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lead to polar binding sites created by specific crystal facets43. These are highly sensitive to the 
parameterization of the metal surface. 
 
For hydrophobic surfaces, which have low dielectric constants and negligible polarizability, 
parameterization is simpler. Dispersion forces arising from the surface are small, so there are no binding 
sites associated with the crystal facet, and image charges (which are repulsive for surfaces with low 
dielectric constant) arise directly from the oriented dipoles of water molecules at the interface, and not 
by polarization of the surface itself40. This means the main determinant of molecular binding to 
hydrophobic surfaces is the density and orientation of water at the interface44,45 and the hydrophobic 
effect, both of which are included in nonpolarizable FFs. Nonpolarizable simulations of adsorption to 
and diffusion across hydrophobic surfaces has been tested and shows qualitative and quantitative 
agreement to experiment42,46. While there are demonstrated issues for reproducing ion-surface binding 
with nonpolarizable FFs, peptide adsorption is more complex, depending upon many other factors. 
Given that nonpolarizable FFs have shown agreement with experiment, it is reasonable to consider 
surface interactions of biomimetic peptides on hydrophobic surfaces without polarization.  
 
In this chapter, we present MD simulations of the interaction between a hydrophobic surface and 
biomimetic peptides derived from tropoelastin to provide understanding of the in vitro cell adhesion 
trends. We apply nanoscale water contact angle measurement to parameterize a hydrophobic surface 
model that represents PTFE, and use this to generate 2 μs simulations of each of the four domain 36 
variants in the surface-bound state. Analysis of the peptide conformation and distance from the 
surface demonstrates how the hydrophobic cofactor affects the surface-bound state. These results 
prompt detailed study of the molecular determinants and strengths of atomic interactions at the 
surface, which is used to offer an explanation of the experimental data. This approach is an ideal 
complement to experimental methods, since it illustrates the role of cofactor molecules in surface 
adhesion and rationalizes this in molecular detail.  
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4.2 Methods 
4.2.1 Development of a surface model 
Developing a surface model has two practical aspects: creation of an in silico representation of the 
physical surface; and parameterizing the forces of attraction or repulsion between it and the surrounding 
atoms such as water, ions, and peptide. The model used here (‘surface model’) is a flat surface made 
of a hydrogen-terminated diamond slab. While the model does not have any three-dimensional surface 
topography, the effects of this are more prominent for strongly-interacting surfaces such as metals and 
less so for hydrophobic surfaces. The movement of individual chains of PTFE (‘PTFE surface’) is 
expected to be slow compared to the diffusion of a peptide. Since there are no specific surface 
interactions, and the surface is practically stationary, the flat surface model is used. This approximates 
well the average of the PTFE surface where the processing-induced roughening would be on a length 
scale much larger than that of the simulations, presenting a locally flat surface. In addition there are 
numerous examples of successful conclusions drawn from flat idealised surfaces47-49 The diamond slab 
was generated by replicating and translating the coordinates of carbon atoms of the unit cell of a 
diamond crystal to make the desired size. Hydrogen atoms were added to the terminating carbons. 
These processes were automated by code written in house using Python and ‘bash’ programming 
languages. The slabs were 1.6 nm high in order to be larger than the non-bonded cut-off used in 
simulations, ensuring that protein and water molecules at the surface did not interact with water on the 
other side of the slab in the adjacent periodic cell.  
 
The parameters governing the interaction between atoms within the diamond slab and between the 
diamond slab and the aqueous phase must account for bonded and non-bonded interactions. All of 
these parameters must be explicitly defined or the simulation code will fail. Since there are no existing 
parameters for diamond in the CHARMM27 force field, these parameters were added to the force field 
manually. The bonded parameters for carbon-carbon and carbon-hydrogen bonds were created by 
analogy with existing parameters for CT2-type carbons and H-type hydrogens from the CHARMM27 
force field. The non-bonded parameters are partial charge 𝑞 and the LJ parameters 𝜎 and 𝜀. For highly 
hydrophobic surfaces the partial charge of the surface atoms are set to zero, since these surfaces have 
low or zero polar surface energy. While this is in contrast to hydrophobic molecules in some force fields, 
these are likely introduced to reproduce their complex conformational behaviour that is not applicable 
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here, and it is in line with previous research using zero partial charge for solid hydrophobic surfaces46,47. 
The position of the LJ potential y-intercept, 𝜎, was the same as for CT2- and H-type atoms. The depth 
of the LJ potential minimum, 𝜀, was altered to change the non-polar surface energy of the model.  
 
4.2.2 Surface model molecular docking of domain 36 variants  
Molecular docking of the domain 36 peptides was performed in order to quickly find the lowest energy 
conformation, reducing the equilibration time of the MD simulations. Docking calculations use 
empirically fitted scoring functions to find conformations of small molecules, such as drugs or peptides, 
in energetic minima50. They contrast with molecular dynamics simulations in that they have no explicit 
treatment of solvent molecules and do not evolve the conformations through time. The original intent of 
molecular docking was to generate realistic conformations, rather than calculating binding affinities, and 
the failure of docking to predict binding affinities continues to be noted51. In contrast, generating 
accurate conformations was solved early on by many docking algorithms. For the domain 36 peptides, 
where the intention of molecular simulation on the surface model is exploratory data analysis, docking 
is an ideal solution for quickly generating realistic conformations on the surface. 
  
Docking was performed using the AutoDock Vina program52. This requires .pdbqt files for receptor and 
ligand, which were generated using AutoDock 453. For each peptide variant, the docked poses could 
be aligned by minimizing the RMSD of the backbone alpha-carbon atoms. Poorly clustered docking 
poses are indicative of multiple energetic minima of similar depth, and due to the difficulty predicting 
binding affinity with high accuracy, choosing the best surface-bound conformation is non-trivial. As the 
structure of the top 20 aligned poses all appeared to be of the same conformation by aligning and 
visually inspecting them, the affinity problem was judged to be a minor concern in this case. As a result 
of this, the single top-scoring pose was chosen as the initial peptide coordinates for MD.  
 
4.2.3 Simulation system  
Equilibrium simulations of the domain 36 variants were performed in order to explore their behaviour 
while adsorbed on the model surface. Equilibrium simulations used a model system based on the PTFE 
model surface. The surface was hydrated with ≅ 4000 explicit TIP3P water molecules using the VMD 
solvate plugin54. The hydrated surface was used to generate systems for the four variants - the docked 
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peptide structure was added and water molecules within 2 Å were removed. These systems were 
neutralized, and the salt concentration set to 150 mM, with Na+ and Cl- ions using the VMD ionize 
plugin. The water was equilibrated by restraining the peptide atoms and simulating for 2 ns, after which 
the peptide restraints were released. A harmonic restraining potential with a force constant of 0.1 
kcal/mol/Å2 was applied to a one-atom thick layer of carbons in the middle of the surface to prevent the 
system drifting. The systems for umbrella sampling of arginine and lysine, and pulling simulations of 
the cofactors, were generated in the same way except for the number of water molecules. The umbrella 
sampling systems used ≅ 900 water molecules, while the pulling simulation systems used ≅ 4000 water 
molecules. These allowed for at least one cut-off distance between the peptide or amino acid in the fully 
solvated state and the bottom of the PTFE model of the next periodic image.  
 
4.2.4 Water Contact Angle 
The water contact angle on the model surface was measured to parameterize the LJ 𝜀 parameter. For 
PTFE, which has zero polar surface energy, the water contact angle is determined by the apolar surface 
energy. This is determined by van der Waals forces that are approximated by the LJ potential55. It 
follows that altering the depth 𝜀 of the LJ potential will change the contact angle. This is a convenient 
method to parameterize the surface because water contact angles are readily determined by 
experiment or from published values.  
 
Measuring the macroscopic contact angle on the nanoscale requires modelling nano-droplets of water. 
This is viable, but the small size of the droplets compared to their curvature introduces an additional 
force called line tension56. Accounting for this requires simulating multiple droplet sizes, which 
represents added computational cost. Line tension can be removed by taking advantage of the periodic 
boundary conditions, creating a semi-cylindrical droplet with no curvature that extends into infinity along 
one axis57. The water contact angle was determined using a semi-cylindrical nano-droplet of 
approximately 3000 water molecules on the model surface. This droplet size is larger than the 
commonly used size of 2000 water molecules from several years ago58, reflecting greater computational 
capabilites, but as explained above semi-cylindrical droplets have no size dependence. The nano-
droplets began as cubes on the surface, but within 1 ns formed a droplet shape. These droplet and 
surface systems were simulated using equilibrium dynamics to collect data.  
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Analysis of the simulations was performed using custom-made Python scripts that used the MDAnalysis 
Python library for accessing molecular dynamics trajectories. The trajectory was split into blocks for 
block averaging (see Appendix B). Looping through every frame of each block, first the coordinates of 
the water droplets were transformed to account for drift of the centre of mass of the droplet. Then, the 
coordinates of the water molecules were binned into 0.1 nm bins in the X and Y dimensions (bisecting 
the droplet). The density of water occupancy of each bin was calculated, creating a 2-dimensional 
histogram of the droplet shape. The edges of the droplet were determined by the density (see 
Supplementary Figure 1), creating a 2-dimensional semi-circle. This was fit to a circle using the method 
of least squares59. The water contact angle was then calculated using: 
𝜃 = 2× tan-. ℎ𝑑
where 𝜃 =	contact angle, ℎ =	droplet height, and 𝑑 = droplet width at the surface. 
4.2.5 Cofactor binding strength 
Having determined some behavioural differences between the variants on the surface using equilibrium 
simulations, the surface adhesion of the cofactors was measured in more detail. In particular, the 
relative adhesion strength on the surface was measured. Because only the relative adhesion strength 
was required, a combination of pulling simulations and the Jarzynski equality was used, as opposed to 
umbrella sampling (which would provide more precise results at the cost of greater simulation time). 
The relative adhesion strength of the cofactors was measured using steered MD and the Jarzynski 
equality. The cofactors were simulated for 500 ps, saving coordinates every 50 ps. These were the 
starting coordinates for 10 simulations using steered MD. A moving harmonic restraint of strength 20 
kcal/mol/Å2 was applied to the centre of mass of the cofactor atoms. The restraint was moved away 
from the surface at a speed of 0.25 nm/ns and the force applied to the centre of mass was written every 
0.02 ps. This combination of pulling strength and speed ensured that the movement of the peptide 
closely followed the position of the restraint point, generating a time series of the force that could be 
used to calculate the work. Using Python scripting the area under this time series was integrated to 
give the work, and the free energy change was calculated using the Jarzynski equality60: 
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 𝑒-∆3/567 = 𝑒-8/567  
 
where ∆𝐺 is the free energy change, 𝑘; is the Boltzmann constant, 𝑇 is the temperature, and 𝑊 is the 
work.  
 
4.2.6 Umbrella Simulations 
In contrast to pulling simulations and using the Jarzynski equality to determine relative potentials of 
mean force (PMF) of the cofactors, detailed PMFs of the binding of two charged residues were required. 
These simulations used umbrella sampling, which provides precise measurement of PMFs at the cost 
of greater simulation and analysis time. These were more feasible for the two residues analysed here, 
since the simulation system is smaller. PMFs of arginine and lysine on the model surface were 
calculated using umbrella sampling. Harmonic restraining potentials were applied to constraint the Z-
coordinate of the centre of mass of the amino acids. There were 30 restraints centred at 0.05 nm 
intervals moving away from the surface, generating a PMF of 0 – 1.5 nm from the surface. Positional 
data from the simulations were recorded every 0.8 ps, and deconvoluted to yield a PMF using a software 
implementation61 of the weighted histogram analysis method62. This method generates PMFs by 
deconvoluting the positional data of adjacent simulations to determine the relative preference for the 
amino acid across the reaction coordinate (in this case, the distance from the surface). Obtaining 
accurate results thus requires good overlap of the explored region of the PMF between adjacent 
simulations. The 0.05 nm separation between biases in adjacent simulations here led to considerable 
overlap as well as providing convenient generation of input files. The systems were simulated for 5 ns. 
The first nanosecond of data was discarded as equilibration and after 5 ns adding more data did not 
alter the PMF, which indicates convergence.  
 
4.3 Results and Discussion 
4.3.1 Surface model parameterization 
In order to simulate domain 36 variants on a hydrophobic surface with MD, a model of a PTFE surface 
was developed. This was achieved by parameterizing one of the Lennard-Jones parameters of the 
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carbons in a flat, hydrogen-terminated diamond slab. This parameter, 𝜀, approximates the effect of van 
der Waals forces in nonpolarizable MD simulations63 and, for hydrophobic surfaces, also determines 
the surface energy. Parameterization was achieved by calibrating 𝜀 to reproduce the surface energy of 
PTFE.  
 
A cross-section of the simulated system is shown in Figure 1A. The surface energies of the diamond 
slabs at varying 𝜀 were determined by measuring the contact angle of a nanodroplet of water 
consisting of explicit water molecules interacting with each other and the model surface. Using 
periodic boundary conditions, the water extends to create an infinitely long cylindrical water 
nanodroplet, having a linear contact boundary between the surface and the droplet. Spherical droplets 
have circular contact boundaries with the surface and, due to the high ratio of curvature to the droplet 
volume, have significant forces distorting the droplet57. The simulation system used here avoids the 
additional simulations needed to account for these forces. The cylindrical nanodroplets were stable, 
allowing for the determination of the macroscopic contact angle. 
 
At the nanoscale, thermal motion of water molecules resulted in perturbations of the nanodroplet that 
deviate from a circular shape. By averaging across several hundred picoseconds, as well as 
correcting for lateral movement, the fluctuations converge to a circular arc. Plotting the averaged 
number density of water molecules results in a density map that can be fitted to a circle, from which 
the contact angle was measured (Figure 1b). The perimeter of the droplet was chosen as the point 
where the density was half that at the centre of the nanodroplet: This definition encompasses the 
majority of the water molecules used in the simulation without increasing the size of the nanodroplet 
beyond normal water density (Supplementary Figure 1).  
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Figure 2: The water contact angle from droplet simulations can be used to calibrate 𝜀 for the diamond surface. a) 
Cross-section of the simulation system - the water molecules (blue, white) form a cylindrical nanodroplet on the 
diamond surface (orange). b) Density map averaged over 1 ns of simulation. The edge of the droplet (red points) 
is used to fit a circle (black, dashed line), from which the contact angle is calculated (as indicated on the left side 
of the circle). c) Simulated nanodroplet contact angles for varying 𝜀. All droplets were equilibrated by 
2 nanoseconds and the average of the remaining simulation was used to determine the contact angle. d) The 𝜀 
and the cosine of the contact angle show a linear relationship up to 𝜀 ≅ 0.036. This can be used to parameterize 
the diamond surface to represent materials with low polar surface energy such as PTFE. 
 
Because the water contact angle fluctuates due to thermal motion, 30 nanoseconds of nanodroplet 
simulation was used to obtain better statistics. The time series of the nanodroplets on surfaces with 
varying 𝜀 is shown in Figure 1c. All simulations were started from the same coordinates and the first 
two nanoseconds were discarded since the system is clearly moving towards equilibrium during this 
time. The simulated contact angles after two nanoseconds fluctuated around a consensus value, so 
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only these remaining data were used to calculate the contact angle. The time series clearly shows 
that increasing the 𝜀 of the surface reduces the contact angle, indicating that the surface has higher 
surface energy and is more hydrophilic. The data points presented in Figure 1c are the contact angle 
calculated as the average over blocks of 500 picoseconds. Block averaging (see Appendix B) of the 
trajectories determined that increasing the size of the blocks does not change the standard deviation. 
These data points are therefore uncorrelated, and can be averaged and used to generate error bars.  
 
Fitting the cosine of the contact angle to 𝜀 yields a linear relationship (Figure 2d). According to 
Young’s law, the cosine of the contact angle is linearly dependent on the interaction energy between 
the water and the surface64. In these simulations, where the only interaction between the liquid and 
solid phases is from the Lennard Jones potential, it follows that the cosine of the contact angle is 
linearly dependent on 𝜀, the maximum depth of the LJ potential energy function. A full theoretical 
description has been provided along with droplet simulations previously but, in that work, the fit 
erroneously led to contact angles less than 180° at 𝜀 > 047. Removing line tension by using a 
cylindrical droplet, as shown here, avoids this error. This fit confirms that the nanodroplet-surface 
system models the effects of van der Waals forces in macroscale surface-droplet systems and so 
provides a useful way to parameterize model flat hydrophobic surfaces. Using these data, 𝜀 can be 
set to match the water contact angle of many hydrophobic polymers. To model PTFE, the water 
contact angle of the polymer can simply be measured or read from a table. Then, by finding the 
cosine of this angle and using the relationship determined in Figure 2d, the correct 𝜀 value to recreate 
that surface is determined.  
 
It should be noted that there is a practical upper limit to 𝜀. Increasing 𝜀 beyond a certain point does 
not accurately reflect most hydrophilic surfaces – in reality the surface energy will increasingly have 
some polar component. This is demonstrated for the contact angle at 𝜀 > 0.036, which deviates from 
the trend. For surfaces more hydrophilic than this, some polar moieties should be included but these 
will require further parameterization of the charge distribution. For PTFE, whose surface energy is 
100% nonpolar, this poses no problem and so this approach is suitable to parameterize a surface 
model of PTFE, whose contact angle is  around 109°65 and so has 𝜀 = 0.015.  
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 4.3.2 Surface-peptide docking 
Three of the hydrophobic N-terminal modifications cause domain 36 peptides to become cell-adherent 
(FMOC, DiPhenylalanine, and DiTryptophan). This is likely due to their effect on either the 
conformation, by unlocking active binding structures66, or through changing the orientation to present 
the bioactive region away from the surface and towards the cell. The conformations of the variants 
can be determined using molecular dynamics simulations on the PTFE surface model but, due to 
energetic attraction to the surface restricting movement, equilibrating the peptides is slow. Molecular 
docking with AutoDock Vina, which uses flexible fitting to find low energy conformations52, is initially 
used to speed equilibration.  
 
Figure 3 shows the top-scoring docking conformations of six domain 36 variants on the PTFE surface 
model. The variants can be grouped in pairs by the direction the cofactor bends with respect to the 
bioactive region. The Acetyl- and FMOC- variants have the cofactor bending to the right when viewed 
from above. The Phe and Tryp variants show an approximately even split between left and right, while 
the DiPhe and DiTryp variants have the cofactor bending to the left.  
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 Figure 3: Molecular docking calculations show the effect of the cofactor on domain 36 variant conformation. 
Birds-eye view of alignments (a-f) of the top 20 conformations of each variant showing the N-terminal cofactor 
(orange, stick representation), peptide backbone (cyan, ribbon representation) and bioactive region (blue, ribbon 
representation) on the top-most layer of the PTFE model (red, ball representation). The docked conformations 
are aligned in the x-y plane to facilitate comparison. There are three types of binding defined by the direction of 
bending of the cofactor: The Acetyl and FMOC (a, b) variants bend to the right, the Phe and Tryp (c, d) variants 
bend in both directions, while the DiPhe and DiTryp (e, f) variants bend left.  
 
These surface binding modes bring to light the role of the cofactor size. The Acetyl variant can be 
viewed as the ‘native’ surface-bound structure, having the smallest cofactor that is not expected to 
interact strongly with the rest of the peptide or the surface. The Phe and Tryp variants have 
intermediate sized cofactors, which adsorb more strongly onto the surface and shift the orientation of 
the cofactor to the left via torsion of the peptide backbone. The largest cofactors, DiPhe and DiTryp, 
have the largest size, and fully shift the cofactor orientation to the left, likely because of stronger 
interaction with the surface. This does not occur for the FMOC- variant which, while similar in size, 
has high flexibility due to the non-peptidic connection to the peptide, allowing the native conformation 
to exist. According to these results, the cofactor plays a role in the conformation of the peptide as a 
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whole, and this could include the bioactive region. However, the docking results do not show a 
common conformation for all of the cell-adhering variants. So, to further probe the structure, molecular 
dynamics simulation is required.  
 
4.3.3 Surface-peptide equilibrium molecular dynamics 
2 μs equilibrium MD simulations of four of the domain 36 variants (Acetyl, FMOC, DiPhe, DiTryp), 
starting from their docked conformation, were used to explore the conformational landscape in more 
detail. The Phe and Tryp cofactor variants were not analysed using equilibrium MD simulations 
because they did not show cell adhesion. They are, however, included in the more detailed follow up 
simulations. While the Acetyl variant also lacked cell adhesion, it provides a useful starting point to 
compare conformational changes in equilibrium simulations, since it is closest to the native 
tropoelastin sequence and represents the surface-bound structure without the influence of any large 
cofactor. Due to the sampling restrictions imposed by interactions with the surface, these simulations 
are unlikely to completely sample the adsorbed conformational landscape. While there are techniques 
that enhance sampling by escaping from energy basins67,68, these are aimed at generating complete 
Boltzmann-weighted population ensembles and are associated with significant computational and 
analytical cost. The purpose of these equilibrium simulations is exploratory data analysis to guide the 
more targeted simulations that follow. 
 
An example of the simulation systems used is shown in Figure 4a. Compared to docking, MD 
simulations are more accurate because they explicitly include water molecules, use FFs designed to 
reproduce physical interactions, and evolve the peptide conformation through time. All four peptides 
stayed adsorbed to the surface for the entirety of the simulations. They freely translated across the 
surface as has been observed previously on flat hydrophobic surfaces42,46. This indicates that no 
binding sites are created by the crystal facet surface, as occurs for metals43. Additionally, the peptides 
had similar translational diffusion coefficients, so this is unlikely to be the mechanism that causes cell-
adhesion. 
 
Aligned snapshots from the MD simulations are shown in Figure 4b, showing that the conformations 
seen in docking are largely preserved. The main movements are rotations of the bioactive region and 
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flexing about the bridge region that changes the position of the cofactors with respect to the surface 
and the bioactive region. These movements indicate areas where differences between the peptides 
that affect their cell adhesive activity might arise.  
 
The secondary structure of the variants may be a discriminating factor that separates the cell-
adhering variants from the Acetyl variant. For a comparison of this, Figure 4c shows the time series of 
the peptide secondary structure elements observed in each simulation. At first, there is no obvious 
differentiating factor that separates the variants. Each variant has a turn (beta turn, 3-10 helix, or 
alpha helix) across the bridge region, likely caused by the torsion from the disulfide bond. However, 
this turn element is shifted by 1-2 residues towards the N-terminal for the cell-adhering variants 
compared to the Acetyl variant. Since it only occurs in these variants, it is likely due to the tight 
adsorption of the hydrophobic cofactors to the surface.   
 
 
Figure 4: Equilibrium simulations show no discernible effect of the cofactor region on the secondary structure of 
the bioactive region, hence more high-resolution analysis is required.  a) Cross-section of the simulation system 
used for equilibrium MD of the domain 36 peptide variants on a PTFE model. The initial coordinates for the 
peptide (space-filling model, blue, white, red and yellow) were taken from docking simulations. b) Aligned 
snapshots, shown as ribbons and stick models for clarity, taken from every 200 ns of the equilibrium simulations. 
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The snapshots show that the docking conformations are largely preserved, and that for the hydrophobic variants, 
the cofactor (orange) can bend around the bridge (cyan) to contact the bioactive region (blue). c) Time series of 
secondary structure elements for the four peptide variants across the equilibrium simulations show no 
discriminatory elements in the bioactive region.  
 
The charged bioactive region, made up of –R9KRK12, is known to be the active epitope in domain 
3632.  Changes in this region may affect how it interacts with the cell. The positive charges of the 
amino acids in this region are thought to be the chemical determinant of binding28 and so their 
position with respect to each other, and to the surface, is a possible point of difference between the 
variants. Density plots of the peptide backbone angles of each residue, also known as Ramachandran 
plots, describe the bond angles in the peptide backbone between each amino acid and thus the 
structure of the backbone. These plots provide ‘at a glance’ visualizations of the entirety of a 
simulation, allowing a fast comparison of the conformational landscape that was explored. Analysis of 
the Ramachandran plots of the charged amino acids (-R9KRK12) in the bioactive region does not show 
any difference that separates the FMOC, DiTryp, and DiPhe peptides from the Acetyl peptide 
(Supplementary Figure 2).  
 
 
Figure 5. Time series showing the surface separation distance of the binding residues. In each case, 
both arginines (orange, cyan) are bound to the surface, solvated by the first interfacial water layer. The lysines 
(blue, red) are solvated for a majority of the simulation. The movement of the cofactor therefore has no effect on 
the surface-adhesion behaviour of the bioactive region.  
 
The position of the positive charges in the bioactive region relative to the surface may affect how 
accessible this region is to the cell. Figure 5 shows time series of the surface separation distance of 
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these charges for the four variants. In each case, the arginine charges are closely adsorbed to the 
surface. In contrast, the lysine charges are separated from the surface by a further ~4	Å. This is 
potentially a result of the differences in both the topology and the flexibility of these amino acids. 
Arginine, which has a lower charge density due to separation of the charge across two amine groups, 
also presents a flatter and wider profile than the pointed lysine. This facilitates good enthalpic 
interactions with water molecules at the surface. The lysine, which is more flexible, allows for the 
carbon stem to lay flat along the surface, a consequence of the hydrophobic effect, while the charge 
sits further away. Yet again, however, there are no apparent discriminating factors between the cell-
adhering and non-cell-adhering variants from the equilibrium simulations alone.  
 
Since the conformation of the bioactive region does not show any differences that could explain the 
cell binding properties of the variants, it may be that the orientation of the peptide on the surface, 
which facilitates contact between the bioactive region and the cell, is changed by the presence of the 
cofactors. To better understand how the cofactors affect the peptide orientation, the surface 
adsorption behaviour of both the cofactor region and the bioactive region needs to be analysed.  
 
4.3.4 Surface binding of positively-charged amino acids 
Docking and equilibrium molecular dynamics did not demonstrate any factors that could discriminate 
the cell-adhering from the non-cell-adhering variant. Assuming a reasonable characterisation of the 
conformational behaviour at the surface they do, however, show interesting differences in the surface 
adsorption of different parts of the peptide. In particular, there was tight adsorption to the surface by 
the hydrophobic cofactors (but not the Acetyl) and some differences in the preference for the surface 
between the charged Arginine and Lysine residues. These differences imply a more detailed study of 
the surface adsorption behaviour is needed. This is because an alternative mechanism of cell 
adhesion to conformational differences involves the presentation of the bioactive region to the 
solution. By preferentially adsorbing through the cofactors, the active variants could be altering the 
presentation of the bioactive region, facilitating better contact with cell-surface receptors. This could 
be a function of the adsorption strength of the bioactive region.  
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Figure 5 shows some differences in the adsorption of the charges in the bioactive region. To further 
explore this, umbrella sampling of these residues on the PTFE model surface was performed. 
Umbrella sampling is a MD technique using many replicate simulations with a change in position of a 
bias to force sampling across a reaction coordinate and so determine a potential of mean force 
(PMF), which describes the energetic interaction of the atoms along the path of movement. It is an 
ideal technique to measure the atomic determinants controlling adsorption because it offers fine 
spatial resolution and accuracy. Arginine and lysine have the same charge (+1e) but different 
molecular volumes and shapes, so they are a suitable model to determine how these factors influence 
surface binding. This analysis is especially useful here since it also controls how the cofactors adsorb.  
 
The PMFs of the alpha-carbon of arginine and lysine moving away from the surface is shown in 
Figure 6a. Arginine has a slightly larger free energy of adsorption and this can be rationalized by 
observation of the lowest-energy binding structures shown in Figures 6b and 6c. For arginine, whose 
positive charge is spread across two amine groups, the charge lays flat along the surface, while the 
lysine’s single amine group is lifted away from the surface. This is due to the layers of water at the 
interface – Figures 6d and 6e show how the charge and mass density of water near the surface is 
separated into two layers. This has been observed previously47,69 and is one determinant of peptide 
binding on hydrophobic surfaces45. Arginine, whose charge is spread across a planar moiety, lays flat 
in the first water layer, getting favourable enthalpic contacts with the high density negative charge in 
this region. Lysine, in comparison, achieves better solvation between the first and second water 
layers due to its more rounded charge density, which points both up- and downwards to the first and 
second layers of negative charge created by the interfacial water. Surface adsorption to PTFE is 
generally considered to be caused by exclusion from the aqueous phase. The conformations 
observed here demonstrate that shape and polarity also influence binding by interacting with the 
surface water layers. These effects are not limited to charged residues, so they may similarly 
influence the way the cofactors bind.  
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Figure 6. Potentials of mean force (PMF) for the positively-charged arginine and lysine amino acids 
demonstrates how the interfacial water layers change surface binding. a) PMFs of the alpha-carbons of arginine 
and lysine amino acids moving away from the PTFE surface model. b) Lowest energy surface-bound 
conformation of arginine. c) Lowest energy surface-bound conformation of lysine. d) Charge density of water at 
the interface showing dipole moments created by oriented water molecules. e) Mass density of water at the 
interface showing alternating layers of high- and low-density water.  
 
4.3.5 Peptide orientation on the surface 
The equilibrium MD simulations were further analysed to probe the adhesion of the cofactor and 
bioactive regions on the surface. Figure 7 shows the surface separation distance of the centres of 
mass of the cofactors and the bioactive regions for the four domain 36 variants. For the charged 
bioactive regions, in each case there is prolonged association with the surface. It is capable of 
desorbing from the surface, and this can be seen particularly for the FMOC variant from ~700-900 ns. 
However, since this also occurs for the Acetyl variant, and is not observed for either the DiPhe or 
DiTryp variants, this occurrence is not likely caused by any interaction with the cofactor and so is not, 
by itself, facilitating cell adhesion. The ability of the bioactive region to desorb spontaneously does 
suggest that it can easily unbind from the surface, explaining how it binds to the tropoelastin cell 
surface receptor.  
53
  
Figure 7. Time-series showing the distance from the surface of a) the binding or b) the cofactor. The bioactive 
region is mostly surface-bound in each case, but is capable of unbinding 1-4 residues for periods of up to 100 ns. 
Unlike the hydrophobic cofactors, the acetyl cofactor is only weakly adsorbed onto the surface and is capable of 
unbinding completely for extended periods. 
 
On the other end of the peptide, the movement of the cofactor itself may affect how the peptide 
interacts with cells. The larger surface area of the three hydrophobic cofactors results in strong 
surface adsorption for the entirety of the simulations. In contrast, the non-cell adhering Acetyl variant 
demonstrates complete desorption of the cofactor region, with the peptide being anchored to the 
surface by only the bioactive region. This is the only discriminatory factor observed so far that 
separates the hydrophobic cofactor variants from the Acetyl variant.  
 
4.3.6 Surface adhesion strength of the cofactors 
Since neither the conformation of the peptides nor the adhesion of the bioactive region are 
discriminatory for cell adhesion, the interaction between the cofactor itself and the surface must be 
facilitating cellular adhesion. To explore this, the relative strength of adhesion of the cofactors was 
determined. Pulling simulations, in combination with the Jarzynski equality, were used to determine 
the adsorption energy of the cofactors. This method, while not as accurate as umbrella sampling, can 
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more efficiently calculate the relative adhesion strength70. Figure 8a shows the simulation system 
used, in which the cofactor, starting from the adsorbed conformation, was pulled from the PTFE 
model surface. This generated the PMFs shown in Figure 8b. The order of the PMFs supports the 
justification of the docked binding poses from Figure 3 – the Phe and Tryp cofactors have reduced 
surface adsorption strength compared to the DiPhe and DiTryp variants, and so are less able to 
introduce torsion into the backbone.  
 
The surface adsorption on the PTFE model is a function of both the shape, which contributes to the 
hydrophobic effect by displacing water molecules back into the aqueous phase, as well as the 
presence of polar groups, which interact favourably with dipoles aligned parallel to the surface. This 
was demonstrated by the preferred surface binding conformations of arginine and lysine residues 
seen in umbrella sampling, and can be observed again in the surface adsorption trends of the 
cofactors. Figure 8c shows a comparison of the molecular volume and the number of polar chemical 
groups (defined as oxygen or nitrogen-containing moieties) in the side-chains of the cofactors. The 
molecular volume contributes to surface adsorption by expelling water from the surface back into the 
aqueous phase71, while the number of polar moieties indicates the capacity for favourable enthalpic 
interactions with the high density water layer at the surface.  
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Figure 8. Pulling simulations of the cofactors reveal the order of surface adhesion strengths of these regions. a) 
Simulation system used for calculating potentials of mean force (PMF) for surface binding. The cofactor (space-
filling model, blue, white and red) initially is equilibrated at the PTFE model surface, and is pulled away through a 
water box (transparent, blue). The PMF is estimated using the Jarzynski equality. b) PMF of surface adhesion for 
the peptide cofactors. The cofactors from the cell-binding domain 36 variants (FMOC, DiTryp, DiPhe) show the 
highest surface adhesion. Single-amino acid cofactors have intermediate adhesion strength, while the Acetyl 
cofactor shows minimal adhesion. c) Comparison of the molecular volumes and the number of polar moieties of 
each cofactor. Higher molecular volume contributes to surface adsorption by expelling water back into the 
aqueous phase, while some polar character also interacts favourably with the in-plane dipole moments of the 
surface water layer. These trends justify the surface adsorption strengths calculated by pulling simulations. 
 
The order of surface adsorption strengths correlates well with the combination of molecular volumes 
and the number of polar moieties. The DiTryp cofactor has the highest surface adsorption, which 
occurs because of the combination of higher molecular volume in addition to the polar amine group on 
each amino acid – these make contact with water molecules in the first water layer, reducing the 
enthalpic cost of water molecules leaving the aqueous phase. The FMOC cofactor also has two polar 
moieties but smaller molecular volume and, consequently, has a smaller surface adsorption strength. 
This trend continues down to the Acetyl cofactor with no polar moieties, the smallest molecular 
volume, and the lowest surface adsorption strength.  
 
The trends in surface adsorption strength provide a feasible mechanism to explain the cell binding 
behaviour on PTFE observed in experiment. The bioactive region, which is capable of desorbing from 
the surface, can attract a region of negative charge on the cell surface receptor due to its high 
concentration of positive charges. Once this region is bound, cellular adhesion relies on the surface 
adsorption strength of the cofactors to stay anchored to the surface. The higher adsorption strength of 
the DiTryp, FMOC and DiPhe cofactors can support anchoring to the surface, but evidently once the 
adsorption strength of the cofactor region drops below some critical point, the peptide can no longer 
anchor the cell to the surface. This occurs for the Phe, Tryp and Acetyl variants.  
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4.4 Conclusion 
The ability to use fixed charge MD simulations of a hydrophobic surface to rationalise cell adhesion 
trends was far from a foregone conclusion. There are demonstrated difficulties in simulating even 
simple ion-surface adsorption, and the existence of specialised forcefields to simulate interfacial 
systems (covered in Chapter 3) suggests some researchers believe that nonpolarizable FFs can not 
be used in this case. There have been nonpolarizable simulations of an ideal case - diamond surfaces 
- that show good agreement with experiment, but this is not as complex as the biological system 
investigated here.  
 
The calibration of a surface model for simulation showed that the nano-droplet method obeyed the 
physical relationship expected between surface energy and contact angle that is observed on the 
macroscale. This relationship was used to generate a model PTFE surface capable of simulating 
surface interactions of the domain 36 variants. Docking and equilibrium simulations of the cell active 
variants showed no common conformation that might explain their interaction with cells. The cofactors 
themselves, however, showed differences in their adsorption strength that correlate to the 
experimental cell adhesion data and thus offer an explanation for them. The active variants had much 
stronger surface adhesion, which suggests they can anchor the peptide to the surface when the cell is 
bound to the bioactive region. The strong adsorption of the hydrophobic cofactors follows from their 
larger volumes, but also the presence of polar moieties that point into a high density layer of water. 
Despite doubts about simulating interfacial systems using the fixed charge approximation, the PTFE 
model is able to explain the experimental cell adhesion results as well as offer insight into the 
molecular mechanism of surface adsorption. This suggests that the fixed charge approximation is 
appropriate to simulate inert, hydrophobic surfaces.  
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4.5 Supplementary figures 
 
Supplementary Figure 1. Cross section of a water nanodroplet illustrating the cutoff used to determine the 
droplet’s outer edge. Near the base, the droplet is approximately 80 Å wide. The density of water molecules (blue 
curve), calculated as the average of 500ps of simulation, rises from the vapor phase to maximal density in a 
sigmoid pattern. Fitting one half of the density to a sigmoid curve yields the fit in red, whose inflection point is less 
than 0.1 Å from the actual cut-off used Figure 1. This demonstrates how the half-maximal density is an 
appropriate choice for the edge of the nanodroplet, since it encompasses most of the water volume without over-
extending the edge.   
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Supplementary Figure 2. Ramachandran plots of the bioactive region do not show any structural motifs 
common only to the binding variants. The plots are represented as density heat-maps showing the regions of 
highest sampling. Lysine 12 is omitted since it has no psi angle.  
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Chapter 5. Simulations of bioactive peptides in 
solution 
The acetylated domain 36 peptide cannot adhere cells to PTFE surfaces due to the weak adsorption 
strength of the acetyl group to the surface. The addition of hydrophobic N-terminal modifications, termed 
cofactors, allows for stronger adsorption at the peptide-PTFE interface. To show that the peptides bind 
specifically to the tropoelastin receptor, they have previously been experimentally tested for the ability 
to inhibit cell adhesion on surfaces coated with tropoelastin. In these experiments some variants of the 
peptide, in solution, bound to and blocked the available tropoelastin receptor binding sites. One of the 
peptide variants showed different binding activity in solution than on the surface. This chapter 
interrogates the four domain 36 variants in solution, using simulation techniques to offer an explanation 
of the experimental cellular adhesion data. 
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5.1 Introduction 
 
Domain 36 of tropoelastin can bind to its receptor on the cell surface when attached to the 
tropoelastin molecule and also, as discussed in chapter 2, from a PTFE surface when strongly 
adsorbed. The binding site of domain 36 on the cell surface is not well characterized.  The molecular 
structure of the site is unknown and hence the mechanism of binding is unclear. Determining the 
molecular details of binding will inform the design of surfaces that are better able to adhere cells and 
will shed light on the binding of endogenous tropoelastin.  
 
To further characterise the domain 36 peptides, Dr Giselle Yeo from the Charles Perkins Centre at the 
University of Sydney has tested the capacity of the four domain 36 variants introduced in Chapter 4 to 
bind to the tropoelastin receptor directly from solution using inhibition assays (see Appendix A). The 
variants were added to a solution of cells on a surface coated with a monolayer of tropoelastin 
molecules and then tested for their ability to inhibit adhesion by binding to, and thus blocking, the 
available receptor sites. Unlike the same molecules on the PTFE surface, not all of the hydrophobic 
variants could bind to the cell (Figure 1). While the DiTryp and FMOC variants were capable of 
binding, both the Acetylated and Diphenylalanine variants did not inhibit adhesion and are thus 
incapable of binding to the cell surface receptor when in solution.    
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 Figure 1. The domain 36 variants used in this chapter. a) The peptides have three structural sections—the 
cofactor, bridge, and bioactive regions. The cofactor can be: acetyled alanine (Acetyl), two phenylalanines (DiPhe), 
two tryptophans (DiTryp) or the aromatic FMOC moiety. The bridge region consists of six residues connected by a 
disulfide bridge. The bioactive region is the region where the peptides are likely to bind to the tropoelastin receptor. 
It is connected to the bridge by a flexible glycine and is highly positively charged. b) The cell activities of the four 
variants, measuring the ability to bind the tropoelastin cell surface receptor. The acetyl variant is always inactive, 
while the FMOC and DiTryp variants are always active. The DiPhe variant is active on a PTFE surface, but not in 
solution.  
 
These results suggest that: 1) the acetylated domain 36 peptide loses something essential to binding, 
possibly a hydrophobic support, by being separated from the tropoelastin molecule; 2) two of the 
hydrophobic cofactors (FMOC, DiTryp) are able to recapitulate this function; and 3) the 
Diphenylalanine cofactor, while it is also hydrophobic, is incapable of providing this function. Can we 
more closely examine the mechanism of binding without knowing the makeup of the binding site? 
Insight into the effect of the cofactor on the peptide structure and its dynamics will shed light on this 
question, and molecular simulations may be able to generate the high-resolution information 
required.   
 
Atomic-resolution structural studies of biomolecules generally proceed using Nuclear magnetic 
resonance (NMR) spectroscopy or X-ray crystallography, but there are some molecules which do not 
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yield a coherent structure using either of these techniques. Tropoelastin is known to be highly flexible 
and mostly disordered1, hampering structural studies that use these techniques. Because of this, 
there is no available crystal structure of tropoelastin. The domain 36 peptide has been studied by 
NMR and simulation, indicating that it has some beta turn content in the bridge region but is mostly 
unfolded2. Given its small size and high flexibility, domain 36 is likely a member of a class of 
molecules known as intrinsically disordered peptides (IDPs). 
 
IDPs have two defining features: 1) They are typically shorter than structured proteins, so the total 
intramolecular force that can support folding is weak compared to their thermal energy. Longer 
polypeptides have more opportunity for enthalpic contacts between residues and a greater entropic 
benefit to the expulsion of water from an internal globular phase. These processes result in the folded 
state existing in a free energy well. As they are removed (often simply by reducing the size of the 
chain), the barriers between free energy wells are reduced, ultimately becoming crossable by thermal 
energy alone. This makes folded conformations transient. Energetically, they can be described by a 
flat free energy landscape with low barriers between structurally discrete populations (Figure 2)3. 2) 
Many conformations that IDPs do visit lack secondary structure content. That is, they have a low 
percentage of well-ordered structural motifs like alpha helices and beta turns4, and are mostly 
‘random coil’ - a term from polymer science that refers to randomly distributed orientations between 
adjacent monomers or, in this case, amino acids. For peptides, the free energy landscape of rotation 
around the backbone does have some minima that weight the distribution towards certain structures, 
but these are not recognised as folded due to the lack of secondary structure content. IDPs such as 
the domain 36 variants are thus structurally heterogeneous - they have no native structure and exist 
as an ensemble of transient populations that are mostly random coil. Because of this, they are best 
understood as a statistical distribution of structures rather than a single conformation. 
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Figure 2. Schematic diagram of the free energy landscapes of a folded protein and an intrinsically disordered 
peptide (IDP). Energy wells indicate a preferred conformation – folded proteins usually have a single, global 
minimum, while IDPs have many minima of the same or similar energy that are physiologically relevant.  
 
IDPs are disordered in order to access alternative binding modes to folded proteins5. According to the 
‘lock-and-key’ binding mechanism, natively folded protein ligands bind to their substrates by fitting into 
a pocket of complementary shape6. This constricts their motion, which thermodynamically is 
described as a loss of translational and rotational entropy. The loss in entropy is balanced by an 
increase in enthalpic energy via ionic bonds, van der Waals interactions, or the hydrophobic effect 
(favourable entropy and enthalpy in the surrounding water molecules). For IDPs, whose structural 
disorder gives them comparatively high entropy, the entropic cost of binding is higher. They 
compensate for this with increased enthalpic benefit of binding via hydrogen bonding to the exposed 
backbone and/or by a stepwise mechanism of binding, using charged hotspot residues that minimize 
entropic cost while gradually increasing enthalpic benefit7. These mechanisms are illustrative of two 
further kinds of binding modes – ‘conformational selection’ and ‘induced fit’.  
 
The high flexibility of IDPs gives rise to a large number of discrete structures, leading to these two 
types of binding. In conformational selection, the ensemble of populations explored by an IDP in the 
solution phase includes many structures that are not suitable for binding, although some of the time, 
the peptide visits a subpopulation that is compatible with the binding site. If the ensemble of 
populations is weighted enough towards this structure then, with enough interaction events between 
the IDP and its receptor, binding occurs. This is essentially the lock-and-key mechanism but relies on 
the interaction occurring while the IDP is in the correct subpopulation.  
 
In the other type of binding of IDPs, induced fit, the peptide never visits the binding conformation on 
its own. Initially, charge interactions attract it towards the binding pocket and, facilitated by high 
flexibility, it fits into the pocket to achieve shape complementarity. For purely induced fit binding, the 
peptide can visit the bound conformation only by interaction with the receptor. In practice, most IDP 
binding is likely to be some combination of the two methods, i.e. a subpopulation of the ensemble is 
more likely to bind since it has lower entropy and reduced entropic cost to binding. This allows it to 
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flexibly fit into the binding site. The challenge in optimizing binding is first to understand how much 
each of these contribute to the interaction.  
 
Often, since NMR and X-ray crystallography are inapplicable for IDPs in the solution-phase, atomistic 
simulations are required to determine the mechanism of binding. Where there is a crystal structure of 
the bound IDP/receptor dimer, simulations can essentially proceed in reverse, moving from the bound 
state to the solution phase, and the degree of structural change is revealed. This is beneficial 
computationally, since it avoids sampling large regions of inactive conformations in the aqueous 
phase unnecessarily. If the bound structure also exists as a part of the solution-phase ensemble, then 
conformational selection is the likely binding mechanism. Modifications that stabilize this structure are 
expected to increase binding. If the bound structure is not part of the solution-phase structural 
landscape, then induced fit is more likely. In this case, binding is enhanced by modifications that slow 
the dynamics of the peptide, reducing the entropic cost of fitting the binding site.  
 
Determining the binding mechanism using simulation is considered difficult or impossible without 
experimental data such as a crystal structure8. In the case of domain 36, where there is no knowledge 
of the binding structure and all structures are equally likely to be physiologically relevant, another 
external source of screening data is required. Cell adhesion data like those shown in Figure 1 can be 
used for this purpose. These data indicate that chemical modifications change either the dynamics or 
the structural ensemble of the domain 36 peptide. Comparing the structural ensembles of the variants 
in binding and inactive situations reveals the extent of conformational selection, an approach that has 
been taken with beta amyloid peptides9. 
 
Comparing conformational ensembles first requires a Boltzmann-weighted ensemble of structures 
which are then clustered into discrete populations. Finding an effective clustering method is complex 
for IDPs since they, unlike native proteins that are easily clustered by tertiary and secondary 
structure, have low secondary structure content. Folded proteins can be classified by collective 
variables such as the number of hydrogen bonds or the radius of gyration, but how can structures of 
solvated, random coil IDPs be differentiated from one another? The peptide backbone dihedral angles 
can describe different structures, yet even the shortest peptides have tens or hundreds of backbone 
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angles. In these circumstances, it is necessary to reduce the number of dimensions of movement to a 
manageable number so they can be plotted graphically and clustered.  
 
Dimensionality reduction is the procedure of collapsing many degrees of freedom, or dimensions, to a 
low number that allows for analysis. Movement across the low dimensional space represents changes 
in multiple parameters from the high-dimensional space. A handful of dimensions in the reduced 
space represents the total variation in the data. One example of dimensionality reduction applied to 
binding mechanisms of IDPs is the ‘sketch-map’, a 2-dimensional projection of points that are 
clustered together to faithfully represent cluster patterns from high-dimensional space10. 
 
Another method of dimensionality reduction is principal component analysis (PCA). Theoretically, this 
procedure applies a linear transformation to simulation trajectory data to distil all of the observed 
variation into several modes that each describe multiple underlying parameters. A PCA classifies all 
of the types of structural changes observed in the data and orders them according to magnitude. This 
technique allows high-dimensional structure changes consisting of many elements to be described 
using only a handful of dimensions. PCA can be applied to Cartesian coordinates of atoms in a 
simulation, although any translational and rotational diffusion must first be removed to prevent these 
movements being interpreted as structural change. For peptides, which have nontrivial alignments, 
internal coordinates such as backbone dihedral angles are more suitable11. These internal 
coordinates summarize whole-peptide movement and have successfully been used in a dihedral PCA 
(dPCA) to separate IDP conformations into low-dimensional space12,13.   
 
Sketch-maps and PCA are both capable of low-dimensional representations of movement in high-
dimensional space, but they are mathematical descriptions and so, without interpretation, lack the 
intuitive description given by collective variables. Additionally, while sketch-mapping is capable of 
unravelling nonlinear data topologies, PCA is not10. Only a PCA can be interpreted in terms of the 
underlying structural change. For example, movement along one principal component from a dPCA is 
equivalent to a linear combination of movements along the underlying dihedrals, but this is not true for 
sketch-maps. This means dPCAs can be interpreted in terms of the structural changes of collective 
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variables. For this reason, dPCA is the logical first choice for a rigorous understanding of peptide 
structural properties.   
 
The tropoelastin-derived domain 36 peptide is likely an IDP and, as such, might be best studied by 
dPCA. Experimental analysis of this peptide by circular dichroism (which probes secondary structure), 
NMR and modelling have all indicated that it has very little secondary structure, no prolonged 
conformations, and that there are several isoenergetic states2. Additionally, it relies heavily on charge 
interactions to bind its receptor14. These are the hallmarks of intrinsic disorder, and so the 
modification by cofactors likely either changes the conformation (implying conformational selection) or 
the dynamics (implying induced fit) of the peptide. This can be determined by molecular dynamics 
simulation. In comparison to Chapter 4, where the peptides were constrained by being adsorbed to 
the surface, here equilibrium simulations can generate a more complete picture of the conformational 
landscape. This is useful for determining conformational selection or induced fit binding mechanisms. 
Using dPCA, both the conformational landscape and kinetic properties of the four peptides are 
compared. This is achieved by brute force equilibrium simulations, which preserve the residence time 
of each conformation. Additionally, this is achieved without the benefit of a known binding 
conformation or even a known binding partner. Rigorous statistical interrogation of the conformational 
ensembles is combined with more understandable collective variable analysis to give a 
comprehensible picture of the mechanism of binding of domain 36 of tropoelastin. 
 
5.2 Methods 
5.2.1 Equilibrium Simulation 
To determine the differences in conformation and dynamics of the four peptides, they were modelled 
using molecular dynamics equilibrium simulations. The simulations were carried out in water boxes 
that extended in each direction by the length of the peptide plus two lengths of the non-bonded 
interaction cut-off distance (1.2 nm). This ensured that even at full extension and alignment along an 
axis, the peptide could at no stage interact with a periodic copy of itself. The peptides were simulated 
for 3 µs each, totalling 12 µs of data.  
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5.2.2 Analysis 
The coordinates of all atoms in the simulations were saved every 20 picoseconds, which resulted in 
600,000 trajectory frames. All of the analyses were performed by looping through these frames and 
passing the data to various scripts. Secondary structure analysis of the peptide backbones used the 
STRIDE program15 based on the original STRIDE secondary structure assignment algorithm, which 
classifies structures according to specific combinations of backbone angles4. For the dihedral angle 
analysis, backbone angles from the trajectories were output by scripting in VMD16, which uses the TCL 
programming language. Calculating the mean and variance of the dihedral angles used Python scripting 
of circular statistics, which accounts for the errors introduced by periodicity in angular measurements 
(see Appendix C). 
 
The backbone dihedral angles were also analysed by dPCA in order to reduce the number of 
dimensions and simplify the analysis of the equilibrium simulations. The backbone dihedral angles 
from each frame of the trajectory were first transformed into a dataset containing the cos and sin of 
each 𝜑 and 𝜓 angle. This ensures that values around -180° or 180° do not jump across the boundary 
and vary by a full 360°. In the past, dPCA has been performed on single peptides only. By 
concatenating the dihedral data from each peptide, here all of the four peptides can be directly 
compared within a single dPCA analysis. The full dataset consisted of an 𝑁	×	𝑀 matrix where 𝑁 = 44, 
corresponding to the sin and cos of each of the 22 backbone dihedral angles for A1 – K12, and 𝑀 =600,000, which is the total number of trajectory frames used. The number of backbone angles for the 
twelve amino acids of domain 36 is 22 since the first and last amino acids have only one peptidic 
bond, meaning they have only one peptide dihedral. The dihedrals from the DiPhe and DiTryp 
cofactors were not included since they had no equivalent in the Acetyl and FMOC variants.  
 
The dPCA was performed using the scikit-learn library for Python, which is a set of tools for machine 
learning and data analysis17. There are three outputs of this process. The first is a list of the eigenvalues 
in descending order. These are referred to as the ‘Principal Components’ (PC) in the results. The 
magnitude of these represents the fraction of total variation in the dataset that is caused by that 
eigenvalue, or PC. Because of this, the sum of all eigenvalues is one. The second output is the set of 
eigenvectors – one for each of the eigenvalues. The eigenvectors are sets of numbers associated with 
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the variables (the dihedral angles) that explain the extent of change at each variable within the PC. As 
an example, two peptide structures can be described by their value along the PC1 dimension. When 
they have different values along PC1 then their dihedral angles are also different, which is controlled 
by the first eigenvector. The third output is a matrix with the same dimensions as the input data. Each 
row of this matrix is made up of the values of PCs 1 to 44 that completely describe the underlying 
structure of that trajectory frame.  
 
These data have been simplified for representation. The eigenvectors have length 44, but refer to only 
22 variables. To reduce the size of the eigenvectors, the absolute value of the elements corresponding 
to the sin and cos of each dihedral are summed, giving a single value for each variable (i.e. 22 in total).  
 
5.2.3 Sequence Alignment 
The sequences of domain 36 from a range of species were downloaded from the UniProt online 
server18. These sequences were aligned using the T-Coffee online server19. 
 
5.3 Results and Discussion 
5.3.1 Secondary structure of peptide variants 
The ability of the domain 36 variants to bind to cells depends on the type of N-terminal cofactor present. 
To determine how the cofactor affects the structure and dynamics of the peptides, which in turn control 
the degree of conformational selection or induced fit, the conformation and flexibility of the peptides is 
measured. Extended solution-phase equilibrium simulations of the four peptides were performed to 
determine the conformational and kinetic differences between the active and inactive variants. Because 
there is no structure of domain 36 in the bound state, the structures of the peptide variants cannot be 
easily scored based on their similarity to this state. Additionally, there is no structure of the domain 36 
receptor, meaning docking cannot be performed. So, to determine the molecular determinant of binding, 
increasingly stringent analysis is applied to the simulation trajectories to find the conformational or 
dynamic properties that are unique to the cell active variants.  
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The secondary structure of the variants was calculated from the equilibrium simulations to analyse the 
conformation. This analysis classifies the peptide backbone phi and psi angles into common structural 
motifs. All four variants show the hallmarks of intrinsic disorder, for example fast dynamics compared 
to peptide folding20, and few secondary structure elements with a high percentage of random coil 
structure (Figure 3a). The main secondary structural element observed is a beta turn occurring within 
the bridge region. This is caused by torsion introduced by the disulfide bond that joins the two cysteine 
residues containing the bridge region. A second beta turn occurs in the active region of all variants. 
This region, being highly charged and responsible for binding the receptor, is a possible source of 
unique conformations that lead to binding. However, since this turn is equally probable in all of the 
variants, it cannot be used to differentiate them. There is little other secondary structure in the active 
region, so the structure here is mostly defined as ‘random coil’. These results agree with experimental 
measures of domain 36 structure, which found no alpha helix content, some beta turn content, with the 
peptide mostly unfolded2.  
 
 
Figure 3. Secondary structure of the four peptide variants shows mostly beta turn and random coil. a) Time series 
of the peptide trajectories coloured by secondary structure elements. b) Proportion of the trajectories spent in each 
secondary structure type. The bridge region is mostly beta turn, while the rest of the peptide is random coil. The 
active peptides (FMOC and DiTryp) show slightly higher beta turn content at residue L3. 
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The beta turn in the bridge region is shifted towards the N-terminus in the three variants with 
hydrophobic cofactors (DiPhe, DiTryp, and FMOC). It occurs across residues G4LAC7 for the Acetyl 
variant, but through A1CLG4 for the DiPhe and DiTryp variants, and also C2LGK5 for the FMOC and 
DiTryp variants. The shift in the beta-turn might be attributed to the interaction between the hydrophobic 
cofactor and the rest of the peptide, causing further torsion in the bridge region. This behaviour is 
analogous to protein folding in globular proteins caused by the hydrophobic effect – the hydrophobic 
regions have unfavourable enthalpic and entropic interactions with water and so are more likely to 
associate with other hydrophobic regions because doing so reduces contact with the aqueous phase. 
Because of this similarity to globular proteins, this behaviour will be called ‘hydrophobic folding’, 
although the peptide is still intrinsically disordered and does not undergo complete folding like a globular 
protein.  
 
The beta-turn through C2LGK5 occurs mostly in the FMOC and DiTryp variants, which are the two 
bioactive variants, and since this also involves a charged residue (K5) it could potentially alter the charge 
distribution across these variants to a position more suitable for cell binding. This turn leads to a slightly 
higher percentage of beta-turn content for the L3 residue than in the inactive variants, and so becomes, 
this far in the analysis, the only defining feature of the bioactive variants (Figure 3b).  
 
There are limits to secondary structure analysis, particularly for IDPs. Since IDPs are unfolded, these 
peptides lack secondary structure. Furthermore, this type of analysis groups the whole range of 
peptide backbone rotation, which varies over 360°, into 6 kinds of structure. A more fine-grained 
approach may refine the differences hidden within the ‘random coil’ and ‘beta turn’ classifications.   
 
5.3.2 Dihedral angle analysis of the peptide variants 
The mean and the variance, which is measured here as the R parameter (see Appendix C), of the 
backbone angles can be used to analyse both the structure and dynamics of the peptides. The means 
of the backbone angles represent the average structure over the course of the trajectories, which would 
be altered by changes in the population ensemble. Similarly, the R parameter represents the average 
flexibility of the peptides, which is an indirect measure of entropy. These values also show more subtle 
differences between the variants than the secondary structure time series do (Figure 4) because they 
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are more fine-grained. Near the N-terminus of the peptide, hydrophobic folding can be seen in the 
change of the mean and R of the C2-phi value, which is shifted just for the three hydrophobic cofactor 
variants. For the Acetyl variant, which has little torsion introduced by the N-terminal alanine residue, 
this angle samples the most energetically favourable states almost exclusively. When a hydrophobic 
cofactor is present, hydrophobic folding gives rise to a second population characterised by a change in 
this angle. This change aligns with the increased beta turn at this residue for the hydrophobic cofactor 
variants (Figure 3b).  
 
 
Figure 4. Means and variances of the phi and psi angles of the peptide backbone from residue A1 to C7, showing 
more detail than secondary structure analysis. a) Means of the phi and psi backbone angles. b) Variance of the 
phi and psi backbone angles, reported as R (see Appendix C).  
 
In the bridge region there are also indications of a separate population that exists only for the bioactive 
variants (i.e. FMOC and DiTryp). The reduced variance of the G4-psi angle and the variance and mean 
of the K5-psi angle are unique to the FMOC and DiTryp variants. Given that the beta turn in the bridge 
region, which was identified by secondary structure analysis (Figure 3), is also unique to these peptide 
variants, this region could be the origin of structural change that differentiates the cell binding variants 
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from the non-binding variants. In the active region, the backbone dihedral angles show little difference 
between the variants (Supplementary Figure 1), so the average structure of this region is not 
discriminatory for the binding variants. There are, however, some differences in this region in R, which 
fluctuates but with no preference for any of the cofactors. Since it does not group the cell binding and 
inactive variants separately, it is not discriminatory.  
 
Analysis of the mean and R of the backbone dihedral angles gives a higher resolution picture of the 
structure of the peptide than the secondary structure analysis in Figure 3. However, while the secondary 
structure time series showed fine detail in time, these two values are averages, i.e. a single value 
representing the entire simulation. As a result, this analysis can miss transitory, and perhaps physically 
relevant, structures. These transitory structures are described fully by linear combinations of all of the 
backbone dihedral angles at once. To resolve these structures properly, a more fine-grained, method 
that offers high resolution both in space and in time is required.  
 
5.3.3 dPCA: Conformational selection 
The ideal measure for analysing all of the conformations must represent all dihedral angles from all 
structures in the ensemble, and preferably also be in a low dimensional space to facilitate analysis. A 
principal component analysis of dihedral angles using dPCA achieves all of these goals – every single 
structure from the ensemble can be described by several principal components, each of which in turn 
describes several associated dihedrals. This analysis also separates movement between important 
conformations from the ubiquitous fluctuations associated with temperature. The first several principal 
components describe the largest, and so usually the slowest and most biologically important, structural 
changes21, while the rest reflect thermal vibrations. A dPCA of the concatenated trajectories of the four 
peptide variants allows direct comparisons between all of the structures visited by each variant within 
a single set of principal components. This helps to determine unique populations that might contribute 
to conformational selection binding. This analysis also allows simple comparison of the frequency of 
those movements (i.e. the peptide dynamics) to determine the importance of induced fit.  
 
dPCA of the peptides confirms that they are intrinsically disordered – the eigenvalues, which measure 
the percentage of variation contributed by each principal component, are flat with no single principal 
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component (PC) contributing more than 13% (Supplementary Figure 2). This indicates there is no 
single, dominant structural change that describes the peptides as might be the case for movement in 
globular proteins22. Many types of movement occur with more or less equal contribution to the total 
structure, so the peptides are structurally heterogeneous. This also means that to describe a significant 
portion of the structural variation requires a large number of principal components – possibly defeating 
the purpose of dimensionality reduction by dPCA in the first place. However, given that the aim of 
generating these data was not an exhaustive description of the peptide structural phase space – it was 
already known from NMR measurements to be heterogeneous with likely only a few biologically relevant 
structures – most PCs can be discarded if they a) do not have a separate population of both the cell 
binding variants, DiTryp and FMOC, or b) describe biologically irrelevant movements such as ubiquitous 
thermal vibrations.  
 
Discarding some PCs using these criteria leaves only the first three, accordingly with the three largest 
eigenvalues. The type of structural movement described by each PC is shown in Figure 5a, alongside 
histograms showing the distribution of each PC that each variant visits (Figure 5b), as well as bar graphs 
of the individual dihedrals whose movement contributes to that PC (i.e. the eigenvectors, Figure 5c). 
 
PC 1 describes movement of the hydrophobic cofactor outwards or inwards with respect to the peptide, 
causing changes mainly in the A1C2 dihedral angles. This PC is consistent with the hydrophobic folding 
behaviour observed in both the secondary structural (Figure 3) and dihedral angle analyses (Figure 4). 
As noted previously, this behaviour does not occur for the Acetyl variant, so it is likely caused by the 
hydrophobic cofactor. This can be seen clearly in the histogram of PC 1, where PC 1 >  0.0 corresponds 
to hydrophobic folding and is populated almost exclusively by the hydrophobic DiPhe, DiTryp, and 
FMOC variants. 
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 Figure 5. The first three principal components describe the relevant structural changes in the peptide variants. a) 
Structure of the acetyl domain 36 variant showing the point in the backbone where movement occurs for each 
principal component. b) Histograms of the first three PCs showing differences in the proportions of structures visited 
by each variant. c) The eigenvectors associated with the first three PCs showing the contribution of each backbone 
dihedral angle.  
 
PCs 2 and 3 both describe movement within the bridge region and so can be considered together, 
although the structural movements they describe can occur independently. These PCs describe rotation 
at two points within the bridge region. Since this region forms a loop that is constrained by the disulfide 
bond, rotation at these points manifests as torsion of the bridge, shifting it from a roughly circular shape. 
PC 2 represents a twisting motion at the L3G4 peptide bond, whereas PC 3 represents twisting at K5A6. 
All four variants fully explore the range of these PCs (Figure 5b), but the DiTryp and FMOC variants 
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have higher representation at 0 < PC 2 < 1 and 0 < PC 3 < 2. Notably, the movements associated with 
these PCs frames residue K5, which carries a charge. It follows that different distributions across these 
PCs can rearrange the position of this charge relative to the other charges in the active region.  
 
A PCA orders the principal components by the size of variance observed.  
  
To combine the PCs together, all of the structures across the four trajectories can be filtered based on 
rules that remove structures also visited by the inactive variants. The only remaining conformations are 
those that are visited almost exclusively by the cell-binding FMOC and DiTryp variants. The following 
rubric is designed to select for DiTryp and FMOC variant structures that are less likely to occur for the 
DiPhe and Acetyl variants using the discriminatory PCs identified above:  
 
1) PC 1 > 0 
2) 0 < PC 2 < 1 
3) 0 < PC 3 < 2 
 
The number of trajectory frames captured by this filtration is indicative of how often, across the whole 
ensemble, these structural motifs combine. Figure 6 shows that the DiTryp and FMOC variants spend 
a greater amount of time in this structure compared to the DiPhe and Acetyl variants. Thus, hydrophobic 
folding (PC 1) and torsion of the bridge region (in two places, PCs 2 and 3) occur simultaneously for 
the DiTryp and FMOC variants, but not for the DiPhe and Acetyl variants.  
 
 
Figure 6. Proportion of the trajectory that each variant spends in the putative binding conformation.  
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This unique population suggests a possible mechanism of binding to the tropoelastin receptor. The PCs 
defining this population control movement of the cofactor and the bridge region. PC 1 controls 
hydrophobic folding towards the bioactive region. PCs 2 and 3 are mainly associated with movement 
of the dihedral angles either side of residues G4, which is highly flexible, and K5, which is charged.  
When they occur together, these movements shift the position of K5 and lead to a unique conformation 
of this residue with respect to the other four charges in domain 36. If this behaviour is essential to form 
the binding conformation, then it implies that residues G4 and K5 are just as crucial as R9KRK12 to the 
function of domain 36. One way to test this is by aligning domain 36 sequences from different species, 
which is shown in Figure 7. 
 
 
Figure 7. Sequence alignment of part of domain 36 from several species. Some regions are highly conserved 
across species, suggesting a vital function. The cysteines (yellow) are disulfide bonded and so likely have a 
structural role. The glycines and charged residues (green) could manoeuvre the charges into a binding 
conformation.  
 
Mutations that change the sequence of a protein are common. When they occur in a region that is 
crucial to the function of the protein then there is an evolutionary cost and the mutation is unlikely to 
persist. The conservation of some parts of domain 36 across a range of species therefore suggests that 
these areas have a functional role in tropoelastin. The bioactive region G8RKRK12 is highly conserved 
due to its role in binding the tropoelastin receptor via charge interactions23. The cysteines (C2 and C7) 
are also conserved, and since they are the only disulfide bond in tropoelastin they likely have some 
structural function. The conservation of residues G4K5 in the bridge region suggests they too have a 
function. In light of the dPCA results, it is likely that the high flexibility of G4 facilitates movement of 
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charged K5, changing the overall arrangement of charges. If domain 36 peptides bind by conformational 
selection, then this mechanism can explain the cell activity trends of the four variants.  
 
5.3.4 dPCA: Induced fit 
In the other class of IDP binding, induced fit, peptides with slower dynamics bind a receptor because 
they have a lower entropic barrier. The dynamics of the domain 36 peptides can be indirectly measured 
by way of the mean displacement of each PC. This measure corresponds to the amount of movement 
through PC-space for each of the variants, allowing a comparison of the frequency and magnitude of 
structural change.  
 
An example of this comparison is shown in Figure 8a-c. The time series of PC 1 (Figure 8a), which 
describes hydrophobic folding, can be plotted as the mean displacement in PC-space (Figure 8b). The 
gradients of the mean displacement correspond to the frequency of movement at the cofactor region, 
which is an indirect measure of the dynamics (Figure 8c). For the three hydrophobic cofactor variants, 
hydrophobic folding of the cofactor is stabilized by nonpolar interactions between the bridge and the 
rest of the peptide, as well as favourable hydrophilic interactions in the surrounding water (i.e. the 
hydrophobic effect). Accordingly, the gradient of the mean displacement for these three variants is 
significantly lower than the Acetyl variant, whose cofactor is not stabilized and, as a result, is more 
mobile. Since the Acetyl variant has the most fluctuation in this region, and the DiPhe variant has the 
slowest, the dynamics change in this region alone cannot be responsible for cell binding of the DiTryp 
and FMOC variants.  
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 Figure 8. Comparison of the movement through PC-space shows no difference between the cell binding and 
inactive variants. a) Time series of PC 1. b) Cumulative sum of the displacement of PC 1. c) Mean displacement 
per simulation step of PCs 1-5 show the frequency of change of the top five structural movements in the domain 
36 variants. There are differences between the four variants, but they do not explain the cell binding trends. Error 
bars = s.d. calculated by blocking average (see Appendix B).  
 
The analysis is the same for PC 2 to PC 5: While there are differences in peptide dynamics, they don’t 
separate thee cell active and inactive variants. As a result the peptide dynamics can’t be used to 
rationalize the cell activity trends, and induced fit is not the mechanism of domain 36 peptide binding to 
the tropoelastin receptor.  
  
The method of simulation used here, equilibrium dynamics, is an unbiased method that preserves the 
time constant of conformational change. This allows for analysis of peptide dynamics or, indirectly, 
entropy. Other techniques are well-established for analysing peptide conformation, in particular replica 
exchange molecular dynamics24. This technique, which uses simultaneous computation of replica 
simulations at higher temperature to overcome energetic barriers between conformations, effectively 
reduces the magnitude of the energetic barrier between structures. This helps to generate a Boltzmann-
weighted population ensemble of structures more quickly. Without such non-equilibrium biasing 
techniques, limited exploration of the structural landscape becomes a significant weakness for 
simulations of proteins and folded peptides. For IDPs, though, the ensemble is mainly defined not by 
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the depth of the landscape, but by the breadth of available structures. Most structures are separated 
by barriers smaller than kT at room temperature (see Figure 1), which gives rise to the large range of 
structures observed for domain 36. In this case, then, the additional computational requirements of 
replica exchange MD are not justified, since they have no benefit over the equivalent amount of 
simulation in the equilibrium state.  
 
In addition, while generating a complete conformational landscape (which can be done by equilibrium 
or nonequilibrium methods) is required to gauge the contribution of conformational selection, it is not 
enough for determining the contribution of induced fit. Equilibrium simulations allow straightforward 
analysis of kinetic rates, which in turn facilitates a comparison of entropy to determine the contribution 
of induced fit. The time series of PC 1, which describes the largest magnitude structural movement, 
shows that change can occur on the scale of ~100 ns (Figure 8a). This is fast enough that unbiased, 
equilibrium simulation is justified, although reaching a fully converged population ensemble may 
require more time than 3 μs. The use of equilibrium simulations to measure peptide conformation and 
dynamics in this way has precedent25, and while kinetic rate determination from biased simulations is 
possible, its difficulty has been noted26.   
 
One way to gauge the degree of sampling of the equilibrium simulations is the autocorrelation 
coefficient of the principal components27. This measures the degree of correlation of each principal 
component over time. Complete sampling is achieved when the trend of the autocorrelation coefficient 
has decayed towards zero. The autocorrelation coefficients for the domain 36 peptides display 
different levels of sampling (Supplementary Figure 3). PC1, which describes the movement of the 
hydrophobic cofactor, shows slow variations on the scale of 1 μs, indicating more sampling would be 
required to get a complete description of its movement. PCs 2 and 3, describing the movement of the 
charged residue K5, indicate better sampling with PC2 quickly decaying to zero and PC3 trending 
around zero. The autocorrelation coefficients of PC2 and PC3 demonstrate a peculiarity of PCAs of 
peptide simulations – unlike for proteins, the largest variance movement is not necessarily the 
slowest. PC2, which is larger in magnitude, decays to zero much more quickly than PC3. This 
problem has prompted the use of time-lagged independent component analysis, which automatically 
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chooses independent components based on the correlation behaviour28. As new tools are released 
this method is becoming more accessible29. 
 
5.3.5 Specific interactions 
The analysis of conformations and dynamics of the solution-phase domain 36 peptides leads to the 
following questions: How do all three hydrophobic cofactor variants exhibit hydrophobic folding, yet only 
the DiTryp and FMOC variants exhibit this in combination with movement of residue K5? What is the 
origin of the difference in structure that yields the binding population in these two variants? Connecting 
the mathematical description by PCA back to the relevant interactions allows for a comprehensible 
description of the molecular mechanisms causing this difference.  
 
Guided by the dPCA, determination of the relevant collective variables can be achieved by focusing on 
the interaction between the cofactor and the bioactive region. There is no formal procedure for 
determining specific interactions from dPCA – this analysis can be performed only by close analysis of 
the trajectories while using the dPCA results as a guide. The cofactor does not interact directly with the 
bridge region due to steric hindrance caused by their close proximity along the peptide backbone, so 
interaction with the bioactive region must be the origin of the changed distribution for PCs 2 and 3. 
Inspection of the trajectories reveals a subtle difference in the interaction between the cofactors and 
the bioactive region: the DiPhe cofactor interacts mainly with the aliphatic sidechain atoms of the active 
region amino acids (G9RKRK12), while the FMOC and DiTryp cofactors interact with both the aliphatic 
sidechain atoms and the charged atoms, forming pi-cation bonds. Figure 9 shows the proportion of pi-
cation bonds for each variant over the entire trajectory and demonstrates that the DiTryp and FMOC 
variants approximately 50% more likely to form these interactions.  
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Figure 9. Proportion of total trajectory showing a pi-cation bond between the cofactor and the bioactive region of 
the domain 36 variants. The variants that bind to the tropoelastin receptor (DiTryp, FMOC) are approximately 50% 
more likely to pi-cation bond. The Acetyl variant is not shown because it has no aromatic groups to participate in 
this type of bond. 
 
This difference can be attributed to both the charge and shape of the cofactors. A pi-cation bond has 
its origin in electrostatic interactions. Due to the higher electronegativity of carbon than hydrogen, 
aromatic rings have negative charge density at their centre. This attracts positively charged groups 
(cations) like lysine and arginine, with affinity comparable to binding a water molecule30. For this reason 
tryptophan, which is more polar than other aromatic amino acids, forms pi-cation bonds more readily in 
proteins31. This is demonstrated here by the higher number of such bonds for the DiTryp variant than 
the DiPhe variant. The CHARMM force fields have no explicit interaction term to facilitate pi-cation 
bonds, however the partial charges already do account for the polarity of the aromatic rings. When 
electron movement is taken into account (i.e. polarization), these bonds are likely to become even 
stronger. Thus the effect seen here is likely somewhat understated and would be enhanced with a 
polarizable force field. 
 
The pi-cation bonding preference of the FMOC cofactor, whose polarity approximates a phenylalanine 
sidechain, cannot be explained in the same way. Here, the broad surface area of the FMOC aromatic 
moiety, more than twice as large as a phenylalanine, may be facilitating pi-cation bonding by 
maintaining contact with charged groups even when thermal motion threatens to separate them. The 
FMOC parameters used in this study, which were generated by the CHARMM CgenFF32 along with 
analogy to existing aromatic groups, have not been thoroughly tested here. They are, however, close 
to previously determined and validated parameters using either the CHARMM33 or a closely related 
forcefield34.  
 
Like a PCA, pi-cation interactions require the movement of multiple underlying variables, but unlike PCA 
they are intuitively understandable and lead to biological insight. Here, they shed light on how domain 
36 binds to cells from native tropoelastin. The dPCA of the domain 36 variants shows that the unique 
binding population is characterised by 1) hydrophobic folding, 2) movement of residue K5, and 3) pi-
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cation bonding between the cofactor and the active region. These three movements, which do not 
coincide in the inactive variants, manoeuvre the 5 charges on the peptide into the binding conformation.  
 
In the past it has been theorised that the four charges on domain 36, in native tropoelastin, are bent 
into a pocket shape that fits into a negatively charged region on the receptor35, implying conformational 
selection. Others hypothesized that it is simply the clustering of charges so close together that attracts 
the ligand towards the receptor14. According to the hotspot theory of IDP binding7, this would suggest 
an induced fit mechanism whereby charge interactions overcome the peptide entropy. The results 
presented here show that it is the relative position of the five charges that facilitates cell binding. It 
follows that in native tropoelastin the hydrophobic backing provided by the adjacent domain 33, as well 
as structural stabilization provided by the disulfide bond in the bridge region, also act to hold the charges 
in the correct position to bind by conformational selection.  
 
5.4 Conclusion 
Typically, the mechanism of action of peptide ligands is determined in simulation by starting from the 
bound state and moving to the free, aqueous state. Computationally this is favourable since it avoids 
sampling large regions of irrelevant conformational space in the aqueous phase. Without a crystal 
structure of the bound peptide-target dimer, this process is considered extremely difficult or impossible8. 
For the domain 36 peptide, the lack of even a known molecular target (i.e. the tropoelastin receptor) 
escalated the difficulty further since the bound state could not be directly verified.  
 
Despite this, the dynamics and structural landscape of known binding and non-binding variants was 
used, in a process of elimination, to assess the degree of binding caused by induced fit and 
conformational selection. This relied on a method of clustering the conformations. Methods such as 
sketch-map can separate conformations, but in this chapter we have used dPCA. While both methods 
can be used to tease apart the large number of conformations associated with IDPs, only dPCA is 
capable of measuring the peptide dynamics. This is because it allows structural change to be plotted 
as a time series, while sketch-map does not. This procedure was used to show that there is a unique 
conformation of the domain 36 peptide that occurs only for the binding variants and that the dynamics 
were not discriminatory between the variants.  
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 The domain 36 peptide binds by conformational selection, and this likely occurs for the native 
tropoelastin protein as well. The stark difference in cell binding activity between cofactors that are 
chemically similar indicates the difficulty in rationally designing peptide ligands, but combining 
computational and experimental approaches can overcome this.  
 
5.5 Supplementary figures 
 
 
Supplementary Figure 1. Backbone dihedral angle statistics for domain 36 a) Mean backbone dihedral angles 
for the domain 36 peptide. b) R values, which measure variance, of the backbone dihedral angles. Values close to 
1 indicate small variance, while values close to zero indicate high variance.  
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 Supplementary Figure 2. The eigenvalues of the 44 principal components (PCs) of the dPCA. The PCs are 
ordered by the fraction of the total variation in the data that they explain. The first PC explains less than 15% of the 
variation. This is typical for intrinsically disordered peptides, which have many different structures.  
 
 
Supplementary Figure 3. Autocorrelation coefficients of the top principal components of the domain 36 
peptides. Decay towards zero indicates complete sampling of the explored phase space. These autocorrelation 
coefficients show varying degrees of decay towards zero, indicating the level of sampling of each type of movement 
of the peptide.   
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Chapter 6. Controlling peptides at the interface  
Molecular dynamics simulations of peptides have proven useful to characterise the interactions that 
occur at synthetic surfaces. The simulations show how molecule shape and charge can change the 
function of bioactive peptides. How can these interactions be exploited to create more effective 
biomaterials? This chapter demonstrates a new technique to control the surface orientation and 
concentration of a peptide that becomes covalently bound to a polymer coating. The design of the 
peptide used in this chapter incorporates the knowledge developed in the previous chapters. Because 
the underlying interactions are the same, in future this technique can be generalised to other bioactive 
ligands.  
 
This chapter has been published in Nature Communications.  
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6.1. Methods 
Because the format of Nature Communications does not permit exposition on methods, this section 
introduces the methods used in analysing the functionalization with biomolecules presented in the 
article.  
6.1.1 Peptide design 
The main body of Chapter 6 is a published manuscript that contributes to the field of biomaterials by 
developing a new technique. This technique offers control over how small molecules, such as 
peptides, covalently bind to a putative biomaterial surface. The development of this technique 
required a test molecule that fulfils multiple purposes at once. Not all of these would be required in the 
envisioned end use case, but they are essential for building an evidence base that compellingly 
supports the proposed model of the technique presented in the paper.  
The peptide: 
• should be mostly linear, so that it has easily defined orientations (‘upward facing’ and
‘downward facing’, with respect to the surface).
• must have a dipole moment that interacts with electric fields, and whose direction is parallel to 
the linear structure of the peptide. Ideally the dipole moment should remain parallel to the long 
axis of the peptide this across a wide pH range.
• should be small enough such that any dipole moment induced by an electric field is less than
the permanent dipole moment. The peptide must also be small enough so that the torque
from the interaction of the dipole with an electric field is strong enough to rotate it to align it
with the electric field.
• should have a net charge, so as to feel a net force due to the electric fields. Ideally this also
should persist across a wide pH range.
• must have some bioactivity to be consistent with the intended application of biomaterial 
design, and which is only active in the ‘upward facing’, orientation.
• must have some method of detection by biological assays or spectroscopy.
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Using simulations described below, many variants of the peptide were tested. All but one failed at 
least one of the criteria. For example peptides that are small enough to be orientable by electric fields 
also have a tendency towards conformational disorder, which has been described in Chapter 5. As a 
result, maintaining linearity is unlikely. A dipole requires positive and negative charges separated by a 
distance. According to: 
𝜇 = 𝑞F𝑟HF , 
where 𝜇 is the dipole moment vector, 𝑞F is the magnitude of the 𝑖JK charge, and 𝑟H is the vector 
representing the position of the 𝑖JK charge, the magnitude of the dipole is increased by separating the 
charges by a greater distance. A strong dipole is beneficial for controlling orientation, because it 
reduces the electric field strength necessary to overcome thermal vibration (kT). However, due to the 
flexibility of most short peptides, separated charges can form salt bridges, potentially lessening the 
dipole magnitude. Using folded peptides could maintain the charge separation, but then the molecule 
may fail the smallness and linearity criteria. On top of this, most bioactive epitopes are charged 
because of “hotspot residues”1, described in Chapter 5, and so potentially interfere with dipoles 
elsewhere.  
Detection by assays or spectroscopy requires the presence of a chromophore or some other tag. Due 
to the restriction in available space, two dimensional monolayers of peptides have such low numbers 
of molecules compared to the three dimensional solution phase that chromophores are expected to 
produce very low signal, and most tags need to be presented into solution, in the same place as the 
bioactive epitope would be. Also, tags such as a six-histidine tag are sensitive to pH changes, 
potentially confounding the results.  
The peptide used in these experiments combines the function of each region in order to satisfy all 
criteria. The sequence – Ac-FFMMMAAAAAAAAAADDDDDK-NH2 – has a charged ‘FLAG’ tag on 
one end (-DDDDK)2. This has an overall charge as well as an inherent dipole and binds antibodies in 
enzyme-linked immunosorbent assays (ELISA, described below), which allows sensitive detection of 
peptide on the surface as well as illustrating a form of bioactivity. The methionines (‘M’) introduce 
sulphur atoms. Since the polymerized biomaterial surface did not include sulphur, this also allowed 
detection of their presence by X-ray Photoelectron Spectroscopy (XPS). The methionines are 
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hydrophobic, and in combination with the phenylalanines (‘F’) this gave the peptide a hydrophobic 
base. When separated by a chain of alanines (‘A’), which have small sidechains and so are 
chemically inert3, the charged FLAG tag and hydrophobic regions are pushed apart due to their 
different affinities for water, and this enforces linearity.  Finally, the direction of the dipole is congruous 
with the overall net negative charge. That is, a positively charged surface would attract the peptide in 
greater concentrations as well as orienting them such that the bioactive FLAG region faces “up” into 
solution where it can interact with biological molecules.  
6.1.2 Dual buffer system  
The technique developed in this chapter uses electric fields to control the approach of peptides to the 
surface. One way to induce electric fields on a surface is by altering the pH of the solution used to 
deliver the peptides. This changes the number of hydrogens present on ionisable groups at the 
surface, and thus the surface charge. The pH of a solution is commonly controlled using buffers – 
conjugate acid and base pairs that maintain the number of hydrogens in solution by preserving the 
hydrogen concentration (i.e. pH). When the number of hydrogens is decreased, as by the addition of 
an acid, the acid part of the buffer turns to its conjugate base by donating hydrogens back in solution4. 
The peptide immobilization was performed at two pHs, which requires two buffers with different pKa 
(the pH at which half of the buffer population is acid and half is conjugate base). Because the 
biomaterial surface used here is reactive, it is undesirable to have additional chemical species that 
potentially react with it. To control for this, these experiments use a dual buffer system that is capable 
of maintaining different pH levels while keeping the ionic strength and the identity of all chemical 
species constant. One buffer is active at a lower pH, while the other is entirely depleted, and vice 
versa. This has the advantage that any specific chemical reactions between the surface and the 
solution would thus be the same in all experimental conditions. The dual buffer system was purpose 
built for these experiments in order to maximally alter the surface charge without changing the charge 
on the peptide. It derives from the concept of the ‘universal buffer’, first described in French language5 
but also reported in English language textbooks since6.  
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6.1.3 Peptide immobilization 
The surfaces used in this experiment are plasma polymerized coatings developed and produced by 
co-author Dr. Behnam Akhavan7. These surfaces contain reactive free radicals that are capable of 
covalently binding biological molecules (described in the main text). Due to the sensitivity of the 
detection techniques, the peptide immobilization procedure required a careful approach to ensure 
even immobilisation across samples and avoid contamination. As described in the manuscript, the 
surface was cut into 1cm x 1cm samples. These fit into the standard 24-well plate that is commonly 
used in microbiology experiments (such as ELISA). To accommodate these, the wells in the device 
used to apply the electric field (provided by Dr. Edgar Wakelin) were the same dimensions as a 24-
well plate. This necessitated several rounds of washing and sonication of the device with ethanol and 
distilled water to ensure proper cleaning between immobilization runs.  
6.1.4 Peptide Detection  
This chapter uses several experimental techniques to detect the presence of peptides on the surface. 
Since any single technique is unable to completely characterise the surface, a combination of the 
techniques was required to build a cogent picture of the surface composition and the concentration 
and orientation of the bound peptides.  
X-ray photoelectron spectroscopy (XPS) is an electron spectroscopy technique using the 
photoelectric effect to determine the atomic number and concentration of atoms in the surface. An 
XPS experiment proceeds by placing the sample in a vacuum and irradiating it using photons in the 
X-ray range. Depending on the energy some of these photons will impinge on atoms in the sample 
leading to emission of photoelectrons, which can be detected8. Electron detection is used to 
determine the properties of the emitting atoms - the energy at which the electrons are emitted is 
related to their binding energy within the atom of origin, and the number of electrons emitted with a 
particular energy is related to the concentration of atoms with electrons in shells with that binding 
energy in the sample. As all atoms have electron shells with distinctive binding energies, XPS spectra 
reveal the atomic percentage elemental concentrations (for all elements except hydrogen). Practically, 
this technique has lower spatial resolution than other surface measurements like scanning probe 
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microscopy, so is more suited to detecting the presence of biomolecules rather than the spatial 
arrangement9. In addition the sampling depth is up to 10 nm, meaning that both biomolecule and 
surface atoms are likely to be detected (the photons can penetrate further, but the photoelectrons 
emitted from greater depths are scatted by collisions with the sample so do not arrive at the 
detector)8. For peptides, which are usually up to 1-3 nm, this means the signal arising from the 
biomolecule is small compared to the signal arising from the surface. In addition to this, the surface 
used in this chapter has a similar atomic composition to the peptide, requiring the addition of sulphur-
containing methionines to the peptide sequence to enable detection. Since methionine is a 
hydrophobic residue there are limits on the number that can be added before sacrificing solubility of 
the peptide so, as discussed in the main text, detection of the peptide was at the lower limits of the 
capability of XPS.  
Time of flight secondary ion mass spectrometry (ToF-SIMS) is a sputtering technique that, in contrast 
to photons for XPS, uses high energy ions as the impinging particles. ToF-SIMS analysis uses 
bombardment by a primary ion beam to perturb a small region in the sample surface by the deposition 
of significantly high energy. The primary ions have higher kinetic energy than the bond energies in the 
sample, so the perturbed region undergoes bond fragmentations. This leads to the production of so-
called secondary ions, whose mass/charge ratio is then measured10. The mass/charge ratios of 
common fragments produced by proteins are well characterised, so the identity of the amino acid 
sequence of proteins or peptides on the surface can be determined. The sampling depth of ToF-SIMS 
is far smaller than XPS, being on the order of 1-2 nm. As a result the sputtered fragments sample a 
single region of the biomolecule so, if there is a preferred orientation (as opposed to random 
orientations) as well as unequal distribution of amino acid types within the biomolecule, this preferred 
orientation can then be inferred8. Like XPS, ToF-SIMS is performed in vacuum, meaning protein 
structures can change relative to the solvated state. For a linear peptide such as used here this likely 
leads to some level of collapse onto the surface. Even if the rest of the peptide is pushed towards the 
surface under vacuum, ultimately only one end is covalently bound, and this end will be closest to the 
surface. Thus, on average, the most accessible parts of the peptide (those measured by ToF-SIMS) 
will correspond to the orientation in the aqueous phase.  
99
In addition to the vacuum-phase atomic detection techniques, ELISA was used to measure the 
presence of the FLAG epitope. ELISA is a technique that uses antibodies for the detection of 
biomolecules. Antibodies, also known as immunoglobulin, are proteins produced by cells of the 
adaptive immune system. This system is capable of creating antibodies that bind to proteins on 
exogenous biological material, such as bacteria and viruses, flagging them for attack by the immune 
system and so developing ‘learned’ immunity to pathogens. The antibodies consist of a common 
structural body with highly variable tips, which are capable of binding a large array of biological 
epitopes11.  
In ELISA, special antibodies are created in live animals by injecting the necessary epitope (the FLAG 
tag, in this case), creating an immune response and up-regulation of the production of the antibody. 
The antibodies can be extracted, transported and used to bind the epitope on which they were ‘raised’ 
in assays. After linkage to the epitope by the so-called primary antibody, ELISAs require a second 
stage of detection by enzymatic digestion of a fluorophore12. The change in colour of the fluorophore 
indicates the presence of the secondary antibody, which implies presence of the primary antibody13. 
In the assay used in this chapter a secondary antibody, with the enzyme covalently attached, is used 
to detect the primary one. To increase detection, this chapter uses polyclonal secondary antibodies. 
These can bind to multiple points on the primary antibody and so amplify the signal detection. This 
allows for high sensitivity of small amounts of peptide. It does, however, mean that each detected 
peptide is associated with multiple, bulky antibodies. On a two dimensional surface, as compared to 
three dimensional volumes in solution, space is at a premium and we found, as discussed in the main 
text, that this quickly led to saturation of the assay even at low peptide surface concentration because 
of molecular crowding of the secondary antibodies.  
6.1.5 Electro-kinetic analysis 
One method of controlling the electric field near a surface is to alter the surface charge by modulating 
the pH of the solution phase using buffer chemistry, as described above. To determine how much the 
surface charge was being altered by the solution, electro-kinetic characterisation of the surface across 
a wide range of pH was performed. This term refers to the magnitude of force applied to a flowing 
liquid of variable pH across a surface. In this technique, the charge created on the surface by the pH 
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of the solution leads to an electric field extending into solution, which interacts with ions in the solution 
to constrict their movement and influence the liquid flow. The models describing the behaviour of the 
solution and ions near the surface are highly complex, and are best approached by the textbook by 
Hunter14. 
Briefly, the electric field is strongest at the interface between the charged surface and the solution. 
The change in the electric field or potential from the surface as one moves into solution is dependent 
on the positions taken up by proximate charged particles such as ions. Initially, the model of 
Helmholtz posited that a monolayer of immobile ions of opposite charge that neutralized the charge of 
the surface – a double layer of electrical charge – was attracted from solution15. Due to having an 
invariable distance between the separated charges (being adjacent, they would be separated by just 
the width of an atom) this model predicted an invariable capacitance, which is dependent on 
separation distance. This prediction is easily disproven by charging a metal surface in solution to 
different voltages and observing variable capacitance. The Gouy-Chapman model followed, which 
accounted for the thermal motion of the ions in solution16,17. This can be conceptualised as lifting the 
neutralizing ion layer from the surface due to the atomic kinetic energy, and spreading the layer into 
solution across several nanometers. This model combines Poisson’s equation, which relates charge 
to electrical potential, with a Boltzmann distribution of ions in solution. The combination of these 
predicts a decay of electrical potential moving away from the charged surface caused by changing 
concentrations of ions in solution, which are attracted to the charged surface. Due to the stronger than 
exponential growth in salt concentration approaching the surface, this predicts impossibly high salt 
concentrations at highly charged surfaces. Accounting for this is the contribution of Stern, which adds 
a Helmholtz-like layer of immobile ions that reduces the effective potential of the surface to levels 
associated with a realistic concentration of ions18.  
In this chapter, electrical double layer theory as described here has two relevant consequences. The 
first is that even small voltages are screened by the neutralizing ions over a distance of just several 
nanometers. For the voltages used here, which are achievable with common household batteries, this 
leads to an electric field strength approaching billions of volts per meter, amplifying the force exerted 
on the charged, polar peptide. The second consequence is that the application of a flowing current 
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across the surface leads to shearing of the ions away from the surface due to collisions with water 
molecules. The resulting charge separation resists the flow of water. By measuring the resistance to 
the applied flow the electrical potential, known as ζ potential, can be calculated. This is best described 
by Kirby and Hasselbrink19. The ζ potential measures the electric potential at the outer Helmholtz 
plane, sometimes called a Stern layer, where ions are mobile. While this is not the same as the 
electric potential at the interface itself, it is a useful proxy for determining how the surface is charged 
at different pH levels. This measurement thus provided information on how the surface charge and 
electric field at the surface depended on pH, allowing for the control of peptide movement at the 
interface simply by changing the pH of the aqueous phase.  
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Electric ﬁelds control the orientation of peptides
irreversibly immobilized on radical-functionalized
surfaces
Lewis J. Martin 1, Behnam Akhavan 1,2 & Marcela M.M. Bilek 1,2,3,4
Surface functionalization of an implantable device with bioactive molecules can overcome
adverse biological responses by promoting speciﬁc local tissue integration. Bioactive peptides
have advantages over larger protein molecules due to their robustness and sterilizability.
Their relatively small size presents opportunities to control the peptide orientation on
approach to a surface to achieve favourable presentation of bioactive motifs. Here we
demonstrate control of the orientation of surface-bound peptides by tuning electric ﬁelds at
the surface during immobilization. Guided by computational simulations, a peptide with a
linear conformation in solution is designed. Electric ﬁelds are used to control the peptide
approach towards a radical-functionalized surface. Spontaneous, irreversible immobilization
is achieved when the peptide makes contact with the surface. Our ﬁndings show that control
of both peptide orientation and surface concentration is achieved simply by varying the
solution pH or by applying an electric ﬁeld as delivered by a small battery.
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Modern medicine increasingly relies on implantable bio-medical devices1. The function(s) of these devices areoften limited due to unsuccessful integration with host
tissue; and in extreme cases this necessitates replacement of the
device by revision surgery2. Bio-devices such as pacemakers and
bone implants can cause unfavourable reactions in the sur-
rounding host tissue, e.g. foreign body responses that lead to
encapsulation by ﬁbrotic tissue or the formation of bacterial
bioﬁlms resulting in untreatable infections3. These responses
cause signiﬁcant pain and suffering, as well as considerable eco-
nomic burden for national health-care systems4. Functional
coatings can mitigate such problems by masking the implanted
devices and promoting successful integration with the body.
Biologically functionalized surfaces, in particular, have the
potential to direct optimal host responses by providing biological
cues through molecules immobilized at the host-device interface5.
Bio-functionalized devices are surface-engineered to present
bioactive molecules. These molecules inﬂuence the biology of
nearby cells by providing signals via speciﬁc interactions with cell
surface receptor proteins6. Covalent bio-functionalization is
necessary to avoid adsorption-induced denaturing7 and/or loss of
the biomolecules through protein exchange such as occurs in the
Vroman effect8,9. Established methods for covalent attachment,
however, involve cumbersome multistep wet chemistry, often
using reagents that may present hurdles for regulatory approval10.
Recently, a nonspeciﬁc, chemical linker-free approach to achieve
covalent attachment of bioactive molecules directly from buffered
solution has been demonstrated11. Covalent immobilization is
achieved through reactions with radicals embedded under the
surface by energetic ion bombardment12. Radical-functionalized
surfaces can be created on both non-polymeric13,14 and carbon-
rich polymeric surfaces15,16. The buried radicals are capable of
diffusing to the surface17, where they react with biomolecules.
The ion-treated surfaces are typically hydrophilic due to reactions
with atmospheric oxygen18; thus, the immobilized proteins do
not suffer denaturation through physical interactions with the
surface. Due to the non-speciﬁc nature of the reaction, immobi-
lized orientation could be controlled by orienting the biomole-
cules on approach.
Protein-functionalization of surfaces has been applied to
improve the biocompatibility of medical devices6. Practical
applications are, however, impeded by loss of function in post-
packaging sterilization, denaturation-induced thrombosis19 and
the possibility of pathogen transfer from proteins produced in
micro-organisms20. Surface functionalization with bioactive
peptides may offer a solution. The smaller size of peptides
compared to proteins makes them more resilient to sterilization.
Furthermore, peptides can be generated synthetically as opposed
to in microorganisms. Mimetic peptides are derived from the
active amino acid sequences of proteins and therefore can provide
the key functionality of the protein21. The most commonly used
peptide mimics are derived from extracellular matrix proteins
such as ﬁbronectin or collagen, since they support native cell
adhesion and hence integration of an implanted surface into
tissue22,23. The RGD peptide, for example, has often been used as
a proxy for ﬁbronectin24,25, and there are a number of other
peptide mimics of growth factors26,27.
Surface-attached biomolecules can interact with the micro-
environment and direct cell behaviour only if bound in an
orientation that allows access to the active site28,29 and in a
conformation in which the active site is structurally intact30,31.
The density of surface attachment also plays a role in determining
the effectiveness of the immobilized biomolecules especially with
reference to promoting adhesion and spreading of cells32. The cell
adhesive activity of the RGD peptide, in particular, is known to be
sensitive to surface concentration33, and molecular crowding of
immobilized peptides has been shown to affect presentation of
the active site34,35.
Control of the surface orientation of peptides by changing their
chemistry and achieving site-speciﬁc attachment has been studied
before. For example, site-speciﬁc phosphorylation of serine resi-
dues in a silicon-based peptide36 or the insertion of a cysteine
residue37. However, controlling the orientation of peptides with
these traditional chemical approaches is typically cumbersome
and tedious for large-scale manufacturing. Electric ﬁelds might
present an opportunity to orient peptides at biomaterial inter-
faces. Charged interfaces repel and attract like-charged and
oppositely charged regions of a biomolecule, respectively, result-
ing in orientation of molecules that are asymmetrically charged.
The electric ﬁeld at the surface can be manipulated by changing
the solution pH or by the application of an external electric ﬁeld.
Electric ﬁeld-induced bidirectional alignment along the long axis
of large proteins has been achieved with DC ﬁelds38 and in die-
lectrophoresis with AC electric ﬁelds39. A unidirectional orien-
tation can only be achieved via a permanent dipole moment and
hence requires small molecules (<~100 kDa), for which the
induced dipole moment does not dominate40. Furthermore, as
the dielectrophoretic force scales with particle size, increasing the
arrival rate and surface immobilized density of peptides would
require unfeasibly high ﬁeld strengths to overcome thermal
motion41.
Here we demonstrate the use of electrostatic manipulation to
control the orientation of peptides through electric ﬁeld interac-
tions with permanent dipoles. Guided by computational simula-
tions, we strategically design a peptide incorporating a FLAG-tag
functional epitope used in generating fusion proteins. A radical-
functionalized plasma polymer (RFPP) surface, with a high
concentration of reactive radicals, is used to covalently immobi-
lize this peptide upon arrival at the surface. We demonstrate the
control of both concentration and orientation of the immobilized
peptide by varying the solution pH initially and then extend the
achievable range by employing externally applied electric ﬁelds.
Our ﬁndings shed light on mechanisms of biomolecule immo-
bilization that are extremely important for the design of synthetic
peptides and the production of advanced bio-functionalized
materials.
Results
Radical-functionalized surface. We tested the ability of electric
ﬁelds to control the orientation of peptides as they approach and
bind to a radical-functionalized surface (Fig. 1). To do this, we
used an RFPP coating. The coating was fabricated on titanium
substrates using a unique plasma polymerization conﬁguration,
where the substrate is negatively biased in a pulsed manner
during the deposition. Pulsed biasing of the substrate results in
enhanced bombardment of the growing ﬁlm by accelerated ions,
thus allowing the generation of a high concentration of radicals
within the structure of the coating. The EPR spectrum of the
RFPP coating conﬁrms that the surface is permeated by radicals
(Fig. 2a). The EPR spectrum shows a single resonance peak,
centred at 3513G (g-value of 2.003), ascribed to unpaired elec-
trons associated with radical-containing compounds. The radicals
are capable of forming covalent bonds with biomolecules, as
previously demonstrated on similar plasma polymerized struc-
tures42,43. Plasma polymerization parameters were optimized to
produce mechanically and chemically robust RFPP coatings
capable of covalently binding peptide molecules directly from
solution at a wide range of pH values.
Surface chemistry and charge are the most important
characteristics inﬂuencing the interaction of surfaces with
peptides44,45. The XPS survey spectrum of RFPP coating shows
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that the surface is composed of carbon, nitrogen and oxygen with
atomic concentrations of 71.3, 19.6 and 9.1%, respectively
(Fig. 2b). No titanium signal is detected, indicative of complete
coverage of the underlying titanium surface by the RFPP layer
with a thickness of 32.6 nm as measured by spectroscopic
ellipsometry. The detected oxygen is primarily originating from
post-deposition oxidation, an inevitable process that occurs upon
the exposure of samples to atmospheric oxygen46,47.
The high resolution C 1 s XPS spectrum was ﬁtted with
components associated with C−C/C−H at binding energy (BE) ≅
284.6 eV, C−O/C−N at BE ≅ 286.5 eV, C=O/N−C=O at BE ≅
287.5 eV and COOH at BE ≅ 289 eV (Fig. 2d)48,49. The four
components indicate the broad range of chemical environments
within the RFPP, in particular C=O and COOH moieties that
become charged in aqueous environments. The presence of
nitrogen and oxygen on the surface suggests that both basic and
acidic groups are present, leading to the formation of charged
moieties such as NH3+ and COO−. The presence of these
compounds allows modulation of the surface charge by altering
the immobilization solution pH. The changes of surface zeta
potential as a function of pH indicate that the isoelectric point
(where the surface has no charge) is at pH = 4.5 (Fig. 2e). The
surface becomes progressively more positive below this point and
progressively more negative above it. This behaviour allows us to
determine the effect of surface charge on interfacial interactions
with a charged peptide that has a constant surface charge over
this pH range.
Peptide design and simulation. The FLAG peptide was designed
in such a way as to allow the evaluation of the inﬂuence of electric
ﬁelds on the orientation and concentration of the immobilized
peptide. The sequence (Ac-FFMMMAAAAAAAAAADDDDDK-
NH2) demonstrates several features that facilitate this evaluation:
Methionine (M) residues introduce sulfur so that surface con-
centration can be measured by XPS. These residues are proximate
to phenylalanine (F) residues that form a hydrophobic region
(FFMMM) on one side of the peptide. On the other side of the
peptide, there is a sequence based on the FLAG epitope50
(DDDDK) capable of binding antibody molecules. This segment
allows for the sensitive ELISA assay to assess how the surface
immobilized peptide is oriented. This sequence also introduces
both a net negative charge of −4 e and an electric dipole created
by the aspartic acid (D) and lysine (K) residues. Crucially, due to
the close proximity of the charges in the sequence, they cannot be
separated and the dipole destroyed by structural changes in the
peptide. Additionally, the peptide is unlikely to fold due to the
different polarities of the hydrophobic and hydrophilic ends. The
separation of these ends is supported by a bridge of alanines (A),
which can exhibit a disordered structure. This arrangement
allows the peptide to be linear, with deﬁnitive orientations with
respect to the surface, one of which provides access to the
charged epitope.
To predict the solution structure of the peptide, we performed
an 800 ns equilibrium simulation in water. The secondary
structure51 shows a clear majority population consisting of a
beta-turn through residues 3−7 connected by a beta-bridge
between residues 2 and 10, while other residues are in random
coil conformation (Fig. 3a). While there are minor populations,
deﬁned mainly by a beta-turn in one or two of residues 8−21,
these do not correspond to folding of the peptide and do not
change the accessibility of the FLAG epitope. This is demon-
strated by the time series of the radius of gyration (Rg) (Fig. 3b). It
is clear that after 40−50 ns, the peptide is equilibrated from its
fully extended starting structure. The initial reduction in Rg from
full extension corresponds to folding into a beta-turn within the
hydrophobic FFMMM- region. After this point, ﬂuctuations to
minor populations that include beta-turns do not signiﬁcantly
affect the peptide extension.
The charged region of the peptide creates a dipole moment that
may affect the orientation of the peptide in an electric ﬁeld. The
vector angle between the dipole moment and the peptide
principal, or ‘long’, axis ﬂuctuates around 12.5 degrees, indicating
close alignment between the dipole and the peptide direction of
extension (Fig. 3c). This ensures that in the presence of an electric
ﬁeld, when alignment of the dipole is achieved the whole peptide
will become parallel to the electric ﬁeld lines.
The residues in the charged region, i.e. lysine (K) and aspartic
acid (D), hold different charge states depending on the pH of the
solution. Changing the pH alters the peptide net charge, which
also alters the interaction with charged surfaces that controls the
arrival rate and surface concentration (Fig. 3d). Changing the pH
can thus remove or alter the strength of the dipole, affecting the
peptide orientation at the surface. When the charged region is
maximally charged, the peptide carries a net charge of −4 e. This
situation occurs within the pH range of 5−10, where all residues
are at least 90% charged. The peptide immobilization was
therefore carried out at two pH values of 5.4 and 9.8, striking a
balance between low and high RFPP surface charge, respectively,
and optimal charging of the peptide.
A representative peptide structure chosen from the simulation
trajectory demonstrates the peptide features (Fig. 3e). The beta-
turns across the hydrophobic residues (F, M) lead to a folded
section, likely formed in order to reduce water contact. The less-
hydrophobic alanine (A), as per our design, forms a linear bridge
between this region and the charged, polar FLAG epitope with an
electric dipole aligned along the peptide principal axis. According
to these simulation results, the designed sequence successfully
constructs a linear, unstructured peptide that exposes the FLAG
epitope to solution.
Orientation and concentration control by pH. XPS and ELISA
can be used to detect the presence of surface protein or peptide.
Here, we use XPS to measure the concentration of surface-bound
peptide via the sulfur atomic concentration from methionine. The
absence of sulfur signals in the XPS data of the RFPP coating
before immobilization (<0.15 at. %, the XPS signal sensitivity)
allows the use of this measurement to quantify the surface-bound
Radical-functionalized surface
Electric
field
+
–
+
+
+
–
–
+ –
–
Fig. 1 Control of peptide orientation by electric ﬁeld. Charge separation on
one end of the peptide creates a dipole moment (indicated by ellipses) that
aligns with the electric ﬁeld and rotates the entire molecule. Once contact is
established with the radical-functionalized surface, covalent linkage
anchors the peptide in this orientation
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peptide. We also use ELISA to indicate the presence of the
functional FLAG epitope. For this experiment, the peptide was
immobilized at pH 5.4, the lower of the two pH values used,
because the surface charge is nearly neutral at this value.
The XPS and ELISA detection of surface-bound peptide
increase with increasing concentration of peptide in the
immobilization solution (Fig. 4a, b). The sulfur atomic concen-
tration is undetectable below 5 µg mL−1 (Fig. 4a), but the increase
after this point indicates an increasing density of surface
immobilized peptide. The ELISA assay indicates that the FLAG
epitope is accessible by antibody in solution, and that this assay is
concentration-dependent up to 20 µg mL−1 (Fig. 4b). At con-
centrations higher than this, the signal plateaus and saturates (see
Supplementary Fig. 1), most likely because steric hindrance, due
to the large size (relative to the peptides) of the antibodies,
prevents further antibody binding. This proof-of-concept experi-
ment illustrates that the density of the immobilized peptide is
measurable over a wide range of surface immobilized concentra-
tions by a combination of XPS and ELISA. While the sensitivity
of XPS is limited to immobilizing concentrations above
5 µg mL−1, the ELISA assay is sensitive to peptide concentrations
at the lowest levels tested, but the signal saturates at higher
concentrations. The combined use of XPS and ELISA can,
therefore, measure the presence of peptide on the surface at both
high and low surface densities.
The ELISA assay should also be capable of differentiating the
orientations of bound peptide. Here we assign FLAGUP to peptide
bound through the hydrophobic end, which presents the FLAG
epitope into solution, and FLAGDOWN to peptide bound via the
FLAG epitope itself. It has been previously reported that surface-
immobilized peptides can lie horizontally as opposed to normal
to the surface34,52,53, potentially concealing the FLAG epitope
even in the FLAGUP orientation. This situation is, however,
unlikely to happen for our study since the epitope is charged and
has lower energy when fully hydrated as compared to that when
contacting the RFPP surface. In addition, the presence of the
alanine spacer between the hydrophobic end and the FLAG
epitope should increase antibody binding in the FLAGUP
orientation by facilitating more contact in solution, a phenom-
enon known as the spacer effect25,34,54.
The solution pH was changed during the immobilization to
explore the effect of surface charge on peptide attachment.
Increases in pH increase the negative surface charge and
demonstrate the effect of the associated electric ﬁeld. Informed
by the zeta potential measurements (Fig. 2e), we chose
immobilizing solution pH values of 5.4 and 9.8 to compare
peptide binding while remaining within the constraints of our
buffer system. For this experiment, the peptide concentration
during immobilization was chosen to allow detection by XPS, and
hence was in the saturated region of concentrations for ELISA.
The XPS analysis of peptide immobilized at the pH 9.8
condition yielded a zero sulfur signal, while ~ 0.7% sulfur was
detected for the sample prepared at pH = 5.4 (Fig. 4c). The
peptide maintains a constant charge of −4 e across both pH
conditions (Fig. 3d). It is, therefore, the surface charge only that
controls the arrival rate and binding of the peptide to the RFPP
ﬁlm. The RFPP surface is several-fold more negatively charged at
pH 9.8 compared to pH 5.4, and hence the surface gives rise to an
electric ﬁeld that repels negative charges. The RFPP surface at
such conditions represents a potential barrier that results in a
slower peptide arrival rate to the surface and consequently a lower
degree of covalent binding over the incubation time. Even though
the sulfur level is not detectable by XPS at pH 9.8, there may be
peptide bound on the surface. For the pH = 5.4 condition, where
sulfur signals are detected, the surface is nearly neutral and so
does not have a steep potential barrier for peptide binding. This
surface-binding behaviour is consistent with the trends observed
for adhesion of proteins on charged surfaces55–58.
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Fig. 2 The surface has radicals and a range of charge states. a Electron paramagnetic resonance spectrum of the radical-functionalized plasma polymer
(RFPP) showing a broad and symmetrical peak, indicative of unpaired electrons associated with radicals. b X-ray photoelectron spectroscopy (XPS) survey
spectrum of the RFPP ﬁlm showing a surface elemental composition of carbon (71.3 at.%), nitrogen (19.6 at.%) and oxygen (9.1 at.%). No sulfur or titanium
is detected on the surface. cWater contact angle (WCA) of the RFPP surface. The total, polar and dispersive (Disp.) surface energies are given. d XPS C 1 s
high-resolution spectra of the RFPP ﬁtted with four components, C1: C−C/C−H, C2: C−O/C−N, C3: C=O/N−C=O and C4: COOH. e The changes of zeta
potential as a function of pH show that the surface is negatively charged above pH 4.5, with the negative charge saturating at pH≅ 7.5. The dashed lines
indicate the pH values used in the immobilizing solutions. Error bars are s.d. (e)
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The detection of sulfur even after Tween 20 or sodium dodecyl
sulfate (SDS) washing indicates that the peptide is attached
covalently to the surface. The slight loss of signal is likely due to
the removal of additional adsorbed peptide. SDS and Tween 20
are detergents that disrupt physical interactions between
adsorbed solutes and surfaces while leaving covalent bonds intact.
The ELISA results for the RFPP surface functionalized with
peptide show an increase in signal over the control sample for
both pH values of 5.4 and 9.8, indicating the presence of peptide
on the surface (Fig. 4d). The high concentration used here is
saturated for the pH 5.4 condition, and since the pH 9.8 condition
shows the same absorbance signal, it is also likely to be saturated.
Despite the utility of ELISA for detecting low concentrations of
surface peptide, the size differential between the peptide and the
antibody molecules means that once bound, antibody molecules
block access to other peptide molecules underneath the antibody
footprint. This indicates the assay saturates at concentrations far
below a peptide monolayer. Such behaviour is an intrinsic
limitation of two-dimensional ELISA, particularly for peptides,
which have a much smaller footprint than antibody proteins and
so saturate at low coverage densities.
Although XPS and ELISA indicated the surface concentration
of peptide, they could provide only limited information about its
orientation. The orientation of peptides has been deduced before
using highly surface-sensitive techniques such as sum frequency
generation spectroscopy59 and time of ﬂight secondary ion mass
spectroscopy (ToF-SIMS)60. In this study, we used ToF-SIMS as a
highly surface-sensitive technique with a sampling depth of 1−2
nm61. This technique enables an assessment of peptide
orientation by revealing amino acids dominant in the top-most
region of the peptide layer. ToF-SIMS is performed in vacuum;
therefore, the conformation of the peptide may be different
compared to that in the aqueous environment. Nevertheless, the
covalent linkage will minimize the sputtering of amino acids from
the tethered end. To assess the orientation, we used the average
positive SIMS counts associated with methionine and phenyla-
lanine, normalized to the total 42 protein-associated secondary
ion fragments62 (Fig. 4e). The other amino acid residues from the
peptide (alanine, lysine and aspartic acid) are excluded, because
they cannot be unambiguously discriminated from either
fragments originating from the RFPP layer or from each other
(See Supplementary Fig. 2). Both residues show greater counts for
the peptide immobilized at pH 9.8 compared to that immobilized
at pH 5.4. These two amino acids make up the hydrophobic end
of the peptide (Fig. 3e), indicating that there is a greater number
of molecules in the FLAGDOWN orientation for pH 9.8 than for
pH 5.4. The difference in counts can be due to either a change in
overall density of the peptide on the surface or in the preferred
orientation of the immobilized peptides. XPS data, however,
showed that the pH 5.4 condition yields a substantially higher
overall peptide density. It can, therefore, be concluded that there
is a strong preference for FLAGDOWN orientation for peptide
immobilized at pH 9.8 relative to that immobilized at pH 5.4.
XPS, ELISA and ToF-SIMS results together show the effect of
immobilization pH on both the surface concentration and the
orientation of bound peptide. At pH 5.4, where the surface charge
is close to neutral, the repulsion between the RFPP and the
negatively charged peptide is negligible, leading to higher
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functionalization density. Because of the negligible charge
interaction with the surface, the orientation is most likely
random. Given that the dispersive component of the RFPP
surface energy is higher than the polar component, there may be a
preference for FLAGUP orientation due to hydrophobic interac-
tions between the surface and the hydrophobic end of the peptide.
In contrast, at pH = 9.8 the RFPP is more negatively charged,
repelling the peptide and reducing its density on the surface by
reducing the arrival rate. Under such conditions, the peptide is
also preferentially oriented on the surface in the FLAGDOWN
conﬁguration. This orientation is favoured, because it aligns the
dipole in the FLAG epitope created by the C-terminal aspartate
and lysine residues with the electric ﬁeld at the surface. These
ﬁndings demonstrate that pH can be utilized to control surface
orientation and concentration of immobilized peptide. The
mechanism for this control is the appearance of an electric ﬁeld
normal to the surface when the surface is charged. This effect
would increase as the surface charge increases, because the
electric ﬁeld is proportional to the surface charge density. For
extra control in situations where the pH is constrained, the
application of an external electric ﬁeld could be an efﬁcient
alternative.
Orientation and concentration control by external E-ﬁeld.
Surface charge created by changes in solution pH is often limited
by the types of chemical groups present on the surface. In
situations where linker chemistry is used to immobilize biomo-
lecules, pH ranges are often restricted to those that facilitate the
required chemistry. Here we show that an externally applied
electric ﬁeld will overcome these limitations, enabling greater
control of orientation and concentration. Speciﬁcally, the RFPP
surface in this experiment is not able to achieve a signiﬁcant
positive charge using solution pH and hence is unable to attract
the negatively charged peptide. We applied external electric ﬁelds
in both directions during the peptide immobilization using a
custom-made well-plate and a simple power supply. We denote
the electric ﬁeld direction using Eup and Edown, corresponding to
the positive terminal connecting to the lower or upper plate,
respectively. The negative terminal was connected to the opposite
plate in each case. The Eup ﬁeld is expected to attract additional
peptide molecules to the surface leading to higher surface density.
We used initially a low peptide concentration (1 µg mL−1) in the
immobilizing solution to demonstrate the enhancing effect of
electric ﬁelds on surface density, while a high peptide con-
centration (180 µg mL−1) was used to increase the signal-to-noise
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ratio for the evaluation of orientation by XPS and ToF-SIMS. In
all of the following experiments, the pH of the immobilizing
solution was kept at 5.4 to reduce the inﬂuence of charged surface
moieties.
We used XPS, ELISA and ToF-SIMS to characterize surfaces
prepared with an electric ﬁeld applied either in the Eup or Edown
directions (Fig. 5). It is observed that the low peptide
concentration in the immobilizing solution leads to a surface
concentration below the detection limit of XPS for the Edown ﬁeld,
while for Eup the peptide is detectable through XPS sulfur signals
reaching to 0.2−0.35 at% (Fig. 5a). This level of functionalization
is comparable to that achieved using solution concentrations 5- to
10-fold greater in the absence of an electric ﬁeld (see Fig. 4a).
Such improvement of peptide surface density suggests a great
potential to use an external electric ﬁeld during immobilization to
increase the yield of bound peptide, which is particularly
important for surface bio-functionalization using expensive
molecules.
There is an ELISA signal above the no-peptide control at each
voltage and ﬁeld direction applied, indicating that peptide is
present in all cases, even for Edown where peptide was not detected
by XPS (Fig. 5b). Unlike the XPS signal, the ELISA absorbance
does not signiﬁcantly vary across the range of applied voltages,
indicating that the signal is saturated. The difference between the
saturated values for the Eup and Edown conditions is statistically
signiﬁcant (P< 0.001). This possibly arises due to suboptimal
packing of antibody on the lower density surface (Edown) caused
by greater gaps without peptide on the surface where antibodies
cannot bind. On the Eup surface, the higher density of peptide
facilitates closer packing of the larger antibodies and therefore a
slightly higher saturated signal.
To investigate differences in orientation, we employed XPS and
ToF-SIMS. As discussed before, only the phenylalanine and
methionine amino acid residues from the hydrophobic region of
the peptide are analysed to infer orientation by ToF-SIMS data.
Both electric ﬁeld directions show higher concentrations of
methionine and phenylalanine on the topmost layer compared to
the sample prepared in the absence of electric ﬁelds (Fig. 5c). This
is indicative of greater concentration of FLAGdown oriented
peptide in both cases. The two ﬁeld directions show the same
relative amounts, with a slightly higher signal for each residue for
Edown than Eup.
ToF-SIMS results can be better understood by taking into
account the XPS results for samples prepared with and without
the application of external electric ﬁelds (Fig. 5d). The sulfur
atomic concentration is increased for the Eup ﬁeld and decreased
for the Edown ﬁeld, indicating that the peptide concentration for
the Edown ﬁeld reduces as the electrical potential is increased.
Similar to the pH 9.8 condition, the Edown ﬁeld creates a potential
barrier for the negatively charged peptide as it approaches the
surface and hence repels the peptide molecules. In contrast, when
the ﬁeld is in the upward direction (Eup), a potential well for
negatively charged peptide is created at the surface, attracting
greater numbers of peptide molecules to the surface. This
situation did not arise in the pH comparison experiment since
we were limited to a negative surface charge in order to have a
fully charged peptide. The application of the Eup ﬁeld thus
demonstrates the extra control possible over functionalization.
This is particularly useful given the importance of optimizing the
surface concentration of bioactive peptides24,26,35,63,64.
Using the information about the density of surface peptide in
each case, as well as the concentration of FLAGDOWN-oriented
peptide molecules given by ToF-SIMS, we can now infer the
concentration of FLAGUP-oriented peptide. According to XPS
results, a higher density of surface peptide is achieved by applying
the Eup ﬁeld compared to the Edown conﬁguration. ToF-SIMS
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data, however, suggested that the concentration of FLAGDOWN
molecules are approximately equal in both cases. It can, therefore,
be concluded that the majority of peptide molecules immobilized
using the Eup ﬁeld are in a FLAGUP orientation. In contrast, for
the Edown ﬁeld there is mostly FLAGDOWN peptide. This
distinction between the surfaces balances out such that the total
presentation of hydrophobic residues is approximately equal, as
shown by ToF-SIMS. We have therefore demonstrated that stark
differences in orientation and concentration of peptide molecules
are achieved through the application of external electric ﬁelds
during the immobilization process. Importantly, unlike other
recent studies where orientation is used to optimize peptide
activity28,31,34,52,53,65, such differences are achieved without
adding any extra amino acids for covalent linkage or changing
the immobilizing solution.
Discussion
Here we discuss our ﬁndings for the variations of concentration
and orientation as a function of electric ﬁeld changes induced by
pH or potential differences applied across the immobilizing
solution. For controlling the peptide functionalization by mod-
ulating the immobilizing solution pH, higher surface densities
were achieved when the surface was less charged. Since the sur-
face charge is small, and so has a negligible electrostatic effect on
the peptide, the arrival rate and subsequent covalent linkage are
mediated by the hydrophobic effect and van der Waals interac-
tions only. In this case, the peptide binds in a random orientation
(Fig. 6a). When the surface charge is more negative at higher pH
values (Fig. 6b), the total peptide density is lower due to the
potential barrier created by the increased negative surface charge.
However, when peptide molecules do bind to the surface, they are
oriented FLAGDOWN in order to align their dipole moment with
the electric ﬁeld created by the charged surface. An externally
applied electric ﬁeld is also capable of inﬂuencing the peptide-
surface interactions. For the Edown ﬁeld (Fig. 6d), the negative bias
on the surface repels peptide molecules, reducing the density of
peptides immobilized on the surface and simultaneously orienting
them FLAGDOWN (as for immobilization at pH 9.8). For the Eup
ﬁeld (Fig. 6c), which was not achievable by pH modulation, the
surface is positively biased and thus more peptide molecules are
attracted, leading to a high immobilized surface density. Addi-
tionally, the ﬁeld orients peptides in the FLAGUP orientation. For
surface functionalization, this represents the best-case scenario
where high concentration of bound peptide as well as an
increased proportion of the correct orientation are achieved.
We believe that our ﬁndings on the mechanisms of peptide
immobilization controlled by electric ﬁelds have important
implications for the design of synthetic biomolecules and bio-
functionalization of advanced implantable materials. In parti-
cular, guidelines for the design of synthetic peptides to optimize
their presentation and density when immobilized can be inferred.
For a particular functional peptide sequence and radical-
functionalized surface, the amino acid charge sequence and sur-
face potential as a function of pH must be determined so that an
optimal pH for immobilization can be identiﬁed. If there is no pH
at which the peptide net charge and dipole moment are favour-
able, then additional amino acids can be appended to the peptide
end that is to be bound at the surface so as to adjust both the
dipole moment and the charge. Alternatively, electric ﬁelds as
shown in this work can be applied to achieve the optimal
orientation and density. Our ﬁndings suggest that tuning the
immobilization solution pH and/or the application of electric
ﬁelds during immobilization have the potential to improve bio-
functionalization methods, offering better outcomes for implan-
table devices used in modern biomedicine.
Methods
Materials. Titanium substrates (thickness = 0.07 mm) were obtained from Fir-
metal, China, and were ultrasonicated in acetone and ethanol, rinsed with Milli-Q
water, and dried using a nitrogen gas stream prior to RFPP ﬁlm deposition. High
purity argon, acetylene and nitrogen gases were supplied by BOC, Australia. Buffer
reagents, Tween 20 and SDS were purchased from Sigma Aldrich. Goat primary
polyclonal anti-DDDDK antibody and rabbit anti-goat secondary antibody were
obtained from Abcam, Australia. The designed peptide (Ac-
FFMMMAAAAAAAAAADDDDDK-NH2) was purchased from Auspep at 95%
purity.
Plasma polymerization. The deposition of a thin RFPP layer on titanium sub-
strates was performed using a custom-made plasma polymerization system,
described elsewhere in detail46,66. A precursor gas mixture of argon, acetylene and
nitrogen was injected into the chamber at ﬂow rates of 15, 5 and 10 standard cubic
centimetres per minute (sccm), respectively. The system working pressure was kept
constant at 110 mTorr, while the base pressure was below 5×10−2 mTorr. Plasma
polymerization was performed for 2 min at an RF input power of 50W provided by
an ENI radio frequency power generator (13.56 MHz). Voltage pulses of −500 V
(pulse duration = 20 μs, frequency = 3 kHz) were applied to the substrate holder
using an RUP-6 pulse generator (GBS Elektronik GmbH). Titanium samples were
cleaned by argon plasma prior to plasma polymerization as the ﬁnal cleaning step.
To achieve a stable surface chemistry, the PP-coated samples were stored in the
laboratory environment for 7 days prior to incubation with the peptide.
X-ray photoelectron spectroscopy (XPS). Surface chemistry of PP-coated sur-
faces before and after peptide immobilization was analysed using a SPECS FlexMod
spectrometer. The instrument was equipped with a monochromatic Al Kα (hϑ =
pH 5.4 pH 9.8
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Fig. 6 Illustration of peptide orientation and concentration. The immobilization conditions were a pH 5.4, b pH 9.8, and with applied electric ﬁelds c Eup and
d Edown both at pH 5.4. The radical-functionalized plasma polymer surface is indicated by purple rectangles, with charges on both the surfaces and the
peptide indicated by circled + or – signs. e The enlarged peptide indicates the position of amino acids (lysine (K) blue, aspartic acid (D) red, and all others
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1486.7 eV) radiation source operating at 200W. A PHOIBOS 150 hemispherical
analyser and an MCD9 electron detector were used for spectroscopy. The electron
take-off angle was 90o referenced to the sample surface, and the base pressure was
always maintained below 5×10−8 mbar. Survey spectra were recorded in an energy
range of 0−1000 eV with a resolution of 0.5 eV (pass energy = 30 eV). High reso-
lution C 1s, S 2p, N 1s, and O 1s spectra were collected at a resolution of 0.1 eV and
a pass energy of 20 eV. The high-resolution spectra were used for surface chemical
composition calculations. Processing and atomic concentration calculations were
performed using CasaXPS software (version 2.3.1).
Contact angle measurements. The contact angles of the RFPP surface were
measured using a Krüss DSA Mk2 goniometer. Eight measurements were taken for
both water and diiodomethane using the sessile drop method by applying 1 µL
drops. The surface energy was calculated using the Owens−Wendt model67, which
relates the contact angle and polar and dispersive components of the liquids to the
surface energy.
Electron paramagnetic resonance (EPR) spectroscopy. EPR spectroscopy was
conducted using a Bruker EMXplus Xband to evaluate the radical functionalization
of the RFPP coating. RFPP-coated polystyrene ﬁlms (7 cm×7 cm) were rolled into
Wilmad Borosilicate glass NMR tubes, and the spectrometer was calibrated using a
weak pitch sample. Spectra were recorded with a central magnetic ﬁeld of 3510 G,
modulation amplitude of 3 G, microwave frequency of 9.8 GHz and power of 25
mW. The ﬁeld modulation frequency was 1×105 and the sampling time was 85 ms.
Ten scans were averaged per sample.
Electro kinetic analysis. The zeta potential of the RFPP surface was measured as a
function of pH using an Anton Paar SurPASS Electrokinetic Analyzer with an
automatic titration unit to adjust the pH between 3 and 10. Two 10×20 mm
samples of RFPP were ﬁxed to an adjustable cell sample holder with a gap of
approximately 100 μm between the samples. The measurement solution of 1×10−3
M KCl was adjusted to an initial pH of 10 using appropriate volumes of 1 M
NaOH. At each pH value, this solution was pumped through the sample holder, in
both directions, with a pressure ramp to measure the streaming current. Zeta
potential was then calculated using the Helmholtz-Smoluchowski equation. Four
measurements were taken at each pH, before adjustment by aliquots of HCl by the
automatic titration unit. The reported zeta potential values are averages at each pH
value.
Peptide simulation. Two molecular dynamics equilibrium simulations were run to
assess the secondary-structural behaviour of the FLAG peptide, each using different
starting structures. The peptide starting coordinates were generated using Avoga-
dro68 software as either fully linear or alpha-helix. These structures were solvated
with TIP3P water using the VMD Solvate plugin69, with box sizes 14 Angstrom
larger than the peptide’s longest axis in the x, y and z directions using periodic
boundary conditions. This ensured the peptides did not interact with their periodic
images in an adjacent box. Each system had 150 mM NaCl added. The systems
were minimized for 4000 steps and the water equilibrated for 1 ns by restraining
the alpha-carbon atoms.
The alpha helical peptide equilibrium simulation was run for 300 ns. The alpha
helix conformation was unstable and by this point had unfolded. This simulation
was stopped since the peptide was longer and could interact with periodic copies of
itself. The linear peptide simulation was run for 800 ns. Both simulations used a
constant pressure of 1 atm and temperature of 298 K maintained using a Langevin
Piston and Langevin thermostat respectively. The CHARMM27 force ﬁeld70 was
used for the protein parameters, and the simulations, using a 2 fs timestep, were
run using NAMD2.91.
Peptide immobilization. The buffer used for immobilization was designed to have
equal ionic strength and buffer capacity at a low and a high pH value. A mixed
buffer system was therefore used, with two buffers with different pKa values,
allowing similar buffering capacity at two pH values. The buffer system consisted of
an acetate/acetic acid buffer (pKa 4.8) and an ammonia/ammonium buffer (pKa
9.2) in the same solution. The pH was increased by 0.6 from the pKa to ensure that
the peptide would fully dissolve at the lower pH value while maintaining its
maximum charge. At pH = 5.4 the acetate/acetic acid buffer predominates, whereas
at pH = 9.8 the ammonia/ammonium buffer predominates, while the buffering
capacity is equal in both cases. The buffers were prepared by adjusting the pH of an
ammonium acetate solution using either concentrated HCl or NaOH and adding
NaCl to equalize the ionic strength.
The FLAG peptide was dissolved in 10 mM buffer at either pH 5.4 or pH 9.8.
The incubation on the plasma polymer surface was performed by pipetting 500 µL
of peptide solution onto a 1 cm×1 cm sample in a 24-well plate, when no external
electric ﬁeld was being applied. For samples with applied external electric ﬁeld, the
incubation was performed using a custom-made apparatus, schematically shown in
Fig. 7. This apparatus consisted of wells of the same dimensions as the 24-well
plate, but with electrodes above and below the sample. Each sample was incubated
for 20 h at room temperature with or without an electric ﬁeld applied. A
polytetraﬂuoroethylene foil was placed over the bottom electrode, which ensured
that no current was drawn. After incubation, the peptide solution was removed,
and the sample was washed three times using 1 mL de-ionized water. To validate
the covalent attachment of the peptide, the detergent-washed samples were placed
in a 5% Tween 20 or 5% SDS solution heated to 70 °C for 1 h, then washed three
times using 1 mL de-ionized water.
Time of ﬂight secondary ion mass spectrometry (ToF-SIMS). To evaluate the
orientation of the immobilized peptide on the RFPP-coated surfaces, ToF-SIMS
measurements were performed using a Physical Electronics Inc. PHI TRIFT V
nanoTOF instrument. A pulsed primary 79Au+ ion beam (30 keV) was used for the
ionization of species. Dual charge neutralization was achieved using a PHI system
by applying a combination of low energy argon ions (10 eV) and electrons (25 eV).
The base pressure was 5×10−4 Pa or less during the measurements. The spectra
were collected in bunched instrument settings to optimize mass resolution. Positive
SIMS data were acquired over areas of 100 µm×100 µm for an acquisition time of
60 s. For each sample, six spectra were recorded at different locations to assess
repeatability. Species associated with protein secondary ion fragments62 were
selected, and the counts were normalized to the total intensity of all selected peaks.
Acquired data were processed and integrated using WincadenceN software (Phy-
sical Electronics Inc. Chanhassen, MN, USA). Error bars for ToF-SIMS represent
the 95% conﬁdence interval calculated from the six recorded spectra.
Enzyme-linked immunosorbent assay (ELISA). ELISA was performed to detect
bound peptide on the RFPP surface. The peptide-functionalized samples were
blocked with 3% BSA solution. Peptide functionalization was detected using the
goat primary polyclonal anti-DDDDK antibody ab1257, followed by a rabbit anti-
goat secondary antibody ab6741. The samples were added to ABTS solution and
absorbance was measured at 405 nm after 1 h incubation. Statistical signiﬁcance
was calculated using single factor analysis of variance.
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Fig. 7 The sample holder for applying external electric ﬁelds. a The radical-
functionalized plasma polymer-coated samples (red) lie in wells in a
polyether ether ketone sample holder with 12 wells (white). Rubber O-rings
(orange) seal each well, which are insulated by a 0.1 mm
polytetraﬂuoroethylene sheet (blue). The upper plate ﬁts on top of the
sample holder, and electrical potential is applied across the wells using a
variable power source. Dotted lines indicate the cross-section in (b). b
Cross-section of three wells. The extensions from the top plate lower into
each well, leaving a 2-mm gap between the bottom and top plates. The
sample is raised 0.1 mm above this level by the insulating material
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Supplementary Figure 1: Absorbance saturates at high peptide concentration. Enzyme-linked immunosorbent 
assay does not show concentration dependence above 20 mg mL-1, indicating the signal is already saturated. 
Concentrations above 20 µg mL-1 are rounded to the nearest 10 µg mL-1. Error bars are s.d.  
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Supplementary Figure 2: Mass spectroscopy of the surface peptide. Time of flight secondary ion mass 
spectroscopy mass fragments of all residues from the FLAG peptide. The first four fragments (ALA, LYS/MET, 
LYS, and PHE.1) are discarded because they are present in the No Peptide case. This is because they arise from 
the radical-functionalized plasma polymer surface itself, confusing the analysis of the pH 5.4 and pH 9.8 cases. 
The ALA/ASP and ASP fragments are also discarded because the differences in intensity cannot be unambiguously 
attributed to either ALA or ASP, since they have an unknown contribution to the ALA/ASP fragment. The remaining 
fragments, MET and PHE.2, are used to analyse peptide orientation. Error bars are s.d. 
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Chapter 7. Conclusion 
This thesis has used modelling to understand the molecular interactions between peptides and surfaces 
in atomic detail. Understanding the surface interactions led to the design of a peptide that was used to 
develop a new method of controlling the orientation and concentration of peptides on surfaces. This 
chapter connects the conclusions of the previous chapters and proposes a model for creating bioactive 
peptides that can be manipulated by electric fields.  
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 7.1 Conclusion 
Knowledge of how synthetic materials and biology interact deepens our understanding of biomaterials. 
While experimental techniques are capable of analysing this interaction at the macro- and micro-scales, 
they are mostly incapable of resolving time and length on the atomic scale. This thesis uses molecular 
modelling to fill this knowledge gap, and the results make it clear that molecular forces on the nanoscale 
control biomaterial function. Further, the work advances our understanding of the forces on this scale, 
leading to the possibility of manipulating these forces to create more effective biomaterials.   
 
Chapter 3 reviewed molecular modelling of interfaces, laying the groundwork for all of the following 
chapters. The problem facing the field stems from the fixed-charge approximation used in most 
molecular dynamics force fields. By fixing the charge on each atom, molecular dynamics codes take 
less time to calculate each step and are able to achieve longer simulations than polarizable force fields. 
The corollary is that when moving from the aqueous phase to the interface, the atomic charge doesn’t 
change to reflect the new electrostatic environment. Responses to this problem normally require 
modifications of the force field. The evidence presented in the review suggests that, in some cases, 
careful parameterization can lead to a physically accurate interfacial model without force field 
modifications. In doing so it discusses some of the crucial elements of surface interactions like adhesion 
strength, the Lennard-Jones potential, entropy and enthalpy of water, and electric fields.  
 
Chapter 4 built on the reasoning in the review. Surfaces with low surface energy, like PTFE, can be 
represented by fixed charge molecular modelling because most of the surface interactions are explicitly 
modelled. Unlike on strongly interacting surfaces, polarization and the topography of the surface is a 
minor contributor to binding. Parameterization by simulating a water droplet and calculating the contact 
angle led to a PTFE model with physically accurate surface energy. This model was used to rationalize 
cell binding trends observed in experiment. One outcome of this was an explanation of how the shape 
and charge of chemical groups interact with the surface and adjacent water layers to affect the adhesion 
strength.   
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Extending our understanding of the bioactive peptides, the focus of Chapter 5 is their behaviour in 
solution. Despite lacking molecular detail about the receptor, the determinant of binding was localised 
to the movement of a charge in the middle of the peptide. Extended equilibrium simulations identified 
the contributions of conformational selection and induced fit. Dimensionality reduction using dihedral 
principal component analysis showed how this can be done. The unique role of movement at two 
residues in the bridge region suggests a reason for their high conservation across species. The specific 
interaction underlying this behaviour may be due to a pi-cation bond. Compared with phenylalanine 
residues, this occurs more often on tryptophan because of slightly higher polarity and on FMOC due to 
the large flat shape. These pi-cation interactions are directly analogous to adhesion on the PTFE 
surface – in each case, the choice between solvating in water or binding a solute is determined by the 
interplay between the shape and charge of the chemical groups.  
 
The simulations of surfaces and bioactive peptides leads to a better understanding of the interactions 
at the interface. A low surface energy material like PTFE introduces a weakly interacting boundary into 
the aqueous phase. This causes water layers with alternating charge and density to arise. Solutes like 
peptides, that are expelled from the aqueous phase due to the hydrophobic effect, are pushed onto the 
surface. The tendency to remain on the surface (i.e. the adhesion strength) is highly dependent on their 
shape, which dictates the volume of water that gets pushed back into the aqueous phase, and their 
charge, which determines the strength of interaction with the electric dipoles in the water layers. 
 
Integrating all of these effects, Chapter 6 reports the development of a new method to manipulate 
peptides at the interface. The peptide used in this chapter is rationally designed to combine several 
useful features that exploit all of the nanoscale interactions identified so far. Its sequence has sulphur 
atoms that can be measured by spectroscopic techniques, as well as a charged bioactive site that binds 
antibody proteins to aid in detection. The separation of hydrophobic and charged segments exploits 
solvation effects to ensure the peptide maintains a linear conformation. Here it is important to note that 
pi-cation bonds between the two segments are unlikely – most of the charges are negative (i.e. anionic), 
and the hydrophobic residues are phenylalanines, which are less likely to participate in pi-cation bonds. 
The linearity and arrangement of charges leads to an electric dipole in line with the long axis of the 
peptide. As demonstrated in Chapter 6 this leads to a useful effect: specific orientation of the peptide 
119
along electric field lines. This is distinct from alignment, as created by induced dipoles, which occur in 
two opposing orientations.  
 
Knowledge of these molecule-scale interactions has a striking consequence - the ability to manipulate 
nanoscale properties by changing macroscopic conditions. Shifting the zeta potential by the simple 
mechanism of buffer pH changes the electric field strength and alters the orientation and strength of 
attraction to the surface. Where the surface or biomolecule chemistry prevent tuning by pH, the field 
can be applied externally by inexpensive equipment. The low strength of the required electric field 
suggests that this mechanism involves an electric double layer, which increases the field strength at 
the interface1.  
 
The approach taken in this thesis represents a potential workflow for biomaterial design. Hydrophobic 
surfaces are parameterizable using the water contact angle approach in Chapter 2. If knowledge of the 
number density of charged surface sites is available, then this method can easily be extended to 
parameterizing these to simulate hydrophilic surfaces. For bioactive peptides, the simulation and 
analysis techniques demonstrated in Chapter 4 and 5 show an efficient and targeted approach to 
understanding experimental data. The surface models can also be used for full characterization of 
surface-peptide behaviour using advanced sampling techniques if desired. The approach in Chapter 6 
shows how simulation can guide experimental design of bioactive peptides. 
 
These new levers of biomolecule control are specific in that they influence the peptide without affecting 
the chemistry of the surface. On the other hand, they have broad significance since they can be applied 
on a wide range of surfaces and to any nanoscale particle with a permanent dipole stronger than its 
induced dipole. Guided by the knowledge of nanoscale interactions and anticipating the use of this 
technique in future, a model for biomaterial ligand design can now be proposed.  
 
7.1.1 A model for biomaterial ligand design 
A ligand can be built by starting from an active epitope. For the purposes of cellular adhesion this can 
be an epitope identified in the extracellular matrix, but the procedure can be generalised to non-
biological polymers or linkers. These epitopes are often charged in order to exploit hot-spot interactions 
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with a protein receptor2. Charged epitopes sometimes have a dipole (the canonical fibronectin epitope 
RGD is a common example3), but if not then extra charges added to the sequence can create one. The 
sequence is then extended with a linear linker region, resulting in a ligand with a principal axis and 
specific orientations. The addition of a hydrophobic segment may aid in linearising the ligand. Molecular 
dynamics simulations are ideal to test the linear nature and strength of the dipole to aid in this process. 
Electric fields may even be applied in molecular dynamics simulations and this could be used to 
determine the field strength required for orientation of a peptide4. 
  
A possible improvement on this procedure is the use of an alpha-helical peptide. These peptides are 
highly ordered, folding to create linear particles with an inherent dipole due to the orientation of the 
backbone atoms5. Short alpha helices are already used in biomaterial design6. A biologically inert 
peptide in a stable alpha helix could be added as a base to any bioactive epitope in a modular fashion 
to create a bioactive ligand with controllable orientation. Non-peptidic alpha helical mimics are 
promising candidates for this base since they are stable and proteolytically inert and therefore resistant 
to degradation in a physiological context7.  
 
In combination with the radical functionalized surface used in Chapter 6, this model has significant 
benefits over existing approaches. As described in that chapter, existing immobilization techniques 
require the addition of specific residues that may interfere with the peptide function. While the radical 
functionalized plasma polymer does away with the need for wet chemical steps for covalent linkage and 
allows nonspecific covalent linkage without specific residues, it leads to uncontrolled orientations. The 
combination of the radical functionalized plasma polymer, which can be coated onto numerous 
underlying materials, with a modular alpha-helical peptide attached to any specific bioactive epitope 
represents a flexible approach to biomaterial development that is potentially applicable to any surface 
and any desired biological use case. 
 
7.1.2 Future research 
There have been several advances in the field of molecular simulation during the production of this 
thesis. These advances have the potential to improve the statistics and capabilities of simulations of 
interfaces. Several molecular dynamics codes have outsourced time-consuming calculations to 
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graphical processing units (GPUs). GPU cards are low cost yet highly parallelized, allowing them to 
perform simulations at speeds equivalent to hundreds of central processing units (CPUs).  
 
In addition, some codes have implemented software techniques enabling faster equilibrium molecular 
dynamics. Hydrogen mass repartitioning increases the mass on hydrogens while decreasing the parent 
atom’s mass by an equivalent amount to conserve total mass. This slows the fastest motion in 
simulations and allows for longer time-steps with minimal impact on protein structure8. Alternatively, a 
multiple time stepping technique using a novel integrator, where some forces are calculated less 
frequently, shows fast performance that is well-suited to biomolecule simulation9.  
 
These advances have made, in extreme cases, millisecond-long simulations of whole proteins 
feasible10. For peptide systems, which are smaller and faster to model, the implication is clear. The 
fixed-charge approximation that is used to reduce the cost of each time-step was implemented to 
increase simulation output. Advances in hardware and simulation techniques now allow for long time-
scale simulations even with the added cost of explicit polarization. These will become particularly useful 
to explore peptide conformational landscapes on strongly interacting surfaces like metals, where 
polarization effects dominate and conformational sampling is slow.  
 
7.1.3 The interface of materials and biology 
The focus of this thesis has been to advance our understanding of biomaterial function by characterising 
the nanoscale interactions of peptides with synthetic surfaces. The development of a simulation model 
for hydrophobic surfaces led to an atomic-detail picture of exon 36 peptide adhesion. This model was 
able to explain how shape and charge affect the adhesion of different chemical groups. The principles 
extend to solution, governing how exon 36 binds to its receptor on the cell. Finally, this detailed 
understanding of the interactions at the interface led to a new technique to manipulate charged peptides 
at the interface. The technique is broadly applicable to the production of many biomaterials. The 
understanding of surface interactions gained by molecular simulation will thus improve the development 
and function of new biomaterials.  
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Appendix A 
Cell activity of domain 36 peptide variants 
Exon 36, on the C-terminus of tropoelastin, is known to have a role in cellular adhesion via either 
glucosaminoglycans1 or integrin αVbβ32. This suggests that peptides based on exon 36 could be 
biomimetic surface molecules that help to integrate biomaterials into organic tissue. Research 
performed by Dr. Giselle Yeo of the Charles Perkins Centre at the University of Sydney has led to a 
profile describing the binding activity of several peptides derived from the exon 36 sequence. The 
research used cellular adhesion assays to determine peptide binding to the tropoelastin receptor. It is 
included here as experimental context to the simulations results presented in Chapters 4 and 5.  
 
The sequences of the peptide variants are based on the sequence of human tropoelastin exon 36 
(ACLGKACGRKRK using the one-letter amino acid code) and are labelled here ‘Pep36Am’. This is 
actually a shortened version of exon 36, since it includes only the elements that are crucial for cellular 
adhesion such as the charged binding region (RKRK) and a disulfide bond. The Pep36Am sequence is 
prepended with various cofactors that effect how the variants bind to the tropoelastin receptor. These 
cofactors are described fully in the main text.  
 
The acetylated peptide variant (AcPep36Am), which most closely resembles the native exon 36 
sequence, is incapable of adhering cells to a PTFE surface even when applied to the surface in high 
concentrations (Figure 1A). The FMOC variant (FmocPep36Am), in contrast, does facilitate cellular 
attachment. In order to probe the effect of the hydrophobic FMOC cofactor, several other variants using 
hydrophobic amino acids were tested. Single tryptophan (TrpPep36Am) and single phenylalanine 
(PhePep36Am) residues did not recapitulate the effect of the FMOC group. The larger double 
phenylalanine (PhePhePep36Am) group had similar adhesive properties to FMOC. These results 
suggest that the size of the hydrophobic cofactor facilitates cellular adhesion. To test this, a double 
tryptophan cofactor was tested (Figure 1B). This variant showed similar cellular adhesion as the FMOC 
and DiPhe variants. The mechanism of this pattern of cellular attachment to PTFE is explained in 
Chapter 4. 
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Figure 1. Cellular attachment to PTFE, mediated by exon 36 variants. a) When adsorbed onto PTFE, domain 36 
peptides with acetylated and single phenylalanine cofactors do not cause cell adhesion to the surface. In contrast, 
the FMOC and double phenylalanine cofactors are able adhere to cells. b) The double tryptophan cofactor can 
cause cellular adhesion, but the single tryptophan cofactor can not.  
 
To fully characterise the variants, they were also tested for the ability to bind the tropoelastin receptor 
directly from solution. In this case, the surface is coated in tropoelastin proteins. When the peptide 
variants bind to the receptor on the cell, they block the binding site and prevent interaction with 
tropoelastin. This inhibits adhesion.  
 
Testing the hydrophobic variants from Figure 1A showed a new pattern of binding. From the aqueous 
phase, only the FMOC variant was capable of inhibiting adhesion (Figure 2A). The ability of the DiPhe 
variant to bind the tropoelastin receptor is abolished when in solution. The DiTryp variant, like FMOC, 
retained the ability to bind the receptor (Figure 2B).   
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Figure 2. Some exon 36 variants can inhibit cellular attachment to tropoelastin by binding to the tropoelastin-
specific receptor and blocking the available sites, inhibiting adhesion on tropoelastin-coated surfaces. a) In solution 
the FMOC peptide is able to bind the receptor but the double phenylalanine variant is not. b) The double tryptophan 
cofactor is also able to bind the tropoelastin-specific receptor.  
 
These results suggest that the behaviour of the exon 36 variants is different in the PTFE and aqueous 
phases. Developing a complete understanding of the mechanism of action of these peptides requires 
detail on the molecular scale. This motivated the molecular dynamics simulations presented in Chapters 
4 and 5.  
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Appendix B 
Block averaging  
Block averaging is a procedure to determine the confidence interval around the mean for highly 
correlated datasets.  
 
Given a time series of independent measurements, the mean of some property is trivial to calculate 
and is given by: 
𝑥 = 𝑥 1 + 𝑥 2 + ⋯+ 𝑥(𝑁)𝑁  
Where 𝑥  is the population mean, 𝑥(1,2…𝑁) are the sample independent measurements, and N is 
the number of measurements.  
 
If 𝜎T is the standard deviation of 𝑥, applying the central limit theorem gives us the standard deviation 
of the sample: 𝜎 T = 𝜎T𝑁 
 
This relation assumes that the data points are independent, but that is not always the case. For many 
time series, the data are recorded far more frequently than the underlying property varies. This means 
that the value of adjacent data points are likely to be similar simply by virtue of their closeness in time 
– i.e. the data are highly correlated. The number of independent data points is fewer than the number 
of measured data points.  
 
The number of independent data points in a correlated sample can be found by “blocking” the data 
into a few, averaged measurements where the blocks are large enough such that the means of each 
block are uncorrelated. Block averaging is a procedure to determine the correct size of the blocks so 
that they are independent.  
 
Figure 1 shows the time series of a dihedral angle from a simulation lasting 1 ns with data recorded 
every 0.5 ps, giving 2000 data points. The mean is 38.0° and applying the central limit theorem gives 
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𝜎 T = UV.XYXXX, which is 0.6°. This value is artificially low. By averaging adjacent data points into blocks, 
the sample has fewer total data points. With increasing block size (i.e. at first blocking the whole data 
set using 2 points at a time, then 3, and 4 and so on) the data points become further apart in time and 
are therefore less correlated.  
 
 
Figure 1. Time series of a peptide backbone dihedral angle from a simulation lasting 1 ns. Because the data are 
recorded so frequently, adjacent data points are highly correlated. This leads to an artificially low standard 
deviation. 
 
Figure 2 shows the progression of 𝜎 T  as the block size B is increased. The sample standard 
deviation increases up to 𝐵 ≅ 100, after which it fluctuates around a consensus value. The correct 
block size to achieve independent data is thus 𝐵	 ≅ 100. To determine the standard deviation exactly, 
the block averaging data can be fit to find an asymptote. Although there is no accepted curve to fit the 
block averaging data, good results can be found by fitting to 𝑦 = 𝑎× tan-.(𝑏𝑥), where the asymptote 
is given by 𝜎 T = _Y` . 
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Figure 2. The population standard deviation of the dihedral angle time series with different block sizes. Without 
blocking the data (B = 1), the calculated standard deviation is too low. With increasing block size the standard 
deviation rises to the true value, indicating uncorrelated data points.  
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Appendix C 
Circular Statistics 
When working with angular data, the mean and variance cannot always be calculated in the usual 
way. As an example, consider two angles: 30° and 330°. The arithmetic mean of these angles is 180° 
but, when seen graphically, the mean clearly should be 0° (Fig. 1). The mean and variance should 
therefore take into account the periodicity of the units. This is useful for simulations where protein 
backbone dihedral angles are being measured.  
 
 
Figure 1. The mean of two angles (30° and 330°) calculated using arithmetic mean, red, or circular mean, blue.  
 
Circular mean. 
The circular mean, 𝜃, is found by first determining the average of the sin and, separately, cos of the 
angles, i.e.  
𝑠 = 	 1𝑁 sin 𝜃dedf.  
and 
𝑐 = 	 1𝑁 cos 𝜃dedf.  
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Then, depending on these values, the average is1: 
𝜃 = arctan
𝑠𝑐 , 𝑠 > 0, 𝑐 > 0arctan 𝑠𝑐 + 180°,			 𝑐 < 0							arctan 𝑠𝑐 + 360°, 𝑠 < 0, 𝑐 > 0
							 
 
Circular variance. 
The variance of angular data used here is not directly analogous to the variance of linear quantities. 
Instead an R parameter, which varies from 0 to 1, is used2. This quantity indicates the degree of 
clustering of the angles, where tightly clustered angles (low variance) have R values close to 1 and 
widely distributed angles (high variance) have R values close to 0. The variance is calculated as 
follows:  
 𝑅𝑁Y = ( cos	𝜃dedf. )Y + ( sin 𝜃d
e
df. )Y 
 
References 
 
 
1	 Allen,	F.	H.	&	Johnson,	O.	Automated	conformational	analysis	from	crystallographic	data.	4.	Statistical	
descriptors	for	a	distribution	of	torsion	angles.	Acta	Crystallographica	Section	B:	Structural	Science	47,	
62-67	(1991).	
2	 MacArthur,	M.	W.	&	Thornton,	J.	M.	Conformational	analysis	of	protein	structures	derived	from	NMR	
data.	Proteins:	Structure,	Function,	and	Bioinformatics	17,	232-251	(1993).	
 
 
131
