We study the problem of routing in doubling metrics and show how to perform hierarchical routing in such metrics with small stretch and compact routing tables (i.e., with a small amount of routing information stored at each vertex). We say that a metric (X, d) has doubling dimension dim(X) at most α if every ball can be covered by 2 α balls of half its radius. (A doubling metric is one whose doubling dimension dim(X) is a constant.) We consider the metric space induced by the shortest-path distance in an underlying undirected graph G. We show how to perform (1 + τ )-stretch routing on such a metric for any 0 < τ ≤ 1 with routing tables of size at most (α/τ ) O(α) log log δ bits with only (α/τ ) O(α) log entries, where is the diameter of the graph, and δ is the maximum degree of the graph G; hence, the number of routing table entries is just τ −O(1) log for doubling metrics. These results extend and improve on those of Talwar (2004).
INTRODUCTION
The doubling dimension of a metric space (X, d) is the least value α such that each ball of radius R can be covered by at most 2 α balls of radius R/2 [Gupta et al. 2003 ]. For any α ∈ Z, the space R α under any of the p norms has doubling dimension (α), and hence this doubling dimension extends the standard notion of geometric dimension; moreover, it can be seen as a way to parameterize the inherent "complexity" of metrics. In this article, we consider the metric space induced by the shortest-path distance in some underlying undirected graph G.
The conference version of this article was one of the first papers that started the design of routing algorithms for networks whose structure is parameterized by the doubling dimension dim(X) = α; our work has inspired a series of papers detailed in Section 1.2. We show that one can route along paths with stretch (1 + τ ) with small routing tables-with only ( 
O(α) log entries, where is the diameter of the network. Each entry stores at most O(log δ) bits, where δ is the maximum degree of the underlying graph. Hence, for doubling metrics-where α is a constant-and any τ ≤ 1, we have (1 + τ )-stretch routing with only O(log log δ) bits of routing information at each node.
The idea of placing restrictions on the growth rate of networks to bound their "intrinsic complexity" has been around for a long time (see, e.g., Kleinrock and Kamoun [1977] ) and has recently been used in several contexts in the literature on object location in peer-to-peer networks [Plaxton et al. 1999; Karger and Ruhl 2002; Hildrum et al. 2002] . While these papers used definitions and restrictions that differ slightly from each other, we note that our results hold in those models as well. Our results improve those of Talwar [2004] , whose routing schemes for metrics with dim(X) = α require local routing information of ≈O(log α ) bits. Formally, we have the following main result. THEOREM 1.1. Given any network G inducing a metric (X, d) with dim(X) = α and any τ > 0, there is a routing scheme on G that achieves (1 + τ )-stretch and where each node stores only ( 
O(α) log log δ bits of routing information.
The proof of the theorem proceeds along familiar lines; we construct a set of hierarchical decompositions (HDs) of the metric (X, d) , where each HD consists of a set of successively finer partitions of X with geometrically decreasing diameters. Each node in X maintains a table containing next hops to a small subset of clusters in these partitions; to route a packet from s to t, we use the routing table for s to pick some "small cluster" C in s's table that contains t and send the packet to some node x in C; a similar process repeats at node x ∈ C until the packet reaches t. The idea is to create routing tables that ensure that the distance from x to t is much smaller than that from s to t, and hence the detour taken in going from s to t (via intermediate points such as x) is only τ d (s, t) . (Details of routing schemes appear in Section 4.)
Our construction is novel in the following sense: the standard ways to construct HDs are top-down methods that iteratively refine partitions while we use a bottom-up approach. The reason is that top-down methods create long-range dependencies that require us to build O(log n) HDs in general; in order to use the locality of the doubling metrics and get away withÕ(α) HDs, we develop a bottom-up approach that avoids these dependencies when building HDs. The analysis of this process uses the Lovász Local Lemma (in a way similar to and Gupta et al. [2003] ); the details are given in Section 3.
Apart from the aforementioned result on low-stretch routing, the proof of Theorem 1.1 can be used to infer the existence of linear-sized spanners for doubling metrics, that is, subgraphs with only O τ,α (n) edges that maintain distances to be within a factor of (1 + τ ). We further give simpler and tighter constructions of spanners, extending similar results of for Euclidean metrics.
THEOREM 1.2. Every metric (X, d) has a (1 + τ )-spanner H where the degree of each vertex is at most (2+1/τ )
O(dim(X)) ; hence, H has a linear number of edges for any constant τ and dim(X).
Related Work
One of the papers that influenced this work is that of Kleinrock and Kamoun [1977] . They describe a general hierarchical clustering model on which our routing schemes are based. They show that routing schemes based on a hierarchical clustering model do not cause much increase in the average path length for networks that satisfy the following two assumptions: (1) the diameter of any cluster S chosen is bounded above by O(|S| ν ) for some constant ν ∈ [0, 1], and (2) the average distance between nodes in the network is (n ν ). In contrast, we give bounds on the path stretch on a per node-pair level using slightly different assumptions on the network geometry.
Distributed packet routing protocols have been widely studied in the theoretical computer science community; see, for example, Janardan [1988, 1989] , Awerbuch and Peleg [1992] , Peleg and Upfal [1989] , Cowen [2001] , and Peleg [2000] or the survey by Gavoille [2001] on some of the issues and techniques. Note that these results, however, are usually for general networks or for networks with some topological structure. By placing restrictions on the doubling dimension, we are able to give results that degrade gracefully as the "complexity" of the metric increases. For example, it is known that any universal routing algorithm with stretch less than 3 requires some node to store at least (n) routing information [Gavoille and Gengler 2001] ; however, these graphs generate metrics with large dim(X). Our results thus allow one to circumvent these lower bounds for metrics of "lower dimension."
Packet routing in low-dimensional networks has been previously studied in Talwar [2004] , which gives algorithms that require O(α( 6 τ α ) α (log α+2 )) bits of information to be stored per node in order to achieve (1 + τ )-stretch routing-for constant stretch τ and doubling dimension α. For (small) constant dimension α, log = (log n). The resulting dependence on O(log α+2 ) of Talwar's scheme should be contrasted with the dependence of O(log log δ) bits of information in our schemes. However, for large doubling dimension, Talwar's scheme can perform better than ours. We should point out that his algorithms are based on graph decomposition ideas with a top-down approach and do not require the Lovász Local Lemma to construct routing tables.
Other papers on object location in peer-to-peer networks [Plaxton et al. 1999; Karger and Ruhl 2002; Hildrum et al. 2002] have also used restrictions similar to Kleinrock and Kamoun [1977] on the growth rate of metrics; in particular, they consider metrics where increasing the radius of any ball by a factor of 2 causes the number of points in it to increase by at most some constant factor 2 β . (Plaxton et al. [1999] also consider the lower bound on the growth.) Here the parameter β can be considered to be another notion of "dimension" for a metric space. It can be shown that dim(X) ≤ 4β [Gupta et al. 2003, Proposition 1.2] ; hence, our results hold for such metrics as well. Our scheme is also similar in spirit to a data-tracking scheme of Rajaraman et al. [2001] , who use approximations by tree distributions to obtain bounds on the stretch incurred.
Finally, sparse spanners have been studied widely, having found applications in network algorithms (see, e.g., Peleg [2000] ), since they allow us to store information about the metric compactly. Our work extends a series of results on Euclidean spanners with bounded degree by Vaidya [1991] , Salowe [1992] , Arya et al. [1995] , and . Independent of our work, Gao et al. [2004] gave a similar sparse spanner construction based on nets for Euclidean space, but they did not optimize the spanner degree, which can have a logarithmic dependence on the metric diameter. Har-Peled and Mendel [2005] have also obtained, among many other results, constructions of sparse spanners for doubling metrics; they also give nearly linear-time procedures to find these constructions.
Later Development
Since the conference version of this article appeared, there has been much follow-up work on compact routing in networks with a bounded doubling dimension. In particular, Slivkins [2005] has improved the routing information stored at each node to (
O(α) log log δ bits. One might wonder why our routing table size has a factor
The reason is that since we would like to apply the Lovász Local Lemma to our padded probabilistic hierarchical decompositions, we need to construct the partitions in a bottom-up manner. Since a cluster must not be divided in its parent level, in order to satisfy the padding property, one way to resolve this is to require the distance scales between successive levels to be at least a factor α apart. Therefore, each cluster could have α O(α) child clusters, and this is why we have a worse bound. In retrospect, one could have directly used hierarchical nets (with constant factor increase in distance scales) to construct a routing scheme, as demonstrated by Slivkins, without the use of probabilistic decomposition. However, the use of the Lovász Local Lemma in our article has inspired subsequent research in local embeddings [Abraham et al. 2007 ] and low-dimensional embeddings [Chan et al. 2010] for doubling metrics. Moreover, Moser and Tardos [2010] gave a constructive proof of the general Lovász Local Lemma, which can simplify our algorithm in Section 3.2.
Observe that the diameter can be exponentially large, and actually for doubling metrics, one can show log = (log n). Abraham et al. [2006] and Konjevod et al. [2007] have further removed the dependence on the diameter to obtain ( 1 τ
)
O(α) log 3 n bits of information per node.
We work under the model where the header of a routing packet contains the information of the target node, and in particular the protocol designer can choose labels for the nodes. There has been work under the model of name-independent routing Abraham et al. 2006; Konjevod et al. 2007] , in which the packet header can contain only the predetermined identity of a node, which the protocol designer cannot modify.
There has also been follow-up work on spanners for doubling metrics. Chan and Gupta [2006] considered hop diameters and gave a construction of (1 + τ )-spanners with nτ −O(α) edges that achieves a hop diameter that grows like the functional inverse of the Ackermann's function. They also provided a construction of (1 + τ )-spanners with nearly a linear number of edges (i.e., only n log * n + nτ −O(α) edges) and a constant hop diameter. Roditty [2008a, 2008b] showed constructions of fully dynamic spanners for doubling metrics. Gottlieb and Roditty [2008b] gave a construction of (1 + τ )-spanners with O(n) edges of constant degree that supports updates in O(log n) worst-case time (taking τ and α as constant), which is optimal up to a constant even for insertion-only operations.
In the past decade, there has been a series of work on the tradeoffs between various spanner parameters that has eventually led to the breakthrough result by Elkin and Solomon [2013] , who gave a spanner construction for doubling metrics that has constant degree, logarithmic hop diameter, and logarithmic lightness compared to minimum spanning tree. The result has been generalized to fault-tolerant spanners by Chan et al. [2015] and further improved by Solomon [2014] . The reader can refer to the references of these recent papers for a more comprehensive description of the latest development.
DEFINITIONS AND NOTATION
Let the input metric be (X, d); this article deals with finite metrics with at least two points. We use standard terminology from the theory of metric spaces; many definitions can be found in Deza and Laurent [1997] and Heinonen [2001] . Given x ∈ X and r ≥ 0, we let B(x, r) denote {x ∈ X | d(x, x ) ≤ r}, that is, the ball of radius r around x. Given a subset S ⊆ X, the distance of x ∈ X to the set
The doubling constant λ X of a metric space (X, d) is the smallest value λ such that every ball in X can be covered by λ balls of half the radius. The doubling dimension of X is then defined as dim(X) = log 2 λ X ; we use the letter α to denote dim(X). A metric is called doubling when its doubling dimension is a constant. A subset Y ⊆ X is an r-net of X if (1) for every x, y ∈ Y, d(x, y) ≥ r and (2) X ⊆ ∪ y∈Y B(y, r). Such nets always exist for any r > 0 and can be found using a greedy algorithm. A cluster C in the metric (X, d) is just a subset of points of the set X. The diameter of the cluster C is the largest distance between points of the cluster. Each cluster is associated with a center x ∈ X (which may not lie in C) and the radius of the cluster C is the smallest value r such that the cluster C is contained in B(x, r). Definition 2.2. Given r > 0, an r-ball partition of (X, d) is a partition of X into clusters C 1 , C 2 , . . . , with each cluster C i having a radius at most r.
By scaling, let us assume that the smallest interpoint distance in X is exactly 1. Let denote the diameter of the metric (X, d), and hence is also the aspect ratio of the metric. Define ρ = 256α + 1 and h = log ρ . Let us define
; note that η i = ρ η i−1 + 1. Let us fix a ρ i /2-net and denote with N i for the metric (X, d), for every 0 ≤ i ≤ h + 1.
Hierarchical Decompositions
We now give a formal definition of a hierarchical decomposition (HD), which is used throughout this article and is the basic object of our study. As noted later, such a decomposition can be naturally associated with a decomposition tree that is used for our hierarchical routing schemes.
) is a sequence of partitions 0 , . . . , h with h = log ρ such that:
(1) The partition h has one cluster X, the entire set.
(2) (geometrically decreasing diameters) The partition i is an η i -ball partition. Since interpoint distances are at least 1, it implies that 0 = {{x} : x ∈ X}; in other words, each cluster in 0 is a singleton vertex. (3) (hierarchical) i is a refinement of i+1 and each cluster in i is contained within some cluster of i+1 .
Given such a ρ-HD = ( i ) h i=0 , the partition i is called the level-i partition of and clusters in i are the level-i clusters. Note that these clusters have a radius η i and hence diameter ≤ 2η i . Furthermore, define the degree deg( ) to be the maximum number of level-i clusters contained in any level-(i + 1) cluster in i+1 , for all 0 ≤ i ≤ h − 1.
Hierarchical Decompositions and HSTs.
A hierarchical decomposition is a laminar family of sets, where given any two sets, either they are disjoint or one contains the other. It is well known that such a family F of sets over X can be associated with a natural decomposition tree whose vertices are sets in F and whose leaves are all the smallest sets in the family (which are elements of X, in this case). We can use this to associate a so-called hierarchically well-separated tree (also called an HST [Bartal 1996] ) T with a hierarchical decomposition ; since each edge in T connects some C ∈ i and C ∈ i−1 with C ⊆ C, we associate a length η i with edge (C, C ) . Given such a tree T , we can (and indeed do) talk about its level-i clusters with no ambiguity; these are the same level-i clusters in the associated i . Note that the degree of vertices in this tree T is bounded by deg( ) + 1.
Padded Probabilistic Ball Partitions
Recall that an r-ball partition of (X, d) is a partition of X into a set of clusters C ⊆ X, each contained in a ball B(v, r) for some v ∈ X. B(x, t) is cut in the partition if there is no cluster C ∈ such that B(x, t) ⊆ C. In general, B(x, t) is cut by a set S ⊆ X if both S ∩ B(x, t) and B(x, t)\ S are nonempty.
Let P be a collection of all possible partitions of X, and hence ∈ P. Given a partition ∈ P and x ∈ X, let C (x) be the cluster of containing x.
Definition 2.4 (Gupta et al. [2003] ). An (r, ε)-padded probabilistic ball partition of a metric (X, d) is a probability distribution μ over P satisfying:
(1) (bounded radius) Each in the support of μ is an r-ball partition.
(This is called a padded probabilistic decomposition in Gupta et al. [2003] .) Each cluster C in every partition in the support of a probabilistic ball partition μ has radius at most r; and for any x ∈ X, a random r-ball partition drawn from the distribution μ does not cut B(x, εr) (and hence B(x, εr) is contained in cluster C (x) ∈ ) with probability ≥ 1/2.
PADDED PROBABILISTIC HIERARCHICAL DECOMPOSITIONS
In this section, we define a (ρ, ε)-padded probabilistic hierarchical decomposition (PPHD) of the metric (X, d), on which the routing algorithm is based. A PPHD is a probability distribution over HDs that has a "probabilistic padding" property similar to that in Definition 2.4. For any pair of nodes s, t in X and any ball containing both s and t with a diameter of ≈ d (s, t) , the PPHD ensures that this ball is contained in a single cluster of radius only slightly (≈ α factor) larger than d(s, t) at a suitable level with probability ≥ 1 2 . Thus, the shortest s-t path is contained entirely in this cluster of radius not much more than d (s, t) . This is the general intuition for PPHDs and the starting point for the routing algorithm.
For our applications, we refine PPHDs so that they consist of only m = O(α log α) HDs. In Section 3.1, we first give an existence proof, using the Lovász Local Lemma (LLL), to show that such decompositions exist. In Section 3.2, we then outline a randomized polynomial-time algorithm to find the decompositions using Beck's techniques [Beck 1991] .
The existence proof for the PPHDs has the following outline. We first give a randomized algorithm to form a single random hierarchical decomposition , which proves the existence of PPHDs, albeit with support over an exponential number of HDs. To reduce the size to something that depends only on α, we have to use the locality property of the metric space and the LLL. One significant complication in the proof is that we cannot use the standard top-down decomposition schemes to construct PPHDs, since they have long-range correlations that preclude the application of the LLL. Our solution to this problem is to build the decomposition trees in a bottom-up fashion and to make sure that the coarser partitions respect the cluster boundaries made in the finer partitions.
Existence of PPHDs
Motivated by the routing application, we are interested in finding the following structure, which we call a (ρ, ε)-padded probabilistic hierarchical decomposition. This is a probability distribution μ over ρ-hierarchical decompositions (as defined in Definition 2.3) so that given B(x, εr) with r ≈ ρ i , if we choose a random ρ-HD from μ and examine the partition i in it, B(x, r) is cut in this partition i with probability at most 1 2 . Definition 3.1 (PPHD). A (ρ, ε)-padded probabilistic hierarchical decomposition (referred to as a (ρ, ε)-PPHD) is a distribution μ over ρ-hierarchical decompositions, such that for any point x ∈ X and any value r s.t.
where the random ρ-hierarchical decomposition chosen is
Note that the definition of a PPHD extends both the idea of a padded probabilistic ball partition and that of HDs-we ask for a distribution over entire HDs, instead of over ball partitions at a certain scale r. However, having picked a random ρ-HD
from this distribution, we demand that balls of radius ≈ ερ i be cut with small probability only in partition i that is "at the correct distance scale." Our main theorem of this section is the following: Since any hierarchical decomposition can be associated with a tree T (as mentioned in Section 2.1), the previous theorem can be viewed as guaranteeing a set of m trees such that the level-i clusters in half of these trees do not cut a given ball of radius ≈ ερ i . This proves the existence of an appropriate tree cover.
. . , T m } (with each tree T i possibly containing Steiner points ∈ X, and edges having lengths), where for every x, x ∈ X, there exists a tree T i ∈ T for (X, d) such that the (unique shortest) path in T i between x and x has length at most k d(x, x ).
LEMMA 3.4. Given a metric (X, d) with dim(X) = α, there exists a stretch-O(ρ/ε) Steiner tree cover consisting of O(α log α) trees, where each tree has degree at most α O(α) .
We omit the simple proof of the previous lemma and the description of how the Steiner points can be removed from the trees without altering distances and degrees. We prove Theorem 3.2 in the rest of this section. We first prove (in Section 3.1.1) that one can obtain the result where the PPHD μ has support over many HDs. We then use the Lovász Local Lemma (in Section 3.1.2) to show that a PPHD distribution μ m with support over only a small number of HDs exists.
3.1.1. Padded Probabilistic Hierarchical Partitions. If we do not care about the number of HDs in the support of a PPHD, the existence result of Theorem 3.2 has been proved earlier [Talwar 2004 ] with better guarantees; the proof basically follows from the padded decompositions given in Gupta et al. [2003] . However, we now give another proof that introduces ideas that are ultimately useful in obtaining a PPHD distribution whose support is over a small number of HDs. PROOF. We define a randomized process that builds a random hierarchical decomposition tree in a bottom-up fashion, instead of the usual top-down way. To build an HD , we start with ( 0 = {{x} : x ∈ X}) and perform an inductive step. At any step, we are given a partial structure ( i , . . . , 0 ), where for each j ≤ i, the clusters in j−1 (which is an η j−1 -ball partition) are contained within the clusters of j . We then build a new partition i+1 , with all clusters of i being contained within clusters of i+1 . We have to ensure that clusters of i+1 are contained in balls of radius at most η i+1 and that any ball of radius εr for ρ i ≤ r ≤ ρ i+1 is cut in i+1 with probability at most 1 2
. This way, we end up with a valid random HD . The claimed probability distribution μ is the one naturally generated by this algorithm. To create the clusters of i+1 , we use a decomposition procedure whose property is summarized in the following lemma. LEMMA 3.6. Given a metric (X, d) with a -ball partition of X into clusters lying in balls of radius at most ≥ 1, and a value ≥ 8 , there is a randomized algorithm to create a ( + )-ball partition of X, where each cluster of is contained in some cluster of , and for any x ∈ X and radius 0 ≤ r ≤ ,
PROOF. Note that we can assume that < /cα and ≥ α, since otherwise the lemma is trivially true. Using the algorithm CUT-CLUSTERS given in Figure 1 , we create a partition of Y (and hence of X); all distances are measured according to the original distance function d in X.
Let us define B x = B(x, r).
, there are at least two clusters C 1 , C 2 ∈ such that they both cut B x , and B(v, L) contains one of their centers but not both. Since both clusters intersect B x , their centers c 1 and c 2 are at distance at most
contains both of them. Hence, the value of L must fall into the interval indicated earlier.
If a cut in Steps 11 and 12 is made due to the appearance of a heads in Step 4, we call such a cut a normal cut; otherwise, we call it a forced cut. We now bound the probability that the ball B x = B(x, r) is cut due to either type.
Normal cuts. Consider the first instant in time when the parameter L for some root v ∈ N reaches a value such that the cluster obtained by taking all ∩ Y clusters with centers in B(v, L) would cut B x . (If there is no such time, then B x is never cut by a normal cut.) In this case, L must also be in the range d(v, x) ± (r + ), and increases with time. Now either (1) we make a normal cut before L goes outside this range (2) we make a forced cut, or (3) L goes outside the range and we make no cut in this range. In any case, the fate of B x is decided; B x is either cut or contained in a new cluster with center v. We now upper-bound the probability that event (1) happens. There are at most 2(r + )/ coin flips made (with bias p) when the value of L is in the correct range of width at most 2(r + ) and one of these flips must come up heads for the cut to be made. The trivial union bound now shows this probability to be at most
Forced cuts. Let us look at some root v ∈ N and bound the probability that a forced cut is made with cutting radius L from v in some range R x = d(v, x) ± (r + ). Since the cut is forced and the value of L is greater than (1 − 1/4α) ≥ 3 /4, we must have flipped a sequence of at least /4 successive tails; the probability of this event is at most
Now, we chooseL to be a multiple of uniformly in a range of width at most /4α, and hence the probability that L falls into a range of length 2(r + ) is at most 2(r + )/( /4α). Multiplying this by Equation (1), we obtain a bound of e − c 4 α × 8(r+ ) α on the probability that a forced cut is made around v with L in the range R x such that the cluster C with center v in may cut B x . Finally, for any x ∈ X, B x can only be cut by clusters from roots v ∈ N that are at distance at most (r + ) + ≤ 3 from x; by Proposition 2.1, there are at most |B(x, 3 ) ∩ N| = (
α of such roots. Now we choose c to be large enough; the probability of B x being forcedly cut due to any such root is at most 12
We now use the previous lemma to prove Theorem 3.5. Using
, and = η i+1 − = ρ i+1 , and using N = N i+1 (which is a ρ i+1 /2 = /2 net), we create a ( + = η i+1 )-ball partition such that for all x and all r ≤ ρ i+1 and
for ρ/α and c being large enough constants. The probability distribution μ over all decompositions thus generated satisfies the requirements of a PPHD as given in Definition 3.1. Finally, we bound the degree deg(μ) of the PPHD μ; note that each level-i cluster is centered at some v ∈ N i ; hence, the number of level-i clusters contained in some level-
Few Hierarchical Decompositions. The previous proof immediately gives us a PPHD μ M with a support on only M = O(log n + log log ) HDs. By sampling from the distribution μ for M times, we get the HDs (1) , . . . , (M) , and let the PPHD μ M be the uniform distribution on these HDs. By Equation (2), for each j ∈ [1 . . . M], point x ∈ X, and radius r ≤ ρ i , B(x, εr) is not cut in the partition ( j) i with probability 1/10; hence, a Chernoff bound implies that this ball is cut in the level-i partitions of more than M/2 of the HDs with probability less than 1/(n log ) O(1) . Now, taking the trivial union bound over all possible values of the center x ∈ X and all the log values of r that are powers of 2 shows that the μ M is a (ρ, ε/2)-PPHD whp.
3.1.2. Even Fewer Hierarchical Decompositions. While the proof of Theorem 3.5 and the discussion earlier do not produce a PPHD with small support (of size O(α log α)), we have seen all the essential ideas required to prove the existence of such a distribution μ m and hence to complete the proof of Theorem 3.2. To prove this result, we use the locality of the construction in conjunction with the LLL. This locality property is the very reason we built the hierarchical decomposition bottom-up; it ensures that if any particular ball is not cut at some low level i (the "local decisions"), it is not cut at levels higher than i (i.e., the "nonlocal decisions"). Also, we choose the decomposition procedure of Theorem 3.6 in preference to others (e.g., those in Gupta et al. [2003] and Talwar [2004] ) since they choose a single random radius for all clusters in one particular partition of X, which causes correlations across the entire metric space. (The LLL has been used in similar contexts in Gupta et al. [2003] and .) PROOF OF THEOREM 3.2. To show that there is a distribution μ m over only m = O(α log α) trees, we use an idea similar to that in the previous section, augmented with some ideas from Gupta et al. [2003] . Instead of building one hierarchical decomposition bottom-up, we build m hierarchical decompositions (1) , . . . , (m) simultaneously (also from the bottom up).
As before, the proof proceeds inductively; we assume that we are given level-i partitions (1) i , . . . , (m) i , where ( j) i is the level-i partition belonging to ( j) . We then show that we can build level-(i + 1) partitions
i+1 where each
is a refinement of the corresponding ( j) i+1 , and any given ball B(x, εr) with ρ i ≤ r ≤ ρ i+1 is cut in at most m/2 of these level-(i + 1) partitions. We start off this process with each ( j) 0 = {{x} : x ∈ X} being the partition consisting of all singleton points in X.
) j∈J using the procedure in Lemma 3.6 independently on each of the m decompositions; parameters are set as in the proof of Theorem 3.5, with = ρ i+1 , = η i , and ε = 1/O(α). This extends the m hierarchical decompositions to the (i + 1) st level; it remains to show that the probability of balls being cut is small.
To describe the events of interest, let us take β = ερ i+1 and define Z to be a β-net of X. For each z ∈ Z, define B z to be B(z, 2β), and E i+1 z to be an event in which B z is cut in more than m/2 of the partitions (
, which we refer to as a "bad" event (used in Section 3.2). We prove the claim using the Lovász Local Lemma. PROOF OF CLAIM 3.7. First, let us calculate the probability of E i+1 z : by changing the constant in ε, we can make the probability that a ball B z is cut in one level-(i + 1) partition to be at most 1/8. Let us denote by A j z the event that B z is cut in partition ( j) i+1 . The expected number of partitions in which the ball is cut is at most m/8. Since the partitions are constructed independently, the probability for the event E i+1 z that B z is cut in m/2 partitions (which is at least four times the expectation) is at most exp(−9m/40); this can be established using a standard Chernoff bound. This, in turn, is at most (0.8) m , which we define to be p. Next we show that an event E i+1 z is mutually independent of all events
i+1 , each root v ∈ N i+1 determines its radius by conducting a random experiment independent of any other roots' experiments. These random experiments, and only these, determine whether events such as A 
We define this quantity to be B;
e p(B + 1) is at most 1 for m = O(α log α) and Claim 3.7 follows. Having proved the claim, let us now show that with nonzero probability, each B(x, r) for x ∈ X and ρ i ≤ r ≤ ρ i+1 is not cut in at least m/2 of the level-(i + 1) partitions ( ( j) i+1 ) j∈J . Let us call this event SC i+1 . The claim shows that with nonzero probability, each ball B z with z ∈ Z is not cut in at least m/2 of the partitions ( ( j) i+1 ) j∈J . Since each x ∈ X is at distance at most β to some z x ∈ Z, the triangle inequality implies that B(x, εr) ⊆ B(x, β) is not cut if B(z x , 2β) is not cut, which holds in at least half of the partitions. Hence, SC i+1 also holds with nonzero probability.
Finally, we prove that we can choose a random set of HDs ( ( j) ) j∈J such that SC i+1 occurs for each 1 ≤ i + 1 ≤ h simultaneously with nonzero probability. The key to the proof is that we have assumed an arbitrary (worst-case) set of partitions (
at level i in proving a nonzero lower bound on Pr[SC i+1 ]. Hence, we can ignore any dependence among the events SC i+1 for 1 ≤ i + 1 ≤ h, and simply multiply their nonzero probabilities together to obtain a nonzero lower bound on the probability that they all occur simultaneously.
An Algorithm for Finding the Decompositions
The previous procedure can be made algorithmic using an approach based on Beck's algorithmic version of the LLL (see, e.g., Alon and Spencer [1992] and Beck [1991] ). We also remark that one can apply the techniques of Moser and Tardos [2010] to achieve an algorithmic version of the LLL. The decomposition satisfies all properties of the one that is shown to exist using LLL in Theorem 3.2, although with some changes in constant parameter values. As in the proof of Theorem 3.2, we build m = O(α log α) HDs level by level in a bottom-up fashion.
On any particular level i + 1, we begin by choosing m partitions at random. After making the random choices, we examine the partitions and identify all of the bad events that have occurred. We then group together bad events that may depend on each other, as well as "good" events that may depend on the bad events. Each group forms a connected component in the LLL dependency graph. We show that, with high probability, all connected components have size O(log ν), where ν = |Z| is the size of the ερ i+1 -net of X. Once the groups have been identified, we need to eliminate the bad events. Hence, for each group, we "undo" all of the random choices concerning that group, while not modifying any choices that do not affect the group. New choices must be made for each group so that no bad event occurs. Because the group size is small (the number of centers v ∈ N i+1 concerning the group that we choose random radius for is also O(log ν)), we can find new settings for these choices using exhaustive search in polynomial time.
One interesting complication in this proof is that the set of clusters containing a group have different shapes in the m different partitions. In each partition, we cut out a "hole" and redo the choices within the hole. The boundary of the hole is formed from the boundaries of the clusters that may influence the bad events (and the good events) in the group. In forming the boundary, additional good events may be added to the hole. As a consequence, it is possible that a good event inside a hole in one partition may appear inside a different hole in another partition. Hence, when we perform exhaustive search, these holes must be considered together. However, our method of bounding the size of each connected component already takes into account any merging of holes on account of shared good events, so that we never have to redo the choices for a group of size more than O(log ν).
Another issue is that the subset of centers in a hole that belong to N i+1 , the ρ i+1 / 2-net that covers the entire metric, may not by themselves cover the hole. (Portions of the hole may be covered by centers outside the hole.) So for each of the m partitions, we may have to add additional net points inside the hole to obtain a complete cover for it. We show that the size of net points in the hole increases by only a constant factor and remains O(log ν), and the degree of the hierarchical decomposition trees is at most α O(α) as before.
THE (1 + τ)-STRETCH ROUTING SCHEMES
Given a (ρ, ε)-PPHD μ m with a support on m HDs, we can now define, for every 0 < τ ≤ 1, a (1 + τ )-stretch routing scheme that uses routing tables of size at most m(α/τ ) O(α) log log δ bits at every node. We consider a routing scheme in which each node can only forward packets to its direct neighbors in the underlying graph G. Formally, a routing scheme consists of the following components:
(1) Addressing Scheme. Given the underlying network G (and the induced metric space), each point x is assigned some global address addr(x). (2) Routing be the m hierarchical decompositions on which μ m has positive support, and the level-i partition corresponding to ( j) be called ( j) i . Recall that we can associate each hierarchical decomposition ( j) with a tree T j (as outlined in Section 2.1). Note that each of these trees has a deg(μ m ) bounded by α O(α) and a height of at most h = log ρ . Recall that each internal vertex of the tree T j at level i corresponds to a cluster of
and leaves of T j , ∀ j ∈ J correspond to vertices in X, where J = {1, . . . , m}. Let each internal vertex v of each tree T j label its children by numbers between 1 and deg(μ m ); v does not label anything with the number 0, but uses it to refer to its parent. Note that this allows us to represent any path in a tree T j by a sequence of at most 2h = O(log ρ ) labels.
Lemma 3.4 already shows that the m trees thus created form a small O(ρ/ε) = O(α 2 )-stretch Steiner tree cover, which can be used for routing purposes (as in Section 4.3). However, since such a large stretch is not always acceptable, we improve on this scheme in the following subsections to get better routing bounds.
The Addressing Scheme
Given a tree T j and a vertex x ∈ X, we assign x a local address addr j (x), which consists of h = log ρ blocks, one for each level of the tree T j . Each block has a fixed length.
The i th block of the addr j (x) corresponds to partition ( j) i and contains the label assigned to the cluster C x containing x in , we need O(α log α) bits per block. In fact, one can extend this addressing scheme to any cluster C in T j . If C is a level-i cluster, the k th block of addr j (C) contains * s for k < i; addr j (X) for the root cluster of T j contains all * s matching all vertices in X.
The global address addr(x) of point x ∈ X is the concatenation addr 1 (x), . . . , addr m (x) of its local addresses addr j (x) for j ∈ J. Since each cluster C belongs to only one tree T j , we define addr j (C) to be a sequence of #s of the correct length (where #s are dummy symbols matching nothing), and hence define a global address of C as well. (This is only for simplicity; in actual implementations, cluster addresses for T j can be given by the tuple addr j (C), j .)
Since there are O(α log α) bits per block, h blocks per local address, and m local addresses per global address, substitution of the appropriate values gives the address length A to be at most
The Routing Table
For each point x ∈ X, we maintain a routing table Route x that contains the following information for each T j , 1 ≤ j ≤ m:
(1) For each ancestor of x in T j that corresponds to a cluster C containing x, we maintain a table entry for C. (2) Moreover, for each such C, we maintain an entry for each descendant of C in T j reachable within hops in tree T j . Here = (log ρ 1/ετ ), with the constants chosen such that
In the routing table Route x for x, each of the previous entries thus corresponds to some level-i cluster C in T j . Let close x (C ) be the closest point in C to x. (We assume, w.l.o.g., that ties are broken in some consistent way, so that any node y on a shortest path from x to close x (C ) has the value close y (C ) = close x (C ); in fact, this consistency is the only property we use.) For this C , Route x stores (a) the global address addr(C ) by which the table is indexed, (b) the identity of a "next hop" neighbor y of x that stays on a shortest path from x to the closest point close x (C ) in C , and (c) an extra bit ValidPath x (C ): if the cluster level above C in T j is the cluster C, then ValidPath x (C ) is set to be true if B(x, ερ i + ) is entirely contained within cluster C and d(x, close x (C )) ≤ ερ i + , and is set to be false otherwise. Of course, if we reach the root of T j while trying to go up levels, then the bit is set to be true. PROOF. Let us estimate the number of entries in Route x for any x ∈ X. There are m trees. For each tree T j , for all j ∈ J, there are h = log ρ ancestors of x and the degree of the tree is bounded by deg(μ m ) = α O(α) . Recall that ρ and 1/ε are both O(α), and hence = O(log(α/τ )). Plugging these values in, we get that the number of entries for x across m trees is at most m× h×
. Each entry is indexed by one global address (of at most A = O(α 2 log α log ) bits, which we do not store in Route x since we can deduce it from addr(x) based on the clustering structure); each entry indeed contains the identity of the next hop (which uses O(log δ) bits, where δ is the maximum degree of G), and one additional ValidPath bit.
The forwarding algorithm makes use of two functions, NextHop x and PrefMatch x . For a point x and a level-i cluster C in T j , the function NextHop x (addr(C )) returns the next hop on the path from x to close x (C ) provided that the next hop does not leave the cluster C at level i + that contains C , and null otherwise. (As we shall see, the packet-forwarding algorithm is guaranteed never to encounter a null next hop.) Given points x and t in X, the function PrefMatch x (t) returns an addr (C ) in Route x such that in some T j , t belongs to the level-i cluster C , ValidPath x (C ) is true, and the value i is the smallest across all trees. Note that both of these functions can be computed efficiently by node x. Furthermore, it is possible to support the functions with data structures of size comparable to that of Route x .
Note that once the points in X have been assigned addresses (for which we have described only an offline algorithm), the routing tables can be built up in a completely distributed fashion. In particular, a distributed breadth-first-search algorithm can be applied to determine whether a ball of a certain radius is cut in a particular decomposition, and a distributed implementation of the Bellman-Ford algorithm can be used to establish the next-hop entries for destinations for which the shortest paths lie within a certain cluster.
The Forwarding Algorithm
The idea behind the forwarding algorithm is to start a packet off from its origin s toward an intermediate cluster C containing its destination t; the packet header thus consists of two pieces of information addr(t), addr (C) , where t is the destination node for the packet and C is the intermediate cluster containing t. Initially, the cluster can be chosen (degenerately) to be the root cluster of (say) tree T 1 .
Upon reaching a node x in the intermediate cluster C, a new and smaller intermediate cluster C , also containing t, must be chosen, possibly from a different tree; the packet header must be updated with addr(C ) that remains the same until reaching C . Suppose that the new cluster C containing t is at level i . After selecting this cluster, the packet is sent off toward C with the new header, following a shortest path that stays within the clusterĈ at level i + that contains both x and C . This process is repeated until ultimately the packet reaches the cluster containing only the destination t. The algorithm is presented in Figure 2 . PROOF. We first show that the algorithm is indeed valid; each of the steps can be executed and the packet eventually reaches t. Suppose that the packet has just reached a node x in an intermediate cluster C containing t (with addr(C) in its header); thus, x needs to execute Step 3 to find a new cluster C containing t. Clearly, PrefMatch x (t) can return the root cluster C root of any T j , since it contains t. We show, however, that the cluster C returned by PrefMatch x (t) has a small diameter and nodes along a valid shortest path from x to C will forward the packet correctly until it reaches C . PROOF. The (ρ, ε)-PPHD ensures that there exists at least one tree T j such that B(x, ερ i ) is not cut in the level-i partition ( j) i ; letĈ cont ∈ ( j) i be the level-i cluster in T j that contains B(x, ερ i ).
thus, PrefMatch x can (and may indeed) just return addr(C t ) given no "better" choices. However, PrefMatch x always finds a cluster C in some T j at the lowest level across all trees, such that t ∈ C , and ValidPath x (C ) is true in Route x . Let the level of C be i ; the value i is at most (i − ). Now letĈ ∈ ( j ) i + be the cluster levels above C ∈ ( j ) i in T j that contains both x and C . (SuchĈ must exist at level i + for addr(C ) to be in Route x .) We know that B(x, ερ i + ) ⊆Ĉ and d(x, close x (C )) ≤ ερ i + since ValidPath x (C ) is true in Route x . Thus, all shortest paths from x to close x (C ) are entirely contained inĈ. Hence, the NextHop v (addr(C )) pointer at any node v on one of these paths must be nonnull since all shortest paths from v to close v (C ) = close x (C ) are all contained inĈ, the cluster levels above C in T j .
It remains to bound the path stretch. Consider the case when a packet is sent from s to t. Let C be a cluster at level i − returned by Step 3 of the forwarding algorithm.
Note that if the level i ≤ , then C = {t}, and we send the packet directly to t with τ = 0. Using these short distances as the base case, we now do induction on the distance from s to t.
If C is a nontrivial cluster containing t, then we go on a shortest path from s to some d(s, t) . (The last inequality holds because if ερ i−1 ≥ d(s, t), then PrefMatch s would have returned a cluster at a level lower than that of C by Lemma 4.3.) Hence, we can apply the induction hypothesis to find a path from v to t of length at most (1 + τ )d(v, t) ≤ (1 + τ )2η i− . The path from s to t as derived from Route s is of length at most d (s, v) 
The stretch of the path from s is t is then 1 + (1 + τ )2η i− /d (s, t) . This quantity is at most 1 + τ since τ ≤ 1 and we have chosen constants so that η i− ≤ τ ερ i−1 /4.
CONSTANT-DEGREE SPANNERS FOR DOUBLING METRICS
Given a metric (V, d) with doubling dimension α and τ > 0, this section shows how to construct a (1 + τ )-spanner whose maximum degree is bounded by (2
. We first recall the definition of spanners.
is an undirected graph such that each edge {u, v} ∈ E has weight d (u, v) , and d G (u, v) is the length of the shortest path between vertices u and v in G. The graph G, or equivalently, the set E of edges, is a (1 + τ )-spanner for (V, d) if for all pairs u and v,
Our construction consists of two phases. In the first phase described in Section 5.1, we construct a spanner (V,Ê) from a nested sequence of nets {Y i }; we include an edge if the endpoints are from the same net and "reasonably close" to each other. We then show that the edges in this spanner can be directed such that the out-degree of each vertex is bounded, and hence the spanner is sparse. We then have a second phase described in Section 5.2, in which we modify these edges inÊ to obtain another spanner, but now with bounded degree. Our main theorem is the following. O(α) .
Basic Construction of Sparse (1 + τ)-Spanners for Doubling Metrics
In this section, we show the existence of sparse spanners by giving an explicit construction. In particular, we have the following result.
The basic idea is to first construct a net-tree representing a sequence of nested nets of the metric space: this is fairly standard, and has been used earlier (e.g., in Talwar [2004] and Krauthgamer and Lee [2004] ). A nearly linear-time construction of net trees is given by Har-Peled and Mendel [2005] .
Net trees are formally defined in the following.
Definition 5.4 (Hierarchical Tree).
A hierarchical tree for a set V is a pair (T , ϕ), where T is a rooted tree, and ϕ is a labeling function ϕ : T → V that labels each node of T with an element in V , such that the following conditions hold:
1. Every leaf is at the same depth from the root. 2. The function ϕ restricted to the leaves of T is a bijection into V .
If u is an internal node of T , then there exists a child v of u such that ϕ(v) = ϕ(u).
This implies that the nodes mapped by ϕ to any x ∈ V form a connected subtree of T . 0, ϕ(N i+1 ) is an r i+1 -net for ϕ(N i ). 2. Let node u ∈ N i , and its parent node be p u . Then, d(ϕ(u) 
In order to construct the spanner, we include an edge if the endpoints are from the same net in some scale and "reasonably close" to each other with respect to that scale. Using this idea, one can obtain the following theorem. 
Finally, by the triangle inequality,
We next show that for any pair of vertices
Suppose q is the integer such that y ) . Note that by the triangle inequality,
Finally, we obtain the desired upper bound for d(x, y):
we have not used the definition of doubling dimension so far. We next proceed to show that the spanner (V, E) is sparse, by using the fact that the metric is doubling. We first show that for each vertex u, for each i, the number of edges in the E i incident on u is small.
PROOF. Observe that i (u) is contained in a ball of radius at most γ · r i centered at u. Moreover, since S ⊆ ϕ(N i ), any two points in S must be more than r i apart. Hence, from Proposition 2.1, it follows that
LEMMA 5.10. The number of edges in E is at most
PROOF. It suffices to show that the edges of E can be directed such that each vertex has out-degree bounded by (2
, the edge can be directed arbitrarily. By arc (u, v), we mean an edge that is directed from vertex u to vertex v.
We now bound the out-degree of vertex u. Suppose there exists an arc (u, v)
Set p = log 2 γ . Hence, it is not possible for both u and v to be contained in ϕ(N i+ p ). Since i
. There are at most p + 1 = O(log γ ) values of i such that E i contains an edge directed out of u. By Claim 5.9, for each i, the number of edges in E i incident on u is at most (4γ ) α . Hence, the total number of edges in E directed out of u is (4γ )
Observe that in the proof of Lemma 5.7, we have actually shown that for any points x and y, there is a short path of a particular form. This property will be useful when we construct spanners with a small hop diameter. 
Construction of (1 + τ)-Spanners with Bounded Degree
We have shown that the edges in E can be directed such that the out-degree of every vertex is bounded. We next describe how to modify E to get another set of edgesẼ that has size at most that of E, but the resulting undirected graph (V,Ẽ) has bounded degree (Lemma 5.12). Moreover, we show in Lemma 5.13 that the modification preserves distances between vertices.
We form the new graph (V,Ẽ) by modifying the directed graph (V, E) in the following way.
Modification Procedure. Let l be the smallest positive integer such that Observe that since M u j is defined with respect to the directed graph (V,Ê), the ordering of the us for which the modification is carried out is not important.
Let (V,Ẽ) be the resulting undirected graph. Since every edge in E is either kept or replaced by another edge (which might be already in E), |Ẽ| ≤ | E|. We next bound the maximum degree of a vertex in (V,Ẽ). Consider a vertex u ∈ V . The edges incident on u can be grouped as follows:
(1) There are at most α edges directed out of u in E.
(2) Out of the edges in E directed into u, at most βl remain inẼ. We next show that the modification from (V, E) to (V,Ẽ) does not increase the distance between any pair of vertices too much. PROOF. The claim can be proved by induction on s and using Claim 5.14.
From the triangle inequality and Claims 5.14 and 5.15, we have gives the required result.
