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A B S T R A C T
For document processing systems, automated data entry is generally performed 
by optical character recognition (OCR) systems. To make these systems practical, reli­
able OCR systems are essential. However, distortions in document images cause character 
recognition errors, thereby, reducing the accuracy of OCR systems. In document images, 
most OCR errors are caused by broken and touching characters. This thesis presents an 
adaptive system to restore text images distorted by touching and broken characters. The 
adaptive system uses the distorted text image and the output from an OCR system to 
generate the training character image. Using the training image and the distorted image, 
the system trains an adaptive restoration filter and then uses the trained filter to restore 
the distorted text image. To demonstrate the performance of this technique, it was applied 
to several distorted images containing touching or broken characters. The results show 
that this technique can improve both pixel and OCR accuracy of distorted text images 
containing touching or broken characters.
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C hapter 1
O C R  System s
In this rapidly evolving information age, digital computers are being increasingly employed 
to extract and organize information automatically. To make these systems practical, reliable 
automated data entry technologies are essential. For document processing systems, auto­
mated data entry is generally performed by optical character recognition (OCR) systems. 
OCR is a process that converts images of printed letters, numbers or other symbols into 
identifying codes such as ASCII. Resulting OCR-generated text can be used for information 
retrieval, editing and as input to application systems, such as database systems, desktop 
publishing (DTP) systems and text retrieval (TR) systems. The practical implementa­
tion of these systems requires high character recognition accuracy. However, distortions in 
document images cause errors in character recognition, thereby, reducing the effectiveness 
of these systems. The literature provides some techniques to reduce the effect that these 
distortions have on OCR systems and improve these system’s recognition accuracy.
1.1 G eneral A rchitecture o f  an O C R  System
The text document is initially converted into a digital form (gray levels) by an optical 
scanner. For an 8 bits/pixel digital image, 256 gray levels are generated. Generally, machine
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printed documents are binary images and therefore consist of only two levels, black and 
white. In such cases, the scanner converts the gray-level image into a binary image format 
by comparing the gray levels with a threshold value. Using the digitized image as input, 
the OCR system performs character recognition and generates a corresponding text file.
OCR system






Figure 1.1: OCR system
Figure 1.1 shows a typical OCR system and the various stages involved in processing 
a document image. The OCR process can be divided into three distinct functions, block 
segmentation, text/graphics recognition and post processing. Block segmentation, also 
called zoning, segments a page into blocks. Block segmentation has two approaches. The 
first method called the top-down method, segments the document into large blocks and 
then analyzes the features of these blocks to determine whether they should be classified 
as text, graphics or line drawings. The text lines are then segmented into words and the 
words are segmented into characters. The second approach, called a bottom-up method, 
segments the documents into small blocks, then analyzes the spatial relationship of these 
blocks and merges them into bigger blocks of text or graphics.
After the image has been segmented, text recognition methods are applied to the 
blocks to recognize the text. The common methods of text recognition used by commercial 
OCR systems are template matching, pattern recognition and omni-font feature extraction. 
Template matching compares the incoming image with a predefined library of character 
templates to match the input characters. The effectiveness of this method depends on
the selection of fonts in the library. It is very restrictive, especially, if only a few fonts 
are defined for a device. Template matching is also heavily dependent on the quality of 
the scanned page. Pattern recognition algorithms apply a set of rules to the construction 
of characters. The shape of the input character is compared to the set of rules, and the 
ASCII character is selected based on its closeness to a rule. Omni-font feature extraction 
algorithms employ a hierarchical level of algorithms to identify characters. Each level de­
termines additional information about the input. These kinds of systems combine feature 
extraction with heuristic processing and lexical analysis to recognize text input. Compared 
to template matching, both pattern recognition and omni-font feature extraction reduce an 
OCR system’s dependency on input page condition.
When a text recognition algorithm cannot identify a character exactly, it passes a list 
of character choices to an ambiguity resolution algorithm which uses contextual information, 
such as a lexicon, to postprocess the text and make the final classification decision.
1.2 O C R  Errors
A study conducted by the Information Science Research Institute at UNLV showed that 
current OCR technology is able to correctly recognize over 99% of the characters in good 
quality text images [Rice 94]. In low quality images, these systems recognize an average of 
85% to 95% of the characters. For a page containing approximately 3000 characters, an 
accuracy of 99% would correspond to 30 character errors while an accuracy of 85% would 
correspond to 450 character errors. Typically, full-text applications such as desktop pub­
lishing systems require an OCR accuracy of 99% of the document’s characters [Bokser 92]. 
Special applications, such as those involving legal or medical documents, often require 100%
accuracy.
A case study of a large document conversion process is presented in [Dickey 91]. 
The goal of this project was to generate 99.8% accurate machine readable text using OCR 
and manual error correction. Over 250,000 pages were converted. The cost of converting 
a typical page was $3.79 where 67% of the cost, $2.56, was spent on manual correction. 
According to these data, if an OCR system achieves 100% accuracy, approximately $250,000 
can be saved per 100,000 pages. In this study, it was also shown that re-keying documents 
was more effective than editing OCR output unless a minimum OCR accuracy of 95 to 98% 
was achieved. This study clearly shows that improving OCR accuracy can significantly 
reduce the costs of automated data entry.
A variety of sources such as photocopying, scanning and other real world processes 
cause image degradation which results in the reduction of OCR accuracy. In [Nartker 92], 
the text image distortions that cause OCR errors were subjectively identified and classified. 
In the study, 240 pages containing 278,786 characters were processed, and 3,596 errors were 
generated. Table 1.1 shows the various categories of distortion and the distribution of OCR 
errors. Approximately 77% of all of the OCR errors were caused by broken, touching, and 
touching and broken characters. Sample image segments of touching and broken characters 
that cause OCR errors are shown in Figures 1.2 and 1.3. [Bokser 92] showed that these 
types of distortion cause OCR systems to segment and shape the individual character images 
incorrectly.
employed
Figure 1.2: Touching Characters
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Table 1.1: Distribution of Estimated ASCII-OCR Problems
Problem  C ategory #  Errors % Errors
Broken Characters 1,872 52.1
Touching Characters 734 20.4
Broken and Touching 186 5.2
Others and Unknown 806 22.3
Grand Total 3,596 100.0
increasingly
Figure 1.3: Broken Characters
1.3 Im proving O C R  A ccuracy
To improve an OCR system’s ability to recognize touching characters correctly, segmenta­
tion algorithms, such as [Tsujimoto 91], and segmentation free techniques, such as [Chen 93], 
have been proposed. Although these algorithms improve the touching character problem, 
they do not address the fragmented character problem or the character shape problem.
In certain instances, poor binarization techniques can cause touching or broken char­
acters. To improve OCR accuracy, adaptive binarization techniques such as [Palumbo 86] 
and [O’Gorman 94], can be used. However, these techniques cannot improve bad originals, 
electronic binary document archives and faxed documents.
Many of the text image restoration methods in literature use a morphological ap­
proach. The three fundamental morphological operations are dilation, erosion and skele­
tonization. With dilation, the object grows uniformly in spatial extent, with erosion, the 
object shrinks uniformly, and skeletonization results in a stick figure representation of the 
object. These basic operations are implemented using “hit” or “miss” transformations. An 
odd sized mask is scanned over the binary image. If the binary valued pattern of the mask
6
matches the state of the pixels under the mask, it corresponds to a hit. When a hit oc­
curs, the output pixel corresponding to the center pixel of the mask is set to some desired 
binary state. If the binary pattern does not match the state of the pixels under the mask, 
it corresponds to a miss. The corresponding output pixel is then set to the binary state 
opposite to that set by a hit. The combination of an erosion followed by a dilation is called 
opening because this combination opens up spaces between just-touching features. Opening 
operation is used to remove pixel noise from binary images. If the sequence is performed in 
the other order, that is, a dilation followed by an erosion, then it is called closing because 
of its ability to close up breaks in features. Although the opening operation works well to 
restore partially filled up characters, it cannot restore completely filled up characters such 
as the e’s in Figure 1.2. [Koskinen 94] suggested a text enhancement method based on soft 
morphological filters which are an extension of standard morphological filters. In soft mor­
phological operations, the maximum and minimum operations are replaced by more general 
weighted order statistics. This method works well for binary images corrupted by black 
impulses, white impulses and salt and pepper noise. An advantage of morphological image 
operations is that they can be easily implemented. On the other hand, these operations 
require that the text image’s quality be known apriori to determine the parameters of the 
filter.
In this thesis, an adaptive restoration technique that can improve the OCR accuracy 
of text images containing touching or broken characters is presented. Initially, the OCR 
system processes a distorted image. The distorted image and the output from an OCR 
system are used to train an adaptive restoration filter. This trained filter is used to restore 
the distorted characters. To demonstrate the performance of this technique, it was applied
to images containing touching characters and broken characters. The results show that 
this technique can improve the OCR accuracy of text images containing touching or broken 
characters.
C hapter 2
Background in A d ap tive sy stem s
In contrast to the conventional text image restoration techniques which use morphological 
filtering methods, this thesis presents an adaptive image restoration technique to filter such 
distortions. An adaptive system adjusts its structure in such a way that its performance 
improves through contact with its environment. Adaptive systems can be trained for various 
applications like prediction, system modeling, inverse filtering and interference cancelling.







Figure 2.1: Inverse modeling
inverse modeling application, the adaptive filter attempts to model the inverse transfer
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function of a plant. The adaptive filter is trained using a measure of the error, Ek, which is 
the difference between the filter’s output signal, j/jt, and a desired signal, dfc. This measure of 
error is called the cost function or performance function. After the filter has been trained, its 
transfer function approximates the plant’s inverse transfer function in an optimal sense. To 
apply this technique to the image restoration problem, a distorted text image and a training 
text image are used to generate a two dimensional transformation that approximates the 
distortion’s inverse transfer function. After training, this adaptive filter can be used to 
restore the degraded image.
The architecture of the adaptive filter determines its ability to model a given trans­
formation. Different architectures are chosen based on training time, complexity of the 
modeling problem and the number of inputs and outputs. Three commonly used archi­
tectures, the adaptive linear combiner or finite impulse response (FIR) filter, the adaptive 
recursive filter or the infinite impulse response (HR) filter and the neural network are con­
sidered in this thesis.
2.1 A daptive Linear C om biner
The adaptive linear combiner (ALC), also called as an adaptive FIR filter, is shown in Figure 
2.2. It consists of three basic elements, unit-delays, multiplies and adds. The number of 
delay elements in the filter is commonly referred to as the order of the filter. In Figure 2.2, 
the delay elements are each identified by the unit-delay operator, z~l . The ALC’s output, 
2/ ( 7 1 ) ,  can be written as
M- 1
V(n ) =  ]C  wkx(n -  k) = W ^ X n (2.1)
k = 0
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where Wn = [wo,w-i,.. is the weight vector and X n = [x(n),x(n — l) , . . . ,o :(n  —
M  + 1)] is the input vector at time instant n. The adaptive FIR filter is inherently stable 




Figure 2.2: Adaptive Linear Combiner
2.2 A daptive R ecursive F ilters
Another adaptive filter architecture is the recursive filter or the infinite impulse response 
(HR) filter. Figure 2.3 shows an adaptive recursive filter. The output, y{n), of the filter, 
can be written as
L - l  L - 1
y{n) ='*>2 ahx(n -  k) + ^  bky(n -  k) (2.2)
fc=o Jt=l
where a* and 6* are the adaptive coefficients the recursive filter.
The adaptive recursive filter can approximate many functions better than an adap­
tive linear combiner [Haykin 86]. The recursive filter can also converge in fewer iterations 
compared to the linear combiner. However, the recursive filter can become unstable if one 
or more of the filter’s poles move outside the unit circle during the process of adaptation. 
The performance surfaces of recursive filters are generally non quadratic and may even have 
local minima. In many situations, this problem can be circumvented by using a sufficient 





Figure 2.3: Adaptive Recursive Filter
E(n)
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2.3 Feedforward N eural N etw orks
Neural networks are a class of adaptive filters. They are more suitable for non-linear model­
ing problems than adaptive linear combiners and adaptive recursive filters. The feedforward 
neural network is a commonly used architecture among neural networks. The basic element 
of a neural network is the neuron, which is an ALC followed by an activation or squashing 
function. An activation function is defined as a continuous non-decreasing function that 
maps the input, [ - 00, 00] to [—a,/3] where a  and /3 are finite non-negative constants. The 
commonly used activation functions are the tanh and the sigmoidal function. Figure 2.4 
shows a two layer feedforward neural network. The input vector, A'(n), to the first layer 
of the neural network is multiplied by the weight matrix W  and an activation function is 
applied to each output. The outputs from the first layer are multiplied with the weight 
vector (matrix for multiple outputs) V  of the second layer and an activation function is 
applied to the resulting output. The output, y(n), of the neural network can be written as,
y(n) = tanh(V(n) tanh(W (n)X (n))) (2.3)
where W ( n ) is the weight matrix and V(n)  is the weight vector of the second layer of 
the neural network, at time instant n, respectively and X (n )  is the input vector. Here, 
tanh(l'FX) applies the tanh function to each element of ( W X ) .
Like the adaptive linear combiner, a feedforward neural network is a non-recursive 
filter; therefore, it will be stable for any finite values that the adaptive algorithm determines 
for the matrix, W ,  and the vector, V.  Because of the nonlinear functions used by the 











Figure 2.4: Feedforward Neural Network
adaptive linear combiner and a recursive adaptive filter. Assuming enough neurons in the 
first layer of the neural network and sufficient training, [Hornik 89] showed that regardless 
of the squashing function in the first layer of neurons, a feedforward neural network with 
two layers of neurons can uniformly approximate any continuous function on any compact 
set arbitrarily well. This implies that the neural network will be able to approximate the 
inverse distortion to any desired degree of accuracy, if the inverse distortion function can be 
approximated by a continuous function. However, a feedforward neural network generally 
requires more arithmetic computations per output than either an adaptive linear combiner 
or a recursive adaptive filter.
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2.4 A daptive A lgorithm s
In the adaptation process, the adaptive coefficients or weights of an adaptive filter are 
adjusted to cause the output to agree as closely as possible with the desired signal. This 
is accomplished by comparing the output with the desired signal to obtain an error signal 
and then adjusting or optimizing the weights to minimize a  measure of the error signal. 
The choice of the error measure depends on the application. Many applications optimize 
the adaptive filter by minimizing the mean-square value of the error signal. For stationary 
inputs, the resulting solution is called the Wiener filter, which is said to be optimum in the 
mean-square sense.
A wide variety of algorithms have been developed in the literature for training 
adaptive filters. The choice of one algorithm over another is determined by various factors, 
such as, the rate of convergence, stability and computational requirements.
2 .4 .1  G radien t D escen t A lg o r ith m s
The performance surface or the cost function is a function of the error signal. In most 
practical applications, the parameters of this performance surface are unknown, and an 
analytical description is not available. Therefore, algorithms must be capable of searching 
the performance surface and finding its minimum when only measured or estimated data is 
available.
Gradient based methods use the gradient or an estimate of the gradient of the 
performance surface to indicate the direction in which the minimum of the surface lies. 
Successive corrections to the weight vector in the direction of the negative gradient vector 
should eventually lead to the minimum of the performance surface.
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The method of steepest descent uses the gradient, of the performance surface
to adjust the weight vector of the adaptive filter. The weight vector is adjusted in small 
steps at each iteration, in the direction of the gradient. Mathematically, the steepest descent 
training rule can be written as
Wk+1 = Wk + tx ( - V k) (2.4)
where W k is the weight vector, V k is the gradient at time instant k and ^  > 0 is the learning 
constant. The selection of fx determines the rate of convergence of the filter and the stability 
of the weight values. In many applications, the mean square error (MSE) is used as the 
cost function. The energy of the error signal is minimized by using this measure of error.
Least M ean Squares (LM S) M ethod
The least mean squares (LMS) gradient descent algorithm uses an estimate of the gradient 
for training. The LMS algorithm is a method of steepest descent where ejj; is taken as an 
estimate of the MSE, E[e%\. The cost function for the LMS algorithm can be written as 
Jk = e l
By replacing Vfc with its estimate, V*, in the steepest descent algorithm, we have
Wk+1 = w k -  fiV k (2.5)
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Linear Combiner
For the adaptive linear combiner in Figure 2.2, the gradient estimate at each iteration, V*, 
is given by
*  8Jk( W ) d e l  d[dk - W ? X k]2
v * =  S w ~  - & W -  e w   ( 2 -6 )
= - 2 [dk -  W ? X k]Xk = -2 e kX k (2.7)
Substituting Equation (2.7) into (2.5), the LMS algorithm for the adaptive linear combiner 
can be written as
Wk+l = W k + 2nekX k (2.8)
An advantage of LMS algorithm is that it does not require any matrix inversion, 
nor the computation of correlation functions. It can be implemented fairly easily without 
any squaring, averaging or differentiation.
R ecursive Filters
The LMS algorithm for the recursive filter in Figure 2.3 can be derived similar to the linear 
combiner derivation [Widrow 85]. Defining Wk = [aot, a n , . . . ,  a,Lk,bik. . . ,  bu]T , Uk = 
[ijt, x k- i ,  ■ • •, x k- L, . . . ,  yk. L]T , the partial derivatives, ank = and /3nk = the 
infinite impulse response least mean squares (IIRLMS) algorithm can be summarized as 
follows:
1. Initialize the a ’s and the /3’s with zero and Wo with random values, and set k=0.
2. yk = W?Uk
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3. a„fc = x k- n +  J2iLi bikOtn,k-i 0 < n < L
4. P n k  -  y k - n  +  U L i  b ik /3n , k - i  1 <  n < L
5. Vfc = ~'2{dk -  2/fc)[a0jt • • .az-fc ■ • ■pLk?
6. Wk+1 = Wk -  M V k
7. k= k+1.
8. Repeat steps 2 through 7.
In this algorithm, the convergence factor, /x, of the steepest descent algorithm is replaced 
by M  = i / ! , . . . , //£,].
Feedforward Neural Network
The LMS algorithm can be applied to train the weights of both layers of the neural network 
in Figure 2.4. The estimate of the cost function, J( n)  = is used in the training
algorithm. Recall that W  is the weight matrix of the first layer of the neural network 
and V  is the weight vector of the second layer. X n is the input to the neural network 
0 n = f i ( W nX n) is the output from the first layer, and Yn = f 2 {VnOn) is the output of the 
neural network. f \ (.)  and / 2(.) are the activation functions of the first and second layers 
of the neural network, respectively. In the feedforward stage, the input is applied to the 
neural network and the output, Yn, is obtained. The least mean-squares estimate of the 
error between the output, Yn, and the desired signal, dn, is used by the LMS algorithm 
to train the weights of the neural network. This feedback stage is called backpropagation. 
The training algorithm for the feedforward neural network using the LMS algorithm can be 
summarized as follows:
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1. Initialize Wo and Vo with random values, and set n = 0.
2. Calculate the output of the neural network.
(a) On = f l (W nXn).
(b) yn = f 2(vnOn).
3. Backpropagation stage
(a) Vn+\ = Vn + 2/j,6nOn
c r-(^ dM y ( n)h
e(n) =  d(n) -  y(n)
(b) Wn+\ = Wn +  2 /z /X T*„*n
w _  j.-„_r5 / i [ ° i ( n )] d h [ 0 N(n)],
/ n - ^ g l  d Q M )  a0 |> (n) ]
4. n = n+1.
5. Repeat steps 2 through 4.
2.4 .2  R ecu rsive  L east Squares E stim a tio n
The method of least squares solves the linear filtering problem without using the assump­
tions on statistics of the filter inputs. To illustrate the basic idea of least squares, suppose 
we have a set of measurements u (l), u (2),. . . ,  u(N),  at times .. . ,t;v> and the require­
ment is to construct a curve that is used to fit these points in some optimum fashion. Let 
the time dependence of this curve be denoted by f(U).  According to the method of least
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squares, the best fit is obtained by minimizing the sum of squares of difference between /(<»■) 
and u(i) for i = 1,2, The least squares method involves the use of time averages
with the result that the filter depends on the number of samples used in the computation.
The RLS algorithm is a recursive implementation of the method of least squares. 
Starting with known initial conditions, the method uses the information contained in new 
data samples to update the old estimates. Therefore, the length of the observable data is 
variable. The cost function is given by
./(n) = X > (7 i,z M i) |2 (2.9)
t=i
where A(n, i)  is a weighting factor. If the input signal is non-stationary, then the weighting 
scheme for the cost function is set up so that the current error is weighted the most and the 
first error the least. One such form of weighting is the exponential weighting factor defined 
by A(n,i)  — 0 n~%, where (3 is a positive constant close to but less than 1 and is a measure 
of the memory of the algorithm.
The summary of the algorithm for an adaptive linear combiner is shown below.
1. Initialize Pq =  a%I, where <r̂  is the covariance of the input. If a"* is not known set it 
to a large positive number.
2. n = 0.
3> An+1 = 0+X'*'JPnX~n~+l PnXn+1
4. e(n +  1) =  d(n +  1) -  X f+1 Wn+i
5. Wn+l = Wn + K n+1e(n +  1)
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6 .  P -n+ l  =  0  ^ ( P n  ~  P n + l ^ n + \ P n )
7. n = n + 1
8. Repeat steps 3 through 7.
The exponentially weighted RLS algorithm is similar to the Kalman filter.
C hapter 3
A dap tive C haracter Im age R estoration
Text images have various types of distortion such as skew, broken baselines and smearing. 
Although the literature has identified and classified many of the common distortions that 
cause OCR errors, mathematical models of these distortions have not been well developed. 
If an OCR system could identify the distortions degrading the text image and the cor­
responding distortion model is available, an inverse distortion filter could be designed to 
restore the text image. The OCR system should then be able to recognize the restored text 
image more accurately. Because of the myriad of possible inverse distortion models that 
would be required to implement such a system, an adaptive restoration system, which can 
model the inverse of the degrading distortion using the OCR output, is presented in this 
thesis.
Figure 3.1 shows a closed loop adaptive system that can be used to restore distorted 
images. The image, 2(711, 712), represents an ideal digitized image and the image, d(n\,Ti2 ), 
represents a distorted version of the ideal image. The image, p(/ii, 7x2), is the image pro­
cessed by the adaptive filter and the image, £(711, 712) is the training image. Ideally, the 
images, £(711, 772) and 2(721, 712), are identical. The error signal, e (n i ,712)5 is the difference 










Figure 3.1: Adaptive System Used to Model Inverse Distortions
adaptive filter implements a two dimensional transformation which approximates the in­
verse model of the offending distortion. The adaptive algorithm uses a measure of the error 
signal, e(ni, n2), to adjust the adaptive filter’s two dimensional transformation, so that it 
approximates the distortion in some optimal sense. When the adaptive algorithm has suf­
ficiently minimized the measure of the error signal, the processed signal, p{ 711, 712), should 
approximate the ideal undistorted text image, 1(711, 712).
In practice, the distorted image is the only available source of information about the 
document. To use the adaptive system in Figure 3.1, the training data has to be generated 
from the distorted image. In general, image distortion does not affect the recognition of all 
characters equally. For example, if a page is photocopied or digitized too dark, the loops 
and gaps of characters can be filled. Thus, characters, such as “S” , are often distorted to 
look like other characters, such as “8” , causing these characters to be incorrectly recognized 
[Bokser 92]. Characters which have neither a loop nor a gap are less susceptible to this 
distortion. Moreover, lexical operations, such as spell checking, can also improve OCR 
accuracy and reliability of text generated from such pages. Thus, it is very likely that some 
distorted characters can be correctly recognized with a high degree of certainty while other
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characters degraded by the same distortion cannot be recognized.
Based on this premise, this thesis presents an approach to generate a training image 
from the distorted image. Initially, the distorted image is processed by an OCR system and 
the correctly recognized words are identified using a spell checker. The image of the correctly 
recognized words represents the image, d{n\, 7*2), in Figure 3.1. After processing the image, 
the OCR system outputs two kinds of information, font information of the text and also 
the positional information of the words. If the font information is not available, the font 
recognition method suggested in [Zramdini 94] or the algebraic operations method suggested 
in [Kenneth 79] can be used. In text images containing random noise, the method suggested 
in [Nagy 68] can be used to obtain the font information. After the font information is 
obtained, a library of clean characters is generated for that particular font, and the bitmaps 
of the clean characters are stored. Since the font and the positional information of each 
word is available, the bitmaps, t(n\ ,  7i2 ) ,  of the training words can be synthesized from the 
library of clean characters using correlation. The adaptive system is then trained with the 
distorted words as the input image and the clean synthesized words as the training image.
The proposed method assumes homogeneity of the distortion over the entire de­
graded image. However, this might not be true for ail images. A single image may have 
various possible distortions. The proposed method can still be applied by classifying the 
image into zones of uniform distortion. The training and filtering method can be applied 
to each individual zone, and the distorted document can be restored.
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3.1 Selection  o f  A dap tive F ilter A rchitecture
The architecture or transformation describing the adaptive filter should be chosen so that it 
can effectively approximate the inverse distortion model. Many different adaptive structures 
are described in the literature including the adaptive linear combiner, the adaptive recursive 
filter, and the feedforward neural network discussed in Chapter 3. In this thesis, three 
adaptive architectures were used to implement the adaptive image restoration filter.
The output, y(n),  of the adaptive linear combiner used for adaptive image restora­
tion can be described by the difference equation,
y(n) = y(nu n2) = ^  a ( k ) x ( n - k )  
kerto
where R a € |(fci, k2) : -  - lf -~ < k\ < N^ —, — N^ x < k2 < /V22~1}, N\  and N 2 are odd inte­
gers, n = (nj, 712)1 k  = (k i , k2), x [ n \ , n 2) is the input to the filter, y{ni ,n2) is the output of 
the filter, and a(k i , k2) is the set of (N \N 2) adjustable weights controlled by the adaptive 
algorithm.
The output, y(n), of the adaptive recursive filter used for adaptive image restoration 
can be described by the difference equation,
y(n) = a ( k ) x ( n - k ) -  6 ( k ) j / ( n - k)
kefla keRb
where Rt, 6 {(ku k2) : ^  *i ^  ^ . 1  < k2 ^  ^  < 0,fc2 = o},x(n)
is the input to the filter, and a(k) and b(k) are the adjustable weights controlled by the
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adaptive algorithm.
The output, y(n), of the feedforward neural network used for adaptive image restora­
tion can be described by
y(n) =  y(n i ,n 2) = / 2 [V /a (W X)]
where the vector, X , contains the inputs to the filter, and the matrix, W , and the vector, 
V , contain the weights adjusted by the adaptive algorithm. In the experiments conducted, 
tanh() was used as the activation function. The input to the neural network is
X  =  [ 1 x (nj +  n2 + ••• x { n i , n 2) ••• (?*! -  n2 -  ]T
which implies that W  is a L x {N\N2 + 1) matrix where L is the number of neurons in the 
first layer of neurons and V  is an £ X 1 row vector.
To determine the ability of these adaptive filter architectures to model the distortion, 
an experiment was conducted using a simple text document. A document containing 353 
characters was typeset using KTeX and an 8 point Computer Modern Roman (CMR) font. 
The document was printed using a 300 dpi laser printer, and the hardcopy page was digitized 
at 300 dpi using a Fujitsu M3096E+ scanner to produce a binary image. A portion of the 
image is shown in Figure 3.2. Four different OCR systems1 processed this image. As 
shown in Table 3.1, two of the systems recognized 100% of the characters, and the other 
two systems recognized 99.43% of the characters which corresponded to 2 character errors.
’T he  O C R  system s used bu t no t identified were Caere O C R  (Ver. 109), C alera MM600 (Ver. mm 24su), 
Expervision RTK (Ver 2.0) and R ecognita Plus D TK (2.0/3.BC3).
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Because the number of errors in this image is very low, the binary image of this document 
can represent the ideal original image, 1(711, 712), shown in Figure 3.1, and can also be used 
as the training image, t{n\, n2). Figure 3.2 shows a segment of the training image.
To generate a distorted image of this document, the original clean hardcopy page 
was photocopied several times by a Xerox 5028 copier using a dark setting. This generated 
a document with characters that were touching and characters whose loops and gaps were 
filled. This distorted document was also digitized using the Fujitsu scanner to produce a 
binary image. A segment of the image is shown in Figure 3.3. This image represents the 
distorted image, d{n\, n2), in Figure 3.1. It was assumed that this image had been distorted 
uniformly.
Using the distorted image, d(7ii,772), and the training image, 2(711, 712), each of the 
adaptive filters was trained using a single pass through the entire image. The adaptive linear 
combiner was trained using the least mean square (LMS) algorithm and the exponentially 
weighted recursive least squares (RLS) algorithm. The recursive adaptive filter was trained 
using the infinite impulse response LMS (IIRLMS) algorithm, and the feedforward neural 
network was trained using backpropagation. After the training process, the final weights 
were saved and used as the weights for the adaptive filter. To test the feasibility of the three 
architectures, the distorted image, 0̂ (711, 712), was then processed by the trained adaptive 
filters to generate the filtered images. The filtered images were processed by the same four 
OCR systems and the performance of the adaptive filters was compared.
The performance of each filter was measured based on both pixel accuracy and OCR 
accuracy. Pixel accuracy is defined as j j X 100, where #pixel_in_t is the number 
of pixels in the training image and #matches is the number of matching pixels in the
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distorted and the training images. OCR accuracy is defined as (n~&?rror) x 100, where n 
is the number of correct characters and each insertion, substitution or deletion required to 
correct the OCR-generated text is counted as an error. Since OCR systems can generate 
character labels from non-characters, such as character fragments and noise, the number of 
errors could exceed n resulting in a negative OCR accuracy value.
Each filtered image, p( 711, 712), was compared with the training image, 2(ni,7i2), to 
determine the pixel accuracy. The filtered image was also processed by the same OCR 
systems and the number of OCR errors was counted and compared to the number of OCR 
errors generated from the distorted image, d(711, 772). Tables 3.1 through 3.4 show the pixel 
and OCR accuracies of the distorted and filtered images. From these tables, it can be seen 
that the adaptive linear combiner and the adaptive recursive filter could not restore the 
degraded text image. To illustrate, an adaptive linear combiner where Ni  = 1V2 = 51 was 
programmed with the final trained weights and applied to the distorted image. Part of the 
resulting image is shown in Figure 3.4. The weights of these filters did not converge to 
particular values after training. This implies that the equations describing these systems 
cannot adequately approximate the distortion. The feedforward neural network, on the 
other hand, was able to approximate an inverse model of the distortion to sufficiently 
restore the text image. Figure 3.5 shows the results of the image in Figure 3.3 restored by 
a neural network where Ni = N<i =  15 and L =  24. As shown in Figure 3.5, some touching 
characters, such as “ere” in the word “There” , have been separated and many loops, such 
as e’s have been opened.
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Table 3.1: OCR Accuracies 
S ystem  A  S y stem  B System  C S ystem  D
T rain ing  im age 100 100 99.43 99.43
N oisy im age 84.99 91.50 89.80 76.49
Table 3.2: OCR Accuracies of the Filtered Images
A dap . filter Nx x N 2 S ystem  A S ystem  B S ystem  C S ystem  D
Linear Com- 15 x 15 51.56 61.76 59.21 23.80
(LMS algo.) 25 x 25 37.39 0.00 50.71 49.01
51 X 51 -15.30 2.83 -2 .55 -5 .67
Linear Com- 15 x 15 4.25 0.00 -13.88 -55.52
(RLS algo.) 25 x 25 -29.75 0.85 4.53 -1.98
Recursive Filter 15 X 15 86.12 88.10 84.70 86.69
Neural net 15 x 15 74.5 95.18 83.29 17.28
L = 2 25 X 25 75.92 86.12 79.32 82.15
in layer 1 51 x 51 83.29 90.65 85.84 77.90
Neural net 15 x 15 90.37 96.88 86.97 79.60
L — 4 25 X 25 75.92 82.15 84.14 71.67
in layer 1 51 x 51 88.10 96.32 85.84 69.41
Neural net 15 x 15 92.63 94.05 91.22 91.22
L = 8 25 x 25 92.07 99.43 90.65 93.77
in layer 1 51 x 51 92.07 93.20 89.80 82.44
Neural net 15 x 15 93.48 97.73 95.75 90.37
L = 16 25 x 25 93.77 94.90 92.07 93.48
in layer 1 51 x 51 93.20 94.33 91.22 85.55
Neural net 15 x 15 96.32 99.15 94.62 96.03
L = 24 25 x 25 95.18 98.02 92.35 . 91.78
in layer 1 51 x 51 94.62 96.32 93.77 90.08
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Table 3.3: Pixel Accuracies of the Distorted Image compared with the Training Image
___________________ O verall B lack pix. W h ite  pix.
D is to rte d  im age 86.89 71.08 88.42
Table 3.4: Pixel Accuracies of the Filtered Images
A dap . filte r N x X N 2 O verall B lack pix. W h ite  pix.
Linear Com- 15 X 15 93.27 87.13 93.87
(LMS algo.) 25 X 25 92.99 83.04 93.95
51 X 51 92.53 85.19 93.24
Linear Com- 15 X 15 89.91 84.83 90.40
(RLS algo.) 25 X 25 87.79 57.69 90.71
Recursive Filter 15 X 15 94.89 92.38 95.14
Neural net 15 X 15 96.02 83.35 97.25
L = 2 25 X 25 94.27 79.84 95.67
in layer 1 51 X 51 95.77 88.75 96.45
Neural net 15 X 15 96.32 80.36 97.87
L = 4 25 X 25 95.26 83.44 96.40
in layer 1 51 X 51 95.42 89.28 96.02
Neural net 15 X 15 96.41 79.07 98.09
L = 8 25 X 25 96.26 83.82 97.47
in layer 1 51 X 51 95.82 90.04 96.37
Neural net 15 X 15 96.41 77.74 98.21
L = 16 25 X 25 96.32 83.80 97.53
in layer 1 51 X 51 95.77 91.38 96.20
Neural net 15 X 15 96.42 78.06 98.20
L = 24 25 X 25 96.29 84.10 97.47
in layer 1 51 X 51 95.97 90.35 96.52
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Figure 3.2: A Segment of the Training Image
There is a  need for difference 
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Figure 3.3: A Segment of the Distorted Image
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Figure 3.4: A Segment of the Restored Image Processed by an Adaptive 
Linear Combiner where N\ = N 2  = 51
There is a need for difference 
algorithm s in O CR research. G iven
Figure 3.5: A Segment of the Restored Image Processed by a Feedforward 
Neural Network where N\  = N 2 = 15 and L — 24
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3.2 Uniform  D istortion
In the previous section, a study of the adaptive architectures showed that the neural network 
provided a viable solution for the restoration of images degraded by touching characters. In 
practice, these degraded images are generated by processes such as photocopying, scanning, 
etc. which add various other types of distortion to the image. These distortions may in­
clude skew, uneven baselines, random noise, smeared characters and characters that may be 
expanded or compressed. In documents that contain touching or broken characters, these 
other distortions may also cause OCR errors. To isolate the errors caused by touching and 
broken character distortions, a controlled environment is necessary where the touching and 
broken characters can be generated without other distortions. Touching and broken char­
acter distortions can be generated using a mathematical model. The advantage of using a 
mathematical model is that the results are easily reproducible, experiments are uniform, and 
it also allows focus on the particular type of degradation. Generally, text images containing 
broken and touching characters are generated by photocopying or poor thresholding by the 
scanner. To simulate this type of stationary threshold distortion, a circularly symmetric 
Gaussian point spread function (PSF) was convolved with the synthesized image to gener­
ate the output image. This image was thresholded at different values to generate binary 
images with touching and broken characters. To simulate the stationary jitter distortion 
which occurs while scanning or photocopying, the center position of the Gaussian function 
was randomly chosen and uniformly applied to the entire image.
The mathematically distorted images were generated from synthesized text docu­
ments. To synthesize the documents, a sample text file containing 2,261 characters was 
typeset using DTeX. An 8 pt CMR font and a 10 pt CMR font were used to prepare the
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documents. Using BT^X, the text file was typeset, and 8 pt and 10 pt dvi files were gen­
erated. These files were converted to Postscript files which were subsequently converted 
into binary images whose photometric interpretation is Black=l and White=0. These two 
synthesized documents were then convolved with the Gaussian blur function and binarized 
at two threshold values. A high threshold of 0.62 was used to generate images containing 
broken characters and a low threshold of 0.13 was used to generate images containing touch­
ing characters. Thus, four distorted images, two images with the 8 pt CMR font and two 
with the 10 pt CMR font, were synthesized mathematically. These distorted images were 
processed by four different OCR systems2. A voting algorithm was applied to the OCR 
systems’ output, and the correctly recognized words were identified using a spell checker. 
Voting ensured that the neural network was trained globally on errors of all the systems 
used rather than being specific to one OCR system. Approximately seven to ten recognized 
words were chosen for training the neural network. For these correctly recognized words, 
the font and positional information is available. From the font information, a library of 
clean characters was generated. Using correlation, these undistorted characters were used 
to synthesize the clean or training words for the correctly recognized words. These words 
form the training image, t(ni,ri2 ), in Figure 3.1.
Using different values for N i, N 2  and L, several neural networks were trained and 
applied to the distorted text images. After filtering, the four OCR systems processed the 
original images, the distorted images and the adaptively restored images. The results are 
shown in Tables 3.6 through 3.25. The pixel accuracies for the images restored from the 
mathematically distorted images were also calculated and are shown in Tables 3.7, 3.11, 3.15
2T he O C R  system s used bu t not identified were C aere O C R  (Ver. 138.1), C alera  MM600 (Ver. mm 24su), 
Expervision RTK  (Ver 3.0) and XIS O CR  Engine (Ver. 10.5).
33
and 3.19. The OCR accuracies of these images are shown in Tables 3.9, 3.13, 3.17 and 3.21. 
OCR accuracy results for touching characters restored with 3 x 3  and 5 x 5  input masks 
are not included because no improvement in accuracy was observed. These tables show 
that feedforward neural networks are able to approximate the inverse of the distortions that 
cause touching and broken characters. Figures 3.15 through 3.26 plot the OCR accuracies 
of the restored images as a function of Ni ,  N 2 and L. These figures show that for a fixed 
mask size both the pixel accuracy and the character accuracy generally increase when the 
number of neurons in the first layer increase. These results coincide with the discussion 
in [Hornik 89]. The pixel accuracy results show that a smaller 9 x 9  mask is effective in 
restoring broken characters while a larger 15 x 15 mask is effective in restoring touching 
characters. Examples of distorted images and restored images are presented in Figures 3.6 
through 3.14. Figure 3.8 shows significant improvement in restoring touching characters. 
For example, the filter was not only able to separate some touching characters, but also 
open closed loops such as “e” and “a” .
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Figure 3.6: A Segment of the 8 pt Synthesized Image
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Figure 3.7: A Segment of the 8 pt Distorted Image with touching characters 
using a mathematical distortion model.
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Figure 3.8: A Segment of the 8 pt Distorted Image with touching characters 
filtered by a Neural Network with N\ = N 2 = 15 and L = 32.
3.3 R estoration  o f  R ea l W orld Im ages
The controlled experiment demonstrated the ability of the adaptive system to restore images 
degraded by touching and broken character distortions. To determine the capability of the 
adaptive system to improve real world images, it was applied to photocopied images and 
some images from Sample three of the ISRI database.
The synthesized document images containing 8 pt CMR and 10 pt CMR fonts dis­
cussed in the previous section were used to generate the photocopied images. The two text 
images were printed using a 600 dpi laser printer and then distorted using a photocopy 
machine. To generate touching characters, the clean page containing 8 pt characters was 
photocopied three times using a darker setting. To generate broken characters, the page 
containing 10 pt characters was photocopied using a lighter setting. These photocopied 
images were then digitized using a Fujitsu M3096G scanner. The binary images were gen-
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In th is rapid ly evo lv in g  
increasingly  em ployed  to aut
Figure 3.9: A Segment of the 8 pt Distorted Image with broken characters 
using a mathematical distortion model.
In th is rapid ly  evo lv in g  
increasingly  em ployed  to aut
Figure 3.10: A Segment of the 8 pt Distorted Image with broken characters 
filtered by a  Neural Network with N\ = N 2  =  25 and L = 8.
In this rapidly evolving 
increasingly employed to  au t
Figure 3.11: A Segment of the 8 pt Real World Distorted Image with touch­
ing characters.
In th is rap id ly  evolving  
increasingly em ployed  to  aut
Figure 3.12: A Segment of the 8 pt Real World Distorted Image with touch­
ing characters filtered by a Neural Network with N\ = N? = 15 and L =  32.
In this rapidly evo lv ing  
increasingly em p loy ed  to an
Figure 3.13: A Segment of the 8 pt Real World Distorted Image with broken 
characters.
In this rapidly evolving 
increasingly employed to an
Figure 3.14: A Segment of the 8 pt Real World Distorted Image with broken 
characters filtered by a Neural Network with N\  =  jV2 = 15 and L =  32.
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Table 3.5: OCR Accuracies for ISRI database images using Voting Algorithm 
T ype o f d is to rtio n  B efore A fte r Size o f
in Im age re s to ra tio n  re s to ra tio n  N eura l N etw ork
B roken ch arac te rs  77.34 91.25 9 x 9 mask, L = 8
B roken ch a rac te rs  94.09 97.13 9 x 9 mask, L = 8
Touching ch arac te rs  72.25 88.05 15 x 15 mask, L = 4
erated using a fixed threshold of 127(out of 255). These images contained not only broken 
(or touching) characters, but also other distortions such as skew and speckle noise that are 
known to cause OCR errors. Training words were chosen by processing the images using 
four OCR systems3 and selecting the words that were recognized correctly by the voting 
algorithm as described in the previous section.
Using different values for Ni,  N? and L, several neural networks were trained and 
applied to the distorted text images. Tables 3.23 and 3.25 show improvements in OCR 
accuracy of the restored images compared to the distorted images. Figures 3.23 through 
3.26 plot the OCR accuracies of the restored images as a function of N\,  IV2 and L.
Three distorted images from Sample three of the ISRI database were restored by 
the adaptive restoration technique. For these images, the exact font information was not 
available. An approximate font of the same size was used to generate the library of clean 
characters. The images were processed by the same four OCR systems, and a voting al­
gorithm was applied to the output. Table 3.5 shows the resulting OCR accuracies of the 
distorted and restored images. The table shows that the adaptive restoration method signif­
icantly improves the OCR accuracy of distorted images with touching or broken characters.
3T he  O C R  system s used b u t no t identified were C aere O C R  (Ver. 138.1), C alera MM600 (Ver. mm 24su), 
Expervision RTK (Ver 3.0) and XIS O C R  Engine (Ver. 10.5).
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3.4 Sum m ary
In this chapter, an adaptive feedback technique that improves OCR accuracy has been pre­
sented and its ability to restore distorted images containing touching and broken characters 
has been demonstrated. An experiment was conducted to determine the ability of different 
adaptive architectures to generate the inverse distortion model. This experiment showed 
that the neural network was able to model the inverse distortion sufficiently well, to restore 
the degraded images and improve their OCR accuracy. To isolate the OCR errors caused 
by touching and broken characters, images were distorted using a mathematical model and 
then restored by the adaptive restoration filter. The technique was then applied to real- 
world images and improvement in OCR accuracy was observed. These experiments showed 
that the smaller 5 x 5  and 9 x 9  masks resulted in higher OCR accuracy for broken characters 
while the larger 15 x 15 and 25 x 25 masks performed better on images containing touching 
characters. For images obtained from the ISRI database, the exact font information was 
not available; and therefore, an approximate font of the same size was used. The accura­
cies of the filtered images showed significant improvement. This implies that the adaptive 
restoration system is not very sensitive to the font information. As seen from the results 
in the table, some of the OCR systems gave higher accuracy for touching characters while 
others performed better on broken characters. These results suggest that a training process 
should be customized for a particular OCR system to obtain the best performance from the 
system.
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Table 3.6: Pixel Accuracies for 8 pt Touching characters
N o o f p ixel errors P ixel Accuracy
D is to rte d  im age 333437 83.56
Table 3.7: Pixel Accuracies of the Filtered Images
M ask size H id d en  layers N o o f  p ixel e rro rs P ix e l A ccuracy
9 x 9  1 = 1 35948 98.22
L — 2 37157 98.16
A =  4 33421 98.35
A =  8 29070 98.57
A = 16 28990 98.57
A =  32 29214 98.56
15 x 15 A = 1 33343 98.35
A =  2 32190 98.41
A = 4 25654 98.73
A =  8 21184 98.95
L =  16 20151 99.01
L — 32 18260 99.10
25 x 25 A =  1 37079 98.17
L = 2 36754 98.18
L — A 31905 98.43
L = 8 28376 98.60
A =  16 24801 98.78
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Table 3.8: OCR Accuracies for 8 pt Touching characters
S ystem  A S ystem  B S ystem  C S ystem  D
Synthesized  im age 99.73 99.96 99.07 100
D is to rted  im age 69.26 69.75 65.02 83.77
Table 3.9: OCR Accuracies of the Filtered Images
M ask size H idden  layers System  A S y stem  B S ystem  C S ystem  D
9 x 9 X =  1 56.35 83.77 67.85 77.00
X = 2 67.32 90.89 77.31 75.23
X =  4 57.89 90.76 51.39 73.20
1  =  8 90.18 94.96 90.58 94.65
X = 16 78.02 92.92 75.98 81.60
X = 32 94.12 94.74 92.66 99.38
15 x 15 X =  1 77.93 81.20 77.05 82.84
X =  2 71.12 84.12 76.96 82.31
X =  4 83.68 92.92 78.77 85.71
X =  8 88.28 94.69 96.24 95.58
X = 16 90.14 96.95 96.99 98.14
X = 32 92.92 97.61 93.94 98.36
25 x 25 X =  1 59.58 82.13 63.51 77.05
X =  2 76.91 84.48 64.48 82.13
X =  4 67.93 88.41 80.01 88.85
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Figure 3.15: Plot of OCR accuracy of restored images vs. No. of neurons in the first layer of 
neural network, for the mathematically distorted image containing 8 pt touching characters. 
Each dashed line represents a particular mask size for the neural network, and the dotted 
line shows the OCR accuracy of the distorted image, (a) OCR System A (b) OCR System 































































Figure 3.16: Plot of OCR accuracy of restored images vs. Input mask size for the mathe­
matically distorted image containing 8 pt touching characters. Each dashed line represents 
a particular number of neurons in the first layer of the neural network, and the dotted line 
shows the OCR accuracy of the distorted image, (a) OCR System A (b) OCR System B
(c) OCR System C (d) OCR System D.
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Table 3.10: Pixel Accuracies for 8 pt Broken characters
N o o f p ixel e rro rs  P ix e l A ccuracy
D is to rted  im age 18911 99.07
Table 3.11: Pixel Accuracies of the Filtered Images
M ask  size H idden  layers N o o f pixel e rro rs P ixe l A ccuracy
3 x 3  Z = 1 10450 99.49
Z =  2 10450 99.49
Z =  4 10450 99.49
L = 8 10450 99.49
L -  16 10450 99.49
L — 32 10450 99.49
5 x 5  Z = 1 9415 99.54
1 = 2 9546 99.53
L = 4 9473 99.52
L =  8 9271 99.54
Z = 16 9241 99.54
L = 32 9400 99.54
9 x 9  Z = 1 10391 91.49
L = 2 10074 99.50
L = 4 10288 99.49
Z =  8 10329 99.49
Z =  16 10434 99.49
I  =  32 10442 99.49
15 x 15 Z =  1 13477 99.34
Z =  2 11899 99.41
Z =  4 11402 99.44
Z =  8 11085 99.45
Z =  16 12166 99.41
Z = 32 11732 99.43
25 x 25 Z = 1 12629 99.38
Z = 2 15468 99.24
Z =  4 17680 99.13
Z = 8 11377 99.44
Z =  16 9523 99.53
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Table 3.12: OCR Accuracies for 8 pt Broken characters
S ystem  A System  B S ystem  C System  D
Synthesized im age 99.73 99.96 99.12 100
D is to rted  im age 63.69 89.83 58.20 85.98
Table 3.13: OCR Accuracies of the Filtered Images
M ask  size H idden layers S ystem A System B S ystem C S ystem  D
3 x 3 L = 1 82.26 94.21 74.17 92.08
Z = 2 82.26 94.21 74.17 92.08
1 = 4 82.26 94.21 74.17 92.08
Z = 8 82.26 94.21 74.17 92.08
Z = 16 82.26 94.21 74.17 92.08
L = 32 82.26 94.21 74.17 92.08
5 x 5 L = 1 81.47 94.60 73.42 92.44
1 = 2 81.38 94.52 73.64 92.44
Z = 4 82.71 94.65 74.35 92.39
L = 8 82.71 94.31 74.35 92.39
Z = 16 82.66 95.36 74.39 92.44
Z =  32 82.66 95.13 73.91 92.44
9 x 9 Z = 1 82.97 96.51 71.03 93.32
L = 2 84.83 95.71 71.16 93.45
L = 4 83.68 96.51 70.99 93.32
L = 8 83.24 96.51 70.81 94.43
L = 16 82.71 96.51 70.77 94.38
Z = 32 83.41 96.46 71.61 94.69
15 x 15 Z = 1 73.68 91.38 72.14 92.66
Z = 2 80.14 94.12 81.11 92.97
Z = 4 88.32 94.83 81.25 91.91
Z = 8 86.82 95.58 80.80 92.70
Z =  16 78.02 95.58 85.14 92.48
Z = 32 82.09 96.73 72.27 92.92
25 X 25 Z = 1 88.19 94.74 81.03 90.23
Z = 2 76.56 88.94 73.15 88.99
Z = 4 69.39 94.38 64.53 89.16
Z =  8 84.30 93.23 89.16 91.46
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Figure 3.17: Plot of OCR accuracy of restored images vs. No. of neurons in the first layer of 
neural network, for the mathematically distorted image containing 8 pt broken characters. 
Each dashed line represents a particular mask size for the neural network, and the dotted 
line shows the OCR accuracy of the distorted image, (a) OCR System A (b) OCR System 























































Figure 3.18: Plot of OCR accuracy of restored images vs. Input mask size for the mathe­
matically distorted image containing 8 pt broken characters. Each dashed line represents a 
particular number of neurons in the first layer of the neural network, and the dotted line 
shows the OCR accuracy of the distorted image, (a) OCR System A (b) OCR System B
(c) OCR System C (d) OCR System D.
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Table 3.14: Pixel Accuracies for 10 pt Touching characters 
__________________N o o f pixel e r ro rs  P ix e l A ccuracy
D is to rted  im age 525217 82.39
Table 3.15: Pixel Accuracies of the Filtered Images
M ask size H idden  layers N o o f p ixel e rro rs P ixe l A ccuracy
9 x 9 X =  1 130524 95.62
L -  2 124863 95.81
X =  4 106304 96.43
X =  8 83163 97.21
L = 16 84088 97.18
X =  32 76126 97.44
15 x 15 X = 1 49428 98.34
X =  2 46062 98.45
X =  4 47997 98.39
X =  8 32243 98.92
X =  16 26881 99.10
X =  32 26103 99.12
25 X 25 X =  1 54955 98.16
X =  2 58634 98.03
X =  4 42800 98.56
X =  8 31000 99.96
X =  16 33932 98.96
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Table 3.16: OCR Accuracies for 10 pt Touching characters
S ystem  A S ystem  B S ystem  C S ystem  D
Synthesized im age 91.07 100.00 99.07 99.47
D isto rted  im age 75.32 68.95 77.44 89.12
Table 3.17: OCR Accuracies of the Filtered Images
M ask  size H idden  layers S ystem  A S ystem  B S ystem  C S y stem  D
9 x 9 L =  1 8.23 10.22 -1.11 0.27
L =  2 13.58 10.70 7.25 17.96
L =  4 16.76 25.21 12.16 33.30
1 =  8 15.39 30.92 3.76 31.84
L = 16 18.35 39.36 7.78 35.38
L = 32 9.64 45.42 -1.11 44.89
15 x 15 L = 1 -28.53 89.47 68.11 77.71
L = 2 -27.86 87.48 72.00 75.36
1 = 4 -24.94 81.91 46.26 64.00
L =  8 74.48 96.95 86.11 92.17
I  = 16 83.24 98.94 86.07 96.77
Z = 32 85.76 98.72 89.87 96.68
Z =  1 63.42 90.49 56.35 75.14
L = 2 50.29 84.79 47.28 65.15
L =  4 58.56 91.38 74.04 84.70
L = 8 88.54 95.80 84.03 95.18
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Figure 3.19: Plot of OCR accuracy of restored images vs. No. of neurons in the first layer 
of neural network, for the mathematically distorted image containing 10 pt touching char­
acters. Each dashed line represents a particular mask size for the neural network, and the 
dotted line shows the OCR accuracy of the distorted image, (a) OCR System A (b) OCR 
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Figure 3.20: Plot of OCR accuracy of restored images vs. Input mask size for the mathe­
matically distorted image containing 10 pt touching characters. Each dashed line represents 
a particular number of neurons in the first layer of the neural network, and the dotted line 
shows the OCR accuracy of the distorted image, (a) OCR System A (b) OCR System B
(c) OCR System C (d) OCR System D.
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Table 3.18: Pixel Accuracies for 10 pt Broken characters
N o o f p ixel e rro rs  P ix e l A ccuracy
D is to rte d  im age 21746 99.27
Table 3.19: Pixel Accuracies of the Filtered Images
M ask  size H idden  layers N o o f p ixel e rro rs P ix e l A ccuracy
3 x 3  A = 1 11585 99.61
A =  2 11585 99.61
A =  4 11585 99.61
A = 8 11585 99.61
A = 16 11585 99.61
A = 32 11040 99.63
5 x 5  A = 1 10718 99.64
A = 2 10840 99.64
A =  4 10840 99.64
A =  8 10842 99.64
A =  16 10832 99.64
L = 32 10657 99.65
9 x 9  A =  1 11616 99.61
L = 2 11728 99.61
L = 4 11559 99.61
L = 8 11561 99.61
L = 16 11510 99.62
A =  32 11660 99.61
15 x 15 A = 1 16708 99.44
A =  2 14046 99.53
A =  4 12889 99.57
A =  8 13317 99.55
A = 16 14930 99.50
A = 32 14244 99.52
25 x 25 A = 1 17362 99.42
A = 2 14576 99.51
A =  4 14335 99.52
A =  8 13491 99.55or-HII 12261 99.59
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Table 3.20: OCR Accuracies for 10 pt Broken characters
System  A System  B System  C System  D
Synthesized  im age 91.07 100 99.07 99.47
D is to rte d  im age -19.81 95.84 77.36 94.83
Table 3.21: OCR Accuracies of the Filtered Images
M ask  size H idden  layers S ystem  A System  B S ystem  C System  D
3 x 3 L = 1 82.130 97.83 80.19 93.94
L = 2 82.13 97.83 80.19 93.94
L = 4 82.13 97.83 80.19 93.94
L = 8 82.13 97.83 80.19 93.94
L = 16 82.13 97.83 80.19 93.94
L = 32 82.13 97.83 80.19 94.52
5 x 5 L = 1 83.10 97.79 77.66 94.12
L = 2 82.53 96.55 77.09 94.12
L = 4 82.53 96.55 77.09 94.12
L = 8 82.53 96.55 77.05 94.12
T = 16 82.53 96.55 77.53 94.12
L = 32 83.15 96.79 77.53 94.12
9 x 9 L = 1 83.86 95.67 76.47 94.91
L = 2 83.77 95.84 76.56 94.74
L = 4 83.86 95.49 76.56 94.91
L = 8 83.86 95.49 76.56 94.83
L = 16 82.09 95.44 76.66 94.91
L = 32 81.95 98.01 78.11 94.60
15 x 15 L = 1 82.53 98.10 84.96 93.19
L = 2 84.03 92.57 86.60 94.52
L = A 85.14 97.35 84.21 93.94
L = 8 83.02 97.48 89.16 94.96
L =  16 82.49 98.01 89.56 94.25
L = 32 81.65 96.28 78.28 96.42
25 x 25 L = 1 81.47 95.00 77.31 92.66
L = 2 80.14 97.79 77.22 93.85
L = A 81.82 98.28 76.65 93.19
L = 8 82.44 99.34 80.41 93.76















-* —  _
. 3x3 mask 
o 5x5 mask 
x 9x9 mask 
+ 15x15 mask 
* 25x25 mask
10 20 30
















. 3x3 mask 
o 5x5 mask 
x 9x9 mask 
+ 15x15 mask 
* 25x25 mask
10 20 30












. 3x3 mask 
o 5x5 mask 
x 9x9 mask 
+15x15 mask 
'*  25x25 mask
0 10 20 30












*v-k~ -*--   X—• * -  -  -  —
4  < r  "
. 3x3 mask 
o 5x5 mask 
x 9x9 mask 
+ 15x15 mask 
* 25x25 mask
10 20 30
No. of neurons in first layer
(d )
Figure 3.21: Plot of OCR accuracy of restored images vs. No. of neurons in the first layer of 
neural network, for the mathematically distorted image containing 10 pt broken characters. 
Each dashed line represents a particular mask size for the neural network, and the dotted 
line shows the OCR accuracy of the distorted image, (a) OCR System A. (b) OCR System 
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Figure 3.22: Plot of OCR accuracy of restored images vs. Input mask size for the mathe­
matically distorted image containing 10 pt broken characters. Each dashed line represents 
a particular number of neurons in the first layer of the neural network, and the dotted line 
shows the OCR accuracy of the distorted image, (a) OCR System A. OCR accuracy of the 
distorted image is -19.81. (b) OCR System B (c) OCR System C (d) OCR System D.
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Table 3.22: OCR Accuracies for 8 pt Real world Touching characters 
S ystem  A S ystem  B S ystem  C System  D
D is to rted  im age 88.72 73.11 82.40 73.33
Table 3.23: OCR Accuracies of the Filtered Images
M ask size H idden  layers S ystem  A S ystem  B S ystem  C S ystem  D
9 x 9 X =  1 78.90 90.45 87.04 91.51
X = 2 80.63 87.00 83.28 89.87
1  =  4 94.78 92.26 90.27 95.84
X =  8 90.14 91.55 91.33 95.89
X =  16 92.97 91.29 91.20 93.76
X =  32 92.48 93.01 93.63 95.05
15 x 15 X =  1 90.45 91.11 89.74 94.07
X =  2 91.33 90.09 90.62 93.54
X = 4 91.55 90.93 87.35 93.14
X = 8 90.45 91.29 91.60 95.84
X =  16 93.72 93.41 90.23 95.71
X = 32 93.59 93.41 91.99 95.80
X =  1 87.04 90.89 88.01 94.29
X =  2 86.73 90.80 84.48 92.26
X = 4 89.87 86.95 83.15 89.83
X =  8 76.38 80.10 74.92 85.54
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Figure 3.23: Plot of OCR accuracy of restored images vs. No. of neurons in the first layer 
of neural network, for the real world distorted image containing 8 pt touching characters. 
Each dashed line represents a particular mask size for the neural network, and the dotted 
line shows the OCR accuracy of the distorted image, (a) OCR System A (b) OCR System 
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Figure 3.24: Plot of OCR accuracy of restored images vs. Input mask size for the real 
world distorted image containing 8 pt touching characters. Each dashed line represents a 
particular number of neurons in the first layer of the neural network, and the dotted line 
shows the OCR accuracy of the distorted image, (a) OCR System A (b) OCR System B
(c) OCR System C (d) OCR System D.
57
Table 3.24: OCR Accuracies for 10 pt Real world Broken characters
System  A System  B System  C System  D
D istorted image 83.72 92.79 81.11 86.07
Table 3.25: OCR Accuracies of the Filtered Images
M ask  size H idden  layers S ystem  A S y stem  B S ystem  C S ystem  D
3 x 3 £ = 1 89.30 94.74 85.67 88.90
£ = 2 91.51 96.90 86.86 91.73
£  = 4 94.65 94.87 87.17 91.07
£ = 8 90.14 95.67 87.75 91.95
£ = 16 88.01 94.12 87.09 88.15
£  = 32 89.56 94.60 85.71 88.10
5 x 5 £ = 1 89.69 93.98 88.46 87.04
£ = 2 92.61 95.22 88.59 90.36
£ = 4 94.29 95.31 89.69 88.50
£  = 8 96.11 96.59 89.78 91.69
£ =  16 94.87 94.74 90.98 90.36
£ =  32 95.44 94.29 89.09 90.14
9 x 9 £ = 1 87.57 94.16 85.85 88.06
£ =  2 93.41 94.74 88.37 89.47
£  =  4 95.27 96.20 90.89 93.37
1 = 8 96.20 96.46 91.46 94.74
£ =  16 96.68 96.15 90.76 93.19
£  =  32 91.20 95.31 87.09 -
15 x 15 £ = 1 91.02 95.49 85.71 88.77
L = 2 90.49 95.22 86.02 89.78
L = 4 93.45 96.02 89.03 92.35
L = 8 92.88 95.18 88.77 90.05
L = 16 94.60 95.58 89.92 94.78
£ =  32 92.53 87.75 80.72 -
25 X 25 £ = 1 86.86 93.72 81.51 91.33
£ = 2 89.30 95.18 87.57 88.63
£  = 4 88.72 94.38 84.74 92.08
£ = 8 84.43 94.69 84.48 89.69
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Figure 3.25: Plot of OCR accuracy of restored images vs. No. of neurons in the first layer 
of neural network, for the real world distorted image containing 10 pt broken characters. 
Each dashed line represents a particular mask size for the neural network, and the dotted 
line shows the OCR accuracy of the distorted image, (a) OCR System A (b) OCR System 















































Figure 3.26: Plot of OCR accuracy of restored images vs. Input mask size for the real 
world distorted image containing 10 pt broken characters. Each dashed line represents a 
particular number of neurons in the first layer of the neural network, and the dotted line 
shows the OCR accuracy of the distorted image, (a) OCR System A (b) OCR System B
(c) OCR System C (d) OCR System D.
C hapter 4
A dap tive  Im age R estoration  U sing P h ase
The adaptive image restoration technique, discussed in Chapter 3, was used to restore 
images in the spatial domain. Experiments showed that this technique was very effective in 
restoring text images degraded by touching and broken characters. This chapter presents an 
alternative method that restores these images in the frequency domain. In the literature, 
numerous techniques for enhancing images based on frequency domain information are 
available. These techniques use the discrete Fourier transform for frequency analysis of the 
images.
4.1 D iscrete Fourier Transform
The two-dimensional discrete Fourier transform of an image array, z(n i, n?), can be written 
as
I  N - l  N - 1 _ 2 •
X (u ,v )=  — 2 x (n u n2 )exp{—— (unl + vn2)} (4.1)
m = 0  r i2 = 0
where u, v = 0 ,1 ,2 , . . . ,  N  — 1 and j  =  \ / —T, and the inverse discrete Fourier transform can 
be written as
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for n i ,n 2 = 0,1 ,2 , ...,1V — 1. The discrete Fourier transform frequency samples, X (u ,v ) , 
can be expressed as
X (u ,v )=  \X {u,v)\exp{j9{u,v)) (4.3)
where |AT(u, w)| represents the magnitude of the Fourier transform and 9{u,v) represents 
the phase of the Fourier transform. Generally, the Fourier transform of a real image array, 
x(7ii, 712), has both a non-zero magnitude and phase. It can be shown [Lim 90] that for real 
signals the DFT exhibits the property,
X (u ,v )  = X m( - u  + m N ,—v + nN )  (4.4)
where m ,n  = 0, ±1, ± 2 , . . .  and * denotes the complex conjugate. As a  result of this 
conjugate symmetry property, approximately one-half of the transform domain samples are 
redundant; that is, they can be generated from other transform samples.
4.2 P h ase R estoration
Equation (4.2) shows that transforming the frequency samples, X (u ,v ) ,  into the spatial 
samples, 1 (711, 712), requires both the magnitude and phase of X (u ,v ) . However, partial 
Fourier domain information, such as phase-only or magnitude-only, can restore most of the 
spatial domain signal. In many images, the inverse DFT of the phase and some arbitrary 
magnitude can restore most of the original image’s intelligibility [Lim 90]. For example, 
consider the image in Figure 4.1(a). Figure 4.1(b) shows an image reconstructed by taking 
the inverse DFT of unit magnitude and phase of the original image. This reconstructed 
image preserves most of the intelligibility of the original image. On the other hand, restoring
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an image using the inverse DFT of magnitude alone does not capture the original image’s 
intelligibility. To illustrate, consider the image in Figure 4.1(a). Figure 4.1(c) shows the 
image reconstructed by taking the inverse DFT of zero phase and magnitude of the original 
image.
Because the phase contains most of an image’s intelligibility, a distorted image can 
be restored by taking the inverse DFT of the original image’s phase and the distorted 
image’s magnitude. For example, consider the original image in Figure 4.2(a) and the 
distorted image in Figure 4.2(b). Figure 4.2(c) shows that almost perfect restoration of the 
distorted image can be performed by an inverse DFT of the phase of the original image 
and magnitude of the distorted image. On the other hand, reconstruction by taking an 
inverse DFT of original image’s magnitude and distorted image’s phase does not restore the 
distorted image as shown in Figure 4.2(d).
In large images, restoring the phase of the entire image is not economical. A more 
practical approach would be to divide the image into N  x N  blocks, generate the DFT of 
each block and restore the phase of each block independently. Figure 4.3 shows the results 
of image restoration using block sizes of 4 x 4, 8 X 8 and 16 x 16. It can be seen that 16 X 16 
block gives the best restoration while the 8 x 8  block preserves most of the information in 
the image. These grayscale images can be binarized to give a binary restored image.
4 .2 .1  P ro p o sed  A d a p tiv e  P h a se  R esto ra tio n  M eth od
Because phase-only reconstruction preserves most of the image’s intelligibility, an adaptive 
technique that restores an image by restoring its phase is proposed in this section. Figures 
4.4 and 4.5 summarize this proposed method. Initially, the distorted image, d (n i,n 2 ), 
would be processed by an OCR, system and the output would be spell checked to identify
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Figure 4.1: Magnitude-only and phase-only reconstruction. (All images are pseudo- 
grayscale) (a) Original binary image; (b) Image obtained using phase-only synthesis; (c) 
Image obtained using magnitude-only synthesis.
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(a)
(d)
Figure 4.2: Image restoration using magnitude and phase. (All images are pseudo-grayscale) 
(a) Original binary image; (b) Distorted binary image; (c) Restored image using phase of 
(a) and magnitude of (b); (d) Restored image using magnitude of (a) and phase of (b).
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in creasin g ly
(e)
Figure 4.3: Block restoration using magnitude and phase. (All images are pseudo- 
grayscale)(a) Original binary image; (b) Distorted binary image; (c)Restored image using 
4 x 4  block; (d)Restored image using 8 x 8  block; (e) Restored image using 16 x 16 block.
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the correctly recognized words. Using font and positional information, training words can
be generated using a library of clean characters of that particular font or a closely matching
font. Each distorted word image would be divided into N  X N  blocks and the phase,
Oj(ui,u>2), of each block would be computed. The training phase, 6 t(u>\,U2 ), is generated
for the corresponding N  X N  block of the training image. The neural network is trained
using Od(wi,u}2 ) as the distorted input and as the training input.
4  e t((D„G)^





Figure 4.4: Adaptive Phase Restoration (Training).
After the neural network is sufficiently trained, it can be used to restore the entire 
distorted image. In particular, both the magnitude and the phase of an N  x N  block of 
the distorted image would be generated and the phase of each block, 9d(u> 1, ^ 2), would 
be filtered by the trained neural network. The inverse DFT of the distorted magnitude, 
|D(u;i,u;2)|, and the restored phase, 0 y(u>i,u}2 ), generates the restored N  X N  block. This 
procedure can be repeated to restore the entire image. Figure 4.5 shows a block diagram of 
the proposed filtering method.
Instead of training on both the DFT magnitude and DFT phase, the proposed 
adaptive system trains on phase alone, thereby, reducing the training time. The complex
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Figure 4.6: Block restoration using magnitude and phase. (All images are pseudo-grayscale) 
(a) Original binary image; (b) Distorted binary image; (c)Distorted image restored by a 
neural network using 8 x 8  block; (d)The restored image in (c) binarized at 0.45 threshold
4.3 Sum m ary
An adaptive phase restoration technique for restoring text images was suggested in this 
chapter. To demonstrate the ability of a feedforward neural network to train on phase, the 
neural network was trained on a single word and was applied to restore the same word. 




An adaptive restoration technique that improves OCR accuracy has been presented, and 
its effectiveness has been demonstrated. The system was applied to various images with 
touching and broken characters and significant improvement in pixel and OCR accuracies 
was observed. Three different adaptive architectures, including the adaptive linear com­
biner, the adaptive recursive filter, and the feedforward neural network were implemented. 
The results showed that the feedforward neural network improved both the pixel accuracy 
and the OCR accuracy better than the linear combiner and the recursive filter.
Using the feedforward neural network, its parameters, the input mask size and the 
number of neurons in the hidden layer, were varied. It was found that these parameters 
of the neural network depend on the font size and the type of distortion in the image. 
For example, it was found that smaller sized 5 x 5  and 9 x 9  input masks gave better 
accuracies for broken characters while the larger sized 15 x 15 and 25 X 25 masks input 
performed better on images containing touching characters. For both touching and broken 
characters, increasing the number of neurons in the hidden layer, generally, increased the 
OCR accuracy.
In Chapter 4, an adaptive phase restoration technique for restoring text images was
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proposed. To demonstrate the ability of a feedforward neural network to train on phase, 
a feedforward neural network was trained on the phase of a word and the trained network 
was applied to restore the same word. Further research and experimentation are necessary 
to determine the effectiveness of this technique.
This thesis shows that the adaptive image restoration technique restores text images 
with touching or broken character distortions and improves their OCR accuracies. Improve­
ment in OCR accuracy increases the efficiency and reliability of full-text applications, such 
as, text-retrieval systems and desktop publishing systems.
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