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概要
Power Line Communication (PLC) がホームネットワークで使用され始めてから日本で
は７年が経過した。この間、広帯域ＰＬＣ（１００Ｍｂｐｓ：Broad-band Power Line 
Communication (BPLC)）のパソコン間高速データ通信への応用から始まり、２０１４年
からは電力会社の Home Energy Management System (HEMS) で狭帯域ＰＬＣ（１００
Ｋｂｐｓ：Narrow-band Power Line Communication (NPLC)）がエコネット規格に基づ
いて応用されようとしている。ホームネットワーク上で利用するアプリケーションには、
24Mbps を超えるスループットが必要な映像伝送や、必要なスループットはそれほど高くな
いが遅延が重要な VoIP のようなアプリケーションもあり、各々の特性に応じて、
Transmission Control Protocol (TCP) や User Datagram Protocol (UDP) 上で動作する。
よって、安定したＴＣＰ通信やＵＤＰ通信をＰＬＣ上で実現することが必要である。また
ＮＰＬＣは、ＨＥＭＳが宅内の隅々まで通信ができることを確保する責務を負っており、
これも安定動作が期待されている。
しかし、ＰＬＣは宅内では、個別の家電機器が発生するノイズや、その入力インピーダ
ンスの時間変動の影響を受けるており、電力線配線やその上の通信端末およびノイズ源の
位置・種類などに応じて、同じ宅内でも場所や時間によって伝送路性能、具体的には伝送
レートやビット誤り発生率、が大きく変わる。そのような環境での安定的な性能の実現が
課題となる。
そこで、本研究では、ホームネットワークにおけるＰＬＣ上のＴＣＰ通信やＵＤＰ通信
の高速化・安定化への貢献を目指し、(i) 基本的伝送性能（ＵＤＰスループット）の簡易な
予測手法の開発と、そのデータに基づいたマルチホップの実現による速度向上の提案（３
章）、(ii) ＴＣＰスループットの詳細分析のためのシミュレータ開発および複数フロー競合
時の安定性向上手法の開発（４章）、(iii) BPLC と NPLC の同時利用環境におけるＴＣＰ単
体スループットの向上のための非対称全 2 重手法の開発（５章）、を実施した。これらの手
法を用いることにより、ホームネットワークにおいて、２４Ｍｂｐｓの映像伝送等の高速
通信を必要とするアプリケーションを確実に実現するＰＬＣの制御方式を明らかにする。
この論文の具体的構成は以下の通りである。第１章で、ホームネットワークおよびＰＬ
Ｃを簡単に説明した後、第２章で、ＰＬＣの物理変調機構を説明しその特徴を記述する。
ＰＬＣの変調方法は、２０１３年に、ＩＥＥＥおよぶＩＴＵ―Ｔで標準化案が採択された。
ＢＰＬＣは主に高速データ通信で使用され、ＮＰＬＣはＨＥＭＳ等の制御用として使用さ
れるが、物理変調方式は同じ Orthogonal Frequency-Division Multiplexing (OFDM) 変調
を使用しており、対雑音特性についても、同様の特性を有している。但し、Media Access 
Control (MAC) 層以下での再送メカニズムをもったＢＰＬＣと、マルチホッピングの網制
御を有したＮＰＬＣというように、各々特徴があり、上位層での制御に配慮が必要である
ことを記述する。
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第３章では、ＰＬＣの宅内におけるＵＤＰスループットの実態を調査し、配線による周
波数特性の変化、家電機器の影響でどのような雑音が存在するのかを分析する。特に、高
周波帯を使用するＢＰＬＣは雑音よりも、配線分岐による減衰の影響を受けやすいことを
明らかにした。さらに、配線分岐が原因となるＢＰＬＣのＵＤＰレート低下を予測する
Branch Model Attenuation Estimate（ＢＭＡＥ）方式を開発し、宅内全体の全ての速度分
布を予測した。それを用いて中継ノードによるＵＤＰレート向上が可能なことを実証して、
ＢＰＬＣにおけるマルチホップ中継ノードの必要性を報告する。
第４章では、ＢＰＬＣでのＴＣＰが安定に動作する方式を提案している。宅内で変動の
少ない２４Ｍｂｐｓのハイビジョン映像を確実に確保するには、ＴＣＰの輻輳制御メカニ
ズムを理解し、ＢＰＬＣ内部での仕組みが必要になってくる。この章では、ＢＰＬＣモデ
ムに、ＴＣＰデータ送信側ＰＬＣモデムでのＴＣＰ－ＡＣＫに関するクロスレイヤー制御
を導入し、複数ＴＣＰフロー共存時のスループットの不安定性の問題を改善する方式を提
案する。ＢＰＬＣのパケットレベルの動作を模擬できるシミュレータをＮＳ２シミュレー
タ上に開発し、それを用いて提案方式がＴＣＰスループットの安定化を実現することを示
した。
第５章では、ＢＰＬＣを単独で使用した場合のＴＣＰスループットには限界があるので、
ＮＰＬＣも同時に利用する非対称全２重方式ＰＬＣモデムによりさらに高速化する方式を
提案し、前章のＮＳ２シミュレータをＮＰＬＣのシミュレーションも行えるように拡張し
た上で、それを用いて提案方式の有効性を確認した。ＢＰＬＣとＮＰＬＣは同じ電力線を
使用するが、使用周波数帯域が異なり、同時に全２重モデムとして使用することが可能で
ある。但し、ＢＰＬＣとＮＰＬＣはその伝送レートが１０００倍近き開きがある極端な非
対称全２重を形成することになるので、単純にＴＣＰ－ＡＣＫパケットをＮＰＬＣにオフ
ロードしただけでは、ＢＰＬＣ単独使用より遅くなってしまう。ＢＰＬＣ環境で有効にＮ
ＰＬＣも利用するため、ＴＣＰデータ受信側ＰＬＣモデムでのＴＣＰ－ＡＣＫに関するク
ロスレイヤー制御を導入し、単一ＴＣＰフローのスループット を向上させた。ただしＴＣ
Ｐの輻輳ウインドウ拡大時の課題があり、ＮＰＬＣにＴＣＰ－ＡＣＫをオフフロードする
タイミングの配慮が必要になる。これらの仕組みの導入によりＴＣＰがＵＤＰ並みのスル
ープットを実現することができることを示した。
最後に、第６章で、本研究を総括した後、ＰＬＣの今後の展開にあたり、現状の課題と、
その解決の展望を記述し、ＰＬＣの普及への寄与を目指す。
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第１章 序論
１．１ ホームネットワークにおけるＰＬＣの応用
ホームネットワークでは、現在数々の通信媒体で通信が行っている。最近では無線ＬＡ
Ｎがもっともポピュラーな方法となっており、携帯端末、ＰＣ、ルーター間で使用されて
いる。無線ＬＡＮや Blue Tooth（ＢＴ）またはＺｉｇＢｅｅなどの無線系媒体は電波の不
安定と金属系障害物により、システムの速度変動を覚悟して使用する必要がある。片やイ
ーサネットの有線配線は、家屋建設時に配線されていなければ、コストがかかるだけでは
なく、配線が無理な場合もあり得る。その点、電力線通信（Power Line Communication :PLC）
は、宅内の殆ど全ての場所に届いている電力線を活用する技術であり、追加配線を必要と
しないので[1][2]、ホームネットワークの基盤として役立つ大きな可能性が期待されている。
最大１９０Ｍｂｐｓまでの能力がある高速ＰＬＣ機器は、日本では電波法に規制があり
２００６年までは、使用できなかった。２００６年からは市場で利用可能とり、合わせて
２０１０年には、広帯域ＰＬＣ（Broad-band PLC:ＢＰＬＣ）[3][4]が国際標準として確立
した。また２０１１年には、狭帯域ＰＬＣ（Narrow-band PLC:ＮＰＬＣ）が国際標準とな
って[10]、実際の装置に搭載される準備がととのった。ＢＰＬＣは日本では、宅内でしか使
用が認められていないが、ＮＰＬＣはその規制もなく、電力線配電網でも使用することも
認められている。
その特性が認められ、２０１４年４月からは東京電力が、Ｅｃｈｏｎｅｔ規格に基づく、
ＮＰＬＣ内蔵のスマートメータを数千万台の規模で稼働し始める。ＮＰＬＣは、今後も電
力系低速度通信インフラとして使用されると予想される。
この間、ＢＰＬＣは主にはＰＣのデータ通信用であり、ルーターＰＣ間配線に応用され
てきた。しかし、ＢＰＬＣの高速伝送は、ルーターＰＣ間だけではなく、ルーターとＴＶ
間の映像伝送にも適用されている。特にハイビジョン映像の下りは平均レートが２４Ｍｂ
ｐｓを要望されており、ＢＰＬＣはそれが可能な通信手段である。
ＰＬＣのもう一つの可能性は、電気自動車（ＥＶ）の充電時に、ＥＶと宅内のサーバー
間を、直接つなぐ高速データ伝送を行うことである。日本では、２００Ｖの充電コンセン
トが屋外であるかどうかの判断が不明確で、それらの疑念を一掃する規制緩和が必要であ
るが、いずれ解決すると期待される。同様に屋外のソーラーパネルや、屋外設置カメラな
ど、無線で行うには、セキュリティ上適用が困難な機器にも、ＰＬＣは適用されると予想
される。
この論文では、ＰＬＣの対象をあくまでも、ホームでの応用に焦点をあてているが、オ
フィスでの応用については、課題が多いというのが実態である。オフィスの配線はかなり
複雑で、同一フロアーの近くのコンセントであっても、床系／壁系／天井系は各々配線系
統が異なり、地下にまで行かないと接続されないケースが多い。唯一ＰＬＣが宅外で適用
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可能だと予想されるのは、集合住宅／ビルの縦走配線である。そこでは接続図も明確で、
雑音／減衰特性も良好であり、無線が届きづらいフロアー間のゲートウエイとして活用さ
れるであろう。
またＰＬＣは船舶、航空機、電車、自動車などへの応用も各社で検討されている[5]。船
舶は設計時に配線されていない場合、追加配線が困難であるのと、フロアー間は金属で囲
われていて、無線が使用しづらい。高速な通信路を追加配線なしで確保可能なＢＰＬＣは、
最適である。航空機においても、配線を減らし効果は大きく、高速な映像放送が可能なＢ
ＰＬＣのメリットは大きい。同じく２０００年代、米国でのＰＬＣ適用で一番台数を稼い
だのは、自動車のトレーラーの運転室と荷台の間をＰＬＣで接続する応用であった。何れ
も、一般の電力線とは異なる有線接続の機器で応用されている。
１． ２ ＰＬＣの歴史
電力線で搬送されるモデムとしての、ＰＬＣは歴史が長い。１９８０年代から、各電
力会社は、中圧６６００Ｖ網での、ＰＬＣモデムを個別に開発していた。帯域は１０ｋ
Ｈｚ以下で、1200bps 程度の速度を持ったＦＳＫ変調のＰＬＣモデムである。
１９９０年代に入り、宅内の２００Ｖ配線でのＰＬＣモデムが開発されて、ＰＳＫ変
調のモデムを、今でいう Automatic Meter Reading（ＡＭＲ）の手段として、電力会社
の管轄内で運用されてきた。しかし、メーターから内側の宅内での応用は、日本の場合、
100V２本に系統が分離される問題と、家電機器のノイズに打ち勝つ性能でなかなか実現
できない状態が続き、応用までは進展しない時期が続いた。例えば、１９９７年に、日
本の家電６社でスタートした、Ｅｃｈｏｎｅｔコンソーシアムは、ＰＬＣモデムの標準
案を作成すべく、スタートした。その仕様は、スペクトラム拡散方式のモデムであった
が、100V―Ｌ１－Ｌ２の異相間では通信が困難であり、ＥｃｈｏｎｅｔＰＬＣモデムの
普及までには至らなかった。
２０００年代からは、2MHz－30MHz 帯でのＢＰＬＣの開発が、ほぼＯＦＤＭで進み、
Ｌ１、Ｌ２間の異相間接続には問題は少なくなり、パケット長が短くなった影響もあっ
て、対雑音性能が向上してため宅内でのＢＰＬＣの応用が始まった。ただ、日本では、
ＢＰＬＣの使う短波帯は、電力線では出力は認められておらず、民間各社は、規制緩和
推進団体としての、高速電力線通信協議会（ＰＬＣ－Ｊ）を発足させて、規制緩和を推
進し、２００６年１１月に、経産省官報公示の方法で、ＢＰＬＣの使用が認められた。
そのころ、ＯＦＤＭの方式は米国インテロン社のホームプラグ方式や、欧州のＤＳ２
社の方式、さらにパナソニックのＨＤ―ＰＬＣ方式が林立し、普及の為には、国際標準
の成立が急務という認識が進み、２００６年より、ＩＥＥＥ―Ｐ１９０１委員会の設立
とともに、国際標準化が加速した。２０１１年には、ＩＥＥＥ―１９０１に一本化され
た。同時にＩＴＵ－Ｔでも、Ｇ．９９７２が成立した[4]。
おなじ２００６年当時には、450kHz 以下のＮＰＬＣもＯＦＤＭ方式で試作され始め、
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Ｇ３ＰＬＣやＰＲＩＭＥなどの各コンソーシアムの方式を母体としてＩＥＥＥとＩＴＵ
－Ｔで標準化が開始され、２０１２年にＩＴＵ－Ｔ Ｇ．９９０３[10]として採択された。
このように、ホームネットワークでのＰＬＣ応用は、国際標準でないと知財権問題も含
め、各社共通の土台が必要である。しかし、電力会社の配電網とメーター間のモデムは、
独自方式であっても、何ら支障はなく、ＡＭＲ等で使用されているＰＬＣモデムは、各
社まちまちであるのが現状である。本論文は、国際標準となったモデムを使用した、デ
ータに基づき研究を行っている。
そこで、本研究では、ホームネットワークにおけるＰＬＣ上のＴＣＰ通信やＵＤＰ通
信の高速化・安定化への貢献を目指し、ホームネットワークでの 24Mbps の安定したＴ
ＣＰ画像伝送を確実にする方法として以下の３点に注力した。
(i) 基本的伝送性能（ＵＤＰスループット）の簡易な予測手法の開発とそれを用いて得
られる結果からのマルチホップ中継ノードによる速度向上の提案（３章）。
(ii) ＴＣＰスループットの詳細分析のための シミュレータ開発および複数フロー競合
時の安定性向上手法の開発（４章）。
(iii) BPLC と NPLC の同時利用環境におけるＴＣＰ単体スループットの向上のための
非対称全 2 重手法の開発（５章）、を実施した。
本論文に先行した研究に関し、第２章第３章に関連した BPLC の基本性能を評価した
論文は多い[8][12][42]が、ＰＬＣ上で動作するＴＣＰ性能にフォーカスした論文は、本論
文が最初である。とくに、配線系統図からＵＤＰレートを予測する手法の提案は初めて
である。第４章に関連したＡＷＮＤをＴＣＰフロー制御で使用する研究もある[28][29]が、
ＷＣＤＭＡなどの他の通信媒体での研究であるのと、本論文はその実現手段がＰＬＣモ
デム内部で解決する提案であり、よりＰＬＣに特化した内容を提案している。
なお、第５章に関連して先行する研究には、「Cooperative Transmission Scheme 
Between PLC and WLAN to Improve TCP Performance」[41]がある。この研究では、
ＷＬＡＮとＢＰＬＣを並列に使用することにより、高速のＴＣＰを実現する研究であり、
ＴＣＰ―ＡＣＫをＷＬＡＮにオフロードして、高速化を図る手段を提案している。この
ＰＬＣとＷＬＡＮの組み合わせは、両者はほぼ同程度の通信速度を有した中で、接続環
境が極端に異なった場合の制御方法を記述しており、参考になった。
しかし、本論文の第５章のＢＰＬＣとＮＰＬＣの全２重使用の場合では、同じ通信媒
体を使用していることにより、ＴＣＰ―ＤＡＴＡとＴＣＰ―ＡＣＫのパケットロス率は、
それほどの差異がない。その代わり通信速度が極端に異なる通信環境で速度向上が可能
かという課題にとりくんでおり、実際の１チップＰＬＣの現実的な解を想定した提案を
しているのが特徴である。
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第２章 ＰＬＣの物理層
２．１ ＯＦＤＭ変調とＦＥＣ
電力線通信は、有線通信の１種であり、変調方式は変遷してきた歴史がある。時代順に
列挙すれば、周波数変調（Frequency Shift Keying,ＦＳＫ），位相変調（Phase Shift Keying,
ＰＳＫ）、直交振幅変調（Quadratic Amplitude Modulation,ＱＡＭ）、スペクトラム拡散変
調（Spread Spectrum,ＳＳ）、直交周波数多重変調（Orthogonal Frequency-Division 
Multiplexing, OFDM）という順序で開発された。帯域使用効率の観点からは、ＯＦＤＭ、
ＱＡＭ、ＰＳＫがほぼ同列で最も効率が良く、シャノン第１定理の限界に近い。ＳＳが帯
域使用効率の面では、効率は悪いが、ビット誤りにいたるまでの雑音には強い。ただしど
の方式がビット誤りにどれだけ強いかは、変調後の符号化方式との組み合わせて論じる必
要がある。
２０００年以降、ＩＥＥＥおよびＩＴＵ－Ｔで標準化されたＰＬＣ変調方式は、すべて
ＯＦＤＭであるので、この節は、ＰＳＫとの比較でＯＦＤＭの変調方式を説明する。仮想
的に２つの方式のモデムをＭＡＴＬＡＢ（ＭａｔｈＷｏｒｋｓ社の設計ツール）上で構成
した。４相ＰＳＫと 64 キャリア４相ＯＦＤＭを比較して説明する。比較の為に、使用帯域
を合わせ、2kHz から 6kHz を使用するモデムを想定する。変調の基本単位時間はシンボル
長である。
２．１．１ 変調方式
（ａ）４相ＰＳＫ（2k―6kHz）
キャリア周波数は、使用帯域の中心である 4kHz となる。ＰＳＫは毎シンボル、ベースバ
ンド信号が４相複素数（＋１，＋ｉ、―１，－ｉ）信号を運ぶ。帯域幅は 4kHz でありキャ
リアを中心に-2kHz から+2kHz に広がるスペクトラムとなるので、シンボル長（帯域幅の
逆数）は 250μ秒である。この 250μ秒あたり、２ビット（４相）を送信するので、8kbps
のＰＨＹレートを有する。ここで、ＰＨＹレートという名称は、データ送信中の瞬間的な
データ転送レートという意味で使われる
（ｂ）64 キャリア４相ＯＦＤＭ（2k―6kHz）
64 本のキャリアの各々１本は、４相複素数を運び４相ＰＳＫと変わらない。2kHz から
6kHz の間に 64 本並び、各キャリア間隔は 62.5Hz である。ＯＦＤＭはこの 64 本を逆フー
リエ変換で一気に変調するが、キャリア間隔が逆フーリエ変換の周波数ピッチにする必要
がある。逆フーリエ変換の次数は任意で、通常２のべき乗を採用して、256 とする。逆フー
リエ変換対象周波数幅は、キャリア間隔の-128倍から+128 倍に広がるので、この場合-8kHz
から+8kHz となる。これはパスバンドのサンプリング周波数が 16kHz である必要がある。
シンボル長は 256 個の 16kHz サンプル＝16m 秒。この１シンボルに２ビット*64 本＝128
ビット転送することができて。
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128/16m 秒=8kbps のＰＨＹレートなので、結論としては、同じ帯域幅で同じ星座配置（４
相）を使用すれば、ＯＦＤＭもＰＳＫも同じＰＨＹレートになる。
ＯＦＤＭの優位性は、64 本のキャリアのどれを使用するかの任意性にある。ノイズが大
きかったり、回線の減衰がおおきかったりして、ＳＮが少なくなると、誤りが多くなるが、
ＯＦＤＭの場合をそのキャリアを使用しないという選択が可能で、ＰＨＹレートを落とせ
ば確実な通信が可能だ。このキャリア選択機能を Tone Mapping と呼んでいて、ＰＬＣ通
信では必須の機能である。ＰＳＫの場合は、局所的なＳＮの劣化は全体に影響するので、
その対策が出来ない。
（ａ）（ｂ）の時間波形と、そのスペクトラムを表示する、どちらも１秒間の時間波形とそ
れをフーリエ変換した周波数分布である。
図２．１．ａ ４相ＰＳＫの時間波形とスペクトラム
図２．１．ｂ 64 キャリア４相ＯＦＤＭ時間波形とスペクトラム
２．１．２ ＰＡＲの違い
ＯＦＤＭにも、弱点がある。１つはピーク振幅が平均振幅に比べ極めて大きい。４相Ｐ
ＳＫの場合平均振幅とピーク振幅の比である Peak Average Ratio：ＰＡＲは 1.4(3dB)であ
るが、64 キャリア４相ＯＦＤＭはＰＡＲが 89.6(39dB)まで上昇するので、ＡＤ変換器の入
力をかなり絞らないと、ＡＤ変換器レンジオーバーになる。通常 12dB 以上は、確保するの
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は難しく、レンジオーバーは覚悟してシステム設計するため、ときどきビット誤りが発生
する。そのために、前方向誤り訂正（Forward Error Correction : FEC）を必ず搭載する必
要がある。
採用されているＦＥＣは大別して、ブロック符号と畳みこみ符号の２種類がある、ＯＦ
ＤＭであれ、ＰＳＫであれ、受信した星座はアナログ情報なので、ＳＮを向上させるには、
送信側で畳みこみ符号を用い、受信側でビタービアルゴリズムを用いてＳＮ劣化に対応す
る。それと同時にディジタル情報に対しては、ブロック符号を用いる。ブロック符号の代
表的な方式は、リードソロモン方式とターボ符号があるが、ＰＬＣではリードソロモン方
式が主に採用されている。これはターボ符号が特許の壁が厚く標準化するには、賛成票が
得られづらいからである。なお、符号としては、完全符号である Golay 符号はまだ採用さ
れていない。ＯＦＤＭでは、畳みこみ符号とリードソロモン符号を同時に使うのが、一般
的である。
２．１．３ 群遅延対策
ＰＳＫもＯＦＤＭも、広い周波数帯域の信号を同時に処理するが、周波数特性が変化す
ることに対し対策が異なる。有線通信は、無線通信とは違い、フェージングのような急激
な周波数特性の変化に対応する必要性がなく、周波数特性の変化に対応する方式も、時間
方向には定常的な対応ですむ。しかし回線の特性によっては、群遅延特性がシンボル長を
超えることがあり、その対策が必要である。例えば、信号帯域に 2kHz から 6kHz を使用し
たと仮定し、図２．２のような楕円型低域通過フィルター特性が回線上に存在したとする。
図２．２．ａ  4kHz-LPF の振幅特性
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図２．２．ｂ  4kHz-LPF のインパルス応答
図２．２．ｃ  4kHz-LPF の群遅延特性
この 4kHz 楕円型ＬＰＦの場合、4.6kHz の振幅は大きく減衰すると同時に、4kHz の群
遅延は 8 サンプル 500μ秒（１サンプル長＝62.5μ秒＝1/16kHz）を超える。2k-6kHz の帯
域全体の遅延を考えると、インパルス応答は 2m 秒まで伸びている（図２．２．ｂ）。この
群遅延の影響を解決する方法は、ＰＳＫとＯＦＤＭでは、対策が異なる。
（ａ）ＰＳＫの群遅延対策
ＰＳＫでは、キャリアは１つしかなく、その全帯域の遅延が 2m 秒（8 シンボル）なので、
シンボル長を超えてしまう。前後 8 シンボル程度の影響をキャンセルする為に、インパル
ス応答（図２―１―ｂ）の逆フィルターを形成する適応型等化器を用いて、その影響をキ
ャンセルする。適応型等化器がそのタップ係数を学習するためには、あらかじめ決められ
た等化器調整パターンの送出が必要である。
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（ｂ）ＯＦＤＭの群遅延対策
ＯＦＤＭでは、１キャリア毎の帯域幅は狭く、最大の 4kHz 近傍のキャリアでも 500μ秒
（8 サンプル）群遅延で済む。１シンボル 16m 秒のＯＦＤＭでは、シンボル長を超えるわ
けではないので、シンボルを超えた時間軸での適応型等化器は必要では無い。しかし、シ
ンボルの先頭では、前のシンボルの波形が遅れて侵入し、シンボルの最後尾は、次のシン
ボルに影響を与える。この前後のシンボルからの群遅延の影響を取り除くのがCyclic Prefix
(ＣＰ)である。言わば非干渉時間帯を設定して、前後の群遅延をそこで吸収する働きがある。
この例だと、1 シンボル 256 サンプルの時間波形の最後の 30 サンプルをシンボルの先頭に
付加すれば、１シンボルを 286 サンプルの長さに拡大しておいて、前のシンボルの群遅延
をそのＣＰ内で終わらせることができる。基本的に受信側はそのＣＰをフーリエ変換の対
象からはずすので、前シンボルの群遅延の影響は受けない。30 サンプルのＣＰは、30 サン
プルの群遅延の影響を無視できる。ただし、このＣＰが有効なのは、フーリエ変換型のＯ
ＦＤＭ方式であり、後述するウエブレット型のＯＦＤＭでは、ＣＰは使用しない。
ここで、回線がフラットな場合と、図２．２のＬＰＦが挿入された場合の受信側星座の
見え方を比較する。図２．３．ａ／ｂはＰＳＫの場合、図２．３．ｃ／ｄはＯＦＤＭの場
合を表示する。
図２．３．ａ ４相ＰＳＫの星座 回線（フラット）
図２．３．ｂ ４相ＰＳＫの星座 回線（ＬＰＦ）
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図２．３．ｃ 64 キャリア４相ＯＦＤＭの星座 回線（フラット）
図２．３．ｄ 64 キャリア４相ＯＦＤＭの星座 回線（ＬＰＦ）
ＯＦＤＭはこのとき、基本シンボル長 256 サンプルに対し 30 シンボル付加している。30
シンボルのＣＰは、8 サンプルの遅延からはほとんど影響を受けていない、減衰が大きい 2
本のキャリアのＳＮが劣化しているだけで、大多数のキャリアは回線損失の影響を免れて
いる。4 相ＰＳＫの適応型等化器は、このような帯域内の深い減衰には弱い。このようなＬ
ＰＦ特性はＯＦＤＭに有利な回線であると言える。
２．１．４ プリアンブル
受信側が、ノイズから信号を識別するのは、重要な課題である。シャノン限界に近い変
調方式は、平坦な周波数分布を持っており、白色雑音に近い。単にエネルギーの周波数分
布からでは、信号であることは識別できない。あらかじめ決められたパターンの送信シン
ボルを送る。これがプリアンブル（Preamble）である。
（ａ）ＰＳＫのプリアンブル
ＰＳＫのプリアンブルは、通常 128 シンボル程度の規則パターンと、512 シンボル程度
の疑似乱数発生器を使った等化器調整パターンで構成される。4 相ＰＳＫ(2k―6kHz)に適
用すると、プリアンブル長は 640 シンボル=160m 秒になる。
（ｂ）ＯＦＤＭのプリアンブル
ＯＦＤＭのプリアンブルは、1 シンボルが 256 サンプルで特定の 64 個の星座規則配置を
ＩＦＦＴした時系列のシンボルを使う。このプリアンブル時は、前述のＣＰは用いない、
前後のシンボルが全く同一だからだ。受信機側では、確実に雑音と識別するために、8 個程
度連続してこのプリアンブルを送出する。64 キャリア 4 相ＯＦＤＭ(2k―6kHz)のプリアン
ブル長は 256 サンプル*8 シンボル=128m 秒となる。
ＯＦＤＭでのプリアンブル検出の具体例を図２．４．ａ／ｂに示す。図２．４．ａは受
信したＡＤ変換入力したＯＦＤＭ信号であり、図２．４．ｂは、プリアンブル検出器の出
力である。プリアンブル検出器は、単純にプリアンブル信号１シンボル分の 256 タップで
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構成されたＦＩＲ型フィルターを用い、入力と畳みこみ積を計算している。ノイズであれ
他の信号であれ、信号中のプリアンブルだけを検出することができる。
図２．４．ａ ＡＤ変換入力例    図２．４．ｂ プリアンブル検出器出力
図２．５．ａ／ｂにＰＳＫ／ＯＦＤＭ双方の信号時間の比較を示す。双方のデータは１
ｋバイト転送時に必要な時間を記載する。
図２．５．ａ ４相ＰＳＫのプリアンブルとデータ
図２．５．ｂ 64 キャリア 4 相ＯＦＤＭのプリアンブルとデータ
最後に、ＰＳＫとＯＦＤＭの実装に関する特徴を表２．１で比較する。
表２．１ ＰＳＫとＯＦＤＭの実装の特徴
ＰＡＲ ブロック符号 畳みこみ符号 ＣＰ 適応型等化器
ＰＳＫ 小 必要無し 時間方向 必要無し 必須
ＯＦＤＭ 大 必須 周波数方向 必須 必要無し
２．２ 広帯域ＰＬＣ（ＢＰＬＣ）
２．２．１ ＢＰＬＣのＰＨＹ層
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広帯域ＰＬＣ（Broad Band PLC:ＢＰＬＣ）は、２０１０年に物理層／ＭＡＣ層規格が
ＩＥＥＥ１９０１標準[3]となり、同じく２０１０年には、同様の規格が ITU-T G.9972[4]
として承認された。また各国が国内で国内標準として認可する際、日本に限って屋内での
み使用可能という条件がついた。これは、アマチュア無線、短波放送、電波天文台等が使
用する電波の干渉に配慮したことによる。ＩＥＥＥ１９０１規格の検討段階で、２つの方
式が競い合い最終的には、その２つの方式が、１９０１で併存することで決着した
[6][7][8][9]。２つの方式とは、
（α)ＦＦＴ方式ＯＦＤM （ＨｏｍｅＰｌｕｇコンソーシアム提案）
（β）ウエブレット方式のＯＦＤＭ（ＨＤ―ＰＬＣコンソーシアム提案）
である。
両方式も、使用帯域とＭＡＣ層以上の規格は共有しており、変調方式が違うだけである。
使用帯域は、4MHz から 28MHz であり、短波放送帯を含む。２方式とも、ＯＦＤＭである
が、変調方式が若干異なる。（α）は２．１節で説明したＣＰを使用したＦＦＴで変調する
が、（β）はウエブレット変換を使った変調であり、各シンボルを 50%ずつ時間軸方向にオ
ーバーラップさせるのでＣＰを使用しない。ＣＰが無い分だけ変調効率が上がるが、回線
の群遅延が除去できず、星座のＳＮが悪化する。逆にウエブレット変調の有利な点は、あ
るサブキャリアのサイドバンド雑音が少ないので、隣のサブキャリア周波数領域に混入す
る雑音が少ない。ある特定の周波数領域、例えば短波放送またはアマチュア無線用領域に
出力を出さないようにするために、スペクトラムマスクをかける場合、少ない本数のサブ
キャリアをカットするだけで済み、ＰＬＣデータレートの低下を防ぐことが可能だ。（図２．
６）
図２．６     ウェブレットＯＦＤＭのスペクトラムマスク
また、２方式は、サブキャリアの本数とそのピッチが異なる。（α）は 920 本のサブキャ
リアで、1 シンボルは 30μ秒と長い。（β）は 390 本のサブキャリアなので、1 シンボルは
8μ秒と短い。ここではＨＤ―ＰＬＣの物理層仕様を説明し、表２．２に緒元を記載する。
最大ＰＬＣデータレート 190Mbps を有するが、これはあくまでも変調方式がもつＰＬＣデ
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ータレートの最大であり、ＦＥＣによるオーバーヘッドや、プリアンブルによるオーバー
ヘッドにより、ＰＤＵ単位のＰＤＵレートの最大は、107.96Mbps である。また 1ＰＤＵで
連続してまとめて送出できるＳＤＵは最大 31個である。第４章で記述するがＴＣＰ層での
ＴＣＰーＡＣＫとは別に、ＭＡＣ層以下の階層で、ＳＤＵ単位の誤り再送が行われている。
そのＡＣＫを、ＴＣＰ－ＡＣＫと区別する為に、これ以後は物理層でのＡＣＫをＰＬＣ－
ＡＣＫと呼ぶ。ＰＬＣーＡＣＫも１ＰＤＵで最大 31 個送出することができる。本論文のシ
ミュレーションで使用するＨＤ―ＰＬＣの物理層緒元を表２．２にしめし、図２．７．ａ
には、ＨＤ―ＰＬＣのＰＨＹ層のブロック図を示す。
表２．２ ＨＤ―ＰＬＣの物理層緒元（ＩＥＥＥ１９０１）
ＨＤＰＬＣ
サンプリング周波数 62.5MHz
サンプル／シンボル 512
周波数帯域 4～28MHz
サブキャリア本数 390
サブキャリア変調方式 16ＰＡＭ
シンボル長 8.192μ秒
最大ＰＬＣデータレート 190.4Mbps
Preamble/TMI/FCH 11/1/8
最大ＳＤＵ／１ＰＤＵ 31
最大ＰＤＵ長 5m 秒
最大ＰＤＵレート 107.96Mbps
図２．７．ａ ＨＤ―ＰＬＣのＰＨＹ層
  ２．２．２ ＢＰＬＣの上位層
ＢＰＬＣのＭＡＣ層は、ＣＳＭＡ―ＣＤを基本とし、音声通信等を目的とするＱｏＳを
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実現する独自のＭＡＣ層を持っているが、その上位層は暗号キーを交換する認証機能を必
須としており、ＩＥＥＥ８０２．１Ｘに依存している。ＮＰＬＣとは異なり、高速データ
通信のサービスを主な市場であると想定しているため、マルチホップのルーティングを必
要としていない。ＨＤ－ＰＬＣの階層構造を図２．７．ｂに、プロトコルスタックの例を
図２．７．ｃに表示する。
図２．７．ｂ ＨＤ－ＰＬＣの階層構造
図２．７．ｃ ＨＤ－ＰＬＣのプロトコルスタック
２．３ 狭帯域ＰＬＣ（ＮＰＬＣ）
２．３．１ ＮＰＬＣのＰＨＹ層
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狭帯域ＰＬＣ（Narrow band PLC:ＮＰＬＣ）は、２０１１年にＩＥＥＥ１９０１．２と
して承認され、さらにＩＴＵ―Ｔで最終的に ITUT-G.9903[10]として標準化された。ＩＥ
ＥＥの標準化作業では、ＢＰＬＣと同じく、沢山のアライアンスからの提案があったが、
Ｇ３ＰＬＣアライアンスが提示した案を基本としてまとまった。標準化以前は、Ｇ３ＰＬ
Ｃ規格と呼ばれていたものと同じであり、ここではＧ３ＰＬＣと呼ぶ。
ＮＰＬＣの応用は、宅内だけではなく、変電所から各家庭までの、電力配電網でも使用
されることを前提にしている。配電網は、200V または 100V の低圧だけではなく、トランス
を介し、6600V 系の中圧配線でも、使用可能な規格を想定しており、1MHz 以上では、トラ
ンスを越えて通信することは困難であるので、500KHz 以下の低周波数にフォーカスした仕
様となっている。
Ｇ３ＰＬＣには、各国の電波法規制の違いにより、３種類の物理規格がある。
（イ） ＣＥＮＥＬＥＣ―Ｂａｎｄ
欧州での適用：35kHz から 90kHz までのＣＥＮＥＬＥＣ－Ａ－ｂａｎｄと 98kHz
から 122kHz までのＣＥＮＥＬＥＣ―Ｂ―ｂａｎｄがあるが、通常はＣＥＮＥＬＥ
Ｃ―Ａ―ｂａｎｄを使用する。       
（ロ） ＦＣＣ―Ｂａｎｄ
米国適用：154kHz から 487kHz
（ハ） ＡＲＩＢ―Ｂａｎｄ
日本適用：154kHz から 403kHz
ＡＲＩＢ―Ｂａｎｄは、Ｇ．９９０３[10]では、Ａｎｎｅｘ－Ｋの付記記述になっていて、
２０１３年時点では、最終承認となっていない。
表２．３に、Ｇ３―ＰＬＣのＮＰＬＣの物理仕様を記載し、その１ＰＤＵの構成を図２．
８に表示する。また、Ｇ３ＰＬＣのＰＨＹ層のブロック図を図２．９に表示する。
表２．３ Ｇ３ＰＬＣの物理層仕様（ＩＴＵ―Ｔ Ｇ。９９０３）
CENELEC-A FCC ARIB
サンプリング周波数 0.4MHz 1.2MHz 1.2MHz
ＦＦＴポイント数 256 256 256
CP/ Overlapped Sample 30/8 30/8 30/8
サブキャリア本数 36 72 54
周波数帯域 35-91KHz 154-478KHz 154-403KHz
Preamble/FCH/DATA Symbols 9/13/32 9/13/12 9/13/12
サブキャリア変調方式 D8PSK,P16 D8PSK,P16 D8PSK,P16
最大ＰＬＣデータレート 151.05Kbps 906.29Kbps 679.72Kbps
１ＰＤＵ時間長 37.935m 秒 7.878m 秒 7.878m 秒
最大ＰＤＵレート 45.55Kbps 164.50Kbps 123.37Kbps
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Ｐｒｅａｍｂｌｅ＝9 シンボル、ＦＣＨ＝13 シンボル。ＤＡTＡ＝12 シンボル
図２．８ Ｇ３ーＰＬＣのＰＤＵ構成図
図２．９  Ｇ３ＰＬＣのＰＨＹ層のブロック図
２．３．２ ＮＰＬＣの上位層
Ｇ．９９０３では、ＰＨＹ層以上の上位階層の規定も記述される。応用される分野が、
スマートメーターと配電網を含むため、マルチホップ機能を必要とし、メッシュルーティ
ング機能が必須となる。データリンク層およびルーティングはＩＥＥＥ８０２．１５．４
およびＩＥＴＦ―ＲＦＣ４９４４に依存しており、ＺｉｇＢｅｅとは共通なＩ／Ｆが可能
だ。また、ＩＰ層がＩＰｖ６を基本としており、ヘッダー圧縮の為に６ＬｏＷＰＡＮを採
用する。本論文では、ルーティングはしないので、ＭＡＣ層までの機能で十分である
図２．１０にＧ３ＰＬＣの階層構造を記載する。
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図２．１０ Ｇ３ＰＬＣの階層構造
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第３章 ＰＬＣの雑音環境での性能予測
３．１ 宅内配線のＵＤＰレートの劣化要因
この章では、ＰＬＣの雑音環境での性能を測定し、そのデータを使って予測することを
目定とする。この章ではモデム性能評価を User Data Protocol（ＵＤＰ）レートで表示し
ている。
宅内の電力線配線は、ＰＬＣのＵＤＰレートに影響を与える。大別すると、２種類の要
因がある。
  要因１． 宅内配線の分岐の多さによる要因
     要因１．１  配線の周波数特性による減衰
     要因１．２  配線の分岐による、信号パワーの分散
  要因２． 家電機器が接続されることによる要因
     要因２．１  家電機器が出力する雑音
     要因２．２  家電機器の入力インピーダンスの時間変動
これらの要因に関して、３．２節で要因１．１を分析し、３、３節では要因２．１と要
因２．２の実態を記述する。また３．４節では、要因１．２の影響を予測する方法を考案
したので、その方法及びその結果を報告する。
３．２ 宅内配線の周波数特性と減衰
この節では宅内配線での信号減衰と、雑音環境について記述する
  ３．２．１ ４端子回路シミュレーション
ある長さを持つ電力線は、受動素子による４端子回路で近似できる。図３．１．ａに、
典型的な日本の家で観察される電力線の 1mあたりの 4端子回路定数を記載した[11]。図３．
１．ｂにその 4 端子定数を用いた、シミュレーションの周波数特性結果を表示する。
このシミュレーションは、1m 当たりの 4 端子回路を配線の長さ分従属結合した結果を表示
している。例えば長さ 20m のケーブルの場合、20-単位の F-マトリックスが乗算され、最
後の出力端は 100Ω抵抗で終端されている。図３．１．ｂのグラフは、乗算後の入出力電圧
利得である、1/A の絶対値の dB 表示である。
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図３．１．ａ 電力線の４端子定数   図３．１．ｂ ４端子回路による周波数特性
図３．１．ｂを観測すると、例えば 30m 配線は、15MHz 以上は激しく減衰する。15MHz
の電波の波長は 20m であり、また電力線内部の電子の移動速度を顧慮すれば、納得の行く
数字である。また、通過帯域の信号も、終端抵抗 100Ωに比較して、50m の場合は直列抵
抗が 20Ωにもなることを考えれば、このレベルの減衰も納得がいく。もし、この終端抵抗
が 10Ωであるとすると、さらのこの減衰特性は深くなる。
この配線は１対の電力線ペアの周波数特性であり分岐は存在しない単純なモデルではあ
るが、これからも推測できるのは、長さｎの配線はその波長がｎ程度の周波数をカットオ
フ周波数とする低域通過型フィルター（Low Pass Filter:ＬＰＦ）として働く。
実際の宅内では、複雑な分岐をしていて更に 40 近いコンセントは様々な家電製品の低イ
ンピーダンス製品で終端されており、またその家電製品も、通電時と非通電時ではインピ
ーダンスが異なる。３．２節で述べるような配線全体をこの方法の拡張でシミュレートす
れば、end to end の周波数特性を求めることはできる。本論文ではそこまでの計算は行っ
ていない。
３．２．２ 配線の電気製品の負荷による周波数特性への影響
ここでは、我々が実際経験した、周波数特性の例を報告する。埼広エンジニアリング株
式会社は、屋上に集合住宅の疑似配線をＰＬＣ評価用に設置している。その集合住宅疑似
配線の写真を、写真３．１に表示し、その配線図を図３．２に記載する。この疑似回線は
２０階建ての集合住宅の縦形配線を３系統用意している。各階には、個別住宅のブレーカ
ボックスと、メーター内に配置されるＮＰＬＣを設置し、コンセントには任意の電気器具
を差し込むことができる。地下にはコンセントレータを配置し、ＮＰＬＣの親機を設置し
ている。この疑似回線を設置した目的は、ＮＰＬＣのマルチホップがどう実現し、実用に
耐えられるかを実験し、データを収集することである。
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写真３．１ 埼広エンジニアリングの集合住宅疑似配線
図３．２ 埼広エンジニアリングの集合住宅疑似配線図
この集合住宅疑似回線で、ＮＰＬＣを評価した。あるケースでコンセントレータ（Ａ０）
と５階（Ａ５）の間で伝達特性を測定すると、図３．３のような特性が得られた。このと
きは、各階の家電機器負荷としてＬＥＤランプを１階から４階まで設置していた。
図３．３ Ａ０―Ａ５階間の伝達特性（実測値） 図３．４ ユニットの回路定数
この特性は、200kHz を境とした急峻な低域通過型特性をもっている。この特性はＬＣリ
アクタンス回路に近い。そこで、ＬＥＤランプをＬＣで置き換えた 4 端子回路シミュレー
ションを行った。2m 間隔の配線と１つのＬＥＤをユニットとして（図３．４）、それを４段
従続接続し、最終端を 100Ωで終端した。個別のＬＥＤのインピーダンスの周波数特性を図
３．５に示し、これは単一の容量性負荷で近似している、その伝達特性シミュレーション
結果を図３．６に記載する。図３．６では、２階（青）３階（緑）４階（赤）５階（黒）
の各階での伝達特性を示した。ケーブルの誘導性負荷とＬＥＤランプの容量性負荷が、
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200kHz 近傍で共振点を形成している。
図３．５ ＬＥＤランプのインピーダンス   
図３．６ Ａ０－Ａ５間伝達特性（シミュレーション）
図３．６はこの各階にＬＥＤランプを設置し、４階連結した伝達特性を表したが、ここ
で家電機器が設置されたときの一般的伝達特性の傾向を考察する。図３．４は屋外配線で
使用する断面積 22 平方ミリメートルを 2m 配線したときのＧ／Ｌ／Ｒ／Ｃ各定数を表示し
ているが、配線でのＧとＣは無視できる程小さい。配線はＬの誘導性リアクタンスとＲの
レジタンスのみと考えていい。それに対し負荷は、ほとんどの場合、今回のＬＥＤのＣの
ような容量性リアクタンスで代表できる。そうなると伝達関数はＲ，Ｌ、Ｃのｓの多項式
で表すことができる。１階層 2m あたりの伝達関数ｈ（ｓ）は、単純なｓの２次式となる。
  ｈ（ｓ）＝１／（Ｌ・Ｃ・ｓ＾２＋Ｒ・Ｃ・ｓ＋１）
これは全極型の２次の低域通過型フィルターであり。分母式＝０の解が一対の極である。
極αは
  α＝γ±ｊ・ω   
γ＝―Ｒ／２・Ｌ
ω＝√（１／（Ｌ・Ｃ）－Ｒ・Ｒ／（４・Ｌ・Ｌ））
この時、αが重根になる臨界条件は、Ｃ＝４・Ｌ／Ｒ・Ｒである。
Ｃ＜４・Ｌ／Ｒ・Ｒの場合、αは複素共役根となる。特に、Ｃ＜＜４・Ｌ／Ｒ・Ｒの場合
は２πｆ＝１／√（Ｌ・Ｃ）が成立する周波数ｆ近傍で共振点を持ち、そこから 12dB オク
ターブで減衰する伝達特性を示す。
図３．７にＬＥＤの容量を変化させた時の、１階あたりの伝達特性の変化を示す。電気製
品の負荷の容量成分が変化すると、共振点周波数ｆは変化し、そのｆが使用帯域の中か外
かで伝達特性は大きく様相を異にするが、全体として低域通過型特性を示す。
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図３．７ ＬＥＤ容量変化による伝達特性の変化
３．３ 家電機器に起因するＵＤＰレート低下
３．３．１ 10kHz 以下の雑音
電力線が他の通信メディアの環境と非常に異なるのは、商用電源が電力を供給する
50/60Hz に同期した信号の振幅が非常に大きいことである。家電機器は、白熱電球のよう
に単純な抵抗成分のみの受動素子でできている機器は少ない。殆どの家電機器は、電源回
路を内蔵しており、振幅依存の非線形のノイズを発生する[12][13]。そもそも入力段にある
整流素子のブリッジによる全波整流は、零交差点で±0.6V 程度の電圧ジャンプを引き起こ
す。また調光機能（ダイマー）を有する電球や、電熱こたつなどは、ある電圧閾値で、チ
ョッパーが働き特定の期間のみ電流を制御する機能がある。これらが原因のノイズは、図
３．８．ａに表示し、そのスペクトラムを図３．８．ｂに表示する。
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   全波整流回路
図３．８．ａ 電源周波数ノイズ（時間波形）   
図３．８．ｂ 電源周波数ノイズ（スペクトラム）
このノイズは、振幅は大きいがその周波数は 5kHz までの集中しており、帯域通過型フィ
ルターで除去可能である。この過大ノイズは、ＡＤ変換器の入力レンジを可変にするため
には、ノイズでクランプしないように、ＡＤ変換器以前のアナログフィルターでカットす
る必要がある。アナログフィルターでカットした後の信号を図３．９に、またそのスペク
トラムを図３．１０に示す。
図３．９ フィルター後の信号（時間波形）
図３．１０ フィルター後の信号（スペクトラム）
３．３．２ 10kHz 以上の雑音
最近の家電機器は、整流素子やチョッパーよりも、節電効果のあるスイッチング電源が
家電製品の主要な雑音がある。周波数帯域で言うと 10kHz 以上あたりから、高周波にかけ
て１／ｆのスケールで減衰する。家電機器がこの領域の雑音を 100V 電源端子から出力され
る場合、電波関連の規制として雑音端子電圧規格を順守する必要がある。図３．１１の日
本の雑音端子電圧規格を表示する。
一般の家電製品は、ｃｌａｓｓＢの規約が適用されるので、ＮＰＬＣ帯域では瞬間値で
150kHz は 66dBμV、500kHz で 56dBμV 以下でないといけない。ＢＰＬＣ帯域の 5MHz
から 30MHz までは 60dBμV 以下である必要がある。それに対しＮＰＬＣの出力は、
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150kHz から 400kHz までは 87dBμV なので、ＳＮは 21dB の余裕があるだけだ。またＢ
ＰＬＣの出力は、80dBμV なので、こちらも、20dB の余裕があるに留まる。
     図３．１１ 雑音端子電圧規制
ここで、埼広エンジニアリングの実験で測定した、各種の家電製品の 100V 端子で観測し
た 500kHZ までの雑音スペクトラムを図３．１２．ａ～ｅに表示する。特にノイズピーク
が高いものを列挙した。図中青線がＮＰＬＣの出力レベルを表し、赤線で雑音端子電圧規
制値を書いているが、それを上回る雑音が見られる。これは出荷以降の経年変化や、認定
測定時との環境の違いもあるので、認定試験違反という訳ではない。いずれも、待機時と
稼働時の差は著しいし、青線のＮＰＬＣレベルの近くまで達している。
図３．１２．ａ 電気こたつ       図３．１２．ｂ 電気炊飯器
- 36 -
図３．１２．ｃ ＩＨヒーター      図３．１２．ｄ 電球型蛍光灯
図３．１２．ｅ 電子レンジ
この種のノイズが、帯域内に混入した場合、消すことはできない。ＮＰＬＣの日本向け
規格であるＡＲＩＢの帯域の下限が、150kHz になっているのは、この雑音端子電圧規格で、
規制される帯域内であるからだ。ＮＰＬＣの欧州版であるＣＥＮＥＬＥＣ帯域（35k～
90kHz）では、ＡＲＩＢ帯域より、軽く 20dB はＳＮが悪化する。家電機器が存在する宅内
で動作させるのは、ＣＥＮＥＬＥＣ帯域では無理であり、宅内から距離を置いた宅外で使
用するのが適当であると判断できる。
３．３．３ インピーダンス変動による雑音
家電機器が各種接続される宅内では、電力線の雑音は、長期的にみたときの電気機器の
スイッチオン／オフに基づく図３．１３．ａのようなインパルス性雑音と、家電機器が発
生する電力線全体のインピーダンス変動が主要要因である。
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図３．１３．ａ 電力線の雑音の長期変動
また、発生原因は、まだ明確に追求されていないが、ある種の携帯電話の充電器を電力
線に接続すると、図３．１３．ｂに示すような信号振幅が 50Hz の場合 10m 秒ごとに変動
する現象が観測される。
図３．１３．ｂ 電源周期で変動する信号振幅
このようなノイズがある場合のＢＰＬＣのパケットエラー率を、観測した例を図３．１
４に記載する。特定の送電線環境でＢＰＬＣのパケットエラー率を示す。ノイズ源は電球
型蛍光灯であり、その時の電力線での送受信間減衰は 45dB であった。電源周波数は 60Hz
であったので、パケットエラー率が 16.7m 秒同期でアップダウンするデータが観測されて
いる。このときＢＰＬのパケット長は 5m 秒で動作しているので、ここで言うパケットの不
良率という意味をはっきりさせる必要がある、例えば電圧の上り０交差から、4.4m 秒から
6.4m秒のタイミングで開始された5m秒の長さのパケットはエラー率が5%以下だが、7.2m
秒から 8.6m秒のタイミングで開始された5m秒の長さのパケットは85%以上誤るというこ
とを示している。
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図３．１４ 16.7m 秒周期のパケットエラー率
このような現象に対応するには、パケット長を 5m秒に抑えた上、前後のパケットで確実
に再送が可能な、ＰＨＹ層レベルでのパケット再送機能が必須と考えられる。
３．３．４ 雑音源にたいする、具体的対策
距離や分岐による減衰に対しては、具体的対策は取れない。しかし、雑音源の存在によ
るＳＮ比の悪化は、対策が可能である。図３．１５．ａには、ＰＬＣと雑音源機器の距離
に関する図を表す。
図３．１５．ａ ＰＬＣと雑音源機器の距離
ＰＬＣの受信側に到着する信号は、減衰しており、近くにある雑音源機器の雑音に一番
敏感である。特にＰＬＣの端子が使用するコンセントと同一ないしは、コンセント対のも
う一方のコンセントに差し込まれた機器の雑音がもっともＳＮ比を低下させるので、この
雑音源機器が指し込まれたコンセント入力に、直列にノイズフィルターを挿入するのが一
番効果的である。ノイズフィルターは、ＰＬＣがＢＰＬＣかＮＰＬＣかにより、雑音カッ
トの帯域が違うので、ＰＬＣメーカー推奨品を選ぶ必要があり、それを用いて図３．１５．
ｂのような接続をする。
ノイズフィルターはＬ，Ｃの受動素子で構成され、ＰＬＣが使用する帯域のインピーダ
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ンスを上げる効果があり、インピーダンスアッパーとも呼ばれ、その雑音源機器のインピ
ーダンスが変動しても、その影響を軽減するので、帯域内雑音／インピーダンス変動の双
方に効果がある。ＰＬＣの雑音対策としては、これが一番効果的である。
図３．１５．ｂ ノイズフィルターの具体的接続
３．４ ＢＭＡＥ方式による、ＢＰＬＣの速度予測
要因１．２によるＵＤＰレート低下を予測する、Branch Model Attenuate Estimate（
ＢＭＡＥ）を説明し、その結果を記載する。
３．４．１ 実環境配線でのＢＰＬＣモデムＵＤＰレート測定
３．４．１．１ ＰＬＣハウス
パナソニックコミュニケーションズは、２００８年２月に、実配線環境でのＰＬＣモデ
ムの性能測定、家電製品のノイズ測定、不要輻射レベルの測定、を目的とした２階建ての
住宅を、福岡市美野島本社構内に構築した。この検証住宅は、床面積のわりには、多くの
電気配線と接続家電機器を配備し、いわばＰＬＣにとって厳しい環境を実現できるように
設計されている。         
写真―３．２ ＰＬＣハウス
３．４．１．２ ＰＬＣハウスのレイアウトと家電設置状況
検証ハウスのレイアウトと家電配置状況を図３．１６に示す。
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延べ床面積：5ＬＤＫ 141.15 平方メートル
コンセント数：84 家電機器数：64 照明数：43  
配線系統図は、３．４．２．３節の接続図を参照のこと。
図３．１６ ＰＬＣハウスのレイアウトと家電配置
３．４．１．３ コンセント間の減衰とＵＤＰレートの測定
このＰＬＣハウスで、13 対のコンセントペアを選び、そのペア間の送信電力／受信電力
の減衰値と、同時にＰＬＣモデムのビット速度を測定した。表３．１に、送信コンセント
と受信コンセントの番号、減衰量(dB)、ＵＤＰレート(Mbps)を表示する。この章でのビッ
ト速度とは、ＵＤＰレートを意味する、ＴＣＰでは測定していない。コンセント番号は、
１－１７（２）であれば、１Ｆの１７番コンセント（図３．１６参照）で第２ブレーカー
系統に属すことを表す。なお、奇数番のブレーカーがＬ１系統で、偶数番のブレーカーが
Ｌ２であり、偶数と奇数の組み合わせは異相と表現し、同一番号ブレーカー系統間は同相
同一、奇数番同士または偶数番同士を同相と表現している。
測定に使用したモデムは、パナソニック製ＨＤ－ＰＬＣモデム：品番 BL-PA300，通信
モードはＵＤＰの 1パケット＝1472 バイトで測定した。
実測した減衰値と速度のグラフは図３．１７に表す
特徴として、
（イ）同一ブレーカー内の通信は、減衰 20dB 以下の良好な条件で、速度も 67Mbps を越え
ているが、
（ロ）同相であれ異相であれ、ブレーカーを跨ぐと、減衰量は、同一ブレーカー内より大
きく、40dBを越え、速度は 40Mbps 以下となる。
（ハ）配線距離的が最も長いコンセントペアにおいて、その減衰が 60dB を越え、リンク不
可となった。
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表３．１ 13 対のコンセント間の減衰値とビット速度
図３．１７ 13 対の減衰値ｖｓビット速度
元来ビット速度と減衰値の関係はシャノンの第一定理によると、減衰値(dB)とビット速
度(bps)は比例関係にあるはずだが、電力線伝送路は、ノイズが偏在していることや分岐に
よる反射により、コンセントペア毎に周波数特性が異なることから、比例関係からは変位
すると考えられる。
図３．１８  dB vs Mbps 関係式近似
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今後のシミュレーションで使用する目的で、減衰値からビット速度を類推するために、
表３．１の１３例から、その関係式を求めた。
y：ビット速度(Mbps) x:減衰値(dB)
y=a(1)*x^3+a(2)*x^2+a(3)*x+a(4)     式（１）
の３次式で近似する。最小二乗法で評価し、この 13 例に対し二乗誤差ミニマムの３次近
似式は、
a(1)=0.00034583  a(2)=-0.052424
a(3)=0.92009     a(4)=64.7915
となる。図３．１８のグラフでは、実測値はｘ印で、近似式はｏ印で表している。
３．４．２． 減衰量推定シミュレーション
３．４．２．１ 従来の方法
コンセントペア間の信号減衰量を、シミュレートする方法は、いろいろ提案されている。
線路を回路として扱い、配線の長さと分岐条件を全配線に適用し、集中定数回路で近似す
るか、Ｆマトリックスの計算を縦続接続して積み重ねて計算する方法は、周波数応答まで
含め、かなり近似精度のいい数値を求めることができる。しかし、本論文では、7000 近い
端子対の減衰値を使って、中継の有効性を検証しようとしている。この場合従来の方法で
は、配線系統が複雑なため、４端子回路の定数を決定しかつ複雑な縦続接続の計算を実行
することは、計算時間と多大な入力作業を必要とする。しかも、多重分岐を経た後には、
計算誤差が累積し、周波数特性の精度をあまり期待できない。
今回のモデム速度推定は、周波数特性はあまり問題しないで、全体減衰量をかなりの程
度近似可能な簡便な計算法を提案する。
この推定法は、分岐モデル減衰量推定（Branch Model Attenuate Estimation, BMAE）
と名づけた。以下に順を追って説明する。
３．４．２．２ 分岐モデル減衰量推定
このモデルは、配線長による減衰よりも、分岐点の電力分散による減衰の方が、減衰の
主要因であるという経験則から、発案したものである。この計算法は、分岐のトポロジー
が決まれば、２点間の減衰量をエネルギーの分散と考えることの代案として、電荷の分散
を想定して、その動きに着目した計算法である。
分岐モデル減衰推定
Branch Model Attenuate Estimation (BMAE)    
その要素    
  : 端末及びコンセント（吸収点）：電荷を吸収する。（反射率定義可能）
  :ノード（分岐点）：電荷は 100％分配され、分岐先には 均等に分配される。
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シミュレーションの手順は
（１） この端末／コンセントとノードを線で結合して、配線系統図を、作成する。
（２） 送信端のコンセントに 1.0 の電荷を注入し、１単位時間ごとに、電荷を以下の原則
で転送する。端末・コンセントに到達した電荷は、吸収され蓄積される。ノードに
集まった端末は、接続されたノード／端末／コンセントに均等に分配する。
（３） 途中ノード間では、電荷の反射が繰り返されるが、数十回単位の時間を経過すると、
殆どの電荷が端末／コンセントに吸収される。
（４） ノードの電荷が無視できる段階まで達したら、計算を停止し、蓄積された電荷量が
到達電力として、減衰を計算する。
最初の単純な例を図３．１９に示す              
図３．１９ ＢＭＡＥの単純な例の時間推移
例１の場合、送信端の 1.0 の電荷が、全て受信コンセトに吸収されたので、減衰は 0dB。
例２の場合、ノードは２方向に分岐し反射されるので、受信コンセントには、0.5 しか到達
しない。減衰は 3dB。
例３では、ノードで３方向に分岐し、到達電荷は 1/3 しか届かず、減衰は 5dB となる。
次にノードの数が多い複合分岐の例を図３．２０に示す。
図３．２０ 複合分岐の例
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この複合分岐の例を使って、計算方法を記述する、
ＢＭＡＥ推定計算式
M：接続行列  NC(t)：時刻 t での端末／ノード電荷
TC(t)：時刻 t で端末蓄積された電荷
        NC(t+1)=M*NC(t) 
        TC(t+1)=TC(t)+NC(t+1:terninal)
        NC(t+1:terninal)=0
時刻ｔで、端末／コンセント／ノードの電荷 NC(t)は、接続行列を掛け算することにより、
分散され、結果として NC(t+1)に変化する。ただし、NC(t+1)の端末／コンセント電荷は、
吸収されるので、TC(t)に加算され TC(t+1)に変化する。同時に NC(t+1)の端末／コンセン
ト電荷は０にクリアされる。この操作を繰り返す。具体的に図３．２０の複合分岐の例で、
M の構成と、NC,TC の初期値を図３．２１に示し、NC,TC の時間推移を図３．２２に示
す。
図３．２１ 複合分岐の接続行列と、NC,TC の初期値
図３．２２ 複合分岐での NC,TC の時間推移
接続行列は、接続される端末／ノードに電荷を均等に分散させるので、列方向の合計が１
になるように、ノーマライズされている。
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３．４．２．３ ＰＬＣハウスのＢＭＡＥによる表現
ＢＭＡＥの計算の準備として、作成したＰＬＣハウスの全接続系統図を、図３．２３に示
す。
ＰＬＣハウスの接続図の構成は
・コンセントの個数：84 
・コンセント以外の端末：107 
・ノードの個数：164 
ノードの内訳：分岐３以上の分岐点：85 
分岐２の反射点：79、
（うちブレーカー：22、距離調整反射点：57）＊（注１）
・接続行列の次元：355*355 
・シミュレーション対象（双方向ｐ－ｐ）84*83=6972
＊（注１）距離による減衰を調整する為に、 ブレーカー １つにつき１反射点と配線上
7.5m 毎に反射点を置く。
      
     図３．２３ ＰＬＣハウスの全接続図
ＢＭＡＥは分岐だけで、減衰を説明するのが原則であるが、ブレーカーでは、明らかに
インピータンス不整合による、反射が見られる。さらに、10m を越える配線は、どうして
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も減衰が発生する。集中定数によるシミュレーションでも、配線の直列抵抗は 0.4Ω/m で近
似していることを考慮すると、10m で 4Ω、20m で 8Ωあり、何らかの減衰効果を設定す
る必要がある。
ここでは、現実との整合性から判断すべきと考え、本論文では、２つの前提を仮定した。
仮定１．ブレーカーには、２方向分岐の反射点を置く。
仮定２．配線は 7.5m 置きに、２方向分岐の反射点を置く。この２つの仮定が、理論的に
正当であるかの議論は、本論文では議論しない。実測値に合うかを重視した。
３．４．３． ＰＬＣハウスのシミュレーション結果
３．４．３．１ ＰＬＣハウスの減衰量分布推定
検証ハウス、84 コンセントの全ての組み合わせ、合計 6972 ペア(84*83)の減衰量分布を
図３．２４に示す。    
図３．２４ ＰＬＣハウスの減衰量分布ＢＭＡＥ推定
この推定値は、実測した 13 ペアの減衰値の分布とよく合致する。実測値とＢＭＡＥ推定
値を比較する。
      TX      RX     ATT(real)  ATT(BMAE)
                           dB        dB
    1-17(2) 1-7(2)     13.2000    13.5811
    1-17(2)   1-20(10)   45.3000    39.9740
    1-17(2)   1-26(4)    39.3000    41.5125
    1-17(2)   2-1(7)     44.9000    47.7632
    1-17(2)   2-10(5)    49.6000    46.5727
    1-17(2)   2-17(6)    53.6000    45.7069
    2-1(7)    1-5(3)     51.6000    45.2212
    2-1(7)    1-7(2)     45.3000    42.9920
    2-1(7)    2-5(7)     18.2000    15.7534
    2-1(7)    2-17(6)    50.1000    52.7899
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    2-10(5)   2-17(6)    45.7000    51.5994
    2-1(7)    1-15(1)    48.8000    44.4114
    1-12(2)   2-13(5)    63.7000    65.1673 
この 13 個のデータ列の相関をとると、相関係数は 0.95481、最大誤差 7.9dB でまずまず
の結果と言っていい。その相関を図３．２５に示す。
３．４．３．２ ＰＬＣハウスのビット速度分布推定
さらに、この減衰量分布を２．３節の速度変換式で、速度に変換すると、図３．１１のＰ
ＬＣ検証ハウス速度推定分布となる。この速度分布では、2Mbps 以下の通信不可が 8.5%の
ペアで発生し、実際より少し低速度に偏っていそうであるが、次章で展開する中継にかん
しては、適当な近似だと考えていい。
図３．２５ 実測値とＢＭＡＥ推定値の相関   図３．２６ ビット速度分布推定
３．４．４． 中継モデムの有効性検証
この節ではこの 6972 ペアの速度推定データを用いて、中継モデムの有効性を検証する。
Ａ地点とＢ地点が速度（Ｓａｂ）で通信ができている。Ｃ地点を追加したとき、Ａ地点か
らＣ地点に送信し、その後Ｃ地点からＢ地点に送信することを、中継と呼ぶことにする。
このとき、全体で速度がアップすれば、この中継を使う価値がある、とくに、8.5%のペア
が、通信不可の場合、中継モデムを採用することで、どれだけ改善がされるかは、実用的
にも、重要な課題だ。
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３．4．４．１ 中継モデムによる速度アップ基準
基準１：-> Sac*Scb/(Sac+Scb)>Sab
１単位のデータを Sab の速度で転送すると、1/Sab の時間を必要とする。Ｃ地点で中継
すると、1/Sac と 1/Scb の合計した時間を必要とする。この合計が 1/Sab より少なければ、
速度アップする。
基準２：min(Sac,Scb)>2*Sab
ＰＬＣの場合、時間経過の中でビット速度が変化するため、時間配分は均等にする制御
が現実的である。つまり、Sac と Scb の内低い速度が Sab の２倍の速度を必要とする。
３．４．４．２ 中継モデムによる速度アップ
あらかじめ、84*84 の２次元配列に 6972 ペアのビット速度情報をＢＭＡＥ推定で用意す
る。6972 ペアの速度 Sab に対し、各々82 個の中継点が５．１節の２つの基準で、速度が
アップするかを判断する。その結果を図３．２７（基準１）と図３．２８（基準２）を示
す。各々、黒線は中継なし、赤線は中継しても速度アップなし、青線は中継で速度アップ
したものを表す。
基準１の場合、速度アップしないペアが 3392 ペアで Sab が 21Mbps 以上。速度アップ
するペアが 3580 ペアで、通信不可が全て解消して、速度アップ後の最低速度が 16.8Mbps
に向上する。
基準２の場合でも、速度アップしないペアが 4026 ペアで、Sab が 18Mbps 以上。速度ア
ップは 2953 ペアで、アップ後の最低速度は、12.43Mbps という結果になった。
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図３．２７ 基準１中継の速度アップ   図３．２８ 基準２中継の速度アップ
３．４．４．３ 中継に適したコンセント配置
最後に、前節では既存のコンセント間の中継を論議したが、理想の中継点の候補として、
全端末を中継点として計算すると、図３．２３に記載した配電盤近くの 256 番端末の位置
にコンセントを新設するのが最適と判明した。コンセント 256 を加え合計 85 コンセントで
速度アップ推定をおこなうと、同じ基準２の計算でも、図３．２９のように、速度アップ
後の最低速度が 18.77Mbps までアップする.
また、このコンセント 256 を追加することにより、3740 ペアが、速度アップされる。こ
のことはアップされないペアが 3358 あるので、3740/(7140-3358)=0.98889 となり。
速度アップされるペアの内、実に 98.9%のペアがこのコンセント 256 で速度アップされ
ることを意味する。配電盤近くに、中継モデムを配置する重要性が理解される。
図３．２９ コンセント 256 を追加した時の速度アップ
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３．５ 第３章の結論
３章では、ＵＤＰレートを実際に測定すると共に、その劣化要因を分析した。劣化要因
には、配線の特性による減衰と、個別家電機器が発生する雑音とに大別できる。双方の要
因はあるものの、宅内の配線は多数のコンセントと多数の分岐で構成される。３．４節で
は、この宅内配線全体のＵＤＰ速度分布をシミュレーションするために、ＢＭＡＥという
新方式を考案した。そして実際のＰＬＣ検証ハウスの配線図と実測データをもとに、その
ＢＭＡＥの有効性を実証した。同時に、中継モデムによる通信速度の向上が有効であるこ
とを結論づけた。今後は、さらに実験データを積み上げると同時に、この論文では、追及
できなかった、雑音の影響や、さらに実用的観点からも改良されうるシミュレーション方
法を追求していく。
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第４章 広帯域ＰＬＣ上のネットワーク連携形
ＴＣＰ高速化
４．１ はじめに
ホームのネットワークにおけるネットワークアプリケーションの大部分が、エンドツー
エンドのデータ送信に Transmission Control Protocol(ＴＣＰ)を使っており、複数のＴＣＰ
フローがＰＬＣネットワーク上で、しばしば同時に動作している。さらに、User Data 
Protocol（ＵＤＰ）を利用する Voice over Internet Protocol（ＶｏＩＰ）アプリケーション
は、同様に同時に動作している。したがって、この章の研究の課題は、広帯域ＰＬＣ上で
動作するＴＣＰ（または共存しているＵＤＰ）の end to end のフローレベル性能を解明し、
性能を改善するための仕組みを提案することである。
いままで、ＰＬＣネットワークについてのパケットレベル（すなわち、フィードバック
を行わないＵＤＰフロー）の性能は、実験的に、または、分析的に研究されてきたが
[14][15][16][17][18][19]、ＰＬＣ上のＴＣＰデータ伝送のフローレベル性能が、劣悪な環境
要因を考慮してどのように変化するか、について焦点を当てた研究はほとんどない。たと
えば、いくつかの研究はＰＬＣ[20]上での、ＴＣＰ性能に焦点を当てているが、いろいろな
劣悪な環境要因を調査していない。この章では、宅内で特徴的な２０の雑音環境で実モデ
ムを動作させ、エラーパターンを調査した。
広帯域ＰＬＣモデムは、物理層（ＰＨＹ）とメディアアクセス制御（ＭＡＣ）データリ
ンク層による専用のエラー回復システムをもっており、ＴＣＰ層とは独立に動作する。第
４．２節で、広帯域モデム内部の階層構造を説明し、第４．３節では、広帯域ＰＬＣモデ
ム間での典型的パケット再送メカニズムを説明する。第４．４節では、送電線上での時間
変動パケットエラーレートパターンに関する情報を実験的に取得し、その情報によって駆
動されるＮＳ―２ネットワークシミュレータ[21]上の新しいモジュールを開発した。
我々の知る限りでは、これは、いろいろな環境エラーパターンで、広帯域ＰＬＣモデム
間での専用パケットレベルデータ伝送とエラー回復をフローレベルでシミュレーションで
きる最初のネットワークシミュレータである。シミュレータの妥当性は、現実のＰＬＣネ
ットワーク上での実験から得られるフローレベル性能とパケットエラーレートパターン情
報を用いてシミュレーションを行い、そのフローレベル性能の結果と実測値を比較するこ
とによって実証した。次に、第４．５節において、我々は、標準のＴＣＰ送信レート制御
で生じている問題に取り組む。元来、現実の動作しているＰＬＣモデム間のフロー単位の
レートを推定することは難しい。特に複数ＴＣＰフロー同士やＴＣＰ／ＶｏＩＰフローが
共存する場合は困難であった。ＴＣＰプロトコルそのものに如何なる変更を加えることな
くこの課題を解決するために、クロスレイア機能を利用したＴＣＰ送信レート制御手法を
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第４．5 節で提案する。その手法とはＰＬＣモデムにおいて通過するパケットのＴＣＰヘッ
ダー内の広告ウィンドウ（Ａｗｎｄ）フィールドを修正するものであり、その数値は
round-trip delay とＰＬＣモデム間のＳＤＵレートを推定することで決定している。
次に、第４．6 節において、開発されたシミュレータで得られたシミュレーション結果に
よって、提案手法の有効性を示す。そして、第４．7 節ではこの章の取り組みの結論を述べ
る。
４．２ 広帯域ＰＬＣの階層構造
写真４．１は、ここで広帯域ＰＬＣとして使用したＨＤ―ＰＬＣモデムである。ＰＬＣモ
デムは、一般的に２つの線で接続される。ひとつは、電力供給とＰＬＣ通信を提供する電
力線に接続され、他の一つは、情報ターミナルまたはルータ／ゲートウェイへのイーサネ
ットケーブルである。ＨＤ―ＰＬＣ上の最大ＰＬＣデータレートは、190Mbps である。こ
のとき、ＰＬＣデータレートとは変調方式が持つデータシンボルの最高速度を意味してお
り、後述するＰＤＵレートとは異なり、瞬間最大速度を意味している。ＨＤ―ＰＬＣは半二
重通信方法を基本とし、100Mbps のイーサネット伝達速度を持つＴＣＰ／ＩＰ[22]を伝送
するのに十分である。
ＰＬＣモデム機能階層は、図４．1 に示されている。ＰＬＣ内部は、物理層（ＰＨＹ）と
メディアアクセス制御データリンク層（ＭＡＣ）の２つの層に機能は分割される。ＰＬＣ
モデムは、ＴＣＰ／ＩＰ層の機能を含まない。しかし、特別な目的のために、ＰＬＣモデ
ムは、上位層であるＴＣＰ／ＩＰパケットの内容を認識しそれを制御可能な、クロスレイ
ヤー機能を有する。
1   
写真４．1   ＨＤ―ＰＬＣモデム         図４．1   ＨＤ―ＰＬＣ機能層
 通信路推定
 受付制御
 フレーミング
 QoS 保証伝送
 Selective ARQ
 ネットワークマネージメント
Power Line
 Wavelet-OFDM モジュレーシ
ョン
 フィジカルキャリアセンス
 フレーム制御でコーディング
 FEC
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４．３ 広帯域ＰＬＣの物理層／ＭＡＣ層内でのエラー回復システム
ここで、ＰＬＣ（図４．２）に関連した機器/デバイスの名称を定義しておく。左の装置
をセンダーと呼ぶ。それは端末（例えば、ＰＣ）または中継デバイス（例えば、ルータま
たはスイッチ）である。右の上の装置をレシーバーと呼ぶ。それはセンダーと同様な端末
または中継デバイスである。中央の 2 台のデバイスは一対の広帯域ＰＬＣモデムであり、
電力線に接続されそれを通信路として使用している。双方の広帯域ＰＬＣモデムは、イー
サネットケーブルによってセンダー/レシーバーに接続されている。
図４．２ ＰＬＣの接続システムと内部キュー
４．３．１ 広帯域ＰＬＣのＰＤＵとＳＤＵ
ＩＥＥＥ Ｐ１９０１標準は広帯域ＰＬＣモデムの物理層とデータリンク層を定めてい
て、その最大ＰＬＣデータレートは 190Mbps である。利用されるデータ伝送システムは、
無線プロトコルと異なるが、そこでのデータ転送単位は名称を統一し、Ethernet 上のＭＡ
Ｃフレームとして定義されるデータユニットを、Service Data Unit（ＳＤＵ）[23]と呼ぶ。
また双方の広帯域ＰＬＣ間のデータユニットは、物理層で定められる Protocol Data Unit 
（ＰＤＵ）と呼ぶことにする。ＰＤＵバイト長は、ＳＤＵバイト長と同じでない。広帯域
ＰＬＣは、半二重伝送構成を利用する。センダー側ＰＬＣモデム１とレシーブー側ＰＬＣ
モデム２は、交互に信号を送る。
ＰＬＣがもし、１つのＰＤＵで１つのＳＤＵを送るとすると、ＳＤＵの最大限バイト長
は、1500 バイトであり、190Mbps のＰＬＣデータレートでは、わずか 63μ 秒である。そ
のうえ、広帯域ＰＬＣは、正しいＯＦＤＭ変調のシンボルタイミングを転送するためにＰ
ＤＵの上に「プリアンブル」と呼ばれているビット同期信号を送出する必要がある。プリ
アンブル、それは 11 のシンボルから成り、更に 1 つのＴＭＩと 8 つのＦＣＨが必要で 160μ
秒を必要とする。1 つのＳＤＵが 1 つのＰＤＵに割り当てられるならば、プリアンブルオー
バーヘッドタイムは70%を超える。非効率性を避けるために、最高31のＳＤＵを連結して、
1 つのＰＤＵで送信する。一回のＰＤＵ伝達のための時間は 2.1m 秒に増大し、プリアンブ
ルオーバーヘッドは 190Mbps のＰＬＣデータレートであれば 7.5%まで減少する。
しかし、これには制約があり、1 つのＰＤＵ時間は、電力線で発生しやすい１０ｍ秒毎の
PLC
modem 1
PLC
modem 2
ReceiverSender
Transmit queue
Power line
(4)
Receive queue
ACK wait queue
(1)
(2)
(2)
(3)
(5)
Ethernet cable Ethernet cable
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バーストノイズを想定しているので、5m 秒未満としている。計算すると、ＰＬＣデータレ
ートが 75Mbps以上の場合はこの制約を受けない。75Mbps以下でこの 5m秒の制限が働く。
31 個のＳＤＵ連続伝送は、そのＡＣＫも 31 の連続ＴＣＰ―ＡＣＫとなり、ＴＣＰ送信の効
率化には影響が大きい。
次に、信号方向の切り替えメカニズムを記述する。ＰＬＣモデム１がＰＤＵを送り終わ
ったら、50μ 秒のサイレント待ち時間後に、ＰＬＣモデム２は、以下に説明するＰＬＣ―Ａ
ＣＫを即座に返さなければならない。
ＰＤＵとＰＬＣ―ＡＣＫは、常に一対の手順として完結している。ＰＬＣ―ＡＣＫ反応の後、
衝突回避メカニズムが実行されます。これはＣＳＭＡ／ＣＡでのキャリヤーセンスマルチ
プルアクセスとは異なる。複数のＰＬＣモデムが接続された場合、マスターＰＬＣモデム
は、ユニークな番号を各々のスレーブＰＬＣモデムに割り当てる。送信プライオリティは
この番号の若い順に整列され、1 つの手順が終わったあと、プライオリティはラウンドロビ
ン方式で回転する。２台のＰＬＣモデムだけが接続されていれば、ＰＬＣモデム 1 が 1 つ
のＰＤＵ送信を完了したあと、ただちにＰＬＣモデム２が次のＰＤＵ送信を開始する。
送信権が回ってきたタイミングで、ＰＬＣモデム 2 が送信すべきＳＤＵを持たないならば、
200μ 秒サイレント期間後に、送信権はＰＬＣモデム１に戻る。
図４．３. PDU、SDU、PLC-ACK        図４．４. 再送 SDU
４．３．２ 広帯域ＰＬＣのエラー回復メカニズム
この節では、広帯域ＰＬＣ物理層に定められたエラー回復メカニズムの詳細を提供する。
図４．２は、広帯域ＰＬＣモデムに存在している 3 本のキューを示す。左のキューは、送
信キューと呼ぶ。それは、イーサネット経由で送信者から受け取られるＳＤＵを保存する
中央のキューは、ＡＣＫキューと呼ぶ。それは、ＡＣＫがＰＬＣモデム 2 からまだ受け取
られていないＳＤＵを保存する。この２つのキューは、ＰＬＣモデム 1 にある。ＰＬＣモ
デム２にある右のキューは、受信キューと呼び、ＰＬＣモデム 1 から受信したＳＤＵを保
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存するバッファである。レシーバーに渡す前にＳＤＵを整列させる働きを持っている。
ＳＤＵ再送機構を、図４．３と図４．４に示す。ＰＬＣモデム１は、最大３１までの数
までＳＤＵで構成されるＰＤＵを最初につくる。ＰＤＵ時間が 5m 秒を越えれば、ＳＤＵの
数は制限される。他方、ＰＬＣモデム 2 はＰＤＵを受けた後にＳＤＵを分解して、どのＳ
ＤＵが正しく受け取られたかをチェックする。次に、ＰＬＣモデム２は、すべての伝送さ
れたＳＤＵの状態を知らせるために、ＰＬＣ―ＡＣＫをＰＬＣモデム１に送り返す。ＰＬＣ
―ＡＣＫは送られたＳＤＵの各々と一致するビットフィールドを持つ、受信できたＳＤＵに
対応したビットは１に、受信できなかったビットを０にして返信する。たとえば、２番目
のＳＤＵが正しく受信できない場合、ＰＬＣモデム２はＰＬＣ―ＡＣＫのフィールドで２番
目のビットをクリアして、それを送り返す。クリアされることはＰＬＣ―ＮＡＣＫを意味す
る。ＰＬＣモデム１がＰＬＣ―ＡＣＫを受けとると、ＰＬＣモデム１は送信キューから新し
いＳＤＵを用いて新しいＰＤＵをつくる。反対に、ＰＬＣ―ＮＡＣＫの場合、ＰＬＣモデム
1 は、すぐにＰＬＣ―ＮＡＣＫ状態のすべてのＳＤＵをＡＣＫキューから取りだして新規の
ＰＤＵを作成し、新しいＳＤＵを送る前に再送する。この再送は３回まで行われ、４回以
上ＰＬＣ―ＮＡＣＫとなると、そのＳＤＵは廃棄される。
前のＰＤＵの中の失われたＳＤＵの数だけ、送信される新規のＳＤＵは減少する。特に
ひどい状況の下では、各々のＰＤＵは再送信されるＳＤＵによって占められるので、新し
く送信するＳＤＵの数は本質的に減少する。
４．４ 広帯域ＰＬＣシミュレータの開発と検証
ＮＳ―２ネットワークシミュレータは、ネットワーク内でパケットレベルの詳細な行動を
シミュレートできるイベント駆動方式のネットワークシミュレータであり、ネットワーク
研究者により広い範囲の目的に使われている。ＮＳ－２は無料で利用でき、現在、国防高
等研究計画局（ＤＡＲＰＡ）とアメリカ国立科学財団（ＮＳＦ）に援助された、いくつか
のプロジェクトで開発／メンテナンスされている[21]。
広帯域ＰＬＣは、宅内の雑音の影響で速度が変化することは、第３章で説明した。この
節では、我々は新しく開発するシミュレータのための予備的な測定実験について報告する。
前節で記述されたＰＬＣ―ＡＣＫメカニズムを組み込んで、ＰＬＣ上のフローレベルＴＣＰ
性能を研究するために、ＮＳ－２ネットワークシミュレータに新しいモジュールを追加し
た。そのモジュールには、実際のＰＬＣモデムを動作させた時に観測されたＳＤＵエラー
レートとＰＤＵレートの情報が必要となる。そのために、種々の雑音環境で通信し、ＰＬ
Ｃモデム間のＳＤＵエラーレートとその時点のＰＤＵレートを測定した。
ここで定義するＰＤＵレートとは、ＰＬＣデータレートとは異なりプリアンブルオーバ
ーヘッドも加味したＰＤＵの転送速度を意味し、ＰＬＣデータレートより低い速度である。
得られた情報は、ノイズ源と回線減衰量の組み合わせで出来たテーブル上にマップして、
ＰＤＵレートとＳＤＵエラーレートが記録される。ＮＳ－２―ＰＬＣシミュレータは、ノイ
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ズ源と回線減衰量が指定されると、そのＰＤＵレートとＳＤＵ誤り率を用いてフローレベ
ルシミュレーションを実行する。実際のノイズ環境を反映したフローレベルシミュレーシ
ョンが、これにより可能になった。
４．４．１ エラーレートパターンの測定
我々は、本物の PLC 製品を使用している実験を通して、いろいろな状況、たとえば、信
号レベルの減衰とインピーダンス変動を伴うノイズ源の下で、ＰＬＣのＳＤＵパケットレ
ベルエラーレートとＰＤＵレートを測定した。実験環境は、図４．６に示す。
センダー（Linux/NewReno+Sack）[24]とレシーバー（Linux/NewReno+Sack）は、ＰＬ
Ｃモデム 1 とＰＬＣモデム 2（Panasonic BL-PA510）によって互いに通信する。最初に、
電力線に表４．１にリストしたいろいろな環境を設定した。4 種類の出力レベル減衰
（15/35/45/55dB）と 5 種類のノイズ源機器（携帯電話用充電器、光インバータ、電球、ハ
ロゲン灯とノイズ源なし）である。ただし、3 つのケース、55dB 減衰時のインバータ雑音、
45dB と 55dB 減衰時のハロゲン雑音の場合は、ＴＣＰ接続は確立できなかった。
ＳＤＵパケットエラーレートは、図４．５のように、電源周波数に同期した時間変動を
する場合がある。
図４．５ 電球型蛍光灯のエラーレート変化：att. = 45dB
この状況をシミュレーションに反映するため、シミュレータのもつ時計時間に依存して
ＳＤＵパケットエラーレートが変化するように、プログラムされている。このエラーレー
トは 16.6m 秒周期内で発生頻度が変化する。
           図４．６ リアル環境でのデータ収集システム
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   表４．１ 雑音環境の20の組み合わせ
ノイズ源
減衰
ノイズ無 充電器 電球型
蛍光灯
インバータ ハロゲン
15dB Yes Yes Yes Yes Yes 
35dB Yes Yes Yes Yes Yes 
45dB Yes Yes Yes Yes No 
55dB Yes Yes Yes No No 
              図４．７ シミュレーションシステム
４．４．２ 実モデム実験とシミュレーションとの比較
我々の新しく開発されたシミュレータの動作確認の為、観測したＳＤＵエラーレートと
ＰＤＵレートに基づきシミュレータが出力するＴＣＰスループットと観測した実モデムを
使用したときの、ＴＣＰスループットを比較する。実モデムでのネットワークの接続形態
は図４．６に示し、シミュレーションでのネットワーク接続形態は図４．７に示す。実験
とシミュレーションの両方を通して、我々は1500バイトのＴＣＰパケットを使用して、セ
ンダー側のウインドウサイズ（ｗｎｄ)とＴＣＰスループットをシミュレーション上で観測
して、実モデムのｗｎｄとＴＣＰスループットと比較した。
ＴＣＰでのｗｎｄは、ＡＣＫパケットの受信なしで送ることのできるデータの最大量を
示しＳ－Ｒ双方のキューサイズにも依存するが、ＴＣＰスループットを極限まで上げるた
めに、センダー側で制御される。ただし、レシーバー側が宣言する広告ウインドウサイズ
（ａｗｎｄ）を超えることはできない。ｃｗｎｄはセンダー側が想定し絶えず変化するウ
インドウサイズであり、ａｗｎｄはレシーバー側の能力を表している。実モデムでＴＣＰ
スループットｗｎｄを観測するために、各々Iperf [25]とWeb100 [26]を使用した。
すべてのケースを実験して、ここでは典型的な例として、15dB減衰でノイズのない環境
（良好な環境）と45dBでインバーターノイズ環境（ノイズ環境）でのシミュレーションと
実験の結果を示す。
まず、良好な環境での実モデム性能は図４．８に、そしてシミュレーション結果は図４．
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９に表示する。双方のシステムの挙動はほぼ同一と判断できる。
図４．８.  実モデム,良好な環境: (ａ)ｗｎｄ , (ｂ) ＴＣＰスループット
図４．９.  シミュレーション,良好な環境: (ａ) Ｗｎｄ、 （ｂ）ＴＣＰスループット
図４．１０にはノイズ環境での実モデムデータ、図４．１１には、ノイズ環境でのシミ
ュレーションデータを示す。特にＷｎｄの最大値とパケットロスに起因する、Ｗｎｄが半
減する周期は、極めて類似しているのと、安定したＴＣＰスループットもほぼ同一であり、
シミュレーションは、実モデムと相関が取れていると判断できる。このノイズ環境は、一
つのＰＤＵ内部で複数のＳＤＵが再送されていることを実モデムでも、シミュレーション
でも確認した。その証拠に、図４．１０／１１の中のＷｎｄの増加速度は、良好な環境で
得られる値と比較して、顕著に低い。
さらに注目すべきは、Ｗｎｄの最大値である。良好な環境であれ、ノイズ環境であれ、
およそ380当たりで、パケットロスの為に半減しＷｎｄの増加傾向は一定していて変動が少
ない。これはＳＤＵの紛失が、パケットの回線上でのロスでは無く、ＰＬＣモデム１
の送信キューのオーバーフロウであることが解る。回線上でのパケットロスであれば、Ｗ
ｎｄの増加速度は一定にならない。言い換えればノイズ環境でも、ＰＬＣ―ＡＣＫの機構が
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働き、ＴＣＰパケットのロスに至っていないと判断できる。これらの結果から、シミュレ
ーションの正当性が確認された。
図４．１０. 実モデム,ノイズ環境, (ａ) Ｗｎｄ, (ｂ)ＴＣＰスループット
図４．１１ シミュレーション、ノイズ環境、 (ａ) Ｗｎｄ,  (b)ＴＣＰスル―プット
４．５ 並列フロー制御
４．５．１ ＴＣＰ/ＴＣＰフローとＴＣＰ/ＶｏＩＰフローの共存問題
（１） ２つのＴＣＰフロー
この節では、２つのＴＣＰフロー（ｆｌｏｗ１とｆｌｏｗ２）の共存問題を扱うが、特
にノイズ環境（図４．１２）で共存するシナリオに焦点を当てた。我々はセンダー1とＰＬ
Ｃモデム１の間の伝播遅延が5m秒であり、そして、センダー２とＰＬＣモデム１間の伝搬
遅延が10m秒であると仮定した。なぜなら、ホームネットワークにある２つのクライアン
トＰＣ（レシーバー）はインターネット上の異なるネットワークに属しているサーバ （ーセ
ンダー）に接続するからである。このシナリオでは、バランスのない性能問題を実例とす
るために、ＴＣＰ―ｆｌｏｗ２はｆｌｏｗ１がスタートして１０秒後にコミュニケーション
を開始すると仮定する。ＴＣＰのパケットサイズは1500バイトである。
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図４．１２ ノイズ環境での２つのＲＴＴが異なるＴＣＰフロー
ノイズ環境でＲＴＴが異なる２つのＴＣＰフローが競合した場合のシミュレーション結
果を図４．１３／１４／１５に表す。図４．１３のＷｎｄは、実線がセンダー１、破線が
センダー２を表す。図４．１４のＴＣＰスループットは実線がレシーバー１を、破線がレ
シーバー２を表し、図４．１５キュー長は２つのＴＣＰフローが共通に使用するＰＬＣモ
デム１の送信キュー長を表示している。
図４．１３で示すように、ｆｌｏｗ２はコミュニケーション開始後のスロースタートから
すぐに輻輳回避フェーズにシフトしている。この図のように、ｆｌｏｗ１が非常に長い期
間Ｗｎｄを高い値に維持する間は、ｆｌｏｗ２のためのＷｎｄの増加する速度は制限され
る。また、図４．１４でも示すように、ｆｌｏｗ２がコミュニケーションを始めた後でさ
え、ｆｌｏｗ１は比較的長い期間でも高いスループットを達成する。そのためｆｌｏｗ１
とｆｌｏｗ２間の配分はアンバランスなまま維持される。ＷｎｄとＴＣＰスループットに
関してアンバランスの原因をはっきりさせるために、ＰＬＣモデム１の送信キュー長を調
べた。ＰＬＣモデム１の送信キュー長は、常に高い値（60%を超える）を保持している（図
４．１５）。図４．１３と図４．１４を比較すると、10秒までの間はｆｌｏｗ１が送信キ
ュー長を占有しており、その結果、ｆｌｏｗ２への割り当てが少ないため、コミュニケー
ションの始まり直後のキューがオーバーフローし易く、ｆｌｏｗ２は非常に速く輻輳回避
フェーズに入る傾向がある。そのうえ、キューに入れられたフレームは必然的に、非常に
長いキュー遅れを受けるので。双方ともＷｎｄの増加している速度は非常に制限される。
PLC
modem 1
PLC
modem 2
Receiver 1
Receiver 2
Sender 1
Sender 2
TCP flow2
TCP flow1
Power line
Delay=0.3ms,
100MbpsDelay=10ms,100Mbps
Flow2 starts 10 sec. after flow1. Environment: Unstable
Delay= 5ms,100Mbps
- 61 -
図４．１３ 既存手法による２ＴＣＰフロー： (a)Ｗｎｄ
図４．１４ 既存手法による２ＴＣＰフロー： (b)ＴＣＰスループット
図４．１５ 既存手法による２ＴＣＰフロー： (c) モデム送信キュー長
(2) １つのＴＣＰフローと２つのＶｏＩＰフロー
次に、１つのＴＣＰと双方向ＶｏＩＰフローが同じＰＬＣネットワーク（図４．１６）
の中に存在するケースに、焦点を当てる。我々は、この場合、センダー１と２およびレシ
ーバー１と２は宅内で稼働し（ホームネットワークに限定）てあり、インターネットまで
は広げられてないものと仮定する。センダー１とレシーバー１は双方向ＶｏＩＰを使用し、
センダー２とレシーバー２の間は、ＴＣＰで通信している。この場合のＰＬＣモデム１と
センダー１／２間の伝搬遅延は0.3m秒、同じくレシーバー１／２とＰＬＣモデム２の間の
伝搬遅延も0.3m秒に設定した。また各々のＶｏＩＰフローのパケットサイズは160バイトで
ある、そして、パケット間隔は20m秒に設定しＶｏＩＰ転送レートは64kbpsで固定した。
このとき、ＶｏＩＰ―ｆｌｏｗ１は、ＴＣＰフロ （ー図４．１６）と同じ方向に流れるので、
ＶｏＩＰ―ｆｌｏｗ１パッケットとＴＣＰフローパケットは同じＰＬＣモデム1 送信キュ
ーに保存される。そのため、ＶｏＩＰ―ｆｌｏｗ１のend to endの遅延がＰＬＣモデム１の
大きなキュー遅れのため、100~200m秒の間を上下することになる(図４．１７)。対照的に、
ＰＬＣモデム2 の送信キューは共存するＴＣＰフローのパケットがレシーバー２からセン
ダー２に返信される小さいサイズのＴＣＰ―ＡＣＫパケットだけなのでＶｏＩＰ―ｆｌｏ
ｗ２は長い遅れを受けず10m秒程度で収まっている（図４．１７）。
エンドツーエンドのＶｏＩＰ―ｆｌｏｗ１は、ITU-T Recommendation Y.1541 [27]に基づ
く、ＱｏＳ基準の種類０を満たすことができない。
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図４．１６ ノイズ環境でのＴＣＰ／ＶｏＩＰの３フロー
図４．１７ ＴＣＰ／ＶｏＩＰ／ＶｏＩＰの既存手法でのＶｏＩＰパケット遅延
４．５．２ ＰＬＣネットワークに適したＴＣＰレート制御手法
４．４．２節のシミュレーションを観察して、我々は、ノイズ環境でさえ、送信キュー
オーバーフロウが無ければ、ＳＤＵはロス無く送られることを確証した。なぜなら、ＰＬ
Ｃモデム間でＰＬＣ－ＡＣＫ機構で繰り返される再送が働きＴＣＰのセンダーとレシーバ
ー間では検知されない。ＴＣＰセンダーはＴＣＰレシーバーから受けとるＴＣＰ―ＡＣＫパ
ケットに応じてＷｎｄを増やすので、Ｗｎｄの値は、ＰＬＣモデム（図４．１１）間で頻
繁にＳＤＵが再送されても徐々にしか増加しない。
ところで、ＴＣＰが例え、ＴＣＰ―ＡＣＫを返す頻度に基づいて、エンドツーエンドの
経路（図４．１５）における、ボトルネック帯域幅に適応するend to end制御をしたとして
も、ＰＬＣモデム１の送信キューの長さは周期的にその最大限に達する。この状況下では、
総スループットが高いとしても、各フローは長い遅延を保持し続け、それが前節で説明し
たＴＣＰフローとＶｏＩＰフロー間に性能のアンバランスが発生することになる。
他方、ＰＬＣ上のスループット性能を最大にするためには、ＰＬＣ―ＰＤＵは連結して最
大サイズをつくる必要があり、送信キューの長さはあまり短くできない。ここで、ＰＬＣ
上の制約条件に応じた、新しいネットワークをサポートするＴＣＰレート制御手法を提案
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する。この方式は、送信キュー長が大き過ぎたり少な過ぎたりしないよう、ＰＬＣ上の伝
達状態に応じてＴＣＰセンダーのＷｎｄを適切に決定する方式である。
ＴＣＰプロトコルの規定に従えば、ＴＣＰフローのレシーバーはＴＣＰ―ＡＣＫを返送す
る際はいつでも、レシーバーのバッファ容量を告知する目的で、センダーにフローのａｗ
ｎｄ（広告ウィンドウサイズ）を知らせている。これは、ａｗｎｄがｃｗｎｄより小さい
場合にのみ、センダーのＷｎｄはａｗｎｄにセットされるので、レシーバー側からセンダ
ーのＷｎｄを制御することにより、レシーバー側がフローを制御する手段となる。我々の
提案する手法は、この方法を別の目的のために利用するものである。提案する具体的な方
法とは、レシーバーがセットしたａｗｎｄが、ＰＬＣモデム1で計算した望ましい値がより
大きい場合だけ、ＰＬＣモデム１は各々のＴＣＰ―ＡＣＫパケットのａｗｎｄの値を修正す
るという方法である。それはＰＬＣモデム１がセンダーのＷｎｄを制御する安全な方法で
あり、関係するTCPプロトコル/ソフトウェアのどんな変更も必要としない。
望ましいａｗｎｄの値は、ＰＬＣモデム１の送信キュー長とＴＣＰフローの往復移動時
間（ＲＴＴ）に応じて適応的に決定される。いままでにも、ＴＣＰ－ＡＣＫのａｗｎｄを
通信中に修正するＴＣＰレート制御の概念がすでに提案されている[28]。たとえば、Ｗ―Ｃ
ＤＭＡのような特定の環境で再送効率を改善するために使用されていた[29]。我々の手法は
いくつかの点で類似しているが、ＰＬＣ環境でリソース共有の特定問題を解決するという
目的が異なる。
我々は以前、ネットワークをサポートするＴＣＰレート制御の実験的な手法を報告した
[30]。しかし、以前の手法は、ホームネットワーク内のＴＣＰフローが同じＲＴＴ値である
ような、暗黙のうちに均一なネットワーク/状態を仮設していた。この論文では、もっと一
般的な条件のネットワークにも適用可能な方法を展開する。
提案した手法は、3つの重要な機能を含む。(a)センダーとレシーバー間のＲＴＴの評価、
(b)推定されたＲＴＴに基づく適切なａｗｎｄの計算,そして(c)ネットワーク状態の変化に
対応するａｗｎｄのダイナミックな計算アルゴリズム。なお、説明を単純にするため、こ
こではｗｎｄ，ｃｗｎｄ，ａｗｎｄはバイト数ではなく、パケット数で記述するとみなす。
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図４．１８ ＲＴＴの評価        図４．１９ キュー長とＲＴＴ推定値
(a)に関しては、一般的に中間点（例えばＰＬＣモデム１）でのあるフローのＲＴＴ計算は、
単純でなく、高度な方法[31][32][33][34][35]を必要とする。しかし、ＴＣＰ接続の最初の確
立で、ＰＬＣモデム１は、スリーウェイハンドシェイクシーケンス期間中の、２つの前方
向パケットを用いてセンダー側のＲＴＴを計算することができる。１つは前方向のＳＹＮ
パケット（図４．１８の(１)）、２つ目は逆方向のＳＹＮ＋ＡＣＫパケット応答する前方向
のＡＣＫパケットである。ＰＬＣモデム1はセンダーから送られるＳＹＮパケット
（SYN_time）とＡＣＫパケット（ACK_time）の受付時間を記録して、（ACK_time）― 
（SYN_time）で、2つの受付時間の間の違いに基づくRTTを推定する。
次に、(b)のために、この手法は、ＲＴＴ推定値から必要なａｗｎｄを決定し、複数のＴＣ
Ｐフローに割り当てる送信キュー長の合計が適切な長さになるよう制御する。まず、ＰＬ
Ｃモデム１はＲＴＴ推定値の期間内に送信されたすべてのＳＤＵの数Ｃを計算し、その間、
送信キュー長をモニターする。ＴＣＰコミュニケーションにおいて、Ｗｎｄ（送られたデ
ータの量）の始めは非常に小さく、次のスロースタートフェイズで急激に増加する。した
がって、図４．１９で示すように、他のフローが共存しないならば、送信キュー長はしば
らくすると周期的にゼロに落ちる。しかし、この送信キュー長のピークはｗｎｄが増加す
るごとに長くなる。我々の手法では、キュー長がＲＴＴ推定値（図４．１９の(ｄ)）の範囲
内でゼロに落ちない時、レート制御メカニズムが動き出す。図４．１９の(ｄ)で計算される
Ｃが、望ましいａｗｎｄとして使用される。つまり、そのフローに適量なデータ量として
許可される。ＰＬＣモデム１は、受信したＴＣＰ―ＡＣＫパケットのａｗｎｄ値をＣに書き
直して（Ｃがパケットのａｗｎｄの値より小さいならば）、センダーに知らせる。その結
果、ＴＣＰセンダーは、通知されたａｗｎｄから適切なｗｎｄを決定する。
２つ以上のＴＣＰフローが共存する場合は、ＰＬＣモデム１はそれらのフローが送信キ
ューを均等に共有するため、各フローのend to endのＲＴＴの違いを考慮することで、各々
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のＴＣＰフローのａｗｎｄを決定しなければならない。
最後のＮ番目のフローが始まるとき、ＰＬＣモデム１はそのフローのＲＴＴ内で転送さ
れたＳＤＵとそれぞれのフローのＲＴＴの逆数に比例し、Ｎ番目のフローの望ましいａｗ
ｎｄを計算する。
Sample_awndはＮ番目フローのRTTの範囲内に送られたSDUの数である。具体的にはａ
ｗｎｄは以下で説明するダイナミックなアルゴリズムで維持される（ｃ）。
(a)で述べたとおり、提案した手法は、ＴＣＰ接続セットアップ時間だけでフローのＲＴＴ
を推定する。しかし、ＲＴＴはコミュニケーション期間の間にいくつかの要因（例えば、
ルート変化とネットワークの混雑）に応じてダイナミックに変動するので、評価エラーは
避けられない。したがって、(ｃ)の段階で、ＰＬＣモデム１は、以下のように送信キュー長
の配分の変化に応じて、ａｗｎｄをダイナミックに適応変化させる必要がある：
Ｌ:現状の１ＰＤＵ内の最大ＳＤＵ数、
Ｎ:共存しているTCPフローの数、
Queued_pkt［i］：送信キュー残っているi番目のフローのＳＤＵ数。
If Queued_pkt［i］＞L/N
Awnd［i］= Awnd［i］－1/（L/N）;
else if Queued_pkt［i］＜L/N
Awnd［i］= Awnd［i］+ 1/（L/N）;
end
フローｉの望ましいａｗｎｄは、Awnd［i］を切り上げ処理することによって決定される。
この演算により、ａｗｎｄは Queue_pkt［i］がＬ／Ｎあたりに収束するように連続的に
調整される。
４．６ 提案した手法の性能評価
(1) ２つのＴＣＰフロー
我々は第４．５．１節(１)と同じノイズ環境を使い、ここで提案した手法の性能を調べた。
そこでは、２つのＴＣＰフロー（ｆｌｏｗ１とｆｌｏｗ２）は、同じＰＬＣネットワーク
システム上で共存しているセンダーとレシーバーの間で確立さ、そして、ＴＣＰ―ｆｌｏｗ
２はＴＣＰ－ｆｌｏｗ１より10秒遅れてスタートする（図４．１２）。センダーのｗｎｄ、
レシーバーのＴＣＰスループットと提案した手法でのＰＬＣモデム１の送信キュー長等の
フローレベル性能は、図４．２０／２１／２２で示す。これらの結果は、４．５．１節（１）
（図４．１３／１４／１５）の下での結果と比較すれば、提案した手法の長所が簡単にわ
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かる。
図４．２０では、ａｗｎｄを使用したＰＬＣモデム１の適応型レート制御のおかげで、
各々のＴＣＰフローのｗｎｄは安定なままであ。小さな変動は発生するが、おそらくモデ
ム間のＰＬＣネットワークのノイズによる不安定さによるものと思われる。ｆｌｏｗ２が
１０秒からスタートするとき、ｆｌｏｗ１のｗｎｄがその安定した高いレベルを維持して
いても、ｆｌｏｗ１のｗｎｄはただちに次の安定したレベルに下がる。図４．２２で示す
ように、複数のＴＣＰフローが共存した、頻繁に生じるＳＤＵ損失と再送を引き起こすノ
イズ環境でさえ、提案した手法は、常に送信キュー長を非常に少ない値に維持することが
できる。それ結果、双方のｆｌｏｗのＲＴＴは少ない値に維持することができ、通信が始
まった（図４．２０）直後に、ＴＣＰ－ｆｌｏｗ２のｗｎｄは速やかに増加する。
その結果、ＴＣＰ－ｆｌｏｗ１のend to endの遅れがＴＣＰ―ｆｌｏｗ２のそれより小さ
いが、このように、２つのＴＣＰフローに、異なるend to endの遅れがあっても、双方のＴ
ＣＰフローはほとんど同等で安定したスループットを示す（図４．２１）。
図４．２０ TCP/TCPフロー (ａ) Wnd
図４．２１ TCP/TCPフロー (ｂ) スループット
図４．２２ TCP/TCPフロー (ｃ) 提案した手法での送信キュー長
(２)１つのＴＣＰフローと２つのＶｏＩＰフロー
1つのＴＣＰフロー２つのＶｏＩＰフロー（図４．１６）が共存する場合でさえ、図４．
１７で示した提案以前のend to endのＶｏＩＰ遅延の結果と、提案した手法の下でend to 
endのＶｏＩＰ遅延を比較することによって提案した手法の長所を示すことができる（図４．
２３）。提案した手法が送信キュー長を短く保とうとするので、ＶｏＩＰ－ｆｌｏｗ１の
遅れは極めて低い（30m秒未満）。たとえ、ＴＣＰフローが共存していても、ITU-T 
RecommendationY.1541で音声品質の定義しているClass 0 QoS基準を満たしていること
を示す。
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図４．２３ TCP/VoIP/VoIP フロー,提案した手法でのVoIP end to endの遅れ
４．７ 第４章の結論
現在の研究では、我々は、いろいろな環境状況の下で広帯域ＰＬＣのデータ伝送性質を
シミュレーションすることができるＮＳ―２ネットワークシミュレータのモジュールを開
発した。具体的には、我々は、実際のＰＬＣネットワークの実験を通して、個々の環境状
態下での時間変化するＳＤＵパケットエラー率とＰＤＵレートを最初に測定した。新しく
開発されたシミュレータはそれを用いて、各々の環境をシミュレーションするように動作
する。シミュレータの有効性を確かめた後に、共存している複数のＴＣＰフローのアンバ
ランスな性能を示すことをシミュレーションで確認し、その課題を解決するために、ネッ
トワークをサポートするＴＣＰレート制御手法を提案した。ＰＬＣモデム１は短い送信キ
ューを、有効に活用するために、まず個々のＴＣＰフローのＲＴＴ推測値を計算する。次
にそのＲＴＴ期間内で達成できるＳＤＵスループットをモニターする。そして、これらの
数値に基づいて、通過するＴＣＰ―ＡＣＫパケットのａｗｎｄ値を書き換えることによって、
各々のＴＣＰフローのスループットを適応的にコントロールしている。
新しく開発されたシミュレータで得られるシミュレーション結果は、提案した手法が優
れた性能を達成して、このようにＰＬＣネットワークに非常に役立つことを証明した。
さらにまた、我々の提案した手法はシミュレーションを通して大幅にＶｏＩＰフロー遅れ
を減らすことを示してきた。それはＴＣＰ／ＶｏＩＰマルチプルフロー状況で標準的なＶ
ｏＩＰ ＱｏＳ基準を満足させることができた。
将来の研究では、提案した手法は、より異質な環境、例えば異なる種類のアプリケーショ
ンフローの共存やTCP輻輳制御の異なるタイプで評価され改良される必要がある。
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第５章 非対称全２重方式ＰＬＣによるＴＣＰ
高速化
５．１ はじめに
電力線を使用した、高速電力線通信モデムの国際標準化作業は、広帯域ＰＬＣ(Broadband 
Power Line Communication)、狭帯域ＰＬＣ(Narrowband Power Line Communication)
ともに２０１２年に完了し、市場に製品として出荷が始まった。広帯域ＰＬＣ（以後ＢＰ
ＬＣと記す）はすでに、無線ＬＡＮと同様な目的をもったゲートウェイ製品に組み込まれ、
単独の高速モデムとして日本では２００６年から販売されている。２０１２年には新たに
狭帯域ＰＬＣ（以後ＮＰＬＣと記す）も国際標準規格の製品が主に、スマートグリッド応
用のスマートメータ（ＡＭＲ：Automatic Meter Reading）に利用され始めている。ここで
注目すべき点は、ＢＰＬＣとＮＰＬＣは、使用する帯域が全く分離されており、重複する
領域がないことである。つまり、異なる帯域を利用する２つのモデムを同時に活用するこ
とで全２重通信を提供できることを意味している。この研究では、主に屋内で Transmission 
Control Protocol (TCP)をＰＬＣ上で運用する場合、非対称な帯域を利用する 2 種類の PLC
モデムを利用することで、全２重通信を提供し、TCP 通信性能を高速化する手法を提案す
る。
我々は以前の論文[1]において、様々な雑音環境でのエラーパターンを持つ屋内のＢＰＬ
Ｃ上でＴＣＰ通信を行う場合のスループットを分析した。その結果、ＴＣＰスループット
はＴＣＰ―ＡＣＫに基づく複雑な輻輳制御に影響されるが、データ送信側ＰＬＣモデムでの
バッファオーバフローの発生に因る複数ＴＣＰフロー共存時のスループットの不安定性の
問題を指摘し、そのモデムでのＴＣＰ－ＡＣＫに関するクロスレイヤー制御（ＰＬＣモデ
ムから見ると上位階層であるＴＣＰプロトコルを意識して制御を行うこと）を導入するこ
とで、その不安定性を改善する手法を提案した。一方、本章では、同様に屋内のＰＬＣ上
でのＴＣＰ通信を対象とするが、ここではＢＰＬＣに加えてＮＰＬＣを補助的に利用する
ことで、ＢＰＬＣ単一使用での限界を超えて、ＴＣＰスループットを向上する手法を追求
した。本手法では、データ送信側ＰＬＣモデムとデータ受信側ＰＬＣモデムが前述したＢ
ＰＬＣとＮＰＬＣの 2 種類の伝送媒体を利用できるため、データ受信側ＰＬＣモデムにお
いて、ＴＣＰ－ＡＣＫ送信に利用する伝送媒体選択のためのクロスレイヤー制御を導入し
[2]、次にＢＰＬＣとＮＰＬＣの選択タイミングについても検討した。具体的には、ＴＣＰ
－ＡＣＫストリームをＢＰＬＣからＮＰＬＣに状況に応じて適応的にオフロードし、双方
のストリームを片方向通信に限定しパケット衝突を回避した。また、ＰＤＵ伝送レートが
ＢＰＬＣに比べて著しく低いＮＰＬＣがボトルネックにならないように、ＴＣＰ－ＡＣＫ
フィルタリングを適用することにより、最終的なＴＣＰスループットの向上を実現した。
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本研究では全てパケットレベルのネットワークシミュレーターを使用したデータに基づ
き分析・評価する。これは、以前の論文[1]でＢＰＬＣ用に開発したものをＢＰＬＣ・ＮＰ
ＬＣデュアルに拡張したシミュレータであり、様々な実環境で測定した物理伝送レートや
エラーパターンを入力パラメタとして取り込み、NS-2[21]上で動作する。以降、５．２節
でＢＰＬＣとＮＰＬＣの概要を説明し、５．３節ではシミュレーションの方法について記
述する。次に５．４節では提案する各方式の概要を説明した上で、基本特性を示す。次の
５．5 節では、ＰＬＣとＮＰＬＣの切替タイミングの決定方法について説明し、その基本特
性を示す。５．6 節では、様々な環境での性能を示した上で、最後に５．7 節で本研究をま
とめる。
５．２ 非対称全２重方式とハーフシンボルＮＰＬC
現在出荷されるモデム製品は、ＢＰＬＣおよびＮＰＬＣ単独で使用されており、その応用
も異なる。この第５章は、ＴＣＰスループットの向上を目的としており、製品化はされて
いないが、元来存在してしかるべき全２重ＰＬＣモデムを想定している。第４章では、Ｂ
ＰＬＣ単独でＴＣＰスループットの複数フロー間調整をテーマにしたが、第５章はＴＣＰ
スループットの向上のため、ＢＰＬＣとＮＰＬＣを同時に使用する非対称全２重モデムを
採用することが有効である。
第２章で説明したＢＰＬＣとＮＰＬＣが使用する帯域を図５．1 に表示する。ＢＰＬＣ
とＮＰＬＣの中間帯域は、ＡＭ中波ラジオの帯域なので出力は出せない規定である。ＢＰ
ＬＣとＮＰＬＣが全く帯域を異にしているので、下りをＢＰＬＣにまた下りにＮＰＬＣを
使用する全２重通信が可能である、但し速度が 1000 倍近い差があり、非対称な速度なので、
非対称全２重ＰＬＣモデムとした。
図５．1 ＢＰＬＣとＮＰＬＣの周波数帯域
この非対称な速度がどの程度ＴＣＰスループウトに影響するかを、シミュレーションで
確かめる際に、他のＮＰＬＣモデムを採用した場合どうなるかも、シミュレーションした。
その仮想ＮＰＬＣモデムも以下に定義する。この仕様はあくまでも仮想モデムであり、標
準案として提案されている訳ではない。第２章のＮＰＬＣの仕様との違いを、表５．１に
記載し、ＰＤＵ構成を図５．２に記載する。名称をハーフシンボル（ＨＳ）ＮＰＬＣとす
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る。このハーフシンボルＮＰＬＣは、標準ＮＰＬＣのプリアンブルやＦＣＨ (Frame 
Control Header) を簡素化することで１ＰＤＵ当たりのオーバヘッドを極小化した仮想的
な仕様である。例えば、40 バイトのＴＣＰ－ＡＣＫをＮＰＬＣで伝送する場合、そのデー
タを１ＰＤＵで伝送し、それに対するＰＬＣ－ＡＣＫを待つ時間が４分の１まで削減でき
る。
ＮＰＬＣは２つの規格ともに、物理層での再送機能は存在しないが、ＦＣＨでのＰＬＣ―
ＡＣＫ／ＮＡＣＫの返送機能がＭＡＣ層で動作しており、再送機能がないＰＬＣ―ＡＣＫは
存在する。ハーフシンボルＮＰＬＣも、その機能を継承し、ＰＬＣ－ＡＣＫを使用する。
表５．１ ハーフシンボルＮＰＬＣの物理層仕様
サンプリング周波数 1.2MHz
ＦＦＴポイント数 128
CP/Overlapped Sample 16/0
サブキャリア本数(FCC) 32
周波数帯域(FCC) 103-393KHz
Preamble/FCH/DATA 
Symbols
6/0/12
サブキャリア変調方式 QPSK,Double robust
１ＰＤＵ時間長 1.92ms
最大データ速度 200.0Kbps
    P:Preamble/D:Data symbols
図５．２ ハーフシンボルＮＰＬＣのＰＤＵ構成図
５．３．ＴＣＰスループットのネットワークシミュレーション
５．３．１ ＰＬＣ通信のエラー/ノイズ特性
雑音のレベルが変化すると、ＢＰＬＣはセッション途中であっても、自動的にＰＤＵ伝
送レートを変化させる。一方、ＮＰＬＣはセッションが開始されれば、雑音レベルに応じ
て自動的に変化させる機能は無い。
ＢＰＬＣのＰＤＵ伝送レートは、信号と雑音の信号比ＳＮでほぼ決定されるが、受信側
近傍で発生させる雑音レベルを一定で考えれば、回線長や回線分岐数に依存した信号減衰
値がＳＮを決定することになる。ただし、受信端近くでの雑音発生パターンは、白色性雑
音とは限らない。電力線で発生する雑音パターンは 50/60Hz の電源周波数に同期している
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ことが多く、ＰＬＣ通信では重要な項目である。
電源周波数に同期して発生するパケット誤り率の例を図５．３に表す。
水平軸単位 ｍｓ 左端 ６０Ｈｚの上り零交差時
左垂直軸 パケット数：赤色／エラー、黒色／正常
右垂直軸 エラー率（％）：青色
図５．３ 電球型蛍光灯（タイプ１）雑音時のパケットエラー率
これは、ＢＰＬＣの実機を、宅内配線で動作させた時のパケット誤り率を 60Hz の上り零
交差時を規準として 0.2m 秒単位で測定した観測結果である。この時の受信端近くには、電
球型蛍光灯が設置されていた、このタイプの雑音をタイプ１と名付ける。特徴は 60Hz の電
源周波数に強く依存したパターンであり、上り零交差時から 0m 秒、3m 秒、8m 秒、11m
秒の時点では 100%パケットが誤る。
次に図５．４には、別のパケット誤り率パターンを表示する。この図５．４は、受信端
近くにハロゲンランプを付けた場合である。このパケットエラーパターンの雑音をタイプ
２雑音と名付ける。特徴は、タイプ１に比べれば、平均的なパケット誤り率を持ち、60Hz
信号のあるタイミングで 100%誤ることは無い。
水平軸単位 ｍｓ 左端 ６０Ｈｚの上り零交差時
左垂直軸 パケット数：赤色／エラー、黒色／正常
右垂直軸 エラー率（％）：青色
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図５．４ ハロゲンランプ（タイプ２）雑音時のパケットエラー率
この２つのタイプのノイズ源とアッテネータを組み合わせてＢＰＬＣの実機でＰＤＵ伝
送レートを測定した結果を表５．２にまとめる。このＰＤＵ伝送レートは、１ＰＤＵを送
信する際のＢＰＬＣの伝送レートを表している。同時に同じ条件で測定したパケットエラ
ー率を表５．３に記載する
表５．２ ＢＰＬＣのＰＤＵ伝送レート[Mbps]
System 信号減衰（dB）
Noise 0dB 15dB 25dB 35dB
ノイズ
源
Type 1 131.2 121.5 / 118.5
Type 2 127.0 68.8 31.1 15.3
Noise 45dB 55dB 65dB 75dB
Type 1 77.3 67.6 23.7 10.4
Type 2   8.4    /    /    /
                               ‘/’ は未測定
表５．３ ＢＰＬＣの PLC-SDU 誤り率 [%]
System 信号減衰 (dB)
Nose 0dB 15dB 25dB 35dB
BPLC
PHY.
Type1 27 17 / 15
Type2 7 6 23 44
Noise 45dB 55dB 65dB 75dB
Type1 37 49 56 54
Type2 89    /    /    /
                               ‘/’ は未測定
タイプ１のエラーパターンでは、パケット誤りが発生しない区間が、4m秒の幅で存在する。
そのためＰＤＵが4m秒以下の長さであれば、通信が可能となり、ＳＮが多少劣化しても、
ＰＬＣ―ＡＣＫによるＰＤＵ再送が可能であるから、アッテネータを75dB挿入しても、通
信は継続される。ＢＰＬＣが、１ＰＤＵの最長区間を5m秒と規定しているのは、このよう
な60Hz電源周波数の半波長が8.3m秒であることを考慮している。
それに対しタイプ２のパターンでは、ＳＮが増加すると、全区間で誤りが生ずるので、
アッテネータ 45dB あたりから急激にパケット誤りが増加するのがわかる。
５．３．２ シミュレーション環境
- 73 -
今回ＴＣＰスループットをＮＳ－２シミュレータを用いて測定する。ＢＰＬＣに関して
は３.１節で取得した、各「信号減衰」と、「雑音発生源」の環境下で測定した「ＰＤＵ伝
送レート」と「パケットレベルのエラー率」をシミュレーションに組み込んだ上でＴＣＰ
スループット性能を測定した。一方でＮＰＬＣについては、表２．３及び５．１に記載し
た「ＰＤＵ伝送レート」に加え、３.１節で取得したＢＰＬＣのエラー率をＮＰＬＣのエラ
ー率として利用する。ＮＰＬＣのエラー率は、別途測定すべきだが、ＦＣＣ対応のモデム
が未調達であり測定できていない。
ＮＳ－２はイベントドリブンでネットワーク上の通信をシミュレートするネットワーク
研究者に広く使われてフリーソフトであり[21]、元はＤＡＲＰＡ，ＮＳＦのプロジェクト
で開発された。特に、パケットレベルのフローシミュレーションに適している。
本実験で用いたネットワークトポロジを図５．５に、加えて、ＴＣＰ、ＢＰＬＣ／ＮＰ
ＬＣ、その他に関するパラメータを表５．４にまとめる。
図５．５ シミュレーショントポロジ
表５．４ シュミレーションパラメータ
シミュレーション時間 150 sec
Ethernet 伝送レート/遅延 100Mbps/0.3ms
Ethernet パケットサイズ
(TCP セグメントサイズ)
1500 bytes
(1460 bytes)
ＴＣＰ アルゴリズム NewReno+SACK
広告ウインドウサイズ 1024 packets
ＢＰＬＣ送信キューサイズ 256 packets
ＢＰＬＣ受信キューサイズ 256 packets
ＮＰＬＣ送信キューサイズ 32 packets
ＮＰＬＣ受信キューサイズ 32 packets
このシミュレーションでは、ＢＰＬＣとＮＰＬＣを同時に使用するが、異なる周波数帯を
利用するため、回線としての電力線は１本となる。その結果、トポロジ内の 2 台のＰＬＣ
モデムは、ＢＰＬＣ／ＮＰＬＣを同時に利用できるため、通信性能の面からみると非対称
ではあるものの、全２重通信を提供可能なＰＬＣモデムとなる。各モデムは TCP送信ＰＣ
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と受信ＰＣと物理伝送レートが 100Mbps の Ethernet ケーブルで接続される。なお、ＴＣＰ
においては、Newreno+SACK アルゴリズムを採用するが、Delayed ACK は採用しない。
５．４ 提案手法と基本特性評価
提案手法では、非対称な通信特性を持つＢＰＬＣとＮＰＬＣを同時に使用することで全
２重通信を提供する。そこで、TCP sender から TCP receiver にむけた TCP 通信に着目し、
TCP-DATA パケットの転送には高速物理伝送レートの提供可能なＢＰＬＣを用い、TCP 
receiver から TCP sender への TCP-ACK パケットの転送には、ＮＰＬＣを使用する。
ただし、ＴＣＰ通信開始直後から TCP-ACK の送信にＮＰＬＣを用いると、ＮＰＬＣの低
いＰＤＵ伝送レートによって TCP-ACK が TCP送信側に効率的に返送されず TCP-DATA パケッ
トの送信量を効率的に増加できないと言った問題が発生する。そこで、本研究では、TCP通
信開始後、十分に送信量が増加するまではＢＰＬＣを TCP-ACK の返送にも使用し（半二重
通信）、通信開始後一定時間経過（6 秒で固定）した時点で、TCP-ACK の返送をＢＰＬＣか
らＮＰＬＣにオフローディングし、非対称全２重通信モードに切り替える。適切な切り替
えタイミングは通信環境に応じて変化すると予想されるが、タイミングの決定方法、及び
決定時の通信性能については 5 節で詳細に記述する。
５．４．１ 提案手法
本研究では、非対称なＢＰＬＣとＮＰＬＣを併用する全２重通信方式を提案するだけで
なく、その通信形態上で、ＴＣＰ通信性能を向上させるために、ＮＰＬＣに対して、(1) ACK
フィルタリングと、(2)５．２節で説明したハーフシンボルＮＰＬＣによる高速伝送、の二
つの技術を適用する。なお、ＡＣＫフィルタリングとはＮＰＬＣに到着する各フローの最
大のＡＣＫ番号を持つＴＣＰ－ＡＣＫのみを保持し、それ以外のＴＣＰ－ＡＣＫは廃棄（フ
ィルタリング）する事を指す。そこで、そのぞれぞれの有効性を評価するために、以下の
４つの方式の通信性能を調査した。
 Ｂ方式  ：ＢＰＬＣのみを使用する従来方式。この場合、TCP-DATA, TCP-ACK ともに
ＢＰＬＣを利用するため、半二重通信となる
 ＢＮ方式 ：ＢＰＬＣとＮＰＬＣを同時に使用する非対称全２重方式
 ＢＮ＋ＡＦ方式：ＢＮ方式に加えて、ＮＰＬＣモデムにおいてＡＣＫフィルタリング
を適用する主砲
 ＢＮ＋ＡＦ＋ＨＳ方式：ＢＮ＋ＡＦ方式に加えて、ＮＰＬＣのデータ転送にハーフシ
ンボルＮＰＬＣ規格を適用する手法
５．４．２ 各方式の基本特性評価
次に各提案手法の基本特性を評価するために、良好な通信環境におけるＴＣＰスループ
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ット性能を調査し、その要因について検証する。なお、良好な通信環境とはタイプ１雑音
の 0dB の場合を指す。ＴＣＰスループットは、通信開始 50 秒から 150 秒までの 100 秒間の
平均スループットを指す。なお、Ｂ方式以外は、通信開始６秒で、非対称全２重通信にス
イッチしている。
良好な環境でのＴＣＰの性能を分析するにあたっては、スループットやＣＷＮＤ、ラウ
ンドトリップタイム（ＲＴＴ）、PLC モデムの送信キューサイズなどの指標の時間的変化に
注目する必要がある。そこで良好な環境における各手法の指標の時間変化を図５．９から
図５．１３に表示している。
５．４．２．１ Ｂ方式のスループット
最初にＢＰＬＣだけを半２重通信に用いるＢ方式の複数個のＴＣＰ－ＤＡＴＡによって
構成される１ＰＤＵパケットの送信に必要なパケット順序および、時間長を図５．６．ａ
に記載する。
図５．６．ａ Ｂ方式のＰＤＵ信号時間長
ＢＰＬＣ方式の性能は、図５．９から５．１３において、赤線で表示されている。図よ
り、他手法において全二重通信へと切り替える 6 秒以降のＴＣＰスループットは、約78Mbps
と安定している事がわかる(図５．９の赤線)。まずこのＴＣＰスループットから、図５．
６．ａで表す 1ＰＤＵのデータ送信のための基本単位時間を計算する。ＢＰＬＣは 31 個の
ＳＤＵをまとめて送信し、それに対するＰＬＣーＡＣＫ、ＴＣＰーＡＣＫ、さらにそのＰ
ＬＣーＡＣＫも３１個まとめて転送される。Ethernet フレームの MTU サイズ(ＳＤＵサイズ
と同義)は 1500 バイトであるが、ＩＰヘッダ、ＴＣＰヘッダサイズが最大で 60 バイトと考
えると、31ＳＤＵあたり 30個のＴＣＰセグメント（ＭＳＳ）に相当すると考えていい。30
個のＴＣＰセグメントは、30*1500*8=360k ビットなので、78Mbps はこの基本単位が１秒間
に 216.6 回繰り返されることになる。つまりこの基本単位時間は 1/216.6 秒=4.6m 秒の長さ
となる。このとき、ＣＷＮＤは、輻輳回避モードによって 150と 300 の間を周期的に変動
している事がわかる（図５．１０）。これより、ＣＷＮＤが 300 に到達した時点でパケット
ロスが発生することがわかり、その時点でのＲＴＴやＰＬＣモデムの送信キュー長なども
合わせて推測すると、
 ＣＷＮＤ＝300(図５．９）
 ＲＴＴ＝44m秒（図５．１０）
 ＢＰＬＣ１の送信キュー長
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＝50 から 250 で変動（図５．１１）
 ＢＰＬＣ２の送信キュー長
   ＝20から 150 で変動（図５．１２）
となっている事がわかる。ここでＲＴＴが44m秒ということは、基本単位時間に換算すると、
9.56回、つまり9.56ＰＤＵを送信できる時間となり、パケット（ＳＤＵ）数に換算すると
286パケットとなる。一方でパケットロスは、ＢＰＬＣ１の送信キューのオーバーフローに
起因していると判断できるので、ＢＰＬＣ１の送信キュー256と基本単位時間あたりの30パ
ケットを合計した値とほぼ一致している上、ＣＷＮＤ値の300とも整合があう。送受信間の
End-to-EndパスのボトルネックはＢＰＬＣまたはＮＰＬＣモデム間にある。よって、ボト
ルネックＰＬＣの送信キューがあふれる直前にTCPのスループットが最大になり、RTT値も
最大となる。本研究では以降、RTT値が最大となりEnd-to-Endパスの最大転送能力を提供可
能な状態を「最大パケット転送状態」と定義する。Ｂ方式における最大パケット転送状態
を、図５．６．ｂに示す。
図５．６.ｂ Ｂ方式での最大パケット転送状態図
この良好な環境での特徴は、パケットロスの要因が、ほとんど全てＢＰＬＣ１の送信キュ
ーのオーバーフローに起因しており、ＰＬＣ上の雑音が原因のパケットロスはＴＣＰ層で
は認識されていない。もし発生したとしても、ＰＬＣ上で交換されるＰＬＣ－ＡＣＫによ
って、パケットロスを認識し、2000m秒間の間、再送がくりかえされるため、確実に修復さ
れており、ＴＣＰレイヤではロスが発生していない。特にタイプ１雑音によるビット誤り
は、ほぼ次のＴＣＰ－ＤＡＴＡの再送で修復されるほど低いので、ＴＣＰレイヤでは、意
識することがない。
５．４．２．２ ＢＮ方式のスループット
ＢＮ方式は、通常のＴＣＰフローで送受信するＴＣＰーＡＣＫのみを単純にＮＰＬＣに
オフロードした非対称全２重通信である。ＴＣＰコネクション確立、及び確立後6秒間はＢ
方式で通信を行い、その後、ＴＣＰ－ＡＣＫをＮＰＬＣにオフロードする方式である。図
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５．７．ａにＢＮ方式において複数個のＴＣＰパケットが構成する1ＰＤＵパケットの送受
信順序/長を表す。Ｂ＋Ｎ方式の通信性能を図５．９から５．１３において紫線で示す。
図５．７．ａ ＢＮ方式の１ＰＤＵ送信時間長
単純にＴＣＰ－ＡＣＫをＮＰＬＣへオフロードすると、ＢＰＬＣのみを用いたＢ方式に比
べ、スループットが6Mbpsと大幅に低下する。図５．７．ａを見ると、ＴＣＰ－ＤＡＴＡの
転送時間は変わらないが、ＴＣＰ－ＡＣＫがＮＰＬＣにオフロードされたため、転送時間
が１ＰＤＵ＋ＰＬＣ－ＡＣＫで12.4m秒を必要となり、しかもＮＰＬＣでは連結転送は行わ
ず、１パケットに１つのＡＣＫしか搭載されないので、明らかにＮＰＬＣのＴＣＰ－ＡＣ
Ｋの転送速度がボトルネックとなることがわかる。送信キューも殆ど空の状態である（図
５．１２）。例えば、ＢＰＬＣ側で３０個のＴＣＰ－ＤＡＴＡパケットを１ＰＤＵとして送
信した場合、ＮＰＬＣでは30個のＴＣＰ－ＡＣＫを返送するために30個のＰＤＵの転送が
必要となる。ＮＰＬＣ上ではＴＣＰーＡＣＫを80パケット／秒（1/0.0124秒）しか返せな
いため、NPLCにおいてＴＣＰ－ＡＣＫパケットがキューあふれによってロスしている。TCP
送信側では、このＮＰＬＣでのキューあふれにより、out-of-orderのＡＣＫ番号を持つＴ
ＣＰ－ＡＣＫを受信することになるが、ＴＣＰではACK番号が最大のパケットまで受信した
と判断するため、NPLCから受信するTCP ACKのみから判断可能なスループット（1500バイト
*80=約1Mbps）よりも大きなスループット（約6Mbps）を実現できている事が分かる。この
ＢＮ方式のときの、最大パケット転送状態を図５．７．ｂに表示する。
図５．７．ｂ ＢＮ方式での最大パケット転送状態図 (ACK オフロード時)
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５．４，２．３ ＢＮ＋ＡＦ方式のスループット
前節の実験結果から、ＴＣＰ－ＡＣＫをＮＰＬＣに単純にオフロードしただけでは、Ｔ
ＣＰスループットが低下することが分かった。そこで、この性能劣化を防止するために、
ＡＣＫフィルタリング[36]を採用する。ＡＣＫフィルタリングは、図５．５のＮＰＬＣモデ
ム３で実行し、迅速なＴＣＰ－ＡＣＫ伝送に不必要なＴＣＰ－ＡＣＫを意図的にキューか
ら削除する。これにより、ＮＰＬＣのＰＤＵ伝送レート不足が原因の輻輳状態を回避でき
る。この方法は、重複ＡＣＫに伴うファストリトランスミットやファストリカバリなどの
再送時を除き、既存のＴＣＰ輻輳制御と矛盾することはない。通常転送時には、ＴＣＰ送
信側では、受信するＴＣＰ―ＡＣＫのシーケンス番号がスキップしていても、最大のＡＣ
Ｋシーケンス番号までは正常に受信できたものと判断する。そのため本手法では、ＮＰＬ
Ｃのモデム３は、送信キューに蓄積された最新（最大のＡＣＫシーケンス番号をもつ）の
ＴＣＰーＡＣＫパケットのみをキューに格納する。このＢＰＬＣ／ＮＰＬＣ非対称全２重
通信にＡＣＫフィルタリングを適用した方式を、ＢＮ＋ＡＦ方式と呼ぶ。ＢＮ＋ＡＦ方式
を適用して、測定した結果を図５．９から５．１３の緑線で示す。
図より、良好な環境でのＢＮ＋ＡＦ方式の 100 秒間の平均スループットは、84,4Mbps で
ある。これはＢ方式のスループットを約 10%上回り、ＢＮ方式の１４倍のスループットを実
現しており、ＡＣＫフィルタリングの効果が現れている。特にＢＮ方式ではＮＰＬＣでバ
ッファあふれが頻発し、ＲＴＴも極めて大きな値となっていたが、ＢＮ＋ＡＦ方式では、
ＲＴＴ（図５．１２）は約 30m 秒で安定しており、ＣＷＮＤ(図５．１０)は 150 秒までは
緩やかに増加し、パケットロスは発生していないことがわかる。この場合、NPLC から受信
するＴＣＰ－ＡＣＫの個数は BN 方式と BN+AF 方式と変わらないため、CWND 値はあまり変化
しない。加えて、ＡＣＫフィルタリングによってＮＰＬＣのキュー長が短く保たれつつ、
最新のＴＣＰ－ＡＣＫ番号のパケットのみがＮＰＬＣによってＴＣＰ送信側に返送される
ため、受信するＡＣＫ番号の増加幅が大きくなり、結果的にＢ方式よりも高いスループッ
トを提供できていると考えられる。
しかし、図５．１０や図５．１２からも分かるように、ＣＷＮＤもＲＴＴ値も少しずつ
増加しているため、いずれバッファオーバフローによるパケットロスが発生することにな
る。そこでＢＮ＋ＡＦ方式が可能な最大スループット、つまりバッファオーバフローが発
生する直前のスループット、を計算する。ＢＰＬＣのＴＣＰ―ＤＡＴＡは、Ｂ方式で説明
したように、3.8m 秒必要とし、そのＰＬＣ―ＡＣＫ0.2m 秒を足しても、4.0m 秒で転送が可
能である。Ｂ方式では基本時間単位は 4.6m 秒だったが、Ｂ＋Ｎ方式以降では、ＡＣＫはＮ
ＰＬＣにオフロードしているので、ＢＰＬＣ側は 4.0m 秒で 30 パケット=360k ビットが転送
でき 360k ビット/0.004 秒=90Mbps 程度が可能となる。図５．９を観測しても、150 秒の段
階では、85Mbps と、まだＴＣＰスループットは増加途上にあるが、今後はバッファオーバ
フローが発生する直前では、90Mbps まで増加すると予想される。このバッファオーバフロ
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ーの発生直前での最大パケット転送状態図を図５．７．ｃに記載した。
図５．７．ｃ ＢＮ＋ＡＦ方式での最大パケット転送状態図  (ACK オフロード時)
５．４. ２．４ ＢＮ＋ＡＦ＋ＨＳ方式のスループット
  前節では、ＢＮ方式にＡＣＫフィルタリングを適用するＢＮ＋ＡＦ手法によって、Ｐ
ＤＵ伝送レートを向上できることがわかった。そこでＮＰＬＣによってＴＣＰ－ＡＣＫを
伝送するのに 12.4m 秒とＴＣＰ－ＤＡＴＡの伝送時間の 4.0m 秒にくらべて 3 倍以上の時間
を占めているため、ＰＤＵ伝送レートを低下させることなく、ＴＣＰ－ＡＣＫの伝送遅延
を短くすることが可能なハーフシンボルＮＰＬＣ（ＨＳ－ＮＰＬＣ）を提案し、その有効
性をシミュレーションによって評価した。１ＰＬＣ－ＰＤＵの伝送に要する順序/時間長を
図５．８．ａに記す。
図５．８．ａ ＢＮ＋ＡＦ＋ＨＳ方式のＰＤＵ信号時間長
このＢＮ＋ＡＦ＋ＨＳ方式でも、通信開始後６秒までは、ＢＰＬＣを用いるが、6 秒後か
らＴＣＰ―ＡＣＫをＨＳ―ＮＰＬＣにオフロードする。図５．９から５．１３の青線にて、
ＢＮ＋ＡＦ＋ＨＳ方式の性能を示す。図より、全二重通信を開始した直後に、93Mbps のス
ループットが得られていることがわかる。この時点における最大パケット転送状態図を書
いたのが、図５．８．ｂである
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図５．８．ｂ ＢＮ＋ＡＦ＋ＨＳ方式での最大パケット転送状態図（ＡＣＫオフロード時）
ＨＳ―ＮＰＬＣにおける１ＰＤＵの伝送時間はＰＬＣ－ＡＣＫの受信完了までで 3.84m
秒となり、ＢＰＬＣの１ＰＤＵの送信時間である 4.0m 秒とバランスしている。通信開始 6
秒後にＡＣＫがＨＳ－ＮＰＬＣにオフロードされた直後の状態は、
 ＴＣＰスループット＝93Mbps（図５．９）
 ＣＷＮＤ＝300(図５．１０）
 ＲＴＴ＝30m秒（図５．１１）
 ＢＰＬＣ１の送信キュー＝30から 110（図５．１２）
となっており、ＲＴＴ＝30m秒から想定できるＢＰＬＣ
１の送信キューの最後のパケット番号を計算すると、4m 秒パケットが 7.5 個送りだされた
ので、合計は 225=30*30/4 ぐらいである。回線上には 4m 秒の間 61 個のパケットが存在す
るから、ＢＰＬＣ１の送信キューには 160 個のパケットが蓄積されていると想定できる、
しかしこれは実際にはＮＰＬＣ２の送信キューとの合計であるので、160 以下を変動してい
るのは了解できる。
ここで、ＴＣＰ－ＡＣＫをＨＳ－ＮＰＬＣにオフロードした時の、ＢＰＬＣ１の送信キ
ューサイズに着目すると、ＢＮ＋ＡＦ方式と比較して 30 以上大きい値となっているため、
ＢＰＬＣ１において、常に 31 個のＳＤＵによって１ＰＤＵを構築できていることが予想さ
れる。その結果、ＴＣＰスループットが素早く向上できると予想される。これに対しＢＮ
＋ＡＦ方式では、ＴＣＰ－ＡＣＫをＮＰＬＣへオフロードした時に、ＢＰＬＣ１の送信キ
ューサイズが 50 以下、時には 30 を下回っていることがわかる。もしキュー長が 30 を下回
る場合、ＢＰＬＣ１は最大数（31）のＳＤＵによって１ＰＤＵを構築することができない
ため、最大スループットを提供できない。つまり、ＢＮ＋ＡＦ方式を用いた際に切替時点
でＢＰＬＣ１送信キューサイズが小さいことが問題である。
- 81 -
図５．９ 良好な環境でのＴＣＰスループット（150 秒）（切替 6 秒）
図５．１０ 良好な環境でのＣＷＮＤ（150 秒）（切替 6 秒）
図５．１１ 良好な環境でのＲＴＴ（150 秒）（切替 6 秒）
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図５．１２ 良好な環境でのＢＰＬＣ１送信キューサイズ（150 秒）（切替 6 秒）
図５．１３ 良好な環境でのＢＰＬＣ２送信キューサイズ（150 秒）（切替 6 秒）
５．５ 適切なＮＰＬＣ切替タイミングについて
前述したように、提案手法ではＴＣＰ－ＡＣＫパケットの返送をＮＰＬＣに切り替え、
それによって、ＴＣＰ－ＤＡＴＡがＢＰＬＣの全帯域を使えるようになることと、ＴＣ
Ｐ－ＡＣＫの個数が減り、送信側ＴＣＰでのＣＷＮＤの増加が極めて遅くなり、結果と
してＢＰＬＣ送信キューでの不要なあふれ（パケットロス）の発生を抑止することによ
って、ＴＣＰスループットの向上と安定を目指している。よって、切替時に、ＢＰＬＣ
送信キューや送信側ＴＣＰのＣＷＮＤが適度に大きいことが、提案手法の有効性を発揮
する条件となる。つまり、切り替え時点でＢＰＬＣの可用帯域は増加し、同時にＣＷＮ
Dの増加が止まるが、そのような状況でも可用帯域を安定的に利用できる必要がある。
4節ではＮＰＬＣに切り替えるタイミングを通信開始後「6秒」と固定して性能評価を
行った。しかし、ＮＰＬＣへの切替タイミングは環境によって異なるため、動的なタイ
ミング決定方法を新たに考案する。
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ＴＣＰ－ＡＣＫの送信先ネットワークをＮＰＬＣへ切り替えるのは、ＴＣＰ－ＡＣＫ
を送信する「受信側ＰＬＣモデム」が適切である。しかし、提案する非対称全2重通信
によって通信性能が向上するのは、切り替え時点においてＢＰＬＣ送信キューや送信側
ＴＣＰのＣＷＮＤが適度に大きい場合に限られ、そのような送信側の内部的状態を受信
側ＰＬＣモデムが直接知ることはできない。そこで、ＴＣＰ－ＤＡＴＡパケットの送信
量が十分に大きく、スループット性能が安定している時は上記の状態にある可能性が高
いと考え、受信側ＰＬＣモデムが受信するＴＣＰ－ＤＡＴＡパケットの受信状況からＴ
ＣＰ送信量を推定し、ＮＰＬＣへの切り替えを決定する方式を提案する。
そこで本研究では、受信側ＰＬＣモデムにおいてPLC制御を行うレイヤとトランスポ
ートレイヤ間のクロスレイヤ制御を導入し、受信側ＰＬＣモデムが受信するＴＣＰ－Ｄ
ＡＴＡパケットのシーケンス番号の遷移を元に切り替えの判断を行う手法を提案する。
提案手法では、受信側ＰＬＣモデムは受信したＴＣＰ―ＤＡＴＡパケットのTCPシー
ケンス番号の内、
A) 連続して届いているパケットの最新（大）番号
B) 不連続パケットも含めた最新（大）番号
の二つを常に記録する。つまり、通信中は常にA <= Bとなる（連続受信時はA=B, ロス
時はA<B）。
ここで記録していた値がA < Bとなる、つまり、パケットのロスもしくはリオーダに伴う不
連続到着が発生した場合、受信ＰＬＣモデムでは、その不連続がPLC上での伝送エラーに依
るものかどうかは、受信PLCモデムにおいて判断できるものとする。加えて、ロスした
PLC-SDUパケットの再送タイムアウトの発生の有無も受信ＰＬＣモデムにおいて検知でき
ることを仮定する
まず、提案するＮＰＬＣへの切り替え決定手法の制御を説明するために、記録してい
るAとBの関係性から以下の６つの状態を定義する。
 (S1) A==B
 ＴＣＰ－ＡＣＫはBPLCで転送
 (S2) A<B
 ＴＣＰ－ＡＣＫはBPLCで転送
 (S3)A<B
 ＴＣＰ－ＡＣＫはBPLCで転送
⇒ NPLCへの切替準備1
 (S4) A==B
 ＴＣＰ－ＡＣＫはBPLCで転送
⇒ NPLCへの切替準備２
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 (S5) A==B
 ＴＣＰ－ＡＣＫはNPLCで転送
 (S6)A < B
 ＴＣＰ－ＡＣＫはNPLCで転送
TCP通信開始直後は状態(S1)となる。その後、S1において、受信したパケットの不連
続生が発生し、A != Bとなった時点で、要因を判断し、要因に応じて状態を遷移する。
 PLC伝送失敗が原因でない場合
⇒送信側PLCモデムのバッファあふれによるロスと判断し、状態(S3)に遷移し、NPLC
への切替準備の第一段階に入る。また、その際の時刻をT1 として記録する。
 ＰＬＣ伝送路上の伝送エラーが要因の場合
⇒状態(S2)に遷移する。
状態(S2)では、すべての伝送エラーによるロスに対して、PLC（必要であればTCP）レ
ベルの再送によって、再度 A ==B に戻った時点で、状態(S1)へと戻る。
次に状態(S3)では、遷移後に受信側ＴＣＰがＴＣＰ－ＤＡＴＡパケットを受信する度
に重複ＡＣＫを返送する。その結果、送信側ＴＣＰは重複ＡＣＫを基にロスパケットを
把握し、ファストリトランスミットによってロスパケットの再送を行う。これは前述の
B値の増加が停止することで検知できる。提案手法ではこの時刻をT2 とする。ここで（T2
―T1）の値は送信ＰＬＣモデムのキューが最大の場合のＲＴＴ値となるため、この値を
基準値Ｄとして記録する（図５．１４）。
図５．１４ Ｔ１，Ｔ２の位置
以降、Ｄ値に基づき基準スループットＲを次式により算出する。
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その後、受信PLCモデムは受信するTCP-DATAパケットのシーケンス番号から、全ロス
パケットの再送が完了した事をA == Bとなった時点で把握し、その後、NPLCへの切替準
備の第2段階である状態(S4) へと遷移する。
状態(S4)では、受信ＰＬＣモデムが上述のD (最大RTT値)とR (基準スループット)を
用いて、ＴＣＰ－ＡＣＫのＮＰＬＣへの転送切り換えタイミングを計る。具体的には、
Ｄ秒間隔毎の平均スループットW（(D秒間隔の通過データ量)/D）を8区間(8D時間)分算
出し、n番目の時間区間における、
 過去3区間の平均スループット（移動平均値） Mn
 過去8区間内の偏差 an
とを算出する。
 Mn = (W(n-2)+W(n-1)+Wn)/3
 Gn = max{Mn, M(n-1), ..., M(n-5)}
 Ln = min{Mn, M(n-1), ..., M(n-5)}
 W*n = average{Wn, W(n-1), ..., W(n-7)}
 an=(Gn - Ln) / W*n
この偏差anとMnに関して、以下の切替条件を満足した時点で、切替タイミングと判断
した上で、状態(S5)へ遷移し、以降、ＴＣＰ－ＡＣＫパケットをＮＰＬＣ上に返送する
ように切り替える。
1. 偏差anが10%以上の値を連続X回（デフォルト値は６回）継続した時点で、
 Mnが90%以上なら切り換え
 90%未満なら次回へ持ち越し
2. 偏差anが10%以上の値を連続X2回（デフォルト値は10回）継続した時点で、
 Mnが75%以上なら切替
 75%未満なら次回へ
3. 偏差anが10%未満の値を連続Y回（デフォルト値は4回）継続した時点で、
 Mnが90%以上なら切り換え
 90%未満なら次回へ持ち越し
4. 偏差anが10%未満の値を連続Y2回（デフォルト値は7回）継続した時点で、
 Mnが75%以上なら切替
 75%未満なら次回へ
5. 偏差anが5%未満の値を連続Z回（デフォルト値は3回）継続した時点で、
 Mnが90%以上なら切り換え
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 90%未満なら次回へ持ち越し
6. 偏差anが5%未満の値を連続Z2回（デフォルト値は5回）継続した時点で、
 Mnが75%以上なら切替
 75%未満なら次回へ
一方で、上記の切換条件を満たす前に、再度A != B となった場合、つまり不連続パ
ケットが到着した場合に着目する。この場合、
 要因がPLC伝送エラーではない場合
⇒状態(S3) へと遷移し、再度、NPLCへの切替準備の第１段階に入る。この時刻が状態
(S4)でNPLCへの切換準備の第２段階に遷移してから8D時間以内の場合、DとR値は前回
の第2段階で測定した値を再利用する。8D以上経過している場合、再度DとR値を計算
する。
 要因がPLC伝送エラーの場合
⇒PLC上の再送によるロスパケットの回復によってA ==Bに戻るのを待つ。A == B にな
った時刻が、状態（S4）で切替準備の第2段階に遷移後、8D時間以内の場合、DとR値
は前回測定した値を再利用する。8D時間以上経過している場合、再度新たなDとR値を
計算する。一方で、PLCでの回復が不可能と判断された（PLC上のタイムアウト時間が
経過した）時点で状態(S2)に遷移し、TCPによる再送メカニズムによってロスパケッ
トの再送を行う。
状態(S5) において、受信PLCモデムで受信したTCPシーケンス番号がA != B、つまり
不連続パケットが到着したことを検知すると、パケットロスの要因別に以下の動作を行
う。
 PLC伝送エラーが原因ではない（PLC送信モデムのバッファオーバフロー）場合
⇒状態(S2) になり、それ以降のACKをBPLCで返す。
 PLC伝送エラーが原因の場合
⇒PLCレベルでのロスSDUの再送によって、A == B になるのを待ち、ACKの返送にNPLC
を用い続ける（状態(S6)）。一方、もしPLCでのSDU再送では回復ができないと判断（PLC
レベルのタイムアウト時間が経過）した時点で状態(S2)へと遷移し、それ以降のACK
をBPLCで返す。
以降、本節で提案したＴＣＰ－ＡＣＫのＮＰＬＣへの転送タイミング決定手法の有効
性を、様々な環境下で評価する。
５．６ 様々な環境下における提案手法の性能評価
5 節で提案したＮＰＬＣへの切替タイミングの決定手法を用いた際の各提案手法（Ｂ方
式、ＢＮ方式、ＢＮ＋ＡＦ方式、ＢＮ＋ＡＦ＋ＨＳ方式）のＴＣＰスループット性能を調
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査する。調査に当たっては、これまで同様に以下の二つのノイズ源を用いた。
 タイプ１（電球型蛍光灯）
60Hz の電源周波数に強く依存したパターンであり、上り零交差時から 0m 秒、3m 秒、8m
秒、11m 秒の時点では 100%パケットが誤る（図５．３）。
 タイプ２（ハロゲンランプ）
タイプ１に比べ、平均的なパケット誤り率を持ち、60Hz 信号のあるタイミングで 100%誤
ることは無い（図５．４）。
通信開始後 6 秒で切り替えた際の各手法のＴＣＰスループットを表５．５に示す。表５．
５より、通信開始後６秒で切り替えた場合、ＰＬＣの通信環境に依らずＢＮ＋ＡＦ方式と
ＢＮ＋ＡＦ＋ＨＳ方式によってＢ方式よりも通信性能を向上出来ている事が分かる。
表５．５ ＴＣＰスループット （通信開始後6秒切替時）
TCP throughput (Mbps)
環境 良好 普通 劣悪
B方式 75.25 44.32 2.10
BN方式 8.27 6.69 0.75
BN+AF方式 80.27 52.04 2.50
BN＋AF＋HS方式 91.57 52.55 2.49
赤字は、B 方式よりも速度が速い
表５．６ 自動切替による切替決定時刻
良好 普通 劣悪
切替時刻(s) 2.93 2.77 24.26
次に表５．６に５．５節で提案した切替時刻決定手法によってＮＰＬＣにＴＣＰ－ＡＣ
Ｋパケットの返送を開始した時刻を示す。表５．６より、提案手法によって、ＰＬＣ環境
に応じて異なる切替時間が決定出来ている事がわかる。一般に、ＰＬＣ環境が良好、及び
普通の場合、通信性能が迅速に安定して高い値まで増加するため、切替時刻が短く決定で
きている事がわかる。これに対し、ＰＬＣ環境が劣悪な場合には、通信性能が安定するの
に時間を要すため、25 秒程度と長い切替時間となっている事が分かる。次に、表５．６に
示す時刻にてＮＰＬＣへのＴＣＰ－ＡＣＫ返送を開始した際の提案全２重通信による通信
性能を表５．７に示す。
表５．７ ＴＣＰスループット （自動切り替え決定時）
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TCP throughput (Mbps)
環境 良好 普通 劣悪
B方式 75.25 44.32 2.10
BN+AF方式 83.52 49.86 2.43
BN＋AF＋HS方式 92.83 52.92 2.43
赤字は、B 方式よりも速度が速い
表５．５と表５．７に示している測定結果はいずれも、通信開始後 150 秒間の平均スル
ープットである。表５．５と５．７を比較すると、ＰＬＣ通信性能が良好な場合、自動切
り替えを行うＢＮ＋ＡＦ方式、及びＢＮ＋ＡＦ＋ＨＳ方式は、固定値を用いた場合よりも
通信性能がわずかに向上している事が分かる。一方で、ＰＬＣ通信環境が普通、及び劣悪
な場合、ＢＮ＋ＡＦ方式、ＢＮ＋ＡＦ＋ＨＳ方式は固定値を用いた値とほぼ同等な値を示
しており、Ｂ方式よりも良好な通信性能を提供出来ている事が分かる。
以上の結果から、5節で提案したＮＰＬＣへのＴＣＰ－ＡＣＫのオフロード時刻の自動決
定手法によって、ＰＬＣ環境に応じて、通信性能が安定するまで待ち、良好な通信性能を
提供できることを明らかにした。以降は、各環境別に通信の詳細について調査する。なお、
ここまでの評価からＢＮ方式の性能は劣化することは明白なので、比較するのはＢ方式，
ＢＮ＋ＡＦ方式、ＢＮ＋ＡＦ＋ＨＳ方式の 3 種類とする。
５．６．１ 良好な環境での方式比較
通信品質が良好な環境における通信性能について、ＴＣＰスループット（図５．１５）、
ＣＷＮＤ（図５．１６）、ＲＴＴ（図５．１７）、ＢＰＬＣ１送信キューサイズ（図５．
１８）をそれぞれ表示する。５節の通信結果と比較すると、良好な環境では通信性能が
早々に安定するため、通信開始後約3秒(2.9秒)程度と迅速にＮＰＬＣへの切替が完了し
ている事がわかる。この場合、５節で説明した条件（５）により切り替えを決定してい
る事を確認したため、提案する切替時間決定手法によって、安定かつ90%以上の通信性
能を迅速に検知でき、切替を行っている事が分かる。
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図５．１５ 良好な環境 ＴＣＰスループット（150 秒）（自動切替）
図５．１６ 良好な環境 ＣＷＮＤ（150 秒）（自動切替）
図５．１７ 良好な環境 ＲＴＴ（150 秒）（自動切替）
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図５．１８ 良好な環境 ＢＰＬＣ１送信キュー長（150 秒）（自動切替）
図５．１９ 良好な環境 ＢＰＬＣ２送信キュー長（150 秒）（自動切替）
図５．１５と図５．９を比較することで、提案手法による全二重通信によるスループ
ット向上が通信開始直後から実現出来ている事が分かる。加えて、通信開始後の性能も
安定している事が分かる。
その結果、図５．１６よりBN, BN+AF, BN+AF+HS方式のＣＷＮＤの増加速度が図５．
１０よりも速く立ち上がり、安定して増加していることが分かる。特にBN+AF+HS手法で
はハーフシンボルの効果からcwndの増加がわずかばかり大きい事がわかり、それに伴っ
てＲＴＴ値、ＢＰＬＣ１の送信キュー長もわずかに増加している事がわかる。
５．６．２ 普通な環境での方式比較
この普通な環境での、ＴＣＰスループット（図５．２０）、ＣＷＮＤ（図５．２１）、Ｒ
ＴＴ（図５．２２）、ＢＰＬＣ１送信キューサイズ（図５．２３）をそれぞれ表示する。い
ずれも、150 秒までの表示で、赤線はＢ方式、緑線はＢＮ＋ＡＦ方式、青線はＢＮ＋ＡＦ＋
- 91 -
ＨＳ方式を表す。
ＴＣＰスループットは、Ｂ方式 44Mbps、ＢＮ＋ＡＦ方式 49.86Mbps、ＢＮ＋ＡＦ＋Ｈ
Ｓ方式 52.94Mbpsとなっており、ＢＮ＋ＡＦとＢＮ＋ＡＦ＋ＨＳ方式にほぼ差はない。こ
の場合、ＮＰＬＣへのＴＣＰ－ＡＣＫの返送開始が 2.7 秒と良好な環境よりも速く決定し
ていることがわかる。決定の条件としては、条件（５）となっていることを確認した。
この普通の環境では、どの方式も安定したスループット特性をしめしている。また、Ｂ
方式のＣＷＮＤは、規則的な周期性を示す（図５．２１）ため、ＲＴＴ値も規則的に変化
する（図５．２２）。このパケットロスの原因はＢＰＬＣ１の送信キューのオーバーフロー
によるものである。これに対し、ＢＮ＋ＡＮ方式および、ＢＮ＋ＡＦ＋ＨＳ方式をみると、
ＣＷＮＤが劣化することなくゆっくりと増加しており、ＴＣＰレベルでロスを検知するこ
とはない事がわかる。また、ＢＰＬＣ１のキュー長も比較的小さく抑えられている事が図
５．２３から分かる。
以上の結果から、普通環境においても提案手法である BN+AF, BN+AF+HS 手法を用いるこ
とでＢ方式よりも良好な性能尾提供出来る事を明らかにした。
図５．２０ 普通な環境 ＴＣＰスループット（150 秒）（自動切替）
図５．２１ 普通な環境 ＣＷＮＤ（150 秒）（自動切替）
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図５．２２ 普通な環境でのＲＴＴ（150 秒）（自動切替）
図５．２３ 普通な環境 ＢＰＬＣ１送信キュー長（150 秒）（自動切替）
５．６．３ 劣悪な環境での方式比較
表５．２と表５．３の中でタイプ２雑音でアッテネータ 45dB の場合を、劣悪な環境と呼ぶ
ことにする。この劣悪な環境での、ＴＣＰスループット（図５．２４）、ＣＷＮＤ（図５．
２５）、ＲＴＴ（図５．２６）、ＢＰＬＣ１送信キューサイズ（図５．２７）をそれぞれ表
示する。線の色等については、前節と同じである。
劣悪な環境は、タイプ２の雑音なので、ＢＰＬＣのＳＮが劣化してスループットがかな
り低下し、Ｂ方式で2Mbps、ＢＮ＋ＡＦ／ＢＮ＋ＡＦ＋ＨＳ方式で2.4Mbps程度しか出ない。
これは、ＰＬＣ環境が劣悪なため、ＴＣＰ―ＤＡＴＡもＴＣＰ―ＡＣＫも送信に時間を要
すため、ＣＷＮＤの増加が遅いことが原因である。
この環境では自動切替が決定するまでに 24秒かかっており、条件（３）によって判断し
ている事が分かった。一方で、Ｂ方式はＣＷＮＤの増加速度が他の方式に比べて速いため、
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他方式がＮＰＬＣへとオフロードした後のＣＷＮＤの増加が鈍化すると考えられる（図５．
２５）。その結果、Ｂ方式のみ、ＢＰＬＣの送信キュー長が増加してＲＴＴ値が大きくなっ
ているが（図５．２６）、提案手法は CWND 自体の増加が遅いため、ＢＰＬＣの送信キュー
に待機するパケット数が少なくなっている（図５．２７）。これに加えて、ＮＰＬＣ上にお
いて伝送されるＴＣＰ－ＡＣＫパケットの送信量は ACK Filtering によって少なくなるが、
返送する TCP ACK のシーケンス番号が効率的に増えているため、劣悪な環境にも関わらず、
スループットはわずかながらも改善出来ている。このことから、ＮＰＬＣにおけるＴＣＰ
－ＡＣＫ伝送遅延の削減の効果が出ていると考えられる。一方で、HS によって通信性能が
向上できなくなっている事がわかる。これは TCP ACK 伝送時間の削減による効果（12.4m 秒
から 4m 秒への減少）が、PLC 上での再送時間の増大に伴うＲＴＴ増加（500m 秒以上）によ
って減少してしまうことが原因だと考えられる。
以上の結果から、ＰＬＣ上の再送が頻発するような劣悪な環境においても、ＮＰＬＣ上
でのＴＣＰ－ＡＣＫ返送に際し、ＡＣＫシーケンス番号を効率的に増加させることで、転
送量が少なくても、通信性能を向上出来る事が明らかとなった。なお、ＨＳによる送信向
上の手法については今後の検討課題とする。
図５．２４ 劣悪な環境 ＴＣＰスループット（150 秒）（自動切替）
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図５．２５ 劣悪な環境 ＣＷＮＤ（150 秒）（自動切替）
図５．２６ 劣悪な環境 ＲＴＴ（150 秒）（自動切替）
図５．２７ 劣悪な環境 ＢＰＬＣ１送信キュー長（150 秒）（自動切替）
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５．７． 第５章のまとめ
本研究では、ＢＰＬＣとＮＰＬＣを全２重モデムとして TCP over PLC に適用することを
提案した。その方法とは、ＴＣＰ－ＡＣＫの送信先を適切なタイミングでＢＰＬＣからＮ
ＰＬＣにオフロードし、更にＮＰＬＣでのＴＣＰ－ＡＣＫパケットの伝送時間を短縮する
ためにＮＰＬＣモデムにおいてＡＣＫフィルタリングを行う方法である。これにより、Ｎ
ＰＬＣのＰＤＵレートが極端に低い状況にも関わらず、ｃｗｎｄとＢＰＬＣの送信キュー
を安定させることに成功し、結果としてＴＣＰスループットは明らかに向上できることを
明らかにした。
また同時に、ＢＰＬＣとＮＰＬＣによる全二重通信によるＴＣＰスループットの更なる
向上を目的に、ＮＰＬＣにおけるＰＤＵ時間長を 1/4 まで短縮可能なハーフシンボルＮＰ
ＬＣを仮定して、このＮＰＬＣを用いた際の提案手法の通信性能について、シミュレーシ
ョンによる評価行った。この効果は、ノイズや信号減衰によるエラーがほとんど発生しな
いのような良好な環境に対しては、ＴＣＰスループットの向上はみられた。しかし他の条
件では、その効果は明白では無いため、今後は環境に依存しないスループット向上の手法
について研究を行う予定である。
また、第３章でのエラー要因で説明したように、ＢＰＬＣとＮＰＬＣは環境により、異
なるパターンのパケットエラーレートを示すものの、本研究ではＢＰＬＣとＮＰＬＣに対
して同一のエラーレートを設定していた。そこで、今後は、ＮＰＬＣの正確なエラーレー
トを環境ごとに測定したうえで、その値を用いた現実に即したシミュレーションを行う必
要がある。
また、異質なネットワークを統合したデータ通信システムでの評価にも、注目する必要が
あり、今後追求すべきテーマである。ＢＰＬＣとＮＰＬＣとを、統合する試みはこの論文
が最初であるが、すでに、ＢＰＬＣとＷｉｆｉの統合という研究は、ＩＥＥＥでは開始さ
れている[37][38][41]。次のステップとしては、ＢＰＬＣ、ＮＰＬＣ及びＷｉ－Ｆｉを統合
した際の制御機構の考案、及び通信性能のシミュレーション評価が想定される。
最後に、本章で提案した非対称全２重モデムの製品としての実現可能性について記載する。
実際の製品を実現するにあたり、ＢＰＬＣのＴＣＰ―ＡＣＫをオフロードする先が、ＮＰ
ＬＣが良いのか、ＢＰＬＣの帯域を分割し、ＢＰＬＣそのものを非対称全２重にするとい
う２つのアイデアが可能である。しかし、後者の選択はあり得ない。ＢＰＬＣの帯域を分
割すると、帯域を分割する場合、逆方向の信号を遮断するスプリットフィルターが必要と
なり、この領域の確保により、帯域幅の 20%程度は使用不可となる。これでは、ＢＰＬＣの
持つＰＨＹレートが 20%近く失われ、本来の目的に合わない。その点ＮＰＬＣにオフロード
しても、本論文で述べたように、ＡＣＫフィルタリングを行えば十分速度がアップするの
で、ＮＰＬＣとＢＰＬＣの合体が望ましい。
帯域を異にする２つのモデムを合体する試みはすでに始まっている[40]。図５．２８は、
ＥＶ充電器で使用するモデムの例であり、この場合自動車と充電器間はＶ２Ｇ標準のＢＰ
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ＬＣが使用され、充電器とスマートグリッド配電網間はＧ３ＰＬＣであるＮＰＬＣが使用
されている。この例では、図５．２９に示す Dual-PHY-PLC のチップが提案されている。こ
の場合は２つのＰＬＣ－ＰＨＹを直列方向に使用した、ゲートウエイ向けのデザインであ
るが、内部のソフトの切り替えで、並列に動作する非対称全２重モデムに変えることは可
能である。これらのＬＳＩ構成提案は、近く実現していくと予想され、本論文のテーマが
装置として実現できると判断している。
     図５．２８  ＥＶ―充電器―スマートグリッドでの Dual-PHY-PLC
    図５．２９ Ｄｕａｌ―ＰＨＹ―ＰＬＣの内部構成
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第６章 ＰＬＣ応用の今後の課題
本論文では、ホームネットワークでＰＬＣを応用した場合の課題とその解決方法を研究
してきた。２０１１年には、ＢＰＬＣとＮＰＬＣの双方で国際標準が完成し、応用分野も
広がりを見せている。しかしＰＬＣは、電力線配線やその上の通信端末およびノイズ源の
位置・種類などに強く影響され、同じ宅内でも場所や時間によって伝送路性能が大きく変
わるため、建屋内の隅々まで安定したＵＤＰ通信やＴＣＰ通信をＰＬＣ上で実現すること
は容易ではない。そこで、ホームネットワークにおけるＰＬＣ上のＴＣＰ通信やＵＤＰ通
信の高速化・安定化を目指し、以下の 3 点に関して貢献を行った。
まず、宅内配線から基本となる伝送性能、すなわちＵＤＰスループット、を簡易に予測
する手法を開発し、またそれを用いて得られる結果に基づき、中継ノードによるマルチホ
ップ転送の有用性を主張した。
次に、ＴＣＰスループットの詳細分析のためのシミュレータおよび複数フロー競合時の
安定性向上手法の開発を行った。ＴＣＰは複雑な輻輳制御（フィードバック）による送信
レート制御を行なうため、そのスループット予測やまた問題がある場合の原因分析は容易
ではない。そこで、パケットレベルのシミュレーションによってＴＣＰ性能を分析するた
めに、詳細な環境（減衰やノイズ源）毎のパケット誤りの実測データを反映できるＰＬＣ
シミュレータを開発し、それを用いて、複数ＴＣＰフローが競合する時の不安定性や、Ｔ
ＣＰとＶｏＩＰが競合する時の遅延増大の問題を分析した。そして、それらの問題を解決
するために、送信側ＰＬＣモデムでのクロスレイヤー制御を用いた送信側ＴＣＰの送信レ
ートの安定化（ＣＷＮＤの安定化）手法を開発し、その効果をシミュレーションで確認し
た。
最後に、ＴＣＰ単体スループットの向上のための非対称全 2 重手法の開発を行った。BPLC
と NPLC の同時利用可能環境においては、単体ＴＣＰスループットを最大限まで向上させる
ことが原理的には可能である。そこで、それを実現するための、非対称全 2 重通信におけ
る、受信側ＰＬＣモデムでのクロスレイヤー制御を用いた、TCP-ACK の NPLC へのオフロー
ド手法を開発し、その効果をシミュ―ションで確認した。さらに NPLC におけるハーフシン
ボル方式を提案し、それの導入によりＴＣＰ－ＡＣＫの返送が効率化され、さらにＴＣＰ
スループットが向上できる可能性を示した。
ＴＣＰの高速化を、本論文ではテーマとしたが、ＴＣＰレイヤーでは、高速化と均一性
の両立は難しく、複数のＴＣＰ送信者がＣＷＮＤを無理に増大させるのは控えたほうが良
いというのが、第４章の結論であった。フローの高速性と均一性を同時に実現するには、
全フローを把握できるデバイスがクロスレイヤー制御する方式を導入したが、そもそもＴ
ＣＰを改良する等の他のアプローチも検討の余地はある。
直近で急がれる課題は、ＢＰＬＣのマルチホップ機能であり、それを搭載したモデムが
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いまだ存在していない。ＮＰＬＣはマルチホップ機能が必須でありすでに実用段階だが、
その展開でまだ課題を残している。ルーティングテーブルの作成に時間を要しているし、
隠れ端末の問題や、雑音や減衰による通信の不安定さを克服できていない。ＢＰＬＣのマ
ルチホップ／マルチキャスト機能が実現すれば、放送と通信の融合に向けての一助となる
であろう。
次に、ＰＬＣ単独の課題ではないが、ＩＥＥＥ―Ｐ１９０５委員会[39]は、物理層モデ
ムの可搬性という課題を追求している。つまり各種の物理層メディアが、任意のタイミン
グで切り替わることを目指していて、具体的には、無線ＬＡＮとＢＰＬＣを並列に動作さ
せ、双方のチャンネルが持っているピーク性能を引き出す仕組みが可能なのかを追求して
いる。本論文で扱った、非対称全２重ＰＬＣモデムも、同じターゲットを睨んだ研究であ
り、他の物理層メディアも含めた全２重通信ができる可能性は高い。
ＰＬＣの変復調の進化については、100kHz から 28MHz までの帯域で、可能な範疇はやり
尽くした感がある。ＯＦＤＭ変調自体は、シャノンの通信容量の定理の上限に一番近い変
調方式で白色雑音のＳＮ性能については、すでに限界だ。とは言っても、キャリア周波数
を 30MHz 以上に上げると、もはや有線通信と呼べる範疇では無くなる。というのは、シー
ルドされていない電力線は、表皮効果で、エネルギーのほとんどが、電線の外にはみ出し
てしまい、無線通信と何ら変わらなくなる。電線間のクロストークの方が電力は大きい。
現に、ＢＰＬＣは、短波放送局の近くでは、電力線に誘導される信号により、その帯域は
使えない状態でなる。いずれにしても、今後とも多量に出荷される電気製品が出す、50Hz
に同期する非線形な雑音やインピーダンス変化には、通常の変復調方式では対処が難しい。
逆に望ましいのは、50Hz以下の帯域を使う方法かも知れない。50Hzがすでに帯域外である
ような、超低周波通信に可能性がある。現に月に一回の自動メーターリード（ＡＴＭ）で
は、月に 50 バイト程度の通信で応用はなりたつ。現実に、インターネットのようにますま
す高速化する通信需要を満たすものではないが、周波数という有限資源の活用という観点
では、重要な分野になるであろう。またＰＬＣの活用という意味では、宅内の直流配電の
普及は待ち遠しい。直流配電はまだこれからの設置になるので、あらかじめ機器の端子か
ら出力される雑音レベルを規制する必要があるかもしれない。そのためにも、現状のＰＬ
Ｃの問題点を明確にしておくのは、有意義なことである。
ＴＣＰ／ＩＰは、インターネットに限らず、すべての通信の基本インフラとして動作し
ている。今後通信デバイスの開発にあたっては、ＴＣＰスループットを意識したデバイス
開発が必須となる。そのための研究課題はまだ多く残されている。
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