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ABSTRACT
A STUDY ON SMALL SCALE INTERMITTENCY
USING DIRECT NUMERICAL SIMULATION OF
TURBULENCE
MAY 2012
SABA ALMALKIE
B. Sc., UNIVERSITY OF TEHRAN
M. Sc., CHALMERS UNIVERSITY OF TECHNOLOGY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Stephen M. de Bruyn Kops
Theory of turbulence at small scales plays a fundamental role in modeling turbu-
lence and in retrieving information from physical measurements of turbulent flows.
A systematic methodology based on direct numerical simulations of turbulent flows
is developed to investigate universality of small scale turbulence. Understanding
characteristics of the small scale intermittency in turbulent flows and the accuracy
of the models, measurements, and theories in predicting it are the main objectives.
The research is designed to address two central questions; 1) possible effects of large
scale anisotropies on the small scale turbulence and 2) potential biases in character-
izing small scale turbulence due to the nature of the quantities used to extract the
information, known as surrogates. Direct numerical simulations of forced, isotropic
homogeneous turbulence with extraordinarily fine spatial resolution on a periodic box
vii
up to 4096× 4096× 4096 grid points are analyzed first, to provide a clear insight to
the small scale turbulence in the absence of large scale anisotropy. Direct numerical
simulations of forced, homogeneous and axisymmetric density stratified flows on a pe-
riodic box up to 4096× 4096× 2048 grid points with the buoyancy Reynolds number
ranging from 10 to 220 are considered next. Different levels of density stratification in
the vertical direction cause different levels of large scale anisotropy in the flows. These
unique simulations provide a clear picture of turbulent structures over an extensive
range of scales. The dissipation rate of turbulent kinetic energy is chosen as the main
descriptor of small scale structures. A comprehensive study on surrogates of energy
dissipation rate is conducted to identify the best descriptor of the small scale turbu-
lence based on easily measured quantities in physical experiments. In particular, the
one-dimensional longitudinal and transverse surrogates, as well as a surrogate based
on the asymmetric part of the strain rate tensor, are considered.
The statistical analysis of local and locally averaged energy dissipation rate in-
dicates that the small scale intermittency manifested in the energy dissipation rate
is universal with intermittency exponent of µ = 0.25 ± 0.05, independent of flow
conditions and measurement methods. In contrary, the general shape of the proba-
bility density functions of energy dissipation rate is strongly skewed to reflect all the
existing dynamics in the flow. The surrogates are fundamentally different than the
energy dissipation rate. The longitudinal and transverse surrogates overestimate the
intermittency exponent by factors of 1.5 and 2.2, respectively. The scale dependency
of the moments of locally averaged energy dissipation rate is proposed as a powerful
technique to identify the dominant dynamics of the complex flows for a specific range
of scales in physical space. Specifically, for the stratified turbulence, this method
suggests a superposition of patches of three-dimensional turbulence superimposed on
the background semi two-dimensional stratified flow.
viii
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CHAPTER 1
INTRODUCTION
In the words of the legendary physicist Richard Feynman, ”Turbulence is the last
great unsolved problem of classical physics”. In fact similar quotations variously at-
tribute to Horace Lamb, Arnold Sommerfeld, Werner Heisenberg, Albert Einstein,
Theodore von Karman or Ludwig Prandtl. The understanding of turbulence is es-
sential in a range of scientific disciplines, from atmospheric and oceanic flows to engi-
neering applications including flows in pipelines, car engines, plane turbines, around
ships and air-crafts, to even the human body and the air flow in the lungs. The entire
universe appears to be in a state of turbulent motion. A large class of nonlinear
dynamic systems including social networking, financial markets, transportation, and
Internet can also be viewed as analogous to turbulent flow. Despite all the history
and application of turbulent flows in science and technology, a deep understanding of
turbulence remains a challenging problem.
Turbulence is an attractive research subject for engineers as well as physicists.
The engineering approach focuses on the technological improvements, including mod-
eling and controlling of turbulence, while for the physicists a proper understanding of
physics and developing theories to explain turbulence is the main interest. Advance-
ments in turbulence theory mostly rely on the knowledge of the small scale structures,
since if there is any “universal” or “quasi-universal” theory for turbulence, it should
be related to the small scales. Small scale turbulence has also a significant effect on
every day engineering problems and modeling. A deeper knowledge of small scales
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improves predictions of large eddy simulations (LES) by developing more realistic
sub-grid scale models.
A distinct characteristic of small scale turbulence is its intermittent nature. Note
that the term intermittency here refers to the small scale or internal intermittency,
which is different than the external intermittency. The external or large scale inter-
mittency usually refers to the patchy nature of turbulent flows that occurs at large
scales and is flow specific. Internal intermittency in turbulence, similar to many other
nonlinear dynamic systems, generates extreme events that are hundreds to thousands
times of the averaged values. The extreme events, e.g., intense hurricanes, huge
floods and earthquakes, and big crashes in the stock market, have a drastic and of-
ten dominant effect on the system, despite their very low probability of occurrence.
The reacting flows, mixing and dispersion problems are the examples of engineering
applications where the extreme events have the dominant effect. It is substantial
to understand the nature of intermittency and to predict the occurrence of extreme
events and the related time scales.
The focus of modern turbulence theory research is on the universality of small
scales and intermittency. The classical turbulence theory has been developed assum-
ing statistically isotropic and universal small scale turbulence. It is assumed that the
information about the large scales, including anisotropy, is gradually lost as energy
moves into smaller scales. Due to the intermittent nature of turbulence, however, the
energy transfer to the smaller scales and decay of the large scale anisotropies depend
on the geometry of turbulence. As a result, residual anisotropy may persist at small
scales contradicting the classical expectations of recovery of isotropy.
The classical agreement on the universal small scale similarity theory has been
questioned while a rigorous understanding of small scale turbulence is still undeter-
mined. The recent turbulence theory research (over the past ten years) suggests
a possible relationship between the intermittency and residual anisotropy at small
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scales. To obtain a better understanding of the small scale turbulence theory and to
develop more realistic modeling approaches, it is essential to determine if the residual
anisotropy has a dominant effect on small scale turbulence, or if it is just a slight
deviation from the isotropic state. Also, it is critical to know if small scale inter-
mittency is universal and if all of the turbulent flows exhibit the same small scale
characteristics regardless of flow type, boundary and initial conditions. To approach
these questions, we have to quantify small scale intermittency.
The research on small scale turbulence is challenging mainly due to the lack of
reliable data at these scales. Generally experimental measurements at large Reynolds
numbers, Re, do not provide flow information at sufficiently fine resolution required
for the small scale studies. As a result in experimental measurements, the small scale
characteristics of turbulence are estimated using easily measured quantities generally
knows as surrogates. In other words, our classical knowledge of turbulence theory
is built based on these estimations, not the direct measurements. Validity of the
surrogates in different turbulent flows, reliability of the surrogates in capturing in-
termittent structures of turbulence, and consequently, accuracy of the intermittency
estimations are still open questions.
The direct numerical simulation of turbulence (DNS) is a powerful tool in the
studies of small scale theory. It is quite plausible to obtain information on the dy-
namics of intermittent events in turbulence compared with other non-linear dynamic
systems, due to the availability of the governing equations and numerical solutions
of these equations. When properly done, DNS provides a full description of the
turbulent flow with very fine temporal and spatial resolution. As a result, direct
measurements of the small scale intermittency and the estimations using surrogates
are available. The caveats are that the DNS must be computed using an accurate
numerical method, at high enough Re so that intermittency is pronounced, and with
a sufficiently fine numerical grid so that the intermittency is resolved.
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In this dissertation, we apply DNS of turbulent flows to address universality of
small scale turbulence. The objectives of this dissertation can be summarized in three
main questions:
• What are the characteristics of small scale turbulence?
• Are these characteristics universal or flow dependent?
• How one can retrieve and model small scale information using commonly mea-
surable quantities?
We designed a systematic methodology to address these questions comprehensively
using DNSs of turbulent flows. Energy dissipation rate is applied as the main descrip-
tor of the small scale turbulence structures. The DNSs are developed specifically for
small scale studies with very high small scale resolutions and with very large dynamic
ranges. The DNSs of two flow regimes, isotropic homogeneous turbulence and stably
stratified turbulence, are chosen. Density stratified turbulence is selected as a simple
flow with dominant large scale anisotropies. The unique data sets, which are among
the world’s largest available simulations, are analyzed throughly to investigate the
quality of the simulated data and validity of the classical models. To examine funda-
mental characteristics of small scale turbulence, we start our analysis with the DNS
of isotropic homogeneous turbulence. The DNSs over a range of Re are applied to
investigate qualitative and quantitative characteristics of small scale turbulence, scale
dependency, and intermittency in the absence of the large scale anisotropies. The ca-
pability of the surrogates in estimating small scale characteristics, and consequently
effects of turbulence geometry on the small scale statistics, are also considered. Fi-
nally to address universality of the small scale turbulence and to investigate the effects
of large scale anisotropies on the small scale turbulence, the DNS of density stratified
turbulence with different levels of stratification is analyzed. The small scale statistics
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including intermittency and their scale dependency are extracted from the DNS data
and compared with those of isotropic homogeneous turbulence.
The dissertation is organized as follows. A review on turbulence theory with
the emphasis on small scale intermittency is presented in the next chapter. It be-
gins with a brief review on the classical turbulence theory based on Kolmogorov’s
1941 similarity hypothesis (K41) and its shortcomings in explaining intermittency.
It continues with qualitative and quantitative description of intermittency and Kol-
mogorov’s 1962 refined similarity hypothesis (K62). The third chapter provides a
theoretical framework on small scale measurements in turbulent flows. The poten-
tial issues in intermittency measurements are identified, a comprehensive approach
and a systematic methodology to address them are discussed. The high resolution
DNSs and general characteristics of homogeneous isotropic turbulence is discussed in
chapter four. The detailed results and discussions of the small scale intermittency
in homogeneous isotropic flows and reliability of the surrogates in estimating these
statistics are covered in chapter five. The DNSs of strongly stratified turbulence
are introduced in chapter six, followed by the small scale statistic and intermittency
measurements in chapter seven. The last chapter provides a summary of the research
work and presents some of the important conclusions.
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CHAPTER 2
THEORETICAL BACKGROUND ON SMALL-SCALE
TURBULENCE AND INTERMITTENCY
2.1 Classical Turbulence Theory: Kolmogorov’s Similarity
Hypothesis
Kolmogorov’s similarity hypothesis, inspired by Richardson’s energy cascade idea
[Richardson, 1922], is a milestone of the classical turbulence theory. The idea of energy
cascade indicates that turbulent kinetic energy is produced at the largest scales of
motion and is transferred to the smaller and smaller scales, and finally is dissipated
at the smallest scales of motion by the viscous effects. In this approach, it is assumed
that the energy dissipation rate is determined by the transfer rate of energy from
the largest eddies. Kolmogorov further assumed that at sufficiently high Re, small
scale turbulence is statistically isotropic and has a universal form. In other words, he
assumed all the information about the large scales including anisotropy is gradually
lost as energy moves into the smaller scales.
Kolmogorov [1941] developed the similarity hypothesis by defining different length
and time scales for the turbulent motion at sufficiently high Re. The length range
is divided into two main subranges. The large scale motion or the energy containing
range is a strong function of boundary and initial conditions. On the other hand, the
so-called equilibrium range, which consists of the dissipation (small length scales) and
the inertial ranges (the length scales in between small and large scales), is assumed to
be universal and only a function of kinematic viscosity and energy dissipation rate.
In the inertial range, the turbulent motion further assumed to be a function of energy
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dissipation rate only. K41, through dimensional analysis, implies universal power
law scaling for the velocity structure functions and energy spectra in the equilibrium
range. We discuss the scaling laws briefly in this section. For more detailed discussion
on Kolmogorov’s similarity theory see e.g. Frisch [1995], Monin and Yaglom [1975],
Pope [2000], Tennekes and Lumley [1972].
The nth-order structure function of the velocity increment, ∆rui = ui(x + r) −
ui(x), is defined as:
Dni (r) ≡ 〈∆nrui〉
=
∫ ∞
−∞
P(∆rui)∆nrui d(∆ru), (2.1)
where P(∆ru) is the probability density function of velocity increment, x is the posi-
tion vector, and r is the separation vector with magnitude r. The structure functions
with separation vector, r, coinciding with the direction of velocity component, ui,
is known as longitudinal while the structure functions with r perpendicular to ui
known as transverse structure functions. We denote the longitudinal and transverse
components by the subscripts L and N , respectively. Hence, our notation, e.g., for
the third-order longitudinal velocity structure function is D3L(r). K41 implies statis-
tical isotropy and consequently similar inertial range scaling for the transverse and
longitudinal structure functions as below:
Dni (r) = C
n
i (¯r)
n/3, (2.2)
where Cni is a universal constant and ¯ = 〈0〉 is the averaged turbulent kinetic energy
dissipation rate. Note that instantaneous energy dissipation rate 0, is defined as
bellow:
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0 ≡ 2νsijsij
=
ν
2
(
∂ui
∂xj
+
∂uj
∂xi
)2
, (2.3)
with ν being the kinematic viscosity. Among the structure functions, the second-
and third-order longitudinal structure functions are the commonly used tools for the
data analysis in turbulent flows. Kolmogorov’s scaling for the third-order longitudinal
structure function, known as 4/5 law, has a simple linear form:
D3L(r) =
4
5
¯r. (2.4)
Consistent with the second-order longitudinal and transverse structure functions, one
can define the longitudinal, E11(κ1), and transverse, E22(κ1), one-dimensional energy
spectra. As is commonly done, we define one-dimensional spectra as one-sided such
that the variance of the respective velocity component can be written as an integral
over wave numbers ranging from 0 to ∞. A more general form of spectra, the three-
dimensional energy spectrum E(κ), is defined by integrating the two point correlation
tensor Φii(κ), over a spherical shell of radius κ [Tennekes and Lumley, 1972] :
E(κ) =
1
2
∮
Φii(κ) dσ. (2.5)
dσ is the surface element of the shell and the spectrum tensor Φij, the Fourier trans-
form of the two point velocity correlation tensor, is given by:
Φij(κ) =
∫ ∫ ∫ ∞
−∞
e−iκ·r〈ui(x+ r, t)uj(x, t)〉 dr. (2.6)
κ = (κ1, κ2, κ3) is the three-dimensional wave number vector with magnitude of κ.
K41 implies universal inertial range scaling for the so-called Kolmogorov spectrum
functions which are defined as:
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φ(ηκ) =
E(κ)
u2ηη
, (2.7a)
φ1(ηκ1) =
E11(κ1)
u2ηη
, (2.7b)
φ2(ηκ1) =
E22(κ1)
u2ηη
. (2.7c)
The inertial scaling for the above functions first obtained by Obukhov [1941a,b] are:
φ(ηκ) = α(ηκ)−5/3, (2.8a)
φ1(ηκ1) = α1(ηκ1)
−5/3, (2.8b)
φ2(ηκ1) = α2(ηκ1)
−5/3. (2.8c)
Provided that the turbulence is perfectly isotropic with infinitely large Re, α, α1 and
α2 are related by [Monin and Yaglom, 1975, Volume II, p. 355]
α =
55
18
α1 =
55
24
α2 . (2.9)
There is a good agreement between the existing experimental data and the numerical
simulations that Kolmogorov’s universal constant in the inertial range of high Re
flows, is a constant with value α ≈ 1.5 ± 15%, hence, α1 = 0.5 ± 15%, α2 = 0.67 ±
15%. Thus, Kolmogorov’s constant in terms of the second-order longitudinal structure
function is C2L = α/0.76 = 2.0±0.15% [Sreenivasan, 1995]. Note that η and uη in the
above definitions are the Kolmogorov length and velocity scales characterizing small
or dissipative scales of turbulence and are defined by:
η ≡
(
ν3
¯
)1/4
, (2.10)
and
uη ≡ (¯ν)1/4. (2.11)
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The characteristic length scales for the energy containing scales, integral length scale
`, and for the inertial scales, Taylor micro-scale λ, are defined as:
` ≡ 3pi
4k¯
∫ ∞
0
E(κ)
κ
dκ, (2.12)
and,
λ ≡
(
10νk¯
¯
)1/2
. (2.13)
k¯ = 〈uiui〉/2 represents total kinetic energy.
2.2 Small Scale Intermittency: Criticism to Similarity Hy-
pothesis
Kolmogorov’s hypothesis suggests a self-similar behavior for the turbulence at
equilibrium scales. The term “self-similar” is often ambiguous, confusing, and mis-
leading. Here it refers to the “statistical self-similarity”, where the self similarity is
not visually obvious but there are statistical measures that are preserved across the
scales. Figure 2.1 is an example for a self-similar random signal where the statistical
properties of the signal is constant as one zooms in. As a result, some statistics,
including normalized centered moments, are constant over the scales of similarity.
On the contrary, studies show that statistical properties of the small scale turbu-
lence strongly depend on the flow type and the scales for which the statistics were
calculated.
Violation of similarity theory is studied in terms of turbulence intermittency. The
small scale intermittency studies were originated from Landau’s objection to the
Kolmogorov’s theory [see e.g. Frisch, 1995, Kraichnan, 1974] by pointing out the large
scale dependency of the averaged small scale quantities (energy dissipation rate).
The first experimental result exhibiting small scale intermittency was reported by
Batchelor and Townsend [1949]. They showed that the derivative of a turbulent signal
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Figure 2.1: A sample of statistically self-similar random variable. The pattern of the
fluctuation are similar within insets.
11
is rather a bursty and intermittent signal and the degree of intermittency increases
by increasing the order of differentiation. Kuo and Corrsin [1971] obtained similar
results by band-pass filtering a turbulent signal.
The first analytical explanation for the small scale intermittency was made by
Kraichnan [1967] by showing that in turbulent flows independent of Re, a very small
subset of flow (corresponding to the intermittent events) represents the majority of
the small scale energy. Following this method, Frisch and Morf [1981] developed the
first systematic explanation of small scale intermittency by discussing the intermittent
nature of different nonlinear dynamic systems and relating the intermittent regions to
the singularities of the system. In the case of the Navier-Stokes equations, obtaining
information about the nature and location of the singularities is the main issue. The
above discussion suggests that the small scale intermittency is not limited to the
turbulence and fluid mechanics. It occurs in a large class of nonlinear dynamical
systems including social networking, economics, transportation, and the Internet.
The significant progress in investigating the kinematics and dynamics of the in-
termittent turbulent structures was made by developing the numerical simulations
of turbulent flow and the advancement in available computational power. The nu-
merical studies of the small scales reveal a picture of the coherent structures down
to the Kolmogorov scale. The most accepted geometrical structure is the so-called
vortex filaments also known as worms [Frisch, 1995, Saffman, 1992, Sreenivasan and
Antonia, 1997].
Vortex filaments are very slender regions of high vorticity and low dissipation and
thus regions of low pressure. The filaments are tubes with an approximately circular
cross-section with a diameter in the scales of Kolmogorov length scale and with the
length between the Taylor micro scale and the integral scale [Brachet, 1991, Brachet
et al., 1983, Douady et al., 1991, She et al., 1990, Siggia, 1981a]. The formation of
these structures has not been understood completely. It is mostly believed that these
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structures are formed whenever shearing and stretching of a thin layer happens by the
large scales or near solid boundaries. In other words, these structures are generated as
a result of small scale anisotropy in the flow. Vortex filaments connect large eddies of
much weaker vorticity and are strongly effected by the stresses and strains generated
by these large eddies. It is commonly believed that intermittency occurs as a result
of stretching and compressing of vortex filaments. Similarly, Mahrt [1989], Holzer
and Siggia [1994] and Warhaft [2000] suggested that intermittency occurs in a very
narrow zone of concentrated shear or the so-called micro-fronts, which are considered
as the edges of the large coherent structure vortex sheets, hence related to the large
turbulent eddies.
2.3 Quantifying Intermittency
Existence of the small scale intermittency has been accepted widely by the tur-
bulence community, but there are still uncertainties and conflicts in defining and
quantifying intermittency. Flow properties do not fluctuate uniformly in intermittent
flows. Therefore, the average of the flow properties on small volumes are random
functions of time and space. Fluctuations of the locally averaged properties increase
drastically by diminishing the size of the averaging volume. The scale dependency of
these quantities deviates from the dimensional scaling suggested by K41. This devi-
ation, generally known as anomalous scaling, is the common method of quantifying
intermittency. Some studies [e.g. Boettcher et al., 2003, Sreenivasan, 1999] choose to
apply scale dependency of the probability density functions of the locally averaged
variables to quantify intermittency. Nevertheless, anomalous scaling of higher order
statistics like energy dissipation rate and velocity structure functions are generally
preferred. Among the scaling exponents, the so-called intermittency exponent, char-
acterizing the second-order behavior of the locally averaged energy dissipation rate,
is the most basic and popular variable.
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Figure 2.2: Probability density function of normalized velocity increments ∆ru for
different separation distances r with ` = 512 as the integral length scale (taken from
Chen et al. [1993]).
Turbulence intermittency occurs in the inertial range as well as dissipation range.
Figure 2.2 shows the probability density function of the velocity increment for a range
of separation distances r. The tails of the curves are heavier for smaller r but even for
the r in the inertial range, the probability density function deviates from the Gaussian
distribution, considerably. The anomalous scaling method can be used for quantifying
intermittency in both dissipation and inertial ranges. The dissipation range intermit-
tency is usually quantified in terms of velocity derivatives or energy dissipation rate
while for the inertial range, the high-order structure functions of the velocity incre-
ments are preferred. In complex flows, where turbulence is generated as a result of
non-isotropic mechanisms, for example shear, stratification, and rotation, the scales
of intermittency affects structure functions. In such cases the normalized centered or
dimensionless structure functions are the better options for studying intermittency.
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2.4 Refined Similarity Hypothesis
Kolmogorov’s refined similarity hypothesis (K62) is the first and most well-established
mathematical model for intermittency [Kolmogorov, 1962, Obukhov, 1962]. This hy-
pothesis links the anomalous scaling of the energy dissipation rate to the structure
functions. According to K62, the statistics of the longitudinal velocity increments,
∆ru, conditioned on the locally averaged energy dissipation rate, r, are universal.
Thus, the structure function, which is the unconditional mean, can be obtained as
[Pope, 2000, Sreenivasan and Antonia, 1997]:
DnL(r) ≡ 〈∆nru〉
= 〈〈∆nru|r〉〉
= CnR〈n/3r 〉rn/3, (2.14)
where CnR is a universal constant. The so-called locally averaged energy dissipation
rate, r, is defined as the average of instantaneous energy dissipation rate on a volume
with linear dimension r (η  r  `):
r(x, t) =
1
V
∫ ∫ ∫
V (r)
0(x+ r, t) dr. (2.15)
r is a fluctuating quantity and it’s statistics depend on the averaging volume size r.
Kolmogorov [1962], and more specifically Novikov and Stewart [1964], postulated a
scaling form as below for the higher-order moments of r in the inertial range:
〈nr 〉 ∼ rτ(n), (2.16)
where τ(n) is a universal function. τ(2) = µ is defined as the intermittency exponent.
Similar to K41, a power law can be obtained for the higher-order moments of the
longitudinal velocity increments in the inertial range as below:
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DnL(r) = Anr
ζn , (2.17)
where An is a non-universal coefficient, which is a function of large scales and ζn is a
universal exponent. By substituting Eqs.(2.16) and (2.17) in Eq.(2.14) we can write
ζn in terms of τ as below:
ζ(n) =
n
3
+ τ
(n
3
)
. (2.18)
Kolmogorov [1962] and Obukhov [1962] explicitly suggested a lognormal distribution
for r, i.e., a normal distribution for log (r/¯). Under this assumption, the inertial
range scaling of the higher-order moments of r is as below:
〈nr 〉 ∼ rn(1−n)µ/2. (2.19)
This model further implies that the variance of the logarithm of locally averaged
energy dissipation rate, σ2log r , decreases linearly with logarithm of averaging volume
size:
σ2log r = A− µ log r. (2.20)
Similar to Eq.(2.18), the scaling exponent for the nth-order structure function can be
linked to the intermittency exponent assuming lognormal model as below:
ζn =
1
3
n− 1
18
µn(n− 3). (2.21)
The validity of the refined similarity hypothesis in predicting intermittency of tur-
bulent flow is still an open question. This model is reviewed by Frisch [1995] and
its shortcomings have been discussed [Kraichnan, 1974, Mandelbrot, 1974, Schertzer
et al., 1997].The degree of intermittency predicted by this model often underestimates
the experimental measurements, especially at smaller scales. The so-called multifrac-
tal models (e.g. β-model) predict better matching results with the experiments for
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the dissipation range intermittency [Frisch, 1995, Frisch et al., 1987, Meneveau and
Sreenivasan, 1991]. Note that obtaining reliable measurements of intermittency is the
main challenge in evaluating intermittency models, which is discussed in the following
section.
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CHAPTER 3
METHODICAL APPROACHES TO ISSUES IN
QUANTIFYING SMALL-SCALE INTERMITTENCY
This chapter provides a theoretical framework on the issues in quantifying small
scale characteristics of turbulence including intermittency, and presents a methodol-
ogy to approach these issues. The focus is on estimation of small scale characteristics
using surrogates of energy dissipation rate, and the dependency of these estimations
on the geometry of turbulence and large scale anisotropies. It starts with an overview
on energy dissipation measurements. In section two, precise definitions of commonly
used surrogates are presented and underlying assumptions and simplifications are in-
vestigated. Various methods of extracting the intermittency exponent are discussed
in section three. The potential effects of large scale anisotropy on intermittent small
scales are covered in section four. In the last section, the DNS of turbulence is sug-
gested as a powerful tool for small scale studies. The quality of DNS data required
for such studies is discussed.
3.1 Energy Dissipation Rate and Quantifying Intermittency
The brief review of small scale turbulence theory in the previous chapter intro-
duces the energy dissipation rate as the key descriptor of structures of small scale
turbulence. Intermittency, a fundamental characteristics of small scale turbulence, is
also manifested in the energy dissipation rate. One of the major advantages of the
energy dissipation rate in small scale studies, is its volumetric nature. The direction
independency of energy dissipation rate, minimizes its dependency to the turbulence
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geometry and consequently to the small scale anisotropies. Note that energy dissi-
pation rate is defined as a summation of multiple directional components and has
a comprehensive effect. The scale dependency of small scale characteristics, includ-
ing intermittency, can be investigated in terms of locally averaged energy dissipation
rate over a range of scales from deep in the dissipation range up to outer inertial
range. The two main theoretical models for the small scale turbulence, i.e., refined
similarity and multi-fractal models are both developed based on the locally averaged
energy dissipation rate. These models suggest universal characteristics for small scale
turbulence including intermittency.
Universality of the small scale intermittency manifested in the anomalous scaling
exponents of the energy dissipation rate is an ongoing research topic. There have
been many attempts to obtain the universal numerical values for the scaling expo-
nents using numerical and physical experiments. The reported results exhibit some
qualitative agreement while significant quantitative differences exist. For example,
there is a considerable uncertainty in the numerical values reported for the intermit-
tency exponent µ. This exponent is reported in a range between 0.1 to 0.7 depending
on the flow type and measurement technique [see e.g. Cleve et al., 2004, Frehlich
et al., 2004, Kurien et al., 2000, Monin and Yaglom, 1975, Muschinski et al., 2004,
Praskovsky and Oncley, 1997, Sreenivasan and Kailasnath, 1993, Vindel et al., 2008].
Note that generally in small scale measurements, the sensitivity of the results to the
measurement methods and to the initial conditions and large scale anisotropies are
not considered. These two main issues in small scale measurements are discussed in
this chapter.
Despite all the advantages of the energy dissipation rate in the small scale and
intermittency studies, measuring energy dissipation rate is a challenging subject in
physical experiments and requires simultaneous multi-point measurements of the flow
field with a very high resolution. In the majority of the physical experiments including
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geophysical flow measurements, the data gathering is made by stationary probes as
time series over a long time period (long compared with the turbulence time scales).
Thus, flow information is available only in one direction, i.e., the mean velocity or
stream-wise direction. Calculating energy dissipation rate and other intermittency
related statistics from the time-series of experimental measurements creates several
major issues.
Firstly, all the spatial statistics are estimated from the temporal data series. The
most common assumption for inferring spatial statistics from the temporal data is
Taylor’s frozen turbulence hypothesis [Taylor, 1938] or the local version known as
the random Taylor hypothesis [Hinze, 1975, Pope, 2000, Tennekes, 1975, Tennekes
and Lumley, 1972]. It has been suggested that the turbulence time series are more
intermittent compared with the spatial series. This is not the topic of interest in
this dissertation and for a detailed discussion on this subject and the differences be-
tween the Lagrangian and Eulerian statistics the reader is referred to Benzi et al.
[2010], Berg et al. [2009], Biferale et al. [2008a], Gulitski et al. [2007a], Ishihara et al.
[2007], Tsinober et al. [2001], Yeung and Pope [1989], Yeung et al. [2006a], Yoshi-
matsu et al. [2009]. Additionally, since the three-dimensional data are not available,
all three-dimensional statistics are replaced by the one-dimensional equivalents known
as surrogates under some major assumptions and simplifications. In particular, under-
standing of energy dissipation rate is based largely on studies of longitudinal velocity
gradients [e.g. Benzi et al., 1991, Biferale, 2008, Chen et al., 1993, 1995, Cleve et al.,
2004, Meneveau and Sreenivasan, 1991, Schumacher, 2007, Stolovitzky and Sreeni-
vasan, 1994, Stolovitzky et al., 1992, Vainshtein, 2000, Yakhot, 2006]. It is generally
known that the surrogates and energy dissipation rate differ [e.g. Bershadskii and
Tsinober, 1993, Cleve et al., 2003, Hao et al., 2008, Hosokawa, 1995, Hosokawa et al.,
1996, Thoroddsen, 1995, Wang et al., 1996, Zhou and Antonia, 2000a, Zhou et al.,
2006], but further study is needed to quantify these differences. In addition, since
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intermittency is a fundamental characteristic of turbulence manifested in the dissi-
pation rate, it is important to understand how using surrogates in place of energy
dissipation rate may bias our understanding of intermittency.
Accuracy of the intermittency estimations relies on the efficiency of the surrogates
in capturing turbulent structures as well as validity of the surrogates at different
flow regimes. As discussed in §2.2, the structures responsible for the intermittent
behavior of turbulence are 3-D structures known as worms. The surrogates are usually
geometry dependent and have different efficiency in capturing these structures. The
intermittency exponent is also extracted indirectly via various methods and surrogates
depending on the data availability and measurement technique.
Another important factor on accuracy of the intermittency estimations is valid-
ity of the surrogates in the presence of anisotropy. Almost all of the practical high
Re turbulent flows are driven by large scale anisotropies. It is believed that a weak
anisotropy remains even at the smallest scales [Biferale and Procaccia, 2005, Biferale
and Vergassola, 2001, Biferale et al., 2008b, Casciola et al., 2007, Toschi et al., 1999].
In such situation, the validity of the assumptions inherent in the definition of sur-
rogates is dubious. These two issues are discussed in more detail in the following
sections.
3.2 Surrogates of Energy Dissipation Rate
The averaged energy dissipation rate can be decomposed into the isotropic and
anisotropic components as below:
〈0〉 = ν
2
〈(
∂ui
∂xj
+
∂uj
∂xi
)2〉
= ν
〈(
∂ui
∂xj
)2〉
+ ν
〈
∂ui
∂xj
∂uj
∂xi
〉
. (3.1)
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The first term known as the pseudo-dissipation is the isotropic component, which
consists of longitudinal and transverse velocity gradients. Note that the terms longi-
tudinal and transverse refer to the velocity gradients parallel and orthogonal to the
velocity component, respectively. In isotropic turbulence, the second term, which
represents the anisotropic component, is zero. In almost all circumstances this term
is very small compared with the isotropic term [Pope, 2000]. In addition to the
longitudinal gradients, the anisotropic component includes an extra term known as
asymmetric component. This component is a combination of non-equal transverse
gradients and represents anisotropy effects. Therefore, the longitudinal, transverse,
and asymmetric components are the three main building blocks of the energy dissipa-
tion rate. Instantaneous energy dissipation rate (Eq.2.3) can also be written in terms
of the three main components as:
0 = ν
[
2
(
∂ui
∂xi
)2
+
(
∂ui
∂xj
)2
+
(
∂ui
∂xj
∂uj
∂xi
)]
, i 6= j . (3.2)
Direct Measurements of 0 requires the simultaneous acquisition of nine velocity
derivatives resolved in spatial scales less than any dynamically-relevant length scale
in the flow, and temporally resolved at a correspondingly small time scale. The chal-
lenge of making such measurements encourages the consideration of surrogates for 0
based on a subset of the nine components of the strain rate tensor.
A number of one-dimensional surrogates of instantaneous energy dissipation rate
can be defined depending on the data availability. Our approach here is to define the
surrogates based on the three main characteristic components of energy dissipation
rate. As a result of statistical isotropy, the velocity gradients are independent of the
velocity component. Therefore, to simplify the equations, we use ∂u1/∂x1, ∂u1/∂x2,
and ∂u1/∂x2∂u2/∂x1 as representatives for the longitudinal, transverse, and asymmet-
ric terms, respectively. One can estimate the unknown components of the velocity
gradient tensor based on the known components assuming statistical isotropy. By
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accounting for the continuity and homogeneity in the flow, one can derive a math-
ematical relationship between the transverse and asymmetric components and the
longitudinal component as below:
〈(
∂u1
∂x2
)2〉
= 2
〈(
∂u1
∂x1
)2〉
, (3.3)
and 〈
∂u1
∂x2
∂u2
∂x1
〉
= −1
2
〈(
∂u1
∂x1
)2〉
. (3.4)
Using these relationships, we define three one-dimensional isotropic surrogates (de-
noted by the symbol tilde) as below:
˜0,1 = 15ν
(
∂u1
∂x1
)2
, (3.5)
˜0,2 =
15
2
ν
(
∂u1
∂x2
)2
, (3.6)
and
˜0,3 = −30ν
(
∂u1
∂x2
∂u2
∂x1
)
. (3.7)
The first two surrogates are natural to consider in the context of measurements of
real flows since they involve only one velocity derivative. The third surrogate would
not likely be the one of choice when working with laboratory measurements, but it
provides information about the effects of anisotropy.
In physical experiments, the energy dissipation rate is commonly substituted by
the longitudinal surrogate 0,1 and the majority of the theories and models are de-
veloped mainly for this variable [e.g. Benzi et al., 1991, Biferale, 2008, Chen et al.,
1993, 1995, Cleve et al., 2004, Meneveau and Sreenivasan, 1991, Schumacher, 2007,
Stolovitzky and Sreenivasan, 1994, Stolovitzky et al., 1992, Vainshtein, 2000, Yakhot,
2006]. We can rely on the theories and models only if the statistical characteristics
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of the surrogates are identical to those of the energy dissipation rate. By definition,
all the surrogates are exact in the mean for perfectly isotropic turbulence. Therefore,
the models and theories that are based on the mean energy dissipation rate, for ex-
ample Kolmogorov’s scaling of the third-order structure function (4/5 law), are valid
for the surrogates. However, the detailed knowledge of the higher-order statistics of
the energy dissipation rate and the surrogates remains an open question, while the
potential differences between the probability distributions of 0 and the longitudinal
surrogate have been pointed out by previous studies [e.g. Bershadskii and Tsinober,
1993, Cleve et al., 2003, Hao et al., 2008, Hosokawa, 1995, Hosokawa et al., 1996,
Thoroddsen, 1995, Wang et al., 1996, Zhou and Antonia, 2000a, Zhou et al., 2006].
The higher-order statistics of the energy dissipation rate and its surrogates are the key
parameters in measuring and modeling intermittency. The surrogates are directional
statistics and may reflect turbulence geometry differently. Therefore, estimations of
the intermittency based on the surrogates are expected to depend on which surrogate
is considered. Various studies have supported this conclusion [Cleve et al., 2003, Hao
et al., 2008, Hosokawa et al., 1996, Wang et al., 1996, Zhou et al., 2006].
Intermittency has been quantified using many different approaches. For example,
the intermittency exponent, µ, has been defined and measured via different meth-
ods in experiments depending on the data availability and measurement technique
[Sreenivasan and Kailasnath, 1993]. In addition to the biases in the intermittency
estimations due to the nature of the surrogates, the potential biases due to the mea-
surement methods, should also be considered. In the next section some of these
methods are discussed.
3.3 Intermittency Exponent
K62 postulated that higher-order moments of r are universal in the inertial
range(η  r  `):
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〈nr 〉 ∼ rτ(n) (3.8)
The second-order power τ(2) = µ is known as the intermittency exponent and is the
primary measure of intermittency in experimental measurements. The one dimen-
sional surrogates of the energy dissipation rate are the most common variables in es-
timating the intermittency exponent. However, most of the geophysical measurement
instruments have a much coarser resolution and are not suitable for measurements
of the surrogates. As a result, the intermittency exponent can only be estimated
indirectly. There are different methods for indirect estimations of µ, including scaling
of sixth-order structure function, magnitude cumulant analysis, and local structure
variables [see e.g. Anselmet et al., 1984, Basu et al., 2007, Chambers and Antonia,
1984, Muschinski, 2004]. The universality of small scale turbulence is the primary as-
sumption in all indirect measurement methods. In this section, various definitions of
direct measurements of the intermittency exponent are presented and the differences
are discussed.
The original definition of the intermittency exponent is in terms of locally averaged
energy dissipation rate as below:
〈2r〉 ∼ r−µ1 . (3.9)
This definition is generally used in theoretical models. For Homogeneous turbulence
one can define the intermittency exponent in terms of autocorrelation of the dissipa-
tion rate as below:
〈0(x)0(x+ r)〉 ∼ r−µ2 (3.10)
By assuming statistical homogeneity and isotropy of small scale turbulence, µ1 = µ2
[Monin and Yaglom, 1975, see e.g.]. The above equation can be written in Fourier
space in terms of spectral density of the energy dissipation rate as below:
E(κ) ∼ κµ3−1 (3.11)
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This definition is commonly used in physical experiments for determining µ despite
its limitations in the flows with finite Re. The differences between the scaling range
of the real space and wave number space could be the source of the difference between
µ2 and µ3. The intermittency exponent also has been defined as below:
〈[0(x)− 〈0(x)〉][0(x+ r)− 〈0(x)〉]〉 ∼ r−µ4 (3.12)
This definition is equivalent to Eq.(5.7) at very high Re. Thus, µ3 and µ4 are good
approximations of µ only at very high Re. Finally assuming the validity of the
lognormal hypothesis (K62), the intermittency exponent can be defined as:
σ2log r = A− µ5 log r. (3.13)
Corresponding to each surrogate for 0 is an estimate for the intermittency exponent
denoted by tilde symbol, e.g.,
〈˜2r,1〉 ∼ r−µ˜1,1 . (3.14)
In this research work, the intermittency exponent refers to µ1 unless it is mentioned
otherwise. In high Re flows there is an agreement on the common value of 0.25±0.05
for the intermittency exponent [Antonia et al., 1981, 1982, Chambers and Antonia,
1984, Sreenivasan and Antonia, 1997, Sreenivasan and Kailasnath, 1993]. Cleve et al.
[2003] showed that the two-point correlation function of the energy dissipation surro-
gates provides an estimate of µ closer to the direct measurements based on the energy
dissipation rate. The effects of surrogates on the other estimates of µ are significant.
These effects are discussed in more detail in Cleve et al. [2003, 2004], Kurien et al.
[2000].
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3.4 Small-scale Intermittency in Complex Flows
Estimating small scale intermittency in flows dominated by the large scale anisotropies,
known as complex flows, is a challenge. Our knowledge on intermittency mostly relies
on the surrogates while the majority of the assumptions inherent in the surrogates
are not valid in the complex flows. In general, small scale isotropy, which is the key
assumption in the surrogates, is a dubious concept in the flows dominated by stratifi-
cation, shear, and rotation. In classical intermittency analysis including geophysical
flows, the small scale isotropy has been taken for granted and the conventional meth-
ods of intermittency estimations are applied despite the fact that the effects of large
scale anisotropies are not negligible [see e.g. Klewicki et al., 1998, Lumley and Panof-
sky, 1964, Metzger and Klewicki, 2001, Wyngaard, 1992, Wyngaard et al., 2001].
The small scale anisotropy has been the focus of modern turbulence theory re-
search in the past ten years [see e.g. Benzi et al., 2010, Biferale and Procaccia, 2005,
Biferale et al., 2004, 2008b, Bos et al., 2007, Casciola et al., 2007, Kaneda and Yoshida,
2004, Kurien et al., 2000]. It is hypothesized that due to the intermittent nature of
turbulence, the decay of large scale anisotropies is slower than the predictions of
dimensional analysis. Therefore, anisotropy may persist even at the smallest scales
of motion. The small scale anisotropy affects the local characteristics of turbulence
strongly. It is hypothesized [Biferale and Procaccia, 2005, Biferale et al., 2002, 2008b]
that the scaling exponents are superposition of isotropic and anisotropic effects and
drift from the dimensional scaling laws by increasing the degree of anisotropy.
As a result of small scale intermittency, the approach to isotropy depends on
the geometry of turbulence and is not the same for all directions. The directional
statistics, like one-dimensional surrogates of energy dissipation rate, are weighted dif-
ferently by anisotropy and consequently exhibit different scaling exponents. Thus,
validity of the surrogates and their efficiency in estimating intermittency is doubtful
in complex flows. To clarify the effects of large scale anisotropy on the small scale
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characteristics of turbulence, and consequently on the intermittency, density strat-
ified turbulence with different degrees of stratification is considered. The effects of
stratification on the dynamics of the flow over a range of scales are covered in chapters
6 and 7.
3.5 Direct Numerical Simulations of Small-scale Turbulence
The foregoing discussion illustrates potential issues in predicting intermittency of
turbulent flows. To obtain detailed knowledge on the small scale characteristics of
turbulence and quantify the impact of the surrogates, direct and exact measurements
of intermittency are required. The experimental measurements of intermittency re-
lated statistics are challenging and require sophisticated measurements techniques.
As an alternative, the DNS of turbulence has been proved to be a powerful tool in
evaluating theories and assumptions in fluid turbulence [see e.g. Eswaran and Pope,
1988, Hebert and de Bruyn Kops, 2006, Herring, 1974, Orszag and Patterson, 1972,
Riley and Metcalfe, 1980, Riley et al., 1981, Vervisch and Poinsot, 1998]. The com-
putational cost of DNS is very high and the number of operations grows rapidly with
Re. Thus, such simulations can be carried out only for relatively low Re and simple
geometries. When properly done, DNS provides a full description of the turbulent
flow with very fine temporal and spatial resolution close to the Kolmogorov’s scale.
As a result, exact values of the instantaneous local energy dissipation rate and its sur-
rogates are available and direct measurements of intermittency can be compared with
the estimates based on the surrogates. The caveats are that the DNS must be com-
puted using an accurate numerical method, at high enough Re so that intermittency
is pronounced, and with a sufficiently fine numerical grid so that the intermittency is
resolved.
A number of studies have considered the characteristics of DNS suitable for study-
ing small scale turbulence and intermittency. In particular, the dependency of small
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scale statistics on the Reynolds number is analyzed in several studies [see e.g. Gulit-
ski et al., 2007a,b, Ishihara et al., 2007, 2009, Schumacher, 2007, Yeung et al., 2005,
2006a,b, Zhou and Antonia, 2000b] and the effects on intermittency of insufficient
small scale resolution in DNS is investigated by Donzis et al. [2008], Schumacher et al.
[2005, 2007], Wan et al. [2010], Watanabe and Gotoh [2007], Yakhot and Sreenivasan
[2005]. From these studies, we conclude that the Reynolds number based on the Tay-
lor microscale and the rms velocity must be 100 or more and that the grid spacing
must be no more than a Kolmogorov length scale to capture intermittent structures
of turbulence accurately. Note that the resolution criteria depends on the order of
the statistics under consideration and that higher resolution is needed to accurately
compute the statistics of energy dissipation rate than of velocity [Yakhot and Sreeni-
vasan, 2005]. Additionally, we observe that the current generation of supercomputers
is capable of simulating flows at high enough resolution that numerical roundoff error
will effect higher-order statistics of r unless careful attention is paid to the numerics,
possibly including the use of 128-bit arithmetic to compute the statistics.
In the next chapters, we introduce and apply a methodology using DNS to study
small scale turbulence, intermittency, and verify some of the related models and the-
ories. The goal is to investigate universality of the small scale turbulence. The DNSs
of two different turbulent flows, considering the numerical criteria discussed in the
previous paragraph, are designed and developed for studying small scale turbulence.
The highly resolved DNSs of isotropic homogeneous turbulence as well as density
stratified turbulence are considered. The general characteristics of the flow fields in
terms of classical turbulence models and theories are investigated.
The energy dissipation rate and its surrogates are analyzed using the DNS of
isotropic homogeneous turbulence over a range of Reynolds numbers. The DNS of
isotropic turbulence is the closest isotropic flow that one can achieve. Such flow is
very rare in nature and physical experiments, nonetheless it is a hypothetical DNS
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flow for evaluating models and theories. In the absence of the large scale anisotropies,
local statistics are almost isotropic and the crucial assumption behind the energy dis-
sipation surrogates is fulfilled. The general methodology is to compare the statistical
characteristics and the scaling exponents of the energy dissipation surrogates with
the direct measurements of energy dissipation rate. Note that in DNS the direct
measurement of intermittency is possible without relying on any models and assump-
tions. The detailed description of the methodology and results of this simulation are
provided in the next two chapters.
We are also interested in the characteristics of small scales in the flows dominated
by large scale anisotropies. the DNS data of density stratified turbulence with dif-
ferent levels of stratification is employed. These unique data sets are highly resolves
at small scale, while capture the anisotropic flow at larger scales due to extended
dynamic range. The small scale statistics are extracted from the DNS of stratified
turbulence and are compared with those of isotropic turbulence. The deviation of the
statistics from the isotropic turbulence theory and classical models are discussed in
term of stratification effects and large scale anisotropies.
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CHAPTER 4
DIRECT NUMERICAL SIMULATIONS OF ISOTROPIC
HOMOGENEOUS TURBULENCE
In this chapter, the DNS data set of isotropic homogeneous turbulence designed
for studying small scale turbulence and intermittency is introduced. The details of
the simulations and the related parameters are discussed in the first section. The
second section, includes the results of primary analysis of data to investigate the
data quality for the small scale studies. A special attention is paid to the Reynolds
number and resolution dependency of the results. The small scale isotropy of the
flow is investigated. Further investigation of this data set related to the small scale
turbulence and intermttency are covered in the next chapter.
4.1 Numerical Simulations
4.1.1 Governing Equations and Numerical Method
The simulated flows are the solution to the Navier-Stokes equations in three spatial
dimensions:
∇ · u = 0 (4.1a)
∂u
∂t
+ u · ∇u = −∇p+ ν∇2u+ b . (4.1b)
The velocity vector is u = [u, v, w], p has been divided through by the (constant) den-
sity, and b is a time-varying force applied to maintain the flow statistically stationary.
The equations are advanced in time using a third-order Adams-Bashforth accurate
fractional step method for the non-linear and pressure gradient terms while the linear
term is integrated exactly in Fourier space. A pseudo-spectral method is used to
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compute the spatial derivatives. To eliminate aliasing errors, the non-linear term in
the momentum equation is computed in rotational form and a spectral truncation
filter is applied each time step to remove energy from wave numbers greater than 2/3
times the maximum wave number. The numerical domain has length L = 2pi on each
side.
The velocity fields are initialized with the turbulent fields reported by de Bruyn Kops
and Riley [1998] and then forced so that E(κ) ∝ κ−5/3 at low wave numbers. In the
simulations, E(κ) is computed by averaging the energy for all points in a wave number
‘shell’, that is, for all points having κ−∆κ/2 ≤ κ < κ+ ∆κ/2 with ∆κ the width of
the shell. The force, b, is applied simply by amplifying the magnitudes of the Fourier-
space velocities belonging to the shell without altering their relative magnitudes or
phases. The amplification factor is chosen so that the simulated spectrum converges
to the target spectrum over some range of wave numbers. Specifically, the method
of Overholt and Pope [1998] is applied for wave numbers 1 ≤ κ/κ0 ≤ κf/κ0 where
κ0 = 2pi/L is the smallest non-zero wave number represented in the simulations and
κf/κ0 = 4.
4.1.2 Preliminary Simulations and Stationarity
The forcing technique used to energize the large scales in the simulations is anal-
ogous to a spring-and-damper designed to bring the system to steady state quickly
and with little oscillation. As reported by Overholt and Pope [1998], the method
performs very well. Nevertheless, it does not yield velocity fields that are exactly
stationary because of the chaotic nature of turbulence. The focus of this research,
however, is on dissipation rate and intermittency in statistically stationary turbu-
lence. Therefore, before proceeding further with descriptions of the simulations, the
degree of stationarity that is achieved by the numerical simulation technique is con-
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sidered in this section. Additionally, the response time of the flow fields to changes
in the simulation parameters is investigated.
To consider stationarity, we investigate a preliminary simulation with 512 grid
points in each direction. This simulation is denoted case R2a with parameters given
in §4.1.3. It is a small enough simulation so that it can be run for a long time in order
to ensure that it is statistically stationary. Nevertheless, it is adequately resolved
spatially by the criterion of Eswaran and Pope [1988] for the study of average statistics
and is useful for considering the question of stationarity. In this case, the ensemble
used for computing the statistics of random variables includes the entire simulation
domain sampled 10,000 times over the period of 10 turbulence time scales. So 〈k〉 and
〈〉 are the expected values of the turbulence kinetic energy and its dissipation rate.
No subscript is used with  here because the simulation is not sufficiently resolved for
the quantity to be considered 0. It is simply the dissipation rate computed at the
resolution of the simulation. With these definitions, the turbulence time and length
scales are T = 〈k〉 / 〈〉 and L = 〈k〉3/2 / 〈〉.
The time series of the spatially averaged kinetic energy and dissipation rate are
shown in Figure 4.1 where k and ¯ are the instantaneous quantities averaged over
the entire simulation domain at an instant in time. Both have been normalized by
their expected values in order to investigate variation about the mean values with
time. The instantaneous averages wander over a range of about ±2% of the mean
value for the energy and about ±7% of the mean value for the dissipation rate with
the standard deviations of k and ¯ about their mean values being 0.012 and 0.046
respectively.
Next we examine the response of the simulation to changing the viscosity. This is
of interest in general because it reveals information about how turbulence responds
to changes at small length scales, but it is discussed here because the simulations
presented in §4.1.3 with higher Re were developed from those with lower Re and it is
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Figure 4.1: Spatially averaged turbulence kinetic energy and its dissipation rate for
the preliminary simulation. The expected values are determined from time-space
averages over the computational domain and the period shown in the figure.
important to know how long the simulations must be run for statistical stationarity
to be expected. To accomplish this test, the preliminary simulation was run until it
was stationary as discussed in conjunction with Figure 4.1. This time is defined as
t0 at which the kinematic viscosity was suddenly decreased by a factor of two. After
some additional time, the viscosity was set back to its original value. The results of
this test are shown in Figure 4.2 where ¯/ 〈〉 can be seen to be approximately 0.5
at t− t0 = 0 due to the prompt decrease in ν. The instantaneous spatially averaged
dissipation rate, ¯/ 〈〉, slowly increases toward unity, overshoots slightly, and is about
unity by (t − t0)/T ≈ 0.9 when the viscosity is restored to its original value and a
second transient begins. From the two transients, it can be deduced that it takes on
the order of a turbulence time scale, T , for the flow to adjust to changes in ν. Thus,
the dissipation rate responds at the time scale of the energy-containing motions in
the flow as is typically assumed for isotropic homogeneous turbulence.
Also shown in Figure 4.2, are the mean kinetic energy scaled by 〈k〉 and the
mean forcing power scaled by 〈〉. Not surprisingly, k/ 〈k〉 is not noticeably affected
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Figure 4.2: Kinetic energy, its dissipation rate, and forcing power versus time after
the viscosity is suddenly changed.
by changes in ν and neither is the forcing power since only low wave numbers are
amplified by the forcing scheme. The small jumps in the forcing power are due to
the simulation being stopped and restarted without saving the time history of the
solutions to the differential equations used in the forcing scheme.
4.1.3 Simulation Parameters
Based on the results from the preceding section, three simulation cases were devel-
oped from the preliminary simulation. The forced part of the spectrum for each is the
same. The Re was varied by adjusting the kinematic viscosity with the objective of
obtaining values of the Kolmogorov length scale that vary by factors of two. So case
R2 was produced by increasing the resolution on case R2a, and then the viscosity was
increased and decreased by factors of 24/3 to produce the lower and higher Re cases,
respectively. The resulting simulation parameters are shown in table 4.1. In contrast
to the foregoing discussion on the preliminary simulations, the ensemble here and
henceforth is defined as the entire spatial domain at an instant in time. Thus, all the
statistics are Eulerian and there is no commingling of spatial and temporal statistics
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Identifier ReL Reλ N ηκmax η/∆ λ/η `/η L/η L/L
R1 1546 102 1024 6.6 3.14 19.8 57.50 247 0.76
R2a 3197 146 512 1.6 0.75 23.8 106.2 425 0.62
R2 3426 151 2048 6.4 3.04 24.2 110.4 448 0.66
R3 8275 235 2048 3.1 1.50 30.2 216.4 868 0.64
Table 4.1: Simulation Parameters.
so that our definitions are consistent with K41 and K62. The length scales are defined
in §2.1. The Reynolds numbers are defined by ReL = k¯2/¯ν and Reλ =
(
20k¯2/3¯ν
)1/2
. The number of grid points in each direction is denoted N and the small scale reso-
lution is given in term of the grid spacing ∆ = L/N and the maximum wave number,
κmax, the latter taking into account the dialiasing filter.
4.2 Overview of Simulated Flows
The parameters in Table 4.1, in conjunction with the literature cited in §3.5, lead
us to expect the simulations to be well suited for studying small scale turbulence and
intermittency. Note the extraordinary high resolution of the simulations compared
with the standard resolution of DNS, η = 0.5∆. It is worthwhile, however, to verify
general characteristics of the simulated flows before considering specifics about the
surrogates for 0 and intermittency. We begin our analysis with an overview of the
data quality with focus on the small scale resolution and isotropy of the flow field.
Then we proceed to spectra and structure functions of the velocity fields. Note that
the entire domain of the simulated flow at an instant in time is considered as the
sampling volume and therefore, there is no commingling of spatial and temporal
statistics.
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4.2.1 Local Velocity
For a qualitative view of the range of length scales that exist in the simulations
and the resolution of the small scales, consider contour plots of the instantaneous
velocity in case R2. In Figure 4.3, the vertical velocity on a horizontal plane is
shown at three different magnifications. The velocity is scaled by the rms velocity
u′ = (2k¯/3)1/2. From the top panel in the figure, which shows the entire extent
of the simulation domain, it appears that there are regions correlated over about
half the domain which is consistent with the values for L/L in Table 4.1. Since the
boundary conditions are periodic this is the largest possible correlation length scale
and is indicative of the trade-off made in favor of small scale resolution over large
scale resolution and to use forcing to produce the effects of motions at length scales
larger than the simulation domain. de Bruyn Kops and Riley [1998], in contrast,
report a simulation of isotropic homogeneous turbulence specifically designed to have
sufficient large scale resolution so that the simulated flow evolved comparably to a
similar laboratory flow. In that paper, it is shown that the simulation domain should
be 20 times the size of the energy containing eddies, compared with two times for the
current simulations, for the simulation to have good large-scale resolution.
The lower two panels in Figure 4.3 are magnifications of the top panel with the
region displayed being outlined with a black box in the panel immediately above. In
the bottom panel, it is apparent that the velocity change is quite small on the length
scale of the grid spacing. We can see graphically what it means that η is about three
times the grid spacing.
In Figure 4.4, the probability density of the velocity fluctuations is shown for case
R2. In the left panel the axes are linear while in the right panel logarithmic spacing
is used on the abscissa. It is apparent that the fluctuations are very nearly Gaussian
within several standard deviations of the mean value. The probability of very high
fluctuation magnitudes is less than that predicted by the Gaussian function, which
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Figure 4.3: Scaled vertical velocity, w/u′, from case R2 on a horizontal plane. Axes
are labeled in units of grid points. In the lower two panels, the region plotted is that
enclosed in the black box in the panel immediately above. Note that the color scale
is different for each panel.
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Figure 4.4: Probability density of the instantaneous velocity fluctuations for case R2.
Symbols represent simulation data and the line is the Gaussian function computed
from the mean and variance of the data.
is not surprising since the Gaussian model predicts finite probability of arbitrarily
large fluctuations and, therefore, arbitrarily high kinetic energy. There are, however,
a significant number of instances with |u/u′| > 4, which indicates that there are
patches of very strong turbulence. The p.d.f.s in the larger simulations with higher
Re have longer tails revealing more details about the rare events.
4.2.2 Velocity Gradients
Velocity gradients are the building blocks of the energy dissipation rate and its
surrogates. The statistical characteristics of the velocity gradients have a direct effect
on the statistics of energy dissipation and its surrogates. The p.d.f.s of two longitu-
dinal gradients and two transverse gradients for case R3 are shown in the top panel
of Figure 4.5. Only for very infrequent values of the gradients are differences between
the two p.d.f.s in each pair apparent. In the bottom panel of Figure 4.5, the p.d.f.s
of selected velocity derivatives are compared for R2 and R3. The general shape of
p.d.f.s of longitudinal gradients are different than those of the transverse components.
To quantify these differences we introduce the skewness and kurtosis for the variable
X:
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Figure 4.5: The p.d.f.s of the longitudinal and transverse velocity gradients. Top
panel: verification of isotropy for case R3. Bottom panel: results for cases R2 and
R3 show effect of Reynolds number.
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S =
〈(X − 〈X〉)3〉
〈(X − 〈X〉)2〉3/2 , (4.2)
and,
K =
〈(X − 〈X〉)4〉
〈(X − 〈X〉)2〉2 . (4.3)
The skewness represents asymmetry in the field and the kurtosis represents the tails of
pdf corresponding to the extreme events. The averaged skewness of the longitudinal
derivatives are -0.50, -0.53 and -0.55 and the averaged kurtosis are 4.9, 5.9, and
6.6 for cases R1, R2, and R3, respectively. The Re dependency of skewness and
kurtosis of the longitudinal velocity gradients fit well with power laws as SL ≈ (0.30±
0.01)Re0.11±0.01λ and KL ≈ (1.00 ± 0.20)Re0.35±0.04λ , which are consistent with those
of Ishihara et al. [2007] and the references there. The transverse gradients show a
different numerical value of skewness and kurtosis as well as different Re dependency.
The skewness of the transverse gradients for all the cases is very small and almost
zero(≈ 10−2) while the kurtosis has much higher values (6.9, 8.7 and 9.9 for R1,
R2, and R3) with the Reynolds dependency of KN ≈ (1.00 ± 0.30)Re0.42±0.04λ . High
kurtosis is an indication of intermittency being exhibited in the velocity derivatives
and values greater than three result from distributions having higher probability
densities for extreme events than in a Gaussian distribution. So the longitudinal
derivatives are substantially more skewed but exhibit less intermittency than the
transverse derivatives. This suggests that the p.d.f.s of ˜0,1 and ˜0,2, will provide
significantly different approximations for the p.d.f. of 0.
4.2.3 Small-scale Resolution and Statistical Convergence
The notation 0 is used to represent energy dissipation rate at the grid resolution.
Implicit is the assumption that the spatial resolution of the simulations is sufficient
so that differences between 0 and the exact local dissipation rate are not signifi-
cant. When n0 is considered, differences between 0 and the exact local dissipation
rate clearly become important for a sufficiently high value of n. Donzis et al. [2008]
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Figure 4.6: The p.d.f.s of the transverse velocity increment, ∆rv, normalized by the
rms value of transverse velocity gradient σu2,1 of R2. The plots are for separation
distance r/η = 0.3, 0.7, 1.3, 2.6, 5.3, 11. The solid line represents p.d.f of transverse
velocity gradient.
showed that for simulations with Reynolds numbers comparable to those in the cur-
rent simulations, 40 is accurate provided η/∆ > 1, a criterion that is satisfied in all
the cases reported in this paper. Figure 4.6 shows the fine resolution of our simula-
tions in terms of p.d.f.s of the transverse velocity increments for different separation
distances for case R2. The p.d.f.s are almost identical to the p.d.f. of the transverse
velocity gradient for the separation range of r = 1∆ ∼ 6∆ < 2η.
Given that the local values of n0 are accurate for values of n up to at least four, it
is still necessary to check for what values of n is 〈n0 〉 statistically converged. The nth-
order moment of 0 is statistically converged if 
n
0P (0) of the ensemble approaches
zero for large 0/ [Donzis et al., 2008, Hamlington et al., 2012]. Here P (0) is the
probability density function of 0, which is computed by binning the data to form the
histogram. The integrands for the fourth-order moments of the dissipation rate and
the transverse surrogate are plotted in Figure 4.7. The convergence is good for both
quantities in all three simulations.
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Figure 4.7: Convergence test of the fourth-order moments of normalized energy dis-
sipation rate (left) and its transverse surrogate (right) for R1, R2, and R3.
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4.2.4 Isotropy of Velocity Gradients
Motivating the definitions of the dissipation rate surrogates is the assumption
that the flow is locally isotropic. Isotropy implies specific relationships between the
moments of the velocity gradients and certain “invariants” that do not change with
the rotation of coordinates in incompressible flow [Hierro and Dopazo, 2003, Siggia,
1981b]. Let
F 21 ≡ 2I0/15, (4.4a)
F 22 ≡ 4I0/15, (4.4b)
F 23 ≡ −I0/15, (4.4c)
F 41 ≡ 4I1/105, (4.4d)
F 42 ≡ 3I1/140 + 11I2/140− 3I3/35 + I4/80, (4.4e)
F 43 ≡ 11I1/672− 61I2/3360 + 23I3/840 + 7I4/640, (4.4f)
where the invariants are
I0 ≡ 〈sijsji〉 , I1 ≡
〈
(sijsji)
2
〉
, I2 ≡
〈
ω2(sijsji)
〉
, I3 ≡ 〈ωisijsjkωk〉 ,
and I4 ≡ 〈(ω2)2〉, with ω the modulus of the vorticity vector. In table 4.2 the values
of F 2ni are shown relative to the corresponding moments of the velocity derivatives
for case R3; the values for the other cases are comparable. In the first section of the
table, the three choices for longitudinal surrogates are tabulated followed by those for
the transverse and asymmetric surrogates in the other two sections. If the simulated
flows were perfectly isotropic then all of the ratios in the table would be unity. We
see from the tabulated values that the flow is sufficiently isotropic and the effect of
anisotropy is negligible even for the fourth-order moments.
Another way to gage the effect of anisotropy on the surrogates is to compare
the kurtosis of each velocity derivative. These are listed in table 4.3. Here the fact
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n=1 n=2〈
u2n1,1
〉
/F 2n1 0.996 0.991〈
u2n2,2
〉
/F 2n1 0.998 0.995〈
u2n3,3
〉
/F 2n1 1.000 1.001〈
u2n1,2
〉
/F 2n2 0.998 1.070〈
u2n1,3
〉
/F 2n2 0.998 1.063〈
u2n2,1
〉
/F 2n2 1.000 1.081〈
u2n2,3
〉
/F 2n2 1.005 1.113〈
u2n3,1
〉
/F 2n2 1.001 1.091〈
u2n3,2
〉
/F 2n2 1.000 1.090〈
un1,2u
n
2,1
〉
/F 2n3 0.994 0.963〈
un1,3u
n
3,1
〉
/F 2n3 0.998 0.959〈
un2,3u
n
3,2
〉
/F 2n3 1.002 0.978
Table 4.2: The ratio of the moments of the velocity gradients to the isotropic values
based on invariants for case R3, with ui,j ≡ ∂ui/∂xj.
u1,1 u2,2 u3,3 u1,2 u1,3 u2,1 u2,3 u3,1 u3,2
R1 4.99 4.85 4.86 7.52 6.82 6.71 6.45 6.87 7.03
R2 5.95 5.72 5.95 8.47 8.96 8.91 8.53 9.23 8.23
R3 6.57 6.58 6.59 9.84 9.78 9.91 10.0 9.97 9.97
Table 4.3: Kurtosis of the longitudinal and transverse velocity gradients for R1, R2,
and R3.
that the three simulations have different Reynolds number is helpful; the variation in
kurtosis due to even a modest change in Reynolds number is much larger than that
due to anisotropy. It is also noted that the kurtosis values are in good agreement with
those reported in the literature for flows with similar Reynolds numbers. See, e.g.,
Gotoh et al. [2002], Ishihara et al. [2007], Jime´nez et al. [1993], Wang et al. [1996]
and references cited therein.
The conclusion drawn from the data in tables 4.2 and 4.3 is that the flow is quite
close to isotropic. Differences between, say, the three choices for the longitudinal
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surrogate are much smaller than between the longitudinal and transverse surrogates
or between the same surrogate in cases R1, R2, and R3. Therefore, in the remainder
of the dissertation only one of each surrogate will be considered, namely the ones in
the definitions in §3.2 unless mentioned otherwise.
4.2.5 Energy Spectra
In this section, the energy spectra and structure functions of the velocity field are
analyzed and compared with the K41 predictions. The Kolmogorov spectra, which
are defined in §2.1, are shown on log-log and semi-log axes for cases R1, R2, and
R3 in Figure 4.8. From the plots, several conclusions can be drawn. First, the
simulations exhibit K41 scaling in the inertial range, and they have values of α ≈ 1.5,
α1 ≈ 0.49 and α2 ≈ 0.65 consistent with those in the literature, [e.g. Saddoughi and
Veeravalli, 1994]. Second, the rise in the spectra near ηκ = 0.1, which is observed
in flow measurements and known as the bottleneck effect, is evident in the simulated
flows. This effect has been discussed in detail by Dobler et al. [2003], Donzis and
Sreenivasan [2010], Ishihara et al. [2009], Lohse and Mullergroeling [1995]. Third, the
simulations are resolved deep into the dissipation range as evidenced by the spectra
decreasing rapidly with increasing wave number. Note that the cusp at the right
end of the three-dimensional spectrum is due to truncation error, not aliasing error,
as discussed by Jang and de Bruyn Kops [2007]. Fourth, the simulated flows exhibit
increasing intermittency with increasing Re. This is evident from the slight differences
in the slope of spectra in the dissipation range in each simulation.
The one-dimensional spectra also provide a useful measure of isotropy in the iner-
tial range and a cross-check that K41 scaling is exhibited. The ratio φ2(κ1η)/φ1(κ1η)
is plotted in Figure 4.9. Recall from the ratio α1/α2 that the ratio of the spectra
will be 4/3 if the flow is perfectly isotropic and the Re is infinite. The simulations
with the higher Re, cases R2 and R3, agree well with theory. Additionally, the ratio
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Figure 4.8: The Kolmogorov spectra plotted on log-log and semi-log axes.
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Figure 4.9: Ratio of the transverse to the longitudinal spectra.
φ2(κ1η)/φ1(κ1η) suggests that the inertial range exists around κ1η ≈ 3 × 10−2. The
results for case R1 suggest that the Re in this case is not high enough for this statistic
to match the theory for high Re flows. Recall that the Taylor Reynolds number for
this case is 102, which is at the lower limit suggested by the literature for simulations
suitable for studying intermittency [Gulitski et al., 2007a,b, Ishihara et al., 2007,
2009, Yeung et al., 2006a,b, Zhou and Antonia, 2000b]. .
4.2.6 Structure Functions
In pseudo-spectral simulations, it is more efficient to compute the statistics in
Fourier space. However, to have a better understanding of turbulence at differ-
ent length scales, statistics in physical space are also presented. As noted in §2.1,
Kolmogorov scaling is defined by Obukhov in terms of spectra and by Kolmogorov
in terms of structure functions, but the two statistical quantities are exactly inter-
changeable only under assumptions not satisfied in the simulations. Therefore, for
completeness, the second- and third-order longitudinal structure functions are shown
as Figure 4.10.
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The second- and third-order structure functions both exhibit two distinct regions
of power law scaling corresponding to the dissipative and inertial scales. The dot-
ted lines indicate the Kolmogorov power law behavior for the structure functions in
these regions. The predicted power law exponent (K41) for the nth-order structure
functions is n in the dissipation range and n/3 in the inertial range. The structure
functions normalized by the Kolmogorov scaling represent Kolmogorov universal con-
stants. These constants are discussed for the longitudinal structure functions as 2.0
for D2L and at 4/5 for D
3
L in §2.1. The normalized structure functions exhibit a plateau
in the inertial range with numerical values very close to the universal constants. The
width of the plateau representing inertial scaling range increases with Re and size of
the simulation domain. The scaling holds very well for cases R2 and R3, but less well
for case R1. This is consistent with the results from the spectra that case R1 has
marginally high enough Re to be consistent with K41.
Note that Kolmogorov’s 4/5 law is the only exact equation for turbulence expected
to be valid at infinite or sufficiently high Re without reflecting intermittency effects.
As a result, the existing difference between the measured constants from the nor-
malized third-order structure function and its equivalent from high Re experiments
(4/5), can be explained in terms of finite Re effects. The higher-order statistics of
flows with finite Re are qualitatively similar to the high Re turbulence. To obtain the
numerical values for the non-dimensional constants matching the high Re flows one
can apply extended self similarity (ESS) hypothesis. For further information on ESS
the reader is refer to Benzi et al. [1993]. In our simulations, a power law scaling range
is observed for λ/η ≤ r/η ≤ 3λ/η although the numerical value for the normalized
second- and third-order structure functions in this region is slightly underestimating
theoretical values. This range will be considered as the ”scaling range” in our study.
The scaling range is marked for case R2 on Figure 4.10.
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Figure 4.10: The longitudinal second- and third-order velocity structure functions.
The dotted lines indicate the power law behavior in the dissipation and inertial ranges
as predicted by K41. SR delineates λ ≤ r ≤ 3λ for case R2.
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CHAPTER 5
SMALL SCALE STATISTICS IN HOMOGENEOUS
ISOTROPIC TURBULENCE
The results and discussion in the previous chapter show that the simulated flows
are well resolved and suitable to study small scale dynamics including intermittency.
In this chapter, we present the methodology and discuss the results of small scale tur-
bulence studies and intermittency estimations using DNS of isotropic turbulence. A
single snapshots of cases R1, R2, and R3 are chosen for this investigation. In section
3.2, three different surrogates for energy dissipation rate were defined. Each of the
surrogates represents characteristics of either longitudinal, transverse, or asymmetric
components. Note that due to the statistical isotropy and similarities between the
gradients of different velocity components shown in §4.2.2, only the surrogates defined
based on u1 velocity are considered, unless it is mentioned otherwise. Instantaneous
energy dissipation, 0, and its one-dimensional surrogates, ˜0, are computed locally us-
ing DNS of isotropic turbulence, where the inherent assumptions in the surrogates are
mostly valid. The statistical characteristics of the surrogates are compared with those
of the direct measurements of energy dissipation rate and quantitative and qualitative
differences are discussed. The effects of surrogates on intermittency estimations and
potential biases are considered.
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5.1 Analysis of the Local Energy Dissipation Rate and Sur-
rogates
In this section, the characteristics of the local energy dissipation rate and its one-
dimensional surrogates are studied. We start our analysis with a qualitative overview
of the fields in Figure 5.1. The contour plots of horizontal cross section of energy dis-
sipation and surrogates are shown. There are several striking characteristics evident
in the images. The first relates to directionality. The dissipation rate and the surro-
gates are organized in slender structures having width and length of approximately
λ and `, respectively. These structures do not exhibit any directional preference in
0 while there is strong directional dependency in the longitudinal and transverse
surrogates. The slender structures are oriented vertically for ˜0,1 and horizontally for
˜0,2. In other words the structures are perpendicular to the direction of the gradients
used for computing the surrogates. Since it is composed of two gradients, ˜0,3 does
not exhibit strong directionality and has a smaller characteristic length scale. Also it
is not positive definite.
The second difference between 0 and the surrogates evident in the images is that
the surrogates exhibit much sharper gradients than 0. The images give the impression
that the surrogates are more intermittent than 0, which is indeed the case as is shown
quantitatively throughout this section.
5.1.1 Probability Density Functions
Next we consider the p.d.f.s of the local energy dissipation rate normalized by its
mean, 0/¯. These are plotted for each Re in the top panel of Figure 5.2. Energy
dissipation rate is highly intermittent, as reflected in the pronounced tails of the
distribution functions. The resolution of all the data sets are adequate for reliable
measurements of energy dissipation, however, the far tails of p.d.f.s expand by Re.
The larger simulation size and consequently extended dynamic range, increases the
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0/¯ ˜0,1/¯
˜0,2/¯ ˜0,3/¯
Figure 5.1: Dissipation rate and surrogates on an xy-plane from case R2. The x-
direction is horizontal on the figures and a white line of length 5λ is shown in the
upper right panel for reference. The shading is scaled logarithmically from 0.01 (black)
to 100 (white) and is the same for all panels. The negative values in ˜3 are shown as
black.
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Figure 5.2: Top panel: p.d.f.s of the instantaneous energy dissipation rate normalized
by its mean value for three Reynolds numbers. Bottom panel: p.d.f.s of dissipation
rate surrogates for case R3 with x corresponding to each of the variables in the legend.
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frequency of the intense and rare events. In case R3, the extreme values of 0 are more
than 150 times the average value whereas the ratio is only about 30 for case R1. Note
that the resolution in R1 and R2 simulations are similar but due to the higher Re and
larger simulation domain of R2, energy dissipation exhibits significantly wider tail.
In the literature, stretched exponential fits are suggested for the far tails of p.d.f.s of
energy dissipation rate [see e.g. Bershadskii et al., 1993, Donzis et al., 2008, Meneveau
and Poinsot, 1991].
The contour plots of the dissipation rate and surrogates (Figure 5.1) suggest that
the surrogates are more intermittent than 0 and the results from §4.2.2 suggest
that the transverse surrogate, ˜0,2, will be more intermittent than the longitudinal
surrogate, ˜0,1. The p.d.f.s of the surrogates in the bottom panel of Figure 5.2 show
both of these to be true. The transverse surrogate predicts dissipation rate values
of more than 500 times the mean value compared with ratios of about 250 for the
longitudinal surrogate and 150 for 0 itself. The p.d.f. of the asymmetric surrogate,
˜0,3, has much different characteristics than those of either 0 or of the other surrogates
both because ˜0,3 is not positive definite and because it is extremely intermittent with
a significant number of locations having values more than 1500 times the mean. The
variance of this surrogate is also significantly higher than the other two surrogates.
The numerical values of skewness and kurtosis of energy dissipation and its surrogates
are listed in table 5.1 for all the cases. Consistent with the velocity derivatives, the
transverse surrogate shows higher kurtosis than does the longitudinal surrogate.
Modelling energy dissipation rate and its distribution is the subject of ongoing
research. The classical approach is to assume a lognormal distribution as suggested
by Kolmogorov [1962] and Obukhov [1962]. This model is reviewed by Frisch [1995]
and its shortcomings have been discussed previously [Kraichnan, 1974, Mandelbrot,
1974, Schertzer et al., 1997]. Here, we use the lognormal model as a reference when
comparing the statistical characteristics of the surrogates with those of the energy
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Skewness Kurtosis
R1 R2 R3 R1 R2 R3
 3.74 5.21 6.90 28.98 64.65 133.85
˜2 7.42 9.17 11.62 126.30 224.57 414.14
˜2 8.81 13.83 16.73 162.30 504.47 898.0
˜3 -7.15 -12.59 -16.01 144.19 526.65 997.24
Table 5.1: Skewness and kurtosis of local energy dissipation and its surrogates
Skewness Kurtosis
R1 R2 R3 R1 R2 R3
log  -0.20 -0.13 -0.10 3.14 3.09 3.11
log ˜1 -1.35 -1.29 -1.27 6.44 6.23 6.17
log ˜2 -1.19 -1.12 -1.10 5.87 5.65 5.59
Table 5.2: Skewness and kurtosis of the logarithm of the local energy dissipation rate
and its surrogates.
dissipation rate. The p.d.f.s of the logarithm of the dissipation rate and its surrogates
are plotted in Figure 5.3 along with the model distribution. The curves are scaled by
the standard deviation of the logarithm of each variable, e.g., σlog 0 . The numerical
values of skewness and kurtosis of these variables are listed in table 5.2 for all the
cases. Consistent with the previous published data [e.g. Pope and Chen, 1990, Wang
et al., 1996, Yeung et al., 2006a], the dissipation rate has a small negative skewness
and slightly higher kurtosis than the model. Note that as discussed in §4.2.3 and
§4.2.4 the statistical and anisotropy uncertainty for these statistics are negligible.
Of greater interest in the current research are the p.d.f.s of the surrogates. The
distributions of the surrogates are much different from that of the dissipation rate
and the lognormal model is not appropriate even in the vicinity of the mean value.
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Figure 5.3: Top: Reynolds number effect on the p.d.f.s of logarithm of instantaneous
energy dissipation in comparison to the Gaussian distribution. In the bottom panel
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Based on the foregoing analyses several statistical differences between the energy
dissipation rate and the surrogates have been observed. First, the mean dissipation
rate computed from any of the surrogates will, by definition, be correct for isotropic
flow. Second, higher moments of the dissipation rate fluctuations, and in general the
probability density function of 0 are not well predicted by the surrogates. Third, the
surrogates are more intermittent than 0 and intermittency is reflected in the higher
moments of the p.d.f.s. Fourth, different surrogates exhibit different statistical char-
acteristics including intermittency. The one-dimensional surrogates are directional
statistics and could capture local characteristics of flow only in a particular direc-
tion, while the energy dissipation is a volumetric variable independent of direction.
As a result, the sensitivity of the surrogates to the small scale anisotropy and the
intermittency level predicted by each surrogate are different.
These results motivate a question about contribution of each component of strain
rate tensor on the energy dissipation rate and its intermittency. We would like to
determine the key mechanisms causing cancellation of the extreme events of surro-
gates in energy dissipation rate. It is hypothesized that either the extreme events of
each component are partially canceled out by the competing events from the other
components, or some of these mechanisms that contribute to the extreme events of a
certain surrogates, would contribute less in the energy dissipation rate. To answer this
question, the conditional statistics are applied and discussed in the next section. The
effects of spatial averaging and cancellation of extreme events due to this averaging
are discussed in terms of locally averaged statistics in §5.2.
5.1.2 Conditional Averages
In this section we examine the spatial correlation between energy dissipation and
its surrogates to see whether the surrogates can provide good estimates of the dis-
sipation rate if the infrequent events resulting from intermittency are omitted. For
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this, consider the conditional average of the surrogate given 0 = ε, where ε is the
probability space analog of . As is often done, explicit reference to the probability
space variable is omitted and we write the conditional average as, e.g., 〈˜0,1|0〉.
The conditional averages of surrogates given the local energy dissipation rate are
plotted in Figure 5.4 for R2 and R3. A line with slope one indicates the perfect
correlation between the variables. For all values of ε, the longitudinal surrogate
correctly predicts 0 on average. In other words, there is a strong spatial correlation
between the longitudinal surrogate and the energy dissipation rate over all scales of
fluctuations and the conditional p.d.f.s of the surrogate have very nearly the correct
first moment for any value of ε. This is not the case for the other two surrogates. For
both the transverse and asymmetric surrogates, the conditional average is too high for
low values of ε and too low for high values of ε. There is no strong correlation between
dissipation and these surrogates in regions of relative quiescence. For the moderate
scales, the effect is more pronounced for the asymmetric surrogate presumably because
it can have negative values even in locations where 0 is high.
Only one surrogate of each type is shown in Figure 5.4. It has been observed,
however, that summing independent intermittent random fields will result in a less
intermittent field and so the sum of, say, two different transverse surrogates may
result in a surrogate with statistics closer to those of 0 [Wang et al., 1996]. This
suggests looking at the conditional averages of the sum of all the possible transverse
surrogates as done by Donzis et al. [2008]. The conditional averages of the sum of
the transverse surrogates is similar to the conditional average of a single surrogate.
Summing the surrogates to reduce the intermittency does not result in the conditional
average agreeing with the dissipation rate.
The reverse conditional statistics, i.e., the conditional averages of instantaneous
energy dissipation given surrogates does not show the same behavior. At low values
of surrogates the conditional dependency is weak, but it increases for moderate and
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extreme events. It is always below the line of slope one, indicating that the moderate
and extreme events of surrogates are usually followed by lower energy dissipation
rate. In other words extreme events of surrogates are partially canceled out by each
other. The deviation is much higher in the transverse compared with the longitudinal
surrogate. Note that the resolution effect is negligible and the conditional statistics
of R2 and R3 are very close.
5.2 Analysis of the Locally Averaged Surrogates
Thus far, our analysis has been focused on the local dissipation rate, 0, and the
corresponding surrogates. A principal motivation for studying surrogates, however, is
to understand how they might bias our understanding of intermittency. Intermittency
is quantified by how the dissipation rate varies in space and so we turn now to
analyzing the locally averaged dissipation rate, r, and its surrogates.
The locally averaged dissipation rate is defined as 0 averaged over a volume
with linear dimension r. In theoretical analyses of isotropic turbulence the averaging
volume is taken to be a sphere but the definition of r is not consistent in the literature.
The original definition in Kolmogorov [1962] takes r to be the radius of the sphere
[e.g. Frisch, 1995, Kolmogorov, 1962, Novikov and Stewart, 1964, Pope, 2000], while r
is also defined as the diameter of the sphere in some references [e.g. Chen et al., 1993,
Monin and Yaglom, 1975, Stolovitzky et al., 1992, Thoroddsen, 1995, Wang et al.,
1996]. In this paper the second definition is used because, as explained in the next
paragraph, we consider averages over spheres and also along straight lines. So for the
analyses that follow, r is the linear dimension of the averaging volume and r is
r(x) =
6
pir3
∫ ∫ ∫
V (r)
0(x+ r) dr. (5.1)
With simulation data, the dissipation rate and the surrogates are known as func-
tions of three spatial dimensions and so the spherical averages can be computed.
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When the surrogates are measured in a physical flow, however, typically they are
sampled in time and Taylor’s hypothesis is invoked to convert the time series to a
spatial series. In this case, the surrogate is only known along a line and it is natural
to compute the local averages along that line, not over a sphere. Thus, intermittency
estimates based on surrogates will be affected both by differences between 0 and the
surrogates and by differences between the averaging volume inherent in the definition
of r and that used to average the surrogates. In this study we consider the two effects
separately. To make clear the averaging volume used to compute a given quantity,
the subscript “r” indicates an average over a sphere of diameter r, e.g., ˜r,1, and the
subscript “h” indicates an average along a line of length h, e.g., ˜h,1.
A further comment is warranted with regards to computing local averages from
simulation data. In general, given 0 at discrete location in space, interpolation must
be used to compute an average over an arbitrary region. If the interpolation scheme is
not fully consistent with the numerical method used to solve the governing equations
when the simulation was run then errors will result. Fortunately, with data from
a pseudo-spectral simulation the interpolation function is known exactly. For the
spherical filter, r is exactly
r(x) = ¯+ 3
∫ ∫ ∫ ∞
−∞
eiκ·xˆ0(κ)
(
sin (κr/2)
κ3(r/2)3
− cos (κr/2)
κ2(r/2)2
)
dκ, (5.2)
where ˆ0 is the three-dimensional Fourier transform of 0 fluctuations. For the linear
filter in the xi direction,
h(x) = ¯+
∫ ∞
−∞
eiκixi ˆ0(κ)
sin (κih/2)
κih/2
dκi. (5.3)
where κi is the wave number in the i-th direction. More information on these averages
is provided in Appendix B.
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It is sometimes noted that (5.2) and (5.3) are not, in general, exact for simulation
data, which is true if 0 cannot be exactly represented in Fourier space by ˆ0. In
fully dealiased pseudospectral simulations of the type reported here, 0 is described
exactly by a finite discrete Fourier series and, therefore, by a Fourier integral with
the coefficient function zero except at certain wave numbers. Since (5.2) and (5.3) do
not introduce Fourier modes that are not in 0, r and h reported here are exact to
within the precision of the computer arithmetic.
5.2.1 Probability Density Functions
To guide our analysis of the the locally averaged surrogates, we pose two questions
motivated by the results from §5.1. First, does spatial averaging result in the fortu-
itous cancellation of the excessive intermittency of the surrogates, relative to that in
0, so that the moments of the averaged surrogates are comparable to those of r?
Second, is the lognormal model, often used in estimating the intermittency exponent,
appropriate for the locally averaged surrogates even though it is not a good model for
the local quantities? To address the first of these questions, the p.d.f.s of r and the
two positive-definite surrogates are plotted in Figure 5.5 for case R2 and r ranging
from the Kolmogorov to the integral length scales.
Note that the curve for the highest r is plotted true and the remaining curves
are offset vertically in increments of half a decade so that they can be distinguished.
Based on the data in table 4.1 and figures 4.8 and 4.10, the curves for r = 21η ≈ λ and
r = 169η ≈ ` are representative of the variables averaged over scales in the scaling
range and the energy containing range, respectively.
Consider first the general shape of the curves. For small r, the results are as
expected from the preceding analysis of the local dissipation rate. The transverse
surrogate exhibits higher frequency of extreme events than the longitudinal surrogate,
but both surrogates exhibit significantly heavier tails compared with r. Only for
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Figure 5.5: P.d.f.s of the locally averaged energy dissipation rate and the longitudinal
and transverse surrogates for case R2 and r/η = 0.7, 1.3, 2.6, 5.3, 11, 21, 42, 84, 169,
337. Variables are normalized by their own mean, r increases in the the direction of
the arrow, and x corresponds to each of the variables in the legend. The curve for the
highest r is plotted true and the remaining curves are offset vertically in increments
of half a decade. The p.d.f.s are calculated with bins of equal width in logarithm
(top) and linear (bottom) scales.
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averaging over the energy containing scales do the dissipation rate and the surrogates
have similar distributions. The characteristics of the p.d.f.s are further quantified in
terms of their centered-normalized moments, which are plotted as functions of r in
Figure 5.6.
The moments are computed for all possible components over three different orthog-
onal directions. The averaged value for the longitudinal, transverse, and asymmetric
surrogates are shown in the figure. Error bars, which are obtained by estimating the
residual anisotropy from the fluctuations between measurements on three orthogonal
directions, are smaller than the symbol size in the figures. The moments are nearly
invariant with r in the dissipation range. For higher r, the moments decrease approx-
imately as power laws and only for averaging over lengths characteristic of the energy
containing scales are the moments of surrogates comparable with those of energy
dissipation rate. The differences between the longitudinal and transverse surrogates
preserve even when the fields are locally averaged over lengths in the scaling range.
Next we determine if the lognormal model is reasonable for the averaged sur-
rogates. In Figure 5.7, the p.d.f.s of the logarithm of the locally averaged energy
dissipation, longitudinal, and transverse surrogates are shown. The asymmetric sur-
rogate is not necessarily positive and so its logarithm is not considered. In computing
the p.d.f.s, the mean of each variable has been subtracted and the result normalized
by its own standard deviation, e.g., σlog r , for comparison with the lognormal model.
A wide range of r values are included in the top panel of the figure while the lower
panel is a magnified version showing r in the scaling range and larger. In the bottom
panel, dotted lines indicate the lognormal model. There is fairly good agreement
between logarithm of the locally averaged energy dissipation rate and its surrogates
for r in the scaling range and larger.
The suitability of the lognormal model for the surrogates is explored via the skew-
ness and kurtosis of each distribution, which are plotted in Figure 5.8. The magnitude
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Figure 5.7: Top panel: p.d.f.s of the logarithm of the locally averaged energy dissipa-
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of the moments decrease with increasing r in the dissipation range but are roughly
constant for r in the scaling range. In the scaling range, the skewness and kurtosis
values suggest distributions close to lognormal, but there is a distinct bias toward
negative skewness, which is consistent with the results of Wang et al. [1996]. Perhaps
surprisingly given Figure 5.7, the lognormal function represents the locally averaged
surrogates fairly well for r in the scaling range and larger.
5.2.2 Conditional averages
Even though there are significant differences between intense events of the local
dissipation rate and its surrogates, canceling of extreme values of the longitudinal
surrogate result in 〈˜0,1|0〉 ≈ 0 for all values of 0 (c.f. Figure 5.4). This is not the
case for the other surrogates. Now consider the cancellation of extreme events through
a combination of spatial and conditional averaging. In Figure 5.9, the surrogates
conditioned on r are shown for the full range of r values in the simulations. The
curves for small r are not surprising given that it has been shown earlier that neither
spatial averaging nor conditional averaging of the transverse or asymmetric surrogates
result in cancellation of extreme events. For r in the scaling range and smaller,
only the longitudinal surrogate exhibits conditional averages approximately equal to
r. Values of r near the integral length scale are required for the transverse and
asymmetric surrogates to do likewise. This result is remarkable because the spatial
averages of the surrogates and the dissipation rate are equal for r = L.
The reverse conditional expectations, i.e., averaged energy dissipation conditioned
on given surrogate show different pattern. There is a weak correlation at small fluc-
tuations while it gets stronger for moderate and large fluctuations. The correlation
coefficient, however is less than perfect for all the scales of averaging. In other words,
energy dissipation always underestimates longitudinal and transverse surrogates and
locally averaging these variables does not change this behavior. The deviation is
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stronger for asymmetric and transverse surrogates. Therefore, unless r is close to the
integral length scale, the spatial correlation of locally averaged energy dissipation and
its surrogates are similar to the instantaneous variables.
5.3 Quantifying Intermittency
Intermittency is quantified in terms of the scale dependency of the higher moments
of r. The theory of K62 includes the assumption of large scale separation between
` and η. Unfortunately, only the surrogates are available for flows with large scale
separation. So the objective in this section is to use the DNS data to show how
intermittency metrics computed from the surrogates can be expected to deviate from
the exact values computed directly from r. Because of the limited dynamic range in
DNS, no suggestion is made that it can be used to validate theories on intermittency.
5.3.1 Scale Dependency of Moments
We begin our analyses with the second-order moments of the locally averaged
energy dissipation rate and the surrogates. The moments are computed for all pos-
sible components over three different orthogonal directions. The averaged value for
the longitudinal, transverse, and asymmetric surrogates are shown in the top panel
of Figure 5.10 for case R2. The data in the figure is the same as in Figure 5.5 but
now the second-order moment, not the variance, is shown. The error bars represent
uncertainty due to the residual anisotropy estimated from the fluctuations between
statistics on three orthogonal directions. The curves in the scaling range are approx-
imately a power law for all the variables.
In order to evaluate power law scaling, as suggested by Miller and Dimotakis
[1991], the local scaling exponents
τ(n, r) ≡ −d(log 〈
n
r 〉)
d log r
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and
τ˜i(n, r) ≡ −
d(log 〈˜nr,i〉)
d log r
, i = 1, 2, 3
are plotted in the bottom panels of Figure 5.10. Recall that the intermittency ex-
ponent, µ, is defined as τ(2, r) for r in the scaling range. A vertical dotted line at
r = 25η ≈ λ is shown on the plots to aid in reading the logarithmic scales. The
curves reveal no broad range of r with power law scaling and the local scaling expo-
nent decreases monotonically over the scaling range for all the variables. This result
is consistent with the high Reynolds number experimental measurements and atmo-
spheric observations of Praskovsky and Oncley [1997] and so is presumably not an
artifact of the limited dynamic range of the simulations. Additionally, the numerical
values of the local slopes from the longitudinal surrogate are consistent with those
reported in this reference. Of greater interest in the current study is that the local
scaling exponents are much higher for the surrogates than the energy dissipation rate,
which means that the surrogates greatly overestimates the intermittency exponent if
a one-for-one replacement is made of the dissipation rate with the surrogate. Similar
results have been reported by, e.g., Wang et al. [1996], Zhou et al. [2006].
The third- and fourth-order moments and corresponding slopes are also computed
in a similar method to the second-order moments and plotted in Figure 5.11. The error
bars are more pronounced at higher-order moments, however, still negligible compared
with the discrepancy between the statistics of energy dissipation rate and surrogates.
The reference slopes corresponding to µ = 0.25 and assuming the lognormal model
are included on the plots to help the reader judge the slopes of the curves. The local
scaling exponents of these curves averaged over the scaling range are listed in table
5.3 for both R2 and R3. The uncertainty reported in this table is due to the variation
of the local scaling exponents over the scaling range. It indicates fluctuations of the
averaged scaling exponents induced by the scaling range extension. The effect of
uncertainty is dwarfed by the discrepancy between the statistics of energy dissipation
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Figure 5.11: The third- and fourth-order moments of the locally averaged energy
dissipation rate and longitudinal, transverse, and asymmetric surrogates over a range
of r. The dotted lines are for reference in estimating slopes and x corresponds to each
of the variables on the plot. The bottom panels are the corresponding local slopes.
The uncertainty due to anisotropy is indicated by the error bars.
rate and surrogates. Regardless of which moment or which simulation is considered,
the longitudinal surrogate yields significantly higher τ(n, r) for r in the scaling range
than does r, and the transverse and asymmetric surrogates yield even higher values.
Note that in the reminder of this section the error bars are neglected to simplify the
figures.
A wide range of values for the intermittency exponent has been reported in the
literature, in part due to multiple methods used for computing it; see for example
the reviews by Monin and Yaglom [1975], Praskovsky and Oncley [1997], Sreenivasan
and Antonia [1997], Sreenivasan and Kailasnath [1993]. The textbook value is µ =
0.25± 0.05 [Pope, 2000, Sreenivasan and Antonia, 1997] and the scaling exponents of
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n r ˜r,1 ˜r,2 ˜r,3
2 0.23± 0.03 0.38± 0.04 0.56± 0.04 1.16± 0.17
R2 3 0.67± 0.10 1.06± 0.12 1.53± 0.11 2.50± 0.28
4 1.32± 0.20 1.99± 0.22 2.81± 0.19 4.15± 0.43
2 0.23± 0.03 0.34± 0.04 0.51± 0.05 1.43± 0.10
R3 3 0.68± 0.08 0.99± 0.11 1.41± 0.11 3.00± 0.25
4 1.35± 0.12 1.86± 0.17 2.59± 0.18 5.047± 0.61
Table 5.3: The averaged local scaling exponent of the energy dissipation rate and
surrogates for nth-order moments. The uncertainty due to changes in the scaling
range is indicated by the error bars.
r in table 5.3 are in this range. All of the surrogates, however, over-predict µ. This
is consistent with the results in §5.1 and §5.2, namely that the surrogates are more
intermittent than the dissipation rate itself and averaging at length scales larger than
the scaling range is required to make the intermittency in the surrogates comparable
to that in the dissipation rate.
5.3.2 Testing for a Correctable Bias
The preceding results show that the one-dimensional surrogates significantly over-
estimate the intermittency exponent if 0 is simply replaced by a surrogate in the
calculations. If the bias is predictable, however, then it might be corrected for. One
approach to computing the bias [e.g. Benzi et al., 1993, Chen et al., 1997b] is to
assume power law scaling for both 〈nr 〉 and
〈
˜nr,i
〉
, i.e.,
〈nr 〉 ∼ rτ(n,r), 〈˜nr,i〉 ∼ rτ˜i(n,r), (5.4)
so that
〈˜nr,i〉 ∼ 〈nr 〉
τ˜i(n,r)
τ(n,r) = 〈nr 〉τ
′
i(n). (5.5)
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R2 R3
n ˜r,1 ˜r,2 ˜r,3 ˜r,1 ˜r,2 ˜r,3
2 1.60± 0.01 2.38± 0.04 4.90± 0.09 1.47± 0.004 2.16± 0.02 4.50± 0.06
3 1.56± 0.02 2.26± 0.06 3.82± 0.09 1.42± 0.001 2.03± 0.02 3.52± 0.07
4 1.49± 0.02 2.12± 0.07 3.21± 0.13 1.36± 0.009 1.99± 0.04 3.14± 0.08
Table 5.4: Scaling exponent τ ′i(n) in
〈
˜nr,i
〉 ∼ 〈nr 〉τ ′i(n) for the three surrogates and
n=2,3,4. The error bars indicate the uncertainty due to anisotropy and changes in
the scaling range.
In the range of r where power law scaling occurs, τ ′i(n) is not a function of r, hence
the omission of r from the notation. To test the efficacy of this approach, 〈˜nr,i〉 is
plotted versus 〈nr 〉 in Figure 5.12 for case R2 and n =2 and 4.
The numerical values of the exponents computed by minimizing the sum, for r in
the scaling range, of the square of the differences between the data and the power
law are listed in table 5.4 for R2 and R3. The results show that the biases in the
longitudinal and transverse surrogates are fairly consistent for all moments. For
instance, the τ ′1(n) ≈ 1.5 and τ ′2(n) ≈ 2.2 for n up to 4. Given the behaviour of the
asymmetric surrogate reported in §5.1 and §5.2, it is not surprising that τ ′3(n) is not
approximately constant.
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5.3.3 Effect of the Averaging Volume
At the beginning of §5.2, it is observed that the averaging volume envisioned in
K62 is a sphere of diameter r whereas it is natural to average the surrogates along
a line of length h. The effect of the choice of averaging volume is examined with
the help of Figure 5.13 in which the dissipation rate and the surrogates are averaged
both ways for case R2. Linear averaging results in lower values of τ(n, r) for small r
and higher values of τ(n, r) at large r. Quite remarkably, the cross over point is at r
at the scaling range. Similar behavior is observed for the surrogates. Therefore, the
tendency of the intermittency exponent estimated from the surrogates to be too high
is partially counteracted by the averaging technique typically used with surrogates.
Even so, the intermittency exponent based on ˜h,1 is still too high and the estimates
from the other surrogates are even higher.
5.3.4 Other Methods for Estimating the Intermittency Exponent
It has been suggested that in homogeneous turbulence the intermittency expo-
nent can be obtained from the autocorrelation function of the local dissipation rate
by relating it to 〈2r〉 in the scaling range [Monin and Yaglom, 1975, §25]. The auto-
correlation function of the local energy dissipation rate and of the longitudinal, and
transverse surrogates are defined as:
R0(r) ≡ 〈0(x)0(x+ r)〉 , (5.6)
R0,i(r) ≡ 〈˜0,i(x)˜0,i(x+ ri)〉, i = 1, 2. (5.7)
They are plotted versus separation distance in the top panel of Figure 5.14 for case
R2. The second-order moments of the locally averaged energy dissipation rate and
surrogates, for both linear and spherical averaging, are also shown in the same fig-
ure. Note that the autocorrelation functions are shifted in the vertical direction for
illustration purposes.
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Figure 5.13: The second-order moments (top panel) and corresponding power law
exponent (bottom panel) of the locally averaged dissipation rate and surrogates using
both volume and linear averaging. x corresponds to each of the variables on the plot.
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Considering first the characteristics of the autocorrelation functions, it is apparent
that they exhibit power law scaling at values of r in the scaling range. Additionally, at
these separation distances the autocorrelation function of the longitudinal surrogate
is similar to that of the dissipation rate itself. The autocorrelation function of the
transverse surrogate, on the other hand, does not behave like that of the dissipation
rate except perhaps at larger length scales.
Next consider whether the autocorrelation functions yield the same value of µ as
the local averages do. Recall that in the top panel of Figure 5.14 the autocorrelation
functions are offset vertically for clarity of the figure. Removing the offset by eye, it
is apparent that the autocorrelation and local average curves will not align and that
the autocorrelation functions lie to the left from the average curves. If the averaging
volume for r is defined in terms of the radius instead of the diameter, as is done by,
e.g., Frisch [1995], Kolmogorov [1962], Pope [2000] (c.f.§5.2), then there is very good
agreement between the autocorrelation and the second moment data. The results are
plotted in the bottom panel of Figure 5.14.
The first observation from the figure is that autocorrelation and the second mo-
ment curves for the exact dissipation rate lie almost on top of each other. This
confirms the mathematical analysis of Monin and Yaglom [1975, §25]. There is no
corresponding agreement for either surrogate, which is perhaps not surprising. A
very encouraging result, with respect to using surrogates to estimate µ, however, is
that the autocorrelation curve for the longitudinal surrogate almost aligns with the
autocorrelation of the true dissipation rate for r/η > 10 where power law scaling is
observed. In other words, the autocorrelation of the longitudinal surrogate yields the
“correct” µ in the sense that it is very nearly the same as that from the dissipation
rate itself. Similar conclusions are suggested by Cleve et al. [2003]. This raises the
interesting question of why the correct µ can be obtained from the surrogate via the
autocorrelation but not by averaging. It cannot be ruled out that this result is an
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Figure 5.14: Top panel: the second-order moment of locally averaged dissipation rate
and surrogates along with the corresponding autocorrelation functions. Note that
the autocorrelations have been shifted up for clarity of the figure. Bottom panel: the
same data except that the averaging volume in locally averaged variables is a sphere
of radius r. x corresponds to each of the variables on the plot.
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Figure 5.15: The one-dimensional spectra of energy dissipation rate, longitudinal and
transverse surrogates. x corresponds to each of the variables in the legend.
artifact of the limited dynamic range in the DNS, but an alternative explanation is
the following. It is observed that there is substantially higher intermittency at all
but the largest length scales in the surrogates than in 0. The extreme events in the
different components of the strain rate tensor evidently cancel each other. For the
longitudinal surrogate, the extreme events can be averaged away simply by condi-
tional averaging (c.f. Figure 5.4). It appears that the autocorrelation function, but
not locally averaging, results in cancellation of the extreme events. Why this is so is
beyond our current understanding.
Another way to compute the intermittency exponent is via the spectrum of the
dissipation rate. By assuming a power law scaling for autocorrelation function of 0
with slope −µ, it can be deduced that this spectrum will exhibit power law scaling
in the scaling range E0 ∼ κµ−1. The method is used widely in atmospheric measure-
ments and, depending on the choice of scaling range, different values of µ have been
reported [e.g Gibson et al., 1970, Monin and Yaglom, 1975, Praskovsky and Oncley,
1997]. The spectra of energy dissipation rate and the longitudinal and transverse
surrogates are plotted in Figure 5.15 for case R2. It is observed that in spite of finite
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Figure 5.16: The variance of the logarithm of the locally averaged energy dissipation
rate, longitudinal, and transverse surrogates.
Reynolds number of the simulations, the spectra do indeed follow a power law in the
scaling range but the slope is different for each variable. The flatter slopes in the
surrogates are consistent with higher intermittency. The slopes of −0.75 and −0.6
corresponding to the intermittency exponents of 0.25 and 0.4 are also plotted on the
figure for comparison.
Finally, a common method of estimating the intermittency exponent is direct
application of Kolmogorov [1962] and the lognormal model
σ2log r ∼ −µ log r. (5.8)
In Figure 5.16 the variance of the logarithm of the locally averaged energy dissipation
rate and its surrogates are plotted versus the logarithm of r. In agreement with
Kolmogorov [1962], all the curves exhibit a linear region in the scaling range, but
the slopes, which represent the estimated intermittency exponent, differ. The curve
corresponding to the energy dissipation rate is almost parallel to the line with slope
µ = 0.25, while the curves corresponding to the surrogates display higher slope. So
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once again the surrogates overestimate µ but in this case the differences between the
longitudinal and transverse surrogates are small.
The results of this chapter generally suggest a higher intermittency for the trans-
verse surrogates compared with the longitudinal surrogates. In contrary, the loga-
rithm of the surrogates does not confirm such differences. The p.d.f.s of logarithm
of the surrogates are very similar and the intermittency exponent estimated from
these surrogates assuming lognormal model are also in good agreement. The differ-
ences between intermittency of logarithm of transverse and longitudinal surrogates
are minimal.
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CHAPTER 6
DIRECT NUMERICAL SIMULATIONS OF
HOMOGENEOUS AXISYMMETRIC STRATIFIED
TURBULENCE
The characteristics of small scale turbulence in flows dominated by large scale
anisotropies, known as complex flows, is an open question. In this chapter, the DNS
of stratified turbulence with different degrees of stratification over a wide dynamic
range are introduced to study the effect of large scale anisotropies and complexities
on the small scale dynamics and dissipative mechanisms. Understanding behavior of
turbulence in strongly stratified flows is important in its own right. Here, stratification
is used simply as a convenient way to create a homogeneous but anisotropic flow. A
brief introduction to density stratified turbulence, simple flow with dominant large
scale anisotropies, is presented in the following section. The details of the simulations
and the related parameters are discussed in the second section followed by some
results on the kinetic energy dynamics. Further investigations of this data set related
to the small scale turbulence and intermittency are covered in the next chapter.
6.1 Density Stratified Turbulence
The mesoscale geophysical flows, including atmospheric and oceanic flows, are
dominated by density stratification effects. Turbulence often occurs in the density
stratified flows due to overcoming of inertial forces to stabilizing effects of viscosity
and gravity. The dominant source of turbulence is the internal wave breakdown,
while Kelvin-Helmholtz and zig-zag instabilities are also significant source of turbu-
lence [Billant and Chomaz, 2000a,b, 2001, Billant et al., 2010, Deloncle et al., 2008,
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Lindborg, 2006, Riley et al., 1981] . The vertical shear that sets the stage for these
instabilities is spontaneous, i.e., no mean shear is required. If there is any residual
shearing motion then strong vertical shear develops as the flow forms layers. Stratified
flows are usually simplified and modeled by Boussinesq approximation [Boussinesq,
1903]. A description of Boussinesq approximation as well as the complete set of
governing equations in stratified turbulence are presented in Appendix A.
When a high Reynolds number flow subject to a stabilizing density gradient be-
comes unstable due to vertical shearing, the resulting turbulence is thought to be
fully three-dimensional, but with the vertical length scale constrained by buoyancy
forces. Further, it is thought that the turbulence develops a cascade with net transfer
of energy down scale. These generalizations are based on laboratory experiments,
numerical simulations and theoretical studies [e.g. Billant and Chomaz, 2000a,b, Fin-
cham et al., 1996, Lindborg, 2005, 2006, Praud et al., 2005, Riley and de Bruyn Kops,
2003b]. The flow regime is termed stratified turbulence by Lilly [1983], Riley and
Lelong [2000] provide a review, and Riley and Lindborg [2008] discuss its possible
relevance to geophysical flows.
Note that the flows considered here are ”strongly stratified”, i.e., the buoyancy
force is at least as important as the inertial force. When a laboratory flow is strongly
stratified, the dynamics are dramatically different from those of flows subjected to
weaker stratification. For instance, horizontal eddies form and decouple in the vertical
[Beckers et al., 2001, 2002, Bonnier and Eiff, 2002, Fincham et al., 1996, Flo´r and
van Heijst, 1994, Lin and Pao, 1979, Meunier et al., 2006, Spedding et al., 1996a,b,
Trieling and van Heijst, 1998, Voropayev et al., 1991, 1997], and the flows evolve
much more slowly in time [Spedding et al., 1996a,b]. A number of experiments have
been designed to isolate and study the structure of stratified flows, [e.g. Billant and
Chomaz, 2000b, Bonnier et al., 2000, Godoy-Diana and Chomaz, 2003, Godoy-Diana
et al., 2004, Spedding, 2002, Voropayev et al., 2001].
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Numerical simulations have also been used to understand the stratified regime.
Several of the early numerical studies involved hypothetical flows Herring and Me´tais
[1989], Jacobitz et al. [1997], Me´tais and Herring [1989], Riley et al. [1981]. Even as
computers have become more capable, simple flow configurations that are not read-
ily realized in physical experiments have proven valuable for understanding certain
aspects of stratified turbulence [e.g. Brethouwer and Lindborg, 2009, Deloncle et al.,
2008, 2011, Hebert and de Bruyn Kops, 2006, Herring and Kimura, 2008, Lindborg,
2006, Riley and de Bruyn Kops, 2003a]. Other simulations have addressed labora-
tory flows such as wakes, mixing layers, and shear layers [e.g. Arobone and Sarkar,
2010, Basak and Sarkar, 2006, Brucker and Sarkar, 2007, 2010, Pham and Sarkar,
2010]. Recently, Diamessis et al. [2011] used large-eddy simulations to extend the
wake experiments of Spedding et al. [Spedding et al., 1996a,b].
While there is some agreement in the literature on the basic features of stratified
turbulence, a detailed picture of the energetics is not clear. One of the difficulties is
due to the fact that the flow does not abruptly transition globally from laminar to
turbulent but rather forms patches of turbulence. Following experimental studies of
atmospheric turbulence, most of the numerical studies focused on investigating energy
cascade and spectra. A power law spectrum is generally accepted but directional
spectra exhibit different scaling behavior. The horizontal spectrum decays with close
to −5/3 slope while the vertical spectrum shows much steeper slope [see e.g. Dewan
and Good, 1986, Lindborg, 2006, Nastrom and Gage, 1985]. Recent research confirms
the idea of forward energy cascade, i.e., energy transfer from large to smaller scales
[Lindborg, 2006, Riley and de Bruyn Kops, 2003a, Riley and Lindborg, 2008] .
It is generally believed that the directional differences diminish at smaller scales.
The so-called Ozmidov length scale is defined as the smallest scale to which the strat-
ified turbulence hypothesis can be applied. At scales smaller than Ozmidov length
scale, the stratification effect is negligible and flow is supposedly similar to three-
86
dimensional homogeneous and isotropic turbulence. However, there is not enough
research to prove such a theory and a detailed knowledge of small scale stratified
turbulence remains an open question. The experimental measurements have short-
comings in providing information about the structures and turbulence dynamics at
these scales and numerical simulations are always limited by the resolution and dy-
namic range.
A brief summary of the theoretical relationships and scaling analysis of stratified
turbulence is provided in the next section. In the remainder of this chapter, DNSs
of strongly stratified turbulence with extensive dynamic range are presented and the
flow dynamics are analyzed. The unique DNS data exhibit large scale anisotropies
while they are well resolved at small scales. A DNS data set of isotropic turbulence
with similar dynamic range and resolution is also included for one to one comparisons
of statistics of stratified turbulence with those of isotropic turbulence.
6.1.1 Theoretical Relationships
Many length and time scales are used to describe stratified turbulence, and the
theoretical relationships between them have been developed in the limit of low Froude
number [Billant and Chomaz, 2001, Lindborg, 2006, Riley and de Bruyn Kops, 2003a,
Tseng and Ferziger, 2001]. In simulations, due to the limited dynamic range, these
relationship can be difficult to discern, particularly when there are multiple ways
to compute a theoretical quantity. Waite [2011] provides a recent analysis of the
importance of careful attention to lengths scales in numerical simulations.
In this section, in addition to the classical key length scales of isotropic turbulence,
some of the commonly used length scales in stratified turbulence are introduced and
discussed. The Kolmogorov length scale and the Taylor micro-scale, which represent
small and moderate scales in turbulent flows, are defined based on the averaged kinetic
energy, k, and averaged dissipation rate, ¯, as below:
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η ≡
(
ν3
¯
)1/4
, (6.1)
and,
λ ≡
(
10νk
¯
)1/2
. (6.2)
It is generally believed that the dynamics of stratified flow at these scales are dom-
inated by three-dimensional turbulence. Note that the occurrence of turbulence in
the intermittent patches throughout the stratified flows and the existence of regions
that are in approximately solid body motion with high energy but low dissipation
rate, decreases the averaged dissipation rate of kinetic energy, significantly. Thus,
the Kolmogorov and Taylor length scales defined based on the averaged value might
overestimate the characteristics length scales of the small scale motion in stratified
flows. We are not certain about the application of these two length scales in inter-
preting stratified turbulence and consider them cautiously here. The outer scale of
three-dimensional turbulence in these flows known as Ozmidov length scale [Gargett
et al., 1984, Lumley, 1964, Ozmidov, 1965],
LO ≡
( ¯
N 3
)1/2
, (6.3)
which is defined based on dimensional reasoning, as is the smallest scale of turbulence,
the Kolmogorov length scale η. N 2 = −(g/ρ0)(dρ0/dz) is the square of the buoyancy
frequency. If the factor of 2pi is included in the conversion of frequency to time then
the Ozmidov scale is
L∗O ≡
(
(2pi)3¯
N 3
)1/2
, (6.4)
This is not a standard definition but it is consistent with including the factor of 2pi
in the other length scales and non-dimensional parameters that are defined later in
this section. We retain the factor of 2pi in the conversion between time and frequency
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because omission of order one constants can make it difficult to interpret DNS data
given the limited range of length and time scales in the simulated flows.
At larger scales, the flow dynamics are dominated by anisotropic flow with hori-
zontal length scales much larger than the vertical ones. The outer horizontal scale of
stratified turbulence corresponding to L in isotropic turbulence can be estimated by
dimensional reasoning as [Taylor, 1935]
Lh ≡ E
3/2
h
¯
=
u′3
2
√
2¯
, (6.5)
with E
3/2
h as the kinetic energy due to horizontal motion. Here u
′ and w′ are the
root-mean-square horizontal and vertical velocities, respectively. Calculation of this
length scale in stratified flows is also complicated due to the existence of quiescent
regions. Hebert and de Bruyn Kops [2006] found that in simulations, even with
significant turbulence, that Lh can be larger than the size of the simulation domain.
The integral or correlation scale, equivalent to ` in isotropic turbulence, is more
readily interpreted as the size of the horizontal motions in the flow. The horizontal
integral length scale Lhh is defined as the integral of the autocorrelation of horizontal
velocity in the horizontal direction.
The vertical length analogous to Lhh for unstratified flow is Lvv, the integral of
the longitudinal autocorrelation of u3. Strongly stratified flow dynamics, however,
are thought to be dominated by the horizontal velocity and of principal interest
in stratified flows is the characteristic thickness of the horizontal layers that form.
Therefore the integral scale Lhv based on the vertical autocorrelation of the horizontal
velocity is expected to be relevant in the case of strong stratification. Applying order
of magnitude estimates to the continuity equation leads to Lhhw
′/u′ as an estimate
for the dynamically important vertical scale.
The buoyancy time scale is related to the buoyancy frequency by Tb ≡ 1/N , from
which the buoyancy length scale is defined as
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Lb ≡ u
′
N , (6.6)
If the factor of 2pi is included in the conversion of frequency to time then
L∗b ≡ 2pi
u′
N . (6.7)
Note that, similar to Lo∗, we retain the factor of 2pi in the conversion between time and
frequency because omission of order one constants can make it difficult to interpret
DNS data given the limited range of length and time scales in the simulated flows. The
buoyancy scale is an important length in the generation of turbulence by overturning
of internal gravity waves [Carnevale et al., 2001, Waite and Bartello, 2006] and the
zigzag instability in columnar vortices [Billant and Chomaz, 2000b]. Of significance in
the current study is that it is expected to characterize the thickness of the shear layers
in stratified turbulence [Billant and Chomaz, 2001, Lilly, 1983, Waite and Bartello,
2004] and so should be comparable to Lhv.
Several definitions of Reynolds and Froude numbers can be written in terms of
the foregoing length scales. The nominal Froude, Prandtl, and Reynolds numbers are
defined based on nominal velocity scale Uˆ and length scale Lˆ as
F =
2piUˆ
N Lˆ , Pr =
µcp
K
and Re =
Uˆ Lˆ
ν
.
The horizontal Froude and Reynolds numbers can be defined as:
F h =
2piu′
NLhh (6.8)
and
Reh =
u′Lhh
ν
. (6.9)
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By the analysis of Billant and Chomaz [2001], the vertical length scale will adjust to
the stratification so that the vertical Froude number
F v =
2piu′
NLhv ∼ 1 . (6.10)
Apparent differences between various simulations and laboratory experiments sug-
gest that careful consideration must be paid to the location in Reynolds-Froude num-
ber parameter space of an experiment or simulation. Simply reporting Reynolds and
Froude numbers may not be sufficient, particularly if the dynamically relevant length
and velocity scales are among the quantities being investigates. There is an analogous
need to accurately identify the Reynolds number regime in studies of unstratified tur-
bulence. In that case, well-developed theory for the dynamics of turbulence at high
Reynolds number exists against which to verify experimental or simulation data. For
stratified turbulence, the theory is not as advanced but a number of studies provide
expected characteristics for flows in the limit of strong stratification. For instance
Riley et al. [1981] present a scaling analysis that separates the flow into internal waves
and vortical modes. Theoretical analyses of self-similar scaling [Billant and Chomaz,
2001] and the “zig-zag” instability [Billant and Chomaz, 2000a,b, Billant et al., 2010,
Deloncle et al., 2008] provide frameworks for characterizing a flow. Lindborg [2006]
reviews a number of theoretical relationships expected to hold for strongly stratified
flow at high Reynolds number. Riley and de Bruyn Kops [2003a] postulate that
RehF
2
h, rather than the either the Reynolds or Froude numbers by themselves, is the
important parameter for predicting the occurrence of stratified turbulence. Hebert
and de Bruyn Kops [2006] report that RehF
2
h and buoyancy Reynolds Reb are linearly
related in their simulations. The buoyancy Reynolds number is
Reb =
(
Lo
η
)4/3
. (6.11)
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It has been hypothesized that the flow must have buoyancy Reynolds number, Reb,
above a threshold value of about 30 in order for turbulence to be significant [Gibson,
1980, Gregg, 1987, Imberger and Boashash, 1986, Smyth and Moum, 2000].
6.2 Numerical Simulations
The DNSs of stratified flow with a range of Reb are considered. There is no mean
shear and no internal waves are intentionally introduced so that the turbulence in
the flows results primarily from instabilities in horizontal layers that spontaneously
form. A very simple flow configuration is considered for this research. Specifically,
persistent numerical forcing at large scales in the horizontal is used to represent
a two-dimensional outer flow. This force induces homogeneous and axisymmetric
turbulence at smaller scales. A range of Froude numbers is considered to understand
how the turbulence responds to the outer flow as a function of stratification strength.
Importantly, the Froude numbers are order unity or smaller and are chosen to span
the threshold value of Reb = 30. The Prandtl number is unity, close to that in the
atmosphere but not that in the ocean; de Stadler et al. [2010] report on a recent
investigation on the effect of Prandtl number in simulations of stratified turbulence.
The simulated flows considered in this research are solutions to the Navier-Stokes
equations in a non-rotating reference frame subject to the Boussinesq approximation.
The dimensionless governing equations are
∇ · u = 0 (6.12a)
∂u
∂t
+ u · ∇u = −
(
2pi
F
)2
ρez −∇p+ 1
Re
∇2u+ b (6.12b)
∂ρ
∂t
+ u · ∇ρ− w = 1
Re Pr
∇2ρ . (6.12c)
Here, u = (u, v, w) is the velocity vector, and ρ and p are the deviations of density and
pressure from their ambient values. Also, ez is the unit vector in the vertical direction.
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The pressure is scaled by the dynamic pressure and the density using the ambient
density gradient. The nominal Froude, Prandtl, and Reynolds numbers are defined in
the previous section with Uˆ and Lˆ as the forcing scales. For the details on the complete
set of equations and variables the reader is referred to Appendix A. The force, b,
is implemented by the deterministic forcing schema [Rao and de Bruyn Kops, 2011].
The objective is to force all of the simulations to have the same spectra at large scales.
The highest wave number forced is κf = 16pi/Lh with Lh the horizontal dimension
of the numerical domain. Deterministic forcing requires choosing a target spectrum.
Unlike for turbulence that is isotropic and homogeneous in three dimensions, there are
no theoretical model spectra for forcing (c.f. [Overholt and Pope, 1998]). Therefore,
run 2 from Lindborg [2006] was rerun using a stochastic forcing schema similar to that
used by Lindborg. The spectrum for large scales was computed from this simulation
and used as the target for the simulations reported here. In addition to forcing the
large horizontal scales, 1% of the forcing energy is applied stochastically in vertical
scales. This random forcing induces some vertical shear [Lindborg, 2006].
The governing equations (6.12) are solved numerically using the pseudo-spectral
technique described in Riley and de Bruyn Kops [2003a]. Spatial derivatives are
computed in Fourier space, the non-linear terms are computed in real space, and
the solution is advanced in time in Fourier space with the variable-step, third-order,
Adams-Bashforth algorithm with pressure projection. The non-linear term in the
momentum equation is computed in rotational form, and the non-linear term in the
internal energy equation is computed in conservation and advective forms on alternate
time steps. These techniques are standard to eliminate most aliasing errors, but the
simulations are fully dealiased in accordance with the 2/3 rule via a spectral cutoff
filter.
The extent of the domain in the horizontal and vertical directions are Lh and Lv
with Lh/Lv chosen to accommodate the vertical motions that develop in the flow.
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While the simulation domains are not cubes and the vertical extent of the domain
varies with Froude number, the grid spacing ∆ is the same in all directions. It is
assumed for the purpose of choosing the resolution of the numerical grid that the
flows are approximately isotropic at the smallest length scales in the simulation.
Therefore, a three-dimensional grid with spacing ∆ in all directions is used and any
small-scale anisotropy in the flows can be attributed to flow physics rather than to
numerical artifacts of an anisotropic grid (c.f. Waite [2011]).
6.2.1 Simulation Parameters
Before considering the dynamics of the flows, it is worthwhile to review some
choices made in choosing the simulation parameters. On the one hand, we are inter-
ested in the strongly stratified regime with buoyancy Reynolds number spanning 30.
So it is desirable to have one case with Froude number near the upper limit expected
to be consistent with strong stratification. On the other hand, one can hypothe-
size a lower limit of the Froude number at which, for a given Reynolds number, the
stratification is so strong that two-dimensional turbulence will be pronounced even if
three-dimensional stratified turbulence is present. If this occurs then upscale transfer
of energy at large length scales will preclude a numerically stable and statistically
stationary solution without revamping the simulations. For the current research, a
simulation more strongly stratified than those reported was run but abandoned when
the energy at the largest length scales rose so high as to cause numerical difficulties.
This simulation is mentioned because it suggests that the simulations that are re-
ported here fairly bracket the range of strong stratification that can be studied with
the current methodology until computers become sufficiently powerful to simulate
flows at higher Reynolds number.
Three simulations are considered all having the same forcing spectrum, Prandtl
number, and nominal Reynolds number but different values of Froude number. They
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are denoted by F1, F2, and F3 in order of descending Froude number. The param-
eters and statistics are extracted from the simulations after the flow had reached
statistical stationarity. In addition to the stratified simulations, we include a data
set of homogeneous isotropic turbulence simulations with a dynamic range similar to
the stratified cases denoted as R4. Case R4 is similar to the simulations discussed
and analyzed in chapters 4, but with lower small-scale resolution and larger dynamic
range. The simulation parameters are given at the top of Table 6.1 for all the cases.
The general parameters of the simulations are listed in the first section of the table.
The isotropic homogeneous case is twice better resolved compared with the stratified
flows. λ/η is almost the same for all of the simulations and the Reynolds number based
on λ is in a similar range for all of the cases, slightly higher for the stratified flows.
This verification is important for small scale intermittency studies, which is discussed
in the next chapter. The different definitions of the non-dimensional parameters are
in good agreement with the nominal parameters. The horizontal Froude numbers
order of one and smaller indicate strongly stratified flow regime, which is the case for
stratified simulation cases. Reb spans over the threshold value of 30. The last section
of the table lists the theoretical length scales defined earlier.
6.3 Overview and Verification of Simulated Flows
We begin our analysis with an overview of the velocity fields, proceed to the
one-dimensional spectra of the kinetic energy and second-order structure functions
of the velocity field. Spectra are a valuable tool for studying turbulence (c.f. 4.2.5).
Stratified flow, however, is obviously not isotropic in three dimensions at all length
scales and so spectra averaged over spherical shells have no obvious interpretation.
Therefore, one-dimensional spectra are usually considered. These can be misleading,
though due to both aliasing and averaging effects. Because of the limited dynamic
range of simulations, multiple theoretical length scales are close together and it can be
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Identifier F1 F2 F3 R4
Lh/∆ 4096 4096 4096 4096
Lv/∆ 2048 1024 512 4096
Lh/Lv 2 4 8 1
κmaxη 1.5 1.5 1.5 3.2
η/∆ 0.72 0.74 0.73 1.54
λ/η 42 43 44 40
Lh/L 0.35 0.40 0.45 0.41
Reλ 466 472 500 400
ReL = k
2
/¯ν 32643 33356 37530 23660
w′2/2k 0.12 0.07 0.04 0.31
F 1.048 0.5239 0.2615
F h = 2piu
′/NLhh 1.46 0.58 0.26
F v = 2piu
′/NLhv 1.96 1.80 1.33
Re 9216 9216 9216
Reh = u
′Lhh/ν 10300 12800 16300
RehF
2
h 22100 4330 1080
Reb 220 48 13
LO/∆ 41 14 5
L∗O/∆ 648 216 79
Lb/Lv 0.057 0.056 0.058
L∗b/Lv 0.36 0.35 0.37
Lhh/Lh 0.14 0.18 0.21 0.17
Lhv/Lv 0.21 0.23 0.33
Lvv/Lv 0.09 0.16 0.17 0.17
Table 6.1: Simulation parameters.
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difficult to understand the significance of each length scale in terms of aliased spectra.
Additionally, one-dimensional spectra from simulations are typically averaged in the
vertical direction, which can make them hard to interpret. To avoid, as much as
possible, the challenges associated with interpreting one-dimensional spectra, one
can consider the so-called two-dimensional spectra integrated over horizontal circles
to form a spectrum in terms of horizontal and vertical wave number. The two-
dimensional spectra analysis are not included in this section and for the details the
reader is referred to Almalkie and de Bruyn Kops [submitted].
6.3.1 Local Velocity
For a qualitative view of the range of length scales that exist in the simulations
and the resolution of the small scales, consider contour plots of the instantaneous
velocity. A horizontal slice of vertical velocity for case F3 is plotted in Figure 6.1
at four magnifications. The lowest magnification, panel A of the figure, reveals large
horizontal structures with linear dimension about one quarter of the simulation do-
main. This suggests Lhh/Lh ≈ 1/5, which is close to the value of 0.21 given in Table
6.1. Also evident are the patches of strong vertical velocity interspersed with regions
of near zero vertical velocity. In the other panels of the figure, the region of high
vertical motion in the lower left corner of panel A is magnified to reveal some of its
structure. From panel D, which shows a region of 64× 64 grid points, it appears that
the flow is well resolved spatially.
A vertical slice of the u-velocity for case F3 is shown in Figure 6.2. At the lowest
magnification, it appears that there are four horizontal layers in much of the image,
which leads us to expect that the vertical length scale of the horizontal motions
is about 0.25 Lv. The visual estimate of the length scale is a little smaller than the
numerical values of Lhv/Lv and Lb/Lv given in the table. Note that the ratio Lhv/Lv is
increasing with stratification strength while Lb/Lv stays almost constant for all three
97
Figure 6.1: A horizontal slice of vertical velocity normalized by its rms value for
case F3. The color scale goes from -3 (black) to +3 (white). Each panel shows the
region in the black square on the preceding panel. The number of grid points in each
direction are A) 4096, B) 1024, C) 256, D) 64.
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Figure 6.2: A vertical slice of horizontal velocity normalized by its rms value for case
F3. Each panel shows the region in the black square on the preceding panel. The
number of grid points are A) 4096×512, B) 2048×256, C) 1024×128.
cases. This suggests that the buoyancy length scale is decreasing linearly with Froude
number and is the appropriate characteristic vertical length scale of the horizontal
motion. By magnifying the image to produce panels B and C of the figure, Kelvin-
Helmholtz billows are evident, which is consistent with the observations of Riley
and de Bruyn Kops [2003a]. From the agreement between the visual and calculated
vertical length scales it is concluded that the flow is forming layers with the expected
thickness [Billant and Chomaz, 2001, Lilly, 1983, Waite and Bartello, 2004]. It is
also concluded that the calculations of the thickness of these layers, in particular the
inclusion of the factor of 2pi in the definition of L∗b , are correct.
6.3.2 One-Dimensional Spectra and Structure Functions
Anisotropic dynamics of stratified flows require definition of directional statistics
including directional spectra and structure functions. The flow is perfectly axisym-
metric, thus the statistics are independent of horizontal directions x, y. The vertical
statistics, however, are dominated by a very different dynamics. In this section we
will consider one-dimensional spectra and structure functions of both horizontal and
vertical velocities. For the horizontal velocity components, the transverse statistics in
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the horizontal and vertical directions are treated separately. Therefore, in addition to
the conventional longitudinal and transverse statistics, the vertical statistics are also
defined. The spectra, for example for u1, are denoted Eu1(κ1) as longitudinal, Eu1(κ2)
as transverse, and Eu1(κ3) as vertical spectra. Similarly, the structure functions for
u1, are denoted Du1(rx) as longitudinal, Du1(ry) as transverse, and Du1(rz) as vertical
structure functions. As is usual with simulation data, all the spectra and structure
functions are averaged over the computational domain.
The one-dimensional spectra of u1 and u3 are shown in Figures 6.3 for all the cases.
The longitudinal spectra are plotted true while the transverse and vertical spectra
are offset by one and two decades, respectively. To make judging the slope of the
curves easier, some of the expected power laws are also plotted. The one-dimensional
spectra for all the cases show an overall energy cascade from large to small scales in
both horizontal and vertical directions. Therefore, the existence of forward energy
cascade in both directions in stratified turbulence has been confirmed by this data set.
The spectra exhibit an extensive power law scaling range. The slope of the curves,
however, are changing over a range of scales and directions. This behavior indicates
the existence of multiple dominant dynamics over different ranges of scales.
To understand the scaling characteristics of the spectra and to identify the scaling
range in terms of the theoretical length scales, the compensated spectra are plotted
in Figures 6.4 and 6.5. Recall from the discussion of Table 6.1 that one can define
the length scales by either considering or eliminating a factor of 2pi in the buoyancy
frequency. We defined the theoretical length scales in both formats and denote the
ones with this factor by superscript ∗. In Figure 6.4 the wave numbers are normalized
by Ozmidov length scale Lo and in Figure 6.5 by L
∗
o.
As it is expected, different scalings are observed for the longitudinal, transverse,
and vertical spectra. In the longitudinal spectra of horizontal velocity, there are two
different power law ranges. A scaling with κ−5/3 is apparent over an extended range
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Figure 6.3: Longitudinal, transverse, and vertical spectra for horizontal (top) and
vertical (bottom) velocities. The longitudinal spectra is plotted true, the transverse
spectra are offset by one decade, and the vertical spectra are offset by two decades.
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Figure 6.4: Compensated longitudinal (top panel), transverse, and vertical (bottom
panel) spectra. The spectra are normalized by Kolmogorov scaling, Eκ5/3−2/3 and
the wavenumber axis is normalized by Lo. The spectra for F1 are plotted true, the
spectra are offset by one and two decades for F2 and F3 cases. The Ozmidov Lo and
buoyancy Lb length scales are marked with solid and dotted lines, respectively.
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Figure 6.5: Compensated longitudinal (top panel), transverse, and vertical (bottom
panel) spectra. The spectra are normalized by Kolmogorov scaling, Eκ5/3¯−2/3 and
the wavenumber axis is normalized by L∗o. The spectra for F1 are plotted true, the
spectra are offset by one and two decades for F2 and F3 cases. The Ozmidov L∗o and
buoyancy L∗b length scales are marked with solid and dotted lines, respectively for all
the cases.
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of wave numbers at small and moderate scales. At larger scales, the slope is much
steeper, which indicates stronger power law dependency close to κ−3 scaling. The
longitudinal spectrum of the vertical velocity exhibits only the −5/3 scaling all the
way up to large scales.
The transverse spectra of the horizontal velocity follow a trend very similar to
the longitudinal spectra. In the case of vertical velocity, the transverse spectra is
only scaled by κ−5/3 over an extensive range of wave numbers. There is a distinct
separation point between the transverse spectra of the horizontal and vertical veloc-
ities. This scale can be explained as the marginal scale for the horizontal motion
due to stratification and large scale anisotropies that only occur in the horizontal
direction. The sharp scaling of the transverse spectra of horizontal velocity at scales
larger than this margin confirms this hypothesis. The vertical spectra of the hori-
zontal velocity exhibit fundamentally different scaling characteristics. The slope is
a function of stratification level and approaches −3 for the strongest stratification
in case F3. It is not apparent in the other cases, but it is not clear if this result is
significant or if it is just an artifact of the limited scale separation and the inherent
aliasing in one-dimensional spectra. Scaling of the vertical spectra with κ−33 satis-
fies self-similarity under the assumption of strong stratification [Billant and Chomaz,
2001]. Note that the separation of the vertical spectra of the horizontal velocity from
the other transverse spectra can be related to the outer scale of three-dimensional
turbulence.
The scaling discussed above is consistent for all the cases, however, there is no
obvious relationships to the theoretical length scales can be deduced. Again, it is not
clear if this is significant or if it is just an artifact of the limited scale separation and the
inherent aliasing in one-dimensional spectra. It seems that −5/3 slope is observed for
scales both smaller and larger than the Ozmidov length scales up to buoyancy length
scale. It is tempting to conclude that a stratified inertial range and a fully three-
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dimensional inertial range exist, both with κ−5/3 scaling. This would explain why the
range of wave numbers over which this power law scaling is observed is significantly
greater than expected based on simulations of unstratified isotropic turbulence at
comparable Reynolds numbers (case R). The −5/3 scaling of the stratified inertial
range is consistent with the literature [e.g. Dewan, 1979, Dewan and Good, 1986,
Kitamura and Matsuda, 2006, Lindborg, 2005, 2006, Riley and Lindborg, 2008].
To provide more information about scaling of stratified flows, we consider the
second-order structure functions of u1 and u3 as plotted in two panels of Figure 6.6
for all the cases. To make judging the slope of the curves easier, some of the ex-
pected power laws are also plotted. Structure functions and spectra contain the same
information and one can be computed from the other. As discussed in chapter 4,
in the inertial range of isotropic turbulence with large scale separation, the power
law scaling of structure functions can be deduced from that of one-dimensional spec-
tra; Obukhov’s κ−5/3 scaling of spectra corresponds to Kolmogorov’s r2/3 scaling of
second-order structure functions. This relationship is observed in the structure func-
tions of u3. It seems that the slopes are sharper for the structure functions of the
horizontal velocity.
The compensated structure functions, scaled by (r¯)2/3, are plotted in Figures 6.7
and 6.8. Similar to the spectra, in the plots horizontal axis is normalized by both Lo
and L∗o. As expected, the structure functions of the vertical velocity exhibit a plateau
over a range of scales, which indicates r2/3 scaling. The longitudinal and transverse
structure functions of the horizontal velocity exhibit two different power law scalings
over the range of scales that corresponds to the κ−5/3 region of the spectra. At
smaller length scales a small plateau develops, which indicates the existence of the
Kolmogorov scaling but immediately it turns to a sharper power law at larger scales.
It can be hypothesized that the range of smaller scales corresponds to the inertial
range of the three-dimensional turbulence, while the sharper slope corresponds to
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Figure 6.6: Longitudinal, transverse, and vertical structure functions for horizontal
(top) and vertical (bottom) velocities. The longitudinal structure functions are plot-
ted true, the transverse structure functions are offset by one decade, and the vertical
structure functions are offset by two decades.
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the inertial range of stratified turbulence. The inertial range of stratified turbulence
exhibits a −5/3 slope region in the spectra but that does not imply a 2/3 slope in the
structure functions. This suggests that the flows do not exhibit Kolmogorov-Obukhov
scaling, which is in agreement with the hypotheses of Riley and Lindborg [2008].
Similar to the spectra, the marginal separation points of the longitudinal and
transverse structure functions of the vertical velocity from those of the horizontal
velocity are observed for all three cases. Note that a scaling close to r1 is observed
for the vertical structure functions of the horizontal velocity. Consistent with the
vertical spectra, the slope of the vertical structure functions increases by the stratifi-
cation level. Again as it is discussed earlier, there is no obvious relationships to the
theoretical length scales can be deduced.
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Figure 6.7: Compensated longitudinal (top panel), transverse, and vertical (bottom
panel) second-order structure functions. The structure functions are normalized by
Kolmogorov scaling, D(r¯)−2/3 and the separation distance r is normalized by Lo.
The statistics for F1 are plotted true, they are offset by one and two decades for F2
and F3 cases. The Ozmidov Lo and buoyancy Lb length scales are marked with solid
and dotted lines, respectively.
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Figure 6.8: Compensated longitudinal (top panel), transverse, and vertical (bottom
panel) second-order structure functions. The structure functions are normalized by
Kolmogorov scaling, D(r¯)−2/3 and the separation distance r is normalized by L∗o.
The statistics for F1 are plotted true, they are offset by one and two decades for F2
and F3 cases. The Ozmidov L∗o and buoyancy L
∗
b length scales are marked with solid
and dotted lines, respectively.
109
CHAPTER 7
SMALL SCALE DYNAMICS IN STRONGLY
STRATIFIED TURBULENCE
The two main variables in analyzing small scale dynamics of turbulent flows are
energy dissipation rate and enstrophy density. In this chapter, the statistical char-
acteristics of the kinetic energy dissipation rate in strongly stratified turbulence over
a range of Froude numbers are analyzed. The effect of large scale anisotropies, in
terms of different Froude numbers, on the small scale turbulence are discussed. The
results are compared with the statistics extracted from the isotropic homogeneous
turbulence simulations with similar dynamic range and resolution to investigate uni-
versality of small scales. We apply the methodology introduced in chapter 5 for small
scale studies in isotropic turbulence and modify it for anisotropic stratified flows to
account for the directional dependency of the statistics. Single snapshots of cases F1,
F2, F3, and R4 are chosen for this investigation. Instantaneous energy dissipation
rates, 0, are computed locally using DNS data and their quantitative and qualitative
differences are discussed. The effects of stratification on small scale intermittency are
also investigated.
7.1 Analysis of the Local Energy Dissipation Rate
In this section, the statistical characteristics of the local kinetic energy dissipa-
tion rate is studied. Instantaneous energy dissipation rate 0 is computed locally
for the stratified flows and its statistical characteristics is compared with the direct
measurements of energy dissipation rate in isotropic flow. The differences are inves-
tigated both quantitatively and qualitatively. As mentioned previously, the Reynolds
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numbers are in the same range for all of the simulations under the study here. The
differences between the small scale statistics of the stratified and isotropic flows are
discussed in terms of fundamental effects of stratification on the small scale turbu-
lence.
7.1.1 Overview
We start our analysis with a qualitative overview of the fields in Figures 7.1
and 7.2. The contour plots of horizontal cross section of the energy dissipation rate
normalized by its mean are shown in Figure 7.1 for all of the cases. The top left
panel is the local energy dissipation rate in R4 case. Similar to other isotropic flows
(Figure 5.1), the energy dissipation rate is organized in slender structures having
width and length of approximately λ and `, respectively. The size of these structures
is homogeneous throughout the flow. The dissipative structures do not show any
specific direction dependency.
The three other panels show the energy dissipation rate in stratified cases. There
are several striking differences evident in the images of stratified cases from those
of isotropic flows. It seems that by increasing the stratification level, the flow with
uniform dissipative structures is transformed to a highly intermittent field consistent
of large patches of high intensity turbulence surrounded by almost quasi-laminar flow.
Note that the small scale slender structures are still present in the stratified flows with
almost the same scales as in the isotropic flows. These structures appear smaller in
the stratified images due to the higher resolution of R4 compared with the stratified
simulations. As in the isotropic simulations, the dissipative structures do not exhibit
any direction dependency.
Another major difference between 0 from different flows evident in the images is
that 0 exhibits much sharper gradients under stronger stratifications. Note that the
images are normalized by the mean value of each field and the color bar is the same
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for all of the plots. By increasing the stratification level, the dissipation seems to
be concentrated in the smaller patches but with stronger intensity. The size of the
patches decreases by the stratification level while the intensity increases. The patches
of quiescent flow expands both in size and frequency with stratification.
The vertical slices of the dissipation field are also plotted for all of the cases in
Figure 7.2. In isotropic turbulence the vertical and horizontal slices through the flow
are statistically similar. On the other hand, in stratified turbulence vertical statistics
are affected strongly by the stabilizing effect of stratification and are very different
from the horizontal statistics. These differences are apparent in the vertical slices of
the stratified simulations.
The vertical slices of 0 of the stratified simulations reveal a layered flow consist of
regions with high intensity separated by quiescent layers. Of course the regions with
high intensity dissipation rate corresponds to regions of large velocity gradients. The
existence of the layers is the very distinct characteristic of the stratified flows observed
in these images. These layers start to appear in case F1 through a zig zag pattern
and instability. The turbulent layers become more distinct in cases F2 and F3 while
their thickness decreases by increasing stratification. The external intermittency or
the patchy nature of the flow is also obvious in the images. Note that the small scales
structures in the vertical direction are very similar to those shown in the plots of
horizontal slices. This can be an indication of isotropic dynamics at small scale of
stratified turbulence.
From the qualitative images of both horizontal and vertical slices, one can conclude
that the stratification results in creation of thin layers in the flow and the shear
between these layers is a source for instability and turbulence.The aspect ratio of the
layers in the flow or the patches is very small. It can be hypothesized that stratified
turbulence is a combination of large scale stratified flow with patches of turbulence
superimposed on the dominant stratified flow. The characteristic length scales and
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Figure 7.1: A horizontal slice of energy dissipation rate normalized by its mean value
for R4 (top left), F1 (top right), F2 (bottom left), and F3 (bottom right). The
shading is scaled logarithmically from 0.01 (black) to 100 (white) and is the same for
all panels.
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Figure 7.2: A vertical slice of energy dissipation rate normalized by its mean value
from top to bottom for R4, F1, F2, and F3. The shading is scaled logarithmically
from 0.01 (black) to 100 (white) and is the same for all panels.
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intensity of these patches, their relationships to the Froude and buoyancy Reynolds
numbers are of the main interest. These two main points will be investigated in detail
in the remainder of this chapter.
7.1.2 Small-scale Resolution and Statistical Convergence
The qualitative view of the flow in Figure 6.1 and κmaxη ∼ 1.5 indicate that
the velocity field is smooth and well resolved. However, the required resolution for
the correct computation of the higher-order statistics, for example 0, in stratified
turbulence is still an open question. The resolution κmaxη ∼ 1.5 is sufficient for correct
computation of lower-order moments of 0. The validity of the conventional criteria
for the isotropic turbulence, in case of stratified flow is dubious due to the effect
of quiescent flow on reducing the averaged energy dissipation rate and consequently
overestimating characteristic length for dissipative scales (c.f. 6.1.1). This issue can
not be addressed by the current dat set and requires simulations with a range of small
scale resolutions. In this research we limit our analysis to the lower-order statistics
of 0 only.
Another challenge in calculating accurate statistics in the simulations other than
the resolution is the statistical convergence of higher-order moments (c.f. 4.2.3). If
we assume that the resolution is sufficient for nth-order moment, we still need to
check the convergence of statistics for this moment with a methodology explained
in § 4.2.3. The nth-order moment of 0 is statistically converged if n0P (0) of the
ensemble approaches zero for large 0/¯ [Donzis et al., 2008, Hamlington et al., 2012].
Here P (0) is the probability density function of 0, which is computed by binning the
data to form the histogram. The integrands for the third- and fourth-order moments
of the dissipation rate are plotted in Figure 7.3. The convergence is good even up to
fourth-order in all four simulations. However, we should be cautious in analyzing the
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Figure 7.3: Convergence test of the third- and fourth-order moments of normalized
energy dissipation rate for R4, F1, F2, and F3.
fourth-order moments of energy dissipation rate since the resolution, even based on
the isotropic turbulence standards, are not sufficient for the fourth-order statistics.
7.1.3 Probability Density Functions
Modeling energy dissipation rate and its distribution is the subject of ongoing
research specially in the flows dominated by large scale anisotropies. In this section
the statistical characteristics of 0 in stratified flows including p.d.f.s are examined.
The contribution of the components of the velocity gradient tensor on the averaged
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F1 F2 F3 R4〈
u21,1
〉
/¯ 0.0655 0.0626 0.0570 0.0667〈
u21,2
〉
/¯ 0.1268 0.1180 0.1056 0.1333〈
u21,3
〉
/¯ 0.1417 0.1615 0.1948 0.1333〈
u22,1
〉
/¯ 0.1217 0.1177 0.1055 0.1333〈
u22,2
〉
/¯ 0.0653 0.0625 0.0571 0.0667〈
u22,3
〉
/¯ 0.1411 0.1589 0.1887 0.1333〈
u23,1
〉
/¯ 0.1322 0.1247 0.1131 0.1333〈
u23,2
〉
/¯ 0.1314 0.1244 0.1129 0.1333〈
u23,3
〉
/¯ 0.0690 0.0698 0.0655 0.0667
Table 7.1: Contribution of velocity gradients on the averaged energy dissipation rate,
with ui,j ≡ ∂ui/∂xj.
energy dissipation rate is listed in table 7.1. The results show that at lower buoyancy
Reynolds number thee is a deviation from isotropic relations and the vertical shear
(u1,3 and u2,3) are has higher magnitude than what is expected by isotropy. However,
by increasing the buoyancy Reynolds number isotropic relations are recovered. The
normalized moments of 0 are listed in table 7.2. Note that the reported variance in
the table is normalized by ¯2. The moments are much higher in the stratified flows
compared with R4. The variance increases with stratification level, while skewness
and kurtosis do not follow the monotonic behavior for F3 case.
Next we consider the p.d.f.s of the local energy dissipation rate normalized by its
mean. The p.d.f.s are shown on log-log and semi-log axes for all the cases in Figure 7.4.
The top panel shows that the general shape of the p.d.f.s, which is consistent for all
the cases while the variance increases by the stratification level. In the middle panel,
the focus is on the tails of the p.d.f.s, which represent the extreme events in the flows.
Energy dissipation rate is highly intermittent, as reflected in the pronounced tails of
the distribution functions. When normalized by the mean value, the heavier tails of
the p.d.f.s of stratified flows indicate an increase in both frequency and magnitude
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Figure 7.4: P.d.f.s of local energy dissipation rate normalized by its mean value for
cases R4, F1, F2, and F3.
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of the extreme events by stratification effect. In case R4, the extreme values of 0
are about 500 times the average value whereas the ratio exceeds 2000 for stratified
cases. Note that for all the cases, the general shape of the tails of the distributions are
consistent with the stretched exponential functions suggested in the literature [e.g.
Bershadskii et al., 1993, Donzis et al., 2008, Meneveau and Sreenivasan, 1991].
In addition to the differences in the tails of the distributions related to the extreme
events, there is a main discrepancy in the peak of the p.d.f.s shown in the bottom panel
of Figure 7.4. In the transition from isotropic to stratified flow, the peak of the p.d.f.
moves to the left side to almost an order of magnitude smaller values, and another
local peak starts to appear at larger values. We hypothesize that the peak at the
small magnitude represents the patches of quiescent flow and the peak at the larger
magnitude represent the turbulent patches. By increasing the stratification level,
the existence of two peaks and their differences are more pronounced. This effect,
which is hypothesized to be related to the patchy nature of the flow and external
intermittency, changes the shape of the p.d.f.s substantially and requires additional
data analysis and investigations. This subject will be discussed later at the end of
this chapter.
Note that the Reynolds number range is the same for all of the cases, hence the
differences between the tails of the p.d.f.s can be related to the stratification effects
only. To examine the effects of stratification on the intermittency and frequency
of extreme events in the stratified flows, the p.d.f.s normalized by the r.m.s of 0
are plotted in Figure 7.5. The normalization of the p.d.f.s by variance instead of
mean value is more appropriate due to the nature of the stratified flows and external
intermittency. As noted previously, due to the presence of quiescent flow, the averaged
dissipation rate is small and the variance is high in stratified flows.
Even with this normalization, stratified cases exhibit much heavier tails than the
isotropic flow. Cases F1 and F2 have almost identical tails and intermittency, while
119
10−6 10−4 10−2 100 102
0
5
10
15
20
25
30
ε0/σε0
P(
ε 0
)σ ε
0
R4
F1
F2
F3
0 100 200 300 400 500 600 700 800
10−14
10−12
10−10
10−8
10−6
10−4
10−2
100
102
ε0/σε0
P(
ε 0
)σ ε
0
R4
F1
F2
F3
10−8 10−6 10−4 10−2 100 102 104
10−14
10−12
10−10
10−8
10−6
10−4
10−2
100
102
ε0/σε0
P(
ε 0
)σ ε
0
R4
F1
F2
F3
Figure 7.5: P.d.f.s of local energy dissipation rate normalized by its mean value for
cases R4, F1, F2, and F3.
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Variance Skewness Kurtosis
R4 2.90 9.31 268
F1 8.75 23.64 1959
F2 26.18 30.70 2786
F3 28.98 21.99 1112
Table 7.2: Variance, skewness, and kurtosis of the local energy dissipation rate.
Variance Skewness Kurtosis
R4 1.19 -0.058 3.07
F1 1.41 0.135 3.10
F2 1.70 0.487 3.42
F3 1.65 0.619 3.94
Table 7.3: Variance, skewness, and kurtosis of the logarithm of the local energy
dissipation rate.
in case F3 the frequency of extreme events decreases slightly. It can be concluded
that the frequency of occurrence of the extreme events in the stratified turbulence is
not a strong function of stratification level but decreases slightly for low buoyancy
Reynolds numbers.
The classical approach in modeling energy dissipation rate, i.e., the lognormal
model, is discussed in chapter 5. Here, we again apply this model as a reference
to investigate the distribution of energy dissipation rate in the stratified flows and
to verify its deviation from the isotropic flows. The p.d.f.s of the logarithm of the
dissipation rate are plotted in Figure 7.6 for all of the cases along with the model
distribution. The curves are scaled by the standard deviation of the logarithm of each
variable, σlog 0 , in the bottom panel.
The numerical values of variance, skewness, and kurtosis of log 0 are listed in
table 7.3. The normalized moments increase monotonically with the stratification
level, and are much higher for the stratified flows compared with the isotropic tur-
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Figure 7.6: Top panel: normalized p.d.f.s of the logarithm of local energy dissipation
rate for cases R4, F1, F2, and F3.
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bulence. The higher skewness and kurtosis compared with the Gaussian values of
0 and 3, indicates deviation from lognormal distribution. The major discrepancy is
the positive skewness of the stratified turbulence compared with the well-accepted
negative skewness in the distribution of the logarithm of the local energy dissipation
rate (c.f. 5.1.1). The positive skewness is in agreement with our hypothesis about
the shape of the p.d.f.s and the two peaks of the distribution due to the external
intermittency. Although the shape of the p.d.f.s are fundamentally different than the
lognormal model, the overall deviation from this model is still smaller than what is
observed for the isotropic surrogates. In contrast to the surrogates, the deviation is
not due to the tails only but the general shape and body of the p.d.f.s..
7.2 Analysis of the Locally Averaged Energy Dissipation Rate
Thus far, our analysis of the local energy dissipation rate in stratified turbulence
reveals some of the fundamental characteristics of stratified turbulence. While there
are crucial differences in dynamics and distributions of the 0 of stratified turbulence
with those of isotropic turbulence, there exist noticeable similarities specially at small
scales. Our hypothesis is that the stratified turbulence consists of a dominant strati-
fied flow with patches of turbulence superimposed on the background stratified flow.
The analysis of the probability distributions of the local energy dissipation rate con-
firms this hypothesis with showing two peaks in the p.d.f.s. that represents these two
regimes. The question of interest is the scale dependency of these regimes and the
range of the scales that this transition in dynamics occurs. To approach this ques-
tion, we apply the methodology introduced in § 5.2, namely the statistical analysis of
locally averaged variables. To our knowledge this is the first time this methodology
is applied in non-isotropic flows.
In chapter 5, the locally averaged energy dissipation rate is defined as  averaged
over a volume with linear dimension r. Stratified flows, however, are not isotropic at
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all length scales and exhibit different dynamics, and consequently characteristic length
scales in horizontal and vertical directions (c.f. 7.1.1). Therefore, the volumetric
spherical averaging has no obvious interpretation. The locally averaged variables
for stratified turbulence, are defined as linear averages of local energy dissipation
rate instead of spherical averages . The differences between the spherical and linear
locally averaged variables are discussed for isotropic turbulence in § 5.2. To account
for the directional statistics, we define the linear locally averaged variables in two
horizontal (x, y) and vertical (z) directions using the methodology introduced in § 5.2
and derivation in appendix B as below:
rx(x) = ¯+
∫ ∞
−∞
eiκ1x1 ˆ0(κ)
sin (κ1r/2)
κ1r/2
dκ1, (7.1)
ry(x) = ¯+
∫ ∞
−∞
eiκ2x2 ˆ0(κ)
sin (κ2r/2)
κ2r/2
dκ2, (7.2)
rz(x) = ¯+
∫ ∞
−∞
eiκ3x3 ˆ0(κ)
sin (κ3r/2)
κ3r/2
dκ3, (7.3)
where κi is the wave number in the ith direction. Note that It is sometimes noted
that (7.1)-(7.3) are not, in general, exact for simulation data, which is true if 0
cannot be exactly represented in Fourier space by ˆ0. In fully dealiased pseudospectral
simulations of the type reported here, 0 is described exactly by a finite discrete Fourier
series and, therefore, by a Fourier integral with the coefficient function zero except at
certain wave numbers. Since (7.1)-(7.3) do not introduce Fourier modes that are not
in 0, r reported here are exact to within the precision of the computer arithmetic.
7.2.1 Moments of Locally Averaged Energy Dissipation Rate
We begin our analyses with the moments of the locally averaged energy dissipation
rate in all three directions. The statistics in the two horizontal directions (x, y) are
almost identical and only one of them is presented in the remainder of this chapter.
Note that we limit our analysis to the second-order moment, since we are uncertain
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about the required resolution of simulations for the higher-order moments of the
stratified turbulence (c.f. 7.1.2).
The linear averaged energy dissipation is computed in three different directions
for all the cases. The second-order moment of the horizontal averages are plotted
in Figure 7.7 for the isotropic case, R4, and all three stratified cases, F1, F2, and
F3. The Taylor microscale and horizontal integral length scales are also marked on
the plot. Similar to the isotropic turbulence the moments show a power law scale
dependency. In stratified turbulence, however, there are two distinct regions with
different power law dependency. At small and medium scales the slope is similar to
the isotropic case, while at larger scales the slope is much steeper. Also, there is a
slight variation in the slope with stratification levels. For a precise examination of
the slopes, the local scaling exponents
τ(n, r) ≡ −d(log 〈
n
r 〉)
d log r
are computed with the same methodology explained in § 5.3.1. The local scaling
exponents corresponding to the second-order moments of the horizontal averages are
plotted in the bottom panel of Figure 7.7.
This figure reveals many remarkable characteristics of stratified turbulence. At
small scale (∼ λ), the flow structures follow isotropic turbulence closely. It is hypoth-
esized in the theory of isotropic turbulence that locally averaged energy dissipation
shows a power law scaling over inertial range, which implies a plateau in the slope.
As discussed in § 5.3.1 and as it is shown in this figure for case R4, the local slope
increases to a maximum value at scales of r ∼ λ and shows a slight plateau region.
Then the slope monotonically decreases to zero at large scales. The magnitude of
the averaged slope is in good agreement with intermittency exponent µ = 0.25± 0.05
reported from high Reynolds number flow measurements and accepted as universal
value in the literature.
125
10−1 100 101 102 103 104
100
101
102
 r−0.25
λ Lhh
rx/η
〈ε r
x2
〉
R4
F1
F2
F3
10−1 100 101 102 103 104
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
λ Lhh
rx/η
−
d(l
o
g〈ε
r x2
〉)/
d(l
o
gr
x)
R4
F1
F2
F3
Figure 7.7: The scale dependency of the second-order moments (top panel) and corre-
sponding slopes (bottom panel) of the locally averaged energy dissipation rate in the
horizontal direction x for R4, F1, F2, and F3 cases. Taylor microscale and horizontal
integral length scale are marked for each case using the same symbols shown in the
legend.
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The stratified flow with the same dynamic range and Reynolds number, exhibits
a distinct plateau at the small and medium scales (r ∼ λ). This plateau extends
over almost a decade of scales up to buoyancy length scale. This is a remarkable
observation since such plateau has not been observed for the isotropic turbulence.
The magnitude of the slope is also in good agreement with the universal intermittency
exponent of isotropic flows. Note the slight change of the local slope over the plateau
region for different stratification levels. For F1 and F2 cases the extension of this
region is almost the same, while F2 shows slightly higher slope compared with F1.
The trend is not monotonic for F3 case and the magnitude of the local slope decreases,
especially at scales larger than λ. The lower intermittency exponent for F3 is in
agreement with the shorter tails of the p.d.f. of 0 in this case discussed in the
previous section. It is anticipated that the small scale intermittency and frequency
of extreme events descend in F3 due to stabilizing effects of stronger stratification.
At scales larger than the buoyancy length scale, the slope of the curves starts to
increase monotonically for all three cases and at the scales larger than the integral
length scale, they start to form a second plateau with a magnitude much higher
than the intermittency exponent in the inertial range. In other words, the moments
of energy dissipation rate averaged over the scales larger than the high intensity
turbulent patches, change drastically with scale most likely due to the patchy nature
of the flow. The higher local slope at large scales indicate intermittency at large
scales or the so-called external intermittency, which is caused by the anisotropic
nature of the flow. The magnitude of the slope at these scales changes monotonically
by the stratification level. The higher stratification results in the higher slope and
consequently stronger external intermittency.
It is remarkable that the dynamics of the small scale turbulence in stratified flows,
which are dominated by substantially different large scale dynamics, are very close to
the dynamics of isotropic flows. This observation supports the theory of universality
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at small scales. For a complete and comprehensive analysis of energy dissipation rate
dynamics in stratified turbulence, the vertical statistics are considered next.
The moments of the locally averaged energy dissipation rate in the vertical direc-
tion and their corresponding slopes are plotted in Figure 7.8 for all of the cases. Note
that the extension of the scales in the vertical direction is different for each case and
corresponds to the outer vertical scale of the flow. Similar to the horizontal statistics,
the moments exhibit power law scaling with slopes close to the isotropic value. The
distinct plateau over the middle scales in the local scaling exponents of the stratified
cases is an indication for such power law scaling. While the magnitude of the slope
is in the range of accepted intermittency exponent for all the cases, there is a slight
variation between the different stratification levels. Note that the uncertainty in these
statistics are not measurable with the current data set.
Due to isotropy, the vertical and horizontal statistics of R4 are similar, while there
are distinct differences between the statistics of the horizontal and vertical averages in
the stratified flows. The second-order moment of locally averaged energy dissipation
and corresponding slopes on all of the three directions are plotted in Figures 7.9 and
7.10, respectively. At small and medium scales the vertical and horizontal averages
are very similar indicating local isotropy for the stratified flows at these scales. At the
scales beyond the buoyancy length scale, the dynamics are directional and exhibit very
different characteristics in the vertical and horizontal directions. The statistics of the
vertical averages are similar to the isotropic flows where there is no indication of large
scale structures. On the other hand, the statistics of the horizontal averages show
large scale structures in the flow and indicate external intermittency. The external
intermittency is stronger at higher stratification levels.
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Figure 7.8: The scale dependency of the second-order moments (top panel) and cor-
responding slopes (bottom panel) of the locally averaged energy dissipation rate in
the vertical direction z for R4, F1, F2, and F3 cases. λ and Lhv are marked for each
case using the same symbols shown in the legend.
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Figure 7.10: The local scaling exponents of the second-order moments of the locally
averaged energy dissipation rate in all three directions for R4 (top left), F1 (top
right), F2 (bottom left), and F3 (bottom right) cases. The two different definitions
of Ozmidov and buoyancy length scales are also marked on the plots.
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7.2.2 Autocorrelation Functions and Spectra of Energy Dissipation Rate
The relationships between the autocorrelation function of the local energy dissi-
pation rate and the second-order moments of locally averaged energy dissipation rate
in isotropic turbulence were discussed in § 5.3. This hypothesis is valid for the homo-
geneous turbulence [Monin and Yaglom, 1975, §25]. Thus, the relationship between
the scaling of autocorrelation function and the second-order moments is expected to
be valid for the stratified turbulence as well. The autocorrelation function of the local
energy dissipation rate, similar to the other directional statistics, are defined in three
directions, x, y, and z. For example in x direction:
Rx0(rx) ≡ 〈0(x)0(x+ rx)〉 , (7.4)
The autocorrelation functions of the local energy dissipation rate in both hori-
zontal and vertical directions are plotted in Figure 7.11 for all of the cases. These
statistics are compared to the second order moments of locally averaged energy dis-
sipation rate in Figure 7.12. The curves of the stratified cases show an extensive
power law scaling range with a slope similar to the isotropic case. Similar to the
moments of locally averaged energy dissipation rate, there are two distinct power law
scaling ranges. At smaller scales the slope is in agreement with intermittency expo-
nent. At larger scales, the slope is much steeper indicating the external intermittency.
However, there is a distinct difference between the numerical values of the slopes of
autocorrelation functions and the moments at larger scales. The spectra of the local
energy dissipation rate is also shown in Figure 7.13. As expected, the spectra also
exhibit power law scaling and the slope is consistent with the intermittency exponent
µ. Note that by assuming a power law scaling for autocorrelation function of 0 with
slope −µ, it can be deduced that the spectrum will exhibit power law scaling in the
scaling range E0 ∼ κµ−1.
132
10−1 100 101 102 103 104
100
101
102
r−0.25
rx/η
R
ε 0x
(r x
)=ε
0(x
+
r x
)ε 0
(x)
F1
F2
F3
R4
10−1 100 101 102 103 104
100
101
102
r−0.25
rz/η
R
ε 0z
(r z
)=ε
0(x
+
r z
)ε 0
(x)
F1
F2
F3
R4
Figure 7.11: The autocorrelation functions of local energy dissipation rate in hori-
zontal (top panel) and vertical (bottom panel) directions for F1, F2, F3, and R4.
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CHAPTER 8
SUMMARY AND CONCLUSIONS
A systematic methodology based on direct numerical simulations of turbulent
flows is developed to understand aspects of small scale turbulence. Understanding
characteristics of the small scale intermittency in turbulent flows and the accuracy
of the models and theories for intermittency are the main objectives. The research is
designed to address two central questions; 1) possible effects of large scale anisotropies
on the small scale turbulence and 2) potential biases in characterizing small scale
turbulence due to the nature of surrogates of energy dissipation rate.
Direct numerical simulations of isotropic homogeneous turbulence with a range of
Reynolds numbers, and stably stratified turbulence with a range of Froude numbers
are considered. Isotropic homogeneous turbulent flows are analyzed first to provide a
clear insight to the small scales in the absence of large scale anisotropy. The density
stratified turbulent flows with different levels of stratification, which causes different
levels of large scale anisotropy, are considered next. The structures of small scale
turbulence are described in terms of the dissipation rate of turbulent kinetic energy. A
number of surrogates of energy dissipation rate are also considered. The surrogates are
the key variables in extracting small scale turbulence in physical measurements. The
efficiency and accuracy of the surrogates are investigated using simulations of isotropic
turbulence. Their usefulness in the presence of large scale anisotropy remains an open
question and suggested as future work. A summary of the results are discussed in the
following sections.
136
8.1 Isotropic Turbulence
Direct numerical simulations of forced, isotropic homogeneous turbulence with
extraordinarily fine spatial resolution up to κmaxη ≈ 6 on a very large domain with up
to 40963 grid points, were computed and analyzed to understand aspects of small scale
intermittency in the absence of large scale anisotropies. The general characteristics
of the flows are investigated in terms of statistics of local velocity, velocity gradients,
energy spectra, and structure functions. Note that even the most powerful computers
do not enable sufficient dynamic range in simulations to satisfy all of the assumptions
underlying small scale theories; nevertheless, the simulated flows are well resolved and
their characteristics are fully consistent with those reported in the literature for high
Reynolds number flows. The small scale isotropy is observed through an investigation
in terms of invariants of velocity gradients up to the fourth-order. The statistics of
local and locally averaged energy dissipation rate are applied to characterize small
scale turbulence and to quantify intermittency.
The surrogates of energy dissipation rate that are based on measurements of a
subset of the strain rate tensor are considered. In particular, the one-dimensional
longitudinal and transverse surrogates, as well as a surrogate based on the asym-
metric part of the strain rate tensor, are analyzed in detail. These surrogates are
selected since they are considered as the characteristic building blocks of the energy
dissipation rate and reflect different structural information of the flow. The instan-
taneous surrogates are studied locally, locally averaged in space, and conditionally
averaged to see what statistics of the dissipation rate might accurately be inferred
given measurements of the surrogates.
Significant differences between the energy dissipation rate and its surrogates are
observed. Generally the one-dimensional surrogates exhibit extreme events much
stronger and more frequent compared with those in the energy dissipation rate. A
simple explanation for this behavior is that the extreme events of the one-dimensional
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components average out due to the summation in the dissipation rate [Wang et al.,
1996]. In other words, the summation of multiple intermittent random variables is a
less intermittent random field if the original fields are independent. If this theory is
correct then, presumably, averaging in space over lengths larger than η but smaller
than ` will result in comparable statistics for the dissipation rate and surrogates.
The DNS data show that even with averaging volumes approaching ` the surrogates
are significantly more intermittent than the dissipation rate. So it appears that
cancellation of rare events by averaging does not explain why dissipation rate is less
intermittent than the surrogates.
Another explanation for why the surrogates are more intermittent than the dis-
sipation rate is that multiple types of structures generate extreme events in the flow
and each velocity derivative reflects only some of these structures whereas the energy
dissipation rate captures the comprehensive effect. Our statistical analysis of the
longitudinal, transverse, and asymmetric surrogates reveal fundamental differences
between these variables and supports this explanation. All of the surrogates are more
intermittent than the dissipation rate, the transverse surrogate is more intermittent
than the longitudinal. As a consequence, the intermittency exponent computed from
the moments of the locally averaged longitudinal and transverse surrogates is approx-
imately 1.5 and 2.2 times higher, respectively, than the one computed by the same
method from the dissipation rate field. Consistent with our results is the differences
between the scaling exponents of longitudinal and transverse structure functions,
which have been reported previously [e.g. Benzi et al., 2010, Biferale and Procaccia,
2005, Boratav and Pelz, 1997, Chen et al., 1997a,b, Dhruva et al., 1997, Grossmann
et al., 1997, Shen and Warhaft, 2002]. Whether these effects are artifacts of finite
Reynolds number is an open question.
An important use of surrogates is to predict the statistics of the dissipation rate for
use in modeling. The classical model is the two-parameter lognormal distribution. For
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it to be effective using surrogate measurements then the mean and standard deviation
of the dissipation rate and the surrogate would have to be comparable. The surrogates
are defined so that their mean values are exact. The p.d.f.s of the longitudinal and
transverse surrogates are so much different from that of the dissipation rate, however,
that the two-parameter lognormal model is not effective. It is not straightforward to
accurately estimate the probability distribution of the dissipation rate given either
the longitudinal or transverse surrogate.
Several methods are used to quantify intermittency from the dissipation rate and
from the surrogates. Since the surrogates have more frequent extreme events, it is
perhaps not surprising that the results show the longitudinal surrogate yields a higher
value of µ than does the dissipation rate, and the transverse surrogate a higher value
yet when a one-for-one substitution is made of the dissipation rate with the surrogate.
Importantly, while all the methods yield similar values of µ based on the dissipation
rate, the values of µ based on the surrogates are inconsistent. This might be an
artifact of the moderate Reynolds number of the simulations affecting the different
methods for quantifying intermittency to different degrees. However, while the new
results are more comprehensive than those in the literature they are in complete
agreement with high Reynolds number results where comparisons can be made [e.g.
Cleve et al., 2003, Hao et al., 2008, Praskovsky and Oncley, 1997, Zhou et al., 2006].
This suggests that while the numerical values for µ reported here may be influenced
by Reynolds number, the tendency for the surrogates to overestimate µ, and for the
estimates to depend on the method used to compute it, require further study.
A further step in understanding the behavior of the surrogates is to examine
contribution of each component on energy dissipation rate. To do so, we examine
conditional statistics of the surrogates on the dissipation rate. One might expect
that the average of a surrogate at all the spatial locations having a particular value
of the dissipation rate would average to that dissipation rate. This is the case for
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the longitudinal surrogate, but not for the transverse or asymmetric surrogate. Even
averaging locally in space and then conditionally averaging the transverse surrogate
does not result in fortuitous cancellation of extreme values and cause the statistics of
the surrogate to be comparable to those of the dissipation rate.
8.2 Stratified Turbulence
To investigate characteristics of the small scale turbulence in complex flows, i.e.,
the flows dominated by the large scale anisotropy, stably stratified turbulence is stud-
ied. Understanding behavior of turbulence when the effects of buoyancy are strong
is important in its own right. Here, buoyancy is used simply as a convenient way to
create a homogeneous but anisotropic flow. Direct numerical simulations of forced,
homogeneous and axisymmetric flow with a range of density gradients in the vertical
direction were computed to understand aspects of small scale turbulence in stratified
flows. There is no mean shear, and no internal waves were intentionally introduced
into the simulations so that the turbulence in the flows results primarily from insta-
bilities in horizontal layers that spontaneously form. Numerical forcing was used to
represent persistent motions at large horizontal length scales. Numerical grids with
up to 4096 ∗ 4096 ∗ 2048 grid points provide more than three decades of scale sepa-
ration between the length scale of the forcing and the smallest length scales in the
flows. As a result, the direct numerical simulations of stratified flows with horizontal
Froude numbers of O(1) or smaller include buoyancy Reynolds numbers well above
the often-accepted threshold value of 30, necessary for the flows to be strongly tur-
bulent [Gibson, 1980, Gregg, 1987, Imberger and Boashash, 1986, Smyth and Moum,
2000].
The overview of the flow is provided in terms of local velocity, one-dimensional
energy spectra, and structure functions. The flows exhibit a patchy nature with a
layered structure. The characteristic length scale of the turbulent patches are much
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smaller in the vertical direction than the horizontal direction and the aspect ratio
of these layers increases by the stratification level. As a result, the statistics are
directional. Note that unlike isotropic homogeneous turbulence, there are not many
well-established theories and models for stratified turbulence, and the statistics are
investigated qualitatively and quantitatively with limited comparison to the theory
and models.
There is a net downscale energy transfer in both horizontal and vertical direc-
tions. The one-dimensional spectra of horizontal and vertical velocities show a power
law scaling over an extensive range of scales. The vertical component of the velocity
field in stratified turbulence is affected strongly by the stabilizing effect of strati-
fication, and as a result its dynamics are very similar to the velocity field in the
three-dimensional isotropic turbulence. The spectra of vertical velocity in both hori-
zontal and vertical directions exhibit a −5/3 slope over an extensive range of scales.
In other words, the vertical velocity develops mostly inside the turbulent patches in
stratified turbulence. Horizontal velocity, however, is affected by both turbulence
and stratification and has many different characteristics than the vertical component.
The spectra of horizontal velocity in horizontal direction show a −5/3 slope over a
broad range of scales. The vertical spectra of the horizontal velocity exhibit a much
steeper slope. The slope is a function of stratification level and approaches −3 for
the strongest stratification.
The scaling range corresponding to the −5/3 slope in the stratified turbulence is
much wider compared with the scaling range of isotropic turbulence. This can be
explained perhaps due to the multiple mechanisms resulting in the same power law
scaling. The −5/3 scaling extends over two wave number bands: the range of scales
smaller than Ozmidov length scale, which corresponds to the three-dimensional tur-
bulence, and the range between the Ozmidov and buoyancy scales, which corresponds
to the stratified turbulence. The scaling of the second-order structure functions sup-
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ports this hypothesis by showing two different power law scalings over this range of
scales. At smaller scales of this range, the −5/3 scaling of spectra corresponds to
2/3 scaling of the structure functions, as it is expected in the isotropic turbulence
(Kolmogorov-Obukhov scaling). However at larger scales of this range, the −5/3 scal-
ing of the spectra corresponds to the scaling of structure functions much higher than
2/3. This region most likely represents the inertial range of stratified turbulence.
At this point we are unable to identify a consistent scaling range of spectra and
structure functions in terms of characteristic length scales of stratified turbulence for
all the cases, most likely due to the limited dynamic range provided by DNS and
effects of buoyancy Reynolds number. More research is required, with flows having
broader scaling ranges and higher resolutions, to determine a self similar scaling in
terms of characteristic length scales.
The statistical analysis of the energy dissipation rate suggests a general picture for
the stratified turbulence as a superposition of two different flow regimes: a dominant
stratified flow with patches of three-dimensional turbulence superimposed on this
background flow. The background stratified flow is dominated by the large scale
anisotropy and is almost two-dimensional. This qualitative picture is supported by
visualizing the local energy dissipation field, its distribution, and scale dependency of
the moments of locally averaged energy dissipation rate.
The shape of the probability density functions of energy dissipation rate changes
by increasing stratification to reveal these two flow regimes. The probability den-
sity functions show two peaks or local modes, which are the representatives of the
patches of turbulence and patches of quiescent flow with much smaller mean value
compared with the turbulent patches. The separation between these two local modes
and changes in the shape of distributions increase with stratification level.
The scale dependency of the moments of locally averaged energy dissipation rate
not only reveals these two regimes, but also quantifies the intermittency related to
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each of them. In general moments of locally averaged energy dissipation rate show
power law scaling as predicted by the theory for the isotropic turbulence. Two distinct
scaling ranges are observed.
At small and medium scales the power law is in a very good agreement with the
theory of small scale intermittency and reveals an intermittency exponent in the range
of reported value of µ = 0.25±0.05. This occurs in all three directions, indicating the
three-dimensional and isotropic nature of the intermittency of the turbulent patches.
Note that such an extensive scaling range has not been observed for the isotropic
turbulence at least within the range of Reynolds numbers that has been studied.
Whether this is an artifact of the simulation or a property of turbulent flows can not
be answered with the current simulations and requires further investigations.
A power law scaling is also observed at larger scales but with much higher expo-
nent that is changing with stratification level. This scaling represents intermittency
at larger scales or the so-called external intermittency, which is a strong function of
large scale anisotropies and only occurs in the horizontal direction. The autocorre-
lation function of the local energy dissipation rate also reveals internal and external
intermittency qualitatively by exhibiting power law scaling with two separate scal-
ing exponents. Spectra of the dissipation rate also reveal small scale intermittency
exponent comparable with the reported value in the literature.
The key conclusions from this research are summarized below:
• Direct numerical simulations of isotropic turbulence with extraordinary resolu-
tion and range of Reynolds number and stratified turbulence with an extensive
dynamic range and range of Froude numbers are designed to investigate small
scale universality in turbulent flows.
• Statistical analysis of locally averaged energy dissipation rate is applied as a
powerful tool in investigating scale dependency of the flow dynamics.
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• Small scale intermittency manifested in energy dissipation rate is independent
of large scale anisotropies and can be quantified consistently using different
methods.
• The general shape of the p.d.f. of energy dissipation rate is a function of large
scale flow and, therefore, is not universal. The distribution of the extreme and
intermittent events, which corresponds to the tails of p.d.f.s, however, is not
changing with the large scale anisotropies.
• The surrogates of energy dissipation rate are fundamentally different than en-
ergy dissipation rate and their p.d.f.s. differ from those of energy dissipation
rate, drastically.
• The discrepancy between different surrogates indicates geometry dependency of
intermittency, at least in the range of Reynolds numbers considered here.
• The longitudinal surrogate is the best representative for the energy dissipation
rate in estimating intermittency exponent .
• It is proposed that stratified turbulence is a combination of two dominant flow
regimes including isotropic turbulent patches superimposed on the background
anisotropic stratified flow. Each of these regimes dominate flow dynamics over
a specific range of scales.
• Power law scaling range for stratified turbulence extends for a greater range of
length scales than can be explained by theory for isotropic turbulence.
8.3 Future Work
Stratified turbulence is a complex flow dominated by multiple dynamics. Unlike
isotropic homogeneous turbulence, there are not many well-established theories and
models for the stratified turbulence, thus so many different aspects of this flow regime
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can be investigated using current simulations. The unique advantage of these simula-
tions is the extensive dynamic range. An interesting subject that can be considered
as future work is to study the surrogates of energy dissipation rate in stratified tur-
bulence. The identification of the surrogates and their efficiency in predicting energy
dissipation rate is essential in geophysical measurements and observations.
Since the flow is dominated by multiple dynamics, modeling of different aspects
will be considered separately. One can focus on the modeling of small scale inter-
mittency, which is related to the turbulent patches. Another approach is to model
the general shape of the distributions, which reflects large scale anisotropies in the
flow. To identify the best surrogates for each approach, it is essential to investigate
the contribution of different components of the velocity gradient tensor on the energy
dissipation rate over a range of scales as a function of buoyancy Reynolds number.
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APPENDIX A
GOVERNING EQUATIONS OF DENSITY STRATIFIED
TURBULENCE
The governing equations of the density stratified turbulence, which consists of
the conservation of mass (the continuity equation), conservation of momentum (the
Navier-Stokes equations), conservation of thermal energy (enthalpy equation), and
equation of state, are derived in this section . These equations describe all the related
variables in the flow, i.e., longitudinal component of velocity, u, transverse component
of velocity, v, vertical component of velocity, w, density, ρ, absolute temperature, T ,
and pressure, p, completely in three spatial direction, x, y, z, and time ,t.
A.1 Continuity Equation: Conservation of Mass
The full compressible form of conservation of mass is given by [Panton, 1984]:
∂ρ
∂t
+
∂ρuj
∂xj
= 0, (A.1)
where ui(xi, t) = (u, v, w), represents the instantaneous i
th component of velocity at
point xi = (x, y, z) and time t. In terms of material derivative, D/Dt =
∂
∂t
+ uj
∂
∂xj
,
the continuity equation can be written as:
Dρ
Dt
= −ρ∂uj
∂xj
. (A.2)
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A.2 Navier-Stokes Equations: Conservation of Momentum
The conservation of momentum with rotating frame of reference has the general
form of [Panton, 1984]:
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
=
∂Tji
∂xj
+ ρFi − 2ρΩijkηjuk, (A.3)
where Ωη = (0,Ω cosφ,Ω sinφ) is the angular velocity vector of the Earth’s rotation
with φ as latitude. The term 2Ωη3 = 2Ω sinφ is defined as the Coriolis parameter,
which is positive in the northern hemisphere and negative in the southern. Tij is
the total stress tensor and represents the surface forces, and Fi represents the body
forces. For the stratified turbulence, it is assumed that the only body force is the
gravity force and it acts on the vertical direction, x3 or z. Therefore Fi = −gδi3. In
ordinary pressure and temperature, all the gases and many of the simple liquids obey
Newton’s viscosity law. Under this assumption, the stress tensor, Tij(ρ, e, ∂ul/∂xk),
is a linear function of the local velocity gradients with the coefficients that depend
on the local thermodynamic state [see e.g. Panton, 1984]. The stress tensor can be
written in terms of thermodynamic pressure, p, and viscous stress tensor, τij:
Tij = −pδij + τij. (A.4)
τij is a symmetric tensor and is given by:
τij = λ
∂uk
∂xk
δij + 2µSij, (A.5)
where µ and λ are commonly known as the first and second coefficients of viscosity,
respectively and Sij is the strain rate tensor:
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (A.6)
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Further simplification is made by assuming Stokes’ hypothesis, which states that the
thermodynamic and mechanical pressure are equal, consequently λ = −2
3
µ. Stokes’
assumption is reasonably accurate for almost all the Newtonian fluids. The final
equation for the total stress tensor assuming constant µ can be written as below:
Tij = −pδij − 2
3
µ
∂uk
∂xk
δij + µ
(
∂ui
∂xj
+
∂uj
∂xi
)
. (A.7)
The momentum equation (A.3) under the assumptions described above, are known
as the Navier-Stokes equation. By combining the continuity equation, (A.29), and
Eq.(A.3), the final Navier-Stokes equation is:
ρ
(
∂ui
∂t
+ uj
∂ui
∂xj
)
= − ∂p
∂xi
+ µ
∂2ui
∂x2j
+
1
3
µ
∂
∂xi
(
∂uk
∂xk
)
− ρgδi3 − 2ρΩijkηjuk. (A.8)
A.3 Thermodynamic Equation: Conservation of Enthalpy
The total energy equation that contains both mechanical and thermal energies, is
given by [Panton, 1984]:
∂
∂t
[ρ
(
e+
1
2
u2
)
] +
∂
∂xi
[ρui
(
e+
1
2
u2
)
] = − ∂qi
∂xi
+
∂
∂xi
(Tijuj) + ρuiFi, (A.9)
where qi represents the heat flux vector including both radiation and conduction, and e
represents the internal energy per unit mass. Assuming Fourier’s heat-conduction law,
qi = −K∂T/∂xi+Rj, with K as the thermal conductivity and Rj as the radiative heat
flux. The thermal-energy equation can be obtained by subtracting the mechanical
energy equation
∂
∂t
(
ρ
1
2
u2
)
+
∂
∂xi
(
ρui
1
2
u2
)
= −ui ∂p
∂xi
+ ui
∂τji
∂xj
+ ρuiFi, (A.10)
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from the total energy equation, Eq.(A.9) as below:
ρ
De
Dt
=
∂
∂t
(ρe) +
∂
∂xi
(ρuie) = −p∂ui
∂xi
+ τji
∂ui
∂xj
− ∂qi
∂xi
. (A.11)
The thermal-energy equation can be written in terms of temperature using enthalpy
h ≡ e+ p/ρ and the following thermodynamic relations [e.g. Panton, 1984]:
de = dh− dp
ρ
+
p
ρ2
dρ, (A.12)
de = cv(ρ, T )dT +
1
ρ2
[
p− T ∂p
∂T
|ρ
]
dρ, (A.13)
and
dh = cp(p, T )dT +
1
ρ2
[
ρ+ T
∂ρ
∂T
|p
]
dp
= cp(p, T )dT +
1
ρ
[1− Tβ] dp, (A.14)
where cv and cp are the specific heat at constant volume and constant pressure,
respectively. β is the thermal expansion coefficient, defined as:
β = −1
ρ
∂ρ
∂T
|p. (A.15)
The equation for the internal energy can be obtained by substituting Eqs.(A.13) and
(A.14) in Eq.(A.12) as below:
De
Dt
= cp
DT
Dt
− Tβ
ρ
Dp
Dt
+
p
ρ2
Dρ
Dt
. (A.16)
By combining the above equation with Eq.(A.11), the thermal energy equation re-
duces to:
ρcp
DT
Dt
= −p∂ui
∂xi
− ∂qi
∂xi
+ τji
∂ui
∂xj
+ βT
Dp
Dt
− p
ρ
Dρ
Dt
. (A.17)
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This equation can be simplified further by assuming ideal gas law as a general form
of state equation, p = ρ<T . As a result, the bracket terms in Eqs.(A.13) and (A.14)
are negligible, e, h, cv, and cp are functions of temperature only, and β is:
β = −1
ρ
∂ρ
∂T
|p = 1
T
. (A.18)
Therefore,
de = cvdT, dh = cpdT. (A.19)
Dimensional analysis shows that the viscous term is negligible compare to the other
terms [Panton, 1984]. The timescales of the radiative flux is usually large compared
with the turbulent timescales [Wyngaard, 1992]. Therefore, the effects of radiative
flux divergence on the temperature fluctuations can also be neglected. Assuming
constant K, the thermal energy equation has the final form of:
ρcp
DT
Dt
= K
∂2T
∂x2i
+
Dp
Dt
, (A.20)
or in terms of cv,
ρcv
DT
Dt
= −p∂ui
∂xi
+K
∂2T
∂x2i
. (A.21)
A.4 Buoyancy Force and Boussinesq Approximation
Further simplification can be made to the Navier-Stokes and energy equations by
applying the so-called Boussinesq approximation. This approximation is introduced
by J. Boussinesq (1903) and consists of two assumptions: 1) density fluctuations
resulting from pressure changes are negligible, 2) density fluctuations resulting from
temperature changes are important only as they directly affect buoyancy. There
are two conditions under which the Boussinesq approximation is applicable: 1) the
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vertical dimension of the fluid is much less than any scale height, 2) the motion-
induced fluctuations in density, pressure, and temperature do not exceed (in order of
magnitude) the total static variation of these quantities.
Density, pressure, and temperature are coupled quantities and can be divided into
three components: the fluctuation due to the motion, variation in the absence of
motion, and the space average or the reference value [see e.g. Spiegel and Veronis,
1960]. Thus, the equation for quantity f can be written as below:
f(x, y, z, t) = fm + f0(z) + f
′(x, y, z, t). (A.22)
where fm, is the constant reference value, f0 is the variation due to the height, and
f ′ is the fluctuations due to the fluid motion. In stratified turbulence f0(z) is a
linear function of elevation and is not affected by the motion. The first assumption
of Boussinesq approximation implies that the maximum change of the quantity f due
to the height is much smaller than the reference value:
∆f0
fm
∼ ε 1. (A.23)
Under Boussinesq approximation the thickness or maximum height of the flow d is
much smaller than the scale height Df :
Df = | 1
fm
df0
dz
|−1. (A.24)
The second assumption can be written as:
| f
′
fm
| ∼ ε. (A.25)
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Starting with the ideal gas law and applying assumptions above, we can derive the
linearized perturbation ideal gas law as below [see e.g. Garratt, 1994, Stull, 1988]:
p− pm
pm
=
ρ− ρm
ρm
+
T − Tm
Tm
. (A.26)
Consequently,
ρ0
ρm
=
p0
pm
− T0
Tm
, (A.27)
and,
ρ′
ρm
=
p′
pm
− T
′
Tm
. (A.28)
By applying these assumptions and the order of magnitude comparison in the con-
servation of mass and momentum equations , the equations reduce to:
∂uj
∂xj
= 0, (A.29)
and
∂ui
∂t
+ uj
∂ui
∂xj
= − 1
ρm
∂p
∂xi
+ ν
∂2ui
∂x2j
− ρ
ρm
gδi3 − 2Ωijkηjuk, (A.30)
with ν = µ/ρ as the kinematic viscosity. The momentum equation can be simplified
further more. Consider the vertical component of this equation in the absence of
motion:
∂p0
∂z
= −g (ρm + ρ0(z)) . (A.31)
Substituting Eq.(A.31) in Eq.(A.30) and neglecting the rotational effects, the equation
can be written as below:
∂w
∂t
+ uj
∂w
∂xj
= − 1
ρm
∂p′
∂z
− g ρ
′
ρm
+ ν
∂2ui
∂x2j
. (A.32)
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The motion is driven by fluctuations, thus the term ρ′/ρm can not be neglected
although it is in the order of ε. substituting ρ′ by Eq.(A.28) results in:
− 1
ρm
∂p′
∂z
− g ρ
′
ρm
= − 1
ρm
∂p′
∂z
+ g
p′
pm
− g T
′
Tm
(A.33)
= − 1
ρm
(
∂p′
∂z
− p
′
H
)
+ g
T ′
Tm
, (A.34)
where H = pm/gρm, is the thickness of the flow with uniform density in which pressure
varies from pm at the bottom to zero at the top. Thus d < Dp < H, p
′/H <
p′/d < ∂p′/∂z, and the term p′/H is negligible compared with ∂p′/∂z. Therefore,
(to the order of O(d/H) ρ′/ρm = T ′/Tm) the density fluctuations are replaced by the
temperature fluctuations only and the momentum equation is reduced to:
∂ui
∂t
+ uj
∂ui
∂xj
= − 1
ρm
∂p′
∂xi
+ ν
∂2ui
∂x2j
+
T ′
Tm
gδi3 − 2Ωijkηjuk. (A.35)
To simplify the energy equation
ρcv
DT
Dt
= −p∂ui
∂xi
+K
∂2T
∂x2i
, (A.36)
further consideration is required. The term p∂ui/∂xi can not be neglected since it
has the same order of magnitude as the other terms in the equation. We can simplify
this term by recalling Eq.(A.29) and Eq.(A.26) and neglecting the terms in the order
of (d/H) and smaller:
−p∂ui
∂xi
=
p
ρ
Dρ
Dt
= pm
D
Dt
(
T0 + T
′
Tm
− p0
pm
)
=
pm
Tm
D
Dt
(T0 + T
′) + ρmguiδi3. (A.37)
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Finally by substituting Eq.(A.37) in Eq.(A.36), the energy equation under Boussi-
nessq assumption reduces to:
ρmcp
DT
Dt
= −ρmguiδi3 +K∂
2T
∂x2i
, (A.38)
The final set of governing equations after applying all the simplifications described
above, i.e., constant dynamic viscosity and molecular diffusivity, Newtonian fluid and
Stokes hypothesis, Boussinesq approximation, and negligible viscous stress heat gener-
ation and radiative heat transfer compared with other heat sources in thermodynamic
equations, can be summarized as:
ρ = ρm[1− β(T − Tm)], (A.39a)
∂ui
∂xi
= 0, (A.39b)
∂ui
∂t
+ uj
∂ui
∂xj
= − 1
ρm
∂p
∂xi
+ ν
∂2ui
∂x2j
− ρ
ρm
gδi3 − 2Ωijkηjuk, (A.39c)
cp
(
∂T
∂t
+ uj
∂T
∂xj
)
=
K
ρm
∂2T
∂x2i
− guiδi3. (A.39d)
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APPENDIX B
CALCULATING LOCALLY AVERAGED VALUES
Equations (5.2) and (5.3) are, to our knowledge attributable to Sykora [2007] and
published only online. The derivations are provided here for reference. Consider
scalar ξ with mean ξ¯ and fluctuating ξ′ terms. The local volume average of ξ on a
volume of linear dimension r is defined as:
ξr(x) ≡ ξ¯ + ξ′r(x)
= ξ¯ +
1
Vr
∫
Vr
ξ′(x+ x′) dx′. (B.1)
Introducing the operators F and F−1 as the forward and backward Fourier transforms,
and ξˆ′(κ) and ξˆ′r(κ) as the Fourier transform of ξ
′(x) and ξ′r(x):
ξˆ′r(κ) ≡ F{ξ′r(x)}
=
∫ ∫ ∫ ∞
−∞
ξ′r(x)e
−iκ·x dx. (B.2)
The Fourier coefficients of ξ′r can be written as:
ξˆ′r(κ) =
1
Vr
∫ ∫ ∫ ∞
−∞
e−iκ·x
[∫
Vr
ξ′(x+ x′) dx′
]
dx. (B.3)
The above equation can be simplified by changing the order of the integrals and
introducing the new variable v = x+ x′, as below:
ξˆ′r(κ) =
1
Vr
∫
Vr
eiκ·x
′
(∫ ∫ ∫ ∞
−∞
e−iκ·vξ′(v) dv
)
dx′. (B.4)
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The inner integral is the Fourier transform of ξ′(x). Hence, Eq.(B.4) can be written
as:
ξˆ′r(κ) =
ξˆ′(κ)
Vr
∫
Vr
eiκ·x
′
dx′ (B.5)
This integral can be interpreted as the wave number space images of n-dimensional
spheres. Sykora [2007] discusses the solution as the nth-order sinc function. Here
we derive the results for the one- and three-dimensional cases. In one-dimension,
integration is over a line with length h. With h′ ≡ h/2 and κi the wave number in
the direction of the averaging,
1
2h′
∫ h′
−h′
eiκix dx =
sin (κih
′)
κih′
. (B.6)
The local average of ξ′ is the inverse Fourier transform of ξˆ′h(κi),
ξ′h(x) = F−1
{
ξˆ′(κ)
sin (κih/2)
κih/2
}
=
∫ ∞
−∞
eiκixξˆ′(κi)
sin (κih/2)
κih/2
dκi, (B.7)
and the one-dimensional local average is obtained by substituting Eq.(B.7) back into
Eq.(B.1),
ξh(x) = ξ¯ +
∫ ∞
−∞
eiκixξˆ′(κi)
sin (κih/2)
κih/2
dκi. (B.8)
To derive the spherical average, it is observed that the integral in Eq.(B.5) does
not depend upon the choice of the coordinate system and so we rewrite the equation
in spherical coordinates using the notation x = (r, θ, φ) and κ = (ρ, ψ, χ) with
x = r cos (θ) sin (φ),
y = r sin (θ) sin (φ),
z = r cos (φ),
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and,
κx = ρ cos (ψ) sin (χ),
κy = ρ sin (ψ) sin (χ),
κz = ρ cos (χ).
In spherical coordinate system, Eq.(B.5) can be written as:
∫
Vr
ei(xkx+yky+zkz) dx dy dz =
∫
Vr
eirρ cos(ψ) sin(χ) cos(θ) sin(φ)r2 sin(φ) dr dφ dθ
+
∫
Vr
eirρ sin(ψ) sin(χ) sin(θ) sin(φ)r2 sin(φ) dr dφ dθ
+
∫
Vr
eirρ cos(χ) cos(φ)r2 sin(φ) dr dφ dθ. (B.9)
Upon applying trigonometric simplifications, the integral becomes
1
Vr
∫
Vr
exp [irρ (cos (ψ − θ) sin (χ) sin (φ) + cos (χ) cos (φ))]r2 sin (φ) dr dφ dθ. (B.10)
Noting that the orientation of the coordinate system is arbitrary, we rotate it so that
χ = 0 :
1
Vr
∫ pi
0
∫ 2pi
0
∫ r′
0
eirρ cos (φ)r2 sin (φ) dr dφ dθ =
2pi
Vr
∫ r′
0
(∫ pi
0
eirρ cos (φ) sin (φ) dφ
)
r2 dr,
(B.11)
The inner integral can be solved by changing the variables:
∫ pi
0
eirρ cos (φ) sin (φ) dφ =
∫ 1
−1
eirρu du
= 2
sin (rρ)
rρ
, (B.12)
an the final integral further reduces to:
4pi
Vr
∫ r′
0
r2
sin (rρ)
rρ
dr. (B.13)
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The integral is solved using integration by parts. Aligning the Cartesian coordinate
system so that κ = ρ and noting that the volume of a sphere with linear size of r is
Vr = 4pir
′3/3, then Eq.(B.13) simplifies to
4pi
Vr
(
sin (κr′)
κ3
− r′ cos (κr
′)
κ2
)
= 3
sin (κr′)
κ3r′3
− 3cos (κr
′)
κ2r′2
. (B.14)
Finally, ξr(x) is obtained by substituting Eq.(B.14) back into Eq.(B.5), inverse Fourier
transforming, and substituting r′ ≡ r/2:
ξ′r(x) = 3
∫ ∫ ∫ ∞
−∞
eiκ·xξˆ′(κ)
(
sin (κr/2)
κ3(r/2)3
− cos (κr/2)
κ2(r/2)2
)
dκ. (B.15)
The three-dimensional local average is obtained by substituting Eq.(B.15) back into
Eq.(B.1),
ξr(x) = ξ¯ + 3
∫ ∫ ∫ ∞
−∞
eiκ·xξˆ′(κ)
(
sin (κr/2)
κ3(r/2)3
− cos (κr/2)
κ2(r/2)2
)
dκ. (B.16)
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