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Abstract
This paper is concerned about the W1,p convergence for a minimizer uε of a Ginzburg–Landau type
functional. This proof is completed by establishing an important estimation, the Lploc estimation of |∇uε|.
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1. Introduction
Let G ⊂ Rn (n 2) be a bounded and simply connected domain with smooth boundary ∂G.
Let g be a smooth map from ∂G to Sn−1 satisfying d = deg(g, ∂G) = 0. Without loss of gener-
ality, we may assume d > 0. We are concerned with the asymptotic behavior of the minimizer uε
of the Ginzburg–Landau-type functional
Eε(u,G) = 1
p
∫
G
|∇u|p + 1
4εp
∫
G
(
1 − |u|2)2, p > n,
in the space W = {v ∈ W 1,p(G,Rn); v|∂G = g}.
When p = n = 2, the asymptotic behavior of minimizers uε of Eε(u,G) on W as ε → 0 was
studied in [1,6]. The case when p = n > 2 was studied in [4,5]. It was shown in those cases
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In particular, properties of u0 can be derived from corresponding properties of uε via uniform
estimates. The motivation for this paper is to generalize those ideas to the case p > n = 2. We
expect to show uε converges strongly in W 1,ploc to a minimizing p-harmonic map up away from
the vortices.
In this paper, we always assume p > n = 2. Obviously, a minimizer uε on W is a weak
solution of −div(|∇u|p−2∇u) = 1
εp
u(1 − |u|2) on G, i.e., uε satisfies∫
G
|∇u|p−2∇u∇ψ = 1
εp
∫
G
uψ
(
1 − |u|2), ∀ψ ∈ W 1,p0 (G,R2), (1.1)
and |uε| 1 a.e. on G (cf. the proof of Theorem 2.2 in [5]).
In Section 2 we shall prove the following
Theorem 1.1. Assume p > n = 2, uε is a minimizer of Eε(u,G) on W . Then all the zeros of
uε are included in finite disjoint discs B(xεj , hε), j = 1,2, . . . ,N1, where N1 and h > 0 are
independent of ε ∈ (0,1).
As ε → 0, there exists a subsequence xεki of the center xεi and ai ∈ G¯ such that xεki → ai ,
i = 1,2, . . . ,N1. It is possible that there may be at least two subsequences that converge to the
same point, we denote by a1, a2, . . . , aN , N N1, the collection of distinct points in {ai}N1i=1.
Theorem 1.2. Assume p > n = 2, uε is a minimizer of Eε(u,G) on W . K is an arbitrary com-
pact subset of G \ (⋃Nj=1 aj ). Then there exists a subsequence uεk of uε such that as k → ∞,
uεk → up in W 1,p(K,R2), where up is a map of the least p-energy
∫
K
|∇u|p in W 1,p(K,S1).
Recalling the case of p = n, we know that the uniform estimation is available by estimating
the supper bound and the lower bound of
∫ |∇uε|n, since we can use the property of the confor-
mal transformation of
∫ |∇uε|n. Namely, when scaling x = yε in Eε(u,G), there is a coefficient
ελ appearing in the scaled energy functional. When the parameter p is equal to the dimension
n (the idea can be seen in [1,4–6]), we can derive the exponent λ of ε is zero. When p > n, the
property of the conformal transformation of
∫ |∇uε|p dx is lost. It is impossible to obtain such
results as that of p = n, if we still adopt the idea of estimating the supper and the lower bounds
of
∫ |∇uε|p . In view of it, one has to find a new way to obtain the uniform Lp estimate of ∇uε . It
is also the reason why the asymptotic limit is not characterized globally in terms of the vortices
now.
To prove Theorem 1.2, we shall give the uniform estimation, i.e., Lploc estimate of ∇uε in
Section 3. Based on the uniform estimation, we will prove in Section 4 that uε converges to a
p-harmonic map up in W 1,ploc weakly. In Section 5, we will prove that the p-harmonic map up is
also a map of least p-energy
∫
K
|∇u|p , and that uε converges to up in W 1,ploc sense strongly.
2. Proof of Theorem 1.1
Assume p > 2. Let uε be a minimizer of Eε(u,G) on W . We have the following
Proposition 2.1. There exists a constant C > 0 which is independent of ε ∈ (0,1) such that
Eε(uε,G) Cε2−p. (2.1)
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I (ε,R) = Min
{ ∫
B(0,R)
[
1
p
|∇u|p + 1
4εp
(
1 − |u|2)2
]
; u ∈ WR
}
,
where WR = {u(x) ∈ W 1,p(B(0,R),R2); u(x)|∂B(0,R) = x|x| }. Then, if writing vε(x) = uε(εx),
we have
I (ε,1) = 1
p
∫
B
|∇uε|p dx + 14εp
∫
B
(
1 − |uε|2
)2
dx
= ε2−p
[
1
p
∫
B(0,ε−1)
|∇vε|p dy + 14
∫
B(0,ε−1)
(
1 − |vε|2
)2
dy
]
:= ε2−pI(1, ε−1). (2.2)
Let u1 be a solution of I (1,1) and define
u2 = u1, if 0 < |y| < 1; u2 = y|y| , if 1 |y| ε
−1.
Thus u2 ∈ Wε−1 and
I
(
1, ε−1
)
 1
p
∫
B(0,ε−1)
|∇u2|p dy + 14
∫
B(0,ε−1)
(
1 − |u2|2
)2
dy
= 1
p
∫
B
|∇u1|p dy + 14
∫
B
(
1 − |u1|2
)2
dy + 1
p
∫
B(0,ε−1)\B
∣∣∣∣∇ y|y|
∣∣∣∣
p
dy
= I (1,1)+ 2π
p(p − 2)
(
1 − εp−2) C.
Substituting this into (2.2) yields
I (ε,R) Cε2−p. (2.3)
Fix d distinct points a1, a2, . . . , ad in G and R > 0 so small that
B(ai,R) ⊂ G, ∀i, and B(ai,R)∩ B(aj ,R) = ∅, ∀i = j.
Denote GR = G \ (⋃dj=1 B(aj ,R)) and consider the map g : ∂GR → S1 defined by
g¯(x) = g(x), if x ∈ ∂G; g¯(x) = x − aj|x − aj | , if x ∈ ∂B(aj ,R).
Since deg(g¯, ∂GR) = 0, there is a smooth map v :GR → S1 such that v = g¯ on ∂GR . We have,
by (2.3), for ε < R,
Eε(uε,G)
∫
GR
|∇v|p +
d∑
i=1
I (ε,R)C
(
1 + ε2−p),
where C is independent of ε. It means that (2.1) holds as ε ∈ (0,1). 
From Proposition 2.1 we can conclude two corollaries immediately.
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independent of ε ∈ (0,1) such that for any x, y ∈ G¯,∣∣uε(x)− uε(y)∣∣ C1ε(2−p)/p|x − y|(p−2)/p.
Proof. Combining (2.1) with |uε|  1 on G¯, we obtain ‖uε‖pW 1,p(G,R2)  Cε2−p as ε ∈ (0,1).
Noticing p > 2 and applying the embedding inequality, we have that for any x, y ∈ G¯,
∣∣uε(x)− uε(y)∣∣ C‖uε‖W 1,p(G,R2)|x − y|1−2/p C1ε(2−p)/p|x − y|(p−2)/p,
with a constant C1 independent of ε. 
Proposition 2.3. Assume uε is a minimizer on W . Then there exists a constant C > 0 which is
independent of ε ∈ (0,1) such that
1
ε2
∫
G
(
1 − |uε|2
)2 C. (2.4)
Proof. We can derive (2.4) by multiplying (2.1) with εp−2. 
Proposition 2.4. Assume uε is a minimizer on W . Then for any η ∈ (0,1), there exist positive
constants λ,µ which are independent of ε ∈ (0,1) such that if
1
ε2
∫
G∩B2lε
(
1 − |uε|2
)2  µ, (2.5)
where B2lε ⊂ R2 is a disc of radius 2lε with l  λ, then∣∣uε(x)∣∣ 1 − η, ∀x ∈ G∩Blε.
Proof. First we observe that there exists a constant β > 0 such that for any x ∈ G and 0 < ρ  1,
|G∩B(x,ρ)| βρ2 since ∂G is smooth. To prove the proposition, we choose λ = ( η2C1 )p/(p−2),
µ = β4 ( 12C1 )2p/(p−2)η2+2p/(p−2), where C1 is the constant in Proposition 2.2.
Suppose there exists a point x0 ∈ G ∩ Blε such that |uε(x)| < 1 − η. Then applying Proposi-
tion 2.2, we have
∣∣uε(x)− uε(x0)∣∣ C1ε(2−p)/p|x − x0|(p−2)/p  C1ε(2−p)/p(λε)(p−2)/p
= C1λ(p−2)/p = η2 , ∀x ∈ B(x0, λε).
Hence
∫
G∩B(x0,λε)
(
1 − |uε|2
)2
>
η2
4
∣∣G∩ B(x0, λε)∣∣ βη
2
4
(λε)2
= βη
2( η )2p/(p−2)
ε2 = µε2. (2.6)
4 2C1
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1
ε2
∫
G∩B2lε
(
1 − |uε|2
)2
>µ,
which contradicts (2.5) and the proposition is proved. 
To find the zeros of the minimizer uε according to Proposition 2.4, we may take (2.5) as a
ruler to distinguish the disc of radius λε which contains the zeros.
Let λ,µ be constants in Proposition 2.4. If
1
ε2
∫
G∩B(xε,2λε)
(
1 − |uε|2
)2  µ,
then B(xε,λε) is called the good disc. Otherwise B(xε,λε) is called the bad disc. From Propo-
sition 2.4 we are led to
∣∣uε(x)∣∣ 1 − η, x ∈ G¯ \
( ⋃
xε∈	
B
(
xε, λε
))
, (2.7)
where Λ is the set of the centers of all bad discs. Thus (2.7) implies that the zeros of uε are
contained in these bad discs.
Now, suppose that {B(xεi , λε); i ∈ I } is a family of discs satisfying
(1) xεi ∈ G, i ∈ I ;
(2) G ⊂
(⋃
i∈I
B
(
xεi , λε
));
(3) B
(
xεi , λε/4
)∩B(xεj , λε/4)= ∅, i = j. (2.8)
If write Jε = {i ∈ I ; B(xεi , λε) is a bad disc}, then we have
Proposition 2.5. There exists a positive constant M which is independent of ε ∈ (0,1) such that
the number of bad discs CardJε M .
Proof. Since (2.8) implies that every point in G can be covered by finite, say m (independent
of ε) discs, noticing (2.4) and the definition of bad discs, we have
µε2 CardJε 
∑
i∈Jε
∫
G∩B(xεi ,2λε)
(
1 − |uε|2
)2
m
∫
G∩(⋃i∈Jε B(xεi ,2λε))
(
1 − |uε|2
)2
m
∫
G
(
1 − |uε|2
)2 mCε2
and hence CardJε  mC M . µ
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modify the family of bad discs such that the new one, denoted by {B(xεi , hε); i ∈ J }, satisfies⋃
i∈Jε
B
(
xεi , λε
)⊂⋃
i∈J
B
(
xεi , hε
)
, (2.9)
λ h; CardJ  CardJε.∣∣xεi − xεj ∣∣> 8hε, i, j ∈ J, i = j. (2.10)
(2.10) implies that every two discs in the new family are not intersected. This and (2.9) show that
the zeros of uε are contained in these finite, disjoint bad discs. Thus Theorem 1.1 is proved. 
Noting (2.9), and taking η = 1/2 in (2.7) we have
∣∣uε(x)∣∣ 12 , ∀x ∈ G¯ \
CardJ⋃
j=1
B
(
xεj , hε
)
. (2.11)
As ε → 0, there exists a subsequence xεki of the center xεi and ai ∈ G¯ such that xεki → ai ,
i = 1,2, . . . ,N1 = CardJ . Perhaps there may be at least two subsequences that converge to the
same point, we denote by a1, a2, . . . , aN , N N1, the collection of distinct points in {ai}N1i=1.
3. Uniform estimation
In this section we prove that for any compact subset K of G\⋃Nj=1{aj }, there exists a positive
constant C(K) such that Eε(uε,K)  C(K) for ε ∈ (0, ε0) with ε0 > 0 sufficiently small. We
first prove
Proposition 3.1. Assume p > 1 and uε is a minimizer of Eε(u,G) on W . Then there ex-
ist constants t,R0 ∈ (0,1/2) and C > 0 which are independent of ε, such that for any BR ⊂
G(2R <R0), we have( ∫
BR
|∇uε|q dx
)1/q
C
( ∫
B2R
(|∇uε|2 + 1)p/2 dx
)1/p
, ∀q ∈ [p,p + 2t). (3.1)
Proof. Let y = xε−1 in Eε(u,G) and denote vε(y) = uε(x), Gε = {y = xε−1;x ∈ G}. Then
Eε(uε,G) = ε2−p
(
1
p
∫
Gε
|∇vε|p dy + 14
∫
Gε
(
1 − |vε|2
)2
dy
)
= ε2−pE(vε,Gε).
It is clear that vε is also a minimizer of E(v,Gε).
Now, using the idea of proof of [3, Theorem 4.1], we know that there exist constants t ,
R0 ∈ (0,1/2) and C > 0, such that for any BR ⊂ BR0/2 ⊂ G and q ∈ [p,p + 2t), the inequality(
1
|BRε|
∫
BRε
|∇vε|q dy
)1/q

(
1
|BRε|
∫
BRε
(|∇vε|2 + ε2)q/2 dy
)1/q
 C
(
1
|B2Rε|
∫ (|∇vε|2 + ε2)p/2 dy
)1/pB2Rε
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εq
∫
BR
|∇uε|q dx
)1/q
 C
(
εp
∫
B2R
(|∇uε|2 + 1)p/2 dx
)1/p
.
Multiplying this by ε−1, we can see the proposition holds. 
Theorem 3.2. Let R > 0 be such small constant that B(x,2R)G \⋃Nj=1{aj }. Then there exist
constants C > 0 and Rj = 2R − jR[p]+1 such that
Eε(uε,Bj ) Cεj−p (3.2)
for j = 2,3, . . . , [p], where ε ∈ (0, ε0), Bj = B(x,Rj ).
For j = 2, the inequality (3.2) is the corollary of (2.1). Suppose that (3.2) holds for all j m.
Then we have, in particular,
Eε(uε,Bm) Cεm−p. (3.3)
If m = [p], then we are done. Suppose m< [p]. We want to prove (3.2) for j = m+ 1.
Applying (2.11), we have 1/2 |uε(y)| 1, ∀y ∈ B(x,2R). Noting by integral mean value
theorem there is r ∈ [Rm+1/2,Rm] such that
Eε(uε,Bm \Bm+1/2) = C0
∫
∂B(x,r)
[
1
p
|∇uε|p + 14εp
(
1 − |uε|2
)2]
dξ, (3.4)
and applying (3.3), we can see∫
∂B(x,r)
|∇uε|p dξ + 1
εp
∫
∂B(x,r)
(
1 − |uε|2
)2
dξ C−10 Cmε
m−p. (3.5)
Denote B = B(x, r). We first prove the following
Proposition 3.3. If ρ1 is a minimizer of the functional
E(ρ,B) = 1
p
∫
B
(|∇ρ|2 + 1)p/2 + 1
2εp
∫
B
(1 − ρ)2
on W
1,p
|uε |(B,R
+ ∪ {0}), then E(ρ1,B) Cεm−p+1.
Proof. Obviously, the minimizer ρ1 satisfies
−div(v(p−2)/2∇ρ)= 1
εp
(1 − ρ) on B, (3.6)
ρ|∂B = |uε|, (3.7)
where v = |∇ρ|2 + 1. Since 1/2 |uε| 1, it follows from the maximum principle that on B¯ ,
1  ρ1  1. (3.8)2
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E(ρ1,B)E
(|uε|,B) CEε(uε,B) Cεm−p. (3.9)
Multiplying (3.6) by (ν · ∇ρ), where ρ denotes ρ1, and integrating over B , we have
−
∫
∂B
v(p−2)/2(ν · ∇ρ)2 dξ +
∫
B
v(p−2)/2∇ρ · ∇(ν · ∇ρ) = 1
εp
∫
B
(1 − ρ)(ν · ∇ρ), (3.10)
where ν denotes the unit outside norm vector on ∂B . Using (3.9), we obtain∣∣∣∣
∫
B
v(p−2)/2∇ρ · ∇(ν · ∇ρ)
∣∣∣∣
 C
∫
B
v(p−2)/2|∇ρ|2 + 1
2
∣∣∣∣
∫
B
v(p−2)/2ν · ∇v
∣∣∣∣ Cεm−p + 1p
∣∣∣∣
∫
B
ν · ∇(vp/2)
∣∣∣∣
 Cεm−p + 1
p
∫
B
∣∣div(vp/2ν)− vp/2 divν∣∣ Cεm−p + 1
p
∫
∂B
vp/2 dξ. (3.11)
Combining (3.7), (3.5) and (3.9), we also get∣∣∣∣ 1εp
∫
B
(1 − ρ)(ν · ∇ρ)
∣∣∣∣ 12εp
∣∣∣∣
∫
B
(1 − ρ)2 divν −
∫
∂B
(1 − ρ)2 dξ
∣∣∣∣
 1
2εp
∫
B
(1 − ρ)2|divν| + 1
2εp
∫
∂B
(1 − ρ)2 dξ  Cεm−p.
Substituting this and (3.11) into (3.10) yields∣∣∣∣
∫
∂B
v(p−2)/2(ν · ∇ρ)2 dξ
∣∣∣∣ Cεm−p + 1p
∫
∂B
vp/2 dξ. (3.12)
Applying (3.7), (3.5) and (3.12), we obtain that for any δ ∈ (0,1),∫
∂B
vp/2 dξ =
∫
∂B
v(p−2)/2
[
1 + (τ · ∇ρ)2 + (ν · ∇ρ)2]dξ

∫
∂B
v(p−2)/2 dξ +
∫
∂B
v(p−2)/2(ν · ∇ρ)2 dξ
+
( ∫
∂B
vp/2 dξ
)(p−2)/p( ∫
∂B
(
τ · ∇|uε|
)p
dξ
)2/p
 C(δ)εm−p +
(
1
p
+ 2δ
)∫
∂B
vp/2 dξ,
where τ denotes the unit tangent vector on ∂B . Hence it follows by choosing δ > 0 sufficiently
small that∫
vp/2 dξ  Cεm−p. (3.13)
∂B
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∫
B
v(p−2)/2|∇ρ|2 + 1
εp
∫
B
(1 − ρ)2 = −
∫
∂B
v(p−2)/2(ν · ∇ρ)(1 − ρ)dξ,
whose left-hand side is proportional to E(ρ1,B). Thus
E(ρ1,B) C
∣∣∣∣
∫
∂B
v(p−2)/2(ν · ∇ρ)(1 − ρ)dξ
∣∣∣∣.
Applying Hölder inequality and (3.5), (3.7), (3.8) and (3.13), we obtain
E(ρ1,B) C
∣∣∣∣
∫
∂B
vp/2 dξ
∣∣∣∣
(p−1)/p∣∣∣∣
∫
∂B
(1 − ρ)2 dξ
∣∣∣∣
1/p
 Cε(m−p)(p−1)/p
∣∣∣∣
∫
∂B
(
1 − |uε|
)2
dξ
∣∣∣∣
1/p
 Cεm−p+1. (3.14)
The proposition is proved. 
Proposition 3.4. Denote h = |uε|. Then there exists t ∈ (0,1/2) such that for any δ ∈ (0,1),
1
p
∫
B
|∇h|p + 1
4εp
∫
B
(
1 − h2)2
Cεm−p+1 + δ
∫
B
|∇uε|p +C
( ∫
B(x,2r)
|∇uε|p + 1
)[ ∫
B
(
1 − h2)2
]t/(p+t)
.
Proof. Let U = ρ1w, on B; U = uε on G \ B , where w = uε/|uε|. Then U ∈ W . Since uε is a
minimizer of Eε(u,G), we have
Eε(uε,G)Eε(U,G) = Eε(ρ1w,B)+Eε(uε,G \B).
Using (3.14) it is not difficult to see that for any δ > 0,
∫
B
|∇ρ1|2|∇w|p−2 
(∫
B
|∇ρ1|p
)2/p(∫
B
|∇w|p
)(p−2)/p
 2p δ
2p
∫
B
hp|∇w|p + C
(
δ
2p
)∫
B
|∇ρ1|p
 δ
∫
B
|∇uε|p +C
(
δ
2p
)
εm+1−p,
where h = |uε|. Noticing that
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∫
B
(|∇ρ1|2 + ρ21 |∇w|2)p/2 dx −
∫
B
(
ρ21 |∇w|2
)p/2
dx
= p
2
∫
B
1∫
0
[(|∇ρ1|2 + ρ21 |∇w|2)(p−2)/2s + (ρ21 |∇w|2)(p−2)/2(1 − s)]ds|∇ρ1|2 dx
 C
∫
B
(|∇ρ1|p + |∇ρ1|2|∇w|p−2)dx,
we have
Eε(uε,B)Eε(ρ1w,B)
1
p
∫
B
(
ρ21 |∇w|2
)p/2 +C
∫
B
(|∇ρ1|p + |∇ρ1|2|∇w|p−2)
+ 1
4εp
∫
B
(
1 − ρ21
)2
, w = uε|uε| .
From this and (3.14) we obtain
Eε(uε,B)
1
p
∫
B
|∇w|p +Cεm+1−p + δ
∫
B
|∇uε|p. (3.15)
By Jensen’s inequality and (3.15) we have
1
p
∫
B
|∇h|p + 1
p
∫
B
(
hp − 1)|∇w|p + 1
4εp
∫
B
(
1 − h2)2
Eε(uε,B) − 1
p
∫
B
|∇w|p  Cεm−p+1 + δ
∫
B
|∇uε|p. (3.16)
In virtue of (2.7) and Proposition 3.1, we get
1
p
∫
B
(
1 − hp)|∇wε|p  2
p
p
∫
B
(
1 − hp)hp|∇wε|p  2
p
p
∫
B
(
1 − hp)|∇uε|p
 C
(∫
B
|∇uε|p+t
)p/(p+t)(∫
B
(
1 − hp)(p+t)/t
)t/(p+t)
 C(R)
( ∫
B(x,2r)
|∇uε|p + 1
)( ∫
B
(
1 − h2)2
)t/(p+t)
. (3.17)
Combining this with (3.16), we derive
1
p
∫
B
|∇h|p + 1
4εp
∫
B
(
1 − h2)2
 Cεm−p+1 + δ
∫
B
|∇uε|p + C
( ∫
B(x,2r)
|∇uε|p + 1
)[∫
B
(
1 − h2)2
]t/(p+t)
. (3.18)

Y. Lei / J. Math. Anal. Appl. 313 (2006) 1–23 11Proof of Theorem 3.2.
Step 1. Since |uε|  1 − η, there exists φ ∈ W 1,p(B(x,3R), [0,2π)) such that w = uε/|uε| =
(cosφ, sinφ). Obviously, |∇w|2 = |∇φ|2. Substituting this into (1.1) yields that∫
B(x,3R)
|∇u|p−2(w∇h+ h∇w)∇ψ = 1
εp
∫
B(x,3R)
hwψ
(
1 − h2).
Denote eiφ = cosφ + i sinφ. Then
1
εp
∫
B(x,3R)
hψeiφ
(
1 − h2)=
∫
B(x,3R)
|∇u|p−2(∇heiφ + hieiφ∇φ)∇ψ.
Let ζ, ξ ∈ W 1,p0 (B(x,3R)). Taking ψ = e−iφζ , we obtain
1
εp
∫
B(x,3R)
h
(
1 − h2)ζ =
∫
B(x,3R)
|∇u|p−2(∇h∇ζ + h|∇φ|2ζ ), (3.19)
0 =
∫
B(x,3R)
|∇u|p−2(h∇φ∇ζ − ζ∇h∇φ). (3.20)
Taking ζ = hξ in (3.20), we have
0 =
∫
B(x,3R)
|∇u|p−2h2∇φ∇ξ. (3.21)
Assume  is an arbitrary constant in (0,3R/2). Let ζ ∈ W 1,p0 (B(x,2), [0,1]) and ζ = 1 on
B(x,). Taking ξ = φζ 2 in (3.21), for any η ∈ (0,1) we have
∫
B(x,2)
|∇u|p−2h2|∇φ|2ζ 2  2
∣∣∣∣
∫
B(x,2)
|∇u|p−2h2ζ∇φ∇ζ
∣∣∣∣
 C
∫
B(x,2)
|∇u|p−2h2(η|∇φ|2ζ 2 +C(η)).
Choosing η sufficiently small, we obtain
∫
B(x,2)
|∇u|p−2h2|∇φ|2ζ 2  C
( ∫
B(x,2)
|∇u|p
)1−2/p
.
Noticing ζ = 1 on B(x,), we derive
∫
B(x,)
|∇u|p−2h2|∇φ|2  C
( ∫
B(x,2)
|∇u|p
)1−2/p
. (3.22)
Applying (3.22), we get
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∫
B
|∇u|p =
∫
B
|∇u|p−2(h2|∇φ|2 + |∇h|2)
 C
( ∫
B(x,2r)
|∇u|p
)1−2/p
+
(∫
B
|∇h|p
)2/p(∫
B
|∇u|p
)(p−2)/p
 C
( ∫
B(x,2r)
|∇u|p
)1−2/p
+ δ
∫
B
|∇u|p +C(δ)
(∫
B
|∇h|p
)
. (3.23)
Substituting (3.18) into (3.23) and choosing δ > 0 sufficiently small, we derive∫
B
|∇u|p  C
( ∫
B(x,2r)
|∇u|p
)1−2/p
+Cεm−p+1
+ C
( ∫
B(x,2r)
|∇uε|p + 1
)[∫
B
(
1 − h2)2
]t/(p+t)
. (3.24)
Namely,∫
B
|∇u|p  C(εm−p)1−2/p + Cεm−p+1 +Cεm−p+ mt(p+t) = I1 + I2 + I3. (3.25)
Step 2. When m p/2, then m + 1 − p  (m − p)(1 − 2/p). Hence I1  I2. Let k0 ∈ N be a
constant such that m+ 1 (1 + t
p+t )
k0m.
In the following we shall improve the exponent m−p+ t
p+t m of ε in I3 to m−p+1. Assume
ζ ∈ C∞0 (B(x,2R), [0,1]) satisfies ζ = 1 on Bm+1/2 and |∇ζ |  C. Taking the test function as
hζ(1 − h) in (3.19), we have
1
εp
∫
B
h2
(
1 − h2)ζ(1 − h)+
∫
B
|∇u|p−2|∇h|2hζ
=
∫
B
|∇u|p−2∇h∇ζh(1 − h)+
∫
B
|∇u|pζ(1 − h) C
∫
B
|∇u|p.
Noting ζ = 1 on Bm+1/2 and applying (3.24), we obtain
1
εp
∫
Bm+1/2
(
1 − h2)2  C 1
εp
∫
B
h2
(
1 − h2)(1 − h)ζ  C(1 + εm−p+ tp+t m),
which implies∫
Bm+1/2
(
1 − h2)2  Cεm(1+ tp+t ), ε ∈ (0, ε0). (3.26)
On the other hand, similar to the derivation of (3.15), for Bm+1/2 we rewrite Proposition 3.4
and still derive that for any δ > 0,
Eε(uε,Bm+1/2)
1
p
∫
B
|∇w|p +Cεm−p+1 + δ
∫
B
|∇uε|p.
m+1/2 m+1/2
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1
p
∫
Bm+1/2
|∇h|p + 1
4εp
∫
Bm+1/2
(
1 − h2)2
Cεm−p+1 + 1
p
∫
Bm+1/2
(
1 − hp)|∇w|p + δ
∫
Bm+1/2
|∇uε|p. (3.27)
To estimate the second term of the right-hand side of (3.27), we apply (3.26) to obtain
1
p
∫
Bm+1/2
(
1 − hp)|∇w|p Cε(m+ tp+t m) tp+t +m+ tp+t m−p = Cεm(1+ tp+t )2−p
by the same way to the derivation of (3.17). Substituting this into (3.27) yields
1
p
∫
Bm+1/2
|∇h|p  C(εm−p+1 + εm(1+ tp+t )2−p)+ δ
∫
Bm+1/2
|∇uε|p.
Using this instead of (3.18) and choosing δ > 0 sufficiently small, we can improve (3.25) as∫
Bm+1/2
|∇uε|p  C + C
(
εm−p+1 + εm(1+ tp+t )2−p)Cεm(1+ tp+t )2−p.
Now, using this inequality instead of (3.25), and by the same argument above, we can write (3.26)
as ∫
Bm+3/4
(
1 − h2)2 Cεm(1+ tp+t )2, ε ∈ (0, ε0).
As a result, it is also follows that, similar to the derivation of (3.17) and (3.25),
1
p
∫
Bm+3/4
(
1 − hp)|∇w|p Cεm(1+ tp+t )3−p,
∫
Bm+3/4
|∇uε|p  C + C
(
εm−p+1 + εm(1+ tp+t )3−p)Cεm(1+ tp+t )3−p.
If we do in this way, it can be derived by k0 steps that∫
B
m+1−1/2k0−1
|∇uε|p  C +C
(
εm−p+1 + εm(1+ tp+t )k0−p).
Thus ∫
Bm+1
|∇uε|p 
∫
B
m+1−1/2k0−1
|∇uε|p C
(
εm−p+1 + 1).
This is (3.3) for j = m+ 1.
14 Y. Lei / J. Math. Anal. Appl. 313 (2006) 1–23Step 3. When m > p/2, (m − p)(1 − 2/p) < m + 1 − p. Let the integer k  3 satisfy
(m− p)(1 − 2/p)k m+ 1 − p < (m− p)(1 − 2/p)k+1. Now, I1  I2 in (3.25). Namely,∫
B
|∇u|p  C(εm−p)1−2/p + Cεm−p+ mt(p+t) .
Similar to the argument of Step 2, we may improve the exponent m−p+ mt
p+t of ε to (m−p)×
(1 − 2/p) since we may find k0 ∈ N such that m(1 + tp+t )k0 − p > (m− p)(1 − 2/p). Namely,
there is a constant r1 ∈ (Rm+1, r) such that∫
B(x,r1)
|∇uε|p  Cε(m−p)(1−2/p).
Hence, as the derivation of (3.26),∫
B(x,r)
(
1 − h2)2  Cε(m−p)(1−2/p)+p.
Substituting these into (3.24), we have
∫
B(x,r1/2)
|∇uε|p
 Cεm+1−p +C
[ ∫
B(x,r)
|∇uε|p
]1−2/p
+C
∫
B(x,r)
|∇uε|p
[ ∫
B(x,r)
(
1 − h2)2
] t
p+t
 Cεm+1−p +Cε(m−p)(1−2/p)2 +Cε(m−p)(1−2/p)+[(m−p)(1−2/p)+p] tp+t .
Noting (m − p)(1 − 2/p)2 <m+ 1 − p, we can see that∫
B(x,r1/2)
|∇uε|p  Cε(m−p)(1−2/p)2 + Cε(m−p)(1−2/p)+[(m−p)(1−2/p)+p]
t
p+t .
Using the idea of Step 2, we may improve the exponent (m−p)(1−2/p)+[(m−p)(1−2/p)+
p] t
p+t of ε to (m − p)(1 − 2/p)2. Namely, there is a constant r2 ∈ (Rm+1, r1/2) such that∫
B(x,r2)
|∇uε|p  Cε(m−p)(1−2/p)2 .
Suppose that for some l  k − 1, ∫
B(x,rl−1) |∇uε|p  Cε(m−p)(1−2/p)
l holds, where Rm+1 <
rl+1 < rl/2 for l = 2,3, . . . , k − 1. Substituting this inequality into (3.24) yields
∫
B(x,rl )
|∇uε|p  Cεm+1−p +Cε(m−p)(1−2/p)l+1 + Cε(m−p)(1−2/p)
l+[(m−p)(1−2/p)l+p] t
p+t
 Cε(m−p)(1−2/p)l+1 +Cε(m−p)(1−2/p)l+[(m−p)(1−2/p)l+p] tp+t .
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.Similar to Step 2, we may improve again the exponent (m−p)(1−2/p)l +[(m−p)(1−2/p)l +
p] t
p+t of ε to (m− p)(1 − 2/p)l+1, i.e., it can be seen that∫
B(x,rl )
|∇uε|p  Cε(m−p)(1−2/p)l+1 .
From this result it follows that for l = k − 1, ∫
B(x,rk−1) |∇uε|p  Cε(m−p)(1−2/p)
k holds. Com-
bining this with (3.24), we obtain∫
B(x,rk−1/2)
|∇uε|p
Cεm+1−p + Cε(m−p)(1−2/p)k+1 +Cε(m−p)(1−2/p)k+[(m−p)(1−2/p)k+p] tp+t
Cεm+1−p + Cε(m−p)(1−2/p)k+[(m−p)(1−2/p)k+p] tp+t .
By the same way as in Step 2, we may also improve the exponent of ε to m+ 1 −p. Namely, we
have ∫
B(x,rk−1/2)
|∇uε|p Cεm+1−p.
This is (3.3) for j = m+ 1 and Theorem 3.2 is proved. 
Theorem 3.5 (Uniform estimation). For an arbitrary compact subset K of G \ {a1, a2, . . . , aN },
there exists a constant C > 0 which is independent of ε ∈ (0,1) such that Eε(uε,K) C.
Proof. We only prove that Eε(uε,B(x,R))C, where B(x,R) is the disc in G \ {a1, a2, . . . , aN }
Theorem 3.2 shows that
Eε(uε,B[p])Cε[p]−p. (3.28)
By this and the integral mean value theorem, there exists a constant r ∈ [R[p],R[p]+1/2] such that∫
∂B(x,r)
|∇uε|p dξ + 1
εp
∫
∂B(x,r)
(
1 − |uε|2
)2
dξ Cε[p]−p. (3.29)
Consider the functional
E(ρ,B) = 1
p
∫
B
(|∇ρ|2 + 1)p/2 + 1
2εp
∫
B
(1 − ρ)2,
where B = B(x, r). It is easy to prove that the minimizer ρ2 of E(ρ,B) on W 1,p|uε |(B,R+ ∪ {0})
exists. Similar to the proof of Proposition 3.3, by (3.28) and (3.29) we can derive
E(ρ2,B) Cε[p]−p+1. (3.30)
From this it follows that for any δ > 0,∫
|∇ρ2|2|∇w|p−2  δ
∫
|∇uε|p +Cε[p]+1−p,
B B
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Eε(uε,B)Eε(ρ2w,B)
1
p
∫
B
(
ρ22 |∇w|2
)p/2 +C
∫
B
(|∇ρ2|p + |∇ρ2|2|∇w|p−2)
+ 1
4εp
∫
B
(
1 − ρ22
)2
. (3.31)
Hence Eε(uε,B)  1p
∫
B
|∇w|p + Cε[p]+1−p + δ ∫
B
|∇uε|p . Combining this with Jensen’s in-
equality yields
1
p
∫
B
|∇h|p + 1
4εp
∫
B
(
1 − h2)2
Eε(uε,B) − 1
p
∫
B
|∇w|p + 1
p
∫
B
(
1 − hp)|∇w|p
 Cε[p]+1−p + δ
∫
B
|∇uε|p + 1
p
∫
B
(
1 − hp)|∇w|p. (3.32)
To estimate the third term of the right-hand side, we do as the proofs of (3.17), (3.18), and use
1
εp
∫
B
(1 − h2)2  Cε[p]−p, which is implied by (3.28). As a result, there exists t ∈ (0,1) such
that
1
p
∫
B
(
1 − hp)|∇w|p  Cε[p]+[p]t/(p+t)−p.
Substituting this into (3.32) yields
1
p
∫
B
|∇h|p + 1
4εp
∫
B
(
1 − h2)2  C(ε[p]+1−p + ε[p]+ [p]tp+t −p)+ δ
∫
B
|∇uε|p.
This and (3.23) imply that∫
B
|∇uε|p  Cε[p]−p+1 +Cε[p]−p+
t
p+t m +Cε([p]−p)(1−2/p) +C, (3.33)
as long as we choose δ > 0 sufficiently small. Discussing in the same way as in Steps 2 and 3,
we may improve the exponents of ε in the second and the third terms of the right-hand side of
(3.33) step by step, such that the improved exponents are not smaller than [p] −p + 1. Thus, for
some B[p]+1 ⊂ B , there exists C > 0 independent of ε ∈ (0, ε0) with ε0 sufficiently small such
that ∫
B[p]+1
|∇uε|p  C +Cε[p]+1−p  C.
The theorem is proved. 
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Theorem 4.1. Let uε be the minimizer of Eε(u,G). K is an arbitrary compact subset of
G \⋃Nj=1{aj }. Then there exists a subsequence uεk of uε such that
uεk → up weakly in W 1,p
(
K,R2
)
, (4.1)
where up ∈ W 1,p(K,S1) is a p-harmonic map.
Recall that u ∈ W 1,p(K, ∂B1) is named a p-harmonic map, if u is a weak solution of
−div(|∇u|p−2∇)= u|∇u|p on K. (4.2)
Proof. By Theorem 3.5 we know that for any B = B(x,3R) ⊂ G \⋃Nj=1{aj },∫
B
|∇uε|p  C, (4.3)
∫
B
(
1 − |uε|2
)2  Cεp, (4.4)
where C is independent of ε. Combining the fact |uε|  1 a.e. on G¯ with (4.3) yields
‖uε‖W 1,p(B)  C. Then, there exist up ∈ W 1,p(B,R2) and a subsequence uεk of uε , such that
as εk → 0,
uεk ⇀ up weakly in W
1,p(B,R2), (4.5)
uεk → up in Cα
(
B¯,R2
)
, (4.6)
for some α ∈ (0,1 − 2/p). (4.4) implies |up| = 1 a.e. on B . Moreover, this and (4.6) lead to
|up| = 1 on B¯ . Thus up ∈ W 1,p(B,S1). In the following we will prove that up is a weak solution
of (4.2).
Let φ ∈ C∞0 (B(x,3R); [0,1]),φ = 1 on B(x,R),φ = 0 on B \ B(x,2R) and |∇φ|  C,
where C is independent of ε. Denote u = uεk in (1.1) and take ψ = uφ. Thus∫
B
|∇u|p−2∇u∇(uφ) = 1
ε
p
k
∫
B
|u|2φ(1 − |u|2).
Applying (4.3), we can derive that
1
ε
p
k
∫
B
|u|2φ(1 − |u|2)
∫
B
|∇u|pφ +
∫
B
|∇u|p−1|∇φ||u| C. (4.7)
Obviously, (4.4) implies 1
ε
p
k
∫
B
(1 − |u|2)2φ  C, which and (4.7) lead to 1
ε
p
k
∫
B
(1 − |u|2)φ  C.
Noting φ = 1 on B(x,R), we have
1
ε
p
k
∫
B(x,R)
(
1 − |u|2)C. (4.8)
Taking G = B(x,R), 1/k = εk , Fk = (1/εpk )uεk (1 − |uεk |2) in [5, Lemma 3.11], and applying
(4.5) and (4.8), we obtain that for any q ∈ (1,p), as εk → 0,
∇uεk → ∇up, in Lq
(
B(x,R)
)
.
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ξ ∈ C∞0 (B,R2) there holds∫
B
|∇uεk |p−2∇uεk∇ξ →
∫
B
|∇up|p−2∇up∇ξ. (4.9)
Now, denote u = uεk = (u1, u2). Taking ψ = (u2,0)ζ and ψ = (0, u1)ζ in (1.1), respectively,
where ζ ∈ C∞0 (B,R), we have that for i, j ∈ {1,2} and i = j ,
1
ε
p
k
∫
B
(
1 − |u|2)uiuj ζ =
∫
B
|∇u|p−2∇ui∇uj ζ +
∫
B
uj |∇u|p−2∇ui∇ζ.
One equation subtracts the other one, then
0 =
∫
B
|∇u|p−2(u ∧ ∇u)∇ζ. (4.10)
On the other hand, since∫
B
u2|∇u|p−2∇u1∇ζ −
∫
B
up2|∇up|p−2∇up1∇ζ
=
∫
B
(|∇u|p−2∇u1 − |∇up|p−2∇up1)up2∇ζ +
∫
B
|∇u|p−2∇u1∇ζ(u2 − up2),
we obtain that as εk → 0,∫
B
u2|∇u|p−2∇u1∇ζ →
∫
B
up2|∇up|p−2∇up1∇ζ (4.11)
by using (4.3), (4.6) and (4.9). Similarly, we may also get that∫
B
u1|∇u|p−2∇u2∇ζ →
∫
B
up1|∇up|p−2∇up2∇ζ. (4.12)
(4.12) subtracts (4.11), then∫
B
|∇u|p−2(u ∧ ∇u)∇ζ →
∫
B
|∇up|p−2(up ∧ ∇up)∇ζ.
Combining this with (4.10), we have∫
B
|∇up|p−2(up ∧ ∇up)∇ζ = 0.
This means that up is a p-harmonic map. 
5. Proof of Theorem 1.2
Theorem 5.1. Let uε be the minimizer of Eε(u,G). K is an arbitrary compact subset of
G \⋃Nj=1{aj }. Then there exists a subsequence uεk of uε such that
uεk → up, in W 1,p
(
K,R2
)
,
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∫
K
|∇u|p .
Proof.
Step 1. Suppose the disc B(x0,2σ) ⊂ G \⋃Nj=1{aj }, where the constant σ may be sufficiently
small but independent of ε. Since Theorem 3.5 implies
Eε
(
uε,B(x0,2σ) \B(x0, σ )
)
 C,
we know there is a constant r ∈ (σ,2σ) such that∫
∂B(x0,r)
|∇uε|p dξ + 1
εp
∫
∂B(x0,r)
(
1 − |uε|2
)2
dξ  C(r), (5.1)
by applying the integral mean value theorem. Thus, there exists a subsequence uεk of uε such
that uεk → up in C(∂B(x0, r),R2), which leads to
uεk
|uεk |
→ up in C
(
∂B(x0, r),R
2). (5.2)
Step 2. Denote ρ = |uε| on B = B(x0, r). It is not difficult to prove that the minimizer wε of the
problem
min
{∫
B
|∇u|p; u ∈ W 1,puε|uε |
(
B,S1
)} (5.3)
exists. Obviously Theorem 3.5 and |uε|  1/2 on B imply 2−p
∫
B
|∇ uε|uε | |p 
∫
B
|∇uε|p  C,
thus ∫
B
|∇wε|p 
∫
B
∣∣∣∣∇ uε|uε|
∣∣∣∣
p
C. (5.4)
From this and (3.30) it can be seen that ∫
B
|∇ρ2|2|∇wε|p−2  Cε2([p]+1−p)/p . Substituting this
into
Eε(uε,B)Eε(ρ2wε,B)
 1
p
∫
B
(
ρ22 |∇wε|2
)p/2 + C
∫
B
(|∇ρ2|p + |∇ρ2|2|∇wε|p−2)
+ 1
4εp
∫
B
(
1 − ρ22
)2
,
which can be deduced by the same derivation of (3.31), and using (3.30) we obtain∫
B
|∇uε|p  Cε2([p]+1−p)/p +
∫
B
|∇wε|p. (5.5)
Step 3. Let wτε be a solution of
min
{∫ (|∇w|2 + τ)p/2; w ∈ W 1,puε|uε |
(
B,S1
)}
, τ ∈ (0,1). (5.6)B
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−div(vτε (p−2)/2∇w)= w|∇w|2vτε (p−2)/2, vτε = |∇w|2 + τ. (5.7)
Noticing uε|uε | ∈ W
1,p
uε|uε |
(B,S1), we have
∫
B
∣∣∇wτε ∣∣p 
∫
B
(∣∣∇wτε ∣∣2 + τ)p/2 
∫
B
(∣∣∣∣∇ uε|uε|
∣∣∣∣
2
+ τ
)p/2

∫
B
(∣∣∣∣∇ uε|uε|
∣∣∣∣
2
+ 1
)p/2
 C (5.8)
by using (5.4), where C is a constant which is independent of ε, τ . Then there exist w∗ ∈
W
1,p
uε|uε |
(B,S1) and a subsequence of wτε denoted itself such that as τ → 0,
wτε
w−→ w∗ in W 1,p(B,R2). (5.9)
Noting the weak lower semi-continuity of
∫
B
|∇w|p , we have∫
B
|∇w∗|p  lim
τ→0
∫
B
∣∣∇wτε ∣∣p  lim
τ→0
∫
B
∣∣∇wτε ∣∣p  lim
τ→0
∫
B
(∣∣∇wτε ∣∣2 + τ)p/2. (5.10)
The fact that wτε solves (5.6) implies
lim
τ→0
∫
B
(∣∣∇wτε ∣∣2 + τ)p/2  lim
τ→0
∫
B
(|∇wε|2 + τ)p/2 =
∫
B
|∇wε|p,
where wε is a solution of (5.3). This and (5.10) lead to∫
B
|∇w∗|p  lim
τ→0
∫
B
∣∣∇wτε ∣∣p  lim
τ→0
∫
B
∣∣∇wτε ∣∣p 
∫
B
|∇wε|p. (5.11)
Since w∗ ∈ W 1,puε|uε | (B,S
1), we know w∗ also solves (5.3), namely
∫
B
|∇wε|p =
∫
B
|∇w∗|p. (5.12)
Combining this with (5.11) yields limτ→0
∫
B
|∇wτε |p =
∫
B
|∇w∗|p . This and (5.9) imply that as
τ → 0,
∇wτε → ∇w∗ in Lp
(
B,R2
)
. (5.13)
Step 4. Similar to the discussion of Step 3, we may derive the following conclusion: Let uτ be a
solution of
min
{∫
B
(|∇u|2 + τ)p/2; u ∈ W 1,pup (B,S1)
}
, τ ∈ (0,1). (5.14)
Then uτ satisfies∫ ∣∣∇uτ ∣∣p C, (5.15)
B
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−div[(vτ )(p−2)/2∇u]= u|∇u|2v(p−2)/2, vτ = |∇u|2 + τ. (5.16)
As τ → 0, there exists a subsequence of uτ denoted itself such that
∇uτ → ∇u∗ in Lp(B,R2), (5.17)
where u∗ is a minimizer of
∫
B
|∇u|p in W 1,pup (B,S1). It is well known that u∗ is a map of the
least p-energy, and also a p-harmonic map.
Step 5. From [2, Lemma 1, p. 65], we may write
wτε =
(
cosφτε , sinφτε
)
, uτ = (cosψτ , sinψτ ),
wε =
(
cosφ∗ε , sinφ∗ε
)
, u∗ = (cosψ∗, sinψ∗),
uε
|uε|
∣∣∣∣
∂B
= (cosφε, sinφε), up|∂B = (cosψ, sinψ),
since their degrees (around ∂B) are zero. Thus
φτε
∣∣
∂B
= φε, ψτ
∣∣
∂B
= ψ, (5.18)
and |∇wτε | = |∇φτε |, |∇uτ | = |∇ψτ |; |∇wε| = |∇φ∗ε |, |∇u∗| = |∇ψ∗|. Moreover, by the same
derivation of (3.22), we may obtain that φτε ,ψτ satisfy −div[(|∇Φ|2+τ)(p−2)/2∇Φ] = 0. Hence
−div[(∣∣∇φτε ∣∣2 + τ)(p−2)/2∇φτε − (∣∣∇ψτ ∣∣2 + τ)(p−2)/2∇ψτ ]= 0. (5.19)
Multiplying both sides of (5.19) by φτε − ψτ and integrating over B , we obtain
−
∫
∂B
(
vτε
(p−2)/2
φν − v(p−2)/2ψν
)
(φ − ψ)dξ
+
∫
B
(
vτε
(p−2)/2∇φ − v(p−2)/2∇ψ)∇(φ −ψ) = 0, (5.20)
where ν denotes the unit outside-norm vector of ∂B .
Let w = wτε be a solution of (5.6). Integrating both sides of (5.7) over B , we have
−
∫
∂B
vτε
(p−2)/2
wν dξ =
∫
B
w|∇w|2vτε (p−2)/2,
which and (5.8) imply∣∣∣∣
∫
∂B
vτε
(p−2)/2
φν dξ
∣∣∣∣=
∣∣∣∣
∫
∂B
vτε
(p−2)/2
wν dξ
∣∣∣∣
∫
B
vτε
p/2  C. (5.21)
An analogous discussion shows that for the solution u = uτ of (5.14) which is equipped with
(5.15), we may also obtain∣∣∣∣
∫
v(p−2)/2ψν dξ
∣∣∣∣=
∣∣∣∣
∫
v(p−2)/2uν dξ
∣∣∣∣
∫
|∇u|p C. (5.22)∂B ∂B B
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B
(
vτε
(p−2)/2∇φ − v(p−2)/2∇ψ)∇(φ −ψ) C sup
∂B
∣∣φτε −ψτ ∣∣= C sup
∂B
|φε − ψ |,
where C is independent of ε, τ .
Letting τ → 0 and applying (5.13), (5.17), we obtain∣∣∣∣
∫
B
(∣∣∇φ∗ε ∣∣(p−2)/2∇φ∗ε − |∇ψ∗|(p−2)/2∇ψ∗)∇(φ∗ε −ψ∗)
∣∣∣∣ C sup
∂B
|φε −ψ |.
Using [7, (2.11), p. 129], we have ∫
B
|∇φ∗ε − ∇ψ∗|p  C sup∂B |φε − ψ |. Letting ε → 0 and
using (5.2), we obtain ∫
B
|∇φ∗ε |p →
∫
B
|∇ψ∗|p . Namely∫
B
|∇wε|p →
∫
B
|∇u∗|p. (5.23)
Step 6. Noting the weak lower semi-continuity of the functional
∫
B
|∇u|p , from (4.1) we are led
to
∫
B
|∇up|p  limεk→0
∫
B
|∇uεk |p . Combining this with (5.5), (5.12) and (5.23) we obtain∫
B
|∇up|p  lim
εk→0
∫
B
|∇uεk |p  lim
εk→0
∫
B
|∇uεk |p  lim
εk→0
∫
B
|∇wε|p =
∫
B
|∇u∗|p.
Recalling the definition of u∗ in Step 4, and noticing up ∈ W 1,pup (B,S1), we know that up is also
a minimizer of
∫
B
|∇u|p and
lim
εk→0
∫
B
|∇uεk |p =
∫
B
|∇up|p =
∫
B
|∇u∗|p.
This and (4.1) imply ∇uεk → ∇up in Lp(B,R2). Combining this with the fact
uεk → up in Lp
(
B,R2
)
,
which can be deduced from Theorem 3.5, we derive
uεk → up in W 1,p
(
B,R2
)
.
Then it is not difficult to complete the proof of the theorem. 
Acknowledgments
The author is grateful to Professor Zhuoqun Wu for suggesting the study of this problem. He also thanks the referees
for their helpful comments.
References
[1] F. Bethuel, H. Brezis, F. Helein, Ginzburg–Landau Vortices, Birkhäuser, 1994.
[2] F. Bethuel, X. Zheng, Density of smooth functions between two manifolds in Sobolev space, J. Funct. Anal. 80 (1988)
60–75.
[3] M. Giaquintan, E. Giusti, On the regularity of the minima of variational integrals, Acta Math. 148 (1982) 31–46.
[4] Z. Han, Y. Li, Degenerate elliptic systems and applications to Ginzburg–Landau type equations, Part I, Calc. Var.
Partial Differential Equations 4 (1996) 171–202.
Y. Lei / J. Math. Anal. Appl. 313 (2006) 1–23 23[5] M. Hong, Asymptotic behavior for minimizers of a Ginzburg–Landau type functional in higher dimensions associated
with n-harmonic maps, Adv. Differential Equations 1 (1996) 611–634.
[6] M. Struwe, On the asymptotic behavior of minimizers of the Ginzburg–Landau model in 2 dimensions, Differential
Integral Equations 7 (1994) 1613–1624.
[7] P. Tolksdorf, Regularity of a more general class of quasilinear elliptic equations, J. Differential Equations 51 (1984)
126–150.
