This paper deals with conforming high-order finite element discretizations of the vectorvalued function space H(div) in 2 and 3 dimensions. A new set of hierarchic basis functions on simplices with the following two main properties is introduced. When working with an affine, simplicial triangulation, first, the divergence of the basis functions is L2-orthogonal, and secondly, the L2-inner product of the interior basis functions is sparse with respect to the polynomial degree p. The construction relies on a tensor-product based construction with properly weighted Jacobi polynomials as well as an explicit splitting of the higher-order basis functions into solenoidal and non-solenoidal ones. The basis is suited for fast assembling strategies. The general proof of the sparsity result is done by the assistance of computer algebra software tools. Several numerical experiments document the proved sparsity patterns and practically achieved condition numbers for the parameter-dependent div-div problem. Even on curved elements a tremendous improvement in condition numbers is observed. The precomputed mass and stiffness matrix entries in general form are available online.
Introduction
In this paper, we investigate the space of vector-valued functions with square-integrable divergence
and conforming hp-finite element discretizations for open bounded Lipschitz-domains Ω ⊂ R d with d = 2, 3. For more than twenty years, spectral methods, [21] , as well as the p-version and the hp-version of the finite element method, see e.g. [16, 14, 30, 33] , and the references therein, have become more and more popular. In the classical (h-version) finite element method, convergence of a piecewise polynomial discrete solution (typically of fixed low degree) to the exact solution is achieved by decreasing the mesh size h. In the p-version of the finite element method the mesh is fixed and convergence is obtained by increasing the polynomial degree p. Combing both ideas, i.e., allowing simultaneously for a mesh refinement in h as well as increasing the polynomial degree p, yields the hp-version of the FEM [6] . By the proper combination of local h-refinement and local p-enrichment the hp-version achieves tremendously faster convergence rates with respect to the number of unknowns in case of piecewise analytic solutions even in the presence of singularities, see e.g. [30, 34] .
A first general construction strategy for hierarchical H(div)-conforming (normal continuous facetcell-based) basis functions of arbitrary polynomial degrees on simplicial meshes was introduced by Ainsworth-Coyle in [2] . In [36] a new construction technique for H(div)-conforming basis functions based on first, a hierarchic construction using warped tensor-products of orthogonal polynomials and secondly, on an explicit splitting of the set of higher-order basis functions into divergence-free functions and non-divergence-free completion functions, is introduced. This splitting implies e.g. the (local) exactness of the de Rham sequence for arbitrary varying polynomial degrees by construction as well as parameter-robustness even for simple preconditioning techniques (see [36] , [29] ).
Sparsity for H(div)-conforming discretizations To the knowledge of the authors investigations and improvements of the sparsity of H(div)-conforming elements as available for L 2 -and H 1 -conforming high-order discretizations are still an open problem in the literature. Nevertheless, the H(div)-conforming basis functions on affine quadrilaterals and hexahedra presented in [36] yield sparse element matrices with O(p d ) nonzero matrix entries for affine linear transformations and piecewise constant coefficients. Moreover, by using Legendre-type polynomials the divergence of the higher order basis functions are L 2 -orthogonal on affine tensor product elements. In this work we generalize this property to affine, possibly unstructured simplicial meshes. We introduce a new set of basis functions for H(div)-conforming hp-finite element spaces, which yields an optimal sparsity pattern for system matrices derived from the discretization of the bilinear form a(u, v) := (ε divu, divv) + (κ u, v) (1.3)
for piecewise constant parameters ε, κ and (·, ·) denoting the L 2 (Ω)-inner product. In fact we obtain a set of higher-order basis functions [
such that the according fluxes {div
are L 2 -orthogonal (provided an affine element transformation). The construction of the basis functions rely on the construction principles suggested in [36] in combination with the ideas of [32, 18] . These construction principles can be summarized as follows:
1. As common, the basis [Ψ (0) ] of the low-order space is chosen as the classical Raviart-Thomas elements [24] of zero-th order.
2. The set of divergence-free basis functions [Ψ (1) ] are chosen as the curl of the hierarchic H(curl)-conforming completion functions as presented in [36] . Here we use products of mixedweighted Jacobi polynomials, where the weights are chosen in analogy to the H 1 -conforming basis suggested in [11, 8] as opposed to the standard Legendre-type polynomials.
3. The set of cell-based basis functions [Ψ (2) ] spanning the non-divergence-free subspace are chosen such that [div(Ψ (2) )] coincides with the Dubiner basis (modulo constants).
This construction implies L 2 -orthogonality of the fluxes of the basis functions (up to the low-order shape functions). The proof of the sparsity of the mass matrix requires symbolic computation as was also the case for H 1 (Ω) in 3d [8] . Despite assuming affine element transformations and piecewise constant coefficients, the reader should keep in mind that the introduced finite element basis [
] form a hierarchical set of H(div)-conforming basis functions and hence are applicable also in general settings on unstructured (curved) simplicial meshes. Moreover, the new finite element basis provides the same robust preconditioning properties as the basis in [36] .
Applications of the bilinear form The bilinear form (1.3) arises e.g. in the dual formulations of diffusion problems as follows. For simplicity of presentation, we investigate the diffusion-reaction problem with homogeneous boundary conditions:
with Γ 1 ∩ Γ 2 = ∅ and Γ 1 ∪ Γ 2 = ∂Ω and parameters ε, κ > 0 almost everywhere. The dual mixed formulation of this problem reads, [13] :
where n denotes the outer normal vector on ∂Ω. Eliminating the primal variable φ yields the dual formulation:
involving the bilinear form (1.3).
Overview This manuscript is organized as follows. In section 2, we summarize all properties of Jacobi polynomials and their primitives which are required in the sequel. In section 3, the new set of shape functions on general affine triangles are defined. The sparsity of the element mass matrix is proven for a reference element. Section 4 includes the 3 dimensional setting, as there is the definition of shape functions on general tetrahedra and a proof of the sparsity of the element mass matrix for reference tetrahedra. Assuming affine element transformations the sparsity of the global system matrix discretizing bilinear form (1.3) is verified for piecewise constant coefficients ε and κ in section 5. Computational properties and numerical experiments are summarized in section 6.
Properties of Jacobi polynomials with weight (1 − x)
α For the definition of our basis functions on the reference element, Jacobi polynomials are required.
In this section, we summarize the most important properties of Jacobi polynomials. We refer the reader to the books of Abramowitz and Stegun, [1] , Andrews, Askey and Roy, [3] , and Tricomi, [35] , for more details. Let
be the nth Jacobi polynomial with respect to the weight function
is a polynomial of degree n, i.e., P (α,β) n (x) ∈ P n ((−1, 1)), where P n (I) is the space of all polynomials of degree n on the interval I. In the special case α = β = 0, the functions P (0,0) n (x) are called Legendre polynomials. Mostly we use Jacobi polynomials with β = 0 and use therefore the simpler notation p α n (x) = P (α,0) n (x). For these Jacobi polynomials let
be the nth integrated Jacobi polynomial. Integrated Jacobi polynomials can be related to classical Jacobi polynomials, e.g., viâ
There are several relations between the Jacobi polynomials (2.1) and the integrated Jacobi polynomials (2.2) which only hold in the special case of β = 0 in (2.1), (2.2). These relations have been proved in [11] , [8] and [9] . In the present paper the main relations required for proving the orthogonality of our basis function in H(div) are
3)
For the proof of the sparsity of the mass matrix we will need additional relations which are proven in [11, 8, 9] and summarized in the appendix A. Jacobi-and integrated Jacobi-type polynomials can be evaluated efficiently by three term recurrences as summarized in the appendix.
3 The element stiffness matrix on triangles
In this section we define the shape functions on a general triangle that are appropriate for H(div)-conforming (i.e., normal continuous) discretizations and imply sparse element stiffness and mass matrices. In view of varying polynomial order and normal continuity of the basis functions we rely on the common edge-cell-based construction, see e.g. [14, 2] . Hence, in general, the polynomial degree can vary on each edge and the interior (cell) of the element. Nevertheless, for ease of notation we assume a uniform polynomial order denoted by the parameter p, since the generalization to varying polynomial degrees should be obvious.
Definition of H(div)-conforming shape functions on 2d simplices
Let ∆ denote an arbitrary non-degenerated simplex ∆ ⊂ R 2 defined as the convex hull of the three vertices V = {V 1 , V 2 , V 3 } with V i ∈ R 2 , and λ 1 , λ 2 , λ 3 ∈ P 1 (∆) its barycentric coordinates uniquely defined by λ i (V j ) = δ ij . For functions v : R 2 → R we define the vector-valued curl-
. Following [36] , we construct the following hierarchical set of shape functions on the triangle ∆ using an explicit edge-cell-based basis of the higher-order divergencefree functions and a cell-based basis for the higher-order non-divergence-free completion functions.
Edge-based shape functions For each edge [e 1 , e 2 ], running from vertex V e1 to V e2 , we define the Raviart-Thomas function of order zero, [24, 12] , in barycentric coordinates as
The higher-order edge-based shape functions are defined as the vector curl of appropriate edge based scalar fields, namely
denote the set of low-order basis functions and [
be the row vector of the higher-order edge based basis functions of one fixed edge, and
denote the row vector of all higher-order edge-based basis functions. The edge-based functions (3.3) are chosen such that their normal trace span P p ([V α , V β ]) on the associated edge, the one running from V α to V β , while identically vanishing on all other edges.
Interior (cell-based) shape functions The cell-based basis functions are constructed in two types. First, we define the divergence-free shape functions
and complete the basis by the non-divergence-free interior shape functions ψ
1j (x, y) := 2ψ
where ψ [1, 2] 0 (x, y) denotes the Raviart-Thomas function (3.1). In addition, the auxiliary functions u i and v ij are chosen by
respectively, where the barycentric coordinates depend on x and y. Note that these are the polynomials used in the definition of the H 1 -cell based basis functions φ C ij = u i v ij in [11] and [9] for a = 1, respectively. The set of all interior basis functions is denoted by
and [
.
(3.8) The cell-based functions (3.8) have vanishing normal trace on all edges. Finally, the row vector of all basis functions is denoted by
(3.9)
Lemma 3.1. The shape functions [Ψ], see (3.9), are linearly independent spanning (P
Proof. The result follows from the fact that the proofs presented in [36] also hold for the suggested auxiliary functions (3.7).
Remark 3.2.
[Ψ] is a basis for the Raviart-Thomas spaces of second kind as introduced in [25] . Decreasing the polynomial degrees for the divergence-free functions by one yields FE-space with the same approximation properties as Raviart-Thomas spaces of the first family [24] .
Properties of the basis functions and orthogonality relations
To simplify the presentation, we prove the orthogonality properties of the suggested shape functions for a (fixed) reference triangle. The generalization to an arbitrary two-dimensional simplex then follows by the Piola transformation (see Chapter 5) . Letˆ be the reference triangle with the vertices (−1, −1), (1, −1) and (0, 1) as depicted in Figure 1 . In this case, the corresponding barycentric coordinates are
and the auxiliary functions (3.7) for the cell-based shape functions equal
The next lemma summarizes the divergence of the basis functions (3.1), (3.2), (3.4)-(3.6). 
hold.
Proof. The first identity in (3.11) is easily calculated, the two other ones are direct consequences of ∇ · (Curl) ≡ 0. Because of this and since v ij (y) depends only on y, we also immediately obtain (3.13), i.e.,
The last identity (3.12) is proved in a similar way. Onˆ , there holds ψ
This yields
Note that we have used relation (2.4) with α = 3 in the last step. This proves the assertion.
Remark 3.4. The special choice (3.10) of the auxiliary functions implies that the divergence of the non-divergence-free interior shape functions (3.13), (3.12) coincides with the shape functions suggested by Dubiner [18] for the L 2 -conforming triangle.
Remark 3.5. Since p 0 0 (z) = 1, relation (3.12) can be viewed as a special case of (3.13) with i = 1.
The orthogonality of the interior basis functions (3.4)-(3.6) with respect to the H(div)-seminorm is now immediate.
More precisely, the only nonzero div-div inner-products of the basis [Ψ] are
Proof. The result for (∇ · ψ 
The evaluation follows then by the orthogonality relation (2.3). Testing with the constant low-order contributions ∇ · ψ
Since all other shape functions are divergence-free, this proves the theorem.
Remark 3.7. Obviously, the interior basis functions become orthonormal with respect to the H(div)-seminorm simply by accounting the correct scaling in the definition of the auxiliary functions (3.10).
Hence, the element stiffness matrix for
is block diagonal with a dense 3 × 3 low-order block
Next, we investigate the orthogonality relations of the interior shape functions with respect to the L 2 (ˆ )-inner-product. Let
be the mass matrix with respect to the interior basis function on the reference element.
Lemma 3.8. Let M II be defined by (3.15) . Then, the number of nonzero entries in M II per row is bounded by a constant independent of the polynomial degree. More precisely, the following orthogonality results hold:
1l 0,ˆ = 0 and ψ
Proof. This sparsity result has been obtained by evaluating the entries of the mass matrix on the reference triangle symbolically using the algorithm developed in [8] . Carrying out such computations manually, as done e.g. for the scalar H 1 -conforming triangle in [11] , is very paper and time consuming. Hence, we present explicit computations only for some illustrative examples, while the general proof was carried out symbolically. Note that the algorithm proceeds by a rewrite procedure that is very similar to the calculations carried out below. Using the three term recurrence for Jacobi polynomials (A.6) and the identity (A.4) relating integrated Jacobi and Jacobi polynomials, the basis functions ψ (1) ij (x, y) can be rewritten as
in complete analogy to the proof of Lemma 5.1 in [11] . Also the sparsity pattern for ψ
is equivalent to their result for the interior block of the stiffness matrix. By means of the same rewriting using (A.6) and (A.4) the basis functions ψ
ij (x, y) can be expressed in the simpler form
Performing the Duffy substitution the integrands decouple to
By means of the orthogonality relation (2.3), the first integral is easily evaluated and we obtain
Rewriting integrated Jacobi polynomialsp α n (z) in terms of Jacobi polynomials p α n (z) using (A.6) explains the extra two shifts in the dependence of j and l and allows to evaluate the integral using only (2.3). The final result for this part of the interior block is
where (a) n := a(a + 1) · · · (a + n − 1) denotes the Pochhammer symbol.
Finally, we consider the integrals involving ψ
After performing the Duffy substitution we have
which yields the nonzero pattern as stated above. For the computation of the mixed products ψ
1l 0,ˆ , a = 1, 2, observe that after performing the Duffy substitution we have, e.g.,
The first integral w.r.t ξ is nonzero only for i = 1, which is excluded since i ≥ 2. The second integral does not vanish only for i = 3. This together with an analogous evaluation as above yields the result.
The element stiffness matrix on tetrahedra
In this section we first define the shape functions on a general 3-dimensional simplex that are appropriate for normal continuous discretizations and imply sparse element stiffness and mass matrices. In order to allow for globally varying polynomial degree we use as common a face-cellbased construction [2, 14] of the basis functions. Again, for ease of notation, we assume a uniform polynomial order p.
Definition of H(div)-conforming shape functions on 3d simplices
Let ∆ denote an arbitrary non-degenerated simplex ∆ ⊂ R 3 , its set of four vertices by
, and λ 1 , λ 2 , λ 3 , λ 4 ∈ P 1 (∆) its barycentric coordinates uniquely defined by λ i (V j ) = δ ij . Once more the general construction concept follows [36] : The set of face-based shape functions consists of low-order Raviart-Thomas shape functions and divergence-free shape functions. The set of interior based shape functions are split into a set of divergence-free and a set of non-divergence-free completion functions. In view of special orthogonality relations we adopt the polynomial building blocks in the tensor-product based construction by introducing properly weighted Jacobi-type polynomials in this work.
Face-based shape functions For each face f = [f 1 , f 2 , f 3 ], characterized by the vertices V f1 , V f2 and V f3 , we choose the classical Raviart-Thomas function of order zero [24] and divergence free higher-order face based basis functions as
using the face-based Jacobi-type polynomials
and the lowest-order Nédélec function [24] corresponding to the edge [
denote the row vector of low-order shape functions and [
denote the row vector of the faced-based shape functions of one fixed face f , and
be the row vector of all face-based shape functions.
Interior (cell-based) shape functions The cell-based basis functions are constructed in two types. First we define the divergence-free shape functions by the rotations
1jk (x, y, z) := 2ϕ
is the Nédélec function (4.3) associated to the edge [1, 2] . Furthermore, we introduce the auxiliary functions u i , v ij and w ijk by the following mixed-weighted Jacobi-type polynomials
and w ijk (x, y, z) :=p
where the baryzentrical coordinates depend on x, y and z. Finally, we denote the row vectors of the corresponding basis functions as [
, and
. The set of the interior shape functions is denoted by
The complete set of low-order-face-cell-based shape functions on the tetrahedron is written as 
Proof. The proofs of [36] also hold for the auxiliary functions (4.7), which implies the result.
Properties of the basis functions and orthogonality relations
For a graspable presentation we prove the orthogonality properties of the suggested shape functions for a (fixed) reference tetrahedron. The general result then follows by Piola transformation (see Chapter 5) . Letˆ be the reference tetrahedron with the vertices A, B, C, and D, and the faces F 1, . . . , F 4 as depicted in Figure 1 while the fluxes of the remaining shape functions evaluate to
14)
Proof. The results (4.12) are a direct consequence of the relation ∇ · ∇× ≡ 0. In order to prove (4.16), we observe that in general div h(z)∇f (x, y, z) × ∇g(y, z) = ∂f ∂x (x, y, z) ∂g ∂y (y, z)h (z). Therefore, we can conclude
This proves the assertion. For the proof of (4.14) and (4.15), the Nédélec function and the RaviartThomas function have to be computed. Simple calculations show
A rewriting using (2.4) as in the proof of Lemma 3.3 yields the result. Remark 4.3. As in the two-dimensional case, the results (4.14), (4.15), can be viewed as special cases of (4.16) with i = 1, j = 0 and i = 1, respectively. 
Let us define the element stiffness matrix with respect to the basis [Ψ] by
, see [32] . After performing the Duffy transformation we obtain for the remaining products with
Furthermore, we have,
Since j ≥ 1, we can conclude
And we complete the proof by noting that
Remark 4.5. The special choice (4.11) of the auxiliary functions implies that the fluxes {1/|ˆ |, ∇· Ψ 2 } of the non-solenoidal shape functions coincide with the L 2 -orthogonal Dubiner basis for the L 2 -conforming tetrahedron as presented in [32] .
Next, the sparsity of the element mass matrix block, i.e.
is investigated. It can be shown that the number of nonzero entries per row in the block M II is O(1) and hence independent of the polynomial degree p. Since the number of combinations as well as the integrals to be computed in the sparsity proof of the mass matrix become very involved, we do not evaluate them by hand, but utilize the algorithm and implementation presented in [8, 9] . An upper bound for the non-zero entries is summarized in the following lemma.
Lemma 4.6. Let [Ψ I ] be the set of interior shape functions on the reference tetrahedronˆ (of polynomial order p) as defined in (4.8) . Then the number of nonzero entries per row in the matrix M II is bounded by a constant independent of the polynomial degree p. More precisely, the following implications hold: Let i, l ≥ 2 and j, k, m, n ≥ 1. If |i − l| > 2 or
which can be represented by the local element matrices, i.e.,
where K s are the local matrices on ∆ s and R s are the usual finite element connectivity matrices, nel denotes the number of elements and [Ψ] is the global basis.
The Piola transformation for general simplices
The conforming mapping of H(div)-conforming basis functions requires the Piola transformation (cf. [13, 24] ). Let s be a non-degenerated simplex in R d , d = 2, 3 andˆ be the reference simplex depicted in Figure 1 , respectively. Let F s :ˆ → s be the bijective element mapping with Jacobian DF s and Jacobi determinant J s := det (DF s ). The Piola transformation of a function ψ ∈ H(div,ˆ ) is defined by
Then there holds ψ ∈ H(div, s ) with
The Piola transformation is kernel preserving [19] , hence the Piola mapping of a divergence-free function is divergence-free. its Piola transformation. Then the element matrices corresponding to an element s are defined as
(5.5) Proof. For affine element transformations the Piola transformation of the divergence (5.4) simplifies to scaling by a constant, i.e., the orthogonality relations of fluxes and sparsity properties of the stiffness matrixÂ obviously generalizes onto general affine simplices. The sparsity result for the mass matrix relies on affine transformations, where we refer the interested reader to Appendix C of the report [10] .
Sparsity results for affine linear mapping and piecewise constant coefficients
Finally, we investigate the properties of the global system matrix K Ψ assuming triangulations with affine simplices ∆ s and piecewise constant coefficients κ(x) | ∆s = κ s and ε(x) | ∆s = ε s . We denote the global stiffness and mass matrix as
The sparsity results of Theorem 4.4, Lemma 4.6 (Theorem 3.6 and Lemma 3.8 in the 2d-case) and the relation K s = ε s A s + κ s M s immediately imply global sparsity as summarized in the next theorem.
Theorem 5.2. Let K Ψ , A Ψ and M Ψ be defined by (5.1) and (5.6), respectively. Let [Ψ] be partitioned into coupling (denoted by C), i.e., low-order and face-based, basis functions, and elementbased interior (denoted by I) basis functions. Then, the global matrix K Ψ can be written in the form
Let A Ψ and M Ψ be partitioned the same way. Then the following assertions hold:
• The inner diagonal block M II of the global mass matrix and the inner diagonal block K II of the system matrix are sparse with O(nel p d ) total nonzero entries.
Furthermore, the global stiffness matrix reduces to the form
A II with coupling block A CC = A 00 0 0 0
• with inner block A II being a diagonal matrix and
• sparse low-order stiffness matrix A 00 with O(nel) total nonzero entries.
Fast Assembling strategies of system matrices There are two alternative ways of efficiently assembling the system matrices K ψ . The new set of basis functions (3.1)-(3.7) apply by construction to both variants of fast assembling.
(i) Recursive evaluation of matrix entries: All matrix entries can be evaluated recursively, cf. [27] , with a total cost of O(p d ) operations for the matrix. (ii) Sum factorization: The basis functions (3.1)-(3.7) on the reference triangle are the result of one-dimensional basis functions under the Duffy-transformation. Using sum factorization techniques, [23, 21] , the generation of K Ψ can be performed in O(p 3 ) operations for d = 2, 3, respectively. The algorithm is presented in the Appendix C of the report [10] .
Numerical experiments
In this chapter we investigate practically achieved sparsity patterns and condition numbers of the finite element system matrix using the proposed mixed-weighted Jacobi-type finite element basis functions in several settings.
Sparsity pattern for triangular elements
Sparsity pattern of element matrices on the reference triangle In Figure 2 the sparsity pattern of the stiffness and mass matrix for the FE basis (3.1)-(3.7) for uniform polynomial order p = 25 is visualized. The inner block M II (3.15) is sparse. Actually because of further orthogonality properties caused by geometric properties of the chosen reference triangle, the sparsity patterin is even better than in the generic case. The element stiffness matrix A is diagonal up to a 3 × 3 low-order block (which is not visible in the used scale). Interior coupling of facet-based degrees of freedom The second plot of Figure 2 shows the element mass matrix including all degrees of freedom, i.e., low-order, edge-based and cell-based ones. Obviously, the block M CI is in general non-sparse having O(p d−1 ) nonzero entries per row, an analogue result is obtained in 3d. This is due to the used monomial extension of polynomial normal traces into the interior (based on Duffy's transformation) in the definition of facet-based shape functions (3.2) and (3.3). This construction can be optimal only for one edge: the one for which the Duffy transformation used for extending edge-traces into the interior coincides with the Duffy transformation used for the interior basis functions (3.8), i.e., the third edge in the example used for Figure 2 .
Remark 6.1. The matrix blocks M CC and M CI can be factorized into a product of sparse matrices, as done for H 1 -conforming problems in [8] and [11] for 3d, but the advantages get visible only for very high polynomial order p.
The remedy to this problem would be the use of H(div)-conforming facet-based shape functions with optimal extension into the interior, but this is (up to the knowledge of the authors) an open problem. Nevertheless, results on optimal extensions for H 1 -conforming basis functions can be found in [7] .
Numerical results for reference, affine and curved tetrahedra
The choice of the basis functions (4.1)-(4.9) follows the general construction principle of H(div)-conforming basis functions suggested in [36] : combining a hierarchic construction using warped tensor-products of orthogonal polynomials and the explicit use of solenoidal basis functions expressed in proper combinations of tensor-products and differential fields of three sets of auxiliary functions u i , v ij and w ijk . The main contribution of the new shape functions is (i) the careful choice of the auxiliary functions (4.7) and (4.2), respectively, based on Jacobi-type polynomials with properly chosen mixed-weights, and (ii) the proper choices (with respect to mixed-weights) of auxiliary functions in the shape functions labeled by the superscripts (a) and (b) in (4.5) and (4.6). In the following, we want to compare the introduced shape functions with a commonly-used nonweighted Legendre-type shape functions.
Legendre-type H(div)-conforming shape functions In order to demonstrate the impact of using mixed-weighted Jacobi polynomials we numerically compare sparsity and condition numbers implied by the new FE basis with a basis using the low-order shape functions (4.3), but auxiliary functions based on Legendre-type polynomials, namely The orthogonality properties of the Legendre polynomials also imply a sparsity pattern for system matrices based on Legendre-type H(div)-conforming basis functions. We refer the interested reader to Appendix C. In the remaining part of this section, we compare practically achieved sparsity patterns and condition numbers using Jacobi-type auxiliary functions (4.2) and (4.7) compared to Legendre-type auxiliary functions first on the reference tetrahedron and then on the general affine tetrahedron s with vertices (0, 0, 0), (0.315, 0.632, 0.158), (1.5, 0, 0), and (0, 0, 1) as well as the eighth of the unit sphere meshed by 4 curved tetrahedral elements. We remark that in all cases we use diagonal preconditioning.
A comparison of the sparsity pattern on affine tetrahedra Figure 3 shows the sparsity pattern of the element stiffness matrix A s and the inner block M s,II of the element mass matrix using H(div)-conforming properly weighted Jacobi-type shape functions as suggested in Chapter 4. Due to symmetry properties one obtains an improved sparsity pattern for the inner block M II of the element mass matrix on the reference element as shown in the first graph in Figure 3 . For the affine tetrahedron s one obtains the sparsity pattern as depicted in the second plot. Using Legendre-type auxiliary functions (6.1) one observes sparsity patterns with much more non-zero entries as shown in Figure 3 . A comparison of condition numbers for the general affine tetrahedra s Table 1 shows a comparison of practically achieved condition numbers of the inner block of K s,II = A s,II + M s,II on the affine tetrahedron s using auxiliary functions with and without properly chosen weights in the construction of H(div)-conforming basis functions. One observes that the quality of the condition numbers when increasing polynomial degree p crucially depends on the proper weights in the auxiliary functions, cf. (4.7) and (6.1). numbers for the inner blocks deteriorate already for moderate p. Hence, in view of accuracy and reliable digits of the solution the applicability of static condensation gets already critical for polynomial order greater than 8. Contrary to that using properly weighted Jacobi-type auxiliary functions yields much smaller condition numbers which are still moderate for p = 20. Numerical examples indicate that the condition number using mixed-weighted Jacobi-type basis functions depends on the polynomial order sligthly better than O(p 4 ).
The parameter-dependent div-div-problem Next, we investigate the dependency of the condition number of the parameter-dependent system matrix K s := κA s + εM s corresponding to the parameter-dependent div-div-problem (5.1). Since the matrix A s is only positive semidefinite with large non-trivial kernel space, parameter-robust preconditioning becomes an issue especially for small parameters ε, as analyzed in [4] and [20] . It is shown in [36] that using solenoidal basis functions, namely (4.1) and (4.5), in the construction of the H(div)-conforming FE-basis, a parameter-robustness is provided by a parameter-robust preconditioner for the low-order space as e.g. Hiptmair [4] or Arnold-Falk-Winther [20] , and simple diagonal preconditioning of the higherorder face-based and cell-based degrees of freedom. Figure 5 shows the condition numbers of the inner block K s,II for κ = 1 and varying parameter ε from 10 −5 up to 10 5 which are indeed robust with respect to positive parameters ε.
Application to curved domains Even if the sparsity property of the suggested shape functions gets lost, the improved condition numbers obtained by Jacobi-type auxiliary functions remain for curved element geometries as documented in Table 6 . For e.g. p = 10 static condensation is reasonable only for the suggested Jacobi-type basis functions. Also the global system matrix is moderate-conditioned with respect to the polynomial order p in this case. The condition number could be further improved by either optimal extension of face-based shape functions or by appropriate splitting techniques as mentioned in Remark 6.1. Already for moderate p the suggested Jacobi-type shape functions yield substantial improvements even for general problem settings and curved domains.
inner blocks system matrix
3.7E+01 3.5E+03 1.2E+03 2.5E+04 p=10 3.6E+02 9.0E+07 2.0E+04 4.0E+08 
Together with the initial values p 
B Algorithmic exact evaluation of the integrals
The sparsity pattern for the mass matrix in three dimensions has been summarized in Lemma 4.6 where for the proof the integrals are evaluated exactly using the algorithm presented in [8, 9] . The main concept of this algorithm is a rewriting procedure exploiting relations (A.2)-(A.5) until each term contributing to the integrand can be evaluated using the orthogonality relation (2.3). This procedure terminates with the symbolic evaluation of the integrals, if the result is nonzero for only finitely many combinations of indices and aborts otherwise, returning the integrand up to which evaluation was possible. This of course then allows for adaptive adjustment of the parameters in the construction of the basis functions. For sake of completeness, we sketch the arguments for a specific part of the inner block in the next lemma. Here we omit details like the concrete nature of the coefficients that are usually large rational functions in the polynomial degrees of the basis functions. Note that the assertion on the nonzero pattern in the lemma below is sharper than the upper bound we gave earlier, as indicated already in Remark 4.7.
Lemma B.1. In the setting of section 4.2 it holds that (i = l ∨ |i − l + j − m| > 1 ∨ |i − l + j − m + k − n| > 2) ⇒ ψ where γ = 2i + 2j. In order to invoke the Jacobi orthogonality relation several rewritings are in place. The easiest case is I 2 , where it suffices to rewrite integrated Jacobi polynomials in terms of Jacobi polynomials with the same parameter α using (A.4). For I 1 and I 3 firstly integrated Jacobi polynomialsp γ−2 (z) andp γ (z), respectively, are rewritten using (A.3), which drops the parameter α by one thus adjusting to the appearing weight function. Secondlyp γ−4 n (z) andp γ−2 n (z) are transformed using (A.4) to obtain Jacobi polynomials and then adjusted to the weight function using (A.2). Each of these steps introduces up to two additional shifts in the polynomial degrees. Since none of the contributions cancel in general this yields the nonzero pattern as stated above.
C Sparsity relations for Legendre type basis functions
The auxiliary functions for the definition of cell based basis functions of Legendre-type are ijk , r = a, b, c, respectively. Also for these basis functions a certain sparsity pattern can be observed, which occurs because of the Legendre orthogonality. For the non-divergence free basis functions we note that
