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Resumo
Neste artigo apresentamos o PAPEL, um recurso lexical para o português, constitúıdo por relações
entre palavras, extráıdas de forma automática de um dicionário da ĺıngua geral através da escrita
manual de gramáticas para esse efeito. Depois de contextualizarmos o tipo de recurso e as opções
tomadas, fornecemos uma visão do processo da sua construção, apresentando as relações inclúıdas
e a sua quantidade. Apresentamos também uma primeira avaliação, que tomou duas formas: para
as relações de sinońımia, a comparação com o TeP 2.0, um recurso publicamente acesśıvel e de
cobertura vasta; para as outras relações, interrogando corpos em português. Esta segunda forma
pode ser efectuada automaticamente, ou recorrendo a avaliadores. Nesta última vertente, integrado no
projecto AC/DC, é oferecido mais um serviço de validação de relações à comunidade do processamento
computacional da ĺıngua portuguesa, onde qualquer utilizador pode actuar como avaliador.
1 Introdução
Cada vez mais os estudos do processamento da
ĺıngua exigem que haja acesso computacional
a informação semântica, e é cada vez mais
frequente o recurso a redes ou ontologias lexicais
que tentam cobrir o panorama lexical de uma
ĺıngua toda, ao invés, ou como complemento,
de terminologias, cujo objectivo é descrever uma
área espećıfica do conhecimento. A ontologia
lexical paradigmática é a WordNet (Fellbaum,
1998), também chamada WordNet de Prin-
ceton (WordNet.Pr), embora uma ontologia
mais relacionada com o nosso trabalho seja a
MindNet (Richardson, Dolan e Vanderwende,
1998).
Neste artigo apresentamos o PAPEL, Palavras
Associadas Porto Editora - Linguateca, http://
www.linguateca.pt/PAPEL (desde 17 de Agosto
de 2009 livre e publicamente acesśıvel), que é
pioneiro para o português, ao tentar obter uma
ontologia lexical semi-automaticamente a partir
de um dicionário, o Dicionário PRO da Ĺıngua
Portuguesa da Porto Editora (DLP, 2005).
Como é notado por Sampson (2000) na
sua apreciação da WordNet.Pr, é curioso que
tenha sido uma abordagem manual a preferida
pela comunidade do processamento de linguagem
natural (PLN), mas o que é certo é que a maior
parte dos projectos associados ou inspirados
pela WordNet seguem uma metodologia que
usa peritos para criar o recurso manualmente.
Pensamos que uma das razões para isto se deve
à questão dos direitos de autor, e nesse aspecto
pode ser que o PAPEL seja o primeiro recurso
totalmente público baseado num dicionário
comercial, visto que a MindNet é propriedade de
uma empresa.
Visto que não existe ainda uma terminologia
completamente consensual, cumpre indicar aqui,
na senda de Veale (2007), o que designamos por
ontologia lexical de uma dada ĺıngua:
• uma estrutura de conhecimento que relaci-
ona itens lexicais (vulgo, palavras) de uma
ĺıngua entre si, por relações que têm a ver
com o significado desses mesmos itens;
• uma estrutura que pretende abranger a
ĺıngua toda e não conhecimento de um
domı́nio em particular, ou seja, que não se
encontre restrita a campos espećıficos.
Deixamos desde já bem claro que, dentro desta
descrição razoavelmente abrangente, existem
muitas perguntas espećıficas a que cada criador
de recurso terá de dar uma resposta, assim
como não há respostas precisas para o que é
uma “palavra” (e de facto a maior parte das
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ontologias lexicais de que temos conhecimento
usam também expressões) ou o que é a “ĺıngua
toda”.
De um ponto de vista operacional, é mais
natural desde já afirmarmos que o PAPEL não
pretende ser uma resposta definitiva a estas
questões, mas sim uma abordagem concreta que
se apoiou no trabalho de lexicógrafos. Quanto
à noção de palavra/entrada e ao conjunto de
itens que fazem parte da ĺıngua geral, mas que,
sabendo que a ĺıngua é uma entidade claramente
dinâmica, a nossa intenção é vir a expandir o
PAPEL tendo em conta esse facto.
Há no entanto duas questões, completamente
ortogonais, que nos parecem estabelecer uma
delimitação clara na paisagem das ontologias
lexicais, e sobre as quais posicionamos de
imediato aqui o PAPEL:
• o carácter público ou privado de um recurso:
em que o PAPEL alinha com a WordNet, ou
seja, é público;
• a construção manual ou automática a partir
de um dicionário com definições (ou seja,
um recurso já existente), em que o PAPEL
alinha com a MindNet, ou seja, é constrúıdo
a partir de um recurso.
Outras opções tomadas, e que nos separam de ou-
tros recursos ou abordagens, serão mencionadas
à medida que as formos apresentando.
Por interessar mais à audiência deste texto,
e também a nós, vamos centrar a discussão
nos recursos que existem para o português
de que temos conhecimento, nomeadamente a
WordNet.PT (Marrafa, 2002), o TeP (Dias-Da-
Silva e Moraes, 2003) (Maziero et al., 2008) e a
WordNet.BR (Dias da Silva, Oliveira e Moraes,
2002), e ainda a MultiWordNet.PT (http://
mwnpt.di.fc.ul.pt).
É importante contudo referir que não vemos
nem desenvolvemos o PAPEL1 como sendo um
competidor em relação ao trabalho já existente,
mas sim como mais uma contribuição para obter
informação semântica de cobertura vasta para o
português.
Consideramos, de facto, que a situação ideal
seria a de ter uma ontologia lexical pública para
todo o português, embora naturalmente entrando
em conta com as diferenças entre as variedades
1Quando o projecto de construção do PAPEL foi
iniciado pela Linguateca em colaboração com a Porto
Editora, após assinatura de um protocolo em Maio de
2006, não havia nenhum recurso publicamente dispońıvel
para o português. Congratulamo-nos muit́ıssimo pelo
facto de existirem agora vários.
ou variantes da ĺıngua (Barreiro, Wittmann e
Pereira, 1996). Em Santos et al. (2009), seguido
de Santos et al. (2010), apresentámos uma
primeira comparação entre vários recursos que
sublinha a sua complementaridade.
Nessa linha, tentaremos convencer os leitores
de que as formas de avaliação que descrevemos
na secção 4 constituem um bom ińıcio para uma
ligação e consequente actualização de ambos os
recursos envolvidos (o TeP e o PAPEL), além de
apresentarmos também uma oferta de validação
para outros recursos existentes ou que venham a
ser desenvolvidos para o português em conjunto
com a interrogação de corpos em português.
2 Contexto
Desde muito cedo que foi reconhecido que, para
realizar o processamento computacional de uma
ĺıngua, seria necessário o acesso a recursos de
grande cobertura, como o são as ontologias
lexicais, ou antes de esse termo ser cunhado,
a dicionários em forma electrónica ou bases
de dados lexicais, por um lado, ou bases de
conhecimento sobre o mundo, por outro. Para
uma excelente discussão da diferença e relação
entre ontologias e bases de dados lexicais, veja-
se Hirst (2004). Outras abordagens interessantes
em relação a essa questão são Dahlgren (1995) e
Marcellino e Dias da Silva (2009).
2.1 Modelos de ontologia lexical
2.1.1 A escola da WordNet
A WordNet.Pr é uma ontologia lexical para o
inglês, constrúıda manualmente, que procura
representar a forma como o ser humano processa
o vocabulário. Está dispońıvel gratuitamente e
ao longo dos anos tem sido amplamente utilizada
pela comunidade do PLN. A sua estrutura mais
básica é um grupo de sinónimos (do inglês,
synset), ou seja, um conjunto de palavras que,
em determinado contexto, podem ter o mesmo
significado e ser utilizadas para representar o
mesmo conceito. Uma rede semântica estabelece-
se na WordNet.Pr através de ligações, correspon-
dentes a relações semânticas, entre os nós, que
correspondem aos grupos de sinónimos. Entre as
relações cobertas encontram-se a hipońımia e a
merońımia (entre substantivos) e a tropońımia
e a implicação (entre verbos). Há ainda a
dizer que no léxico da WordNet.Pr há uma clara
distinção entre nós que são substantivos, verbos,
adjectivos, advérbios ou palavras gramaticais.
Além de ser posśıvel levantar gratuitamente
várias versões da WordNet.Pr, através da sua
página, em http://wordnet.princeton.edu é
também posśıvel interrogar a sua versão mais
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recente, a 3.0, através de uma interface na rede.
Dado o enorme sucesso da WordNet.Pr, o seu
modelo foi seguido para representar ontologias
lexicais noutras ĺınguas. Dessas destacam-se as
wordnets criadas para as ĺınguas presentes no
projecto EuroWordNet (Vossen, 1997; Vossen,
1998), mais propriamente o holandês, castelhano,
italiano, francês, alemão e estónio. A ideia do
EuroWordNet foi alinhar várias wordnets com a
WordNet.Pr.
Destacamos ainda as wordnets para a ĺıngua
portuguesa, a WordNet.PT, para a variante
europeia, e a WordNet.BR, para a variante
brasileira2. Há no entanto a lamentar que ambos
os projectos tardem a tornar os seus conteúdos
acesśıveis para o público. Por exemplo, apesar
da existência de uma interface na rede para
interrogar a WordNet.PT (ou parte dela), a
partir de http://cvc.instituto-camoes.pt:
8080/wordnet/index.jsp, não é costume ser
posśıvel realizar pesquisas porque o sistema se en-
contra permanentemente em manutenção. Con-
tudo, os grupos de sinónimos da WordNet.BR,
bem como as relações de antońımia, encontram-
se dispońıveis no Thesaurus Electrônico do
Português, o TeP (Maziero et al., 2008), também
ele constrúıdo de acordo com os prinćıpios da
WordNet.Pr.
Inspirado pelo EuroWordNet, o projecto
MultiWordNet (Pianta, Bentivogli e Girardi,
2002) procurou também alinhar várias wordnets
com a WordNet.Pr, mas desta vez, ao invés de
se procurar as correspondências posśıveis entre
as wordnets existentes nas diferentes ĺınguas e
a WordNet.Pr, a ideia foi criar novas wordnets
onde fosse mantida a maior parte dos nós e
relações presentes na WordNet.Pr. Desta forma,
na MultiWordNet, wordnets para o italiano, o
espanhol, o romeno, o hebraico, o latim e, mais
recentemente, o português (http://mwnpt.di.
fc.ul.pt) estão alinhadas com a WordNet.Pr.
2.1.2 A MindNet
Além do modelo da WordNet, outro tipo de
recurso que pode ser visto como uma ontologia
lexical é a base de conhecimento MindNet.
A MindNet é mais do que um recurso
estático e pode ser visto como uma metodologia
que envolve um conjunto de ferramentas para
adquirir, estruturar, aceder e explorar, de forma
automática, informação léxico-semântica contida
em texto. Como, numa fase inicial, o recurso
2Para uma comparação entre as ontologias lexicais
existentes para o português, mais propriamente a Word-
Net.PT, a WordNet.BR e o TeP, a MultiWordNet.PT, e
ainda o PAPEL, recomenda-se a leitura de Santos et al.
(2010).
foi constrúıdo a partir de um dicionário para
a ĺıngua inglesa, a sua estrutura é baseada em
entradas de dicionário. Desta forma, para cada
palavra definida, além de informação t́ıpica num
dicionário (e.g. informações gramaticais) existe
um conjunto de registos associados aos sentidos
que a palavra pode ter. Por sua vez, para
cada sentido, além da definição, encontram-se
ligações a outras entradas, sendo que cada ligação
tem um tipo correspondente a uma relação
gramatical (e.g. sujeito t́ıpico, predicado t́ıpico)
ou semântica (e.g. sinónimo, hiperónimo, parte,
causa, finalidade, maneira). Estas relações são
extráıdas com base na aplicação de regras sobre
árvores sintáctico-semânticas, produzidas por um
analisador sintáctico de vasta cobertura. Cada
relação estabelecida tem um peso atribúıdo de
acordo com a sua saliência.
A MindNet pode ser interrogada através
do MindNet Explorer (MNEX) (Vanderwende
et al., 2005), a partir do http://stratus.
research.microsoft.com/mnex/Main.aspx,
onde é posśıvel procurar caminhos (de relações
semânticas) entre duas palavras.
2.1.3 Outros recursos semânticos
As bases de senso comum são outro tipo
de recurso semântico, sendo o recurso mais
conhecido o Cyc (Lenat, 1995), uma base de
conhecimento baseada em lógica de predicados de
primeira ordem, que vem sendo criada de forma
manual.
Outro recurso deste tipo é a ConceptNet (Liu
e Singh, 2004), constrúıdo de forma automática
a partir do preenchimento de frases matriz, tal
como The effect of eating food is ..., ou o A
knife is used for .... A ConceptNet utiliza
uma representação semelhante à do WordNet.Pr,
mas inclui conhecimento mais informal, de uma
natureza mais prática e além disso tem um maior
elenco de relações (tais como propriedade de, sub-
evento de, efeito de, utilizado para).
Tanto o Cyc como a ConceptNet têm
associadas capacidades de racioćınio, de forma a
ser posśıvel inferir novas relações. No entanto,
enquanto no Cyc o racioćınio é realizado sob
representações em lógica de predicados, na Con-
ceptNet o racioćınio é feito sobre representações
em linguagem natural.
A FrameNet (Baker, Fillmore e Lowe, 1998),
por seu lado, é uma rede semântica baseada
no conceito de enquadramentos (em inglês,
frames) (Fillmore, 1982). Nesta representação,
cada enquadramento descreve um objecto, um
evento ou um estado, que corresponde a um
conceito e se pode relacionar com outros
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enquadramentos, através de um conjunto de
relações semânticas (e.g. herança, sub-frame,
causador, utiliza). Para o português existe já
um projecto seguidor deste modelo de recurso, o
FrameNet Brasil (Salomão, 2009), http://www.
framenetbr.ufjf.br/, veja-se também Afonso
(2009).
Devemos também citar o Port4NooJ (Bar-
reiro, No prelo), um conjunto de recursos
lingúısticos constrúıdos no ambiente de de-
senvolvimento lingúıstico do NooJ (Silberztein
e Varadi, No prelo), que tem em vista o
processamento automático do português. Estes
recursos encontram-se publicamente dispońıveis
em http://www.linguateca.pt/Repositorio/
Port4Nooj/ e são usados em várias ferra-
mentas públicas para o português e outras
ĺınguas. Os recursos correspondem a léxicos e a
gramáticas com finalidades diversas: análise mor-
fológica, sintáctico-semântica, desambiguação,
identificação de unidades lexicais multipalavra,
parafraseamento e tradução. O Port4NooJ inclui
além disso uma extensão bilingue, permitindo
a sua utilização em aplicações como a tradução
automática do português para o inglês. As dife-
rentes propriedades associadas aos itens lexicais
contidas nos recursos provêm do OpenLogos,
um sistema de tradução automática em código
aberto derivado do sistema Logos (Scott, 2003),
mas novas propriedades têm sido adicionadas
através do NooJ e encontram-se em fase de
validação, entre as quais relações semânticas,
como apresentado em Santos et al. (2010).
2.1.4 Sentidos numa ontologia lexical
Enquanto que, pela escola da WordNet, cada nó
da rede representa um sentido e uma “mesma”
palavra pode pertencer a vários nós, que são
sim as unidades básicas, no PAPEL a única
distinção de sentidos feita tem a ver com a
categoria gramatical, ou seja, um nó do PAPEL
é uma palavra gráfica (com uma dada categoria:
substantivo, adjectivo, etc.). Esta opção tem
duas razões de ser: uma filosófica e outra prática.
A primeira prende-se com a concepção de que
a ĺıngua é soberana (Santos, 2006) e distinções
de sentido são sempre imprecisas (Kilgarriff,
1996) e artificiais; veja-se Saussure (1916) para a
descrição de uma ĺıngua como sistema sincrónico,
e Edmonds e Hirst (2002) sobre o problema
dos quase-sinónimos. A segunda razão tem
que ver com o facto de, nas definições de um
dicionário, as palavras que ocorrem nas definições
não aparecem indexadas pelos sentidos, tornando
por isso quase imposśıvel fazer essa identificação
automaticamente.
Aliás, confrontado com o mesmo problema,
no âmbito da MindNet, Dolan (1994) propôs
fazer a “ambiguação” de sentidos relacionados.
Desta forma, numa primeira fase de construção,
a MindNet é uma rede entre palavras, tal e qual
se encontram no dicionário, e os seus registos são
relativos a palavras. Apenas numa segunda fase
se procura atribuir um sentido a cada uma destas
palavras, tirando partido dos campos de domı́nio
ou de co-ocorrências nas definições.
Também a partir de uma rede onde a unidade
básica é a palavra, sem qualquer distinção de
sentidos, e onde as ligações, pesadas, apenas
indicam a co-ocorrência em corpos, Dorow (2006)
aplica algoritmos estat́ısticos sobre grafos para
extrair informação semântica interessante. Por
exemplo, quando dois nós não estão ligados ou
têm uma ligação muito fraca (isto é, as palavras
não co-ocorrem frequentemente), mas têm uma
vizinhança semelhante, é provável que sejam
sinónimos. Por outro lado, quando um nó é a
única ligação entre duas sub-redes, é provável que
se esteja perante uma palavra com dois sentidos.
Ainda relativamente à representação dos
sentidos numa ontologia lexical, os recursos que
resultam de uma tradução cega de um recurso
deste tipo feito para uma ĺıngua diferente, como
as MultiWordNets, têm de lidar, adicionalmente
às questões decorrentes da imprecisão existente
na identificação de sentidos, com problemas
mais espećıficos relacionados com a tradução.
Como ĺınguas diferentes representam diferentes
realidades sociais e culturais, estas não cobrem
exactamente a mesma parte do léxico e, mesmo
nas partes que lhes são comuns, os vários
conceitos são normalmente lexicalizados de forma
diferente (Hirst, 2004). Isto leva a que, por
exemplo, na MultiWordNet.PT faltem palavras
para identificar alguns conceitos importados
da WordNet.Pr (Santos et al., 2009), assim
como muito provavelmente faltarão conceitos
espećıficos das realidades portuguesa e brasileira.
2.2 Abordagens para a construção de
uma ontologia lexical
Há basicamente três formas consagradas de
construção de um recurso semântico de cobertura
larga: (i) trabalho manual; (ii) processamento
de corpos; e (iii) processamento de dicionários;
apesar de novas ideias terem surgido nos últimos
tempos, como por exemplo através da análise de
logs (Costa e Seco, 2008) ou jogos colaborativos.
O PAPEL (Gonçalo Oliveira et al., 2008)
seguiu a terceira via: foi constrúıdo a partir
da análise automática das definições constantes
numa versão electrónica do Dicionário PRO da
Ĺıngua Portuguesa . A utilização de dicionários
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em formato electrónico com vista à construção de
recursos lexicais iniciou-se há cerca de quarenta
anos, com os estudos de Calzolari, Pecchia e
Zampolli (1973) para o italiano e de Amsler
(1981) para o inglês. Os autores que utilizaram
dicionários apontam várias razões para a sua
escolha como ponto de partida para a construção
automática de uma ontologia lexical: além
de serem uma enorme fonte de conhecimento
lexical (Briscoe, 1991) e serem vistos como
autoridades no que diz respeito ao sentido das
palavras (Kilgarriff, 1997), a sua estrutura e
a previsibilidade e simplicidade do vocabulário
utilizado nas definições facilitam a sua utilização
para a extracção e organização de informação
léxico-semântica. Com base no trabalho de
Amsler (1981), Chodorow, Byrd e Heidorn (1985)
criaram procedimentos semi-automáticos para a
extracção da relação de hiperońımia a partir
de um dicionário. Alshawi (1989) desenvolveu
uma gramática que tinha como único objectivo
a derivação das definições de um dicionário
espećıfico, de forma a facilitar a extracção de
relações que eram depois organizadas em estru-
turas semânticas. Montemagni e Vanderwende
(1992), por outro lado, defenderam a utilização
de um analisador sintáctico de grande cobertura,
com o argumento de que este seria melhor para
extrair informação mais espećıfica dentro de uma
definição.
Apesar de vários trabalhos com este objectivo,
a MindNet terá sido a primeira base de dados
lexical independente, criada de forma automática
a partir de dicionários, mas não houve muitos
continuadores nesta senda, talvez devido à
análise sobre a inconsistência dos dicionários
feita por Ide e Veronis (1995). Ainda assim,
alguns trabalhos recentes nesta área são O’Hara
(2005), Nichols, Bond e Flickinger (2005) e Zesch,
Müller e Gurevych (2008), este último usando o
Wikcionário3.
Por outro lado, vários investigadores apon-
taram o facto de que algum conhecimento
importante para o PLN não se encontrava
presente em dicionários: algumas aplicações
necessitam de conhecimento espećıfico sobre
determinados domı́nios, que é mais fácil de obter
em corpos (Hearst, 1992; Riloff e Shepherd, 1997;
Caraballo, 1999).
Para a extracção de conhecimento que não
se consegue encontrar nem em dicionário, nem
em outros recursos de vasta cobertura, como
qualquer WordNet já existente, iniciou-se o
processamento de recursos não estruturados.
No que diz respeito à utilização de recursos
3http://wiktionary.org/
estruturados (ou semi-estruturados) para extrair
conhecimento léxico-semântico, nos últimos anos
tem também sido dada especial atenção à
utilização de recursos colaborativos, como a
Wikipédia4 ou o já referido Wikcionário, veja-se
por exemplo Medelyan et al. (2009), Navarro et
al. (2009) ou Herbelot e Copestake (2006).
A referência mais conhecida no que diz
respeito à extracção de conhecimento léxico-
semântico a partir de corpos é o trabalho
de Hearst (1992), que propõe um método
para identificar padrões textuais indicadores da
relação de hipońımia e que aplica um conjunto de
padrões para extrair automaticamente relações
deste tipo. Vários trabalhos tiveram como
principal inspiração a abordagem de Hearst para
descobrir padrões e para extrair relações, não só
de hipońımia (Caraballo, 1999; Freitas e Quental,
2007), mas também outros tipos de relações,
como por exemplo causais (Girju e Moldovan,
2002), ou de merońımia (ou parte de) (Berland
e Charniak, 1999), e mais especificamente
para relações geográficas em português (Chaves,
2009).
2.3 Abordagens para a avaliação de
ontologias
Brank, Grobelnik e Mladenić (2005) apresentam
quatro formas que têm sido utilizadas para ava-
liar ontologias de domı́nio: (i) avaliação manual;
(ii) comparação com um recurso dourado; (iii)
realização de uma tarefa independente, definida
para avaliar uma ontologia; (iv) comparação com
um conjunto de dados sobre o mesmo domı́nio.
Apesar de, regra geral, estas formas de
avaliação se adaptarem a qualquer tipo de
ontologia, é preciso notar que temos de distinguir
entre as ontologias propriamente ditas (Gruber,
1993), que cobrem uma área espećıfica e são
baseadas numa conceptualização de um domı́nio,
e as ontologias lexicais que, como já referimos,
tentam descrever o sistema conceptual de uma
ĺıngua inteira. Isto leva naturalmente a que
nem todos os métodos possam ser adaptados
cegamente a ontologias lexicais.
A avaliação manual é uma forma habitual-
mente escolhida para avaliar a qualidade de um
recurso. Muitos trabalhos efectuam este tipo
de avaliação — por exemplo Riloff e Shepherd
(1997), Caraballo (1999), ou mesmo Richardson,
Vanderwende e Dolan (1993), no âmbito do que
viria a ser a MindNet — por ser provavelmente
a forma mais fiável. No entanto, está sempre
dependente de trabalho por parte dos indiv́ıduos
que realizam a avaliação. De forma a minimizar o
4http://wikipedia.org
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esforço necessário para avaliar manualmente uma
ontologia obtida automaticamente, Navigli et al.
(2004) geraram definições em linguagem natural
a partir do conteúdo dessa ontologia.
Para utilizar um recurso dourado, que pode
eventualmente ser outra ontologia, é necessário
que exista um elevado ńıvel de confiança na
sua correcção, possivelmente por ter sido criado
manualmente por peritos. A qualidade de uma
ontologia pode ser assim medida através da
sua comparação com um recurso dourado, de
acordo com determinados critérios. Neste tipo
de avaliação, Santos (2007) refere que as medidas
de precisão e abrangência, tradicionalmente
utilizadas em recolha de informação (Salton e
McGill, 1983), têm sido extremamente populares
em PLN, sendo muitas vezes propostas sem
uma total compreensão das suas limitações e
adequação.
Outro problema desta abordagem de avaliação
é que, sendo a criação de ontologias um
assunto bastante recente, nem sempre existe
um recurso dourado que se adeque aos critérios
da avaliação. Para o inglês, no âmbito das
ontologias lexicais, muitos autores utilizam a
própria WordNet.Pr como recurso dourado na
avaliação da sua ontologia (Hearst, 1992; Nichols,
Bond e Flickinger, 2005).
Partindo do prinćıpio de que uma ontologia
serve para ser integrada noutras aplicações, com
o objectivo de realizar determinadas tarefas,
alguns autores propõem avaliar uma ontologia
de forma indirecta. Desta forma a ontologia
é utilizada numa aplicação para realizar uma
tarefa espećıfica, cujos resultados serão alvo
de avaliação. No entanto, é necessário ter
algum cuidado com as ilações tiradas deste
tipo de avaliação, já que há muitas variáveis
envolvidas e a qualidade dos resultados não está
apenas dependente da qualidade da ontologia,
mas também do resto da aplicação. Cuadros
e Rigau (2006) realizaram uma avaliação indi-
recta de várias ontologias lexicais, incluindo a
WordNet.Pr, no âmbito da desambiguação do
sentido das palavras. Curiosamente, os recursos
criados de forma automática obtiveram melhores
resultados ao ńıvel tanto da precisão como da
abrangência. Outra conclusão a que chegaram
foi a de que a qualidade dos resultados obtidos,
ao combinar o conhecimento de todos os recursos
utilizados no estudo, é muito próxima daquela
que apenas selecciona o sentido mais frequente
para cada palavra.
Quanto à última forma de avaliação, a
comparação com outros dados referentes ao
mesmo domı́nio, Brewster et al. (2004) propõem
que a adequação de uma ontologia de domı́nio a
um dado corpo seja avaliada através do número
dos termos salientes do corpo, que será sobre o
domı́nio em questão, que também constam na
ontologia. Contudo, repare-se que, para obter
os termos salientes num dado domı́nio, é preciso
precisamente compará-lo com a linguagem geral
e outros domı́nios, e obter os termos salientes na
linguagem geral é algo que não faz muito sentido.
Ainda assim, será posśıvel medir a cobertura de
um determinado corpo por um léxico, tal como
Demetriou e Atwell (2001) propõem. A cobertura
será medida através do número de palavras do
corpo que se encontrarem no léxico.
A verdade, contudo, é que, tal como Raman
e Bhattacharyya (2008) referem, a avaliação
expĺıcita de ontologias lexicais não é uma prática
comum. A principal razão para esta situação
será o facto de haver bastante confiança nestes
recursos, que são na sua maioria criados manual-
mente por peritos, o que minimiza a possibilidade
de erros. De forma a verificar se a confiança
é justificada, Raman e Bhattacharyya (2008)
levaram a cabo uma validação automática dos
grupos de sinónimos (synsets) da WordNet.Pr,
utilizando um dicionário. Nesse trabalho consi-
deraram que uma palavra estava correctamente
inclúıda num nó da WordNet se na sua definição
fossem referidas palavras dos nós hiperónimos
desse nó, ou outras palavras pertencentes ao
mesmo nó (sinónimos). Como esperado, não
foram encontrados muitos problemas.
Há ainda a referir um outro método de
avaliação que tira partido da quantidade de
texto que se consegue encontrar hoje em dia
na Web, como fizeram, por exemplo, Etzioni et
al. (2005) para calcular o ńıvel de confiança de
relações de hiperońımia entre classes e entidades
mencionadas. Para o efeito, as relações foram
primeiro transformadas em padrões textuais
discriminadores, semelhantes aos de Hearst
(1992). Em seguida, procuraram esses padrões na
rede e calcularam o PMI-IR (Turney, 2001) entre
os padrões envolvendo a entidade e as ocorrências
da própria entidade.
3 Breve apresentação do PAPEL
Nesta secção descrevemos primeiro o procedi-
mento semi-automático utilizado para construir o
PAPEL e de seguida apresentamos os conteúdos
da sua versão actual, incluindo a contabilização
de itens lexicais, a contabilização de relações, e
ainda exemplos destas últimas.






Figura 1: Exemplo da descrição do grupo de relações relativas à merońımia.
3.1 Construção
De forma resumida, visto que já foi detalhado
noutras publicações (Gonçalo Oliveira et al.,
2008; Gonçalo Oliveira e Gomes, 2008b;
Gonçalo Oliveira e Gomes, 2008a), o processo
de construção do PAPEL segue um ciclo de três
passos até considerarmos ter chegado a um ńıvel
de desempenho suficiente, entrando depois no
quarto e último passo.
1. Criação de gramáticas semânticas:
foram criadas gramáticas para cada tipo de
relação que se pretende extrair, por cate-
goria gramatical (fornecida pelo dicionário).
Na tabela 1 mostramos alguns dos padrões
e as relações que pretendem descobrir e na
figura 1 mostramos de que forma as relações
que pretendemos extrair são descritas, de
acordo com o grupo e especificando ainda








uma palavra ou lista de palavras Sinońımia
Tabela 1: Exemplos de padrões usados nas
gramáticas.
2. O processo de extracção: usando um
analisador automático, é feita a análise
superficial das definições, a partir da
qual são automaticamente extráıdas relações
(descritas no passo anterior) entre palavras
na definição e a palavra definida, também
chamada “verbete” (ver figura 2).
3. Inspecção dos resultados: usando um
sistema de regressão para identificar mais
facilmente as diferenças entre resultados an-
teriores, procede-se à inspecção manual dos
resultados obtidos, com o eventual regresso
ao primeiro passo para corrigir problemas
detectados ou melhorar as gramáticas.
4. Ajuste das relações: aqui procura-se
corrigir (ou eliminar) de forma automática
relações com argumentos inválidos.
cometa, s. m. - astro
geralmente constituı́do por
núcleo, cabeleira e cauda
√
núcleo PARTE DE cometa√
cabeleira PARTE DE cometa√























Figura 2: O resultado da análise da definição de
cometa.
O último passo é realizado em dois tempos.
Inicialmente, todas as relações são transformadas
no tipo directo5. Por exemplo, manga INCLUI
punho é convertida para punho PARTE DE
manga, e dor RESULTADO DE distensão é
transformada em distensão CAUSADOR DE
dor.
Visto que as gramáticas não fazem uma
análise sintáctica das definições, não atribuindo
por exemplo a classe gramatical, e que as
definições do dicionário apenas incluem a
classificação da vedeta, em alguns casos o
processo de construção automática do PAPEL
resulta em relações entre palavras de categorias
erradas. É por isso preciso verificar, também
de uma forma automática, esses casos, usando
primeiro a própria lista de palavras/vedetas
do dicionário e em seguida o analisador mor-
fológico Jspell (Simões e Almeida, 2002). Se
conseguirmos apurar que há um desajuste nas
categorias mas que pode ser corrigido através
da escolha de outra relação pertencente ao
mesmo grupo, substitúımos, senão removemos
esse triplo. Por exemplo, a relação loucura AC-
CAO QUE CAUSA desvario – que pressupõe um
verbo como primeiro argumento – é transformada
automaticamente em loucura CAUSADOR DE
desvario, visto que ambos os argumentos são
5A escolha de um tipo directo e outro inverso foi
arbitrariamente efectuada pelos criadores das gramáticas
por um critério de naturalidade, e não de frequência, no
dicionário ou em texto, e não tem qualquer consequência
excepto a de facilitar a arrumação e depuração do recurso.
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Categoria Simples Multipalavra Total
Substantivo 52.599 3.334 55.933
Verbo 10.195 13.866 24.061
Adjectivo 21.000 1 21.001
Advérbio 1.390 0 1.390
Tabela 3: Distribuição dos items por categoria
gramatical, no PAPEL 2.0
substantivos. Durante este processo, os casos
das palavras flexionadas são também substitúıdos
pelos seus lemas, quando essa informação é dada
pelo Jspell.
3.2 Conteúdos
Após realizadas as quatro fases da sua cons-
trução, a versão actual do PAPEL, 2.0, contém
perto de 100.000 items lexicais, cujas categorias
gramaticais se distribuem de acordo com a
tabela 3, e perto de 200.000 relações, distribúıdas
de acordo com a tabela 2. A sinońımia e a
hiperońımia são as relações mais frequentes, e
ainda podem ser aumentadas, como discutiremos
abaixo, de uma forma semelhante ao feito no
ReRelEM (Freitas et al., 2008; Freitas et al.,
2009).
Como também podemos ver na tabela 3, a
maior parte dos itens lexicais são expressões
de uma única palavra. No entanto, o PAPEL
também inclui expressões multipalavra, em casos
como os seguintes:
• Substantivos seguidos das preposições
de/do/dos/da/das e de uma outra palavra
(e.g. sistema de rodas, dispositivo de mira);
• Verbos com o seu objecto directo (e.g. abrir
o apetite, produzir som);
4 Avaliação do PAPEL
Aqui descrevemos uma avaliação inicial do
PAPEL, feita de duas formas diferentes: as
relações de sinońımia foram comparadas com
as relações representadas num thesaurus para o
português, enquanto que as restantes relações,
apenas entre substantivos, foram validadas
através das sua transformação em padrões
textuais e procura em texto por esses padrões.
Esta avaliação foi incialmente feita sobre a
primeira versão pública do PAPEL (1.0) e os
seus resultados publicados em Gonçalo Oliveira,
Santos e Gomes (2009b), junto com uma primeira
motivação para o procedimento usado. No
entanto na versão 1.0 do PAPEL existia apenas
um tipo de relação de sinońımia, e não um
tipo para cada categoria gramatical, o que
não permitiu uma comparação com base neste
ponto. Sendo assim, partes dessa avaliação
foram repetidas para a versão 2.0 do PAPEL e
completadas com uma avaliação da cobertura do
PAPEL, com a qual iniciamos esta secção. No
que diz respeito à avaliação das demais relações,
tal como a parte não repetida da avaliação da
sinońımia, calculamos que os valores não terão
sofrido grandes alterações, por isso repetimos
aqui os valores obtidos para a versão 1.0 do
PAPEL.
Nas duas primeiras avaliações apresentadas
a seguir, o TeP foi utilizado como recurso de
referência, não só por ser posśıvel levantá-lo na
rede, mas também por se tratar de um recurso
criado manualmente e que, tal como o PAPEL,
pretende abranger toda a ĺıngua. Ainda assim,
estamos conscientes das várias diferenças entre
as variantes de português. O TeP 2.0 contém
19.888 nós, ou seja grupos de unidades lexicais
com o mesmo sentido, correspondendo a 43.118
unidades lexicais (também designadas por termos
neste artigo) ao todo.
4.1 Avaliação da cobertura
Esta avaliação teve como objectivo verificar
quantos termos do TeP se encontravam também
no PAPEL e vice-versa. Ao fim de comparar
ambos os recursos, verificamos que existiam
28.971 termos comuns a ambos os recursos, o
que corresponde a 30,0% dos termos do PAPEL
e 68,2% dos termos do TeP.
Mais dados desta comparação podem ser
consultados nas tabelas 4 e 5 onde, respectiva-
mente, se encontram os resultados separados por
termos simples e multipalavra, ou a proporção
de termos comuns de acordo com a sua categoria
gramatical. Tal como também é frisado
por Santos et al. (2010), estes resultados
revelam que, apesar de ambos os recursos
terem o mesmo objectivo procurarem representar
a mesma realidade, acabam por ser bastante
complementares.
A t́ıtulo de curiosidade, indicamos ainda que
os únicos três termos multipalavra comuns ao
PAPEL e ao TeP são: corrente de ar, pena de
morte e ainda tremor de terra.
Recurso Simples Multipalavra Total
PAPEL 79.337 82,2% 17.201 17,8% 96.538
TeP 42.777 99,2% 341 0,8% 43.118
Ambos 28.971 100% 3 0% 28.974
Tabela 4: Termos no PAPEL 2.0 e TeP 2.0.
4.2 Avaliação da sinońımia
Para que a avaliação da sinońımia pudesse prosse-
guir sem enviesamento, começámos por retirar da
comparação os termos do TeP que não estivessem
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Grupo Nome Args. Qnt. Exemplos
Sinońımia
SINONIMO N DE n,n 37.452 (aux́ılio, contributo)
SINONIMO V DE v,v 21.465 (tributar, colectar)
SINONIMO ADJ DE adj,adj 19.073 (flex́ıvel, moldável)
SINONIMO ADV DE adv,adv 1.171 (após, seguidamente)
Hiperońımia HIPERONIMO DE n,n 62.591 (planta, salva)
Parte
PARTE DE n,n 2.805 (cauda, cometa)
PARTE DE ALGO COM PROP n,adj 3.721 (tampa, coberto)
Membro
MEMBRO DE n,n 5.929 (ervilha, Leguminosas)
MEMBRO DE ALGO COM PROP n,adj 34 (pessoa, colectivo)
PROP DE ALGO MEMBRO DE adj,n 883 (celular, célula)
Causa
CAUSADOR DE n,n 1.013 (fricção, assadura)
CAUSADOR DE ALGO COM PROP n,adj 17 (paixão, passional)
PROP DE ALGO QUE CAUSA adj,n 498 (reactivo, reacção)
ACCAO QUE CAUSA v,n 6.399 (limpar, purgação)
CAUSADOR DA ACCAO n,v 39 (gases, fumigar)
Produtor
PRODUTOR DE n,n 898 (romãzeira, romã)
PRODUTOR DE ALGO COM PROP n,adj 35 (sublimação, sublimado)
PROP DE ALGO PRODUTOR DE adj,n 359 (fotógeno, luz )
Finalidade
FINALIDADE DE n,n 2.886 (defesa, armadura)
FINALIDADE DE ALGO COM PROP n,adj 63 (reprodução, reprodutor)
ACCAO FINALIDADE DE v,n 5.192 (fazer rir, comédia)
ACC FINALIDADE DE ALGO COM PROP v,adj 260 (corrigir, correccional)
Localização LOCAL ORIGEM DE n,n 849 (Japão, japonês)
Maneira
MANEIRA POR MEIO DE adv,n 1.113 (timidamente, timidez )
MANEIRA SEM adv,n 117 (devagar, pressa)
MANEIRA SEM ACCAO adv,v 11 (assiduamente, faltar)
Propriedade
PROP DE ALGO REFERENTE A adj,n 6.518 (dinâmico, movimento)
PROP DO QUE adj,v 17.543 (familiar, ser conhecido)
Tabela 2: As relações do PAPEL 2.0 e respectivas quantidades
Comparação Substantivos Verbos Adjectivos Advérbios Total
PAPEL no TeP 19,8% 28,5% 33,9% 38,8% 30,0%
TeP no PAPEL 64,1% 62,9% 47,5% 47,5% 68,2%
Tabela 5: Termos comuns ao PAPEL 2.0 e TeP 2.0, por categoria gramatical.
presentes no PAPEL assim como todos os
casos de relações do PAPEL que contivessem
argumentos ausentes do TeP. Ficámos assim
apenas com 68% dos triplos de sinońımia do
PAPEL e com 62% das posśıveis 202.980 relações
do Tep6. A comparação de ambos os conjuntos
de relações produziu os seguintes resultados:
50,1% das nossas relações estavam presentes
no TeP, e 21,3% das relações do TeP estavam
presentes no PAPEL7. A tabela 6 apresenta
os resultados desta comparação distribúıdos
de acordo com a categoria gramatical dos
argumentos de cada relação de sinońımia. Se no
TeP cada grupo de sinónimos vem acompanhado
da indicação da sua categoria gramatical, para
6Para conversão do TeP todos os elementos de um
grupo de sinónimos foram considerados como pertencendo
a uma relação de sinońımia com todos os outros elementos
do mesmo grupo.
7Outra das razões que nos levou a repetir esta parte da
avaliação foi, na primeira avaliação descrita em Gonçalo
Oliveira, Santos e Gomes (2009a) e Gonçalo Oliveira,
Santos e Gomes (2009b), termos ignorados todos os termos
do PAPEL que não constavam de pelo menos uma relação
de sinońımia no PAPEL, o que levou à eliminação de
mais termos do TeP e, consequentemente, a um valor
superior para a percentagem de relações do TeP presentes
no PAPEL.
a sinońımia, esta informação é disponibilizada
apenas a partir do PAPEL 1.1, onde passou
a existir uma relação de sinońımia para cada
categoria gramatical, mais precisamente SINO-
NIMO N DE (substantivos), SINONIMO V DE
(verbos), SINONIMO ADJ DE (adjectivos) e
SINONIMO ADV DE (advérbios).
Embora os valores apresentados possam ser
surpreendentes, convém relembrar que as nossas
relações tinham de ser encontradas directamente
no dicionário, e não foram portanto ainda
alvo de qualquer racioćınio. Em particular,
a relação de transitividade parece ser óbvia:
A SINONIMO DE B ∧ B SINONIMO DE
C → A SINONIMO DE C. Esta regra foi
aplicada uma vez só ao PAPEL 1.0 onde os
80.432 sinónimos iniciais deram origem a 689.073
sinónimos derivados.
Claro está que, como as definições (e as nossas
regras) não separam entre sentidos distintos
de uma mesma palavra, esta expansão poderá
levar a muitas relações infelizes, tal como queda
SINONIMO DE rúına ∧ queda SINONIMO DE
habilidade → rúına SINONIMO DE habilidade.
Após esta expansão, e como esperado, o número
de casos atestado no TeP caiu para 14%,
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contudo, 90% das relações no TeP puderam
ser encontradas no PAPEL 1.0. Fica assim
demonstrado que a combinação dos dois recursos
permite não só melhorar ambos como separar o
trigo do joio e mesmo alertar automaticamente
para palavras com vários sentidos.
4.3 Avaliação das demais relações
Em relação às outras relações, e na impos-
sibilidade de comparar automaticamente com
outros recursos para o português, tivemos de
desenvolver uma metodologia diferente, inspirada
nos vários trabalhos de extracção automática de
relações semânticas em texto, ou de validação das
mesmas em texto.
Para os nossos testes usámos o CE-
TEMPúblico (Rocha e Santos, 2000), através
da interface do projecto AC/DC (Santos e
Bick, 2000; Santos e Sarmento, 2003; Costa,
Santos e Rocha, 2009; Santos, 2009). Este
serviço permitiu-nos além disso ter acesso às
frequências dos lemas respectivos. O trabalho
realizado tem de ser considerado preliminar, já
que, devido a limitações de ocorrência de muitas
das unidades lexicais nos corpos que usámos, não
tivemos possibilidade de as testar. Com efeito,
não só muitas das palavras no PAPEL eram
demasiado raras ou especializadas, como cedo
nos demos conta que em texto jornaĺıstico seria
quase imposśıvel encontrar num mesmo contexto
(numa mesma frase) pares ou relações como liqui-
dar ACCAO QUE CAUSA liquidação, fósforo
PARTE DE ALGO COM PROPRIEDADE fos-
foroso, visto que são caracteŕısticos de texto
dicionaŕıstico ou enciclopédico.
Restringimos assim o processo de validação,
em primeiro lugar, apenas a relações entre
substantivos, e, além disso, retirámos do teste
as relações que envolvessem palavras cujos lemas
estivessem ausentes do CETEMPúblico. Mesmo
assim, e por questões de sobrecarga do serviço,
para as duas relações mais populosas do PAPEL,
hiperońımia e merońımia, ainda escolhemos
uma amostra aleatória de relações a testar,
correspondente respectivamente a 8% e 63% dos
casos. Os resultados encontram-se na tabela 8.
Cerca de 20% destas relações parecem ser va-
lidadas ou confirmadas pelo corpo, enquanto que
a percentagem é menor para as outras relações.
Estes resultados parecem-nos satisfatórios, tendo
em conta que: o corpo é bastante pequeno; os
padrões usados foram muito simples (em texto
real há uma miŕıade de outras possibilidades
de indicar uma relação); e os nossos valores
não se encontram demasiado longe daqueles
apresentados na literatura de confirmação.
De qualquer maneira, e para mostrarmos que
esta confirmação está longe de ser definitiva ou
mesmo conclusiva, na tabela 7 apresentamos
alguns exemplos, quer de confirmação certa quer
de espúria (ou seja, parecem confirmar mas não
o fazem).
Casos que não foram confirmados embora
existam ambas as palavras no CETEMPúblico
são, por exemplo, fruto HIPERONIMO DE
alperce, algoritmia PARTE DE matemática,
ausência CAUSADOR DE saudade, tamareira
PRODUTOR DE tâmara, e aquecimento FINA-
LIDADE DE salamandra.
5 Ferramentas
Esta secção apresenta duas ferramentas associa-
das ao PAPEL, para a sua exploração e validação.
5.1 Folheador
O Folheador é uma interface na rede desenvolvida
para navegar num conjunto de relações, como
as do PAPEL, depois de carregadas numa base
de dados. Este sistema encontra-se actualmente
instalado no URL http://sancho.dei.uc.pt/
folheador/ e permite fazer procuras no PAPEL.
O seu funcionamento é muito simples: basta
procurar por uma palavra e o sistema responde
com uma lista de todas as relações onde essa
palavra entra. Se a palavra tiver mais de uma
categoria gramatical posśıvel, as relações são
separadas de acordo com a categoria gramatical.
Além disso, é posśıvel filtrar o resultado por tipo
de relação e ainda, ao clicar nas palavras em
argumentos das relações apresentadas, verificar
todas as relações onde estas últimas estejam
envolvidas. Na figura 3 é apresentada uma
imagem do Folheador, depois de procurar pela
palavra vencedor.
5.2 VARRA
Para permitir uma validação mais pormeno-
rizada das relações presentes no PAPEL – e
possivelmente noutros recursos – desenvolvemos
o VARRA (Validação, Avaliação e Revisão
de Relações no AC/DC), em conjunto com o
projecto AC/DC, de forma a obter julgamentos
mais completos em relação à seguinte questão:
dado um triplo e uma posśıvel frase que o ilustra
e consequenetemente valida, obtida automatica-
mente dos corpos do AC/DC, pedimos às pessoas
que escolham uma das seis posśıveis alternativas:
1. Relação claramente incorrecta. Passe à
frente
2. Relação possivelmente correcta. O texto
ilustra a relação entre as duas palavras?
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Comparação Substantivos Verbos Adjectivos Advérbios Total
PAPEL no TeP 47,6% 52,0% 53,4% 54,3% 50,1%
TeP no PAPEL 28,4% 15,2% 24,4% 36,6% 21,3%
Tabela 6: Triplos comuns ao PAPEL 2.0 e TeP 2.0, por categoria gramatical.
Relação Certa? Justificação
ĺıngua HIPERONIMO DE italiano Sim As ĺınguas latinas, como o italiano ou o português, tornam-
se mais fáceis por causa das vogais.
arbusto PARTE DE floresta Sim A floresta é um conjunto de árvores, arbustos e ervas de
várias qualidades e tamanhos.
cólera CAUSADOR DE diarreia Sim A cólera provoca fortes diarreias e vómitos e pode levar à
desidratação e, consequentemente, à morte em poucas horas.
oliveira PRODUTOR DE azeitona Sim Também a quantidade e tamanho das azeitonas produzidas
por uma oliveira biológica é inferior, já que não são utilizados
compostos de azoto que ajudam a planta a crescer.
recrutamento FINALIDADE DE inspecção Sim Menos de metade dos jovens entre os 20 e os 22 anos
apresentaram-se às inspecções para recrutamento, revelou o
ministro da Defesa.
músico PARTE DE música Não ... um espectáculo baseado na obra ”Cantos de Maldoror”,
de Lautréamont, com música composta pelo músico inglês
Steven Severin...
fim FINALIDADE DE sempre Não Sicilia aponta sempre para o fim do dia, para o fim da luz.
Tabela 7: Exemplos de validação automática do PAPEL 1.0 através do CETEMPúblico (republicados
de Gonçalo Oliveira, Santos e Gomes (2009a)).
Figura 3: Resultados para a procura pela palavra
vencedor, no Folheador.
(a) Sim
(b) Não... É compat́ıvel mas não exacta-
mente.
(c) Não... O texto é completamente não
relacionado.
(d) Não... Pelo contrário, invalida-a.
(e) Não sei
Esse serviço, acesśıvel a partir de http://www.
linguateca.pt/ACDC/, é ilustrado na figura 4
e encontra-se presentemente em fase de teste.
Futuramente pretendemos alargá-lo de forma
a que sirva também para avaliar outro tipo
de recursos e de padrões de procura, além de
poder ser usado pedagogicamente na formação
de alunos na área de lingúıstica com corpos.
6 Considerações finais
Apresentámos neste artigo um novo recurso
lexical para o português, o PAPEL, que pode
ser levantado integralmente no endereço acima
citado, junto com ampla documentação sobre
o mesmo. Também apresentámos algumas
ferramentas relacionadas com este recurso. Esta
primeira abordagem à avaliação do PAPEL, ape-
sar de bastante preliminar, pode ser interessante
como exemplo de avaliação, também para outros
recursos.
Esperamos que em breve possamos também
referir trabalho de outros investigadores a usar
e a melhorar este recurso, que é para ser
propriedade comum de todos os investigadores
e desenvolvedores na área do processamento
da ĺıngua portuguesa. Para nossa satisfação
podemos relatar que já foi levantado por vários
grupos alguns dos quais nos deram retorno.
Salientamos novamente que o PAPEL não
pretende ser um recurso final, mas sim um
ponto de partida para futuros projectos, que o
poderão enriquecer recorrendo a outras fontes de
informação.
Por exemplo, e visto que o TeP foi criado à
mão, um processo relativamente fácil de melhorar
o PAPEL seria apenas juntar-lhe (ao PAPEL) as
relações de sinońımia obtidas por transitividade
(as 12%) que eram validadas no TeP, ou pelo
menos a informação adicional de “concordância”
com outros recursos.
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Relação Relações c/ args no CETEMPúblico % Amostra % Encontradas %
Hiperońımia 40.079 63% 3.145 8% 560 18%
Merońımia 3.746 35% 2.343 63% 521 22%
Causa 557 50% 557 100% 20 4%
Produtor 414 44% 414 100% 12 3%
Finalidade 1.718 59% 1.718 100% 173 10%
Tabela 8: Resultados da validação das relações excepto sinońımia (republicados de Gonçalo Oliveira,
Santos e Gomes (2009a)).
Figura 4: Exemplo de resultados da invocação do VARRA
Pretendemos no futuro continuar a melhorar
o conteúdo do PAPEL através da obtenção de
novos dados na rede assim como aperfeiçoar a
validação dos já presentes.
Uma melhoria óbvia que em breve implemen-
taremos é a associação de um grau de certeza,
assim como um conjunto de validação, a cada
triplo, veja-se Wandmacher et al. (2007).
Outro caminho a explorar será adaptar ao
português a metodologia proposta e testada
em Rigau, Rodŕıguez e Agirre (1998) para o
castelhano a partir da WordNet para o inglês e
de um dicionário bilingue, conforme sugerido por
Lluis Padró.
Finalmente, gostaŕıamos também de poder as-
sociar a novas versões do PAPEL um conjunto de
ferramentas simples para o processar, conforme
sugestão do Alberto Simões.
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guamática, Lluis Padró, Gerardo Sierra e Alberto
Simões, as suas recensões e comentários, que, se
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como é usado: o serviço AC/DC. Em The
7th Brazilian Symposium in Information and
Human Language Technology (STIL 2009), 8-
11 de Setembro, 2009.
Costa, Rui P. e Nuno Seco. 2008. Hyponymy
Extraction and Web Search Behavior Analysis
Based on Query Reformulation. Em Pro-
ceedings of the 11th Ibero-American Confe-
rence on Artificial Intelligence (IBERAMIA),
LNAI, pp. 332–341. Springer.
Cuadros, Montse e German Rigau. 2006. Quality
assessment of large scale knowledge resources.
Em Proceedings of the 2006 Conference
on Empirical Methods in Natural Language
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Freitas, Cláudia, Diana Santos, Hugo Gonçalo
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Gonçalo Oliveira, Hugo e Paulo Gomes.
2008a. Apresentação das relações
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2008. Relatório do PAPEL num. 4,
http://linguateca.dei.uc.pt/papel/
GoncaloOliveiraetal2008relPAPEL4.pdf.
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Súıça, 5-7 de Março, 1997.
Vossen, Piek, editor. 1998. EuroWordNet: A
Multilingual Database with Lexical Semantic
Networks. Kluwer Academic Publishers,
Dordrecht.
Wandmacher, Tonio, Ekaterina Ovchinnikova,
Ulf Krumnack, e Henrik Dittmann. 2007.
Extraction, evaluation and integration of
lexical-semantic relations for the automated
construction of a lexical ontology. Em
Thomas Meyer e Abhaya C. Nayak, editores,
3rd Australasian Ontology Workshop (AOW
2007), volume 85 of CRPIT, pp. 61–69, Gold
Coast, Austrália. ACS.
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