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Abstract
A delayed feedback control framework for stabilizing unstable periodic orbits of linear periodic time-varying systems is proposed.
In this framework, act-and-wait approach is utilized for switching a delayed feedback controller on and off alternately at every
integer multiples of the period of the system. By analyzing the monodromymatrix of the closed-loop system, we obtain conditions
under which the closed-loop system’s state converges towards a periodic solution under our proposed control law. We discuss
the application of our results in stabilization of unstable periodic orbits of nonlinear systems and present numerical examples to
illustrate the efficacy of our approach.
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1. Introduction
Stabilization of unstable periodic orbits of nonlinear sys-
tems using delayed feedback control was first explored in [1].
In the delayed feedback control scheme, the difference between
the current state and the delayed state is utilized as a control
input to stabilize an unstable orbit. The delay time is set to cor-
respond to the period of the orbit to be stabilized so that the
control input vanishes when the stabilization is achieved.
Delayed feedback controllers have been used in many stud-
ies for stabilization of the periodic orbits of both continuous-
and discrete-time nonlinear systems (see, e.g., [2, 3, 4], and
the references therein). More recently, [5] investigated delayed
feedback control of nonlinear systems that are subject to noise,
[6] explored delayed feedback control of a delay differential
equation, and [7] utilized delayed feedback control for stabiliz-
ing quasi periodic orbits. The work [8] studied the relation be-
tween the delayed feedback control approach and the harmonic
oscillator-based control methods for stabilizing periodic orbits
in chaotic systems [9]. Furthermore, [10] and [11] explored
the situation where the period of the orbit and the delay time
in the delayed feedback controller do not match due to imper-
fect information about the periodic orbit or inaccuracies in the
implementation of the controller.
The physical structure of delayed feedback control scheme
is simple. However, the analysis of the closed-loop system is
difficult. This is due to the fact that to investigate the system
under delayed feedback control, one has to deal with delay-
differential equations, the state space of which is infinite dimen-
sional. To deal with the difficulties in the analysis of delay dif-
ferential equations, an approach is to use approximation tech-
niques (see, for instance, [12] and [13]). Another approach was
taken in [14]. There, stabilization of a linear time-invariant sys-
tem with a time-delay controller was considered, and “act-and-
wait” concept was introduced. This concept is characterized by
alternately applying and cutting off the controller in finite in-
tervals. It is shown in [14] that by utilizing the act-and-wait
concept, one may be able to derive a finite-sized monodromy
matrix for the closed-loop system, which can then be used for
stability analysis. Act-and-wait concept has been extended to
discrete-time systems in [15], and tested through experiments
in [16]. Furthermore, act-and-wait approach has been used to-
gether with delayed feedback control in [17] for stabilizing un-
stable fixed points of nonlinear systems, and more recently in
[18] for stabilizing unstable periodic orbits of nonautonomous
nonlinear systems.
In this paper, we explore the stabilization of periodic solu-
tions to linear periodic systems with an act-and-wait-fashioned
delayed feedback control framework. In this framework, a
switching mechanism is utilized to turn the delayed feedback
controller on and off alternately at every integer multiple of the
period of a given linear periodic system. Act-and-wait scheme
allows us to obtain the monodromy matrix associated with the
closed-loop system under our proposed controller. We then use
the obtained monodromymatrix for obtaining conditions under
which the closed-loop system’s state converges to a periodic
solution. Our main motivation for studying a delayed feedback
control problem for periodic systems stems from our desire to
analyze the stability of a periodic orbit of a nonlinear system
under delayed feedback control. In this paper we apply our
results for linear periodic systems in analyzing periodic linear
variational equations obtained after linearizing nonlinear sys-
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tems (under delayed feedback control) around periodic trajec-
tories corresponding to periodic orbits. The uncontrolled non-
linear systems that we consider are autonomous and as a result
their stability assessment under the act-and-wait-fashioned de-
layed feedback controller differs from the nonautonomous case
discussed in [18]. We also note that our delayed feedback con-
trol approach and therefore our analysis techniques differ from
those in earlier works on stabilization of linear periodic systems
where researchers have employed Gramian-based controllers
[19], periodic Lyapunov functions [20], and linear matrix in-
equalities [21].
The paper is organized as follows. In Section 2, we in-
troduce our act-and-wait-fashioned delayed feedback control
framework for stabilizing periodic solutions of linear periodic
systems; we present a method for assessing the asymptotic sta-
bility of a periodic solution of the closed-loop system under our
proposed framework. Furthermore, in Section 3 we discuss an
application of our results in stabilizing unstable periodic orbits
of nonlinear systems. We present illustrative numerical exam-
ples in Section 4. Finally, we conclude our paper in Section 5.
We note that a preliminary version of this work was pre-
sented in [22]. In this paper, we provide additional discussions
and examples.
2. Delayed Feedback Stabilization of Periodic Orbits
In this section, we provide the mathematical model for a lin-
ear periodic time-varying system and introduce a new delayed
feedback control framework based on act-and-wait approach.
We then characterize a method for evaluating convergence of
state trajectories of a closed-loop linear time-varying periodic
system towards a periodic solution.
2.1. Linear Periodic Time-Varying System
Consider the linear periodic time-varying system
x˙(t) = A(t)x(t) +B(t)u(t), x(t0) = x0, t ≥ t0, (1)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the con-
trol input, and A(t) ∈ Rn×n and B(t) ∈ Rn×m are peri-
odic matrices with period T > 0, that is, A(t + T ) = A(t)
and B(t + T ) = B(t), t ≥ t0. For simplicity of exposition,
we assume t0 = 0 for the rest of the discussion because the
case where t0 6= 0 can be similarly handled. Furthermore,
we assume that the uncontrolled (u(t) ≡ 0) dynamics pos-
sess a periodic solution x(t) ≡ x∗(t) with period T satisfying
x∗(t + T ) = x∗(t), t ≥ 0. It follows from Floquet’s theorem
that there exists such a periodic solution to the uncontrolled
system (1) of period T if and only if there exists a nonsingu-
lar matrix C ∈ Rn×n possessing 1 in its spectrum such that
V (t + T ) = V (t)C, where V (t) denotes a fundamental ma-
trix of the uncontrolled system (1). Moreover, note that since
x(t) ≡ x∗(t) is a T -periodic solution of the uncontrolled sys-
tem (1), x(t) ≡ αx∗(t) is also a T -periodic solution for all
α ∈ R, that is, x(t) ≡ αx∗(t) satisfies (1) with u(t) ≡ 0.
We investigate the asymptotic stability of periodic solutions
of the closed-loop system (1) under the delayed feedback con-
trol input
u(t) = −g(t)F (x(t)− x(t− T )), (2)
where F ∈ Rm×n is a constant gain matrix and
g(t) ,
{
0, 2kT ≤ t < (2k + 1)T,
1, (2k + 1)T ≤ t < 2(k + 1)T,
k ∈ N0. (3)
is a time-varying function that switches the controller on and
off alternately at every integer multiples of the period T .
Note that the feedback term characterized in (2) vanishes
after the periodic solution is stabilized. Specifically, for x(t) ≡
x∗(t), we have u(t) = 0, t ≥ 0, since x(t) = x(t − T ).
We remark that our control approach is a specific case of the
act-and-wait approach introduced in [14]. In particular, in our
control law (2), both the acting and the waiting durations have
length T . Specifically, in every 2T period, the controller first
waits for a duration of length T , and then acts for a duration of
length T . Note that the controllers in [14] are more general in
the sense that acting and waiting times need not be equal. In
Section 4, we also consider different switching functions g(t)
that lead to different acting and waiting times.
The reason why g(t) is set to be a time-varying function
can be understood if we compare it to the case where g(t) is
constant. For instance, if g(t) ≡ 1 in (2), then (1) becomes
x˙(t) = (A(t) −B(t)F )x(t) +B(t)Fx(t − T ), (4)
which is a delay-differential equation. Analysis of the solu-
tion of (4) is difficult, as the state space associated with (4) is
infinite-dimensional.
On the other hand, for the linear periodic system
x˙(t) = A(t)x(t), A(t) = A(t+ T ), (5)
where there are no delay terms, stability of an equilibrium so-
lution can be assessed by analyzing the corresponding mon-
odromy matrix. Let Φ(·, ·) denote the state-transition matrix
of (5). The monodromy matrix associated with the T -periodic
system (5) is given by Φ(T, 0) ∈ Rn×n. The eigenvalues of
the monodromy matrix, known as the Floquet multipliers, are
essential in the analysis of the long-term behavior of the state-
transition matrix of (5), because
Φ(t+ kT, 0) = Φ(t, 0)Φk(T, 0), k ∈ N0. (6)
Moreover, the state of the periodic system (5) satisfies
x((k + 1)T ) = Φx(kT ), k ∈ N0.
Observe that if g(t) ≡ 1 in (2), we would not be able to find
a homogeneous expression in the form of (5), let alone find a
corresponding “monodromy matrix”, because of the existence
of the delay term.
However, in our case, following the act-and-wait approach,
we define g(t) as in (3) as a switching function. Consequently,
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we are able to construct a monodromy matrix Λ ∈ Rn×n for
the closed-loop system (1), (2) with the doubled period 2T such
that
x(2(k + 1)T ) = Λx(2kT ), k ∈ N0. (7)
Note that the spectrum of the monodromy matrix Λ character-
izes long-term behavior of the state trajectory.
In the following sections, we first derive the monodromy
matrix, and then we present conditions for the convergence of
the state trajectory towards a periodic solution of the closed-
loop system (1), (2).
2.2. Monodromy Matrix
In this section, we obtain the monodromymatrix associated
with the closed-loop system given by (1), (2). In our deriva-
tions, we use Φ(·, ·) to denote the state-transition matrix associ-
ated with (5). Furthermore, letΥ(·, ·) denote the state-transition
matrix for the linear T -periodic system
x˙(t) = (A(t)−B(t)F )x(t). (8)
Now, let T0(k) , [2kT, (2k + 1)T ), T1(k) , [(2k +
1)T, 2(k + 1)T ), k ∈ N0. Note that when t ∈ T1(k), the
controller is on, that is, g(t) = 1. Hence, it follows from (1)
and (2) that for t ∈ T1(k),
x˙(t) = (A(t)−B(t)F )x(t) +B(t)Fx(t − T ). (9)
Observe that for t ∈ T1(k), we have t − T ∈ T0(k). Since the
controller is turned off during the interval T0(k), the evolution
of the state in this interval is described by (5) corresponding
to the uncontrolled dynamics. Therefore, x(t − T ) can be ex-
pressed by
x(t− T ) = Φ(t− T, 2kT )x(2kT ), t ∈ T1(k). (10)
Now, by using (9) and (10), we obtain
x˙(t) = (A(t) −B(t)F )x(t)
+B(t)FΦ(t− T, 2kT )x(2kT ), t ∈ T1(k). (11)
By multiplying both sides of (11) from left with the matrix
Υ−1(t, (2k + 1)T ), we obtain
Υ−1(t, (2k + 1)T )x˙(t)
= Υ−1(t, (2k + 1)T )(A(t)−B(t)F )x(t)
+ Υ−1(t, (2k + 1)T )B(t)FΦ(t− T, 2kT )x(2kT ). (12)
Since Υ−1(t, (2k+1)T )(A(t)−B(t)F ) = − ddtΥ
−1(t, (2k+
1)T ), we have
Υ−1(t, (2k + 1)T )x˙(t)
−Υ−1(t, (2k + 1)T )(A(t)−B(t)F )x(t)
= Υ−1(t, (2k + 1)T )x˙(t) +
d
dt
Υ−1(t, (2k + 1)T )x(t)
=
d
dt
(
Υ−1(t, (2k + 1)T )x(t)
)
. (13)
It follows from (12) and (13) that
d
dt
(
Υ−1(t, (2k + 1)T )x(t)
)
= Υ−1(t, (2k + 1)T )B(t)FΦ(t− T, 2kT )x(2kT ). (14)
Next, we integrate both sides of (14) over the interval [(2k +
1)T, t) to obtain
Υ−1(t, (2k + 1)T )x(t)
= Υ−1((2k + 1)T, (2k + 1)T )x((2k + 1)T )
+
( ∫ t
(2k+1)T
Υ−1(s, (2k + 1)T )B(s)FΦ(s− T, 2kT )ds
)
· x(2kT ). (15)
Noting that Υ−1((2k + 1)T, (2k + 1)T ) = In and x((2k +
1)T ) = Φ((2k + 1)T, 2kT )x(2kT ), we obtain
x(t) = Υ(t, (2k + 1)T )Φ((2k + 1)T, 2kT )x(2kT )
+ Υ(t, (2k + 1)T )
·
(∫ t
(2k+1)T
Υ−1(s, (2k + 1)T )B(s)FΦ(s− T, 2kT )ds
)
· x(2kT ). (16)
Since both (5) and (8) are T -periodic, we haveΥ(t, (2k+1)T ) =
Υ(t − (2k + 1)T, 0) and Φ((2k + 1)T, 2kT ) = Φ(T, 0). Fur-
thermore, sinceΥ(t, (2k+1)T ) = Υ(t, s)Υ(s, (2k+1)T ), s ∈
[(2k + 1)T, t], we have Υ(t, (2k + 1)T )Υ−1(s, (2k + 1)T ) =
Υ(t, s). Consequently, it follows from (16) that
x(t) =
(
Υ(t− (2k + 1)T, 0)Φ(T, 0)
+
∫ t
(2k+1)T
Υ(t, s)B(s)FΦ(s − T, 2kT )ds
)
x(2kT ), (17)
for t ∈ T1(k). We now change the variable of the integral term
in (17) by setting s¯ = s− 2kT . As a result, we obtain∫ t
(2k+1)T
Υ(t, s)B(s)FΦ(s − T, 2kT )ds
=
∫ t−2kT
T
Υ(t, s¯+ 2kT )B(s¯+ 2kT )
· FΦ(s¯+ 2kT − T, 2kT )ds¯, t ∈ T1(k). (18)
By T -periodicity of (5) and (8), we haveΥ(t, s¯+2kT ) = Υ(t−
2kT, s¯) and Φ(s¯ + 2kT − T, 2kT ) = Φ(s¯ − T, 0). Moreover,
B(s¯+2kT ) = B(s¯), sinceB(·) is a T -periodicmatrix function.
It then follows from (18) that∫ t
(2k+1)T
Υ(t, s)B(s)FΦ(s− T, 2kT )ds
=
∫ t−2kT
T
Υ(t− 2kT, s¯)B(s¯)FΦ(s¯− T, 0)ds¯. (19)
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Now, from (17) and (19), we obtain
x(t) =
(
Υ(t− (2k + 1)T, 0)Φ(T, 0)
+
∫ t−2kT
T
Υ(t− 2kT, s¯)B(s¯)FΦ(s¯− T, 0)ds¯
)
· x(2kT ), t ∈ T1(k). (20)
By continuity of the state, we can compute x(2(k + 1)T ) by
using (20). Specifically, we set t = 2(k + 1)T in (20) and
obtain (7), where the monodromymatrix Λ is given by
Λ =
(
Υ(T, 0)Φ(T, 0)
+
∫ 2T
T
Υ(2T, s¯)B(s¯)FΦ(s¯− T, 0)ds¯
)
. (21)
Notice that (7) characterizes the evolution of the state at times
t = 2kT , k ∈ N0. Consequently, stability of the equilibrium
solutions of the closed-loop system (1), (2) can be deduced
through the eigenvalues of the monodromy matrix.
Moreover, note that x∗(t) satisfies x∗(2T ) = x∗(0). In
addition, from (7) we have
x∗(2T ) = Λx∗(0). (22)
It follows that x∗(0) = Λx∗(0), and hence, the monodromy
matrix Λ associated with the closed-loop system (1), (2) pos-
sesses 1 as an eigenvalue with the eigenvector x∗(0). Note that
both the algebraic and the geometric multiplicity of the eigen-
value 1 may be greater than 1.
Let κ ∈ {1, 2, . . . , n} denote the algebraic multiplicity of
the eigenvalue 1. We represent generalized eigenvectors of the
monodromy matrix Λ by vectors v1, v2, . . . , vn ∈ C
n out of
which v1, v2 . . . , vκ ∈ R
n denote the generalized eigenvec-
tors associated with the eigenvalue 1. The generalized eigen-
vectors v1, v2, . . . , vn are linearly independent [23], and hence
form a basis for Cn, that is, for any y ∈ Cn, there exist α1,
α2, . . ., αn−1, αn ∈ C such that y =
∑n
i=1 αivi. Note that
αivi characterizes the component of y along vi (the ith ele-
ment of the basis). Note also that linear independence of vec-
tors v1, v2, . . . , vn guarantees that the constants α1, α2, . . . , αn
are uniquely determined.
The long-term behavior of the state trajectory is determined
by the spectrum of the monodromy matrix Λ. In Theorem 2.1
below, we present the condition for the convergence of the state
trajectory towards a periodic solution.
Theorem 2.1. Consider the linear time-varying periodic sys-
tem (1)with the periodic solution x∗(t). Let the initial condition
be given by x(0) = x0 ,
∑n
i=1 αivi, where v1, v2, . . . , vn ∈
C
n are the generalized eigenvectors of the monodromy matrix
Λ ∈ Rn×n, and α1, α2, . . . , αn ∈ C. Suppose that 1 is a
semisimple eigenvalue of Λ. Let κ ∈ {1, 2, . . . , n} denote the
algebraic multiplicity of the eigenvalue 1 associated with the
eigenspace spanned by the eigenvectors v1, v2 . . . , vκ ∈ R
n.
If all the eigenvalues, other than the eigenvalue 1 of the mon-
odromymatrixΛ are strictly inside the unit circle of the complex
plane, then limk→∞ x(2kT ) =
∑κ
i=1 αivi.
Proof. First, we define P , [v1, v2, . . . , vn]. Note that
since the columns of the matrix P given by v1, v2, . . ., vn are
linearly independent, it follows that P is nonsingular.
Furthermore, note that with the similarity transformation
J , P−1ΛP , we obtain the Jordan form1 of the monodromy
matrix Λ such that J = diag[J1, J2, . . . , Jr], where r ∈ N
denotes the number of Jordan blocks, which is also equal to
the sum of the geometric multiplicities of the eigenvalues of
the monodromy matrix Λ. The Jordan blocks Ji ∈ C
ni×ni ,
i ∈ {1, 2, . . . , r}, have the form Ji = λiIni+Ni, where λi ∈ C
is an eigenvalue of the monodromy matrix Λ and Ni ∈ R
ni×ni
is a nilpotent matrix of degree ni.
We use (7), the definition for the Jordan form J of the mon-
odromy matrix Λ, and [α1, α2, . . . , αn]
T = P−1x0 to obtain
x(2kT ) = Λkx0
= PJkP−1x0
= Pdiag[Jk1 , J
k
2 , . . . , J
k
r ][α1, α2, . . . , αn]
T. (23)
Note that the eigenvalue 1, which has algebraic multiplicity
κ ∈ {1, 2, . . . , n}, is a semisimple eigenvalue associated with
the eigenvectors v1, v2 . . . , vκ ∈ R
n. As a result, Ji = 1, i ∈
{1, 2, . . . , κ}, and hence limk→∞ J
k
i = 1, i ∈ {1, 2, . . . , κ}.
On the other hand, for each i ∈ {κ+1, κ+2, . . . , r} the eigen-
value λi is strictly inside the unit circle; therefore, limk→∞ J
k
i =
0, i ∈ {κ+ 1, κ+ 2, . . . , r}. Thus, limk→∞ J
k takes the form
of a diagonal matrix with 1 as the first κ diagonal entries and 0
elsewhere. It follows from (23) that
lim
k→∞
x(2kT ) = Pdiag[
κ terms︷ ︸︸ ︷
1, . . . , 1,
n−κ terms︷ ︸︸ ︷
0, . . . , 0 ]
· [α1, α2, . . . , αn]
T
= P [α1, . . . , ακ, 0, . . . , 0]
T
=
κ∑
i=1
αivi, (24)
which completes the proof. 
Under the condition in Theorem 2.1 that all the eigenval-
ues, other than the semisimple eigenvalue 1, of the monodromy
matrix Λ are strictly inside the unit circle, the state evaluated at
integer multiples of the doubled period 2T converges to a point
on a periodic solution of the uncontrolled (u(t) ≡ 0) system
(1). Hence, the state trajectory converges towards a periodic
solution. The location of the limiting periodic solution depends
on the initial conditionx0. Specifically, the state evaluated at in-
teger multiples of the doubled period 2T converges to the point
given by
∑κ
i=1 αivi, where αivi characterizes the component
of the initial state x0 along the eigenvector vi associated with
the eigenvalue 1 of the monodromy matrix Λ. Note that if the
1Here without loss of generality we are considering the case where in the
construction of P , the generalized eigenvectors associated with each eigenvalue
are next to each other and they are in the same order that they appear in the Jor-
dan chain (see [23]) associated with that eigenvalue. Generalized eigenvectors
can always be reordered in this way to obtain a Jordan form.
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algebraic multiplicity of the eigenvalue 1 is κ = 1, then the
limiting periodic solution is given by α1x
∗(t), where α1x
∗(0)
is the component of x0 along the eigenvector v1 = x
∗(0).
3. Stabilization of Unstable Periodic Orbits of Nonlinear
Systems
We now employ the results obtained for linear periodic sys-
tems for stabilizing an unstable periodic orbit of a nonlinear
system.
Consider the nonlinear system given by
x˙(t) = f(x(t)) + u(t), x(0) = x0, t ≥ 0, (25)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rn is the control
input, and f : Rn → Rn is a nonlinear function. Suppose that
the uncontrolled (u(t) ≡ 0) system (25) possesses a periodic
solution x(t) ≡ x∗(t) with a known period T > 0 such that
x∗(t+ T ) = x∗(t), (26)
x˙∗(t) = f(x∗(t)), t ∈ [0,∞). (27)
The periodic orbit associated with the periodic solution x∗(·)
is given by O , {x∗(t) : t ∈ [0, T )}. The stability of the
periodic orbitO ⊂ Rn is characterized through the stability of a
fixed point of a Poincaré map defined on an (n−1)-dimensional
hypersurface that is transversal to the periodic orbit (see [24,
25]). In this paper, we consider the case whereO is an unstable
periodic orbit (UPO) and discuss its stabilization.
There are several methods known for stabilizing the UPO.
One of them is the Pyragas-type delayed feedback control frame-
work (see [1, 3, 4]). In this framework the control input is given
by
u(t) = −F (x(t)− x(t− T )), (28)
where F ∈ Rn×n is the gain matrix of the controller. The
control input is computed based on the difference between the
current state and the delayed state. The delay time is set to
correspond to the period T of the desired UPO so that the con-
trol input vanishes after the UPO is stabilized. In the delayed
feedback control method, the controller uses the delayed state
instead of the UPO as a reference signal to which the current
state is desired to be stabilized. Therefore this method does
not require a preliminary calculation of the UPO if its period is
given.
The analysis of the closed-loop system under delayed feed-
back controller is difficult, because the closed-loop dynamics is
described by a delay-differential equation (25), (28), the state
space of which is infinite-dimensional. This fact is our moti-
vation for employing the act-and-wait-fashioned delayed feed-
back control law (2), since the closed-loop system system (2),
(25) can be analyzed by utilizing the methods that we developed
in Section 2.
Remark 3.1. Act-and-wait-fashioneddelayed-feedback control
laws were previously used in [17] and [18] for different prob-
lem settings. In [17], the stabilization of a fixed-point is con-
sidered. Furthermore, in [18], periodic orbit stabilization is
considered for a nonautonomous system. Specifically, the un-
controlled system in [18] is affected by an external periodic
force, which induces the periodic orbit. The controller in [18]
is designed so that all Floquet multipliers of the linearized sys-
tem are strictly inside the unit circle of the complex plane. In
our case, the uncontrolled system is not driven by a periodic
force and it is autonomous. The periodic orbit in our case is
embedded in the dynamics. The stability assessment method
in this paper differs from that in [18] due to the difference in
the analysis of autonomous and nonautonomous systems (see
Section 7.1.3 of [26]). In particular, as we discuss below, the
linearized system in our case always possesses 1 as a Floquet
multiplier regardless of the choice of the feedback gain matrix,
and moreover, the stability of the periodic orbit under the act-
and-wait-fashioned controller can be analyzed by assessing the
Floquet multipliers that are not 1.
We analyze the stability of the periodic orbit O ⊂ Rn un-
der the act-and-wait-fashioned control input by assessing the
monodromy matrix for the linear variational equation associ-
ated with the closed-loop dynamics (2), (25). Specifically, we
linearize the closed-loop system (2), (25) around the periodic
trajectory x∗(t). First, we write the solution of (2), (25) as
x(t) = x∗(t) + δx(t), (29)
where δx(t) is the state deviation from the periodic solution
x∗(t) at time t. It then follows from (25) and (29) that
x˙∗(t) + ˙δx(t)
= f(x∗(t) + δx(t))
− g(t)F (x∗(t) + δx(t)− x∗(t− T )− δx(t− T ))
= f(x∗(t)) +
∂f(x)
∂x
∣∣∣∣
x=x∗(t)
δx(t) +H.O.T.
− g(t)F (δx(t)− δx(t − T )), (30)
whereH.O.T. denotes the higher-order terms in δx.
By using (27) and neglecting the higher-order terms for in-
finitely small deviations in (30), we obtain the linear variational
equation
˙δx(t) = A(t)δx(t) − g(t)F (δx(t) − δx(t− T )), (31)
where
A(t) ,
∂f(x)
∂x
∣∣∣∣
x=x∗(t)
. (32)
Since x∗(t) is a T -periodic trajectory, it follows from (32) that
A(t) is also T -periodic, that is, A(t) = A(t + T ). Hence, the
linear variational dynamics (31) is in fact characterized by the
linear periodic system (1) (with B(t) = In) under the act-and-
wait-fashioned delayed feedback controller (2). Consequently,
the monodromy matrix Λ associated with the linear variational
dynamics (31) can be obtained by using (21).
Next, we show that x˙∗(t) is a periodic solution of the linear
variational dynamics. First, by using (25) with u(t) ≡ 0, we
obtain
dx˙(t)
dt
=
∂f(x(t))
∂x(t)
dx(t)
dt
. (33)
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Hence, for x(t) ≡ x∗(t), it follows from (32) and (33) that
dx˙∗(t)
dt
= A(t)x˙∗(t). (34)
Thus, the linear variational equation characterized by (31) has
x˙∗(t) as a solution, that is, δx(t) ≡ x˙∗(t) satisfies (31). To
see that x˙∗(t) is T -periodic, note that for x(t) ≡ x∗(t), we
have u(t) ≡ 0, and hence, (26) and (27) imply x˙∗(t + T ) =
f(x∗(t+ T )) = f(x∗(t)) = x˙∗(t), t ≥ 0.
Note that x˙∗(T ) = Φ(T, 0)x˙∗(0), where Φ(T, 0) is the
monodromymatrix for the uncontrolled system. Since, x˙∗(T ) =
x˙∗(0), it follows that x˙∗(0) is an eigenvector of the monodromy
matrix Φ(T, 0) corresponding to the eigenvalue 1. Note also
that
x˙∗(0) = x˙∗(2T ) = Λx˙∗(0), (35)
where Λ is the monodromy matrix associated with the closed-
loop linear variational dynamics (31). It follows from (35)
that Λ possesses 1 as an eigenvalue with the corresponding
eigenspace {λx˙∗(0) : λ ∈ C} regardless of the choice of feed-
back gain matrix F in the control law (2).
Note that the eigenvalues of the monodromy matrix Λ that
are not associated with the eigenspace {λx˙∗(0) : λ ∈ C} cor-
respond to the eigenvalues of a linearized Poincaré map, which
characterize the local asymptotic stability of the periodic orbit
O of the nonlinear system (25) (see [24]).
Remark 3.2. Following the approach presented in [25] and
[27], we characterize the asymptotic stability of the periodic
orbit x∗(·) of the closed-loop nonlinear system (2), (25), by as-
sessing the spectrum of the monodromy matrix associated with
the linear variational dynamics (31). In particular, the act-and-
wait-fashioned Pyragas-type delayed feedback control law (2)
asymptotically stabilizes the periodic orbit O of (25) if all the
eigenvalues, other than the eigenvalue 1 associated with the
eigenspace {λx˙∗(0) : λ ∈ C}, of the monodromy matrix Λ of
the linear variational equation (31) are strictly inside the unit
circle of the complex plane.
Note that the monodromy matrix of the linear variational
equation (31) can be calculated using (21) with B(t) = In. For
the periodic matrix A(t) ∈ Rn×n and a feedback gain matrix
F ∈ Rm×n, numerical methods can be employed to calculate
the eigenvalues of the monodromy matrix Λ, which determine
the asymptotic stability. Note also that the conditions on the
monodromy matrix of the linear variational equation is only
enough to guarantee local stability of the periodic orbit of the
nonlinear system (2), (25) (see Chapter 7 of [26]). For obtain-
ing global stability results, the higher-order terms in (30) have
to be taken into consideration.
4. Illustrative Numerical Examples
In this section, we provide two numerical examples to demon-
strate our main results.
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Figure 1: Trajectory of the T -periodic solution x∗(t) given by (36)
Example 4.1 Consider the linear time-varying periodic sys-
tem (1) described by periodic matrices
A(t) ,
[
0.5 0.5
0 2pi sin(2pit)2−cos(2pit)
]
, B(t) ,
[
0
1 + sin2(2pit)
]
.
The period of the time-varying system is T = 1, that is, A(t +
1) = A(t) and B(t + 1) = B(t). The uncontrolled (u(t) ≡ 0)
dynamics possess a T -periodic solution x(t) ≡ x∗(t) given by
x∗(t) ,
[ 1
(1+16pi2) (cos(2pit)− 4pi sin(2pit))− 2
2− cos(2pit)
]
. (36)
Note that x(t) ≡ αx∗(t), where α ∈ R, is also a T -periodic
solution of the uncontrolled system, that is, x(t) ≡ αx∗(t) sat-
isfies (1) with u(t) ≡ 0. Fig. 1 shows the trajectory of the
periodic solution x(t) ≡ x∗(t).
The monodromy matrix associated with the uncontrolled
system is given by
Φ(T, 0) =
[
1.6487 1.2934
0 1
]
, (37)
which has the eigenvalues 1.6487 and 1. Note that the eigen-
value 1.6487 of the monodromymatrix Φ(T, 0) lies outside the
unit circle. The periodic system without control input, hence,
shows unstable behavior (see Figure 2 for state trajectories ob-
tained for the initial condition x0 = [−1.9, 0.9]
T
).
We are interested in finding a feedback gain matrix F ∈
R1×2 such that the delayed-feedback control characterized in
(2) guarantees convergence of the state trajectory towards a pe-
riodic solution. In order to evaluate the asymptotic behavior
of solutions under the control law (2) we need to examine the
eigenvalues of the monodromy matrix Λ associated with the
6
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Figure 2: State trajectories of the uncontrolled (u(t) ≡ 0) system (1) for the
initial condition x0 = [−1.9, 0.9]
T
closed-loop system. It is difficult to find an analytical expres-
sion for the monodromy matrix Λ. For that reason, we nu-
merically calculate the value of Λ for a certain range of feed-
back gain parameters and search for a feedback gain matrix
F ∈ R1×2 that satisfies the condition in Theorem 2.1. Note that
for the feedback gain matrix F = [4.5, 0.6], the corresponding
monodromy matrix is given by
Λ =
[
1.6857 1.3671
−0.8273 −0.6495
]
, (38)
which has the eigenvalues λ1 = 1 and λ2 = 0.0362 associ-
ated with the eigenvectors v1 = x
∗(0) = [−1.9937, 1]T and
v2 = [−0.6381, 0.7699]
T, respectively. Note that the eigen-
value λ2 is inside the unit circle of the complex plane. There-
fore, it follows from Theorem 2.1 that under the control law
(2), the state trajectory evaluated at integer multiples of the
doubled period 2T converges to α1v1, where α1v1 represents
the component of a given initial condition x0 along the eigen-
vector v1 = x
∗(0). Figures 3 and 4 respectively show the
phase portrait and state trajectories of the closed-loop system
(1), (2) for the initial condition x0 = [−1.9, 0.9]
T, which can
be represented as x0 = α1v1 + α2v2 where α1 = 0.9907 and
α2 = −0.1178. Note that limk→∞ x(2kT ) = α1v1 = α1x
∗(0)
and hence the state trajectory converges to the periodic solution
α1x
∗(t). Note that the convergence is achieved with the help
of the proposed delayed feedback controller, which is turned
on and off alternately at every integer multiples of the period
T = 1 of the uncontrolled system, and hence the control input
(shown in Figure 5) is discontinuous at time instants T , 2T , 3T ,
. . .. Note also that the control input converges to 0 as the state
converges to the periodic solution.
Example 4.2 In this example we demonstrate the utility
of our proposed control framework for the stabilization of an
unstable periodic orbit of a nonlinear system. Specifically, we
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0.5
1
1.5
2
2.5
3
Figure 3: Phase portrait of the closed-loop system (1), (2) obtained with the
initial condition x0 = [−1.9, 0.9]
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Figure 4: State trajectories of the closed-loop system (1), (2) obtained with the
initial condition x0 = [−1.9, 0.9]
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Figure 6: Phase portrait of the uncontrolled (u(t) ≡ 0) nonlinear system (25)
consider the nonlinear dynamical system (25) with
f(x) ,
[
−x1
(
ϕ(x) − ϕ2(x)
)
+ 2pix2
−x2
(
ϕ(x) − ϕ2(x)
)
− 2pix1
]
, (39)
where ϕ(x) , x21 + x
2
2. This system is a modified version of
an example nonlinear dynamical system considered in Section
2.7 of [28]. The phase portrait of the uncontrolled (u(t) ≡ 0)
nonlinear system (25) is shown in Figure 6. The system has
clockwise-revolving unstable periodic orbit O , {x∗(t) : t ∈
[0, T )}, where x∗(t) = [cos 2pit, − sin 2pit]T is a 1-periodic so-
lution of the uncontrolled system. The linear variational equa-
tion associated with the closed-loop system (25) under our pro-
posed controller (2) (with T = 1) is given by (31), where
A(t) =
[
a1,1(t) a1,2(t)
a2,1(t) a2,2(t)
]
(40)
with
a1,1(t) = 2 cos
2(2pit), (41)
a1,2(t) = −2 cos(2pit) sin(2pit) + 2pi, (42)
a2,1(t) = −2 cos(2pit) sin(2pit)− 2pi, (43)
a2,2(t) = 2 sin
2(2pit). (44)
Note that it is difficult to find an analytical expression for the
monodromymatrixΛ associated with the linear variational equa-
tion (31). For this reason, we numerically calculate the value of
Λ for a certain range of the elements of the gain matrix. In
particular, for the case
F =
[
0.7 4.1
−4.1 0.7
]
, (45)
the corresponding monodromy matrix is given by
Λ =
[
−0.0093 0
−6.5898 1
]
, (46)
−1 −0.5 0 0.5 1
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Figure 7: Phase portrait of the closed-loop system (2), (25). Inset figure shows
the initial condition x0 = [1,−0.05]T as well as the state evaluated at integer
multiples of T .
which has the eigenvalues λ1 = −0.0093, λ2 = 1, and eigen-
vectors v1 = [−0.1514, −0.9885]
T, v2 = [0, −1]
T. Note that
the eigenvalue λ1 (eigenvalue that is not 1) is inside the unit
circle. Therefore, the feedback control law (2) with the feed-
back gain matrix (45) asymptotically stabilizes the periodic or-
bit x∗(·) of the nonlinear system (25) (see Remark 3.2).
Figures 7 and 8 respectively show the phase portrait and the
state magnitude of the closed-loop system (2), (25) obtained
for the initial condition x0 = [1,−0.05]
T. The state trajectory
converges to the periodic orbit and the state magnitude ‖x(t)‖
converges to the desired value 1.
Note that in this paper, we investigate local stability of the
periodic orbit of the nonlinear system through a linearization
approach. The initial condition x0 in the simulation is selected
close to x∗(0), so that δx(t) (the state deviation from the pe-
riodic solution) remains small and the effect of higher-order
terms in the variational equation (30) is negligible. Note that,
if the initial state is far from the orbit, then the control law (2)
with the feedback gain F may no longer achieve stabilization,
since the higher order terms in the variational equation may
have strong effects on the state trajectory. For achieving global
stabilization, the higher-order terms in (30) have to be taken
into consideration for control design.
The control input trajectory (shown in Figure 9) is discon-
tinuous at time instants T, 2T, 3T, . . .. At these time instants,
the delayed-feedback controller is turned on and off alternately
according to the switching function g(t) defined in (3). For the
2T -periodic switching function g(t), the closed-loop system is
2T -periodic; hence, the stabilization of the UPO could be char-
acterized through the monodromy matrix Λ of the 2T -periodic
closed-loop linear variational equation (31).
Note that stabilization of the UPO could also be achieved
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Figure 9: Control input versus time
through utilization of alternative switching sequences that are
different from the one induced by g(t). For example, one can
consider the switching function
gˆ(t) ,
{
0, 3kT ≤ t < (3k + 1)T,
1, (3k + 1)T ≤ t < 3(k + 1)T,
k ∈ N0. (47)
In this case the act-and-wait fashioned control law is given by
u(t) , −gˆ(t)F (x(t) − x(t− T )). (48)
Note that the closed-loop system under the controller (48) is
3T -periodic, thus by analyzing the spectrum of the monodromy
matrix associated with the 3T -periodic closed-loop linear vari-
ational equation, we can assess whether the control law (48)
guarantees local asymptotic stabilization of the UPO or not.
According to the switching sequence induced by gˆ(t), the
controller is active two-thirds of the time in average. On the
other hand, in the case of g(t) defined in (3), the controller
is active only half of the time. Hence, one may think that a
feedback gain matrix that guarantees stabilization of the UPO
for the case of g(t) guarantees stabilization also for the case of
gˆ(t). However, this is not true. A feedback gain that guarantees
stabilization for one switching sequence does not necessarily
guarantee stabilization for another. For instance, the control in-
put (2) with the gain matrix F given by (45) achieves stabiliza-
tion (as illustrated in Figures 7 and 8), whereas the control input
(48) with the same gain matrix F does not stabilize the UPO.
In fact, the monodromy matrix of the 3T -periodic closed-loop
linear variational equation under the control law (48) possesses
the eigenvalue−25.9876, which is outside the unit circle.
In addition to utilizing a different switching sequence for
the act-and-wait controller, we may also employ a different de-
lay term for the feedback for stabilizing the UPO. For example,
consider the act-and-wait fashioned control law
u(t) , −g¯(t)F (x(t) − x(t− 2T )), (49)
with the switching function
g¯(t) ,
{
0, 4kT ≤ t < (4k + 2)T,
1, (4k + 2)T ≤ t < 4(k + 1)T,
k ∈ N0. (50)
Note that in this case the control law (49) harnesses the differ-
ence between the state at time t (current state) and the state at
time t − 2T . Furthermore, with the switching function g¯(t),
the controller is turned on and off alternately at time instants
2T, 4T, 6T, . . .. The closed-loop system under the control law
(49) is 4T -periodic. It is important to note here that the con-
trol input (49) with a feedback gain F does not necessarily
achieve stabilization of the UPO, even if the control law (2)
with the same feedback gain guarantees stabilization. For ex-
ample, with the feedback gain (45), the control law (2) achieves
stabilization of the UPO, whereas the control law (49) does not.
In fact, the monodromy matrix of the linear variational equa-
tion associated with the 4T -periodic closed-loop system under
the control law (49) with the feedback gain (45) has the eigen-
value 69.4489, which is outside the unit circle. The discussion
above illustrates that it is possible to obtain different control
laws by changing the act-and-wait sequence and/or changing
the delayed-feedback term; furthermore, each case with a dif-
ferent control law requires independent analysis for assessing
asymptotic stabilization of the UPO.
In practical implementations of our act-and-wait-fashioned
control laws, the timing of the switching may not always be ex-
act. Furthermore, it may also be the case that the delay time
and the period of the orbit do not exactly match. The effects
of such practical issues require further analysis. We note that
for the standard delayed feedback control, the effect of mis-
matches between the delay time and the period of the orbit was
analyzed in [11]. We also note that although the trajectories of
the act-and-wait-fashioned control law has discontinuities, this
does not cause a practical problem in the form of chattering,
because the switching in the control law happens only period-
ically with a period that is an integer multiple of the period of
the orbit to be stabilized.
5. Conclusion
We explored stabilization of the periodic orbits of linear pe-
riodic time-varying systems through an act-and-wait-fashioned
delayed feedback control framework. Our proposed framework
employs a switching mechanism to turn the control input on
and off alternately at every integer multiples of the period of
the desired orbit. The use of this mechanism allows us to derive
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the monodromymatrix associated with the closed-loop dynam-
ics. By analyzing the eigenvalues of the monodromymatrix, we
obtained conditions under which the state trajectory converges
towards a periodic solution. We then applied our results in sta-
bilization of unstable periodic orbits of nonlinear systems. We
discussed alternative switching sequences for turning the con-
troller on and off in our control framework. We observe that a
feedback gain that guarantees stabilization for one switching se-
quence does not necessarily guarantee stabilization for another.
It is also interesting to observe that increasing the amount of
time the control input is turned on does not necessarily increase
the performance; in fact it may result in instability.
In the act-and-wait-fashioned control laws that we consid-
ered, the waiting duration where the control input is turned off
is larger than or equal to the delay amount. It is shown in [29]
that the act-and-wait approach can also be useful in obtaining
finite-dimensional monodromymatrices even if the waiting du-
ration is smaller than the delay. One of our future research di-
rections is to investigate the utility of small waiting and acting
durations in the delayed feedback control of periodic orbits.
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