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In this paper, we present a new algorithm to solve general linear fifth-order boundary value
problems (BVPs) in the reproducing kernel space W 62 [a, b]. Representation of the exact
solution is given in the reproducing kernel space. Its approximate solution is obtained by
truncating the n-term of the exact solution. Some examples are displayed to demonstrate
the computational efficiency of the method.
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1. Introduction
The solutions of the fifth-order BVPs are not often found in the literature. These problems generally arise in the
mathematical modeling of viscoelastic flows and other branches of mathematical, physical and engineering sciences,
see [1–4]. Agarwal’s book [5] contains theorems which detail the conditions for existence and uniqueness of solutions of
such BVPs. Recently, various powerful mathematical methods such as the sixth degree B-spline [6], Adomian decomposition
methods [7], nonpolynomial sextic spline functions [8–12], local polynomial regression [13] and others [14,15] have been
proposed to obtain exact and approximate analytic solutions for linear and nonlinear problems. Hikmet Caglar and Nazan
Caglar [13] demonstrated the solution of fifth order boundary value problems by using local polynomial regression as
follows:
y(5)(x)+ f (x)y(x) = g(x), a ≤ x ≤ b,
y(a) = α0, y(b) = α1,
y′(a) = γ0, y′(b) = γ1,
y′′(a) = δ0.
(1.1)
Siddiqi, Akram andMalik [10] developed the nonpolynomial sextic splinemethod for special linear fifth-order two-point
boundary value problems:
y(5)(x)+ f (x)y(x) = g(x), a ≤ x ≤ b,
y(a) = α0, y(b) = α1,
y′(a) = γ0, y′(b) = γ1,
y(3)(a) = δ0.
(1.2)
In this paper, we consider the general linear fifth-order BVPs of the form:
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u(5)(x)+
4∑
i=0
fi(x)u(i)(x) = g(x), a ≤ x ≤ b (1.3)
with the following boundary conditions:
u(a) = α0, u(b) = α1, u′(a) = γ0, u′(b) = γ1, u(3)(a) = δ0 (1.4)
as a first, third-order derivatives on both edges of the domain where αi, γi (i = 0, 1) and δ0 all are real constants, g(x) and
fi(x) (i = 0, 1, 2, 3, 4) are all continuous functions on [a, b].
We consider the boundary conditions corresponding to the first and third derivatives. Eq. (1.3) together with boundary
value condition (1.4) have been considered in [10]. In this paper,wepresent a newalgorithm to solve general fifth-order two-
point boundary value problems in the reproducing kernel space. The advantage of the approach lies in the fact that the u(k)n (x)
are uniformly convergent to u(k)(x) (k = 0, 1, . . . , 5). Examples are given to illustrate the efficiency and implementation of
the method. Comparisons are made to confirm the reliability of the method.
After homogenization of the boundary conditions, Eq. (1.3) with (1.4) can be transformed into the following form
u˜(5)(x)+
4∑
i=0
f˜i(x)u˜i(x) = g˜(x), a ≤ x ≤ b (1.5)
subject to
u˜(a) = 0, u˜(b) = 0, u˜′(a) = 0, u˜′(b) = 0, u˜(3)(a) = 0. (1.6)
For convenient, let u(x) denote u˜(x) and g(x) denote g˜(x). Taking the differential operator
Lu(x) = u(5)(x)+
4∑
i=0
fi(x)ui(x), (1.7)
we convert the above Eq. (1.5) with (1.6) as follows:
Lu(x) = g(x), a ≤ x ≤ b,
u(a) = 0, u(b) = 0,
u′(a) = 0, u′(b) = 0,
u(3)(a) = 0.
(1.8)
2. Several reproducing kernel spaces
In this section we introduce two reproducing kernel spaces.
2.1. The reproducing kernel space W 62 [a, b]
W 62 [a, b] = {u(x)|u(5)(x) is an absolutely continuous real value function in [a, b],
u(6)(x) ∈ L2[a, b], u(a) = u(b) = u′(a) = u′(b) = u(3)(a) = 0} (2.1)
and endowed it with the inner product and norm respectively
〈u(x), v(x)〉W62 =
∫ b
a
(u(5)(x)v(5)(x)+ u(6)(x)v(6)(x))dx, (2.2)
‖u‖W62 [a,b] = 〈u, u〉
1
2 . (2.3)
Theorem 2.1. The space W 62 [a, b] is a reproducing kernel space. That is, there exists a function Rx(y), for each fixed x ∈
[a, b], Rx(y) ∈ W 62 [a, b], and for any u(y) ∈ W 62 [a, b], satisfying
〈u(y), Rx(y)〉W62 = u(x), (2.4)
the reproducing kernel Rx(y) can be denoted by
Rx(y) =

10∑
i=1
ai(x)yi−1 + a11(x)ey + a12(x)e−y, y ≤ x,
10∑
i=1
bi(x)yi−1 + b11(x)ey + b12(x)e−y, y > x,
(2.5)
where ai(x), bi(x)(i = 1, 2, . . . , 10) are known coefficients.
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Proof. By (2.2) and integration by parts, we have
〈u(y), Rx(y)〉W62 =
∫ b
a
[u(5)(y)R(5)x (y)+ u(6)(y)R(6)x (y)]dy
= u(y)[R(9)x (y)− R(11)x (y)] |ba+u′(y)[R(10)x (y)− R(8)x (y)]|ba
+ u′′(y)[R(7)x (y)− R(9)x (y)] |ba+u(3)(y)[R(8)x (y)− R(6)x (y)]|ba
+ u(4)(y)[R(5)x (y)− R(7)x (y)] |ba+[u(5)(y)R(6)x (y)]|ba +
∫ b
a
u(y)[R(12)x (y)− R(10)x (y)]dy. (2.6)
Since u(a) = u(b) = u′(a) = u′(b) = u(3)(a) = 0 and Rx(y) ∈ W 62 [a, b], it follows that
Rx(a) = 0, Rx(b) = 0, R′x(a) = 0, R′x(b) = 0, R(3)x (a) = 0. (2.7)
If Rx(y) satisfies
R(12)x (y)− R(10)x (y) = δ(x− y) (2.8)
and the following conditions hold:
R(7)x (b)− R(9)x (b) = 0,
R(7)x (a)− R(9)x (a) = 0,
R(8)x (b)− R(6)x (b) = 0,
R(5)x (b)− R(7)x (b) = 0,
R(5)x (a)− R(7)x (a) = 0,
R(6)x (a) = 0,
R(6)x (b) = 0,
(2.9)
then, we have
〈u(y), Rx(y)〉W62 = u(x).
Thus, Rx(y) is a reproducing kernel ofW 62 [a, b].
In the following, we will get the expression of the reproducing kernel Rx(y). In fact, when x 6= y, the characteristic
equation of (2.8) is given by
λ12 − λ10 = λ10(λ2 − 1) = 0,
and the characteristic values are λ1 = 0, λ2 = 1, λ3 = −1, where λ1 is a multiple root. We present the reproducing kernel
Rx(y) by
Rx(y) =

10∑
i=1
ai(x)yi−1 + a11(x)ey + a12(x)e−y, y ≤ x,
10∑
i=1
bi(x)yi−1 + b11(x)ey + b12(x)e−y, y > x.
(2.10)
On the one hand, by (2.8), we know that Rx(y) satisfies
R(k)x (x+ 0) = R(k)x (x− 0), (k = 0, 1, 2, . . . , 10). (2.11)
On the other hand, integrating both sides of (2.8) from x − ε to x + ε with respect to y and letting ε → 0, we have the
jump degree of R(11)x (y) at y = x, and obtain
R(11)x (x− 0)− R(11)x (x+ 0) = 1. (2.12)
Through (2.7), (2.9), (2.11) and (2.12), all the unknown coefficients of (2.10) can be obtained. 
In the same way, we may give the following reproducing kernel spaceW 12 [a, b].
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2.2. The reproducing kernel space W 12 [a, b]
The inner spaceW 12 [a, b] is defined by
W 12 [a, b] = {u(x) | u(x) is an absolutely continuous real value function in [a, b], u′ ∈ L2[a, b].}.
W 12 [a, b] is a Hilbert space, the inner product and norm inW 12 [a, b] are given respectively by
〈u(x), v(x)〉W12 =
∫ b
a
(uv + u′v′)dx,
and
‖u(x)‖W12 = 〈u(x), u(x)〉
1/2.
In [16], the authors have proved thatW 12 [a, b] is a complete reproducing kernel space and its reproducing kernel is
Tx(y) = 12 sin h(b− a) [cos h(x+ y− b− a)+ cos h(|x− y| − b+ a)]. (2.13)
3. Description of the main results
In this section, the solution of Eq. (1.8) is given in the reproducing kernel spaceW 62 [a, b].
3.1. The linear boundedness of operatorL
Lemma 3.1. If u(x) ∈ W 62 [a, b], then ‖u(k)(x)‖L∞ ≤ Mk‖u(x)‖W62 , where Mk (k = 0, 1, . . . , 5) are positive constants.
Proof. For any x ∈ [a, b], it holds that
‖Rx(y)‖W62 =
√
〈Rx(y), Rx(y)〉W62 =
√
Rx(x), (3.1)
from the continuity of Rx(x), there exists a constantM0 > 0, such that ‖Rx(y)‖W62 ≤ M0. By (2.4), one gets
|u(x)| = |〈u(y), Rx(y)〉W62 | ≤ ‖Rx(y)‖W62 ‖u(y)‖W62 ≤ M0‖u(y)‖W62 . (3.2)
For x, y ∈ [a, b], there existsMk > 0 (k = 1, 2, . . . , 5), such that
‖R(k)x (y)‖W62 ≤ Mk (k = 1, . . . , 5).
And noting that u(k)(x) = 〈u(y), R(k)x (y)〉 (k = 1, . . . , 5), we have
|u(k)(x)| = |〈u(y), R(k)x (y)〉| ≤ ‖R(k)x (y)‖W62 ‖u(y)‖W62 ≤ Mk‖u(y)‖W62 (k = 1, . . . , 5). (3.3)
Combining (3.2) and (3.3), it follows that
‖u(k)(x)‖L∞ ≤ Mk‖u(y)‖W62 (k = 0, 1, . . . , 5). 
Theorem 3.1. Suppose f ′i (x) ∈ L2[a, b] (i = 0, 1, 2, 3, 4), thenL : W 62 [a, b] → W 12 [a, b] is a bounded linear operator.
Proof. (i) By the definition of the operator, it is clear thatL is a linear operator.
(ii) Due to the definition of ‖ · ‖W12 , we have
‖(Lu)(x)‖2
W12
= 〈(Lu)(x), (Lu)(x)〉W12
=
∫ b
a
{[(Lu)(x)]2 + [(Lu)′(x)]2}dx
=
∫ b
a
[
5∑
i=0
fi(x)u(i)(x)
]2
dx+
∫ b
a
[
5∑
i=0
fi(x)u(i)(x)
]′2
dx.
On the one hand, because the fi(x), (i = 0, 1, 2, 3, 4) are continuous functions on [a, b], thus there exists Ni > 0, such that
|fi(x)| ≤ Ni, by Lemma 3.1, it is easy to know that
|(Lu)(x)| =
∣∣∣∣∣ 5∑
i=0
fi(x)u(i)(x)
∣∣∣∣∣ ≤
(
4∑
i=0
MiNi +M5
)
‖u(x)‖W62 ,
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letM = (∑4i=0MiNi +M5)2(b− a), it holds that∫ b
a
|(Lu)(x)|2dx ≤ M‖u(x)‖2
W62
. (3.4)
On the other hand,∫ b
a
[(Lu)′(x)]2dx =
∫ b
a
[
u(6)(x)+
4∑
i=0
(f ′i (x)u
(i)(x)+ fi(x)u(i+1)(x))
]2
dx
=
∫ b
a
[u(6)(x)]2dx+ 2
∫ b
a
[
u(6)(x) ·
4∑
i=0
(f ′i (x)u
(i)(x)+ fi(x)u(i+1)(x))
]
dx
+
∫ b
a
[
4∑
i=0
(f ′i (x)u
(i)(x)+ fi(x)u(i+1)(x))
]2
dx,
where∫ b
a
[u(6)(x)]2dx ≤ ‖u(x)‖2
W62
and ∫ b
a
∣∣∣∣∣u(6)(x) · 4∑
i=0
(f ′i (x)u
(i)(x)+ fi(x)u(i+1)(x))
∣∣∣∣∣ dx
≤
{∫ b
a
[u(6)(x)]2dx
}1/2
·

∫ b
a
[
4∑
i=0
(f ′i (x)u
(i)(x)+ fi(x)u(i+1)(x))
]2
dx

1/2
.
By Lemma 3.1 and f ′i (x) ∈ L2[a, b], we can obtain a constant N > 0, satisfying∫ b
a
∣∣∣∣∣
[
4∑
i=0
(f ′i (x)u
(i)(x)+ fi(x)u(i+1)(x))
]∣∣∣∣∣
2
dx ≤ N(b− a)‖u(x)‖2
W62
.
Furthermore, one gets∫ b
a
|(Lu)′(x)|2dx ≤ ‖u(x)‖2
W62
+ 2√N(b− a)‖u(x)‖2
W62
+ N(b− a)‖u(x)‖2
W62
,
let P
def= 1+ 2√N(b− a)+ N(b− a) > 0, then∫ b
a
|(Lu)′(x)|2dx ≤ P‖u(x)‖2
W62
. (3.5)
Combining (3.4) and (3.5), puttingW
4=√P +M > 0, it follows that
‖(Lu)(x)‖W12 ≤ W‖u(x)‖W62 .
ThereforeL is a bounded operator. So we obtain the result as required. 
3.2. The normal orthogonal function system of W 62 [a, b]
We choose {xi}∞i=1 as any dense set in [a, b], and let ψx(y) = L∗Tx(y), whereL∗ is the conjugate operator ofL and Tx(y)
is given by (2.13). Furthermore, for simplicity, let ψi(x) denote ψxi(x), namely,
ψi(x)
def= ψxi(x) = L∗Txi(x).
Now, several lemmas are given.
Lemma 3.2. {ψi(x)}∞i=1 is the complete system of W 62 [a, b].
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Proof. For u(x) ∈ W 62 [a, b], let 〈u(x), ψi(x)〉 = 0 (i = 1, 2, . . .), that is
〈u(x),L∗Txi(x)〉 = (Lu)(xi) = 0. (3.6)
Note that {xi}∞i=1 is the dense set in [a, b], therefore (Lu)(x) = 0. It follows that u(x) = 0 from the existence ofL−1. 
Lemma 3.3. The following formula holds
ψi(x) = (LηRx(η))(xi),
where the subscript η of operator Lη indicates that the operator L applies to functions of η.
Proof.
ψi(x) = 〈ψi(ξ), Rx(ξ)〉W62 [a,b]
= 〈(L∗Txi)(ξ), Rx(ξ)〉W62 [a,b]
= 〈Txi(ξ), (LηRx(η))(ξ)〉W12 [a,b]
= (LηRx(η))(xi).
This completes the proof. 
The orthonormal system {ψ i(x)}∞i=1 ofW 62 [a, b] can be derived from Gram–Schmidt orthogonalization process of {ψi(x)}∞i=1,
ψ i(x) =
i∑
k=1
βikψk(x), (βii > 0, i = 1, 2, . . .) (3.7)
where βik are orthogonal coefficients.
In the following, we will give the representation of the exact solution of Eq. (1.8) in the reproducing kernel space
W 62 [a, b].
3.3. The structure of the solution and the main results
Theorem 3.2. If u(x) is the exact solution of Eq. (1.8), then
u(x) =
∞∑
i=1
i∑
k=1
βikg(xk)ψ i(x), (3.8)
where {xi}∞i=1 is a dense set in [a, b].
Proof. From the (3.7) and the uniqueness of solution of Eq. (1.8) (see [5]), we have
u(x) =
∞∑
i=1
〈u(x), ψ i(x)〉W62ψ i(x)
=
∞∑
i=1
i∑
k=1
βik〈u(x),L∗Txk(x)〉W62ψ i(x)
=
∞∑
i=1
i∑
k=1
βik〈Lu(x), Txk(x)〉W12ψ i(x)
=
∞∑
i=1
i∑
k=1
βik〈g(x), Txk(x)〉W12ψ i(x)
=
∞∑
i=1
i∑
k=1
βikg(xk)ψ i(x).  (3.9)
Now, the approximate solution un(x) can be obtained by truncating the n-term of the exact solution u(x)
un(x) =
n∑
i=1
i∑
k=1
βikg(xk)ψ i(x). (3.10)
Theorem 3.3. Assume u(x) is the solution of Eq. (1.8) and rn(x) is the error between the approximate solution un(x) and the exact
solution u(x). Then the error sequence rn(x) is monotone decreasing in the sense of ‖ · ‖W62 and ‖rn(x)‖W62 → 0.
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Table 1
Comparison of results at n = 13, 26, 52.
h Maximum absolute errors in [10] Maximum absolute errors with our algorithm
1/13 1.3767e−004 5.91739e−005
1/26 7.1273e−006 3.40705e−007
1/52 4.6950e−007 2.03387e−008
Table 2
Maximum absolute errors, comparison of results at n = 10, 20, 40.
h Our algorithm In [6] In [9]
1/10 6.29887e−005 0.1570 2.2593e−004
1/20 2.14116e−006 0.0747 1.3300e−005
1/40 7.00280e−008 0.0208 5.2812e−007
Proof. From (3.8) and (3.10), it follows that
‖rn‖W62 =
∥∥∥∥∥ ∞∑
i=n+1
i∑
k=1
βikg(xk)ψ i(x)
∥∥∥∥∥
W62
=
∞∑
i=n+1
(
i∑
k=1
βikg(xk)
)2
, (3.11)
‖rn−1‖W62 =
∥∥∥∥∥ ∞∑
i=n
i∑
k=1
βikg(xk)ψ i(x)
∥∥∥∥∥
W62
=
∞∑
i=n
(
i∑
k=1
βikg(xk)
)2
. (3.12)
By (3.11) and (3.12),we infer that ‖rn‖W62 ≤ ‖rn−1‖W62 , consequently, {rn(x)}
∞
i=1 ismonotone decreasing in the sense of ‖·‖W62 .
Since the series
∑∞
i=1〈u(x), ψ i(x)〉W62ψ i(x) is convergent in the sense of the norm inW
6
2 , we obtain ‖rn(x)‖W62 → 0. 
Finally, we can directly obtain the following corollary by Lemma 3.1 and Theorem 3.3.
Corollary 3.1. For any u(x) ∈ W 62 [a, b], u(k)n (x) are uniformly convergent to u(k)(x) (k = 0, 1, . . . , 5).
4. Numerical examples
To illustrate the applicability and effectiveness of our method, two numerical experiments are conducted. Symbolic and
numerical computations performed by using Mathematica 5.0.
Example 1. Consider the following fifth-order boundary values problem (see [10]):
u(5)(x)+ u(x) = −(15+ 10x)ex
u(0) = 0, u(1) = 0,
u′(0) = 1, u′(1) = −e,
u(3)(0) = −3.
Let n be the number of discrete points in [0, 1] and step length be h = 1/n, the analytic solution of the above problem
is u(x) = x(1 − x)ex. Approximate solutions un(x) (n = 13, 26, 52) are obtained by using our method respectively. We
compare our results with [10], which are shown in Table 1. Our method is also compared with [6,9]. We have computed
the approximate solutions un(x) (n = 10, 20, 40) by (3.10) and the results are shown in Table 2. At the same time, we
also calculate the relative errors E(k)(x)
def= | u(k)(x)−u(k)n (x)
u(k)(x)
| (k = 0, 1, 2, 3, 4, 5), the results are shown in Table 3, where
x = mn ∈ [0, 1],m = 3, 9, 15, . . . , 51, n = 52. It is obvious that our method is more effective.
Example 2. Consider the following general fifth-order boundary values problem:
u(5)(x)+ u(4)(x)+ e−2xu(x) = g(x)
u(0) = 0, u(1) = 0,
u′(0) = −1, u′(1) = e sin 1,
u(3)(0) = 4.
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Table 3
Relative errors E(k)(x) (k = 0, 1, 2, 3, 4, 5) at n = 52.
x E(0)(x) E(1)(x) E(2)(x) E(3)(x) E(4)(x) E(5)(x)
3/52 5.47050E−04 5.44466E−04 5.35563E−04 8.74815E−04 6.60639E−04 8.33369E−08
9/52 5.33685E−04 5.21153E−04 4.67371E−04 6.62950E−04 4.64118E−04 4.49216E−07
15/52 5.16060E−04 4.88064E−04 1.73992E−04 5.52110E−04 2.44630E−04 3.02455E−07
21/52 4.96060E−04 4.41760E−04 6.67368E−04 4.59591E−04 9.62740E−04 2.32595E−07
27/52 4.74900E−04 3.37100E−04 5.10978E−04 3.55660E−04 7.39167E−04 1.64504E−07
33/52 4.53350E−04 7.16279E−04 4.39413E−04 4.20102E−05 4.76187E−04 1.01136E−07
3/4 4.31922E−04 4.80850E−04 3.66548E−04 5.43537E−04 3.78663E−04 4.94169E−08
45/52 4.10958E−04 4.27215E−04 9.16531E−04 4.03487E−04 3.20394E−04 1.47154E−08
51/52 3.90668E−04 3.92389E−04 3.98087E−04 3.45790E−04 2.79439E−04 3.04482E−10
Table 4
Relative errors E(k)(x), (k = 0, 1, 2, 3, 4, 5) at n = 50.
x E(0)(x) E(1)(x) E(2)(x) E(3)(x) E(4)(x) E(5)(x)
6/50 2.97303E−04 2.86431E−04 2.46430E−04 5.32121E−04 2.65494E−04 3.87812E−04
16/50 2.56114E−04 2.10851E−04 1.16743E−04 2.59265E−04 3.47646E−04 3.29223E−05
26/50 2.10197E−04 1.13298E−05 2.43596E−04 3.72134E−05 4.05788E−04 4.08245E−05
36/50 1.64714E−04 2.38199E−04 9.74332E−05 3.46341E−04 1.03436E−04 2.33992E−05
46/50 1.21241E−04 1.31039E−04 1.81757E−04 8.18422E−05 2.58995E−05 9.33742E−06
The true solution is u(x) = sin x(x− 1)ex, where g(x) = e−x(−4e2x(−3+ x) cos x− (1− x+ 4e2x(5+ 2x)) sin x). Using
our method, we obtain the approximate solution u50(x), and we calculate the relative errors E(k)(x)
def= | u(k)(x)−u(k)n (x)
u(k)(x)
|(k =
0, 1, 2, 3, 4, 5); the results are shown in Table 4, where x = mn ∈ [0, 1],m = 6, 16, 26, 36, 46, n = 50.
5. Conclusion
In this paper, we give the exact solution, denoted by series, of the linear fifth-order BVPs in reproducing kernel spaces.
Truncating the series, the approximate solution is obtained. Compared with other methods, the results of two numerical
examples demonstrate that this method is more accurate than the stated existing methods. Furthermore, our method has
the following advantages: small computational requirements and high precision. Moreover, the higher-order derivatives of
approximate solutions can also approximate the higher-order derivatives of exact solutions well.
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