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1. INTRODUCTION 
The purpose of this paper is to provide sufficient conditions for the existence 
of a solution to equations of the form 
Lu+Nu=f (1) 
where L : X- Z is a linear operator, not necessarily bounded, N : X--t Z is a 
continuous nonlinear operator, with X and Z Banach spaces and f E 2. The 
operator L is intended to represent a differential operator. 
We do not assume that L is invertible and thus include the “problem at 
resonance,” that is, the problem of existence of solutions to boundary value 
problems for differential equations of form (1) when the corresponding linear 
homogeneous problem Lu = 0 has nontrivial solutions. Such problems have 
received substantial attention recently, and the reader is referred to [4] and the 
articles therein for background and further references. The methods of this 
paper are however closer to those used by Amann [I] in a study of Hammerstein 
equations. Our results do not follow from those of [l], however. 
In Section 2 we state and prove our main results concerning the abstract 
equation (1). In Section 3 we give some examples and prove some existence 
results for nonlinear boundary value problems of the form (1) where L has a 
nontrivial kernel and N is a function which may be bounded or grow. We will 
also indicate more precisely the relationship between our results and those of 
some other authors. 
2. THE ABSTRACT EQUATION 
Let X and 2 be real Banach spaces with norms j . jz and 1 . Id, respectively. 
Let S be a real Hilbert space with inner product ( ., .> and norm // . /I . 
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Let 2” be the dual of 2. We will assume 
xcz*cscz !I) 
and that the natural embedding of each space into those which contain it is 
continuous, and that each space is dense in those containing it. Further assume 
that 
(21, u) = (a, u> (2) 
for each ti E Z” and v E S, where (g,f) denotes the value of a linear functional 
f E Z* at g E Z. The triple Z, S, Z* is then said to be in normal position; see 
Amann [I]. Examples of spaces in normal position are D’(Q), L2(Q), L*(Q) with 
l/p + I/q = 1 and Q bounded in R”, and p < 2 < 4. 
Let L : D(L) c X -+ Z be a linear operator and N : X + Z be a (nonlinear) 
operator. We will use the following assumptions, 
(Ill) For some XE (- co, co), L - hl is one to one and onto Z, (L - Mu)-l 
is a continuous operator on Z, and is compact as a mapping from Z into X. 
(H2) There. is a number DIE (- co, cc) such that (Lu, u) 3 a I/ u/I’ for all 
Y E D(L). 
(H3) ,2’: X - Z is continuous and maps bounded sets in X into bounded 
sets in Z. 
(H4a) There is a number Y > 0 such that 
(.k 4 + w4 4 b (f, 4 
whenever zi E D(L) and Ij u // = P. 
(H4b) Inequality (3) holds whenever u E D(L) and I u la: = Y. 
For our first result we assume (H4b) holds, although (H4a) is perhaps the 
more natural hypothesis and will be more often used in the sequel. The result 
has independent interest, and the method is so much like that for the other results 
that in our other proofs we will be able to omit much of the detail. 
THEOREM 1. Suppose (Hl)-(H3) and (H4b) hold. Then there is n solutitm 
u E D(L) to eqmtion (1) with / 24 I5 < F. 
Proof. Without loss of generality we may assume that the number a: in (H2) 
is equal to zero, since if we let 4 = L - al and M = N + CY~ then (1) is 
equivalent to Au + Mu =f. Moreover, all of our hypotheses concerning the 
pair L, N are satisfied by the pair A, M with a: = 0 in (H2). It follows from (Hl) 
that there is a number c > 0 with - c in the resolvent set ofL since the spectrum 
of L is at most countable. The resolvent identity 
(L + d-1 = (L - M-1 + (- c - h)(L - Al)-‘(L i- d-1 
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shows that, since (L + cl)-l is bounded and (L - Xr)-l is compact, (L + cl)-l 
is compact. Equation (1) is equivalent to the equation 
u = - (L + d-1 (N - cI)u + (L f d-y (4 
By (H3) and the compactness of (L + ~1)” the operator T : X+ X defined 
by Tu = - (L + cI)-l (N - cl)u + (L + ~1))‘f is continuous and maps 
bounded sets in X into sets precompact in X. Equation (1) is equivalent to 
(I - T)u = 0. 
We use an argument based on degree theory (see, e.g., [2] or [6]). Let 
Q = {U E X : / u Ix < Y], and suppose that (4) has no solutions lying in cVQ. 
Then for 0 < X < 1 we will show 
(I-AT&#0 (5) 
for all u E 352. Suppose there is a number 0 < 7 < 1 and y E &? such that 
(I- qT)y = 0. (If there is a solution with 17 = 1, we are done.) Then from 
the definition of T we have 
so that 
(L + qy + rl(N - 4Y - q.f = 0 
(LY> Y> + rl(NY - fY Y) = h - 4 II Y 112* 
Now since c > 0 and 0 < 17 < 1 we have qc - c < 0. Hence 
(LYYY) + rl(NY -f,Y) < 0. (6) 
But by (H4b) we have, since y E aQ, 
- (LY, Y) - (NY - f, Y) < 0. (7) 
Adding the inequalities (6) and (7) we obtain (T - l)(Ny - f, y) < 0 which 
implies (Ny - f, y) > 0 and hence r&My -f, y) > 0. By assumption (Ly, y) > 0. 
Hence we have 
(LY, Y) + +rY - f, y) > 0. (8) 
Inequalities (6) and (8) are in direct contradiction. Hence (I - XT)u f 0 for 
0 < A < 1 and zc E Xk It follows that the Leray-Schauder degree (I - XT, !2,0) 
is defined for 0 < h < 1. By a result of degree theory the degree is independent 
of h, so d(J- T,QO)=d(1,Q,O)=l, and by another result of degree 
theory there is u EG with (I - T)u = 0. This completes the proof of the 
theorem. 
COROLLARY 1. Assume (Hl )-(H3) and (H4a) hold with X = Z* = Z = S, 
a HiZ6ert space. Then there is a solution to Eq. (1) with I] u // < P. 
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The following result is more easily applied than Theorem 1. 
THEOREM 2. Let Z*, S, Z be in normal position as in Theorem 1, aSszL?ne 
(Hl)-(H3) hold with domain (N) = S, and that (H4a) kolds. Thm there is 
solutiolz u to Eq. (1) with /I u jl < Y. 
Proof. The argument used to prove Theorem 1 may be repeated with minor 
changes to prove this result. We will omit the argument. 
Remark. The results of Kannan and Shuur [S, 91 may be seen to be special 
cases in Theorem 1. Our proof here is much simpler than those of [8,9], where 
alternative methods are used in connection with splitting the operator into 
two parts to form an operator of type TT*. 
If N is defined on the dense subspace X of Z* then the above results do not 
apply if only (H4a) h o Id s and (H4b) fails to hold. In our next theorems we 
present results under the hypotheses (Hl)-(H3) and (II4a). These results may 
be more easily applied than Theorem 1; however, Corollary 1 is often easily 
applied. 
THEOREM 3. Assume (HI)-(H3) and that there are nzznzbers r and R such 
that (3) holds whenever either (i) /! u/j > Y OY (ii) I/ zc /I < I’ and 1 ZI [2 > R. Then 
there is a solutio?z to Eq. (1). 
Prooj. We use a degree argument again, choosing c > 0 as in Theorem 1. 
Arguing as in Theorem 1, using (i) we may show that any solution to 
21 = - h(L + cl)-yN - cl)u + A(L f cI)-‘j (9) 
for 0 < h < 1 must satisfy 11 u j/ < r. 
Let D = (U E X : I/ u /I < Y and 1 zl jB < R); then 52 is open in X. We claim 
that (9) has no solution on 8-Q for any 0 < h < 1. If u E 82 were a solution to 
(9) then since we must have II u 11 < r then j u lz = R. But then by hypothesis 
(ii) (Lu, z) + (Nu -f, tt) > 0 an d we may repeat the argument of Theorem 1 
to show that then both 
and 
(Lu, u) $ ~(N2.4 -J uj > 0 
(Lu, u) + #Vu -f, u) < 0 
for some 0 < 71 < 1. Hence there can be no solution to (9) on aQ, 0 < X < 1, 
and hence d(1- T, Q, 0) = d(1, Q, 0) = 1 with T as defined in Theorem 1. 
It follows that there is a solution u E D(L) to Eq. (1). This completes the proof 
of the theorem. 
COROLLSRY 2. Assume (Hl)-(H3) with f E S; suppose there is a number Y > 0 
such that (3) Izoz’ds whenever // u /j > I’. 
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We also assume: 
(i) There are numbers a > 0 and b > 0 such that for 
u E D(L), (Lu, u) > a / EC 1: - b jl u 11’. 
(ii) inf,,,,,., (Nu, u) > - 03, u E D(L). 
Then there is a solution to Eq. (1). 
Proof. This result follows from Theorem 3 if we show that condition (ii) of 
Theorem 3 holds. Let m = inf,, U,, <1’ (Nu, u). 
Then for ]I u /I < r we have 
(Lu, u) + (Nu -f, u) > a j u 1: - br2 - jjflj r + m > 0, 
provided / u 1,” >, (br2 + ]]f]ir - m)ja. Thus (ii) of Theorem 3 holds with 
R2 = max ((br2 + \lfl]r - m)/a, 0). This completes the proof. 
The next result may be readily applied to some boundary problems for 
which L is not self-adjoint. 
THEOREM 4. Assume (HI)-(H3) hoZd and (3) holds whenever u E D(L) wd 
]I u /j 3 r. Furthw assume that for each E > 0 there is a number R, > 0 such that 
jl u 11 < P alzd 1 u Ix > R, implies j Nu lz < .E / u I5 . Then there is a solution 
u E D(L). 
Proof. Again we consider the operator T defined for u E X by 
2-u = - (L + cl)-yiv - cl)u + (L + cl)-y. 
The operator T is continuous on X and maps bounded sets in X into sets 
precompact in X. Arguing as in Theorem 1, we see that if u is a solution to 
IA - hTu = 0 (10) 
for 0 < X < 1 then j/ u 11 < I’. We will show also that if u is any possible solution 
to (10) then there is a number R > 0 such that / u 1% < R, for 0 < X < 1. 
The result then follows by the Leray-Schauder alternative [2, p. 2701 or a 
degree argument. Let E > 0, its value to be determined later. Choose R, 
according to the hypothesis of this theorem. Then if u = hTu we have for 
l~lz>R, 
I u Iz d I (L + cl)-V - c+ Iz + I (L + cpf Iz 
< 41 NZJ Id + c I u Iz) + b 
<~~14m+c~m/I~II+b 
< ck j u I5 + ckmr + b, 
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where k is the norm of (L + cl)-l as an operator mapping Z into X, b = 
j (L + cI)-lf 1X , and m is the norm of the injection of S into Z. 
Thus if we choose E > 0 so that EK < 1 then we must have 
j u Ix < (1 - &-r(cKnzr + b) 
whenever / u IX 3 R, and u is a solution to u = ATu. Hence j u 1, < max (R, ~ 
(1 - ~kj-l(cFzmr + b)) if u is any solution to (10) for 0 < X < 1. The completion 
of the argument is now as indicated above. Q.E.D. 
Remark A similar result to Theorem 4 can be proven assuming that (3) 
holds whenever j u Ie 3 r, and that for each E > 0 there is a number R, > 0 
such that j u lz < Y and / u I2 3 R, implies I Nu 1. < E j u jz . An analogous 
statement may also be made concerning Theorem 3. 
3. ,qPPLICATIONS AND EXaMPLES 
We wish to illustrate our theorems with applications to ordinary differential 
equations. We first prove a useful lemma. 
LSMNM 1. Let [a, b] be a compact interval, and S = L”(a, 6). Let L be a 
self-adjoint ordinary dtzerential operator on S zuith CK coeficients and zonvanishi~~g 
leading coejkients. Suppose L is nonnegative. If 01 ELm(a, b) satisfies a: > 0 and 
01 is positive on a set of positive measure, then the operator A dejked by D(A) = D(L) 
and Au(t) = La(t) + a(t)u(t) for u E D(L) and a < t < b is positive, so that 
there is a number 6 > 0 such that (Au, u) > 6 11 u /I2 for all u E D(L). 
Proof. The operator A as defined above is self-adjoint on S. Obviously 
(Au, u) 3 0 for all u E D(a). Suppose (Au, u) = 0 for some u E D(A). Then if 
we write S = X0 @ X, where X0 is the kernel of L and XI the orthogonal 
complement of the kernel of L, we have for u E D(_4), u = z10 + I+ with u0 E X, 
and 241 E Xl . Thus 0 = (Au, u) = (Lu, u) + (cm, u) 2 A, /j u1 j/p + (OIU, u) 3 
h, jj u1 [/a where h, is the first positive eigenvalue of I,, and z~r = 0. Thus 
u = u0 and 0 = (Au, , z+,) = s: a(t) uo2(t) dt. 
Thus u,, = 0, since no nonzero eigenfunction vanishes on a set of positive 
measure. We now have (Au, u) > 0 if u E D(A), u + 0. Thus 0 $ o (A), and 
since 0 (-4) is closed A has a least positive eigenvalue, 8. The selfadjointness of 
d implies (Au, u) > S j/ u 112. Q.E.D. 
We now consider some boundary value problems for ordinary differential 
equations. Let a < b be real numbers and let S denote the real Hilbert space 
LZ(a, b) and let (a, .j and jl . jl denote the inner product and norm of S, respectively 
We take (u, v) = f: uvdt for u, zr E S. Let P[a, b] be that subspace of S which 
consists of all functions u E Cn-l[a, b] with u o-r) absolutely continuous on [a, b] 
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and ZC(~) E S, where zJi) is the ith derivative of u. The space Hn[u, b] is a Banach 
space under the norm 
(11) 
for EC E H%[a, b]. 
Let T = ~~0 Ui(t)(d/dt)i b e a 2nth order formally symmetric differential 
operator with coefficients ai E (?[a, b]. Let Bd given by 
a-1 &2--l 
Bi(u) = c a&)(a) + c ,&p(j)(b), W) 
j=O j=O 
1 < i < 212, be a set of 2n linearly independent boundary values with the o~ij 
and /Iii real numbers. 
We will consider the problem 
TU + g(t, fJ) = 0, (13) 
Bi(u) = pi , 1 <i<2n (14) 
where g : [a, b] x R -+ R is continuous and rr ,..., Y,, are real numbers, 
Define a linear operator L on S by 
D(L) = (2~ E lPn : B&t) = 01, 
Lu=ru for u E D(L). 
We assume that L is selfadjoint in S and nonnegative. Our hypothesis on 
the function g is: 
uniformly for t E [a, b], where a! E C[a, b], a(t) > 0 for a < t < 6 and CL + 0. 
If c is a number not in the spectrum of L then the problem 
rw = cw, Bi(w) = ri (1 < i < 2%) 
has a unique solution w. Let g: [a, 61 x R -+ R be defined byg”: [a, b] x R--f R 
be defined byg”(t, x) = g(t, x + w(t)) + cw(t). If z1 is a solution to the problem 
Tea + g”(t, v) = 0, (15) 
Bi(V) = 0, 1, < i < ~TZ, (16) 
then u = er + w is a solution to the problem (13), (14). Moreover the function 
2 satisfies (Gl). 
Thus we may assume that the numbers ri , 1 < i < 2n, are all zero. 
We state our theorem. 
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THEOREM 5. Let 7 with the boundary values Bi , 1 ,< i < 2n, de&e a non- 
negative selfadjoint operator on S, and let g satisfy condition ((31). Then there is 
a solution to (13), (14) for a?zJl real numbers r1 , . . . , rBs . 
Proof. By the argument above, we need only consider the problem 
Lu + g(t, u) = 0. 
Choose /I > 0, and define an operator A by D(A) = D(L) and Au = Lu + fiu 
for u E D(A). Then A is a positive self-adjoint operator on S and has a well 
defined self-adjoint positive square root /Pi’. 
Let X be the completion of D(A) with respect to the norm 1 u 1: = /I Aik jja f 
)/ u (!a. Then XC C[a, b] and the embedding D(A) --f X is compact. Moreover 
for u E D(L), 
(Zu, u) = (Au, u) - /3 11 u /I2 
= (A%, A%) - /3/I u /I4 
= / 24 1: - (1 + p) I/ u 11’. 
Define N: X - S by h(t) = g(t, u(t)). Th en clearly N is continuous, map- 
ping bounded sets in X into bounded sets in S. (For basic results on frac- 
tional powers of operators the reader is refered to Friedman [15) or 
Henry [16].) 
Our problem is now equivalent to solving the equation 
LufNu=O. 
We apply Corollary 2 with 2 = S and X as above. Conditions (Hl)-(H3) 
and (i) are verified. Let B be defined by D(B) = D(L), Bu = Lu + ar(t)u. Then 
by Lemma 1 there is a number 6 > 0 such that (Bzc, u) > S jj u ji2 for all u E D(B). 
Choose 0 < E < 6 so that if j x / > R, then g(t, x)/x > a(t) - E. It follows that 
g(t, x)x > ,(t)x* - cc* for j x / > R, . Moreover, if j x i < R, then g(t, x)x > 
--m for some constant nz > 0. 
Let E = (t E [a, b] : / u(t) / 3 RJ and F = [a, b] - E. Let Y be any positive 
number. If u E x with I/ 24 11 < Y we have 
(Nu, .u) = s g(t, u>u dt + fFg(t, u)u dt 
E 
> 
s 
E (a(t) - c) u* dt - nz(b - a) 
>- a2 dt - m(b - a) > --EY$ - m(b - a), 
which verifies (ii) of Corollary 2. 
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We now consider (H4a). We have 
3 (Lu, u) + j-, CL(~) u2 dt - s, cu2 dt - w(b - u) 
> (Lu, u) + sb a(t) u2 dt - c s” u2 dt - c - m(b - a) 
= (Bu, 24) - l n,, u 112 -c -m(L- u) 
if 1) u\lf > [c + m(b - a)]/(& - l ) = R, thus (H4a) is verified. 
In the above argument c is a constant. 
Thus there is a solution 5 to the equation Lu + NEL = 0. Moreover, since 
g(t, C(t)) is continuous, it follows that G is in Cz”[an, b] and is a classical solution 
to (12). Q.E.D. 
The above result is not included in the results of McKenna and Rauch [14] 
since we may have for some t-set of positve measure 
0 = l& g(t, X) = lim g(t, x), 
s++ai x+-m 
a condition which is excluded by hypothesis (2.5) of [14]. It does extend to 
general selfadjoint nonnegative boundary value problems part of the result of 
Mawhin [13] for second-order vector equations with a certain special class of 
boundary conditions. 
For our next result we assume more structure for the linear part of Eq. (1) 
and are able to include more of the general nonlinear part. We assume that L 
is an ordinary differential operator of type TT* on S = L”(a, b). This means 
that L is defined in the following manner. Let r be any formal differential 
operator of order n with C” coefficients and leading coefficient never zero. 
Let Bi , 1 < i < k, for some k, 0 < k < 2n, be k boundary values as in (12) and 
define T: D(T) c S + S by letting D(T) = (u E P[n, b] : Bi(u) = 0, I & i < k} 
and Tu = TU for u E D(T). Let T* be the formal adjoint of T and let BT, 
0 < i < 2n - k be a set of 2n - k linearly independent adjoint boundary 
values. The adjoint T* of T is given by D(T*) = (u E fP[a, b] : B,*(u) = 
0, 0 5 e’ < 2n - k}, T*u = r*u. Now let L = TT* so that L is a Znth-order 
differential operator with D(L) = ( u E fP[u, b]; B:(u) = B,(&) = 0, 0 < 
i<2n-k and 1 <cj < k) and Lu = TT*U. See [7] for a more complete 
discussion and [7-91 for examples. Dirichlet and periodic boundary conditions 
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are included among the admissible boundary conditions. For our purposes the 
following facts are important. If L is of type TT” then .L is nonnegative self- 
adjoint and its resolvent maps S into *“[a, b], and since the embedding of 
H4”[a, b] into EP[a, b] is compact, the resolvent considered as a mapping from 
S into 17” is compact. Also, for u E D(L) we have (Lu, U) = (TT*U, U) = (~*a, 
T*U) = /I T*U j12. The norm for ZP[a, b] given by (1 I) can be shown to be 
equivalent to the norm 
Thus there is a number e > 0 such that 1 ZI I:* >, e 1 u jn9. Hence 
(Lu, 4 2 e I u Ii - II 24. t, for all u E D(L). 
We now define an operator L which extends L to have range in Q(a, b). Let 
A,, = (24: u E P--1, utPn--l) is absolutely continuous on [a, bJ>. Let D(E) = 
{u E -4,,: B;(u) = B,(T”U) = 0 f or O<i<2n--k, and 1 <i<k), and 
.I% = TT*U for u E D(L). We have D(L) C D(z) and D(L) is dense in D(z) in 
the natural topology of A,, . Also x is continuous on D(e) in the topology of 
A,, > and it follows that 
(Eu, u) >, 0 and (Ii, u) > e 1 24 I:, - [I u jj’ for all u E D(E). (171 
It is clear that the spectrum of z is the same as that of L by recaliing that if 
c E p(L) then (L - cl)-l: S + S is represented by an integral operator with 
kernel a continuous Greens function G(t, s; c) and (L - cJ)-lf = y if and only if 
y(t) = 1” G(t, s; c)f(s) ds. !I 81 
But i.f f~Ll(a, b), then y given bg (18) is in A,, and TT*Y - cy =f, so that 
(E - cl)-‘: L1 + L1 also exists. 
Let g: [a, b] x Rn+l -+ R be a continuous function and let f 5 S. We consider 
the problem 
zu + g(t, u, 22 )..., ZP)) = f. (19) 
We will assume that g satisfies 
(G2) There is a continuous function ,D : (R+)” + R+(R+ = [0, co)) non- 
decreasing in each variable and a number d > 0 such that for all (i, x,yl ,.‘., yJ E 
[a, b]x Rn+l we have 
i g(t, x, y1 ,.-.,yn I < 0 (I x I, lx I,..., I Y*-~ I) + d / yn I’. 
We wiII also assume 
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(G3) There are functions 01, /3, y E Lm (a, b) such that for all (t, x, yr ,..., y.J E 
[a, b] x Rn+l we have 
THEOREM 6. Let g: [u, b] x Rn+l -+ R be continuous and satisfy (G2) and (G3). 
Let E: D(x) -+ Ll(a, b) be as described above, and let f E S = L?(a, b). Then 
there is a solution to (19) provided 
j” 4) I u,(t)1 dt + jb y(t) u,(t) dt > jbf (t) u,(t) dt 
n a n 
for all u. in the null space of 2. 
(20) 
Proof. First of all, there is clearly no loss of generality in supposing that 
y(t) = 0, and we will so assume. We will again apply Corollary 2. Define N as 
follows. Let D(N) = H’“[a, b] and for u E D(N), and a < t < b, Nu(t) = g(t, 
I,..., u(“)(t)). Our hypothesis (G2) implies that N maps H” into Ll(a, b), and 
well known results imply that N is continuous, mapping bounded sets in Hrh 
into bounded sets in Ll(a, b). Problem (19) is equivalent to the equation 
l5l+ivu=f. 
We have already verified that, with X = Hn[u, b], S = L”(a, b), Z = Ll(a, b), 
and Z* = Lm(a, b), hypotheses (HI)-(H 3 are satisfied, and we have also shown ) 
that (i) of Corollary 2 is satisfied; condition (ii) is obvious from (G3), since y = 0 
by assumption (if y f 0, then let Ru = Nu - y and we consider J?U + i% = 
f - y; hypothesis (ii) still holds for N). It remains only to verify (H4a). 
If u E D(L”) we may write u = u,, + ur where u,, E ker x and Z.J~ is in the 
orthogonal complement of ker e in S. It follows that (zu, U) 3 A, jl zc, 11” where 
A, is the first positive eigenvalue of & since the self-adjointness of L implies. 
that (Lu, U) 3 A, 11 zlr iI2 for u E D(L), and an argument similar to that used in 
establishing (17) may be made. 
We now have 
6 4 + W% 4 - (f, 4 
2 A, II ~1 I/’ + f” 44 I 1% + ~1 Idt - j-y B(t) dt ‘a 
- jabf (t) “Ott) dt - jabf (t> %(t> dt 
3 4 II ~1 II* - jb 4t> I Ml n’t - j” P(t> dt + Jb 4t> I 1*o(t)l dt 
a a a 
- jbf (t> u,(t) dt - J:br W 4> dt. 
a 
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It now follows from (20) that (Ezc, U) + (Nu, U) - (f, U) > 0 if /j ui /j is 
sufficiently large; say 11 ur I\ > R, . Now suppose 11 zcr j/ < RI . Then since the 
kernel of i; must be finite dimensional, the unit sphere (in the L’ topology) is 
compact. It follows therefore from (20) that 
inf 
!Kll=l 
[j” @) 1 0@)1 dt - jbf(t) 8(t) dt] = ffz > 0. 
eel;erE a a 
We now have, writing 8, = u0 /j u,, 11-l and X = 11 .u,, I/, that there is a constant 
c such that for // u1 // < R, 
(LU, u) + (Ah, zl) - (f, u) 3 J’” a 1 u,, 1 dt - jbfzl,, dt - c 
a a 
= h[jba&;dt- jC;fD,dt] -c 
a 
> Am - c 
which is positive whenever h = I/ ua jJ > R, , another constant, and I! u1 I/ < RI . 
It now follows that (H4a) holds whenever 11 zc \I2 = jj us iI8 -k /I u1 /Ia > R,2 + R,“, 
This completes the proof of the theorem. 
Rewfarks. The above result is related to the results of Landesman and Lazer 
[lo], McKenna and Rauch [14], Mawhin [13], and a number of other authors. 
Theorem 6 could be extended to vector equations, and Theorem 5 could be 
extended to vector equations, and derivatives incorporated up to half the order 
of L, if more structure were put on L. The results of the papers cited above 
either do not have derivative terms in the nonlinearity, or require growth less 
than quadratic in the nth derivative. Mawhin [13] studies the vector equation 
x” = F(t, X, x’) under conditions analogous to those of Theorem 5 but requires 
that the growth in x’ be less than quadratic. 
The main virtue of the hypothesis (G3) as opposed to (Cl) is that (63) 
permits the function g to be uniformly bounded, or bounded at one of + cc, 
while (Gl) does not permit this. If in place of (G3) we assume 
where y = (_yl ,..., y,), uniformly in t E [u, b], where CL E C[a, b], 3 >, 0 and 
01 f 0, we may prove the following. 
THEOREM 7. Let I? be as in Theorem 6 and suppose g: [a, 61 x Rfhfl -+ R is 
continuous and satisj?es (G2) and (G4). The?1 theve is a solution to Eq. (19) fm 
every f f S. 
We omit the proof of Theorem ‘7. 
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EXAMPLE. We wish to indicate the applicability of some of our results to 
non-self-adjoint problems. Let g: Rn -+ R” and h: [0, 1] x Rn x R” x R” i Rn 
be continuous functions. Suppose there are numbers a, 6, Y, d, and m, all positive, 
such that g(x) * x 3 d 1 x 1 for x E R” with j x 1 > r, 1 g(x) j < a 1 x / + b, and 
1 h(t, x,y, , ys) / < m for all (t, x,yl , ys). Then if d > m there is a solution 
to the boundary value problem 
x”’ + g(x) + k(t, s, x’, x”) = 0, (21) 
x’yo) = .r(i’(l) for i = 0, 1,2. (22) 
The proof is an application of Theorem 4. Take X = Hz [0, I], S = Ls[O, I], 
2 =.Ll[O, l], and Z* =L”;[O, I], where these are all defined using the usual 
inner product and Euclidean norm on Iin. Let D(L) = (U E C’[O, I] : U” E AC, 
u”’ E Z, and u(“)(O) = &j(l), i = 0, 1, 2) and Lu = u”‘. 
Here AC means absolutely continuous. Then L is not selfadjoint, but 
(Lu, U) = 0 for all u E D(L). Furthermore, if X f 0 the differential equation 
111 - Xu = f has a unique solution satisfying the boundary conditions for each 
fu~Ll([o, I], Rn). It is easy to check that the resolvent of L is compact as a 
mapping from Z into X. Indeed, in this case it is a consequence of the necessary 
fact that the resolvent maps 2 into D(L) and D(L) is compactly embedded in .P. 
We define N : X+ Z in the obvious manner, using g + h to define N as a 
substitution operator. The assumptions on g and h imply N is continuous and 
maps bounded sets in X into bounded sets in Z. We have also for EC E D(L) 
if 1 u Iz is sufficiently large, say ] u Iz > RI . Furthermore, if I u Iz < RI we have 
I Nu lz < j. I g(4 dt + f I h(t, u, u’, u”)l dt 
< alujdt+b+m 
s 
< aR, + b + m. 
Thus if E > 0 and I u Iz > (aR, + b + m)/.s then j Nu Iz < E I u lz. 
An application of the remark following Theorem 4 now shows that there is at 
least one solution to (21), (22). 
Remark. If g(x) * x < - d I x I for 1 x I > Y, the conclusion remains valid, 
as follows from applying the same method to - x’” - g(x) - h(t, x, x’, x”) = 0 
with conditions (22). A similar method could be applied to show Corollary 6.4 
of Mawhin [12] may be extended to include derivatives in the nonlinearities. 
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Indeed, we can readily obtain solutions to (1) whenever (NzL, ZL) > d Ij u jl2 for 
j\ u IJ large, and (LUG U) >, n/l u.jp with a + d > 0 (see Theorem 8 below). 
EXAMPLE. The equation x”’ + arctan x = g(t, x, .x’, x”) has a one-periodic 
solution if 1 g(t, x, x’, x”) / < liz < p/2. 
Various results of the other authors can be obtained by our methods. We 
remarked earlier that the results of [g, 91 may be obtained from our Theorem 1. 
Also vve may use Corollary 2 to improve a result of [7], where a monotonicity 
assumption is used to solve the problem Lu + Nu = 0. We show the mono- 
tonicity assumption is not needed. Here L is an operator of type TT”, D(N) = 
D(P), and N is continuous from D(N) into L’[a, b] = S, taking bounded sets 
to bounded sets. Moreover it is assumed in [7, Theorem 121 that 
(Nu - NE, .u - v) > 0 
for all U, lir E D(N) and 
(Nu, U) 3 0 for u E D(N) with // u i/ > I’ > 0. 
But by the monotonicity assumption 
inf (NIL, u) = $& [(Nu - N(O), U) + (N(O), u)] 
‘12111<T 
3 ,,j$l. (W% 4 3 - 7 N(O)lI I,. 
Thus our assumption (ii) of Corollary 2 is satisfied. Our other hypotheses are 
also easily established. Thus, if // u // >, r we have 
and (17) shows that (i) of our Corollary 2 holds. Thus the monotonicity assump- 
tion in Theorem 12 of [7] may be weakened by assuming instead (ii) of 
Corollary 2; however, it should be mentioned that uniqueness may not be 
obtained by our methods. 
The final result vve wish to give is the following, whose proof is a direct 
application of Corollary 2, similar to (but simpler than) that of Theorem 6. 
Consider the boundary value problem 
(- l)n~fzn) + A(t, X)X = g(t, X, xl,..., xi*aj), (23) 
x(yu) = x@‘(b), i = 0, 1, 2 ,..., 2n - 1, (24) 
where x E Rm, A(t, x) is an mxm matrix function continuous in [a, b]xRfn and 
g: [a, 61 x R Al---f IP is a continuous function. Here a and b are real numbers 
and il4 = mn + m, a and m any positive integers. 
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THEOREM 8. Suppose that the matrix A(t, x) is uniformily positive definite, 
i.e., there is c > 0 such that A(t, v) x . x 3 c 1 x I2 for all v, x E Rm and t E [a, b] 
and that g is un;formly bounded. Then there is a solution to (23), (24). 
Remark. Boundary conditions other than (24) may also be supposed. Indeed, 
what is needed from the boundary conditions is that 
(Lu, u) = j-b (- 1)” zP) . u dt 
(J 
> 
s 
b [ @(t)l” dt. 
cl 
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