This paper proposes a novel and simple algorithm of facet enumeration for convex polytopes. The complexity of the algorithm is discussed. The algorithm is implemented in Matlab. Some simple polytopes with known H-representations and V-representations are used as the test examples. Numerical test shows the effectiveness and efficiency of the proposed algorithm.
Introduction
For convex polytopes, there are two different but equivalent representations: (a) Hrepresentation, and (b) V-representation. H-representation uses a set of closed halfspaces to define a convex polytope, i.e., a polytope is given as Ax ≤ b, where A ∈ R n×d and b ∈ R n are given, and x ∈ R d are the set of points in the convex polytope. Hrepresentation is used in linear programming. The V-representation uses a set of vertices V = {v 1 , v 2 , . . . , v d } to define a convex polytope as a convex hull of V. Given one of the representations, there is a need to know what is the other corresponding representation. The transformation from (a) to (b) is known as the vertex enumeration and the other from (b) to (a) is known as the facet enumeration.
Many algorithms have been designed for these transformations. For example, Chand and Kapur [3] developed a graph traversal method, which was later improved by Swart in [6] . Avis and Fukuda [1] presented a reverse search algorithm which uses pivoting techniques. Bremner, Fukuda and Marzetta [2] suggested a primal-dual approach. Fukuda and Rosta [4] proposed two purely combinatorial algorithms for enumerating all faces of a d-polytope based on the combinatorial vertices' description and some information on edges. Very recently, Avis and Jordan [5] published a scalable parallel vertex/facet enumeration code.
In this paper, we consider the facet enumeration problem for convex polytopes. Given the vertices of a convex polytope, the idea is to first find all edges of the polytope, which provides a vertex/edge diagram that connects any vertex to its neighbor vertices. The information is stored in a matrix D. For any vertex, using matrix D, one can create a tree with depth of d. If vertices in a path of the tree from root vertex to end vertex form a hyperplane, one can check if all vertices in V are in the half space defined by the hyperplane. If the answer is true, the hyperplane contains a facet of the polytope, otherwise, it does not. Repeating these steps for all vertices will find all half spaces whose intersection forms the polytope.
The remainder of the paper is organized as follows: Section 2 provides details of the proposed algorithm. Section 3 discusses the complexity of the algorithm. Section 4 presents some numerical examples to show the effectiveness and efficiency of the algorithm. Concluding remarks are summarized in Section 5.
Facet enumeration
In the remainder of the paper, we denote by e a column vector whose elements are all ones. Assuming that a d-dimensional polytope has n vertices that are stored in rows in a matrix V of dimension of n × d. Each row (vertex) of V is denoted by v i . To have an efficient algorithm, we set the the centroid of the polytope v 0 as the origin which is an interior point of the polytope. This is simply achieved by
We will denote by U = {u 1 , . . . , u n } the set of vertices which form a polytope with its center as the origin of the coordinate system. We also use a matrix U =    u 1 . . . u n    to store these vertices. Our idea is to calculate h i ∈ R d , or the hyperplane h T i x = 1, where x ∈ R d is the set of d-dimensional column vectors that spans the hyperplane, so that the m half spaces (associated with the m hyperplanes)
defines the polytope. The algorithm first establishes a vertex/edge diagram that describes all vertex/edge relations of a given polytope. The process is as follows: given any vertex u i on the polytope, the proposed algorithm identifies its neighbor vertices which are connected by edges. Let u i and u j be two vertices of the polytope. The line pass both u i and u j can be defined by
Assuming that a point z is on the line of L and the row vector z − 0 = z (where 0 is the origin and the center of the polytope) is perpendicular to the line L, then z satisfies the following equations:
Solving (4) for t yields
which gives
We have the following claim:
Lemma 2.1 z = 0 if L does not cross the centroid (origin).
Proof: Since z is on L and L does not cross 0, it must have z = 0.
Thus, z = 0 implies that u j is not a neighbor vertex of u i (this will reduce the computational effort if such a scenario appears). Therefore, we may assume, without loss of generality, that z = 0. Denote a row vector a = z/ z = 0 and a constant c = az T = zz T z = z = 0. Then, a hyperplane P passing line L with the normal direction a T is given by
where a is a known row vector, c is a constant, and x ∈ R n is any point on the hyperplane P. Dividing both sides by c and denote h = a/c, we get
Intuitively, from the construction of P, if for all u k , we have
with equality hold for only u i and u j , then the segment between u i and u j is an edge of the polytope and u i and u j are adjacent vertices; otherwise the segment is not an edge of the polytope. We summarize the discussion as the following theorem.
Theorem 2.1 Let u i and u j be two vertices of a convex polytope. Let L be the line as defined in (3). For t given in (5),
Denote a = z/ z and c = az T (a and z are row vectors). Let h = a/c. Then,
is a hyperplane passing u i and u j . This hyperplane satisfies exactly one of the four different cases: (a) If for all u k , inequality (9) holds and the equality holds for only u i and u j , then the segment between u i and u j is an edge of the polytope, i.e., u i and u j are adjacent vertices; otherwise the segment is not an edge of the polytope.
(b) If for all u k , inequality (9) holds and the equality holds for more than two but less than d vertices, then the line segment between u i and u j is on a ridge which is part of the hyperplane.
(c) If for all u k , inequality (9) holds and the equality holds for at least d vertices, then the line segment between u i and u j is on the hyperplane and a facet of the polytope is part of the hyperplane.
(d) If for at least one of u k , k = 1, . . . , n, inequality (9) does not hold, then this hyperplane does not include either an edge or a facet of the polytope.
Proof: We show part (a) only because parts (b) and (d) follows similar argument. Since (9) holds for all vertices k = 1, . . . , n, all points of the polytope are inside of the half space hx ≤ 1. The half space contains the polytope. Since u i and u j are on the hyperplane, all points on the line segment between u i and u j are on the hyperplane. Since hu k < 0 holds for all u k satisfying u i = u k = u j , for any point in the convex hull such that n k=1 λ k u k with at least one λ k > 0 and k / ∈ {i, j}, we have h n k=1 λ k u k < 1 because n k=1 λ k = 1. Therefore, all those points in the convex polytope are not on the hyperplane. Since for all points of the polytope, only line segment between u i and u j are on the hyperplane, the line segment between u i and u j is an edge of the polytope.
Remark 2.1 For the purpose of facet enumeration, we are only interested in cases (a) and (c) because case (a) of Theorem 2.1 implies that u j is a neighbor vertex of u i , which is used to construct vertex/edge diagram, and case (c) will be recorded to reduce computational effort.
Now we are discussing the information storage, which is also important for the algorithm design. Let D be the n × n adjacency matrix whose (i, j) element is one if the line segment between u i and u j is an edge or is zero otherwise. Matrix D is obtained by the process described in Theorem 2.1. Since D is symmetric, using this property will reduce the computational effort to find all edges of the polytope. We also use a matrix F = (f i,j ), whose rows represent facets and columns represent vertices, such that f i,j = 1 if vertex j is on the ith facet and f i,j = 0 otherwise. If a facet is found in the process described in Theorem 2.1, i.e., inequality (9) holds for all vertices and equality holds for at least d vertices, a complete row of F can be obtained by checking the vertices using (9).
The proposed algorithm has two loops. The outer loop uses breadth-first search. Starting from vertex u 1 , the algorithm finds all facets that intersect at u 1 ; this brings in new vertices on each of these facets, for each of these new vertices entered in current iteration, the algorithm finds all facets that intersect at the new vertex; the process is repeated until facets for all n vertices are found. To efficiently carry out the iteration, we denote by U o the set of vertices for which all relevant facets have been found, by U c the set of vertices in the current iteration for which the associated hyperplanes are to be determined, by U t the set of the vertices that are not in U c yet and therefore whose facets have not been examined. The process will terminate when U o includes all vertices of {u 1 , . . . , u n }.
Having the vertix/edge diagram of D that connects all the vertices in V, we using the following method to identify all the faces of the polytope. Assuming u i ∈ U c , we want to find all facets that intersect at u i . Since each of the facets that passes u i can be associated to an edge, for each of these edges directly connected to u i , we can create a sub-tree of length d as follows. The nonzero (i, j) elements of the adjacency matrix D define the tree under the vertex u i . For each u i , assuming that u i is the ith vertex, we look at the ith row of D to select the next vertex j among all (i, j) = 1 such that the jth vertex has not been used in the construction of existing hyperplanes; once vertex j is selected, we look at the jth row of D to select the next vertex k among all (j, k) = 1 such that the kth vertex has not been used in the construction of existing facets; repeating this step until d vertices are found.
Since hyperplane (10) is uniquely defined by h, we will loosely use h i ∈ R d for the ith facet of the polytope if the hyperplane h i contains a facet. Let u i 1 be one of vertices in the vertex set U c in current iteration. We say that {u i 1 , u i 2 , . . . , u i d } is a branch of the tree under u i 1 if for i j ∈ {i 2 , . . . , i d−1 }, u i j is connected to only u i j−1 and u i j+1 in the set of {u i 1 , u i 2 , . . . , u i d }. Given these d vertices {u i 1 , . . . , u i d } which is on the branch of the tree starting from u i 1 , one can solve the linear system
for the candidate facet h i . If h T i u T k ≤ 1 for k = 1, . . . , n, then h i is the hyperplane that includes the ith facet. Since (11) may also create an unwanted hyperplane, these unwanted hyperplanes can be identified using one of the following rules: first, inequality
does not hold for some u i ∈ U; second, the hyperplane has been found earlier in this process (in this case, the hyperplane will not be add to the matrix H); third, u i , h i < 0. If the newly found hyperplane contains a facet of the convex polytope that is not in the matrix H, it is then added to H and matrix F is updated accordingly. Otherwise, discard the hyperplane and continue the search in the tree. For u i ∈ U c , the idea of the proposed algorithm is to examine all branches u i 1 , . . . , u i d under u i = u i 1 ∈ U c in a systematically method to reduce the effort to find facets associated with u i that has not been found.
However, given the vertex u i ∈ U c , we may not need to calculate all hyperplanes associated with it because some facets associated with u i may be on other hyperplanes defined by some h j which have been found in current or previous iterations. A check as indicated early using matrix of F may significantly reduce the amount of calculation. We may even terminate early if the checking finds that for every vertex u i ∈ U t , all its associated hyperplanes have been found before the current iteration.
Denote the number of members of a set U by |U|. The proposed algorithm is therefore given as follows:
Initial step: Calculate centroid v 0 and vertex set U, adjacent matrix D, and initial facet/vertex matrix F. Set up initial U 0 , U c , and U t .
While |U 0 | < n For i = 1: |U c | Using F to determine k f , the number of facets that include u i among all facets that has been found so far. Denote the set of these facets by F i := {j | F j,i = 1 }. Using D to determine k e , the number of edges that are connected to u i . Denote the set of these edges by
Step a: Search a branch of the tree under u i to determine
Step b: Compute the directional vectors h i using (11).
Step 
Complexity analysis
The complexity of the algorithm is analyzed in this section. First, to obtain the information of the D matrix, one needs to examine (n − 1) + (n − 2) + · · · + 1 = n(n + 1) 2 pairs of vertices of the polytope. For each pair of vertices, the calculation of t using (5) requires 4d flops; given u j − u i which is obtained in the calculation of t, the calculation of z using (4) requires 2d flops; given z, since
the calculation of h requires 3d flops, or in total (4 + 2 + 3)d = 9d flops. Check if (9) holds for all u i , i = 1, . . . , n requires as least as 2d or as most as 2nd flops. In summary, we have the following proposition: Given a set of correctly selected vertices {u i 1 , . . . , u i d }, to find the facet using (11), it requires O(n 3 ) flops. This leads to another observation: However, it is hard to estimate the efforts to identify all m sets of correctly selected vertices {u i 1 , . . . , u i d }. This will depend on the individual convex polytope and its structure. For example, how many edges are associated with a single vertex?
Numerical examples
Several examples are provided in this section. 
The centroid is (1, 1). Algorithm 2.1 finds the solution as
The second convex 3-polytope example is a cubic. Its vertices are given by:
The centroid is (0.5, 0.5, 0.5). Algorithm 2.1 finds the solution as
The third convex 3-polytope example is a octahedron. Its vertices are given by:
The centroid is (0, 0, 0). Algorithm 2.1 finds the solution as
The fourth convex 4-polytope example is a cross-polytope. Its vertices are given by:
The centroid is (0, 0, 0, 0). Algorithm (2.1) finds the solution as
For all tested convex polytopes with known H-representations and V-representation, the algorithm is verified to be successful.
Conclusion
In this paper, a simple and novel facet enumeration algorithm is proposed. The idea is purely based on geometric observation, therefore, it is easy to understand. The out loop of algorithm is based on breadth-first search which eventually covers all the vertices of the polytope. The inner loop of the algorithm is based on depth-first search which will find the facets associated with the vertex under the consideration. The algorithm is implemented in Matlab and numerical test shows the efficiency and effectiveness of the algorithm.
