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Abstract
We study our Schwinger-Dyson equation as well as the large Nc loop equation for
supersymmetric Yang-Mills theory in four dimensions by the N = 1 superspace Wilson-
loop variable. We are successful in deriving a new manifestly supersymmetric form in
which a loop splitting and joining are represented by a manifestly supersymmetric as
well as supergauge invariant operation in superspace. This is found to be a natural
extension from the abelian case. We solve the equation to leading order in perturbation
theory or equivalently in the linearized approximation, obtaining a desirable nontrivial
answer. The super Wilson-loop variable can be represented as the system of one-
dimensional fermion along the loop coupled minimally to the original theory. One-
loop renormalization of the one-point Wilson-loop average is explicitly carried out,
exploiting this property. The picture of string dynamics obtained is briefly discussed.
1This work is supported in part by Grant-in-Aid for Scientific Research (07640403) from the Ministry of
Education, Science and Culture, Japan.
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I. Introduction
Intensive efforts have recently been directed to both supersymmetric gauge theories and
superstring unification. Main motivation is that we must be able to discuss nonperturbative
phenomena for these intelligibly before we confront ourselves to reality. In one side we
have rich phenomena which supersymmetric gauge theories offer. These will become hints
to how string theory should be formulated in the other. Connection between superstrings
and gauge theories is thus beginning to play important roles in recent activities and will
continue to progress in various directions. It has been known, in a related context, that
the formulation of gauge theories as Schwinger-Dyson equations which exploit Wilson-loops
as basic variables provides a natural framework to discuss nonperturbative phenomena such
as confinement and dynamical symmetry breaking. At the same time, it exhibits string
interactions contained in gauge theories as loop dynamics [1, 2, 3]. We wish to provide a
significant step to this approach in this paper, which is relevant to current issues.
In the previous paper [4], we initiated the (super)-gauge invariant formulation of super-
symmetric gauge theories as Schwinger-Dyson equations. We proposed to use the Wilson-
loop having the connection one-form in N = 1 superspace as fundamental variable. We will
refer to this variable as super Wilson-loop [5]-[7] in this paper. This setup owes some of
the good properties to the geometric formulation [8, 9] of supersymmetric gauge theories on
N = 1 superspace, which is by now well understood in the literature 2.
We have been successful in deriving the Schwinger-Dyson equation as well as the large Nc
loop equation in a closed form consisting of the super Wilson-loop alone. The (super)-area
derivative acting on the super Wilson-loop, which includes the Grassmannian directions, is
found to be a central geometric operation to our equation. The final form of our equation
looked, however, complicated. Although it is closed with respect to the super Wilson-loop,
it was not clear how we could make further progress with this. The basic reason for this
complexity comes from the fact that we have to work with the Wess-Zumino gauge in order
to carry out algebras in intermediate steps. Manifest supersymmetry is lost this way. One
of the upshots of the present paper is that we are able to overcome this difficulty and to put
the equation in the manifestly supergauge invariant form.
Another aspect of the super Wilson-loop is concerned with the question of the removal
of infinities. The super Wilson-loop is a composite operator and contains infinite number of
insertions of gauginos and the auxiliary D field into the ordinary Wilson-loop along the curve.
One may think that renormalization of this composite operator is prohibitively complicated.
2 There were several attempts in the earlier literature [10, 11], trying to derive supersymmetric loop
equations. These were hampered by the lack of this geometrical formulation.
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We will show that this is not the case. The renormalization of the super Wilson-loop is no
more complicated than that of the ordinary Wilson-loop [12]-[17].
In the next section, we introduce the superspace one-form from the vector superfield V
which is followed by the construction of the super Wilson-loop. We list several important
properties of the super-Wilson loop. In section three, we first derive the Schwinger-Dyson
equation in the abelian case. Although this is a free theory, it provides us with an important
insight into how we “gauge-unfix” the equation in subsequent sections. In section four, we
present the derivation of our equation in the Wess-Zumino gauge. The equation we obtained
is (4.36)
1
8g2
ǫαβσ¯
aα˙βDα
δ
δΣaα˙(z′)
〈trWS[C]〉
= −2
∮
{− i
2
dya(η − θ)σa(η¯ − θ¯)− 1
2
dyaδ(η − θ)θ¯σ¯bσaη¯∂b
+η¯2
(
dη(η − θ) + idησaθ¯δ(η − θ)∂a
)
}〈trWS[Cz′z]δ4(y − y′)trWS[Czz′]〉
+2
∮ 1
8
η¯2δ(η − θ)δ4(y − y′)dya(σ¯bσaθ¯)α˙
×
{
〈( δ
δΣbα˙(z)
tr WS[Cz′z])tr WS[Czz′]〉 − 〈trWS[Cz′z]( δ
δΣbα˙(z)
trWS[Czz′])〉
}
.(4.36)
Only the ordinary gauge invariance is kept intact.
Section five deals with our advancement to the manifestly supersymmetric form. Being
motivated by the abelian case, we are able to find how to make (4.36) into manifestly
supergauge invariant. This amounts to recovering the Wess-Zumino gauge volume, which is
thrown away upon partial gauge fixing. The final form of our equation reads
1
8g2
ǫαβ σ¯
aα˙βDα
δ
δΣaα˙(z′)
〈trWS[C]〉
=
∮
DαfDαδ(z − z′)〈trWS[Cz′z]tr WS[Czz′]〉 ,
Dαf = −ea
i
4
σ¯α˙αa D¯ηα˙ + e
α ,
〈 · · · 〉 =
∫
[dV] eiSSYM · · · . (5.13)
We briefly discuss the picture of string dynamics obtained from the sequence of the Schwinger-
Dyson equations beginning with this one. In section six, we solve the equation in the abelian
case. This is equivalent to solving the full-fledged nonabelian case in the linearized approx-
imation or to the leading order in perturbation theory. In section seven, we deal with the
problem of removing infinities and renormalization. Representing the super Wilson-loop as
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the first quantized system of one-dimensional fermion along the loop, this problem becomes
that for LSYM +Lpath. This can then be handled in the standard fashion. We carry out the
one-loop renormalization explicitly and the infinities are shown to cancel by local countert-
erms. In the final section, we discuss on a few points. In the first two of three appendix,
we give some pedagogical details on the area derivative and the Migdal-Makeenko equation.
In the final appendix, we summarize the basic formulas on the connection one-form in su-
perspace and the vector superfield known in the literature and used frequently in the text.
Unless written explicitly, we follow the notation of [8].
II. Supersymmetric Wilson-loop
Let us consider the supersymmetric Schwinger-Dyson equation using the Wilson-loop
variable. In parallel to the ordinary path ordered exponential of the one-form dxava on
spacetime x, we define the path ordered exponential of the one-form A on superspace z
[5]-[7], [10]. From (3.77) and (C.23), A is written in terms of the vector superfield V as
A = eAAA = (dxa − idησaη¯ + iησadη¯)Aa + dηαAα ,
Aα = −e−VDαeV ,
A¯α˙ = 0 ,
Aa = i
4
σ¯α˙αa D¯α˙e
−VDαe
V , (2.1)
where (x, η, η¯) denotes the superspace coordinates. In terms of (y = x + iησaη¯, η, η¯), (2.1)
becomes
A = (dya − 2idησaη¯)Aa + dηαAα . (2.2)
We introduce the curve Cz1z2 on superspace, using one dimensional parameter t:
Cz1z2 : z
M = zM (t)
= (x(t), η(t), η¯(t)),
0 ≤ t ≤ 1, z(0) = z2, z(1) = z1. (2.3)
One can think of the Grassmannian coordinates η(t) or η¯(t) as being defined by the infinite
number of Grassmannian parameters via Taylor expansion
η(t) =
∞∑
n=0
1
n!
η(n)tn ,
η¯(t) =
∞∑
n=0
1
n!
η¯(n)tn .
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Supersymmetric path-ordered exponential WS[Cz1z2 ] is given by
WS[Cz1z2] =
∞∑
n=0
∫ 1
0
A(z(t1))
∫ t1
0
A(z(t2)) · · ·
∫ tn−1
0
A(z(tn))
≡ P exp
∫ z1
z2
A(z) , (2.4)
A(z(t)) = dtdz
M
dt
AM(z(t))
= dt{dx
a
dt
− idη
dt
σaη¯ + iησa
dη¯
dt
}Aa
+dt
dηα
dt
Aα . (2.5)
In terms of (y, η, η¯)
A(z(t)) = dt{dy
a
dt
− 2idη
dt
σaη¯}Aa + dtdη
α
dt
Aα . (2.6)
Here the capital P denotes the path-ordered product in superspace. Since the lowest com-
ponent of Aa is − i2va, WS becomes the ordinary path-ordered exponential W if we take
η = η¯ = 0.
The WS[Cz1z2 ] can be characterized by
dφ(z(t))
dt
= A(z(t))φ(z(t)) ,
φ(z1) = WS[Cz1z2 ]φ(z2) , (2.7)
where φ(z) denotes a certain superfield belonging to a representation of the gauge group.
Note that the one-form A is given by (2.1) and is expressed with the vector superfield V
defined by (C.24). It contains not only the usual Yang-Mills fields va but also its partners
λ, λ¯ and D. From the definition ofWS[Cz1z2], namely (2.4), we see thatWS[Cz1z2 ] has infinite
number of insertions λ, λ¯ and D along the curve Cz1z2. The fields λ, λ¯ and D all belong to the
adjoint representation and should be treated in the same way as va. TheWS[Cz1z2] is natural
from that perspective, which becomes most evident in the large Nc limit. The operator WS
possesses the properties similar to those of the ordinary path-ordered exponential W .
(A) WS has reparametrization invariance for curves in superspace.
(B) For the addition of two curves, WS[Cz1z2] =WS[Cz1z]WS[Czz2 ] = WS[Cz1z + Czz1].
(C) For the deformation of the curve Cz1z2 :z(t)→ z(t) + δz(t), we obtain
δWS[Cz1z2] =
∫ z1
z2
dzMδzNWS[Cz1z]FNM(z)WS[Czz2]
+{δzM1 AM(z1)WS[Cz1z2 ]−WS[Cz1z2]δzM2 AM} (2.8)
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where δz1 = δz(1), δz2 = δz(0) and FNM(z) having Einstein indices are the components of
the field strength F
F = dA+AA = 1
2
dzMdzNFNM
=
1
2
dzMdzN{∂NAM − (−)|N ||M |∂MAN
−ANAM + (−)|N ||M |AMAN} . (2.9)
From (2.8), we can define the end point derivatives of WS[Cz1z2 ]:
∂
∂zM1
WS[Cz1z2 ] = AM(z1)WS[Cz1z2] ,
∂
∂zM2
WS[Cz1z2 ] = −WS [Cz1z2]AM(z2) . (2.10)
Hitting with the derivative DA having flat indices ( see (C.6)), we obtain
D
(z1)
A WS[Cz1z2] = AA(z1)WS[Cz1z2 ] ,
D
(z2)
A WS[Cz1z2 ] = −WS[Cz1z2]AA(z2) . (2.11)
By virtue of the condition Aα˙ = 0, WS[Cz1z2] satisfies
Dα˙WS[Cz1z2 ] = 0 . (2.12)
(D) We can act the area derivative in superspace on WS in a similar way to the bosonic
case. We find
δ
δΣNM(z1)
WS[Cz1z2] = FNM(z1)WS[Cz1z2 ] ,
δΣNM = −1
2
δsδt{∂u
M
∂s
∂uN
∂t
− (−)|M ||N |∂u
N
∂s
∂uM
∂t
} . (2.13)
From the definition for the field strength F ,
F = 1
2
dzMdzNFNM = 1
2
eBeAFAB , (2.14)
we may relate the components of FAB with those of FNM
FAB = −(−)|B||M |eA MeB NFNM , (2.15)
where the matrix eA
M is defined by (C.10). Defining the area derivative δ
δΣAB
having flat
indices by
δ
δΣAB
≡ −(−)|B||M |eA MeB N δ
δΣNM
, (2.16)
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we rewrite (2.13) with respect to the flat indices:
δ
δΣAB(z1)
WS[Cz1z2 ] = FAB(z1)WS[Cz1z2] . (2.17)
As we impose the flatness condition (C.22) on the one-form A, we have
δ
δΣαβ
WS =
δ
δΣα˙β˙
WS =
δ
δΣαα˙
WS = 0 . (2.18)
(E) The supergauge transformations of the components AM of A are
AM −→ A′M = −X−1∂MX +X−1AMX ,
where X is an element of the super gauge group. The φ(z) in (2.7) transforms as
φ(z) −→ φ′(z) = X−1φ(z) . (2.19)
From these transformation laws, we obtain
WS[Cz1z2 ] −→W ′S[Cz1z2 ] = X−1(z1)WS[Cz1z2 ]X(z2) . (2.20)
We now take the special solution to the flatness condition (C.22) and look at the com-
ponents of A having flat indices given by (2.1). The supergauge transformations which keep
this condition are more restricted than the most general supergauge transformations as is
explained in Appendix C. The transformation laws of WS
WS[Cz1z2] −→W ′S[Cz1z2] = e−Λ(z1)WS[Cz1z2 ]eΛ(z2) , (2.21)
where Λ(z) is a chiral superfield. The above transformation is consistent with (2.12) as
Dα˙W
′
S[Cz1z2 ] = e
−Λ(z1)Dα˙WS[Cz1z2]e
Λ(z2)
= 0 .
It is clear that, in the case that the curve Cz1z2 is a closed loop Czz in superspace, trWS[Czz]
is invariant under eV → eV′ = eΛ†eVeΛ.
III. The Schwinger-Dyson equation in the abelian Case
As is well-known, the supersymmetric pure Yang-Mills Lagrangian reads as
LSYM = 1
8g2
tr(WW) |θθ component
=
1
8g2
∫
d2θtr(WW) = 1
8g2
∫
d2θd2θ¯ δ(θ¯)tr(WW) . (3.1)
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Furthermore
LSYM = 1
8g2
∫
d2θd2θ¯ δ(θ¯)tr{−1
4
D¯D¯e−VDαeVWα}
= − 1
32g2
∫
d2θd2θ¯ (D¯D¯δ(θ¯))tr{e−VDαeVWα}
= − 1
8g2
∫
d2θd2θ¯ tr{AαWα} , (3.2)
where we have used D¯α˙Wα = 0 and omitted spacetime total derivatives.
Let us define the functional derivative of the vector superfield V by
δ
δV(z)
= θ2θ¯2{ δ
δC(x)
− 1
2
✷
δ
δD(x)
}
+
2
i
θ2θ¯β˙{
δ
δχ¯β˙(x)
− i
2
∂a
δ
δλα(x)
σ¯aβ˙α} − 2
i
θ¯2θβ{ δ
δχβ(x)
− i
2
∂a
δ
δλ¯α˙(x)
σaβα˙}
+
2
i
θ¯2
δ
δ(M(x) + iN(x))
− 2
i
θ2
δ
δ(M(x)− iN(x))
+2θσaθ¯
δ
δva(x)
− 2
i
θ¯α˙
δ
δλ¯α˙(x)
+
2
i
θα
δ
δλα(x)
+ 2
δ
δD(x)
. (3.3)
In terms of (y, θ, θ¯),
δ
δV(z)
= θ2θ¯2
δ
δC(y)
− 2iθ2θ¯β˙
δ
δχ¯β˙(y)
+ 2iθ¯2θβ
δ
δχβ(y)
− 2iθ¯2 δ
δ(M(y) + iN(y))
+2iθ2
δ
δ(M(y)− iN(y)) + 2θσ
aθ¯
δ
δva(y)
+ iθ2θ¯2∂a
δ
δva(y)
+ 2iθ¯α˙
δ
δλ¯α˙(y)
−2iθα{ δ
δλα(y)
− 2iθσaθ¯∂a δ
δλα(y)
}
+2{ δ
δD(y)
− iθσaθ¯∂a δ
δD(y)
} . (3.4)
These derivatives satisfy
δ
δV(z)
V(z′) = δ4(x− x′)δ(θ − θ′)δ(θ¯ − θ¯′)
= δ4(y − y′)δ(θ − θ′)δ(θ¯ − θ¯′) = δ(z − z′) , (3.5)
where ya = xa + iθσaθ¯, y′a = x′a + iησaη¯.
We are now ready to obtain an equation for the abelian case. The field V includes the
usual gauge field va and their superpartners, gauginos λ, λ¯ linearly. As in (B.1) we start out
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from
0 =
∫
[dV]
δ
δV(z′)
{eiSSAWS[C]} , (3.6)
SSA =
1
8g2
∫
d4xd2θd2θ¯AαWα , (3.7)
WS[C] = P exp
∮
C
A = exp
∮
C
A . (3.8)
Note that, in the abelian case, A as well as Wα is linear in the vector superfield V,
Aα = −DαV , Aα˙ = 0
Aa = i
4
D¯σ¯aDV ,
Wα = −1
4
D¯D¯DαV . (3.9)
We find
δ
δV(z′)
eiSSA = i
1
32g2
eiSSA
δ
δV(z′)
∫
d4xd2θd2θ¯DαVD¯D¯DαV
= i
1
16g2
eiSSA
∫
d4xd2θd2θ¯(Dαδ(z − z′))D¯D¯DαV
= −i 1
4g2
DαWα(z′)eiSSA . (3.10)
The components of DαWα = DW = 0 correspond to field equations for the fields (λα, λα˙, va,D)
in (C.24),
DW = −2D(y) + 2θσa∂aλ¯(y)− 2θ¯σ¯a∂aλ(y)
−2θσaθ¯∂bvba(y) + 2iθθθ¯✷λ¯(y) + 2iθσaθ¯∂aD(y)
= 0
⇐⇒


D = 0 ,
σa∂aλ¯ = 0 , σ¯
a∂aλ = 0 ,
∂av
ab = 0 .
(3.11)
From the relation Faα˙ = iσaαα˙W α˙/2, we may rewrite (3.10) as
δ
δV(z′)
eiSSA =
1
8g2
ǫαβ σ¯
aα˙β{DαFaα˙(z′)}eiSSA . (3.12)
Remember that the field strength Faα˙ is obtained by the area derivative on WS[C]. Using
this fact and (3.10), we find
{ δ
δV(z′)
eiSSA}WS[C] = 1
8g2
ǫαβ σ¯
aα˙β{Dα δ
δΣaα˙(z′)
WS[C]}eiSSA . (3.13)
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On the other hand,
δ
δV(z′)
WS[C] =
∮
C
{ δ
δV(z′)
A(z(t))}WS[C]
= WS[C]
∮
C
{ i
4
(dxa − idησaη¯ + iησadη¯)D¯ησ¯aDη
−dηDη}δ(z − z′) . (3.14)
In terms of (y, θ, θ¯),
δ
δV(z′)
WS[C] = WS[C]
∮
C
{ i
4
(dya − 2idησaη¯)D¯ησ¯aDη
−dηDη}δ(z − z′) , (3.15)
where z = (x, η, η¯), z′ = (x′, θ, θ¯). We denote by Dη, D¯η the superderivatives:
Dηα =
∂
∂ηα
+ i(σaη¯)α
∂
∂x′a
,
D¯ηα˙ = − ∂
∂η¯α
− i(ησa)α˙ ∂
∂x′a
. (3.16)
Considering both (3.13) and (3.14), we obtain the supersymmetric Schwinger-Dyson equation
in the abeian case:
1
8g2
ǫαβ σ¯
aα˙βDα
δ
δΣaα˙(z′)
WS[C] =WS[C]
∮
C
DαfDηαδ(z − z′) ,
WS[C] ≡ 〈WS[C]〉 =
∫
[dV]eiSSAWS[C] , (3.17)
where we have introduced the derivative Dαf by
Dαf = −
i
4
(dxa − idησaη¯ + iησadη¯)σ¯α˙αa D¯ηα˙
+dηα
= − i
4
(dya − 2idησaη¯)σ¯α˙αa D¯ηα˙ + dηα
= −ea i
4
σ¯α˙αa D¯ηα˙ + e
α . (3.18)
IV. The Schwinger-Dyson Equation in the nonabelian case
Let us consider the supersymmetric Schwinger-Dyson equation for nonabelian gauge
group U(Nc). In the previous section both the one-form A and the chiral superfield Wα
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were linear in the vector superfield V. In this case, it is natural to start with (3.6). In
the nonabelian case, both A and Wα are highly non-linear in the fundamental superfield V.
The functional derivatives of V acting on the super Wilson-loop and the super Yang-Mills
action become very complicated. It is technically difficult to obtain this way the nonabelian
counterpart of eq. (3.17) in the last section which is composed only of the super Wilson-loops
and the geometric operations. We must find another way to obtain the equation.
Let us pay attention to the left hand side of equation (B.5):
i
1
4g2
〈tr{Dbvba(x)W [Cxx]}〉 . (4.1)
This includes equation of motion for the Yang-Mills field va i.e. Dbv
ba. It is obtained
by hitting the area derivative and subsequently the ordinary derivative on 〈WS[C]〉. (See
Appendix B).
In the previous section, the term DαWα appeared in (3.10). As in (3.10), each component
of DαWα is composed of equations of motion for super abelian theory, and this is obtained
by
1
8g2
ǫαβ σ¯
aα˙βDα
δ
δΣaα˙(z)
〈WS[C]〉 . (4.2)
We infer that the final form of the supersymmetric equation should include
1
8g2
ǫαβ σ¯
aα˙βDα
δ
δΣaα˙(z)
〈trWS[C]〉 (4.3)
on the lefthand side. We choose (4.3) our starting point for the nonabelian case. Using
(2.17) and (2.11), we see that the above equation (4.3) becomes
1
8g2
ǫαβ σ¯
aα˙βDα
δ
δΣaα˙(z)
〈trWS[C]〉
=
1
8g2
ǫαβ σ¯
aα˙βDα〈tr{Faα˙(z)WS[Czz]}〉
=
1
8g2
ǫαβ σ¯
aα˙β〈tr(DαFaα˙(z)WS [Czz])〉
= − i
4g2
〈tr{DW(z)WS [Czz]}〉 , (4.4)
where DW ≡ DαWα − {Aα,Wα} , (4.5)
Faα˙ = i
2
σaαα˙Wα . (4.6)
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The expression DW is the nonabelian extension of DαWα. The components are equations
of motion of the super Yang-Mills theory. Under the transformation of V, (C.25),
eV −→ eV′ = eΛ†eVeΛ , (4.7)
the superfield (4.5) transforms covariantly,
DW −→ (DW)′ = e−ΛDWeΛ (4.8)
The expression (4.4) is locally super-gauge invariant. In order to make further manipula-
tions manageable, we employ the Wess-Zumino gauge condition, which eliminates the fields
(C, χ, χ¯,M,N). We will mainly use the coordinates (ya = xa + iθσaθ¯, θ, θ¯) as the gauge
covariance becomes clearer with these by the following reason. The chiral superfield Λ is the
parameter of the restricted supergauge transformation. The imaginary part u of the lowest
component of Λ corresponds to the usual local gauge parameter depending on the spacetime
coordinates. In the Wess-Zumino gauge, only u of Λ survives as gauge parameters, in terms
of (y, θ, θ¯). The transformations (C.28) and (C.19) become
AA −→ A′A = −eiu(y)DAe−iu(y) + eiu(y)AAe−iu(y) ,
Wα −→ W ′α = eiu(y)Wαe−iu(y) , (4.9)
We first calculate the one-formA and the chiral superfieldWα in the Wess-Zumino gauge,
where
V = −θσaθ¯va(x) + iθ2θ¯λ¯(x)− iθ¯2θλ(x)
+
1
2
θ2θ¯2D(x)
= −θσaθ¯va(y) + iθ2θ¯λ¯(y)− iθ¯2θλ(y)
+
1
2
θ2θ¯2D(y)− i
2
θ2θ¯2∂av
a(y) , (4.10)
eV = 1 + V+
1
2
V2
= 1− θσaθ¯va(y) + iθ2θ¯λ¯(y)− iθ¯2θλ(y)
+
1
2
θ2θ¯2D(y)− 1
4
θ2θ¯2v2(y)− i
2
θ2θ¯2∂av
a(y) ,
(4.11)
e−V = 1−V + 1
2
V2
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= 1 + θσaθ¯va(y)− iθ2θ¯λ¯(y) + iθ¯2θλ(y)
−1
2
θ2θ¯2D(y) +
1
4
θ2θ¯2v2(y)− i
2
θ2θ¯2∂av
a(y) .
(4.12)
Using the expressions of Dα, D¯α˙ in terms of (y, θ, θ¯), we obtain Aα and Aa:
ξαAα = −e−VξαDαeV
= ξσaθ¯va(y)− 2iξθθ¯λ¯(y) + iθ¯2ξλ(y)
−ξθθ¯2D(y) + iθ¯2ξσabθvab(y)
−θ2θ¯2ξσaDaλ¯(y) , (4.13)
Aa = i
4
σ¯α˙αa D¯α˙e
−VDαe
V
= − i
2
va(y)− 1
2
λ¯(y)σ¯aθ +
1
2
θ¯σ¯aλ(y)
+
i
2
θ¯σ¯aθD(y) +
1
2
θ¯σ¯aσ
bcθvbc(y)
+
i
2
θ2θ¯σ¯aσ
bDbλ¯(y) , (4.14)
where we have defined vab(y) and Daλ(y) respectively by
vab(y) = ∂avb(y)− ∂bva(y) + i
2
[va(y), vb(y)] ,
Daλ(y) = ∂aλ(y) +
i
2
[va(y), λ(y)] .
From the gauge transformation of Aa given by (4.9) and the explicit expression (4.14), we
find
va(y) −→ v′a(y) = −2iU(y)∂aU−1(y) + U(y)va(y)U−1(y) ,
λ(y) −→ λ′(y) = U(y)λ(y)U−1(y) ,
λ¯(y) −→ λ¯′(y) = U(y)λ¯(y)U−1(y) ,
D(y) −→ D′(y) = U(y)D(y)U−1(y) ,
where U(y) denotes eiu(y).
The chiral superfield Wα takes the form
ξαWα = −1
4
D¯D¯e−VξαDαe
V
–13–
= −iξλ(y)− iξσabθvab(y) + ξθD(y)
+θ2ξσaDaλ¯(y) . (4.15)
Note that D¯α˙Wα = 0 is trivially satisfied.
Inserting (4.13) into the one-form A given by (2.2), we obtain
A = dya{− i
2
va(y)− 1
2
λ¯(y)σ¯aη +
1
2
η¯σ¯aλ(y)
+
i
2
η¯σaηD(y) +
1
2
η¯σ¯aσ
bcηvbc(y) +
i
2
η2η¯σ¯aσ
bDbλ¯(y)}
+η¯2{−idηλ(y) + dηηD(y)− idησabηvab
+η2dησaDaλ¯(y)} . (4.16)
The super Yang -Mills action is derived from (3.1),
SSYM =
1
4g2
∫
d4y tr{−iλ(y)σaDaλ¯(y) + 1
2
D2(y)
−1
4
vab(y)v
ab(y)− i
8
ǫabcdvab(y)vcd(y)} (4.17)
Hereafter, we denote a closed loop C on the superspace by
z = z(t) = (y(t), η(t), η¯(t)), 0 ≤ t ≤ 1 . (4.18)
A point on the loop C is denoted by z′ = (y′, θ, θ¯). Let us take functional derivatives with
respect to va(y
′), λ(y′), λ¯(y′) and D(y′) acting the action SSYM and obtain equations of
motion for these fields:
T r
δ
δv
(r)
a (y′)
SSYM =
1
4g2
(
Dbv
ba(y′)− 1
2
σ¯aα˙α{λ¯α˙(y′), λα(y′)}
)
,
T r
δ
δλ(r)α(y′)
SSYM = − i
4g2
(σaDaλ¯(y
′))α ,
T r
δ
δλ¯
(r)
α˙ (y
′)
SSYM = − i
4g2
(σ¯aDaλ(y
′))α˙ ,
T r
δ
δD(r)(y′)
SSYM =
1
4g2
D(y′) , (4.19)
where T r denotes the generators of the gauge group U(Nc) and the summation over r is
implied. The expressionDW in (4.3) is given in the Wess-Zumino gauge by
DW = DαWα − {Aα,Wα}
–14–
= −2D(y)− 2θ¯σ¯aDaλ(y) + 2θσaDaλ¯(y)
−2θσbθ¯[Davab(y)− 1
2
σ¯bα˙α{λ¯α˙(y), λα(y)}]
+2iθσaθ¯DaD(y)− 2iθ2θ¯σ¯bσaDbDaλ¯(y)
−2iθ2[D(y), θ¯λ¯(y)] . (4.20)
Using (4.19) and (4.20), we can rewrite the right hand side of equation (4.3) as
− i
4g2
〈tr{DW(z′)WS[Cz′z′]}〉
= − i
4g2
∫
[dvadλ
αdλ¯α˙dD]e
iSSYM tr{DW(z′)WS[Cz′z′]}
= 2
∫
[dvadλ
αdλ¯α˙dD]tr{T rWS[Cz′z′]} δ
δV
(r)
mod(z
′)
eiSSYM (4.21)
δ
δV
(r)
mod(z
′)
≡ δ
δD(r)(y′)
+ iθ¯α˙
δ
δλ¯
(r)
α˙ (y
′)
− iθα δ
δλ(r)α(y′)
+θσaθ¯
δ
δv
(r)
a (y′)
− iθσaθ¯D′(rs)a
δ
δD(s)(y′)
−θ2(θ¯σ¯a)αD′(rs)a
δ
δλ(s)α(y′)
− iθ2θ¯λ¯(rs)(y′) δ
δD(s)(y′)
,
(4.22)
and
D′(rs)a ≡ δrs
∂
∂y′a
+
i
2
v(rs)a (y
′) ,
v(rs)a (y
′) ≡ if rtsv(t)a (y′) ,
λ¯(rs)(y′) ≡ if rtsλ¯(t)(y′) . (4.23)
Note that δ
δV
(r)
mod
does not contain the derivatives with respect to the fields (C, χ, χ¯,M,N),
while δ
δV
defined by equation (3.4) does. The covariant derivative D(rs)a and fields λ¯
(rs) appear
in the expression of δ
δV
(r)
mod
. This is because, even in the Wess-Zumino gauge, neither A nor
Wα is linear in V in the nonabelian case.
The infinitesimal change of the one-form A yields
δWS[Cz1z2 ] =
∫ 1
0
WS[Cz1z(t)]δA(z(t))WS[Cz(t)z2 ] , (4.24)
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where
∫ 1
0 denotes the integration over t which parameterizes the curve Cz1z2 and the line
element dz
M
dt
is included in the expression δA(z(t)).
Let us carry out the partial integration of the functional variables (va, λ, λ¯,D) in (4.21).
The functional derivative δ
δVmod
acts on the Wilson-loop WS[Cz′z′]. Using (4.24), we find
2
∫
[dvadλ
αdλ¯α˙dD] tr{T rWS[Cz′z′]} δ
δV
(r)
mod(z
′)
eiSSYM
= −2
∫
[dvadλ
αdλ¯α˙dD]e
iSSYM
×
∮
tr{T rWS[Cz′z] δA(z)
δV
(r)
mod(z
′)
WS[Czz′]} , (4.25)
where
∮
denotes the integration over z along the closed loop Cz′z′ = C and the line element
dzM is included in A(z) as in (4.24).
After some calculation from (4.16) and (4.22), we obtain
δ
δV
(r)
mod(z
′)
A(z) = Ky +Kη , (4.26)
Ky ≡ T s{− i
2
δrs(η − θ)σa(η¯ − θ¯)
−1
2
dyaθ¯σ¯bσaη¯η
2D˜
(sr)
b − dybη¯σ¯bσcaηθ¯σ¯aθD˜(sr)c
−1
2
dybησbη¯θ¯σ¯
aθD˜(sr)a −
1
2
dybθ2θ¯σ¯aσbη¯D˜
(sr)
a }δ4(y − y′) , (4.27)
Kη ≡ T sη¯2{δsr(ηdη − θdη)
+iη2dησaθ¯D˜(sr)a − 2iθσaθ¯dησbaηD˜(sr)b
+idηηθσaθ¯D˜(sr)a + iθ
2dησaθ¯D˜(sr)a }δ4(y − y′) (4.28)
v˜a ≡ va − iλ¯σ¯aη , (4.29)
D˜(sr)a ≡ δsr
∂
∂ya
+
i
2
v˜(sr)a (y) (4.30)
where the summation over s is taken implicitly. Note that all derivatives in the above
equations are with respect to ya; they act on the delta function δ4(y − y′).
The right hand side of (4.25) as it is contains the terms depending on the fields v˜a =
va − iλ¯σ¯aη explicitly and is not represented by supersymmetric Wilson-loops alone. Our
remaining task in this section is to show that these fields are generated from geometrical
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operations acting on the super Wilson-loop Using (2.11), we find
∂
∂ya
T rWS[Cz′z]T
rδ4(y − y′)WS[Czz′]
= T rWS[Cz′z]{T r(∂aδ4(y − y′))WS[Czz′]− [Aa(z), T r]δ4(y − y′)}
= T rWS[Cz′z]T
s{D(sr)a δ(y − y′)}WS[Czz′] , (4.31)
D(sr)a ≡ δsr
∂
∂ya
−A(sr)a (z) . (4.32)
Note that, in (4.26), δ
δV
(r)
mod
(z′)
A(z) depends on the fields va and λ¯α˙ only through their com-
bination v˜a = va − iλ¯σ¯aη. From (4.14), we can express Aa(z) via v˜a:
Aa(z) = − i
2
v˜a(y)− η¯α˙D¯α˙Aa(z) . (4.33)
Furthermore, Aa(z) can be rewritten as
Aa(z) = − i
2
v˜a(y)− i
4
η¯α˙D¯α˙σ¯
β˙β
a D¯β˙e
−VDβe
V
= − i
2
v˜a(y) +
i
8
η¯α˙σ¯β˙βa ǫα˙β˙D¯D¯e
−VDβe
V
= − i
2
v˜a(y) +
1
2
η¯σ¯aW(z) . (4.34)
Here, in the last equality, we have used (C.26). Using this expression, we can write (4.26)
in terms of Aa(z) and Wα(z) without employing v˜a,
δ
δV
(r)
mod(z
′)
A(z)
= T s{− i
2
δrsdya(η − θ)σa(η¯ − θ¯)− 1
2
dyaδ(η − θ)θ¯σ¯bσaη¯D(sr)b
+
i
4
η¯2dyaθ¯σ¯aW(sr)
+η¯2
(
dη(η − θ)δrs + idησaθ¯δ(η − θ)D(sr)a
)
}δ4(y − y′) . (4.35)
We see that all field dependent terms are expressed through D(sr)a and Wα. Note that, in
equation (4.34), Wα is multiplied by η¯, while Kη defined by (4.28) is multiplied by η¯2. So
Wα originates from Ky only.
Remember the relation between Wα and Faα˙ given by (4.6) and that Faα˙ is obtained
from area derivatives by acting on the super Wilson-loop. The right hand side of (4.25)
can, therefore, be expressed with the derivative ∂a and the area derivative of the super
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Wilson-loop alone. We conclude
1
8g2
ǫαβ σ¯
aα˙βDα
δ
δΣaα˙(z′)
〈trWS[C]〉
= −2
∮
{− i
2
dya(η − θ)σa(η¯ − θ¯)− 1
2
dyaδ(η − θ)θ¯σ¯bσaη¯∂b
+η¯2
(
dη(η − θ) + idησaθ¯δ(η − θ)∂a
)
}〈trWS[Cz′z]δ4(y − y′)tr WS[Czz′]〉
+2
∮
1
8
η¯2δ(η − θ)δ4(y − y′)dya(σ¯bσaθ¯)α˙
×
{
〈( δ
δΣbα˙(z)
trWS[Cz′z])trWS[Czz′]〉 − 〈trWS[Cz′z]( δ
δΣbα˙(z)
tr WS[Czz′])〉
}
(4.36)
Here we have used the completeness relation obeyed by the generators T r of U(Nc).
We have obtained the supersymmetric Schwinger-Dyson equation for the nonabelian
gauge groups (4.36) in a closed form with respect to the super Wilson-loops. Eq.(4.36)
is invariant under the ordinary gauge transformation given by (4.9). The invariance of the
left hand side is obvious while that of the right hand side is less obvious. It contains the
delta function δ4(y − y′). At the nonvanishing support, the right hand side is invariant as
well.
V. Manifestly Supersymmetric Form of the Schwinger-Dyson Equa-
tion
One may wonder whether (4.36) is consistent with (3.17) at Nc = 1, namely, when we
take the abelian reduction of the nonabelian equation. We have
1
8g2
ǫαβ σ¯
aα˙βDα
δ
δΣaα˙(z′)
〈WS[C]〉
= −2〈WS[C]〉
∮
{− i
2
dya(η − θ)σa(η¯ − θ¯)
−1
2
dyaδ(η − θ)θ¯σ¯bσaη¯∂b
+η¯2(dη(η − θ) + idησaθ¯δ(η − θ)∂a)}δ4(y − y′) . (5.1)
After some calculations, we see that the right hand side of (5.1) is not algebraically equal to
that of (3.17). Are these two equations still consistent with each other ? We will be able to
answer to this question in the affirmative.
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Let us consider
IR = DαfDαδ(η − θ)δ(η¯ − θ¯)f(z) (5.2)
where
f(z) ≡ 〈T rWS[Cz′z]T rδ4(y − y′)WS[Czz′]〉 ,
Dα =
∂
∂ηα
− 2i(σaη¯)α ∂
∂ya
,
and D¯α˙ = − ∂
∂η¯α˙
,
and Dαf are given by (3.18). ( Recall that we use the same notation for z and z′, z =
(y, η, η¯), z′ = (y′, θ, θ¯) as before.) After some calculation, we find that IR can be decomposed
into
IR = IW−Z + Id , (5.3)
IW−Z = {i(η − θ)σa(η¯ − θ¯)dya + θ¯σ¯bσaη¯δ(η − θ)dya∂b
−2η¯2{dη(η − θ) + idησaθ¯δ(η − θ)∂a}f(z)
− i
2
η¯2δ(η − θ)dya〈T rWS[Cz′z]δ4(y − y′)[θσ¯aW, T r]WS[Czz′]〉 , (5.4)
Id = θ¯2{2dη(η − θ) + δ(η − θ)dya∂a}f(z)
−θ¯2η¯2δ(η − θ)〈T rWS[Cz′z]δ4(y − y′)[dηW, T r]WS[Czz′]〉 . (5.5)
In these calculations, Wα comes from two origins. Let us consider the derivative D¯α˙∂a
with this order and act on f(z). First ∂a acts on f(z), which generates Aa through WS
in f(z). The subsequent action of D¯α˙ generates D¯α˙Aa = −Faα˙ and Wα. ( Note that
∂aD¯α˙f(z) = 0 because D¯α˙WS = 0.) The Wα also appears when the derivative ∂∂ηα acts on
f(z). This action yields Aα which has the Einstein index. From the definition (2.2), Aα can
be expressed with Aa and Aα by
Aα = Aα − 2i(σaη¯)αAa .
Using the explicit expressions for Aα and Aa in the Wess-Zumino gauge, we find
Aα = η¯2{−iλα(y) + ηαD(y)− i(σabη)αvab + η2(σaDaλ¯)α} .
Comparing this with (4.15), we find the following relations between Aα and Wα:
Aα = η¯2Wα . (5.6)
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The Wα appears when ∂∂ηα acts on f(z).
Returning to (5.3), we consider taking the trace of the first term IW−Z and integrate this
along the closed loop C, IW−Z ≡
∮
trIW−Z. Since Wα is obtained by the area derivative on
the Wilson-loop WS[Cz′z] or WS[Czz′], IW−Z can be written with the super Wilson-loop and
its area derivative alone as
IW−Z =
∮
{i(η − θ)σa(η¯ − θ¯)dya + θ¯σ¯bσaη¯δ(η − θ)dya∂b
−2η¯2dη(η − θ)− 2iη¯2dησaθ¯∂a}〈trWS[Cz′z]δ4(y − y′)tr WS[Czz′]〉
+2
∮
1
8
η¯2δ(η − θ)δ4(y − y′)dya(σ¯bσa)α˙
×
{
〈( δ
δΣbα˙(z)
tr WS[Cz′z])trWS[Czz′]〉 − 〈trWS[Cz′z]( δ
δΣbα˙(z)
trWS[Czz′])〉
}
This IW−Z is exactly the right hand side of the supersymmetric Schwinger-Dyson equation
which we have obtained in the previous section. We find
1
8g2
ǫαβ σ¯
aα˙βDα
δ
δΣaα˙(z′)
〈trWS[C]〉
=
∮
tr IR −
∮
tr Id
=
∮
DαfDαδ(z − z′)〈tr T rWS[Cz′z]T rWS[Czz′]〉 − Id ,
Id ≡
∮
tr Id . (5.7)
In the abelian reduction of the above equation, the first term of the right hand side is the
same as that of eq. (3.17).
This fact indicates that Id must identically be zero if the nonabelian equation is consistent
with the abelian case. This is the case in fact. From the relation Aα = η¯2Wα and (2.10),
Id =
1
2
θ¯2
∮
{dya ∂
∂ya
+ dηα
∂
∂ηα
}δ(η − θ)δ4(y − y′)
×〈tr T rWS[Cz′z]T rWS[Czz′]〉
=
1
2
θ¯2
∮
{dya ∂
∂ya
+ dηα
∂
∂ηα
+ dη¯α˙
∂
∂η¯α˙
}δ(η − θ)δ4(y − y′)
×〈tr T rWS[Cz′z]T rWS[Czz′]〉
=
1
2
θ¯2
∮
dzM
∂
∂zM
δ(η − θ)δ4(y − y′)〈tr T rWS[Cz′z]T rWS[Czz′]〉 ,
(5.8)
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where we have used D¯α˙WS = − ∂∂η¯α˙WS = 0 in the second equality. This equation is the
contour integral along the closed loop C in superspace of the total derivative and must
vanish.
This identity is related to the restricted supergauge transformations which we have ex-
plained in Appendix C. Consider
Z[Cz′z′] = 〈WS[Cz′z′]〉 =
∫
[dV]eiSSYMWS[Cz′z′] . (5.9)
Here we do not take the trace of WS[Cz′z′] and the integrand should be understood in the
sense of matrix elements. Under the restricted supergauge transformations, the one-form A
transforms as
δΛAM = −∂MΛ + [AM ,Λ] . (5.10)
Using (4.24), we obtain
0 =
∮
〈WS[Cz′z]δΛA(z)WS[Czz′]〉
= −
∮
dzM
∂
∂zM
〈WS[Cz′z]Λ(z)WS[Czz′]〉 . (5.11)
In terms of (y, η, η¯), ∂
∂zM=α˙
= ∂
∂η¯α˙
= −D¯α˙ and D¯α˙WS = 0 as well as D¯α˙Λ = 0. We find that
the above identity becomes
0 =
∮
{dya ∂
∂ya
+ dηα
∂
∂ηα
}〈WS[Cz′z]Λ(z)WS [Czz′]〉 . (5.12)
Acting on eq. (5.12) the functional derivative δ
δΛ(r)(z′)
, which satisfies
δ
δΛ(r)(z′)
Λ(z) =
1
4
D¯′2δ(z − z′)T r = 1
4
D¯2δ(z − z′)T r ,
we find
0 =
1
4
∮
{dya ∂
∂ya
+ dηα
∂
∂ηα
}〈WS[Cz′z]{D¯′2δ(z − z′)}T rWS[Czz′]〉
=
∮
{dya ∂
∂ya
+ dηα
∂
∂ηα
}〈WS[Cz′z]δ(η − θ)δ4(y − y′)T rWS[Czz′]〉 .
Multiplying this equation by the generator T r and taking its trace, we see that the right
hand side is equal to Id.
Inserting Id = 0 into (5.7), multiplying the both sides by the gauge volume which we
have thrown away in taking the Wess-Zumino gauge condition, we find the final form of the
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nonabelian supersymmetric Schwinger-Dyson equation for the super Wilson-loop:
1
8g2
ǫαβ σ¯
aα˙βDα
δ
δΣaα˙(z′)
〈tr WS[C]〉
=
∮
DαfDαδ(z − z′)〈trWS[Cz′z]trWS[Czz′]〉 ,
Dαf = −ea
i
4
σ¯α˙αa D¯ηα˙ + e
α ,
〈 · · · 〉 =
∫
[dV] eiSSYM · · · , (5.13)
where we have used the closure property (B.11) of U(Nc). This expression is manifestly
invariant under the restricted supergauge transformations. The final equation obtained is
the first among the infinite number of the Schwinger-Dyson equations which exhaust the
dynamics of supersymmetric Yang-Mills theory. At the same time, it exhibits string dynamics
suggested by the theory. In fact, the right hand side tells us that the loop C splits into two
parts by the dynamics if two points on the loop coalesce at z′; this latter condition comes
from the delta function.
Let us now derive the rest of the Schwinger-Dyson equations. This time, not only splitting
of a loop but also joining of two loops can take place from the original configuration <∏n
i=1 trWS[C
(i)] >. The functional derivative δ
δV
(r)
mod
(z′)
A(z) z′ ∈ C(j), which appeared in
the derivation of our equation in the previous section, now acts on every loop including the
original one C(j). We find
1
8g2
ǫαβ σ¯
aα˙βDα
δ
δΣaα˙(z′)
〈
n∏
i=1
trWS[C
(i)]〉
=
n∑
j=1
θ(z′ ∈ C(j))〈

 n∏
i 6=j
trWS[C
(i)]

∮
C(j)
D(j)αf D(j)α δ(zj − z′)trWS[C(i)z′zj ]trWS[C
(i)
zjz′
] 〉
+
n∑
j=1
θ(z′ ∈ C(j))
n∑
k 6=j
〈

 n∏
i 6=j,k
trWS[C
(i)]

∮
C(k)
D(k)αf D(k)α δ(zk − z′)trWS[C(k)zkzk + C
(j)
z′z′] 〉 .
(5.14)
Here, the step function θ(z′ ∈ C(j)) indicates the case that z′ is on C(j). As before, the second
line of this equation describes the splitting of an individual loop into two if two points on
the loop coalesce at z′. The third line describes the joining of two loops into one in the case
where the point z′ is shared by the two loops. This latter condition is again a consequence
of the delta function.
As for the large Nc limit with g
2
c ≡ Ncg2 kept finite, we obtain the supersymmetric
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extension of the Migdal-Makeenko equation which is summarized in Appendix B:
1
8g2c
ǫαβ σ¯
aα˙βDα
δ
δΣaα˙(z′)
WS[C]
=
∮
DαfDα{δ(z − z′)WS[Cz′z]WS[Czz′]} ,
WS[Cz1z2 ] ≡ 〈
1
Nc
tr WS[Cz1z2]〉 =
∫
[dV] eiSSYM trWS[Cz1z2 ] . (5.15)
The dynamics is then formally contained in the one-point average3.
Eqs. (5.13) and (5.15) are both manifestly supersymmetric. The supersymmetry trans-
formations are understood as coordinate transformations in superspace:
z = (ya, η, η¯) −→ z′ = (ya + 2iησaξ¯, η + ξ, η¯ + ξ¯) , (5.16)
where ξ and ξ¯ denote the infinitesimal Grassmann parameters for the transformation. The
derivatives DA having flat indices are invariant under the coordinate transformations; they
commute or anticommute with the differential operator Q, Q¯ . The bases eA are invariant
under the coordinate transformations as well,
ea = dya − 2idησaη¯
−→ e′a = dy′ − 2idη′σaη¯′
= d(ya + 2iησaξ¯)− 2idησa(η¯ + ξ¯)
= ea ,
eα −→ eα , eα˙ −→ eα˙ . (5.17)
The delta function δ(z − z′) = δ(η − θ)δ(η¯ − θ¯)δ4(y − y′) is obviously invariant.
We also obtain
δ
δΣαβ(z′)
〈trWS[C]〉 = 0 , δ
δΣαα˙(z′)
〈trWS[C]〉 = 0 , δ
δΣα˙β˙(z′)
〈trWS[C]〉 = 0 . (5.18)
from eq. (2.18). These equations are identities in the original variables but should be treated
as constraints as soon as we employ the super Wilson-loop as a fundamental variable.
In the large Nc limit (5.18) becomes
δ
δΣαβ(z′)
WS[C] = 0 ,
δ
δΣαα˙(z′)
WS[C] = 0 ,
δ
δΣα˙β˙(z′)
WS[C] = 0 . (5.19)
3 There may be a subtlety in taking the large Nc limit in the case of supersymmetric gauge theories. This
is related to the existence of degenerate vacua and the validity of the cluster property.
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VI. Solution in the abelian case
In this section, we solve the supersymmetric abelian Schwinger-Dyson equation. Our
main objective here is to check that our nonlinear functional equation does contain the
desirable nontrivial solutions at least in the linearized approximation. Start with
1
8g2
ǫαβD
ασ¯aα˙α
δ
δΣaα˙(z′)
lnWS[C] =
∮
DαfDαδ(z − z′) , (6.1)
δ
δΣαβ(z′)
lnWS[C] = 0 ,
δ
δΣα˙β˙(z′)
lnWS[C] = 0 ,
δ
δΣαα˙(z′)
lnWS[C] = 0 , (6.2)
which are respectively (3.17) and (5.19) divided for each side by WS[C]. These are the
first order approximation to the perturbative expansion of the supersymmetric nonabelian
Schwinger-Dyson equation.
We now take an ansatz for the lnWS[C]:
lnWS[C] =
∮
eA
∮
e′BPBA(z, z′) ,
eA = eA(s) , z = z(s) , e′B = eB(t) , z′ = z(t) , (6.3)(
lnWS[Czfzi ] =
∫ zf
zi
eA
∫ zf
zi
e′BPBA(z, z′)
)
(6.4)
where
∮
denotes the contour integration along the closed loop C. We use s and t to param-
eterize the loop C. Exchanging s and t, we find the relation
PBA(z, z′) = (−)|A||B|PAB(z′, z) . (6.5)
Since the system given by (6.1) and (6.2) takes a manifestly supersymmetric form and the
bases eA are invariant under the supertransformations, PBA(z, z′) must take the following
form:
PBA(z, z′) = PBA(ya − y′a − i(η − η′)σa(η¯ + η¯′), η − η′, η¯ − η¯′) = PBA(ua, τ, τ¯) ,
where we have introduced the new coordinates ua, τ and τ¯ respectively by
ua ≡ ya − y′a − i(η − η′)σa(η¯ + η¯′) , τ ≡ η − η′ , τ¯ ≡ η¯ − η¯′ . (6.6)
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These new coordinates are invariant under the supersymmetry transformations (5.16). Useful
formulas for DA(y, η, θ¯) or D
′
A(y
′, η′, η¯′) in terms of ua, τ, and τ¯ are
DA =


∂
∂ya
= ∂
∂ua
,
Dα =
∂
∂ηα
+ 2i(σaη¯)α
∂
∂ya
= ∂
∂τα
+ i(σaτ¯ )α
∂
∂ua
,
D¯α˙ = − ∂∂η¯α = − ∂∂τ¯ α˙ − i(τσa)α˙ ∂∂ua .
D′A =


∂
∂y′a
= − ∂
∂ua
,
D′α =
∂
∂η′α
+ 2i(σaη¯′)α
∂
∂y′a
= − ∂
∂τα
+ i(σaτ¯)α
∂
∂ua
,
D¯′α˙ = − ∂∂η¯′α = ∂∂τ¯ α˙ − i(τσa)α˙ ∂∂ua .
(6.7)
Of course DA and D
′
A commute or anticommute with each other.
Under an infinitesimal deformation of the loop C, we obtain
δ lnWS[C]
= 2
∮
e′Bδe′A[D′A
∮
eCPCB(z′, z)− (−)|A||B|D′B
∮
eCPCA(z′, z)]
+4i
∮
(e′αδe′α˙ + e′α˙δe′α)σaαα˙
∮
eAPAa(z′, z) , (6.8)
where we used (6.5) and δe′A is defined by
δe′A = δzM (t)eM
A(t) .
The last term of the right hand side of (6.8) appears because we express it with the bases
eA. The additional anzatz we take for the solution reads
PAα˙ = 0
in lnWS[C]. This ansatz is consistent with the condition (2.12)
0 = D¯α˙ lnWS[Czfzi] = 2
∫ zf
zi
e′BPBα˙(zf or zi, z′) . (6.9)
Let us return to (6.8). The contour integral
∮
e′Bδe′A in (6.8) represents an infinitesimal
area element which has flat indices. Therefore we get, from (6.8), the following constraints
given by (6.2)
0 =
δ
δΣαβ(z′)
lnWS[C]
= 2
∮
ea{D′αPaβ(z′, z) + D′βPaα(z′, z)}
−2
∮
eγ{D′αPγβ(z′, z) + D′βPγα(z′, z)} , (6.10)
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0 =
δ
δΣα˙α(z′)
lnWS[C]
= 2
∮
ea{D¯′α˙Paα(z′, z) + 2iσbαα˙Pab(z′, z)}
−2
∮
eγ{D¯′α˙Pγα(z′, z) + 2iσbαα˙Pγb(z′, z)} , (6.11)
where we used (6.5) and the condition PAα˙ = 0. The equation originating from the second
one of (6.2) is trivially satisfied as PAα˙ = 0.
From (6.10), we obtain
0 = D′αPaβ(z′, z) + D′βPaα(z′, z) ,
0 = D′αPγβ(z′, z) + D′βPγα(z′, z) , (6.12)
and Paα, Pγα are written as
Paα(z′, z) = D′αPa(z′, z) , Pγα(z′, z) = D′αPγ(z′, z) . (6.13)
for Pa(z′, z), Pγ(z′, z). From (6.11) and (6.13), we obtain
Pab(z′, z) = − i
4
D¯′σ¯bD
′Pa(z′, z) , Pγb(z′, z) = − i
4
D¯′σ¯bD
′Pγ(z′, z) .
Considering the above forms of Pab, Pγb and also (6.5), we can express all P’s with single
function P(z′, z):
Pb(z′, z) = − i
4
D¯σ¯bDP(z′, z) ,
Pγ(z′, z) = DγP(z′, z) ,
Pab(z′, z) = ( i
4
)2D¯σ¯aDD¯
′σ¯bD
′P(z′, z) ,
Pγb(z′, z) = − i
4
D¯′σ¯bD
′DγP(z′, z) ,
Pγα(z′, z) = D′αDγP(z′, z) . (6.14)
Here P(z′, z) must satisfy the condition
P(z′, z) = P(z, z′) . (6.15)
This function should be a function of u, τ, τ¯ only. We see that P must take the following
form
P(z′, z) = Q(u) + τ 2τ¯ 2R(u) . (6.16)
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The remaining task is to determine the function P(z, z′) by considering equation (6.1).
Using (6.8) we obtain
2
∮
eaσ¯bα˙αD′αD¯
′
α˙Pab(z′, z)
+2
∮
eβ σ¯aα˙αD′αD¯
′
α˙Pβa(z′, z)
= 8g2
∮
{DafDαδ(τ)δ(τ¯)δ4(u) + eADAf(u, τ, τ¯)} . (6.17)
Here we add the last term 8g2
∮
eADAf(u, τ, τ¯) to the right hand side of the Schwinger-
Dyson equation. This term is auxiliary as it has the form of total derivatives for the contour
integral. This additional term is not necessary and we add it only for convenience. The source
term DαfDαδ(τ)δ(τ¯ )δ4(u) does not involve the basis eα˙. Following this fact, we impose the
condition that f be chiral. The f(u, τ, τ¯) must then have the form
f(u, τ, τ¯) = A(u) + iτσaτ¯ ∂aA(u) +
1
4
τ 2τ¯ 2✷A(u) + τ 2F(u) . (6.18)
We now insert Pab(z′, z), and Pγb(z′, z) (see (6.13)) into (6.17). Using the concrete form of
P given by (6.16) and matching appropriate power of τ, τ¯ , we get the following independent
differential equations of the fields Q(u), R(u) and the component fields of f(u, τ, τ¯),
✷Q(u)− 4R(u) = −4ig2A(u) ,
✷(✷Q(u)− 4R(u)) = 4ig2δ4(u) ,
F(u) = 0 . (6.19)
Solving these equations, we find that
P(z, z′) = 2ig2✷−1(✷−1δ4(u)− C(u))
− i
2
g2τ 2τ¯ 2(✷−1δ4(u) + C(u)) . (6.20)
Here the C(u) is an arbitrary function and can be regarded as gauge parameter. We need
not be concerned about the dependence of P(z, z′) on C(u). Only PAB(z′, z) are directly
related to physical quantities and these are related to P(z, z′) through the gauge independent
combination I(u) = ✷Q(u)− 4R(u). Using the expressions (6.14), we obtain that
Pab(z′, z) = ( i
4
)2{2gab − 2iτσaτ¯ ∂b + 2iτσbτ¯ ∂a
+2ǫabcd∂
cτσdτ¯ − τ 2τ¯ 2(gab✷− ∂a∂b)}I(u) ,
Pαb(z′, z) = − i
4
{(σaτ¯)α + i
2
τ¯ 2(σbσ¯aτ)α∂b
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+iτατ¯
2∂a}I(u) ,
Pαβ(z′, z) = 1
2
τ¯ 2ǫαβI(u) ,
I(u) = 4ig2✷−1δ4(u) . (6.21)
These results are equal to those obtained by carrying out the path integral for the super
Wilson-loop average. So we can conclude that our Schwinger-Dyson equation is nontrivial
and provides no less information than the path integral method does. We should note that
the equations given by (6.2) are as important as (6.1) in order to solve our Schwinger-Dyson
equation.
VII. One-dimensional fermion along the loop and renormalization
of the one-point super Wilson-loop average
In the previous section, we obtained the abelian as well as the nonabelian supersymmetric
Schwinger-Dyson equations. These are, however, written in terms of bare quantities and must
be renormalized in order to obtain physical results. For the ordinary non-supersymmetric
Wilson-loop, the renormalization of the one-point function has been already discussed in
refs. [13]-[17]. The renormalization of the Wilson-loop is most transparent in terms of the
first quantized lagrangian minimally coupled to the gauge fields (see [12, 13]):
Lpath =
∫ 1
0
ds [iw¯(s)w˙(s) + gw¯(s)x˙a(s)va(x(s))w(s)] , (7.1)
where w(s) is a one-dimensional fermion on a given path xa(s) and belongs to the funda-
mental representation of SU(Nc) or U(Nc). In this language, the path-ordered exponential
is represented as the two point function
W [C] = [P exp{ig
∫ 1
0
dsx˙va}]ij = 〈0|P wi(0)w¯j(1)|0〉 . (7.2)
The proof of this equality becomes obvious if one recognizes that the right hand side of the
above equation is a Green’s function G(s = 1) satisfying
(
i
d
ds
+ gx˙a(s)va(s)
)
G(s) = iδ(s)δji . (7.3)
The solution of this equation under G(0) = 1 is in fact the left hand side of (7.2) with
multiplication of the step function θ(s) implied. Therefore, the renormalization problem of
the Wilson-loop - a composite operator - becomes equivalent to that of the w-field in the
lagrangian Lpath + LYM
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We may expect that the renormalization problem of our super Wilson-loop can be handled
in a similar way to the non-supersymmetric case. Let us define
Lpath =
∫ 1
0
ds [iw¯(s)w˙(s)− iw¯(s)A(z(s))w(s)] , (7.4)
where A(z) = eAAA is the one-form in superspace. Using Lpath, we can write the super
path-ordered exponential in the form similar to (7.2),
WS[C] = [P exp
∮
A(z(s))]ij = 〈0|P wi(0)w¯j(1)|0〉 . (7.5)
Let us demonstrate the renormalization of the self-energy part of the w-field to one-loop
order by using the dimensional regularization. We will show that the pole term appearing
in the self-energy part is cancelled by the local counterterm
∫ 1
0
ds i(Z2 − 1)w¯(s)w˙(s) . (7.6)
Here Z2 denotes the renormalization constant of the wave function for the w field.
At one-loop, all we have to do is to consider the leading of the vertex
∫
w¯Aw expanded
in V. The ghost loop does not contribute to the one-loop self-energy part. Knowing these
we can proceed without taking the Wess-Zumino gauge. The propagator for the w-field and
that for the superfield V(z) are respectively
〈w(i)(s1)w¯(j)(s2)〉 = δijθ(s2 − s1)
〈V(r)(z)V (s)(z′)〉
= −ig2δrs{−4(1− α)✷−2D (u) + (1 + α)τ 2τ¯ 2✷−1D (u)}
≡ −ig2δrsV(z, z′) , (7.7)
where ✷−1D (u) and ✷
−2
D (u) are defined respectively by the following forms
✷
−1
D (u) =
∫
dDk
(2π)D
e−iku
−k2 = −
i
4πD/2
Γ(D
2
− 1)
uD−2
,
✷
−2
D (u) =
∫
dDk
(2π)D
e−iku
(−k2)2 =
i
16πD/2
Γ(D
2
− 2)
uD−4
. (7.8)
The variables u, τ and τ¯ are the same ones as defined by (6.6). Here u is defined by
u =
√
uaua =
√
−u20 + u21 + u22 + u23 . (7.9)
Following this definition of u, the Lorentz index a runs only from 0 to 3. The matrices σa
or σ¯a are defined in 4-dimensional spacetime.
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✷
−1
D (u) and ✷
−2
D (u) satisfy
✷✷
−2
D (u) = (1 + ǫ)✷
−1
D (u) ,
✷✷
−1
D (u) = δD(u) ,
δD(u) = i
Γ(D/2)
πD/2
ǫu2ǫ−4 ,
ǫ =
4− D
2
,
where ✷ denotes the four dimensional Klein-Gordon operator.
The propagator for V is invariant under the four dimensional supersymmetry transfor-
mations given by (5.16) and is expressible in terms of u, τ and τ¯ . Using this propagator and
the vertex interaction
∫
ds w¯Aw in LSeff , we find
iΣ(1) = (i)2
∫ 1
0
ds1
∫ 1
0
ds2w¯(s1)T
rT sw(s2)θ(s2 − s1)〈A(r)(z)A(s)(z′)〉
= −ig2(i)2C2(Nc)
∫ 1
0
ds1
∫ 1
0
ds2w¯(s1)w(s2)θ(s2 − s1)
×{( i
4
)2eae′bD¯σ¯aD D¯
′σ¯bD
′
− i
4
eae′αD¯σ¯aDD
′
α −
i
4
eαe′aDα D¯
′σ¯aD
′
+eαe′βDαD
′
β}V(z, z′) ,
C2(Nc) =
N2c − 1
Nc
for gauge group SU(Nc) , Nc, for gauge group U(Nc) , (7.10)
where we have taken into account that only the leading order in V in the vertex contributes
to the one-loop self energy as we mentioned above.
Let us evaluate the first term in iΣ(1), which we denote by iI1. The term iI1 is given by
iI1 ≡ −i( i
4
)2(ig)2C2(Nc)
∫ 1
0
ds1
∫ 1
s1
ds2 w¯(s1)w(s2)e
ae′b
×{−16gab✷−1D (u) + 16iτσbτ¯∂a✷−1D (u)− 16iτσaτ¯∂b✷−1D (u)
−16ǫabcdτσcτ¯∂d✷−1D (u) + 4τ 2τ¯ 2gabδD(u)}k(ǫ, α) ,
k(ǫ, α) = 1 +
1
2
ǫ(1− α) , ǫ = 4− D
2
. (7.11)
We have used (7.7). The function δD(u) is a well-defined distribution and does not have poles
at D = 4. The last term in the middle bracket does not contribute to the divergence. The
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divergence comes from the point s1 = s2. In order to estimate the behavior of the integrand
of (7.11) around this point, we expand as Taylor series
e′a = ea(s2) = e
a(s1) + (s2 − s1)dea(s1) + · · · ,
w(s2) = w(s1) + (s2 − s1)w˙(s1) + · · · ,
ua = (s1 − s2)ea(s1)− 1
2
(s1 − s2)2dea(s1) + · · · ,
τ = (s1 − s2)η˙(s1) + · · · ,
τ¯ = (s1 − s2) ˙¯η(s1) + · · · . (7.12)
The first term in I1 reads
−i( i
4
)2(ig)2C2(Nc)
∫ 1
0
ds1
∫ 1
s1
ds2w¯(s1)w(s2)e
ae′b(−16)gab✷−1D (u)
= 16(
i
4
)2(ig)2C2(Nc)
1
4πD/2
Γ(
D
2
− 1)
∫ 1
0
ds1
∫ 1
s1
ds2 |e|4−D{(s1 − s2)2−Dw¯(s1)w(s1)
+
1
2
ede
|e|2 (D− 4)(s1 − s2)
3−Dw¯(s1)w(s1) + (s1 − s2)3−Dw¯(s1)w˙(s1)}k(ǫ, α)
+O((D− 4)) , |e|2 = eaea . (7.13)
The term of (s1 − s2)2−D does not yield any pole at D = 4 after integrating over s2. The
second term yields a pole, but it gets multiplied by the factor (D− 4). The contribution to
the pole at D = 4 comes only from the last term of (7.13). We find
1
8π2
(ig)2C2(Nc)
∫ 1
0
ds1 w¯(s1)w˙(s1){− 2
4−D − γ −
1
2
(1− α)− ln(π|e|2(1− s1)2)}
+(finite term at D = 4) . (7.14)
Next we evaluate the second, third and forth terms in the middle bracket of the integrand
of (7.11). By using (7.12), we see that each of these terms has poles but does not contribute
to the self-energy part because of antisymmetry with respect to the indices a and b.
We will estimate the second and the third terms in iΣ(1), which we denote respectively
by iI2 and iI3. Using the expansion (7.12), the second term iI2 is evaluated as
iI2 ≡ i i
4
(ig)2C2(Nc)
∫ 1
0
ds1
∫ 1
0
ds2 w¯(s1)w(s2)θ(s2 − s1)eae′αD¯σ¯aDD′αV (z, z′)
= i
i
4
(ig)2C2(Nc)
∫ 1
0
ds1
∫ 1
s1
ds2 w¯(s1)w(s2)e
ae′α{8(σaτ¯ )α✷−1D
−8iτατ¯ 2∂a✷−1D − 4iτ¯ 2(σbσ¯aτ)α∂b✷−1D }k(ǫ, α)
= − i
2πD/2
(ig)2C2(Nc)
∫ 1
0
ds1 w¯(s1)w(s1)|e|2−DΓ(D
2
− 1) 1
4− De
aeασaαα˙e
α˙(s1 − 1)4−D
+(finite term at D = 4) . (7.15)
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Similarly, the third term iI3 is evaluated as
iI3 ≡ i i
4
(ig)2C2(Nc)
∫ 1
0
ds1
∫ 1
0
ds2 w¯(s1)w(s2)θ(s2 − s1)e′aeαD¯′σ¯aD′DαV (z, z′)
=
i
2πD/2
(ig)2C2(Nc)
∫ 1
0
ds1 w¯(s1)w(s1)|e|2−DΓ(D
2
− 1) 1
4−De
aeασaαα˙e
α˙(s1 − 1)4−D
+(finite term at D = 4) . (7.16)
The first line of iI3 has an opposite sign to that of iI2. We conclude that iI2 + iI3 does not
have a pole at D = 4. The integrand of the last term in iΣ(1) includes only higher powers of
(s1 − s2) than 4− D when expanded around s1. It does not yield a pole.
Putting all these together, we obtain
iΣ(1) =
1
8π2
(ig)2C2(Nc)
∫ 1
0
ds1 w¯(s1)w˙(s1){− 2
4− D + γ −
1
2
(1− α)− ln(π|e|2(1− s1)2)}
+(finite term at D = 4) . (7.17)
At one-loop level, the self-energy part of the w-field is renormalized by the local counterterm
∫ 1
0
ds i(Z2 − 1)w¯(s)w˙(s) ,
with Z2 given by
Z2 = 1− g
2
8π2
C2(Nc){− 2
4−D + γ −
1
2
(1− α)} . (7.18)
This one-loop renormalization constant Z2 is the same one as in the non-supersymmetric
case.
VIII. Discussion
We have already summarized the results from our investigation in introduction. Let us
briefly discuss a few points which we would like to pursue. In section seven, we considered the
renormalization of one-point function for our super Wilson-loop and carried out the explicit
one-loop computation. We should, however, consider the renormalization of our Schwinger-
Dyson equation (5.15) as well. One may expect that this could be done by smearing the
delta function δ(z − z′) appearing in (5.15) by a heat kernel. Another obvious direction is
extension of our work to the N = 2 case. We have made some preliminary investigations
and hope to be able to report on this. A wealth of results will be waiting on this avenue in
connection with [18, 19].
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Appendix A. Wilson-loop and area derivative
We represent the gauge field by va(x) =
∑
r v
(r)
a (x)T
(r) where T (r) are the generators of
the gauge group. Using the spacetime curve Cxy, we define the Wilson-loop as follows,
W [Cxy] = P exp{− i
2
∫ x
y
dwava(w)} , (A.1)
where the capital P denotes the usual path ordered product. The field strength in this
notation reads
vab = ∂avb − ∂bva + i
2
[va, vb] .
We simply list
∂
∂ya
W [Cxy] = +
i
2
W [Cxy]va(y) ,
∂
∂xa
W [Cxy] = − i
2
va(x)W [Cxy] . (A.2)
Let us now consider two parameters s, t, and a function ua(s, t) which maps these pa-
rameters into spacetime. For convenience we take the condition ua(0, 0) = xa. We consider
two small curves △C1 and △C2 defined by ua(s, t) as follows:
△C1 : u(0, 0) fixing t=0−→ u(δs, 0) fixing s=δs−→ u(δs, δt) , (A.3)
△C2 : u(0, 0) fixing s=0−→ u(0, δt) fixing t=δt−→ u(δs, δt) , (A.4)
where δs and δt are infinitesimal. Now we will evaluate the difference between W [△C1+Cxy]
and W [△C2 + Cxy],
δW [Cxy] ≡ W [△C1 + Cxy]−W [△C2 + Cxy]
= {W [△C1]−W [△C2]}W [Cxy] , (A.5)
where δW [Cxy] denotes that difference. Keeping the term up to the second order in δs and
δt, we get
W [△C1]−W [△C2] = − i
2
P{
∫
△C1
−
∫
△C2
}dwava(w)
+
1
2
(− i
2
)2P{(
∫
△C1
dwava(w))
2 − (
∫
△C2
dwava(w))
2}
+O(δ3) . (A.6)
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Calculating
∫
△C1
dwava(w) of the right hand side of (A.6), we find that∫
△C1
dwava(w) = {δs∂u
a
∂s
+ δt
∂ua
∂t
}va(x)
+
1
2
(δs)2{∂
2ua
∂s2
va(x) +
∂ua
∂s
∂ub
∂s
∂avb(x)}
+
1
2
(δt)2{∂
2ua
∂t2
va(x) +
∂ua
∂t
∂ub
∂t
∂avb(x)}
+ δsδt {∂
2ua
∂s∂t
va(x) +
∂ua
∂s
∂ub
∂t
∂avb(x)} , (A.7)
and
∫
△C2
dwava(w) is given similarly as
∫
△C1
dwava(w) with δs and δt exchanged. So we
obtain
− i
2
P{
∫
△C1
−
∫
△C2
}dwava(w) = − i
2
δsδt
1
2
{∂u
a
∂s
∂ub
∂t
− ∂u
b
∂s
∂ua
∂t
}(∂avb(x)− ∂bva(x)) .
(A.8)
Calculating P (
∫
△C1
dwava(w))
2 of the right hand side of (A.6), we get
P (
∫
△C1
dwava(w))
2 = δs2{∂u
a
∂s
va(x)}2 + δt2{∂u
a
∂t
va(x)}2
+ 2δsδt
∂ua
∂s
∂ub
∂t
vb(x)va(x) , (A.9)
and P (
∫
△C2
dwava(w))
2 is the same as P (
∫
△C1
dwava(w))
2 with δs and δt exchanged. So we
obtain
1
2
(− i
2
)2P{(
∫
△C1
dwava(w))
2 − (
∫
△C2
dwava(w))
2}
= −1
2
(− i
2
)2δsδt{∂u
a
∂s
∂ub
∂t
− ∂u
b
∂s
∂ua
∂t
}[va(x), vb(x)] . (A.10)
From the equation (A.8) and (A.10), we see that
δW [Cxy] = (− i
2
)
1
2
δsδt{∂u
a
∂s
∂ub
∂t
− ∂u
b
∂s
∂ua
∂t
}vab(x)W [Cxy] . (A.11)
Let us consider a closed curve △C ≡ △C1 − △C2. We project △C to the (xa, xb)-plane
and express this curve △Cab. 1
2
δsδt{∂ua
∂s
∂ub
∂t
− ∂ub
∂s
∂ua
∂t
} is the area which is surrounded by the
small curve △Cab. We define the area element δσab as this small area and we obtain the
area derivative of the Wilson-loop as follows:
δW [Cxy]
δσab(x)
= − i
2
vab(x)W [Cxy] ,
δσab =
1
2
δsδt{∂u
a
∂s
∂ub
∂t
− ∂u
b
∂s
∂ua
∂t
} . (A.12)
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The gauge transformation of the Wilson-loop takes the form;
W [Cxy] −→ W ′[Cxy] = U(x)W [Cxy]U−1(y) . (A.13)
In the case that the curve Cxy is a closed loop Cxx, we see from (A.13) that the operator
trW [Cxx] is gauge invariant. Since trW [Cxx] doesn’t depend on x, we may express this as
trW [C]. Note that, if we don’t take the trace, W [Cxx] depends on x. Note also that W [Cxx]
is a matrix and gauge variant operator although Cxx is a closed loop.
Appendix B. Migdal-Makeenko equation
Let us start with
0 = 〈tr T (r) δ
δv
(r)
a (x)
W [C]〉
=
∫
[dva] tr( T (r)
δ
δv
(r)
a (x)
exp{i 1
g2
SYM}W [C] ) , (B.1)
where the summation over the index r is taken tacitly. Here SYM denotes the Yang-Mills
action which is written as follows:
SYM =
∫
d4xLYM ,
LYM = tr{− 1
16
vabvab} , (B.2)
where LYM denotes the Yang-Mills Lagrangian density. The path integral volume element
[dva] is normalized to satisfy the condition; 1 =
∫
[dva] exp{i 1
g2
SYM}. The equation (B.1) is
trivial, because it is the total derivative of the functional variable va. Letting the functional
derivative T (r) δ
δv
(r)
a (x)
act on exp{iSYM}, we find
T (r)
δ
δv
(r)
a (x)
exp{i 1
g2
SYM} = i 1
4g2
Dbv
ba(x) exp{i 1
g2
SYM} , (B.3)
where we have defined Dbv
ba by
Dbv
ba(x) = ∂bv
ba(x) +
i
2
[vb(x), v
ba(x)] . (B.4)
eq. (B.1) gives
i
1
4g2
〈tr{Dbvba(x)W [Cxx]}〉 = i
2
∮
dwa〈tr{ T (r)W [Cxw]T (r)δ(4)(w − x)W [Cwx] }〉 .
(B.5)
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Here the
∮
denotes the contour integral along the closed loop C.
Let us try to rewrite the equation (B.5). Remember that the field strength vba is given
by the area derivative of the Wilson-loop defined in (A.12), and the gauge connection vb by
the derivative of the Wilson-loop defined in (A.2). From the equation (A.12), we obtain
δ
δσba(x)
〈trW [C]〉 = − i
2
〈tr{vba(x)W [Cxx]}〉 . (B.6)
Taking the derivative of the each side of the equation (B.6), yields
∂
∂xb
δ
δσba(x)
〈trW [C]〉 = − i
2
〈tr{
(
∂
∂xb
vba(x)
)
W [Cxx]}〉
− i
2
〈tr{vba(x)
(
∂
∂xb
W [Cxx]}
)
〉 . (B.7)
Recall also that W [Cxx] depends on x. From the equation (A.2) we see that
∂
∂xb
W [Cxx] = − i
2
[vb(x),W [Cxx]] . (B.8)
Inserting (B.8) into (B.7), we find
∂
∂xb
δ
δσba(x)
〈trW [C]〉 = − i
2
〈tr{Dbvba(x)W [Cxx]}〉 . (B.9)
This tells us that we may express the equation (B.5) as follows:
− 1
2g2
∂
∂xb
δ
δσba(x)
〈trW [C]〉
=
i
2
∮
dwa〈tr{ T (r)W [Cxw]T (r)δ(4)(w − x)W [Cwx] }〉 . (B.10)
Using the property for the fundamental representation of U(Nc)
∑
r
T
(r)
ij T
(r)
kl = δilδjk , (B.11)
the equation (B.10) yields
− 1
2g2
∂
∂xb
δ
δσba(x)
〈trW [C]〉
=
i
2
∮
dwaδ(4)(w − x)〈tr{W [Cxw] }tr{W [Cwx] }〉 , (B.12)
and this is the exact Schwinger-Dyson equation of the Wilson-loop for the gauge group
U(Nc). (B.12) is invariant under the gauge transformation. The left hand side of (B.12) is
trivially invariant because of the invariance of trW [C]. As for the right hand side, because
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of the delta function, the integrand is non-vanishing only if w = x and, when w = x, each of
trW [Cxw] and trW [Cxw] is gauge invariant.Therefore we see that (B.12) is gauge invariant.
Here we define the new coupling constant g2c ≡ Ncg2 and use gc instead of g in the
equation (B.12). Taking the large Nc limit with gc kept finite, in the leading order of Nc we
obtain the final form;
1
g2c
∂
∂xb
δ
δσba(x)
W[C] = −i
∮
dwaδ(4)(w − x)W[Cxw]W[Cwx], (B.13)
where W[Cxy] denotes the quantum average of the Wilson-loop;
W[Cxy] = 〈 1
Nc
tr W [Cxy]〉 =
∫
[dva] exp{iNc
g2c
SYM} 1
Nc
trW [Cxy] .
The non-linear equation (B.13) for the W[C] is well known as Migdal-Makeenko equation.
Note that in the leading order of Nc, W[Cxy] is composed of only the planar diagrams.
In the abelian case we can easily obtain the Schwinger-Dyson equation which corresponds
to the equation (B.13);
1
g2
∂
∂xb
δ
δσba(x)
W[C] = −iW[C]
∮
dwaδ(4)(w − x) . (B.14)
In this case we can calculate W[C] directly from its definition;
W[C] = 〈W [C]〉 =
∫
[dva] exp{i 1
g2
SAB}W [C] ,
where SAB is the abelian action. We can carry out this path integral because of its Gaussian
type. The result is
W[C] = exp{− i
2
g2
∮ ∮
dxadya✷
−1(x− y)}
= exp{− i
2
g2
i
4π2
∮ ∮
dxadya
(x− y)2} . (B.15)
This satisfies the equation (B.14).
Appendix C. Vector Superfields
The elements of superspace are denoted by
zM = (xa, θα, θ¯α˙) , (C.1)
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where the capital letter M represents the four-vector index a as well as the spinor indices α
and α˙. Elements of superspace obey the following multiplication law:
zMzN = (−)|M ||N |zNzM .
Here |M | is the following function of M :
|M | =
{
0, whenM is a vector index,
1, whenM is a spinor index.
Exterior products in superspace are defined in complete analogy to ordinary space:
dzM ∧ dzN = −(−)|M ||N |dzN ∧ dzM ,
dzMzN = (−)|M ||N |zNdzM .
The p-forms on superspace is expressed as
Ωp = dz
M1 ∧ dzM2 ∧ · · · ∧ dzMpΩMp···M2M1(z), (C.2)
where we implicitly take the summation ofM1,M2, · · · ,Mp as in the usual manner for upper
and lower indices. From now on we shall drop the symbol ∧ for exterior multiplication.
We now introduce exterior derivatives on superspace which map p-forms into (p+1)-
forms,
Ωp = dz
M1 · · ·dzMpΩMp···M1(z) ,
dΩp = dz
M1 · · ·dzMpdzM ∂
∂zM
ΩMp···M1(z) . (C.3)
From this definition of exterior derivatives, we can straightforwardly show the following
properties:
d(Ωp + Σp) = dΩp + dΣp ,
d(ΩpΩq) = ΩpdΩq + (−)q(dΩp)Ωq ,
dd = 0 , (C.4)
where Ωp, Σp are p-forms and Ωq q-forms.
Let us consider a one-forms A and identify it with the gauge field on superspace,
A = dzMAM(z) = dzMA(r)M (z)iT r, (C.5)
where T r denotes the generator of a gauge group.
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The super transformation of superfields is defined by using differential operators Qα, Q¯α˙.
The exterior derivative d = dzM ∂
∂zM
does not commute with Qα, Q¯α˙. Namely, d = dz
M ∂
∂zM
,
which maps p-forms into (p+1)-forms, does not maps superfields into superfields. This tells
us that the basis dzM is not useful for supersymmetry. We will introduce a new basis in the
following, in terms of which exterior derivatives map superfields into superfields.
The following differential operators Dα, D¯α˙ and ∂a commute or anticommute with Qα,
Q¯α˙,
Da ≡ ∂a ,
Dα ≡ ∂
∂θα
+ i(σaτ¯)α∂a ,
Dα˙ ≡ D¯α˙ = − ∂
∂θ¯α˙
− i(θσa)α˙∂a . (C.6)
We will express these differential operators as DA, where the capital letter A denotes the
spacetime index a, the spinor indices α or α˙. The derivative ∂
∂zM
can be written in terms of
DA as follows:
∂
∂zM
= eM
ADA , (C.7)
where the matrix eM
A has the form:
eM
A =


A
δa
b 0 0
M −i α(σbθ¯) δα β 0
−i α˙(θσb) 0 −δα˙ β˙

 . (C.8)
We define a matrix eA
M such that
eA
MeM
B = δA
B ,
eM
AeA
N = δM
N . (C.9)
From this, eA
M has the form:
eA
M =


M
δa
b 0 0
A i α(σ
bθ¯) δα
β 0
−i α˙(θσb) 0 −δα˙ β˙

 . (C.10)
By using DA and eM
A, the exterior derivative d = dzM ∂
∂zM
may be written as follows:
d = dzM
∂
∂zM
= dzMeM
ADA
= eADA , (C.11)
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where we have introduced a new basis eA defined by
eA = dzMeM
A , (C.12)
or, from(C.9),
dzM = eAeA
M . (C.13)
From now on we will call the index M Einstein index, while A flat index.
We may expressed p-forms with this basis eA:
Ωp = dz
M1 · · · dzMpΩMp···M1(z) ,
= eA1 · · · eApΩAp···A1(z) . (C.14)
The relations between the components ΩMp···M1 and ΩAp···A1 are determined from the above
equation and the definition of eA. Since the matrix eM
A depends on θ, θ¯, the basis eA does
not commute with exterior derivatives,
[d, eA] = dzMeBDBeM
A
= eCeC
MeBDBeM
A
=
{
2iσaαα˙e
αeα˙ (A = a)
0 (otherwise)
≡ deA . (C.15)
So in terms of eA, dΩp takes the form,
dΩ = eA1 · · · eApeBDBΩAp···A1
+eA1 · · · (deAp)ΩAp···A1
+ · · · · · ·
+(deA1) · · · eApΩAp···A1 . (C.16)
Note that deA is expressed only with eα, eα˙ and does not depends on z = (x, θ, θ¯). Namely,
in terms of eA, each component of dΩp is represented with DA and the components ΩAp···A1 of
Ωp. This tells us that, in terms of e
A, if all components of Ωp are superfields, all components
of dΩp are also superfields. (Note that, in general, when ΩAp···A1 are superfields, ΩMp···M1 are
not superfields.) From the above argument, we can conclude that the basis eA is useful for
supersymmetry.
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Let us represent the one-forms A by using the basis eA,
A = dzMAM
= eAAA , (C.17)
and from this, the relations between AM and AA are
Aa = Aa ,
Aα = Aα − i(σaθ¯)αAa ,
Aα˙ = −Aα˙ − i(θσa)α˙Aa , (C.18)
where a, α and α˙ denote Einstein indices. Here we regard all the components AA as super-
fields. The gauge transformation of the component AA takes the form,
AA −→ A′A = −X−1DAX +X−1AAX. (C.19)
The field strength F may be rewritten in terms of eA as follows:
F = dA+AA
= eAeBDBAA + (deA)AA
+eAAAeBAB
= 2i eσae¯Aa
+
1
2
eAeB{DBAA − (−)|A||B|DAAB
−ABAA + (−)|A||B|AAAB} , (C.20)
and components of F are
Fab = ∂aAb − ∂bAa − [Aa,Ab] ,
Faα = ∂aAα −DαAa − [Aa,Aα] ,
Faα˙ = ∂aA¯α˙ − D¯α˙Aa − [Aa, A¯α˙] ,
Fαβ = DαAβ +DβAα − {Aα,Aβ} ,
Fα˙β˙ = D¯α˙A¯β˙ + D¯β˙A¯α˙ − {A¯α˙, A¯β˙} ,
Fαα˙ = DαA¯α˙ + D¯α˙Aα − {Aα, A¯α˙}+ 2iσaαα˙Aa , (C.21)
where we define these by F = 1
2
eAeBFBA. Each component of F represents a full super-
field multiplet. These multiplets contain a large number of component fields. Most of the
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component fields are superfluous and must be eliminated through constraint equations. The
constraint equations which we should take are well-known as flatness condition:
Fαβ = Fα˙β˙ = Fαα˙ = 0 . (C.22)
Since our goal in this appendix is not to get the general solutions of (C.22), here we adopt
a following solution [9, 10]
Aα = −e−VDαeV ,
A¯α˙ = 0 ,
Aa = − i
4
σ¯α˙αa
(
DαA¯α˙ + D¯α˙Aα − {Aα, A¯α˙}
)
=
i
4
σ¯α˙αa D¯α˙e
−VDαe
V , (C.23)
where V = V(r)T r and eV is an element of the gauge group generated by T r. These equations
trivially satisfy Fαβ = Fα˙β˙ = 0, because A¯α˙ = 0 and Aα has the form of pure gauge type.
Aa is determined to satisfy Fαα˙ = 0 for the given A¯α˙, Aα.
We will assume that V is a real superfield;V = V†. V has the following form:
V = C(x) + iθχ(x) + iθ¯χ¯(x)
+
i
2
θθ[M(x) + iN(x)]− i
2
θ¯θ¯[M(x)− iN(x)]
−θσaθ¯va(x) + iθθθ¯[λ¯(x) + i
2
σ¯a∂aχ(x)]
−iθ¯θ¯θ[λ(x) + i
2
σa∂aχ¯(x)]
+
1
2
θθθ¯θ¯[D(x) +
1
2
✷C(x)] , (C.24)
where the component fields C,D,M,N and va are all real from the reality condition of V. V
is called vector superfield and is a fundamental superfield in supersymmetric gauge theories.
Since we have kept explicitly supergauge covariance in these arguments, the solutions which
are given by exchanging eV for eVX in (C.23) are also satisfy the flatness conditions. V
has another ambiguity. Even if we exchange eV for eΛ
†
eV where Λ† satisfies DαΛ
† = 0, the
equations (C.23) does not change. Combining this ambiguity with the gauge transformation
in superspace, the transformation of V takes the form eV → eV′ = eΛ†eVX . Since V′ should
also be real, X must be equal to eΛ. Therefore V transforms as follows:
eV −→ eV′ = eΛ†eVeΛ ,
D¯α˙Λ = 0 ,
DαΛ
† = 0 . (C.25)
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We will call this transformation the restricted super gauge transformation in this paper
because the element X of super gauge must satisfy X = eΛ, D¯α˙Λ = 0 in the above transfor-
mation.(note that, in the case X = eΛ, Aα˙ remains zero, Aα˙ → A′α˙ = −e−ΛDα˙eΛ = 0.)
Let us define a new superfield Wα,
Wα = i
2
σaαα˙D¯
α˙Aa
= −1
4
D¯D¯e−VDαe
V . (C.26)
In terms of (y, θ, θ¯), D¯α˙ = − ∂∂θ¯α˙ . From this we see that
D¯α˙D¯D¯ = − ∂
∂θ¯α˙
∂
∂θ¯β˙
∂
∂θ¯β˙
= 0 ,
and, furthermore,
D¯α˙Wα = 0 . (C.27)
Namely Wα is a chiral superfield. The transformation of Wα which follows (C.25) takes the
form,
Wα −→ W ′α = e−ΛWαeΛ . (C.28)
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