Abstract -Recently S u d a n formulated a decoding procedure for decoding RS-codes beyond t h e packing radius. T h e potential of t h e m e t h o d for AG-codes was recognized by Shokrollahi a n d Wasserman. We discuss similarities a n d differences with some previous algebraic decoding procedures.
I. INTRODUCTION
When Goppa introduced his famous construction of linear codes with algebraic curves over a finite field, he suggested that the decoding problem should be regarded as a problem of approximation of differentials. The various contributions to the solution of the decoding problem slhow that the actual algorithms are more easily formulated in terms of the dual code that is defined in terms of algebraic functions.
Other approaches emphasize interpolation as a way to solve the decoding problem. Thus the code itself may be defined in terms of algebraic functions and the decoding problem can be seen as looking for the best fit through a set of points in which some points are unreliable. The work by Sudan and by Shokrollahi and Wasserman shows the success of this approach in decoding beyond the packing radius of a code.
Characteristic for the approximation algorithms is the use of syndromes and the computation of unknown syndromes. These algorithms typically are fast for high rate codes with few errors. The interpolation method is fast for low rate codes. The decoding beyond the packing radius has so far only be achieved for low rate codes.
A CLASS OF RS-CODES
The code C of length n and dimension k over the field F is said to be of type [n, 
f,(W 111. FACTORIZATION AND SYNDROMES
The equations that are satisfied by the unknown syndromes are in general polynomial and are in general believed to be hard to solve (but see [2] ). The interpolation method suggests that these equations can be solved efficiently (that is with the complexity of factorization) in a certain range of parameters. We therefore ask the following.
Problem: Does the vanishing ideal of the unknown syndromes have a special structure in the range of parameters where the interpolation method is successful?
We illustrate the problem for a code of type [ 8 , 3 , 3 , 2 ] ( b = r = 2 in the theorem). For a received word (yl), the interpolation method first computes a polynomial (fo)y2 + (go $91.2: + g2z2)y + (ho -t hl.2: + h2z2 + h3z3 + h4) that vanishes in the eight points ( x t , y t ) . Codewords at distance at most three from the received word (yl) are then obtained from the linear factors of the polynomial.
We assume that the coordinate set X c F is the zero set of x8 -z so that the code is extended cyclic. For Indeed, there are at most two possible solutions for the first unknown syndrome S5.
Iv. A PREVIOUS RESULT
In [3] , we give a fast erasure decoding scheme for low rate codes. It requires 3kn field multiplications and is actually an implementation of the interpolation method for b = 1.
