In this paper, we present efficient computational and symbolic algorithms for solving backward pentadiagonal linear systems. The implementation of the algorithms using computer algebra systems (CAS) such as MAPLE, MACSYMA, MATHEMATICA, and MATLAB is straightforward. Two examples are given in order to illustrate the algorithms. The symbolic algorithm is competitive with other methods for solving a backward pentadiagonal linear systems.
Introduction
Many problems in mathematics and applied science require the solution of linear systems having backward pentadiagonal coefficient matrices. This kind of linear system arises in many fields of numerical computation [2, 7] . This article is a general case of the author's article [5] .
The main goal of the current paper is to develop an efficient algorithm for solving general backward pentadiagonal linear systems of the form:
where . . a n−2 a n−2 d n−2 b n−2bn−2 · · · 0 a n−1 d n−1 b n−1bn−1 · · · 0 0 d n b nbn · · · 0 0 0
A general n × n backward pentadiagonal matrix A of the form (2) can be stored in 5n − 6 memory locations by using five vectorsã = (ã 1 ,ã 2 , . . . ,ã n−2 ), a = (a 1 , a 2 , . . . , a n−1 ),
. . ,b n ), and d = (d 1 , d 2 , . . . , d n ). When considering the system (1), it is advantageous to introduce three additional vectors α = (α 1 , α 2 , . . . , α n−1 ), β = (β 1 , β 2 , . . . , β n ), and γ = (γ 2 , γ 3 , . . . , γ n ). These vectors are related to the vectorsã, a, d, b, andb.
The current paper is organized as follows. In Section 2, the main results are given. Illustrative examples are presented in Section 3. In Section 4, conclusion is given.
Main results
In this section, we are going to formulate a modified computational algorithm and an efficient symbolic algorithm for solving a general backward pentadiagonal linear system of the form (1). To do this, we begin by translating system (1) to the following pentadiagonal linear system:
where
Y 1 = (y n , y n−1 , . . . , y 1 ) T and n ≥ 5. Now considering the LU decomposition [1] of the matrix A 1 in the form:
From Equation (5), we obtain
and
It is not difficult to prove that the LU decomposition (Equation (5)) exists only if β i = 0, i = 1(1)n − 1. Moreover, a general backward pentadiagonal linear system (1) possesses a unique solution if, in addition, β n = 0. On the other hand, the determinant of the matrix A 1 is given by
and this shows the importance of the vector β [4] .
We may now formulate the following results.
Algorithm 2.1 To solve the general backward pentadiagonal linear system (1), we may procced as follows.
Step 1 Set β 1 = d n , γ 2 = a n−1 /β 1 , α 1 = b n , β 2 = d n−1 − α 1 * γ 2 , and α 2 = b n−1 − γ 2 * b n .
Step 2 If β 1 = 0 Or β 2 = 0, then OUTPUT ('the method is fails'); STOP.
Step 3 For i = 3, 4, . . . , n − 1 compute
If β i = 0, then OUTPUT ('the method is fails'); STOP.
Step 4 Compute γ n = a 1 − (ã 1 /β n−2 )α n−2 β n−1 ,
Step 5 Set z 1 = y n , z 2 = y n−1 − γ 2 z 1 .
Step 6 For i = 3, 4, . . . , n compute
Step 7 Compute the solution vector x using x n = z n β n , x n−1 = z n−1 − α n−1 x n β n−1 ,
For i = n − 2, n − 3, . . . , 1 compute
Algorithm 2.1 will be referred to as KBPENTA algorithm. KBPENTA algorithm for solving the backward pentadiagonal system (1) is generally preferable because the conditions β i = 0, i = 1(1)n are sufficient for its validity. The advantage of the vector β is now clear.
The following symbolic algorithm is developed in order to remove the cases where the numeric algorithm KBPENTA fails.
Algorithm 2.2 To solve the general backward pentadiagonal linear system (1), we may procced as follows.
Step 1 Set β 1 = d n .
Step 2 Set β 1 = x (x is just a symbolic name) whenever β 1 = 0.
Step 3 Set γ 2 = a n−1 /β 1 
Step 4 Set β 2 = x whenever β 2 = 0.
Step 5 For i = 3, 4, . . . , n − 1 compute
Step 7 Set β n = x whenever β n = 0.
Step 8 Set z 1 = y n , z 2 = y n−1 − γ 2 z 1 .
Step 9 For i = 3, 4, . . . , n compute
Step 10 Compute the solution vector x using
Step 11 Substitute x = 0 in all expressions of the solution vector x i , i = 1, 2, . . . , n.
The symbolic Algorithm 2.2 will be referred to as KSBPENTA algorithm.
In [3] , Claerbout showed that the two-dimensional Laplacian operator, which appears in threedimensional finite-difference migration, has the form of a pentadiagonal matrix. If we choose d i = −4, i = 1(1)n, a i = b i =ã i =b i = 1, and y i = y j , i = 1(1)n, j = n(−1)1, we can obtain it. Also we can apply the PENTAINV algorithm to get the inverse of the matrix A 1 [8] . So we can get the solution of the form (3). On the other hand, we can use the very recent result given in [6] for solving the pentadiagonal linear system (3).
Two illustrative examples
In this section, we provided with illustrative examples. = back_penta(b, b, d, a, Also the determinant of the matrix A 1 is det(A 1 ) = 88 and for more details about this procedure, refer to Appendix A.
Conclusion
The methods described here are very effective, provided optimal LU factorization is used. Our symbolic algorithm is competitive with the other methods for solving a backward pentadiagonal linear system which appears in many applications.
