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In analogy with classical results [A. Bonami, T. Iwanic, P. Jones, M. Zinsmeister, On the
product of functions in BMO and H1, Ann. Inst. Fourier (Grenoble) 57 (2007) 1405–1439],
we prove that functions in the product of the Hardy space H1L associated with Schrödinger
operators L = −Δ+ V and its dual space BMOL admit a suitable decomposition. We obtain
that for f ∈ H1L and b ∈ BMOL , the point-wise product b · f as a Schwartz distribution,
denoted by b × f ∈ S ′(Rn), can be decomposed in two parts; precisely, b × f = u + v
where u ∈ L1(Rn) while v lies in Hardy–Orlicz space associated with Schrödinger operators
HPL (R
n,dμ).
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that the duality space of Hardy space H1(Rn) is BMO(Rn). Since we know that the point-wise product
b · f need not be locally integrable [6], we could denote the duality relation between H1(Rn) and BMO(Rn) by
∣∣∣∣∣
∗∫
Rn
b(x) f (x)dx
∣∣∣∣∣ C‖b‖BMO‖ f ‖H1
where the integral
∫ ∗
Rn is deﬁned as following. Denote by C
∞• the space of smooth functions with compact support whose
integral mean equals zero. It is a dense subspace space of H1(Rn). We set out the following deﬁnition
∗∫
Rn
b(x) f (x)dx =: lim
j→0
∫
Rn
b(x) f j(x)dx
where the limit exists for every sequence of functions f j ∈ C∞• converging to f in the norm topology of H1(Rn).
In [1], A. Bonami, T. Iwanic, P. Jones and M. Zinsmeister have proved that, in view of the duality between H1(Rn) and
BMO(Rn), it is able to give a meaning to b · f as a Schwartz distribution denoted by b× f ∈ S ′(Rn). In that paper, the authors
have obtained a decomposition about b × f ,
b × f = α + β
where α ∈ L1(Rn) while the distribution β lies in Hardy–Orlicz space HP (Rn,dμ).
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−Δ + V . One is Hardy type space H1L (Rn), the other is BMO type space BMOL(Rn). They have proved that the dual space
of H1L (R
n) is BMOL(Rn),n  3. Unfortunately, as the classical spaces H1(Rn) and BMO(Rn), the point-wise product b · f of
functions b ∈ BMOL(Rn) and f ∈ H1L (Rn) need not be locally integrable.
In this paper, we will prove that, for b ∈ BMOL(Rn) and f ∈ H1L (Rn), if we see the point-wise product b · f as a Schwartz
distribution, there exists a decomposition that is similar to the classical case in [1]. We will prove that
b × f = αL + βL
where αL lies in L1(Rn) while βL lies in the Hardy–Orlicz space associated with the Schrödinger operators L = −Δ + V ,
denoted by HPL (R
n,dμ).
For the sake of convenience, we state some deﬁnitions and notations which will be used in the proof.
Let L = −Δ + V be a Schrödinger operator on Rn , n 3, where V = 0 is a nonnegative potential. We assume V belongs
to the reverse Hölder class Bq for some q  n/2. We recall that a nonnegative locally Lq integrable function V (x) on Rn is
said to be in Bq (1 < q < ∞), if there exists C > 0 such that the reverse Hölder inequality
(
1
|B|
∫
B
V q(x)dx
) 1
q
 C
(
1
|B|
∫
B
V (x)dx
)
holds for every ball B in Rn .
Deﬁnition 1. For x ∈ Rn , the function m(x, V ) is deﬁned by
1
m(x, V )
= sup
r>0
{
r:
1
rn−2
∫
B(x,r)
V (y)dy  1
}
.
Clearly, 0 <m(x, V ) < ∞ for every x ∈ Rn and if r = 1m(x,V ) , then 1rn−2
∫
B(x,r) V (y)dy = 1. In our proof, we denote 1m(x,V )
by ρ(x).
Deﬁnition 2. (See [4].) Let {Tt}t>0 be the semigroup generated by the Schrödinger operator −L = Δ − V and Tt(x, y) be
their kernels. Then the maximal operator is deﬁned by
M f (x) = sup
t>0
∣∣Tt f (x)∣∣.
And a function f is said to belong to the Hardy space H1L if ‖ f ‖H1L = ‖M( f )‖L1 < ∞.
For n ∈ Z, we deﬁne the sets Bn by Bn = {x: 2n/2 m(x, V ) < 2(n+1)/2}.
Deﬁnition 3 (H1L -atoms). (See [4].) A function a(x) is an atom for the Hardy space H
1
L associated to a ball B(x0, r) if
(i) suppa(x) ⊂ B(x0, r);
(ii) ‖a‖L∞  1|B(x0,r)| ;
(iii) If x0 ∈ Bn , then r < 21−n/2;
(iv) If x0 ∈ Bn and r < 2−1−n/2, then
∫
a(x)dx = 0.
Deﬁnition 4. (See [3].) The function space BMOL is deﬁned to be
BMOL =
{
f ∈ BMO: 1|B|
∫
B
| f |dx C, for all B = B(x, r), r > ρ(x)
}
.
Clearly it is a subspace of BMO.
In [1], in order to deﬁne the operation of the distribution b× f for b ∈ BMO and f ∈ H1 on D(Rn), the authors used the
notation of BMO-multiplier. For a test function ϕ ∈ C∞0 (Rn), we have the inequality
‖ϕb‖BMO  C‖∇ϕ‖∞
(‖b‖BMO + |bQ |)
where bQ stands for the average of b over the unit cube Q ⊂ Rn . Then the distribution b × f operates on a test function
ϕ ∈ C∞(Rn) by the rule0
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∗∫
Rn
[
ϕ(x)b(x)
]
f (x)dx = lim
j→0
∫
Rn
ϕ(x)b(x) f (x)dx C‖ϕb‖BMO‖ f ‖H1  C‖∇ϕ‖∞.
Similarly, for f ∈ H1L and b ∈ BMOL , in order to deﬁne the operation of the distribution b × f on D(Rn), we introduce the
notation of BMOL-multiplier.
Proposition 1. For every test function ϕ(x) ∈ C∞0 (Rn), ϕ(x) is a pointwise multiplier on BMOL(Rn).
Proof. For every ball B = B(x, r) ∈ Rn , we divide the radius r into two cases to discuss. If r < ρ(x), because of BMOL(Rn) ⊂
BMO(Rn), we have
1
|B|
∫
B(x,r)
∣∣ϕ(y)b(y) − (ϕb)B ∣∣dy  ‖ϕb‖BMO  C‖∇ϕ‖∞(‖b‖BMO + |bQ |) C‖∇ϕ‖∞(‖b‖BMOL + |bQ |).
If r  ρ(x), we have 1|B|
∫
B(x,r) |ϕ(y)b(y)|dy  ‖ϕ‖∞‖b‖BMOL . Finally, by the deﬁnition of BMOL(Rn), we can get
‖ϕb‖BMOL 
(‖ϕ‖∞ + ‖∇ϕ‖∞)(‖b‖BMOL + |bQ |).
This completes the proof of Proposition 1. 
Clearly, using Proposition 1, we can get, for f ∈ H1L and b ∈ BMOL , the distribution b × f operates on a test function
ϕ ∈ C∞0 (Rn) by the rule
∣∣〈b × f |ϕ〉∣∣=:
∣∣∣∣∣
∗∫
Rn
[
ϕ(x)b(x)
]
f (x)dx
∣∣∣∣∣=
∣∣∣∣ limj→0
∫
Rn
ϕ(x)b(x) f (x)dx
∣∣∣∣ C‖ϕb‖BMOL‖ f ‖H1L  C(‖∇ϕ‖∞ + ‖ϕ‖∞).
2. Hardy–Orlicz space HPL
Now we give the deﬁnition of the Hardy–Orlicz space associated with the Schrödinger operators. Given a σ -ﬁnite mea-
sure space (Ω,μ) and a continuous function P : [0,∞) → [0,∞), increasing from zero to inﬁnity (but not necessarily
convex), the Orlicz space LP (Ω,μ) consists of μ-measurable functions f : Ω → R such that
‖ f ‖P = inf
{
k > 0;
∫
Ω
P(k−1| f |)dμ 1}< ∞.
In [1], in order to study the decomposition of H1 × BMO, the authors deﬁned a kind of Hardy–Orlicz spaces associated with
the functions of Zygmund class.
Deﬁnition 5. The Hardy–Orlicz space HP (Ω,μ) consists of the distribution f ∈ S ′ (Ω) such that MΦ f ∈ LP (Ω,μ), we
supply HP (Ω,μ) with the nonlinear functional∣∣ f ∣∣= ∣∣ f ∣∣HP (Ω,μ) = ∣∣MΦ f ∣∣LP (Ω,μ)
where MΦ f denotes the radial maximal function supt>0 |Φt ∗ f |.
Similarly, in this paper, we need the Hardy–Orlicz spaces associated with the Schrödinger operators.
Deﬁnition 6. We call a distribution f ∈ S ′(Rn) in Hardy–Orlicz space associated with Schrödinger operators, denoted by
HPL (R
n,dμ), if M( f ) ∈ LP (Rn,dμ).
Remark. It is necessary to point out that the function space LP is a Banach space when P is a convex function. In this
paper, we choose P(t) = tlog(e+t) , dμ = dxlog(e+|x|) . It is easy to see that LP is not a Banach space with such a function P , in
other words, the triangle inequality of norm is not valid.
Lemma 1. Let b ∈ BMOL(Rn), then for each λ ∈ L1(Rn), we have λ · b ∈ LP (Rn,μ) and ‖λ · b‖P  ‖λ‖1‖b‖BMO+L .
Proof. From Lemma 3.2 in [1], we have ‖λ · b‖P  ‖λ‖1‖b‖BMO+ . Because BMOL is a subspace of BMO(Rn), ‖b‖BMO+ ‖b‖BMO+L . Then we have ‖λ · b‖P  ‖λ‖1‖b‖BMO+  ‖λ‖1‖b‖BMO+L . 
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(i) HP ⊂ HPL ;
(ii) H1L ⊂ HPL .
Proof. (i) It is easy to see that, by the Feynman–Kac formula, the kernel of e−tL is dominated by the Gauss kernel, i.e.
0 Tt(x, y) (4πt)−d/2 exp
(−|x− y|2
4t
)
.
Because the radial maximal function is unrelated to the choice of Φ , then if we choose Φt(x) = (4πt)−d/2 exp(−|x−y|24t ), we
can get M f (x) MΦ f (x). Using the growth of P(t), we have ‖M f ‖P  ‖MΦ f ‖P .
(ii) Because L1 ⊂ LP , (ii) is a corollary of Lemma 1. 
3. The main result
Theorem 1. For every f ∈ H1L , there exist two bounded linear operators
L f : BMOL
(
Rn
)→ L1(Rn),
H f : BMOL
(
Rn
)→ HPL (Rn)
such that for every b ∈ BMOL(Rn), we have
b × f = L f b + H f b
and the uniform bound
‖L f b‖L1 + ‖H f b‖HP  ‖ f ‖H1L ‖b‖BMO+L
where ‖b‖BMO+L = ‖b‖BMOL + |bQ |, bQ denotes the mean value of b over the unit ball.
To prove Theorem 1, we need the following lemma.
Lemma 2 (Lipschitz continuous of the kernel). Let L = −Δ + V is a Schrödinger operator and V is a nonnegative potential belonging
to the reverse Hölder class Bq for q n/2. For every 0 < δ < min(1,2− nq ), there exists a constant C > 0 such that for |h| < |x−y|2 , we
have
∣∣Kt(x, y + h) − Kt(x, y)∣∣ C
( |h|√
t
)δ
t−n/2e−c
|x−y|2
t .
Proof. If |h| < |x−y|2 <
√
t or |h| < √t < |x−y|2 , using Theorem 4.11 in [5], we get
∣∣Kt(x, y + h) − Kt(x, y)∣∣ CM
( |h|√
t
)δ
t−n/2e−c
|x−y|2
t
(
1+
√
t
ρ(x)
+
√
t
ρ(y)
)−M
 C
( |h|√
t
)δ
t−n/2e−c
|x−y|2
t .
If
√
t  |h| < |x−y|2 , using δ > 0, ( |h|√t )δ  1, from Theorem 4.10 in [5], we have∣∣Kt(x, y + h) − Kt(x, y + h)∣∣ ∣∣Kt(x, y + h)∣∣+ ∣∣Kt(x, y)∣∣
 Ct−n/2e−c
|x−y−h|2
t
(
1+
√
t
ρ(x)
+
√
t
ρ(y + h)
)−M
+ t−n/2e−c |x−y|
2
t
(
1+
√
t
ρ(x)
+
√
t
ρ(y)
)−M
 Ct−n/2e−c
|x−y|2
t
 C
( |h|√
t
)δ
t−n/2e−c
|x−y|2
t ,
where we have used the fact: if |h| < |x−y|2 , then |x− y − h| ∼ |x− y|. 
The proof of Theorem 1 depends on the atomic decomposition of H1L (R
n). The atomic norm in H1L (R
n) is deﬁned by
‖ f ‖L−atom = inf{∑ j |c j|}, where the inﬁmum is taken over all decompositions f =∑ j c ja j , where {a j} j∈Z are the H1 atoms.L
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norms ‖ f ‖L−atom and ‖ f ‖H1L are equivalent, that is there exists a constant C > 0 such that C
−1‖ f ‖H1L  ‖ f ‖L−atom  C‖ f ‖H1L .
Proof of Theorem 1. For f ∈ H1L (Rn), by use of Theorem A, we can get a sequence of H1L atoms {av} and a sequence of
scalar {λv} such that
f =
∞∑
v=1
λvav ,
∞∑
v=1
|λv | ‖ f ‖H1L .
From the deﬁnition of the H1L -atom, {av} can be divided into two kinds. Set the support of av is Q v = B(x0, r), so there
exist two kinds of atoms; precisely, one kind is of r < ρ(x) and the other kind is of r  ρ(x).
We deﬁne the decomposition operators as following
L f b =
∑
r<ρ(x)
λv(b − bQ v )av +
∑
rρ(x)
λvbav ,
H f b =
∑
r<ρ(x)
λvbQ v av .
It is easy to see that the term L f b is in L1(Rn). Indeed, we have
‖L f b‖L1 
∑
r<ρ(x)
|λv |
∥∥(b − bQ v )av∥∥L1 + ∑
rρ(x)
|λv |‖bav‖L1

∑
r<ρ(x)
|λv |
∫
B(x0,r)
|av ||b − bQ v |dx+
∑
rρ(x)
|λv |
∫
B(x0,r)
∣∣b(x)∣∣∣∣av(x)∣∣dx

∑
r<ρ(x)
|λv | 1|B(x0, r)|
∫
B(x0,r)
|b − bQ v |dx+
∑
rρ(x)
|λv | 1|B(x0, r)|
∫
B(x0,r)
∣∣b(x)∣∣dx

∑
r<ρ(x)
|λv |‖b‖BMOL +
∑
rρ(x)
|λv |‖b‖BMOL
 ‖ f ‖H1L ‖b‖BMO+L .
To prove H f b ∈ HPL (Rn,μ), we need a pointwise estimate of Ma(x) for r < ρ(x).
Lemma 3. Let a(x) is a H1L -atom with support B(x0, r). If r < ρ(x0), then we have Ma(x) cr
δ
|x−x0|n+δ for x ∈ Bc(x0,2r).
Proof. For r < ρ(x0), a(x) have cancelling property. From Lemma 2, we have
∣∣Tta(x)∣∣=
∣∣∣∣
∫
B(x0,r)
Kt(x, y)a(y)dy
∣∣∣∣
=
∣∣∣∣
∫
B(x0,r)
[
Kt(x, y) − K (x, x0)
]
a(y)dy
∣∣∣∣

∫
B(x0,r)
∣∣Kt(x, y) − K (x, x0)∣∣∣∣a(y)∣∣dy

∫
B(x0,r)
CM
( |y − x0|√
t
)δ
t−n/2e−c
|x−y|2
t
∣∣a(y)∣∣dy.
It is easy to see that, when t > 0, the function f (t) = ( |y−x0|√
t
)δt−n/2e−c
|x−y|2
t has maximal value at t = |x− y|2. So we have
sup
t>0
∣∣Tta(x)∣∣ C ∫
B(x0,r)
( |y − x0|
|x− y|
)δ
|x− y|−n∣∣a(y)∣∣dy.
Because y ∈ B(x0, r), x ∈ Bc(x0,2r), |x− x0| ∼ |x− y|, then
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∫
B(x0,r)
|y − x0|δ
∣∣a(y)∣∣dy  Crδ|x− x0|n+δ . 
Now we begin to ﬁnish the proof of Theorem 1. We consider the ﬁnite sum
Slk =
∑
∗
λvbQ v av =
v=l∑
v=k
, for k < l.
So |M(Slk)| = |M(
∑
∗ λvbQ v av)|
∑
∗ |λv ||b − bQ v ||M(av)| +
∑
∗ |λv ||b||M(av)|.
Using the inequality ‖ f + g‖P  4‖ f ‖P + 4‖g‖P and Lemma 1, we have
∥∥M(Slk)∥∥P  4
∥∥∥∥∑
∗
|λv ||b − bQ v |
∣∣M(av )∣∣
∥∥∥∥P + 4
∥∥∥∥∑
∗
|λv ||b|
∣∣M(av )∣∣
∥∥∥∥P
 4
∥∥∥∥∑
∗
|λv ||b − bQ v |
∣∣M(av )∣∣‖L1 + 4‖b‖BMO+L
∥∥∥∥∑
∗
|λv ||b|
∣∣M(av )∣∣
∥∥∥∥
L1
 4
∑
∗
|λv |
∥∥|b − bQ v |∣∣M(av )∣∣∥∥L1 + 4‖b‖BMO+L ∑∗ |λv |
∥∥M(av )∥∥L1
= K1 + K2.
From (4.11) of [4], ‖M(av )‖L1  C . Then we have
K2  C
∑
∗
|λv |‖b‖BMO+L  C‖ f ‖H1L ‖b‖BMO+L .
For K1, we claim that ‖|b − bQ v ||M(av)|‖L1  C‖b‖BMO+L . Indeed∥∥|b − bQ v |∣∣M(av )∣∣∥∥L1 
∫
B(x0,2r)
|b − bQ v |
∣∣M(av)(x)∣∣dx+ ∫
Bc(x0,2r)
|b − bQ v |
∣∣M(av )(x)∣∣dx = I1 + I2.
For I1, we have
I1 
( ∫
B(x0,2r)
|b − bQ v |2 dx
)1/2( ∫
B(x0,2r)
∣∣M(av )(x)∣∣2 dx
)1/2

( ∫
B(x0,2r)
|b − bQ v |2 dx
)1/2( ∫
B(x0,r)
∣∣(av )(x)∣∣2 dx
)1/2

(
1
|B(x0, r)|
∫
B(x0,2r)
|b − bQ v |2 dx
)1/2

(
1
|B(x0, r)|
∫
B(x0,2r)
|b − b2Q v |2 dx
)1/2
+
(
1
|B(x0, r)|
∫
B(x0,2r)
|b2Q v − bQ v |2 dx
)1/2
 C‖b‖BMOL .
For I2, using Lemma 3, we have
I2 =
∞∑
k=2
∫
2k−1r<|x−x0|2kr
|b − bQ v |
∣∣M(av )(x)∣∣dx

∞∑
k=2
∫
2k−1r<|x−x0|2kr
|b − bQ v |rδ
|x− x0|n+δ dx

∞∑
k=2
∫
2k−1r<|x−x0|2kr
|b − bQk |rδ
|x− x0|n+δ dx+
∞∑
k=2
∫
2k−1r<|x−x0|2kr
|bQk − bQ v |rδ
|x− x0|n+δ dx
= M1 + M2.
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M1 
∞∑
k=2
∫
|x−x0|2kr
|b − bQk |rδ
(2k−1r)n+δ
dx
∞∑
k=2
1
2kδ
1
(2kr)n
∫
|x−x0|2kr
|b − bQk |dx ‖b‖BMO+L
∞∑
k=2
1
2kδ
 C‖b‖BMO+L .
For M2, we have
M2 
∞∑
k=2
rδ
2k(n+δ)rn+δ
∫
Qk
[|bQk − bQk−1 | + · · · + |bQ 2 − bQ v |]dx
∞∑
k=2
rδk
2k(n+δ)rn+δ
2knrn‖b‖BMOL
 ‖b‖BMOL
∞∑
k=2
k
2kδ
 C‖b‖BMO+L .
Finally we get K1  C
∑
∗ |λv |‖b‖BMO+L  C‖ f ‖H1L ‖b‖BMO+L . This completes the proof of Theorem 1. 
For b ∈ BMO(Rn), f ∈ H1(Rn), we deﬁne the convolution of the Schwartz distribution b × f and a test function Φε(x) =
ε−nΦ(x/ε) by the rule
(b × f )ε = (b × f ) ∗ Φε =
〈
b × f |Φε(x− ·)
〉
where the latter notation stands for the action of the distribution b × f on the test function y → Φε in y variable. In [1],
the authors proved that
Theorem B. (See Theorem 2, [1].) Let b ∈ BMO(Rn) and η ∈ H1(Rn). For almost every x ∈ Rn it holds
lim
ε→0(b × η)ε(x) = b(x) · η.
Then for the distribution b × f with b ∈ BMOL(Rn) and f ∈ H1L (Rn), if there exists a result similar to Theorem B? For
any L = −Δ + V , where V = ∑βα aβxβ is a nonnegative nonzero polynomial on Rn , in [2], it is proved that for such
a Schrödinger operator, the kernel Kt(x, y) of the heat semigroup e−tL is a Schwartz function in y variable. Similar to
Theorem 2 in [1], if we set (b × f )t(x) = 〈(b × f )|Kt(x, ·)〉 and let t → 0, we have the following theorem.
Theorem 2. Suppose L = −Δ + V , where V = ∑βα aβxβ is a nonnegative nonzero polynomial on Rn. Let b ∈ BMOL(Rn) and
f ∈ H1L (Rn). For almost every x ∈ Rn it holds
lim
t→0(b × f )t(x) = b(x) · f .
For the proof of Theorem 2, we need the following lemma.
Lemma 4. Suppose L = −Δ + V , V ∈ Bq with q > n/2 and e−tL be the heat semigroup generated by L. For f ∈ L1 ∩ L2 , we have
limt→0 e−tL f (x) = f (x) almost everywhere.
Proof. We suppose t < 1m(x,V ) . We denote by K˜t(x, y) the kernel of the operator e
−tΔ .∣∣∣∣
∫
Rn
[
Kt(x, y) − K˜t(x, y)
]
dy
∣∣∣∣
∫
B(x,t1/4)
∣∣Kt(x, y) − K˜t(x, y)∣∣dy + ∫
Bc(x,t1/4)
∣∣Kt(x, y) − K˜t(x, y)∣∣dy =: I1 + I2.
In [4], the author got the following estimate [4, Lemma 3.0].
There is an ε > 0 such that for every C ′ > 0, there exists C > 0 such that for |x− y| C ′m(x, V )−1,
∣∣Kt(x, y) − K˜t(x, y)∣∣ C (|x− y|m(x, V ))ε|x− y|n .
Then for I1, we have
I1 =
∫
B(x,t1/4)
∣∣Kt(x, y) − K˜t(x, y)∣∣dy  C
ρε(x)
∫
B(x,t1/4)
|x− y|ε
|x− y|n dy  C
tε/4
ρε(x)
.
For I2, because 0 Kt(x, y) K˜t(x, y) = (4πt)−n/2 exp(−|x−y|2 ), we can get4t
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∫
Bc(x,t1/4)
∣∣Kt(x, y) − K˜t(x, y)∣∣dy  C
(4πt)n/2
∫
Bc(x,t1/4)
e−
|x−y|2
4t dy  C
(4πt)n/2
∫
|x−y|r
1
(
|x−y|2
t )
n
dy  Ctn/4.
Then we have
lim
t→0
∫
Rn
[
Kt(x, y) − K˜t(x, y)
]
dy = 0. (∗)
Therefore for every f ∈ C∞0 , we have∣∣e−tL f (x) − f (x)∣∣ ∣∣∣∣
∫
Rn
[
Kt(x, y) − K˜t(x, y)
]
f (y)dy
∣∣∣∣+
∣∣∣∣
∫
Rn
K˜t(x, y) f (y)dy − f (x)
∣∣∣∣
 ‖ f ‖∞
∫
Rn
∣∣Kt(x, y) − K˜t(x, y)∣∣dy +
∣∣∣∣
∫
Rn
K˜t(x, y) f (y)dy − f (x)
∣∣∣∣.
Let t → 0, for the ﬁrst term by use of (∗) and for the second by use of approximations to the identity, we can get
limt→0 e−tL f (x) = f (x) for almost every x ∈ Rn .
We begin to complete the proof of Lemma 4. For f ∈ L1 ∩ L2, by spectral theorem, we have limt→0 ‖e−tL f − f ‖2 = 0.
Then there exists a subsequence {e−t j L f } such that limt j→0 e−t j L f (x) = f (x) almost everywhere. What remains to be seen
is that limt→0 e−tL f exists almost everywhere. For this purpose, we set
Ω f (x) =
∣∣∣lim sup
t→0
e−tL f (x) − lim inf
t→0 e
−tL f (x)
∣∣∣.
We only need to prove: |{x: Ω f (x) > λ}| = 0 for every λ > 0.
For every f ∈ L1, we write f = g + h with g ∈ C∞0 and the L1 norm of h suﬃciently small. Then we have Ω f (x) 
Ω g(x) + Ωh(x) and∣∣{x: Ω f (x) > λ}∣∣ ∣∣{x: Ω g(x) > λ/2}∣∣+ ∣∣{x: Ωh(x) > λ/2}∣∣.
Because g ∈ C∞0 , we have |{x: Ω g(x) > λ/2}| = 0. Then by use of the inequality: Ωh(x) 2supt>0 |e−tL f (x)| CMf (x), we
have ∣∣{x: Ω f (x) > λ}∣∣ ∣∣{x: Ωh(x) > λ/2}∣∣ ∣∣{x: Mh(x) > λ/4}∣∣ C‖h‖1
λ
where Mf (x) denotes Hardy–Littlewood maximal operator.
Since ‖h‖1 can be chosen to be arbitrarily small we get Ω f (x) = 0 almost everywhere, which means that limt→0 e−tL f (x)
exists almost everywhere. This completes the proof of Lemma 4. 
Proof of Theorem 2. For any f ∈ H1L (Rn), there exists a sequence of bounded functions { f j} with compact supports such
that f j → f in H1L (Rn). We ﬁx a function b ∈ BMOL(Rn). We will prove that there exists a subsequence, again denoted by{ f j} such that
M[b × ( f − f j)]→ 0, j → ∞, almost everywhere. (∗∗)
In fact, by use of the result of Theorem 1, we have
M[b × ( f − f j)]M[L f j− f b]+ M[H f j− f b].
On one hand, because of Theorem 1, we have∥∥L f j− f (b)∥∥L1  C‖ f − f j‖H1L ‖b‖BMO+L → 0.
Therefore we have M[L f− f j (b)] MΦ [L f− f j (b)] M(L f− f j (b)) → 0 in L1weak(Rn), where M denotes the Hardy–Littlewood
maximal operator. Thus we can ﬁnd a suitable subsequence { f j} such that M[L f− f j (b)] → 0 almost everywhere.
On the other hand, similarly, we have ‖M[H f− f j b]‖LP  C‖ f − f j‖H1L ‖‖BMO+L → 0. It is well known that for a convergent
sequence in Orlicz space LP , it is convergent in measure. We can also get a subsequence of { f j} such that M[H f− f j b] → 0
almost everywhere. Then we have proved (∗∗).
We now deﬁne a set E ⊂ Rn such that every x ∈ E is a Lebesgue point of b and
M[b × ( f − f j)]+ [b · ( f − f j)]→ 0, on E.
It is easy to see that Ec is a set of measure zero in Rn . So we only need to prove for x ∈ E , limt→0(b × f )t = b(x) · f (x). We
have
492 P. Li, L. Peng / J. Math. Anal. Appl. 349 (2009) 484–492∣∣(b × f )t − b · f ∣∣ ∣∣[b × ( f − f j)]t ∣∣+ ∣∣[(b × f j)t − b · f j]∣∣+ ∣∣b · ( f j − f )∣∣
M[b × ( f − f j)]+ ∣∣[(b × f j)t − b · f j]∣∣+ ∣∣b · ( f j − f )∣∣.
Let j large enough so that the ﬁrst and the last terms are small. Because x was a Lebesgue point of b and Lemma 4, the
middle term goes to zero as t → 0 with j ﬁxed. This completes the proof of Theorem 2. 
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