We introduce a fourth order version of the Boltzmann-Hamel equations, which yields a reduced set of equations for the kinematic and dynamic optimal control problems for mechanical systems with nonholonomic constraints. In particular, we will show the dynamic optimal control problem can be written as a minimal set of 4n − 2m first order differential equations of motion.
I. INTRODUCTION

A. Overview
Quasi-velocity techniques, such as Maggi's equation and the Boltzmann-Hamel equation, have achieved much success in the analysis of nonholonomic systems due to their ability to cast the dynamical equations of motion in a form requiring fewer equations, see Greenwood [11] , Papastavridis [16] , and Neimark and Fufaev [12] . For an n degree of freedom system with m nonholonomic constraints, 2n + m equations of motion are required if one uses the fundamental nonholonomic form of Lagrange's equation. However, if quasivelocity techniques are employed, the system can be written as a system of 2n − m first order differential equations.
The standard approach to optimal control problems is to use Pontryagin's Maximum Principle and lagrange multipliers, see Bloch [2] , Bullo and Lewis [5] , or Agrachev and Sachkov [1] . Under certain conditions, the optimal control problem can be reformulated as a vakonomic problem (Bloch and Crouch [3] ). Solutions to the kinematic optimal control problems, where one has direct control over a set of the velocities, can be expressed using 2n+ m equations of motion; whereas solutions to dynamical optimal control problems, where one has acceleration controls, can be expressed with 4n + m equations of motion. In this paper, we present show how the Boltzmann-Hamel equations of mechanics can be extended to optimal control problems with nonholonomic constraints; this includes generalization of the Boltzmann-Hamel equations to fourth order systems. We will be able to write the optimal control equations for kinematically actuated systems as a system of 2n first order differential equations (a saving of m equations) and the optimal control equations for dynamically actuated systems as a system of 4n − 2m first order differential equations (a saving of 3m equations).
B. Outline
In §II we will introduce the notion of nonholonomic constraints, quasi-velocities, quasi-accelerations, and quasi-jerks, and present the first and second transpositional relations. In §III we will use the transpositional relations to derive the classical Boltzmann-Hamel equations. In §IV we will generalize the Boltzmann-Hamel equations for use with kinematic optimal control problems, and write the corresponding solutions as a system of 2n first order differential equations of motion. In §V we will derive a form of the Boltzmann-Hamel equations applicable to dynamically controlled systems, obtaining a minimal set of 4n − 2m first order differential equations. We present physical examples to illustrate the theory throughout.
C. Summation Convention
To aid in notation, we will invoke the summation convention of Table I , which is to be used throughout. 
II. QUASI-VELOCITIES AND VARIATIONS
In this section we will present the basic background on nonholonomic constraints, quasi-velocities, and the transpositional relations.
A. Nonholonomic Constraints and Quasi-Velocities
Let Q be the configuration manifold of our system, with dim Q = n and TQ its corresponding tangent bundle (phase space). A mechanical Lagrangian is given L : TQ → R, usually taken to have the form L(q,q)= 1 2 g ijq iqj − V (q), where g ij is the kinetic energy metric and V (q) is a potential term. We further suppose our system is subject to m independent scleronomic nonholonomic constraints
Define now for each q ∈ Q a vector space isomorphism, expressed in terms of its matrix of transformation Ψ j i (q),o n the tangent space T q Q, with inverse transformation Φ i j (q). The first m rows of Ψ j i are taken to agree with the constraint matrix, i.e. Ψ σ i (q)=a σ i (1) . The remaining rows can be choosen freely, so long as the resulting matrix Ψ is invertible. The transformation Ψ can be viewed as a change of basis:
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where the new basis is referred to as the quasi-basis. The velocity of the system v ∈ T q Q can be expressed in terms of the ordinary or quasi-basis as follows:
where the components u j are the quasi-velocities. Basis vectors transform as:
Finally, one defines a set of n one-forms, dual to the quasibasis: dθ j =Ψ j i dq i Even though this notation can be found in some of the literature (Ehlers et al [8] , Greenwood [11] , etc.), it is really a notational misnomer, as the one forms dθ j are not exact.
B. Variations
The infinitesimal variation δq(t) corresponding to the variation q(s, t) is the vector field defined along γ(t) by δq(t)= ∂q(s, t) ∂s s=0 Definition 3: A proper variation q(s, t) is continuous if ∂ 2 q ∂s∂t = ∂ 2 q ∂t∂s We will assume the variations to be continuous throughout this paper. As a direct consequence of continuity, one easily sees that the Lie Derivative Lqδq ≡ 0 vanishes identically. We also assume the variations to be contemporaneous, i.e. we will take δt ≡ 0 throughout.
Expressing the infinitesimal variations in terms of the quasi-basis gives the following:
The Transpositional Relations
A fundamental ingredient for understanding nonholonomic variational problems is the following transpositional relations (see Greenwood [10] , Papastavridis [16] ).
Theorem 1 (First Transpositional Relations): Utilizing the shorthand d := ∂/∂t, δ := ∂/∂s,w eh a v e :
where γ j ab are the Hamel coefficients:
The left hand side of (2) is no more than dθ j (Lqδq); and, therefore, for continuous variations, is identically zero. We therefore have the following:
Corollary 1: For proper, continuous variations, variations of the quasi-velocities can be related to variations of the quasi-coordinates as follows:
(3) Therefore, due to the nonintegrability of the constraint distribution (γ σ ij =0), one cannot obtain closure in the quasicoordinate space, even at the differential level (Greenwood [11] , [10] , Papastavridis [16] ). One must choose between δu σ =0or dδθ j =0 . The correct dynamical equations of motion are obtained if one chooses the variations so that they obey the Principle of Virtual Work, δθ j ≡ 0. If one, on the other hand, choose the variations to satisfy δu σ =0 , one would obtain trajectories that satisfy Hamilton's Principle. Such trajectories are referred to as the vakonomic motion of the system, a term introduced by Arnold.
Definition 4: The associated quasi-acceleration, a i , and quasi-jerk,  i , are defined to be: a i =u i and  i =ȧ i A direct coordinate calculation shows: Theorem 2 (Second Transpositional Relation): For continuous variations, we have:
III. THE BOLTZMANN-HAMEL EQUATIONS
We will derive the Boltzmann-Hamel equations for nonholonomic mechanics directly from variational principles. See Greenwood [11] for an alternative approach. We will begin with the Lagrange-D'Alembert Principle:
Definition Let L (q, u)=L(q,q(q, u)) be the re-expression of the unconstrained Lagrangian in terms of the quasi-velocities. Taking variations of the action and using the first transpositional relations (3), one obtains:
where F i is the external applied force and we have defined:
After applying the Principle of Virtual Work, δθ σ ≡ 0, the remaining n − m variations δθ I can be taken to be independent, and we obtain the Boltzmann-Hamel equations for nonholonomic mechanics:
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One must use the unconstrained Lagrangian for these equations. After the partial derivatives are taken, one then applies the constraints u σ =0 . The Boltzmann-Hamel equations (5)-(6) are a minimal set of 2n − m first order differential equations for the nq i 's and the n − mu I 's.
IV. KINEMATIC OPTIMAL CONTROL
In this section we modify the Boltzmann-Hamel equations for kinematic optimal control problems.
A. Theory
For a general affine kinematic control system subject to m nonholonomic constraints, the following system is specified:
where the w I are the n − m controls and X i I (q) is the i-th component of the I-th independent control vector field.
Alternatively, one can specify the controls as an explicit function of the coordinates and some of the velocities. Together with the constraints, they form this alternate set of kinematic relations:
Typically, the velocities that appear in (7) are considered the velocities of the base variables. The motion in the remaining m fiber directions is then specified by the constraints. See Bloch [2] or Favretti [9] for a discussion of Fiber Bundles.
The Kinematic Optimal Control Problem is then given by minimizing the cost function I = b a g(q, w) dt over all curves satisfying (7)-(8) with fixed endpoints q(a) and q(b).
We now define the quasi-basis so that Ψ σ i = a σ i , as usual, and, additionally, so that Ψ I i = b I i . Then the constraints can be written u σ , and the n − m control variables w I coincide with the remaining n − m free quasi-velocities u I . Define now C(q, u)=g(q, w(q,q(q, u)))
In our case, we have chosen the unconstrained quasivelocities to coincide with the controls, i.e. u I = w I , thus we will have C(q, u)=g(q, u).
In order to enforce (8), we must apply the Lagrange Multipliers to the cost function before taking variations. In this case, we are selecting Hamilton's Principle, where the cost function is minimized amongst the set of kinematically admissable curves. We then take unconstrained variations of the augmented cost function Setting the coefficients of the δµ σ terms returns our constraints u σ =0 . Leaving this term off for now, using the transpositional relations (3), and integrating by parts yields:
We thus have the following Boltzmann-Hamel equations for the kinematic optimal control problem:
These represent a minimal set of 2n first order differential equations: the n − m equations (9) for the unconstrained u I 's, the m equations (10) for the multipliers µ σ 's, and n kinematic relations (11) for the q i 's.
B. Kinematic Optimal Control of the Falling Rolling Disc
The falling rolling disc can be described by the contact point (x, y) and Classical Euler angles (φ, θ, ψ), as shown in Figure 1 . We will take the coordinate ordering (φ, θ, ψ, x, y).
Suppose we have direct control over the body-axis angular velocities: w 1 = ω d =φ sin θw 2 =θw 3 =Ω=φ cos θ +ψ and the system is subject to the nonholonomic constraintṡ
We wish to steer the disc between two points while minimizing the cost functional:
We will choose as quasi-velocities: Written in terms of the quasi-velocities, the integrand of the cost function is C(q, u)= 1 2 (u 2 1 + u 2 2 + u 2 3 ). The kinematic optimal control Boltzmann-Hamel equations (9)-(11) give us a minimal set of 10 first order differential equations:
V. DYNAMIC OPTIMAL CONTROL
In this section we will derive a fourth order version of the Boltzmann-Hamel equations for the dynamic optimal control problem. We will present a minimal set of 4n−2m first order differential equations that produces the optimal control.
A. Boltzmann-Hamel Equations for Optimal Dynamic Control
Given a nonholonomic mechanical system with n − m independent acceleration controls, it can be recast into the form given by the dynamical Boltzmann-Hamel equations (5)- (6) . The dynamical optimal control problem is then interested in finding solution curves between two fixed points q(a),q(a) and q(b),q(b) that minimize the cost function
Utilizing (5) and (6), we can rewrite the integrand as an explicit function of the coordinates, quasi-velocities, and quasi-accelerations:
Since the Boltzmann-Hamel equations no longer depend on the constrained quasi-velocities and quasi-accelerations, C(q, u, a) is also independent of u σ and a σ . Taking variations yields:
Using the second transpositional relations (4) for δa J and then integrating by parts we obtain:
Defining the parameters
and using the first Transpositional relations (3) we obtain:
These variations are not free, but subject to the nonholonomic constraints a σ iq i =0 . We form the augmented cost integrand by replacing C(q, u, a) with C(q, u, a)+ µ σ u σ . Taking variations, the δµ σ coefficients recover the constraints. Ignoring these terms, we are left with δI =
where the variations are now taken to be unconstrained. Notice the multipliers µ σ are not the mechanical multipliers, but a multiplier on the cost function that enforces Hamilton's Principle. We thus have the following generalized Boltzmann-Hamel equations for Optimal Dynamic Control:
and
The optimal control system can therefore be given by a minimal set of 4n − 2m first order differential equations as follows. We have n kinematic relations (6) , 2n − 2m relations:u A = a A andȧ A =  A n − m equations for A (given by inserting (12) into (13)), and, finally, m relations for the reduced multipliersν σ (14).
Once the resulting optimal control dynamics are determined, the control forces which produce the optimal trajectory are then given by the n − m algebraic equations (5) . The solution is then found by solving the related boundary value problem, with 4n − 2m prescribed boundary conditions: q i (0),u A (0),q i (T ),u A (T ).
B. Dynamic Optimal Control of the Vertical Rolling Disc
The generalized coordinates of the vertical rolling disc are given by q = x, y, θ, φ , where (x, y) is the contact point of the disc and the x − y plane, φ is the angle the disc makes with the x-axis, and θ is the angle a reference point on the disc makes with the vertical. The motion is subject to the nonholonomic constraints:
Let us assume control torques are given in the θ and φ directions. The corresponding dynamical equations of motion (see Bloch [2] ) are:
This is equivalent to a minimal set of 6 first order differential equations (and are derivable from the Boltzmann-Hamel equations (5) and (6)). We choose quasi-velocities:
so that the transformation matrices Ψ and Φ are given by: We now wish to choose the control forces so as to minimize the cost function 1 2 (w 2 3 + w 2 4 ) dt. Solving for the controls in terms of the quasi-accelerations w 3 = 3 2θ = 3 2 a 3 and w 4 = 1 4φ = 1 4ä 4 , this is equivalent to minimizing the action 9 8 a 2 3 + 1 32 a 2 4 dt subject to the nonholonomic constraints. Using the dynamic optimal control Boltzmann-Hamel equations (13) and (14), coupled with the dynamical equations of motion above, and eliminating the controls, we have a minimal system of 12 first order differential equations:
By use of quasi-velocities, quasi-accelerations, and quasijerks, we have made the following simplifications: u 1 = u 2 = a 1 = a 2 =  1 =  2 =0 , thereby eliminating the necessity of 6 of the 18 first order differential equations necessary in the standard approach. The solution to this system of differential equations yields the optimal control. It is equivalent to the following reduced system:
where µ 1 ,µ 2 are constants.
C. Dynamic Optimal Control of the Free Rigid Body
Consider dynamic control of the free rigid body, where the generalized coordinates are given by the Type-I Euler angles (ψ, θ, φ). As quasi-velocities, choose the body-fixed components of the angular momentum: The nonzero Hamel coefficients are:
Then the Boltzmann-Hamel equations (5) produce the Euler Equations:
where M x , M y , and M z are the control torques applied about the body fixed principal axes. The cost function integrand 1 2 (M 2 x + M 2 y + M 2 z ), when expressed in terms of quasi-variables, is given by: 
The optimal control Boltzmann-Hamel equations (13) then work out to be:κ
These provide 3 differential equations for the's. Let I be the moment inertia tensor with respect to the principal axes basisê x ,ê y ,ê z , so that, in dyadic notation, I = I xxêxêx + I yyêyêy + I zzêzêz . Let Π := I · ω be the body axis angular momentum, and κ = κ 1 ,κ 2 ,κ 3 . Then (18)-(20) can alternatively be re-expressed as:
(21) -(23) can be rewritten asκ = κ×ω. Finally, by defining λ(ω,ω)=κ +Π, the dynamic optimal control equations for the free rigid body can be expressed as:
In addition, we have the kinematic relationṡ ψ =s e c θ sin φu 2 +secθ cos φu 3 (26) θ =c o s φu 2 − sin φu 3 (27) φ = u 1 +tanθ sin φu 2 +tanθ cos φu 3 (28) as well as the relationsu i = a i ,ȧ i =  i . This is a set of 12 first order differential equations. Once one solves the corresponding boundary value problem (initial, final Euler angles, angular velocities specified), the controls are determined by the algebraic relations (15)- (17) . For the special case when the rigid body is spherical, with I xx = I yy = I zz = I, one sees from (24) that κ = −Π and λ = 0. Then the Boltzmann-Hamel equations for the optimal dynamic control of the free rigid body (25) reduce to:
... ω =ω × ω
When coupled with the kinematic relations (26)-(28) and the algebraic relations (15)- (17) , the optimal control trajectories of the free rigid sphere are produced. Integrating once yields the second order system:
which coincides with the result of Noakes, et al. [13] . See also Crouch and Leite [7] and Noakes [14] , [15] .
VI. CONCLUSION
In this paper, we showed how one can extend quasivelocity techniques to kinematic and dynamic optimal control problems. For the kinematic case, one gains a savings of m first order differential equations, since u σ ≡ 0.F o r dynamic optimal control problems, the savings increases to 3m first order equations, as one now has the further simplifications u σ ≡ 0, a σ ≡ 0,  σ ≡ 0. Initial and final conditions are then enforced by solving the resulting system of differential equations as a two point boundary value problem. In addition to requiring fewer equations of motion, the constraints are enforced automatically. Both of these yield computational advantages when carrying out the numerics.
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