Let V be an n-dimensional vector space over the finite field F q . Suppose that F is an intersecting family of m-dimensional subspaces of V . The covering number of F is the minimum dimension of a subspace of V which intersects all elements of F. In this paper, we give the tight upper bound for the size of F whose covering number is m, and describe the structure of F which reaches the upper bound. Moreover, we determine the structure of an maximum intersecting family of singular linear space with the maximum covering number.
Introduction
Let X be an n-element set and X m denote the family of all m-subsets of X. A family F ⊆ X m is called intersecting if for all F 1 , F 2 ∈ F we have F 1 ∩ F 2 = ∅. The covering number τ ( F) is the minimum size of a set that meets all F ∈ F. We say that F is trivial if τ ( F) = 1. Erdős, Ko and Rado [4] determined the maximum size of an intersecting family F with n > 2m and showed that any intersecting family with maximum size is trivial. In 1967, Hilton and Milner [14] determined the maximum size of a non-trivial intersecting family F with n > 2m. In 1986, Frankl and Füredi [6] gave a new proof using the shifting technique. Their results showed that any non-trivial intersecting family with maximum size must have covering number 2. Over the years, there have been some results about covering number of intersecting family, see [3, 5, 8, 10, 12] .
For any intersecting family F ⊆ X m , we have 1 ≤ τ ( F) ≤ m. Let r(m) = max | F| : F ⊆ X m is an intersecting family with τ ( F) = m .
The bounds for r(m) were obtained in [1, 9] . Let V be an n-dimensional vector space over the finite field F q and V m denote the family of all m-subspaces of V . For n, m ∈ Z + , define the Gaussian binomial coefficient by
is the minimum dimension of a subspace of V that intersects all elements of F. For any intersecting family F ⊆ V m , we have 1 ≤ τ ( F) ≤ m. We say that F is trivial if τ ( F) = 1. The maximum size of an intersecting family F was determined in [7, 11, 15, 16] using different techniques. It was showed that F with maximum size has covering number 1. Blokhuis et al. [2] determined the maximum size of intersecting family whose covering number is more than 1.
In this paper, we determine the maximum size of an intersecting family F ⊆ V m with τ ( F) = m. Our main result is as follow. In Section 2, we give a proof of Theorem 1.2. In Section 3, we determine the maximum size of an intersecting family of singular linear spaces with maximum covering number.
Proof of Theorem 1.2
Let V be an n-dimensional vector space over F q and F ⊆ V m be an intersecting family with τ ( F) = m. For any subspaces A and B of V , write
As is pointed out in [2] , Theorem 1.2 holds for m = 2. In the following, we always assume that m ≥ 3. 
Proof. If t = s, then pick T = S. Suppose s < t. For any I ∈ V i with s ≤ i < m, there exists an F ∈ F such that F ∩ I = 0. Applying Lemma 2.1 t − s times, we get the former inequality. Since | F W | ≤ 1 for any W ⊆ V m , the later inequality holds. ✷
(1)
and equality holds if and only if
Proof. (i) The fact that X m is an intersecting family with τ ( X m ) = m implies the desired result.
(ii) We divide our discussion into two cases.
Hence, (2) holds.
We claim that dim(Y ) = 2m − 1 and A ⊆ Y m . By Corollary 1.9 in [19] , one gets
It follows that dim(Y ) ≤ dim(T + A) = 2m − 1, and so Y = T + A holds for any A ∈ A. Hence, our claim is valid.
For any B ∈ B, the fact that B ∈ A implies that dim(B ∩ T ) ≥ 1 and dim(B ∩ A 0 ) ≥ 1. By Corollary 2.2, one gets
Since | F| = | B| + | C|, (2) holds. ✷ Proof of Theorem 1.2: By Proposition 2.3, it suffices to prove that
It is routine to check that (3) holds for m = 3. Suppose m ≥ 4. Observe that
By Bernoulli's inequality, one gets
which implies that
Note that the left hand side of (3) is less than
Combining (4), (5) and (6), we obtain that (7) is less than 2m − 1 m , as desired. ✷
Singular linear spaces
For fixed integers n, l with n > 0 and l ≥ 0, let V be an (n + l)-dimensional vector space over F q . A flag in V is a sequence (W 1 , . . . , W r ) of subspaces of V such that
A parabolic subgroup of general linear group GL(V ) of V is the stabilizer of some flag in V . In particular, the parabolic subgroup G determined by a flag (W 1 , W 2 ) with dim(W 1 ) = l is called a singular linear group. The space V together with the action of G is called a singular linear space. We say that an m-dimensional subspace P is of type (m, k) if dim(P ∩ W 1 ) = k. Denote the set of all subspaces of type (m, k) in V by M(m, k; n + l, n). From Lemma 2.1 in [20] , note that if M(m, k; n + l, n) is non-empty, then it forms an orbit of subspaces under G.
The maximum size of an intersecting family F ⊆ M(m, k; n + l, n) was determined in [17, 18] . It was showed that an intersecting family with maximum size has covering number 1. In [13] , we determined the maximum size of an intersecting family F ⊆ M(n, 0; n + l, n) whose covering number is more than 1. In this section, we shall characterize the largest intersecting family F ⊆ M(m, k; n + l, n) with τ ( F) = m.
It's routine to check that S is the desired subspace. ✷ Let N (m 1 , k 1 ; m, k; n+l, n) be the number of subspaces of type (m 1 , k 1 ) contained in a given subspace of type (m, k) in V . 
Moreover, if N (m 1 , k 1 ; m, k; n + l, n) > 0, then
In the remaining of this paper, suppose that F ⊆ M(m, k; n+l, n) is an intersecting family with τ ( F) = m. Write X = F ∈ F F . By (1), one gets dim(X) ≥ 2m − 1. Let X m,k be the family of all subspaces of type (m, k) contained in X. 
Proof. Write X ′ = X ∩ W 1 , dim(X ′ ) = t. Then
If k = 0, then by Lemma 3.2, one gets that N (m, 0; 2m − 1, t; n + l, n) reach the maximum value exactly at t = max{0, 2m
Then Z intersects every k-subspace of X ′ . Note that dim(F ∩ X ′ ) = k holds for any F ∈ F. Thus, Z intersects every element of F, which implies that m = τ ( F) ≤ dim(Z) = t − k + 1, and so t = m + k − 1. Hence, we characterize the exactly case when | X m,k | reach the maximum value.
In order to finish our proof, it suffices to show that τ ( X m,k ) = m. For any
We only need to prove that there exists an F ∈ X m,k such that F ∩ I = 0. Case 1: k = 0.
Since m ≤ n, we have t ≤ m − 1. Note that
Case 1.1: t ≤ h. By Lemma 3.1, there exists a D 1 ∈ X ′ +H t−j such that D 1 ∩ X ′ = D 1 ∩ H = 0.
By (11) , there exists an F ∈ X m such that F ∩ (X ′ + H) = D 1 , which implies that
Hence, F is the desired subspace. Case 1.2: t > h. Similar to Case 1.1, we may find a desired subspace F . Case 2: k ≥ 1.
Observe that t = m + k − 1 ≥ h + k. By Lemma 3.1, there exists an S ∈ X ′ +H h+k−j such that S ∩ H = 0 and dim(S ∩ X ′ ) = k. Since (X ′ + H) ⊆ X, one gets that m ≥ h+k−j, which implies that there exists an F ∈ V m such that F ∩(X ′ +H) = S. Note that
Hence, F is the desired subspace. 
Suppose a > b ≥ 1. Observe that the function q a−x − 1 q b−x − 1 monotonically increases in the interval [0, b − 1], which implies that
Therefore, we obtain that
By the second inequality in (13), we have 2m−3 m−2 ≤ m 1 m−2 , which implies that the left hand side of (12) is less than
Since (q − 1) m > q m − mq m−1 ≥ q m − (q − 2)q m−1 > q m−1 + q m−2 by Bernoulli's inequality, (14) is less than q m(m−1) . On the other hand, by Lemma 3.2 and the first inequality in (13) , q m(m−1) ≤ N (m, k; 2m − 1, t; n + l, n).
Hence, (12) holds. ✷
