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Abstract
We consider ergodic backward stochastic differential equations, in a
setting where noise is generated by a countable state uniformly ergodic
Markov chain. We show that for Lipschitz drivers such that a compar-
ison theorem holds, these equations admit unique solutions. To obtain
this result, we show by coupling and splitting techniques that uniform
ergodicity estimates of Markov chains are robust to perturbations of the
rate matrix, and that these perturbations correspond in a natural way to
EBSDEs. We then consider applications of this theory to Markov decision
problems with a risk-averse average reward criterion.
Keywords: Ergodic BSDE, Markov Chain, Uniform Ergodicity, Nummelin
Splitting, Risk averse control
MSC: 60J27, 93E20, 49J55
1 Introduction
Much work has gone into understanding optimal control with an average cost
criterion, over an infinite horizon (for example, see the review paper Arapos-
tathis et al. [1], or more recent work by Guo and Herna´ndez-Lerma [14], and
references therein). Provided an underlying controlled Markov process, this cri-
terion provides a useful method for understanding those payoffs which value the
future as much as the present, and hence are insensitive to short-term effects.
Much of this work is constrained to look only at costs which depend on the cur-
rent state of the process, and at the (linear) expectation of future costs; this is,
in this sense, a linear theory (to be precise, the corresponding Hamiltonian op-
erators are infima taken over linear functions in the costate variable, see Section
5.2). Therefore, these methods are unable to deal adequately with risk-averse
optimization, which requires a nonlinear assessment of future costs.
Given the known connection between BSDEs and the theory of ‘nonlinear
expectations’, as defined by Peng [20] (see Coquet et al.[9] and Cohen [3] for the
precise details of this connection), it is not unreasonable to expect that ‘ergodic’
BSDEs would provide a natural framework for understanding these nonlinear
settings.
In Fuhrman, Hu and Tessitore [12] (see also Richou [21], Debussche, Hu and
Tessitore [10]), a class of value functions are considered which depend on the
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average cost, not only through the current state, but on the controlled stochastic
dynamics, and can do so in a nonlinear way. These value functions are given by
Ergodic Backward Stochastic Differential Equations (EBSDEs), a generalisation
of the Backward Stochastic Differential Equations developed by Pardoux and
Peng [19]. In [12], the stochastic dynamics are given with reference to a general
cylindrical Wiener process in a Hilbert space, and the ‘current state’ is described
by a geometrically ergodic solution to a forward stochastic differential equation.
In this paper, we consider the ergodic BSDEs when noise is generated by
a continuous-time discrete-state Markov chain. The basic BSDEs of this type,
for finitely many states, were considered by one of the authors in [4, 5, 8].
We shall show that, with a discounted criterion, the infinite-horizon version of
these BSDEs admits Markovian and time-invariant solutions. Assuming the
underlying chain is uniformly ergodic, we show that discounted BSDEs preserve
uniform ergodicity, in an appropriate sense. From here, we show that the ergodic
BSDEs admit unique solutions.
The paper is organized as follows. In the next section, we deal with the
theory of discounted BSDEs. In Section 3, we show the robustness of ergodicity
estimates of Markov chains to perturbations of the rate matrix. We give a
novel, but natural, partial ordering of rate matrices, and show that, given the
perturbation is not too large as determined by this ordering, any ergodicity
estimates are transferable. This result is itself of independent interest in the
study of ergodic properties of Markov chains. Section 4 proves the existence and
uniqueness of bounded Markovian solutions to EBSDEs. Finally, in Section 5, a
numerical example and some applications of these equations in optimal ergodic
control are discussed. We conclude with some thoughts on future extensions in
Section 6.
1.1 Introducing BSDEs and EBSDEs on Markov Chains
Consider a continuous-time countable-state process X in a probability space
(Ω,F ,P), where X will be our fundamental Markov chain. Without loss of
generality, we shall represent X as taking values from the standard basis vectors
ei of R
N (where N ∈ N ∪ {∞} is the number of states, and R∞ denotes the
space of infinite real sequences). We write X for this set of basis vectors. For
notational simplicity, we will think of all vectors as column vectors, and denote
by z∗ the transpose of z (so that z∗y is the Euclidean or ℓ2 inner product). An
element ω ∈ Ω can be thought of as describing a path of the chain X .
Now let {Ft} be the completion of the filtration generated by X , that is,
Ft = σ({Xs}s≤t) ∨ {B ∈ F∞ : P(B) = 0}.
As X is a right-continuous pure jump process which does not jump at time 0,
this filtration is right-continuous, and we assume F = F∞ =
∨
t<∞Ft. We
shall assume that X is a Markov chain under P, in the filtration {Ft}. For
basic theory of continuous-time countable-state Markov chains, see for example
Rogers and Williams [22, Vol. 1, p228ff], for the approach taken here, see Elliott,
Aggoun and Moore [11, Part III]).
Let A denote the possibly infinite rate matrix1 of the chain X . Note that
(At)ij ≥ 0 for i 6= j and
∑
i(At)ij = 0 for all j (the columns of A all sum to 0).
1In our notation, as in [11], A is the matrix with entries Aij , where Aij is the rate of
jumping from state j to state i. Depending on the convention used, this is either the rate
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We assume, for simplicity, that the entries in At are uniformly bounded, and so
the chain is regular.
From the Doob–Meyer decomposition (see [11, Appendix B]), we write our
chain in the following way
Xt = X0 +
∫
]0,t]
AuXu−du +Mt, (1)
whereM is a locally-finite-variation pure-jump martingale in RN , and the chain
starts in state X0 ∈ RN . Our aim is to study EBSDEs, that is, infinite-horizon
equations of the form
Yt = YT +
∫ T
t
[f(Xu−, Zu)− λ]du −
∫ T
t
Z∗udMu, 0 ≤ t ≤ T <∞, (2)
where f : X ×RN → R is a given function, Y is a real-valued ca`dla`g stochastic
process, Z is a predictable process in RN such that∫ t
0
Z∗udMu :=
∑
i
∫ t
0
(Zu)
id(M)iu
is a martingale, square integrable up to finite times, (here (·)i denotes the ith
component of the vector), and λ ∈ R. The key points distinguishing these
equations from ‘classical’ BSDEs on Markov chains (as considered in [5]) are
that this must hold both for all t and for all T , and that the value λ is a part
of the solution.
Our key method will be based on considering the limits of the following
‘discounted’ BSDEs,
Y αt = Y
α
T +
∫ T
t
[f(Xu−, Z
α
u )− αY
α
u−]du−
∫ T
t
(Zαu )
∗dMu, 0 ≤ t ≤ T <∞,
(3)
the existence of solutions to which we shall first establish.
Remark 1. We note that the use of left limits for X and Y in the driver terms of
(2), (3) initially seems unconventional, for those used to the theory of BSDEs in a
Brownian setting. However, it is the natural approach when the driver term can
itself jump (see [6]), it allows us to perform Girsanov transformations without
constantly having to switch between the left and right limits of the processes,
and as the integral is with respect to Lebesgue measure and our processes have
at most countably many jumps, in this case the equation is unchanged whether
the left limits are included or not.
Of importance will be the following process and the associated spaces.
Definition 1. Let
ψxt := diag(Atx)−Atdiag(x)− diag(x)A
∗
t ,
for x a basis vector of RN . Write ψt for the process ψ
Xt−
t . Then ψ is a pre-
dictable process taking values in the symmetric, positive semidefinite matrices
matrix or its transpose. In our notation A∗, the transpose of A, is the generator of the Markov
chain.
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in RN×N , with the property that
E
[(∫
]0,t]
Z∗udMu
)2]
=
∫
]0,t]
E[Z∗uψuZu]du
for any t and any predictable processes Z of correct dimension (see [4]). For
simplicity, we write
‖z‖2Mt := z
∗ψtz,
and note that this is a stochastic seminorm.
We define the following spaces of processes.
• Y ∈ S2 if E[supt Y
2
t ] <∞ and Y is ca`dla`g,
• Z ∈ H2M if E
[ ∫
]0,∞]
‖Zt‖2Mtdt
]
<∞ and Z is predictable,
• Z ∈ H2M,t-loc if E
[ ∫
]0,t]
‖Zs‖2Msds
]
<∞ for all t <∞ and Z is predictable
(note that this is not the usual space of processes locally in H2M , as this
must hold for every deterministic t, rather than for a specific sequence of
stopping times),
• Z ∼M Z
′ if ‖Zt − Z
′
t‖Mt = 0 for almost all t.
2 Discounted BSDE
We begin with the following result.
Theorem 1. Let T be a finite deterministic time, and f : Ω×[0, T ]×R×RN → R
be a predictable function. If f is uniformly Lipschitz in y and z, that is, there
exists a constant c > 0 such that
|f(ω, t, y, z)− f(ω, t, y′, z′)| ≤ c(|y − y′|+ ‖z − z′‖Mt),
and
E
[ ∫
]0,T ]
|f(ω, t, 0, 0)|2dt
]
<∞
then for any ξ ∈ L2(FT ), there exists a unique solution (Y, Z) ∈ S2 × H2M to
the BSDE
ξ = Yt −
∫
]t,T ]
f(ω, u, Yu, Zu)du +
∫
]t,T ]
Z∗udMu.
Proof. For the finite state case, this result is given in [4]. For the infinite state
case, we use the martingale representation result established in [4], which natu-
rally extends to general spaces, coupled with the existence result for BSDEs in
general spaces established in [6].
We note that, unlike in [4, 6], we have not assumed that F0 is trivial, that
is, that X0 is deterministic. Hence Y0 is also a random variable. This poses no
problems for the theory of BSDEs, however it will be useful for us to note that,
on the set {X0 = x}, we will obtain a deterministic value Y x0 , as F0 is nothing
but the completion of σ(X0).
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A key result in the analysis of BSDEs is the comparison theorem. In the
case of BSDEs with Markov Chain noise, and in general for BSDEs with jumps,
a further condition is required to ensure that the result holds. In [7, 3] a general
condition under which the comparison theorem holds is presented, and in [5] a
condition specific to Markov chain BSDEs was also given.
Definition 2. For a driver f , we say that
• f is balanced if
f(ω, t, y, z)− f(ω, t, y, z′)
‖z − z′‖2Mt
(z − z′)∗∆Mt > −1,
• f is weakly balanced if(
f(ω, t, y, z)− f(ω, t, y, z′)
‖z − z′‖2Mt
∧ 0
)
(z − z′)∗∆Mt > −1,
• f is strictly balanced if
f(ω, t, y, z)− f(ω, t, y, z′)
‖z − z′‖2Mt
(z − z′)∗∆Mt > −1 + γ
for some γ > 0,
where all inequalities must hold for any y ∈ R, any z, z′ ∈ RN , and up to
indistinguishability.
Clearly strictly balanced ⇒ balanced ⇒ weakly balanced. Our main atten-
tion is on those cases where f is (strictly) balanced, however, the comparison
theorem holds assuming only that f is weakly balanced.
Theorem 2 (Finite-time comparison theorem). Let (Y, Z) and (Y ′, Z ′) be the
solutions to two BSDEs with drivers f and f ′. Suppose f is weakly balanced
and f(ω, t, y, z) ≥ f ′(ω, t, y, z) for all (y, z), dt × dP-a.s. Then YT ≥ Y ′T a.s.
implies Yt ≥ Y ′t a.s. up to indistinguishability.
Proof. This is simply Theorem 3 of [3], where a trivial modification of the last
line of the proof of Lemma 1 of [3] is needed to exploit the definition of a weakly
balanced driver.
In fact, in the balanced case, the proof of the comparison theorem is easy to
deduce from the following lemma.
Lemma 1. If f is Lipschitz and balanced, then for any predictable processes
Z,Z ′ ∈ H2M,t-loc, any process Y ∈ S
2, any T <∞, the measure QT defined by
dQT
dP
= E
( ∫
]0,·∧T ]
f(ω, t, Yt−, Zt)− f(ω, t, Yt−, Z ′t)
‖Zt − Z ′t‖
2
Mt
(Zt − Z
′
t)
∗dMt
)
,
is a probability measure (where E denotes the Dole´ans-Dade exponential), and
M˜t =
∫
]0,t∧T ]
(
f(ω, s, Ys−, Zs)− f(ω, s, Ys−, Z
′
s)
)
ds+
∫
]0,t∧T ]
(Zs − Z
′
s)
∗dMs
is a QT -martingale.
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Proof. First note that
Lt :=
∫
]0,t∧T ]
f(ω, s, Ys−, Zs)− f(ω, s, Ys−, Z ′s)
‖Zs − Z ′s‖
2
Mt
(Zs − Z
′
s)
∗dMs
is a local martingale with quadratic variation
〈L〉t =
∫
]0,t∧T ]
|f(ω, s, Ys−, Zs)− f(ω, s, Ys−, Z ′s)|
2
‖Zs − Z ′s‖
4
Mt
‖Zs − Z
′
s‖
2
Mtdt ≤ cT,
for c a Lipschitz constant of f . Hence we know M˜Tt is a true (BMO-)martingale
with all moments finite (see [3, Lemma 2]). Then, as f is balanced, we see that
∆Lt > −1, so QT is a probability measure.
To show that the desired process is a local martingale is then an application
of Girsanov’s theorem. By Ho¨lder’s inequality we have, for any stopping time
τ ≤ T , any ǫ < 1,
EQT [M˜
2−ǫ
τ ] ≤ EP[L
2/ǫ
T ]
ǫ/2EP[M˜
2
τ ]
1−ǫ/2
which is uniformly bounded, so M˜ is a true QT -martingale.
The connection between these definitions of ‘balanced’ drivers and the con-
dition given in [5] is given by the following lemma, which is presented for com-
pleteness
Lemma 2. The following conditions are equivalent.
(i) f is weakly balanced.
(ii) For any z, z′ ∈ RN , up to indistinguishability, on the set where
(e∗iAtXt−)[(z − z
′)∗(ei −Xt−)] ≥ 0
for all i, we have
(f(ω, t, y, z)− f(ω, t, y, z′)) ∧ 0 ≥ −(z − z′)∗AtXt− a.s.,
with equality only when ‖z − z′‖Mt = 0.
Proof. Clearly the conditions are trivial on the set f(ω, t, y, z)−f(ω, t, y, z′) = 0,
so we exclude this from consideration.
(ii)⇒ (i). First note that the condition in Definition 2 is equivalent to
[(f(ω, t, y, z)−f(ω, t, y, z′))∧0](z−z′)∗(Xt−Xt−) > −(z−z
′)∗ψM (z−z
′) a.s.
(4)
For fixed values of t, y, z,Xt−, suppose there is i with (e
∗
iAtXt−)[(z−z
′)∗(ei−
Xt−)] < 0. Then let
h =
(
f(ω, t, y, z)− f(ω, t, y, z′)
(z − z′)∗(ei −Xt−)
∨ 0
)
(ei −Xt−).
If there is no such i, then note that (z−z′)∗AtXt− < 0 (as it is the compensator
of a nondecreasing process), and let
h =
(
f(ω, t, y, z)− f(ω, t, y, z′)
(z − z′)∗AtXt−
∨ 0
)
AtXt−
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In either case, h∗(z−z′) = (f(ω, t, y, z)−f(ω, t, y, z′))∧0, 1∗h = 0 and h∗ei ≥ 0
for all ei 6= Xt−. In the latter case, note also that 1∗(AtXt− − h) = 0 and
e∗i (AtXt− − h) > 0 for all ei 6= Xt−.
By considering all possible jumps, we then have that (4) simplifies to
(z − z′)∗[h(ej −Xt−)
∗ + ψt](z − z
′) > 0
for all ej with e
∗
jAtXt− > 0. This is equivalent to
(z − z′)∗[h(ej −Xt−)
∗ + (ej −Xt−)h
∗ + 2ψt](z − z
′) > 0.
As z − z′ is at most defined up to the addition of a constant, for each ej , we
can suppose without loss of generality that (z − z′)∗ej = 0. Hence it is enough
to show that the symmetric matrix [2ψt − hX∗t− −Xt−h
∗] is positive definite.
However, as this matrix is of the same form as ψt, this is straightforward.
(i)⇒ (ii). We know that (4) holds. Suppose that (e∗iAtXt−)[(z − z
′)∗(ei −
Xt−)] ≥ 0 for all i. Without loss of generality, we select a representation of z−z′
such that (z−z′)∗Xt− = 0 and (z−z
′)∗ej = 0 for all j with e
∗
jAtXt− = 0. Note
that this then implies z − z′ is componentwise nonnegative. Then (4) reduces
to
(f(ω, t, y, z)− f(ω, t, y, z′)) ∧ 0 > −
(z − z′)∗ψM (z − z′)
(z − z′)∗(Xt)
= −
∑
i ai(z − z
′)2i
(z − z′)∗(Xt)
with the convention 0/0 = ∞, where ai = e∗iAtXt−. This inequality must
hold almost surely, so it must hold in the case Xt = ej, for j maximizing
(z − z′)∗ej = (z − z
′)j . As (z − z
′)i/(z − z
′)j < 1, we have
(f(ω, t, y, z)− f(ω, t, y, z′)) ∧ 0 > −
∑
i ai(z − z
′)2i
(z − z′)j
> −
∑
i
ai(z − z
′)i = −(z − z
′)∗AtXt−
as desired.
Corollary 1. If f is balanced, then we also have that for any z, z′ ∈ RN , up to
indistinguishability, if
(e∗iAtXt−)[(z − z
′)∗(ei −Xt−)] ≥ 0
for all i, then
f(ω, t, y, z)− f(ω, t, y, z′) ≥ −(z − z′)∗AtXt− a.s.,
with equality only when ‖z − z′‖Mt = 0.
Proof. The proof of (i) ⇒ (ii) in Lemma 2 is sufficient to prove this result,
where the term ‘∧0’ is removed throughout.
The following version of Tanaka’s formula will be useful. We adopt the
convention that sign(x) = x/|x| for x 6= 0 and sign(0) = 0.
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Lemma 3. Let Y be a ca`dla`g process of finite variation. Then the dynamics of
|Y | are given by
d|Y |t = sign(Yt−)dYt +∆L
Y
t
where ∆LYt is the ‘local time’ jump process, with
∆LYt = |Yt|(1− sign(YtYt−)) ≥ 0.
Proof. The dynamics of |Y | are clear except when Ys− = 0 or when Y jumps
over zero, that is, when Yt− and Yt are of opposite sign.
If Ys− = 0, then either |Ys| > 0, in which case ∆|Ys| = ∆LYt , or Ys = 0,
in which case there is a version of the derivative of Y which is zero at s (as
the measure induced by Y does not charge the point s). In either case, the
dynamics are satisfied.
If Yt− and Yt are of opposite sign, we have
∆|Y |t = sign(Yt−)∆Yt + (∆|Y |t − sign(Yt−)∆Yt)
= sign(Yt−)∆Yt + (|Yt| − |Yt−| − sign(Yt−)(Yt − Yt−))
= sign(Yt−)∆Yt + (|Yt| − sign(Yt−)Yt)
= sign(Yt−)∆Yt + |Yt|(1− sign(Yt−Yt))
and so in both cases the dynamics hold.
We now seek to show that there exists a bounded solution to the infinite-
horizon BSDE with discounting. The approach used to obtain this result is based
on Briand and Hu [2] and Royer [23]. However, in our setting, the following
result greatly simplifies the analysis.
Lemma 4. Let Y satisfy the dynamics
dYt = βtdt+ Z
∗
t dMt
for some arbitrary predictable process β. If |Y | ≤ k for some k, then |e∗iZ| ≤ 2k
for all i, for at least one representative in H2M,t-loc. That is, Z is bounded
componentwise by twice a bound on Y .
Proof. First note that as the jumps ofM are totally inaccessible, if an inequality
holds for every jump time, then it must hold almost everywhere on every set
where jumps occur with positive probability, that is, up to a representative in
H2M,t-loc. Now note that at any jump,
Yt − Yt− = ∆Yt = Z
∗
t∆Mt = Z
∗
t (Xt −Xt−).
Therefore,
|Z∗t (Xt −Xt−)| ≤ 2k a.s.
We now take a representative Z such that Z∗Xt− ≡ 0, which can be done as
Z is only ever defined up to addition of a constant. Therefore |Z∗tXt| ≤ 2k
for every Xt which can be reached with positive probability in a single jump.
Taking Zt = 0 for all Xt which cannot be reached in a single jump (which can
be done up to equality ∼M ), we see that |e∗iZ| ≤ 2k.
Theorem 3. Let α > 0 and f : Ω× R+ × RN → R be
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• uniformly Lipschitz (in its third component) with respect to the ‖ · ‖Mt-
norm dP× dt-a.e.
• balanced, in the sense of Definition 2 (omitting the y variable), and
• such that |f(ω, t, 0)| is uniformly bounded by C ∈ R.
Then there exists an adapted solution (Y, Z), with Y ca`dla`g and Z ∈ H2M,t-loc,
to the equation
YT = Yt −
∫
]t,T ]
(−αYu− + f(ω, u, Zu))du +
∫
]t,T ]
Z∗udMu, 0 ≤ t ≤ T <∞
(5)
satisfying |Yt| ≤ C/α, and this solution is unique among bounded adapted solu-
tions.
Furthermore, if (Y T , ZT ) denotes the (unique) adapted solution to
0 = Y Tt −
∫
]t,T ]
(−αY Tu− + f(ω, u, Z
T
u ))du+
∫
]t,T ]
(ZTu )
∗dMu (6)
then limT→∞ Y
T
t = Yt a.s., uniformly on compact sets in t.
Proof. Uniqueness. We first show that, if a bounded solution exists, it is
unique. Suppose we have two bounded solutions (Y, Z) and (Y ′, Z ′) to (5). For
simplicity, write δY = Y − Y ′ and δZ = Z − Z ′.
For T > 0, let QT1 be the measure with density
dQT1
dP
= E
( ∫
]0,·∧T ]
(f(ω, u, Zu)− f(ω, u, Z ′u))
‖δZu‖2Mu
(δZu)
∗dMu
)
, (7)
where E denotes the Dole´ans-Dade exponential. As f is balanced, we can see
that QT1 is a probability measure. By Lemma 1, it follows that
−
∫
]0,t]
sign(δYu−)(f(ω, u, Zu)− f(ω, u, Z
′
u))du
+
∫
]0,t]
sign(δYu−)δZ
∗
udMu +
∑
u≤t
∆L(δYu)u
is a QT1 submartingale on [0, T ]. (Note that the inclusion of sign(δYu−) simply
exchanges Z and Z ′, and does not affect the quadratic variation.)
By Tanaka’s formula and Ito¯’s formula, we have, for all s ≤ t ≤ T ,
EQT
1
[e−αt|δYt| − e
−αs|δYs| |Fs] ≥ 0,
hence,
|δYs| ≤ e
−α(t−s)EQT
1
[|δYt| |Fs] ≤ e
−α(t−s)C,
for C a bound on |δYt|. This bound is independent of T , and collapses as t→∞.
Hence |δYs| = 0, from which we see Ys = Y ′s a.s. for every s, and hence Y = Y
′
up to indistinguishability as Y and Y ′ are ca`dla`g.
Existence. We now show that a bounded solution exists. Let (Y T , ZT )
denote the solution to the time T -horizon BSDE, as defined in (6).
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First, we show that Y T is bounded. Again, we invoke Lemma 1 and let QT2
denote the probability measure with density
dQT2
dP
= E
(∫
]0,·∧T ]
f(ω, u, ZTu )− f(ω, u, 0)
‖Zu‖2Mu
(ZTu )
∗dMu
)
.
Applying Tanaka’s formula and Ito¯’s formula to e−αt|Y Tt |, we see that
|Y Tt | ≤ e
αtEQT
2
[ ∫ T
t
e−αu|g(ω, u, 0)|du
∣∣∣Ft] ≤ C/α (8)
for C a bound on |f(ω, u, 0)|. Hence Y T is uniformly bounded.
Second, we show that Y T forms a Cauchy sequence in T . For any T ′ > T ,
we use Lemma 1 to take the probability measure
dQT,T
′
3
dP
= E
( ∫
]0,·∧T ]
f(ω, u, ZTu )− f(ω, u, Z
T ′
u )
‖ZTu − Z
T ′
u ‖
2
Mu
(ZTu − Z
T ′
u )
∗dMu
)
.
Again applying Tanaka’s formula, Ito¯’s formula and the inequality (8), for t < T
we have
|Y Tt − Y
T ′
t | ≤ e
−α(T−t)E
Q
T,T ′
3
[|Y T
′
T | |Ft] ≤ Ce
−α(T−t)/α a.s.
Hence we see that Y Tt is a Cauchy sequence in T , and so a limit exists, and we
denote it Yt. The desired convergence uniformly on compacts is clear, and the
bound established in (8) also holds for Yt.
Finally, as Y Tt is uniformly bounded, so is Z
T
t , by Lemma 4. As Y
T
t converges
a.s. uniformly on compacts in t, its jumps converge a.s. uniformly on compacts,
however this implies that the ZTt also converge a.s. uniformly on compacts, at
least up to equivalence in ‖ · ‖Mt . Taking Z as the limit of Z
T , we have our
desired solution (Y, Z).
To finish this section, we finally state a result on the existence of ‘Markovian’
solutions to these BSDEs, that is, when the BSDE solution (Y, Z) can be written
as a function of the underlying state process X .
Theorem 4. Suppose our Markov chain X is irreducible at every point of time.
Consider either
• the situation of Theorem 1, when the terminal value of the BSDE is of the
form Q = φ(XT ) for some deterministic function φ : R
N → R, or
• the situation of Theorem 3,
and suppose that the driver f factors through Xt−, as a function of ω, that is,
f can be written in the form f(ω, t, · · · ) = f˜(Xt−(ω), t, · · · ) for some function
f˜ . Then there exists a function v : [0,∞[×X → R such that Yt = v(t,Xt) and
e∗iZt = v(t, ei), and this function satisfies the coupled ODE system
dv(t, ei)
dt
= −f˜(ei, t, v(t, ei), v(t, ·)) − e
∗
iA
∗
t v(t, ·)
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in the setting of Theorem 1, respectively
dv(t, ei)
dt
= −αv(t, ei)− f˜(ei, t, v(t, ·))− e
∗
iA
∗
t v(t, ·),
in the setting of Theorem 3, where v(t, ·) refers to the vector in RN with entries
{v(t, ej)}Nj=1.
Proof. For N finite, in the first case, this result is directly from [8]. It is easy to
verify that the same arguments as in [8] will hold for N infinite. For the situation
of Theorem 3, note that the finite-time approximations Y Tt constructed in the
proof of that theorem are all examples of the first case, with φ ≡ 0. Hence
we can find functions vT (·, ·) satisfying the desired statements, and the proven
convergence allows us to take T →∞. The only difficulty with this is the stated
dynamics on v(t, ei), which can easily be verified directly, as in [8].
Corollary 2. Suppose that X is time-homogeneous (so A = At is constant),
and we are in the situation of Theorem 3, where our driver factors through Xt−,
and does not depend on time. Then v does not depend on time, and we have
the equation in RN
αv = −f˜(·, v) −A∗v
where v = v(t, ·) is a vector in RN , and f˜(·, v) refers to the vector with entries
{f˜(ei, v)}Ni=1. If f˜ is balanced, using the natural modification of Definition 2
(and correspondingly Lemma 2) this equation admits a unique solution.
Proof. Under the conditions of the corollary, as X is a Markov chain, our
infinite-horizon BSDE (5) does not vary in t given the state Xt. It is then clear
that the unique solution is a function purely of Xt. The dynamics are then the
natural rewriting of those in Theorem 4, and the existence and uniqueness of
the solution is the result of Theorem 3.
Remark 2. It is worth noting that this is a nontrivial algebraic statement, due
to the nonlinearity of the function f˜ . If we knew that f˜(v) +A∗v was a strictly
monotone function, in the sense that
〈f˜(v)− f˜(v′) +A∗(v − v′), v − v′〉 ≤ −ǫ‖v − v′‖2
for some ǫ > 0 and all v, v′, then it would be possible to construct an existence
result using standard techniques (see, for example [24, p.565]). Initially, this
would appear to be true, at least for chains with finitely many states, using
the fact that the nonlinear equation generates measures under which X is a
Markov chain (see the proof of Lemma 12), and the Perron–Frobenius theorem
or Krein–Rutman theorem to bound eigenvalues below zero. However, such an
argument depends on the diagonalizability of the derivative of f˜(v)+A∗v which
is a non-trivial assumption. For example, one might consider the situation on
four states with f˜ = 0, and
A∗ =


−3 1 2 0
1 −3 2 0
0 2 −3 1
0 2 1 −3

 (9)
which is a very well behaved Markov chain generator, however is defective as a
matrix and so it is easy to find vectors v with v′Av > 0. Hence this argument
fails in general.
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3 Uniformly ergodic chains
We aim to construct solutions to the ergodic BSDE (2), using the solutions to the
discounted BSDEs (5). As our aim is to contemplate the long-run behaviour, we
shall now make the following two assumptions, for the remainder of the paper.
First, the Markov chain X is time homogeneous (so At = A for all t) and
irreducible, and second, the BSDE drivers we consider will all factor through
X , so our BSDE solutions will be functions of the current state of the Markov
chain, and, in particular, Corollary 2 holds.
The key to using discounted BSDEs to approximate the ergodic BSDE is
to study the ergodic behaviour of the Markov chain itself. We shall therefore
make moderately restrictive assumptions on the Markov chain, sufficient to give
explicit bounds on its convergence to its ergodic distribution, and then show
that these bounds carry over to the solution of the relevant BSDEs.
Definition 3. Let M denote the set of probability measures on X , with the
topology inherited from considering them as a convex subset of ℓ1(X ) (the total
variation topology, with norm ‖f‖TV =
∑
x |f(x)|). We write Ptµ for the law
of Xt given X0 ∼ µ.
We say the Markov chain X is uniformly ergodic if there exists a measure
π on X , and constants R, ρ > 0, such that
sup
µ∈M
‖Ptµ− π‖TV ≤ Re
−ρt for all t.
In this case π is the unique invariant measure for the chain.
We now prove a few standard properties of such chains. The following lemma
is simply a variant of [18, Theorem 16.2.2(iv)]. For simplicity, we will write Ex[·]
for E[·|X0 = x].
Lemma 5. Let X be a uniformly ergodic Markov chain, and let xC be an
arbitrary state. Let τC be the first hitting time of xC . Then for some β > 0
(and hence for all β sufficiently small),
GxC (β) := sup
x∈X
Ex[e
βτC ] <∞.
The following general continuity lemma allows us to take a bound, such as
that established in Lemma 5, and force it to converge for small β.
Lemma 6. Let T be a random variable, and consider G(β) = supν Eν [e
βT ],
where ν is a parameterization of measures under which the expectation is taken
(in our case, the family of initial states of the Markov chain). If there exists
β∗ > 0 such that G(β∗) ≤ K, for some K <∞, then for any ǫ > 0,
G(β) ≤ 1 + ǫ for all β ∈
[
0,
β∗
2
( ǫ
K
∧ 1
)]
.
Note in particular that the bound does not depend on the underlying measures,
given K and β∗.
Proof. Consider Gν(β) = Eν [e
βT ]. For δ > 0 we have
Eν [Te
βT ] ≤ Eν [(δ
−1eδT )eβT ] =
1
δ
Eν [e
(δ+β)T ] =
1
δ
Gν(δ + β) <∞,
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so using the dominated convergence theorem to exchange the order of integration
and differentiation, in the region δ + β ≤ β∗ we have
d
dβ
Gν(β) =
d
dβ
Eν [e
βT ] = Eν [Te
βT ] ≤
1
δ
Gν(δ + β).
Hence, fixing δ = β∗/2, we have a (uniform) bound, on the derivative ddβG
ν(β)
for all β ≤ β∗/2. Therefore, as Gν(0) = 1, we know
Gν(β) ≤ 1 + β
( 2
β∗
G(β∗)
)
≤ 1 + β
( 2
β∗
K
)
which implies
Gν(β) ≤ 1 + ǫ for all β ≤
β∗
2
( ǫ
K
∧ 1
)
.
Taking a supremum, we obtain the uniform bound G(β) ≤ 1 + ǫ.
We now return to general properties of uniformly integrable Markov chains.
Lemma 7. Let X be a uniformly ergodic Markov chain, and let |axx| := −x∗Ax
denote the rate of transitions out of state x. Then {|axx|}x∈X is uniformly
bounded above 0.
Proof. We know that the probability of being in the same state after a fixed
timestep δ is given by exp(−δ|axx|). Taking the δ skeleton of the chain, from [18,
Theorem 16.2.2(iii)] we see that the expected time until a transition from state
x is uniformly bounded with respect to x. By a geometric distribution argument
this expectation is given by (1− exp(−δ|axx|))
−1, hence |axx| is bounded away
from zero.
Lemma 8. Let X be a uniformly ergodic Markov chain on countable states, with
bounded transition rates. Then the discrete time chain obtained by observing X
at each of its jump times is also uniformly ergodic.
Proof. Let xC be an arbitrary state, which is petite as our chain has countably
many states. Let N be the number of jumps up to hitting xC , and let the
ith jump be denoted Ti, with T0 = 0. The uniform ergodicity of a Markov
chain is then equivalent to stating that supx Ex[TN ] < ∞, where Ex denotes
the expectation conditional on X0 = x. If α is an upper bound on the transition
rates, then
Ex[TN ] = Ex
[ N∑
i=1
(Ti − Ti−1)]
]
= Ex
[ ∞∑
i=1
I{Ti−1<TN}E[Ti − Ti−1|FTi−1 ]
]
≥ Ex
[ ∞∑
i=1
I{Ti−1<TN}α
−1
]
= α−1Ex[N ]
Hence supx Ex[N ] <∞, so the Markov chain generated by observations at jump
times is also uniformly ergodic.
To prove ergodicity properties, a standard technique is based on coupling
copies of the Markov chain (see Lindvall [16] for an overview of these methods).
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We here shall work with the simplest form of coupling, when we take two in-
dependent copies X and Y of our chain, which have distinct initial states, and
we study their first meeting time. We note that throughout this section, Y will
be used to refer to a copy of a Markov chain, rather than to the solution of a
BSDE.
Lemma 9. Let X and Y be two independent copies of the uniformly ergodic
chain with rate matrix A. Let T = inf{t : Xt = Yt}. Then there exists β > 0
such that
G∗(β) := sup
x,y
Exy[e
βT ] <∞,
where Exy is the expectation conditional on X0 = x and Y0 = y.
Proof. Let xC be an arbitrary state, with ergodic probability π(xC). As the
chain is uniformly ergodic, we know
sup
y
|P (Yt = xC |Y0 = y)− π(xC)| → 0 as t→∞,
so we can find t∗ < ∞ such that supy |P (Yt∗ = xC |Y0 = y) − π(xC)| <
min{π(xC), 1 − π(xC)}/2, in particular, P (Yt = xC) > p for all t ≥ t∗, for
some fixed p > 0.
Define the following sequence of stopping times,
τ0 = inf{t ≥ t
∗ : Xt = xC}, τi = inf{t ≥ τi−1 + t
∗ : Xt = xC}.
We shall show that TC = inf{τi : Xτi = Yτi} has exponential moments, the
result will then follow as T ≤ TC . As the two paths are independent, the
definition of p implies that for each i, P (Yτi = xC |Fτi−1) ≥ p. Hence a geometric
trials argument gives
Exy[e
βTC ] ≤ Exy
[ ∞∑
i=0
eβτi(1− p)i
]
=
∞∑
i=0
Exy
[∏
j≤i
(
eβt
∗
(1− p)Exy[e
β(τj−τj−1−t
∗)|Fτj−1+t∗ ]
)]
≤
∞∑
i=0
Exy
[∏
j≤i
(
eβt
∗
(1− p)GxC (β)
)]
=
∞∑
i=0
(eβt
∗
(1− p)GxC (β))
i
=
(
1−
(
eβt
∗
(1− p)GxC (β)
))−1
.
Hence, by taking β small enough that eβt
∗
GxC (β) < (1− p)
−1/2, which can be
done by Lemma 6, we have G∗(β) <∞.
Corollary 3. If X and Y are two independent copies of a uniformly ergodic
Markov chain with bounded transition rates, and if N is the total number of
jumps (of both copies) until they first meet, it follows that supx,y Exy[e
βN ] <∞
for some β > 0.
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Proof. By Lemma 8, the discrete time chain obtained by observing only when
one of the chains jumps is also uniformly ergodic. Hence simply apply a discrete-
time version of Lemma 9 to this setting, as the argument is identical.
The following lemma provides a ‘lower’ exponential moment.
Lemma 10. Let X and Y be two independent copies of a uniformly ergodic
chain with bounded transition rates, and let N be the total number of jumps (of
both copies) until they first meet. For any fixed γ ∈ ]0, 1[ we know,
qγ := inf
x,y
Exy[γ
N ] > 0.
Proof. By Lemma 8 the Markov chain generated by observations at jump times
is also uniformly ergodic. Let q(x, y;n) = P (N = n|X0 = x, Y0 = y). By
Corollary 3 we know that there exists β > 0 such that
∑
n e
βnq(x, y;n) is
uniformly bounded for all x, y. Therefore, for some constant c, we know 0 ≤
q(x, y;n) < ce−βn for all x, y and n, hence
∑∞
n=m q(x, y;n) <
c
1−eβ
e−βm+1. As
we also know
∑
n q(x, y;n) = 1, this implies that, taking m > log(
1−eβ
c )/β − 1,
there is a positive lower bound on
∑m−1
n=0 q(x, y;n) which is uniform in x and y,
and hence qγ > 0.
3.1 Perturbed rates
We shall see later that the solutions to an infinite horizon BSDE can be viewed as
expectations under a perturbation of the rate matrix of the underlying Markov
chain. Hence, we wish to show that if the underlying chain is uniformly ergodic
then this remains the case under the perturbed measure. To do so, we use a
variant of the Nummelin splitting (see [18, Chapter 5]), which is commonly used
to prove ergodicity properties.
The class of perturbations under consideration are neatly expressed through
the following definition.
Definition 4. Consider A and B (possibly infinite) rate matrices, that is, ma-
trices with Aij ≥ 0 for i 6= j and
∑
iAij = 0 for all j, and similarly for B. We
shall write B  A whenever B −A is also a rate matrix.
We shall say that B is controlled by A whenever there exists some γ > 0
such that γA  B. We shall say that B is strictly controlled by A whenever we
also know that B − γA has diagonal entries bounded above by −γ.
Note that without loss of generality γ can be taken to be arbitrarily small, in
particular, we assume it is less than or equal to a positive lower bound on |axx|,
which exists by Lemma 7. Note also that the relation  defined in this way is
a valid partial ordering of rate matrices, which has not, to our knowledge, been
previously explored.
Theorem 5. Let A and B be rate matrices, and suppose B is strictly controlled
by A with constant γ. If, under the measure induced by A, the process X is
uniformly ergodic, then X is also uniformly ergodic under the measure induced
by B. Furthermore, the constant R and the rate ρ of convergence to the ergodic
distribution, in Definition 3, can be taken as functions only of A and γ, and the
constant R can be made arbitrarily close to 1 (with a corresponding decrease in
the rate ρ).
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The proof of this theorem is the main purpose of this section. We begin by
defining a splitting of the Markov chain, a` la [18]. We assume the conditions
of the theorem throughout the remainder of the section, and fix a constant γ
satisfying Definition 4.
Definition 5. We define the split space of X to be Xˇ = X × {0, 1}. For
notational simplicity, we write X0 := X × {0} and X1 := X × {1}, so that
Xˇ = X0 ∪ X1.
To split a measure ν on X into a measure νˇ on Xˇ , for yˇ ∈ Xˇ , if y is the
projection of yˇ, then
νˇ(yˇ) =
{
(1 − γ)ν(y) for yˇ ∈ X0,
γν(y) for yˇ ∈ X1.
If νˇ is a signed measure with a single negative component (e.g. a column of a
rate matrix), then the negative component is not split, but is assigned to one of
the two corresponding states in its entirety, yielding the two splittings νˇ(0), νˇ(1).
Finally we define the split rate matrix B by
Bxˇ =
{
gˇx
(0) xˇ = x× {0} ∈ X0,
aˇx
(1) xˇ = x× {1} ∈ X1,
where gx = (1− γ)−1(B − γA)x and ax = Ax.
Intuitively, transitions occur from xˇ ∈ X1 following the vector Ax, and from
xˇ ∈ X0 following the vector (1−γ)
−1(B−γA), except that the result is randomly
split between (X0,X1) with probabilities (1−γ, γ). Note that, as in the classical
Nummelin splitting, this split chain has marginal transition matrix B, that is,
for any measure q on X , we know
∫
Bdqˇ =
∫
Bdq.
Our procedure is now to consider two independent copies of our Markov
chain on the split space, and to show that the first meeting time of these chains
admits exponential moments. This will allow us to prove the desired uniform
ergodicity estimates. We prove this in the following extended lemma.
Lemma 11. Suppose B is strictly controlled by A, with constant γ ≤ infx |axx|,
and let Xˇ and Yˇ be copies of the chain on the split space, as described in
Definition 5.
Let T = inf{t : Xˇt = Yˇt} and
H∗(β) = sup
xˇ,yˇ
E[eβT |Xˇ0 = xˇ, Yˇ0 = yˇ].
For any ǫ > 0, there exists a constant β˜γǫ such that H
∗(β) < 1 + ǫ for all
β ≤ β˜γǫ. Furthermore, β˜γǫ is dependent only on γ and A, in particular, it does
not depend on B except through γ.
Proof. We will use a renewal approach, first considering the times when a jump
occurs that results in both Xˇ and Yˇ being in X1, when they weren’t both in X1
previously. As the two chains are independent, this will occur when one chain
is already in X1, and the other jumps into X1. Let Kt denote the number of
times Xˇ or Yˇ enters X1 up to time t, when the other is already in X1, and tk
denote the time of the kth such transition.
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We can bound H∗(β) by assuming that Xˇ and Yˇ first meet in X1 (that is,
we ignore any prior meetings in X0). If we knew KT = k, then we know that
after tk, neither copy leaves X1 before their final meeting. As transitions out of
X1 are independent of where in X1 the chains move, their marginal transitions
on this set will follow the rate matrix γA. We write E∗j for the expectation
conditioned on not leaving Xj . Therefore, conditioning on Xˇtk , Yˇtk and KT = k
and rescaling time, we see that
E[eβ(T−tk)|Xˇtk , Yˇtk ,KT = k] = E
∗1[eβ(T−tk)|Xˇtk , Yˇtk ] ≤ G
∗(γ−1β),
where G∗(β) be the function defined in Lemma 11, that is, the supremum over
starting states of the moment generating function of the first hitting time on
the basic (unsplit) state space X with rate matrix A.
Write Exˇyˇ for the expectation conditional on Xˇ0 = xˇ, Yˇ0 = yˇ, and similarly
Pxˇyˇ for the conditional probability. We have the bound
Exˇyˇ[e
βT ] = Exˇyˇ
[
Exˇyˇ[e
βT |Xˇtk , Yˇtk ,KT ]
]
≤ Exˇyˇ
[ ∞∑
k=0
E[eβT |Xˇtk , Yˇtk ,KT = k]Pxˇyˇ(KT = k|Xˇtk , Yˇtk)
]
≤
∞∑
k=0
Exˇyˇ[e
βtkE[eβ(T−tk)|Xˇtk , Yˇtk ,KT = k]Pxˇyˇ(KT = k|Xˇtk , Yˇtk)]
≤ G∗(γ−1β)
∞∑
k=0
Exˇyˇ[e
βtkPxˇyˇ(KT = k|Xˇtk , Yˇtk)]
≤ G∗(γ−1β)
∞∑
k=0
(Exˇyˇ[e
2βtk ]Exˇyˇ[Pxˇyˇ(KT = k|Xˇtk , Yˇtk)
2])1/2
≤ G∗(γ−1β)
∞∑
k=0
Exˇyˇ[e
2βtk ]1/2Pxˇyˇ(KT = k)
1/2.
(10)
We will seek to bound the components of the above final sum.
Probability component First consider Pxˇyˇ(KT = k). Exactly as in the
proof of Lemma 10, from points x, y ∈ X , let q(x, y;n) denote the probability of
a pair of independent basic (unsplit) chains meeting in precisely n jumps, under
the rate matrix γA, given starting values X0 = x, Y0 = y. Then a geometric
trials argument yields, for xˇ = x× {1}, yˇ = y × {1} ∈ X1,
Pxˇyˇ(KT = 0) =
∑
n
q(x, y;n)γn.
By another geometric trials argument, we see that
Pxˇyˇ(KT = k) = Exˇyˇ
[(∑
n
q(Xˇtk , Yˇtk ;n)γ
n
) ∏
0≤i<k
(
1−
∑
n
q(Xˇti , Yˇti ;n)γ
n
)]
≤ (1 − γ)(1− qγ)
k,
(11)
where qγ := infx,y(
∑
n q(x, y;n)γ
n) > 0 by Lemma 10.
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Expectation component Now consider Exˇyˇ[e
βtk ]. To begin, consider
Q(β) := sup
xˇyˇ
Exˇyˇ[e
βt1 ],
the mgf of the first time Xˇ and Yˇ will both be in X1, following at least one of
them entering X0, maximised over starting conditions. We call a jump which
results in one of Xˇ, Yˇ changing between X0 and X1 a ‘layer shift’. Note that
the two chains jump at the same time with probability zero, and so the process
which counts how many of them are in X0 is skip free.
Now to bound Q(β), we need to bound two components – the time σ01 at
which the first of the two chains enters X0, and the time t1 − σ01 until both
chains have returned to X1. To obtain such a bound, we must also consider the
possibility that, before t1, both chains will enter X0. Define the stopping times
σi2 = inf{t > σ
i−1
1 : Xˇt, Yˇt ∈ X0},
σi1 = inf{t > σ
i
2 : Xˇt ∈ X1 or Yˇt ∈ X1},
so that σji refers to the first time that precisely i of the chains are in X0, given
that they have both previously entered X0 precisely j times.
Let
J0(β) := sup
xˇ,yˇ∈X1
Exˇyˇ[e
βσ01 ],
J1(β) := sup
xˇ∈X0,yˇ∈X1
Exˇyˇ[e
βσ12 |σ12 < t1],
J2(β) := sup
xˇ,yˇ∈X0
Exˇyˇ[e
βσ11 ],
J3(β) := sup
xˇ∈X0,yˇ∈X1
Exˇyˇ[e
βt1 |t1 < σ
1
2 ],
and note that the choice of whether xˇ or yˇ is in X0 or X1 is arbitrary in the
definition of J1 and J3. This gives J0 as the maximal mgf of the first time one
chain enters X0; J1 as the maximal mgf of the first time both chains are in X0
given one of them is now, and given this occurs before they both enter X1; J2
as the first time one chain enters X1 given they are both in X0; and J3 as the
maximal mgf of the first time both chains are in X1 given one of them is now,
and given this occurs before they both enter X0.
We can now construct another geometric trials argument. If one of Xˇ, Yˇ is in
X0, then the next layer shift will result either in them both being in X0 or in X1.
The probability of both of them moving to X1 in the next layer shift depends
on the relative rates of transition, however looking at the relative probabilities
of transitions we find
P (σ12 > t1) ≥
inf{|bxx − γaxx|}γ
inf{|bxx − γaxx|}γ + sup{|axx|}(1− γ)
≥
γ2
γ2 + sup{|axx|}(1− γ)
:= p
and p > 0 as A is bounded. Note that p does not depend on B. Let D count
the number of times both Xˇ and Yˇ enter X0 before both returning to X1. We
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have
sup
xˇ,yˇ
Exˇ,yˇ[e
β(t1−σ
0
1)] = sup
xˇ,yˇ
Exˇ,yˇ[e
β(t1−σ
D
1 )+β
∑D−1
d=0
(σd+1
1
−σd1 )]
= sup
xˇ,yˇ
Exˇ,yˇ
[
E[eβ(t1−σ
D
1 )|FσD
1
, D]eβ
∑D−1
d=0
(σd+1
1
−σd1 )
]
≤ J3(β) sup
xˇ,yˇ
Exˇ,yˇ
[
eβ
∑D−1
d=0
(σd+1
1
−σd1 )
]
.
(12)
As σDi is not a stopping time (due to the presence of D), we now use a
renewal argument.
F := sup
xˇ,yˇ
Exˇ,yˇ
[
eβ
∑D−1
d=0
(σd+1
1
−σd1 )
]
= sup
xˇ,yˇ
Exˇ,yˇ
[
E[eβ
∑D−1
d=1
(σd+1
1
−σd1 )|Fσ1
1
, D > 0]I{D>0}e
β(σ11−σ
0
1)
]
≤ sup
xˇ,yˇ
Exˇ,yˇ
[
FI{D>0}e
β(σ11−σ
0
1)
]
= F sup
xˇ,yˇ
Exˇ,yˇ
[
I{D>0}E[e
β(σ11−σ
1
2)|Fσ1
2
]eβ(σ
1
2−σ
0
1)
]
≤ FJ2(β) sup
xˇ,yˇ
Exˇ,yˇ
[
I{D>0}Exˇ,yˇ[e
β(σ12−σ
0
1)|D > 0]
]
≤ FJ2(β)J1(β) sup
xˇ,yˇ
Exˇ,yˇ[I{D>0}]
≤ FJ2(β)J1(β)(1 − p).
Hence provided J2(β)J1(β)(1 − p) < 1, we have
sup
xˇ,yˇ
Exˇ,yˇ[e
β(t1−σ
0
1)] ≤ J3(β)F ≤
J3(β)
1− J1(β)J2(β)(1 − p)
. (13)
By Lemma 6, if we can uniformly bound J1 and J2, then by reducing β we
have a uniform bound arbitrarily close to 1. Hence for β sufficiently small this
estimate will hold, and we can combine (12) and (13) to give
sup
xˇ,yˇ
Exˇyˇ[e
βt1 ] ≤
J0(β)J3(β)
1− J1(β)J2(β)(1 − p)
. (14)
Therefore, to uniformly bound the mgf of the first return time of both chains
to X1, it is enough to find uniform bounds on Ji for each i.
Bounding Ji. Let τi denote the time of the ith jump of the chain Xˇ, and
for j ∈ {0, 1} let
Rj(i, β) = E
[
eβτi|Xˇt ∈ Xj for all t ∈ [0, τi[
]
=: E∗j [eβτi],
so Rj(i, ·) is the mgf of the ith transition of the chain, given it has not left Xj .
Then for i ≥ 2,
Rj(i, β) = E
∗j [eβτi ] = E∗j [eτi−1E∗j [eβτi−τi−1 |Xτi−1 ]]
≤ Rj(i − 1, β)Vj(β)
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where Vj(β) = supxˇ∈Xj E
∗j [eβτ1 |Xˇ0 = xˇ] is the maximum of the mgfs of the next
transition. By definition, looking at the first jump we have Rj(1, β) ≤ Vj(β),
and so by recursion, Rj(i, β) ≤ (Vj(β))
i.
To bound J0, we can instead bound the first time that Xˇ jumps to X0,
ignoring any previous jumps of Yˇ . By a geometric trials argument, we see that
J0(β) =
∞∑
i=1
γ(1− γ)i−1R0(i, β) ≤
γV0(β)
1− (1 − γ)V0(β)
. (15)
To bound J1, we need only bound the time until Yˇ enters X0, as the con-
dition σ12 < t1 provides an upper bound on σ
1
2 , so the conditional expectation
is less than the unconditional expectation. Hence, by the same geometric trials
argument,
J1(β) ≤
γV0(β)
1− (1− γ)V0(β)
. (16)
To bound J2, as with J0, we can instead bound the first time that Xˇ jumps
to X1, ignoring any previous jumps of Yˇ . Hence
J2(β) =
∞∑
i=1
(1 − γ)γi−1R0(i, β) ≤
(1− γ)V1(β)
1− γV1(β)
.
To bound J3, as with J1, we see that the condition t1 < σ
1
2 provides an
upper bound on t1, and so it is enough to bound the time until Xˇ enters X1.
Hence
J3(β) ≤
(1− γ)V1(β)
1− γV1(β)
.
Therefore to find bounds on Ji for each i, we need only bound the right hand
side of (15) and (16).
As jumps of Markov chains are exponentially distributed, and conditional
on not leaving X1 the chains move following rate matrix γA, we can easily see
that, as γ ≤ infx |axx|,
V1(β) = sup
x
(
1−
β
γ|axx|
)−1
≤
(
1−
β
γ2
)−1
.
As B is strictly controlled by A, and conditionally on not leaving X0 the chains
move following rate matrix B − γA, we also have
V0(β) = sup
x
(
1−
β
|bxx − γaxx|
)−1
≤
(
1−
β
γ
)−1
.
So the right hand side of (15) and (16) respectively can be bounded by
γV0(β)
1− (1− γ)V0(β)
≤ 1 +
β
γ3 − β
,
γV0(β)
1− (1− γ)V0(β)
≤ 1 +
β
γ(1− γ)− β
,
which are uniformly bounded for β < γ2 (γ
2 ∧ (1 − γ)).
Therefore, for β sufficiently small, there is a uniform bound on (14), which
depends only on γ. Therefore, by Lemma 6, for any ǫ > 0, there exists β > 0
such that
Q(β) = sup
xˇ,yˇ
Exˇyˇ[e
βt1 ] < 1 + ǫ, (17)
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and this β depends only on γ and A.
Putting the pieces together. Now it is easy to see that, with t0 := 0,
Exˇyˇ[e
2βtk ]1/2 ≤ Exˇyˇ[E[e
2β
∑k
j=1(tj−tj−1)|Ftj−1 ]]
1/2 ≤ Exˇyˇ[e
2βt1 ]k/2.
Hence, returning to (10), we have
sup
xˇ,yˇ
Exˇyˇ[e
βT ] ≤ G∗(γ−1β)
∞∑
k=0
sup
xˇ,yˇ
Exˇyˇ[e
2βtk ]1/2 sup
xˇ,yˇ
Pxˇyˇ(KT = k)
1/2
≤ G∗(γ−1β)
∞∑
k=0
(Q(2β))k/2(1 − γ)1/2(1− qγ)
k/2
= G∗(γ−1β)
(1 − γ)1/2
1−
√
(1− qγ)Q(2β)
.
This is bounded whenever Q(2β) < (1− qγ)
−1/2 and G∗(γ−1β) is bounded. We
have just shown in (17) that this can be achieved with a uniform choice of β.
Hence, there exists a uniform choice of β∗ > 0 such that supxˇ,yˇ Exˇyˇ[e
βT ] < K
for all β < β∗. By Lemma 6, for any ǫ > 0 we can hence find β˜γǫ such that
sup
xˇ,yˇ
Exˇyˇ[e
βT ] ≤ 1 + ǫ for all β < β˜γǫ.
To conclude, we note that this choice of β˜γǫ depends only on γ and A.
Corollary 4. Let X,Y be two independent copies of the Markov chain on X
with rate matrix B. Let T be the first meeting time of these chains. Then for
any ǫ > 0, there exists β > 0 such that supx,y E[e
βT |X0 = x, Y0 = y] ≤ 1 + ǫ.
Proof. This follows from Lemma 11, as the chainX is simply the marginal chain
of Xˇ ignoring the splitting, and similarly for Y .
Given this result, we can now prove Theorem 5.
Proof of Theorem 5. For any µ, ν ∈ M, consider two copies X , Y of the chain
with rate matrix B, where X0 ∼ µ, Y0 ∼ ν. Recall we denote by Ptµ the law of
Xt, and ‖f‖TV =
∑
x |f(x)| is a norm on M.
Consider the coupled process
Y˜t =
{
Yt t < T
Xt t ≥ T.
It is easy to see that Y˜t and Yt have the same law. However, this implies,
‖Ptµ− Ptν‖TV =
∑
z
|P (Xt = z)− P (Y˜t = z)| ≤ P (T > t).
By Corollary 4 and Chernoff’s inequality, for any ǫ > 0 there exists β˜γǫ > 0
dependent only on γ and A such that
P (T > t) ≤ E[eβ˜γǫT |X0 ∼ µ, Y0 ∼ ν]e
−β˜γǫt
≤ sup
x,y
E[eβ˜γǫT |X0 = x, Y0 = y]e
−β˜γǫt
≤ (1 + ǫ)e−β˜γǫt.
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Therefore,
‖Ptµ− Ptν‖TV ≤ (1 + ǫ)e
−β˜γǫt. (18)
Replacing ν with Ps−tµ in (11), we see that for any s > t,
‖Ptµ− Psµ‖TV ≤ (1 + ǫ)e
−β˜γǫt
so Ptµ is a Cauchy sequence in M. Hence it has a limit, Ptµ → π, which is
invariant under Pt. Taking ν = π in (18), we then see
‖Ptµ− π‖TV ≤ (1 + ǫ)e
−β˜γǫt,
and so the desired convergence can be guaranteed, is independent of µ, and
occurs uniformly in B given γ and A.
4 Ergodic BSDEs
As we now have estimates for the uniform ergodicity of our Markov chain, we
shall use these to prove the existence of solutions to Ergodic BSDEs. The
techniques used here are modifications of those in [10] and [12]. For ease of
reference, we collect the various assumptions needed in one place.
Assumption 1. Let X be a uniformly ergodic, time homogeneous Markov chain
with bounded transition rates. Let f : X ×RN → R be a function satisfying the
conditions of Theorem 3 (uniformly Lipschitz in the second component under
‖ · ‖Mt , balanced and ψ(·, 0) uniformly bounded) which is also strictly balanced.
The following lemma allows us to simply connect our analysis of uniform
ergodicity to the theory of BSDEs, by means of Girsanov transformations.
Lemma 12. Let Z,Z ′ ∈ RN be any two vectors, defined up to equivalence ∼M ,
and let f be our strictly balanced function. Let Px denote the measure under
which X is a Markov chain with rate matrix A and initial state x. For each
T > 0, define the measure with density
dQx,T
dPx
= E
( ∫
]0,·∧T ]
f(Xu−, Z)− f(Xu−, Z
′)
‖Z − Z ′‖2Mu
(Z − Z ′)∗dMu
)
.
Then, on the interval [0, T ], X is a time-homogeneous Markov chain under
Qx,T , and the corresponding rate matrix B does not depend on T . Furthermore,
B is such that the Markov chain with rate matrix B is uniformly ergodic, with
constants R and ρ which do not depend on Z or Z ′.
Proof. By Lemma 1, Qx,T is a probability measure. To show that X is a time
homogeneous Markov chain under Qx,T , it is enough to show that an equation
of the form of (1) must hold, that is, for t < T we have a rate matrix B such
that
Xt = X0 +
∫
]0,t]
BXu−du+Q
x,T -martingale (19)
However, we know that for t < T ,
Xt = X0 +
∫
]0,t]
AXu−du+Mt
= X0 +
∫
]0,t]
AXu−du+
∫
]0,t∧T ]
(
f(Xu−, Z)− f(Xu−, Z ′)
‖Z − Z ′‖2Mu
ψu(Z − Z
′)
)
du+ M˜Tt
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and so, by uniqueness of the Doob–Meyer decomposition, we can uniquely define
a matrix B which satisfies (19), through the equation
Bx˜ = Ax˜+
f(x˜, Z)− f(x˜, Z ′)
‖Z − Z ′‖2Mu
ψx˜u(Z − Z
′) for x˜ ∈ X
(recalling that x˜ ∈ X is a basis vector of RN ). We know that
1∗Bx˜ = 1∗Ax˜+
f(x˜, Z)− f(x˜, Z ′)
‖Z − Z ′‖2Mu
1∗ψx˜u(Z − Z
′) = 0 + 0,
so to check that B is a valid rate matrix, we need to check that the only negative
element can occur on the diagonal. As f is balanced, we know that for any i
with e∗iAx˜ > 0,
f(x˜, Z)− f(x˜, Z ′)
‖Z − Z ′‖2Mu
((Z − Z ′)∗(ei − x˜)) > −1
as Z and Z ′ are only defined up to equivalence ∼M , hence at most up to the
addition of a constant, we can assume without loss of generality that (Z −
Z ′)∗ei = 0, and so
f(x˜, Z)− f(x˜, Z ′)
‖Z − Z ′‖2Mu
(x˜∗(Z − Z ′)) < 1.
On the other hand, for this choice of representative Z − Z ′, we then have
e∗iψ
x˜
u(Z − Z
′) = −(e∗iAx˜)(x˜
∗(Z − Z ′))
and so,
e∗iBx˜ = (e
∗
iAx˜)
(
1−
f(x˜, Z)− f(x˜, Z ′)
‖Z − Z ′‖2Mu
(x˜∗(Z − Z ′))
)
> 0.
The fact that B and A also have the same pattern of zeros can be checked in a
similar way, as f is balanced. Therefore, X is a Markov chain under Qx,T with
rate matrix B, for all T .
As we also know f is strictly balanced, we have exactly
1−
f(x˜, Z)− f(x˜, Z ′)
‖Z − Z ′‖2Mu
(x˜∗(Z − Z ′)) ≥ γ
for some γ > 0, and hence e∗i (B − γA)x˜ ≥ 0 for all ei 6= x˜. Hence (as the
columns all sum to zero) B−γA is also a rate matrix, and hence B is controlled
by A. We also have
x˜∗Bx˜ = −
∑
i:ei 6=x˜
e∗iBXu− ≤ −γ
∑
i:ei 6=x˜
e∗iAx˜ = γx˜
∗Ax˜,
so
(x˜∗Bx˜)−
γ
2
(x˜∗Ax˜) ≤
γ
2
(x˜∗Ax˜).
As X is uniformly ergodic under the initial measure, x˜∗Ax˜ is bounded away
from zero, by Lemma 7. Therefore, for γ∗ < γ
( infx˜ |x˜∗Ax˜|∧1
2
)
, we see that B is
strictly controlled by A with constant γ∗, independent of Z and Z ′.
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As we know that B is strictly controlled by A with a fixed constant γ∗, we
can apply Theorem 5 to show that there exist constants R, ρ, independent of
Z and Z ′, such that X is uniformly ergodic under Qx,T with constants R and
ρ.
We now show that, for some sequence αn, the solutions to the discounted
BSDEs converge in an appropriate sense.
Lemma 13. Let (Y α, Zα) be the unique bounded adapted solution to the dis-
counted BSDE
Y αT = Y
α
t −
∫
]t,T ]
(−αY αu− + f(Xu−, Z
α
u ))du +
∫
]t,T ]
(Zαu )
∗dMu, t ≤ T <∞,
and let x0 ∈ X be an arbitrary state. By Corollary 2, we know there exists a
function vα : X → R such that Y αt = v
α(Xt). Then there exists a bound C
′ <∞
such that
|vα(x) − vα(x0)| < C
′, α|vα(x)| < C′
uniformly in x and α. Hence there exists a sequence αn → 0 such that
(vαn(x)− vαn(x0))→ v(x) and αnv
αn(x)→ λ for all x ∈ X ,
for some bounded function v : X → R and some λ ∈ R.
Proof. Let C be a bound on |f(·, 0)|. Then we see from Theorem 3 that |vα(·)| ≤
C/α. We first need to convert this into a bound which is uniform in α. To do so,
we will view the process Y α under a perturbed measure, and use our ergodicity
result to control its growth.
We first note that, by Corollary 2, the solution process Zα is constant, up
to equivalence ∼M .
For each T > 0, define the measure with density
dQx,α,T
dPx
= E
( ∫
]0,·∧T ]
f(Xu−, Z
α
u )− f(Xu−, 0)
‖Zαu ‖
2
Mu
(Zα)∗dMu
)
.
By Lemma 12, under this measure X is still a uniformly ergodic Markov chain,
with constants R, ρ which do not depend on α (as α only affects Zα).
Using Girsanov’s theorem in the form of Lemma 1, we can verify that for
any x, α, T ,
vα(x) = EQx,α,T
[
e−αT vα(XT ) +
∫
]0,T ]
e−αuf(Xu−, 0)du
]
.
As |v(x)| ≤ C/α, letting T →∞ we obtain
vα(x) = lim
T→∞
EQx,α,T
[ ∫
]0,T ]
e−αuf(Xu−, 0)du
]
.
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Therefore, for any x, x′ ∈ X , we have
|vα(x) − vα(x′)| =
∣∣∣ lim
T→∞
EQx,α,T
[ ∫
]0,T ]
e−αuf(Xu−, 0)du
]
− lim
T→∞
EQx′,α,T
[ ∫
]0,T ]
e−αuf(Xu−, 0)du
]∣∣∣
=
∣∣∣ lim
T→∞
∫
]0,T ]
e−αu
∫
X
f(Xu−, 0)(dPuδx − dPuδx′)du
∣∣∣
≤ C
∣∣∣ lim
T→∞
∫
]0,T ]
e−αu‖Puδx − Puδx′‖TV du
∣∣∣
≤ CR
∣∣∣ lim
T→∞
∫
]0,T ]
e−αue−ρudu
∣∣∣
= CR(α+ ρ)−1
And so we have a uniform bound |vα(x) − vα(x′)| ≤ CRρ−1. In addition, we
recall that |αvα(x)| ≤ C.
Given this, we can use a diagonal procedure to construct a sequence αn ↓ 0
such that
αnv
αn(x0)→ λ
vαn(x) − vαn(x0)→ v(x) for all x ∈ X
for a function v : X → R (recall that X is at most countable). Note that, for
C′ = CRρ−1, we have the bounds |λ| ≤ C′ and |v(x)| ≤ C′.
Finally, we notice that, for an arbitrary x ∈ X ,
αnv
αn(x) = αnv
αn(x0) + αn(v
αn(x)− vαn(x0))→ λ+ 0
so the convergence of this sequence to λ holds for all x.
Theorem 6. Let v, λ be as constructed in Lemma 13. The triple (Y, Z, λ),
where
Yt := v(Xt), e
∗
iZt = v(ei),
is the unique bounded Markovian solution, with v(x0) = 0, to the Ergodic BSDE
Yt = YT +
∫
]t,T ]
[f(Xu−, Zu)− λ]du+
∫
]t,T ]
Z∗udMu.
Any other bounded solution (Y ′, Z ′, λ′) satisfies λ = λ′, and any other bounded
Markovian solution (Y ′, Z ′, λ′) satisfies Y ′t = Yt+ c for some c ∈ R, and Z
′ ∼M
Z.
Proof. Let αn be the sequence constructed in Lemma 13. As Z
αn is only defined
up to constant shifts, we know that Y αnt := v
αn(Xt), e
∗
iZ
αn
t := v
αn(ei)−vαn(x0)
solves the discounted BSDE
Y αnt = Y
αn
T +
∫
]t,T ]
(
f(Xu−, Z
αn
u )− αnY
αn
u−
)
du+
∫
]t,T ]
(Zαnu )
∗dMu.
Note that Zαnt is constant in t, and by the bound established in Lemma 13,
|e∗iZ
αn
t | is uniformly bounded. Hence, as the transition rates in A are bounded,
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we also know ‖Zαn‖2Mt is uniformly bounded, and dominated convergence yields
lim(
∫
ZαndM) =
∫
(limZαn)dM . Therefore
v(Xt) = lim
n
(vαn(Xt)− v
αn(x0))
= lim
n
(vαn(XT )− v
αn(x0)) + lim
n
∫
]t,T ]
(
f(Xu−, Z
αn)− αnv
αn(Xu−)
)
du
+ lim
n
∫
]t,T ]
(Zαn)∗dMu
= v(XT ) +
∫
]t,T ]
lim
n
(
f(Xu−, Z
αn − vαn(x0))− lim
n
αnv
αn(Xu−)
)
du
+
∫
]t,T ]
lim
n
(Zαn − vαn(x0))
∗dMu
= v(XT ) +
∫
]t,T ]
(
f(Xu−, Z)− λ
)
du+
∫
]t,T ]
Z∗dMu,
that is, (v(Xt), v(·), λ) is a solution to the EBSDE.
To show the solution is unique, suppose (Y ′, Z ′, λ′) is another bounded so-
lution. Let Y˜ = Y − Y ′, Z˜ = Z − Z ′ and λ˜ = λ− λ′. Then
Y˜t = Y˜T +
∫
]t,T ]
[f(Xu−, Z)− f(Xu−, Z
′
u)− λ˜]du +
∫
]t,T ]
Z˜∗udMu
and defining the measure QT1 as in (7)
dQT1
dPx
= E
( ∫
]0,·∧T ]
f(Xu−, Z)− f(Xu−, Z ′u)
‖Z˜‖2Mu
(Z˜u)
∗dMu
)
,
we see that
λ˜ = T−1EQT
1
[
Y˜T − Y˜0].
As Y˜ is uniformly bounded, taking T → ∞ we see λ˜ = 0, that is, λ = λ′.
Substituting back, we see that Y˜0 = EQT
1
[
Y˜T ] for all T .
From Lemma 12, if Y ′ is a bounded Markovian solution with Y ′t = v
′(Xt),
we see that X is still a time homogenous uniformly ergodic Markov chain under
QT1 , on the interval [0, T ]. The family of measures Q
T
1 is then consistent, in
that QT |FT = Q
T ′ |FT for all T ≤ T
′. Therefore, conditioning on X0 = x, we
can extend them to a single measure Qx under which X is a time homogenous
uniformly ergodic Markov chain for all times, and Qx|FT = Q
T
1 |FT ,X0=x for all
T . If π˜ is the ergodic measure of X under Qx, we then have
v(x)− v′(x) = Y˜0 = lim
T
EQx [Y˜T ] =
∫
X
(
v(y)− v′(y)
)
dπ˜(y),
and we see that the right hand side is independent of x, that is, v′(x) = v(x)+ c
for some constant c ∈ R, for all x ∈ X . The equivalence ‖Z − Z ′‖2Mt = 0 then
follows from Corollary 2.
Corollary 5. The sequences αnv
αn and vαn(x)−vαn(x0) constructed in Lemma
13 converge for any choice of sequence {αn ↓ 0}.
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Proof. Suppose this were not the case. Then we could construct two sequences
with distinct limits, both of which would yield bounded Markovian solutions to
the EBSDE. However we have shown that there is only one such solution, which
is a contradiction.
Corollary 6. The value λ in the EBSDE solution (Y, Z, λ) = (v(Xt), v, λ)
satisfies
λ =
∫
X
f(y, v)dπ(y),
and hence, if we define a signed measure µx on X by µx(y) =
∫
]0,∞[(P
x
t (y) −
π(y))dt, (which is well defined due to the uniform ergodicity of X under P) we
have
v(x) = c+
∫
X
f(y, v)dµx(y)
for some c =
∫
X
v(x)dπ ∈ R.
Proof. The invariance of the ergodic distribution π implies that, for any fixed
time T , any g : X → R,∫
X
EPx [g(XT )]dπ(x) =
∫
X
EPx [g(XT−)]dπ(x) =
∫
X
g(x)dπ(x).
We write
v(x) = EPx
[
v(XT ) +
∫
]0,T ]
(
f(Xu−, v)− λ
)
du
]
.
so by the stated invariance property,∫
X
v(x)dπ(x) =
∫
X
EPx [v(XT )]dπ(x) +
∫
X
EPx
[ ∫
]t,T ]
(
f(Xu−, v)− λ
)
du
]
dπ(x)
=
∫
X
v(x)dπ(x) +
∫
]t,T ]
[ ∫
X
EPx [f(Xu−, v)]dπ(x)
]
du− Tλ
=
∫
X
v(x)dπ(x) +
∫
]t,T ]
[ ∫
X
f(x, v)dπ(x)
]
du− Tλ
=
∫
X
v(x)dπ(x) + T
∫
X
f(x, v)dπ(x) − Tλ
and rearrangement yields the first result.
Consequently, we also have
v(x) = lim
T→∞
EPx
[
v(XT ) +
∫
]0,T ]
(
f(Xu−, v)− λ
)
du
]
=
∫
X
v(y)dπ(y) + lim
T→∞
∫
]0,T ]
(∫
X
f(y, v)dPxu(y)−
∫
X
f(y, v)dπ(y)
)
du
=
∫
X
v(y)dπ(y) +
∫
]0,∞[
( ∫
X
f(y, v)d(Pxu(y)− π(y))
)
du
=
∫
X
v(y)dπ(y) +
∫
X
f(y, v)dµx(y).
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Remark 3. If the Lipschitz constant of f were sufficiently small, when compared
with the coefficients in the ergodicity of X , the above corollary would provide
a simple direct proof of existence for EBSDEs. Furthermore, while we do not
have a comparison theorem for the Y component of BSDEs, from this result,
if c is fixed, we can differentiate v(x) in terms of f(y, v(·)), and (again given
a small enough Lipschitz constant) solve the resultant implicit equation. From
this analysis, we can see that, if f is sufficiently small, then v(x) is monotone
increasing in f(x, ·).
Remark 4. This representation of v in fact provides an intuitive meaning for v.
We see here that, up to the addition of a constant, v(x) is given by the cost f ,
integrated through time with respect to the ‘deviation from ergodicity’ measure
µx. Therefore, it is natural to think of v as giving a ‘short-run additional
expected cost’ term, while λ gives the long-run ergodic cost.
We now give a variant of the comparison theorem for EBSDEs, considering
the λ component of the solution.
Theorem 7. Let f and f ′ be two strictly balanced drivers, and (Y, Z, λ) and
(Y ′, Z ′, λ′) the corresponding EBSDE solutions. Then if f(x, z) ≥ f ′(x, z) for
all x ∈ X , Z ∈ RN , then λ ≥ λ′.
Proof. Take the measure with density
dQx,T
dPx
= E
(∫
]0,·∧T ]
f ′(Xu−, Z)− f ′(Xu−, Z ′)
‖Z − Z ′‖2Mu
(Z − Z ′)∗dMu
)
,
and the corresponding rate matrix B and resultant ergodic measure πB. Then,
if Yt = v(Xt) and Y
′
t = v
′(Xt), integrating the difference of the EBSDEs yields∫
v(x) − v′(x)dπB
=
∫
X
EQx,T
[
YT − Y
′
T +
∫
]0,T ]
(
f(Xu−, Z)− f
′(Xu−, Z)
)
dt− T (λ− λ′)
]
dπB
=
∫
X
(
v(x) − v′(x)
)
dπB +
∫
]0,T ]
(∫
X
f(x, Z)− f ′(x, Z)dπB
)
dt− T (λ− λ′)
and so
(λ− λ′) =
∫
X
(
f(x, Z)− f ′(x, Z)
)
dπB ≥ 0.
Remark 5. We note that we have also shown that, given that f is strictly
balanced and A is the generator of a uniformly ergodic chain, the vector equation
0 = f(·, v) +A∗v − λ1
admits a unique solution (v(·), λ) ∈ RN × R, and that this solution is approxi-
mated by the equations considered in Corollary 2. This is without any further
reference to the monotonicity of f . This can be compared with the classical
equation for ergodic cost, which is simply
0 = f(·) +A∗v − λ1.
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Remark 6. From a numerical perspective, as we expect that f(·, v) + A∗v will
typically be ‘approximately monotone’ in v, solving this equation iteratively, for
example through the equations
λn = N
−11∗
(
f(·, vn) +A
∗vn
)
vn+1 = (A
∗)+
(
λn1− f(·, vn)
)
where (A∗)+ denotes the Moore-Penrose pseudoinverse of A∗, will often provide
a simple numerical scheme in the finite state case.
In the infinite state case, a Monte-Carlo approach can be used to approx-
imate the equations given by Corollary 6, however the convergence of such a
scheme lies beyond the scope of this paper.
5 Applications and Examples
5.1 Rate uncertainty
As a first example, we consider the rate matrix A constructed (9), and the driver
f(x, v) = Ix∈ζ + min
r∈[1/β,β]
{(r − 1)v∗Ax},
where ζ ⊆ X and β > 1. Essentially, this driver attempts to determine the
ergodic probability of being in the set ζ, however it introduces an uncertainty
about the overall transition rate of the chain, by scaling the rates up or down
with the parameter β, so as to minimise the probability of being in ζ. A related
BSDE over finite horizon, for a different choice of A, was considered in [8].
For β = 2, we solve the EBSDE numerically using the simple algorithm
suggested in Remark 6. We list all possibilities for ζ up to symmetries, and
choose v such that its values in each state sum to zero. For comparison, we also
list the ergodic probability associated with the set ζ.
ζ v(e1) v(e2) v(e3) v(e4) λ π(ζ)
∅ 0 0 0 0 0 0
{e1} 0.1207 −0.0172 −0.0517 −0.0517 0.0345 0.125
{e2} −0.0652 0.1087 −0.0217 −0.0217 0.1304 0.375
{e1, e2} 0.1000 0.1000 −0.1000 −0.1000 0.2000 0.500
{e1, e3} 0.1500 −0.0500 0.0500 −0.1500 0.2000 0.500
{e1, e4} 0.0769 −0.0769 −0.0769 0.0769 0.0769 0.250
{e2, e3} −0.1429 0.1429 0.1429 −0.1429 0.4286 0.750
{e1, e2, e3} 0.1364 0.1364 0.0455 −0.3182 0.6364 0.875
{e1, e2, e4} 0.0294 0.0294 −0.1471 0.0882 0.2941 0.625
{e1, e2, e3, e4} 0 0 0 0 1 1
Note that, in the classical case without the rate uncertainty term, we would
have λζ = π(ζ). This is clearly not the case here, due to the nonlinearity
introduced by the rate uncertainty. In fact, we can see here that λ defines, in
some sense, an ‘ergodic capacity’ for the chain (however one can verify that the
EBSDE solution is generally not given by the Choquet integral with respect to
this capacity). Note further that while the ergodic probability does not reveal
the asymmetry between the states of the chain, the EBSDE is affected by this
in a nontrivial way.
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5.2 Classical Optimal Ergodic Control
We now give a more abstract example, indicating how an ergodic control prob-
lem can be seen in this framework. Problems of this sort have been extensively
considered, see for example the classical paper of Kakumanu [15], or more recent
work by Guo and Herna´ndez-Lerma [14].
Consider the problem of minimizing
J(x, U) = lim supT→∞T
−1EUx
[ ∫
]0,T ]
L(Xu−, Ut)dt
]
where
• U is a space of controls, which is a separable metric space,
• U is a U valued predictable process,
• L : X × U → R is a bounded measurable cost function,
• EUx is the expectation under which at time t, for the path ω, X jumps
from state ei to state ej at a rate e
∗
jA
Ut(ω)ei, for some measurable matrix
valued function A(·) : U → rate matrices, and X0 = x,
• for some γ > 0, for all u ∈ U , the matrices Au are uniformly bounded
and strictly dominated by A with constant γ (in the sense of Definition
4), for some reference rate matrix A under which X is a uniformly ergodic
Markov chain.
We shall write E for the expectation under which X is a uniformly ergodic
Markov chain with rate matrix A.
We define the Hamiltonian
f(x, z) = inf
u∈U
{L(x, u) + z∗(Au −A)x}. (20)
We notice that f(·, 0) is bounded, and by the assumption that the Au are
strictly controlled by A, it is easy to show that f is a Lipschitz function in z
under the ‖·‖Mt norm, and that f is strictly balanced (by testing with z equal to
each basis vector). Therefore, the EBSDE with driver f(x, z) admits a unique
bounded Markovian solution (Y¯t, Z¯t, λ¯) = (v(Xt), v, λ¯), where v is the vector
with components v(ei).
If this infimum is attained, then there exists (assuming the continuum hy-
pothesis, by McShane and Warfield [17]) a measurable function κ : X ×RN → U
such that
f(x, z) = L(x, κ(x, z)) + z∗(Aκ(x,z) −A)x.
We then have the following theorem.
Theorem 8. In the setting described above, let (Y, Z, λ) be any (possibly non-
Markovian) bounded solution to the EBSDE (2) with driver f . Then the follow-
ing hold.
(i) For an arbitrary control U we have J(x, U) ≥ λ = λ¯, and equality holds if
and only if
L(Xt−, Ut) + Z
∗
t (A
Ut −A)Xt− = f(Xt−, Zt) dP× dt− a.e.
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(ii) If the infimum is attained in (20), then the control U¯t = κ(Xt, Zt) verifies
J(x, U¯) = λ¯.
In particular, for the bounded Markovian solution to the EBSDE, in terms of
the vector v the following hold.
(iii) For arbitrary controls U we have J(x, U) = λ¯ if and only if
L(Xt−, Ut) + v
∗(AUt −A)Xt− = f(Xt−, v) dP× dt− a.e.
(iv) If the infimum is attained in (20), then the control U¯t = κ(Xt−, v) verifies
J(x, U¯) = λ¯, that is, we have an optimal feedback control.
Proof. That λ = λ¯ is a consequence of Theorem 6, and points (iii) and (iv)
follow directly from (i) and (ii).
To show (i), for T > 0 define the measures,
dQx,T
dPx
= E
(∫
]0,·∧T ]
Z∗s (A
Us −A)Xs−
‖Zs‖2Ms
Z∗sdMs
)
.
As (Y, Z, λ¯) is a solution to the EBSDE, we have
λ¯ =
1
T
EQx,T [YT − Y0] +
1
T
EQx,T
[ ∫
]0,T ]
L(Xs−, Us)ds
]
+
1
T
EQx,T
[ ∫
]0,T ]
f(Xs−, Zs)− Z
∗
s (A
Us −A)Xs− − L(Xs−, Us)ds
]
,
and hence, as f is an infimum over the controls,
λ¯+
1
T
EQx,T [Y0 − YT ] ≤
1
T
EQx,T
[ ∫
]0,T ]
L(Xs−, Us)ds
]
.
As Y0 − YT is uniformly bounded, taking a limit we see that
λ¯ ≤ lim supT→∞
1
T
EQx,T
[ ∫
]0,T ]
L(Xs−, Us)ds
]
= J(x, U).
Conversely, if the infimum is attained, we have f(Xs−, Zs) = L(Xs−, U¯s) +
Zs(A
U¯s − A)Xs− for some U¯s = κ(Xs−, Zs). Then equality holds throughout
and we see that
λ¯ = lim supT→∞
1
T
EQx,T
[ ∫
]0,T ]
L(Xs−, U¯s)ds
]
= J(x, U¯ ).
Remark 7. From this analysis, we also see that one could equally define the
cost functional J(x, U) as the lim inf, rather than the lim sup, and the same
conclusions would hold, with the same optimal cost λ¯. This is simply because
the function under consideration converges for an optimal policy, as given by
the EBSDE solution.
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5.3 Risk averse control
The strength of the EBSDE approach is, however, not made manifest by the
classical linear setting. Through the use of EBSDEs, one can happily consider
nonlinear examples, in particular, when the expectation EUx is replaced by a
dynamically consistent nonlinear expectation, in the sense of Peng [20].
For example, one could consider a form of risk averse ergodic control under
uncertainty. In this case, we are in a similar setting to above, but the con-
trol Us does not yield a unique rate matrix A
Us , rather a family of matrices
{AUs,w}w∈WUs , where WUs is an index set, and the A
Us,w are still all uniformly
strictly controlled by a single rate matrix A, as in the previous section.
To ensure dynamic consistency, we assume that Wu is such that if w and
w′ are both in WUs , then there is an element w
′′ ∈ WUs such that the ma-
trix obtained by interchanging arbitrary columns of Au,w and Au,w
′
is equal to
Au,w
′′
.
In this case, we could attempt to minimise the maximum over the relevant
measures (or some other nonlinear functional) corresponding to the value func-
tional
J(x, u) = lim supT→∞T
−1 sup
w∈WUs
EU,wx
[ ∫
]0,T ]
L(Xt, Ut)dt
]
,
(or equivalently with a lim inf). This can be directly treated by our setting,
simply by taking the non-concave Hamiltonian
f(u;x, z) = inf
u∈U
{
L(x, u) + sup
w∈Wu
{z∗(Au,w −A)x}
}
and solving the corresponding nonlinear EBSDE. As above, one can verify that
J(x, u) is then the λ component of the solution to the EBSDE with driver
f(u, ·, ·). Extending Theorem 8 to this setting is then a straightforward task.
Remark 8. In [3], conditions are given under which a dynamically consistent
nonlinear expectation in a general setting can be represented by means of a
BSDE with a balanced driver. Suppose each choice of policy yielded a nonlinear
expectation. For each policy which makes X a homogeneous Markov process
(in the sense that the conditional nonlinear expectation of φ(Xt) given Fs is a
function of Xs and t − s, for any measurable φ and any s ≤ t), the drivers of
these BSDEs can be written in the form gu : X × RN → R, and assume that
these drivers are strictly balanced. Given this representation, the Hamiltonian
for our cost minimization problem has the generic form
f(u;x, z) = inf
u∈U
{L(x, u) + gu(x, z)}.
6 Conclusions
We have seen that, for uniformly ergodic Markov chains, EBSDEs with strictly
balanced drivers admit unique bounded Markovian solutions. The methods used
to determine this result, while based on previous work on EBSDEs, require
a different approach to the ergodicity of the underlying process, due to the
presence of jumps.
In deriving this, we have constructed a partial ordering of the rate matri-
ces, and shown that any chain bounded below by a uniformly ergodic chain
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must also be uniformly ergodic, and that the rate coefficients can be uniformly
bounded. In some sense, this result is similar to recent work by Galtchouk and
Pergamenshchikov [13], who study geometric ergodicity properties of general
Markov processes, under an assumption of a uniform Lyapunov function. On
the other hand, our method is better suited to the study of EBSDEs, where
the perturbation of the rate matrix arises directly from the driver of the BSDE.
Future work may allow a weakening of our assumption of uniform ergodicity to
a form of geometric ergodicity, however we expect that this will require some
restriction of the class of Markov chains (for example, to stochastically mono-
tone chains). Such techniques have been used for ergodic costs from a classical
control perspective, see for example Guo and Herna´ndez-Lerma [14]. Similarly
it may be possible to weaken the assumption of strictly balanced EBSDE drivers
to either balanced or weakly balanced.
The applications of the theory of EBSDEs are still in development, and
the explicit computability of solutions to these equations, in terms of solving a
single nonlinear vector equation, is of some interest. The consequences for risk
sensitive ergodic control, and properties of the convergence of these solutions to
the diffusion case, remain to be explored.
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