Abstract. Recently, at the 119th European Study Group with Industry, the Energy Solutions Operator EDP proposed a challenge concerning electricity prices simulation, not only for risk measures purposes but also for scenario analysis in terms of pricing and strategy. The main purpose was short-term Electricity Price Forecasting (EPF). This analysis is contextualized in the study of time series behavior, in particular multivariate time series, which is considered one of the current challenges in data mining. In this work a short-term EPF analysis making use of vector autoregressive models (VAR) with exogenous variables is proposed. The results show that the multivariate approach using VAR, with the season of the year and the type of day as exogenous variables, yield a model that explains the intra-day and intra-hour dynamics of the hourly prices.
Introduction
Due to the unique behavior of time series data, the existing research is still considered inadequate and one of the 10 challenges in data mining [12] . In particular, the discovery of interesting patterns, also called motif discovery, is non-trivial and has become one of the most important tasks in data mining. In fact, motif discovery can be applied to many domains [4] .
Under the 109th European Study Group with Industry (ESGI) 8 , the company EDP -Energias de Portugal submitted the mathematical challenge of simulating electricity prices not only for risk measures purposes but also for scenario analysis in terms of pricing and strategy. EDP Group is an Energy Solutions Operator which operates in the business areas of generation, supply and distribution of electricity, and supply and distribution of gas. EDP with nearly 14 000 MW 9 of installed capacity in the Iberian Electricity Market -MIBEL 10 , is the only company in the Iberian Peninsula with generation, distribution and supply (both electricity and gas) activities in Portugal and Spain.
A large number of methods have been proposed to deal with Electricity Price Forecasting (EPF). In [11] Weron presents, in an exhaustive review article, the complexity of the available methods, revealing their strengths and weaknesses. Weron reduces the existing methods into five major categories: (i) multi-agent models, (ii) fundamental models, (iii) reduced-form models, (iv) statistical models and (v) computational intelligence models. The frontier between these categories is not always clear. For instance, there are several statistical methods that are classified as computational intelligent models. In this paper we contribute with a statistical approach to data mining procedure in the context of EPF.
Most of the EPF approaches consist in methods that forecast the current electricity price by using a mathematical combination of the previous prices and/or previous or current values of exogenous factors, such as consumption and production figures, or weather variables (see [11] for further detail).
Statistical EPF models are mainly inspired from economics literature (for example, game theory models and time-series econometric models). Murthy et. al., in [7] , present an extremely relevant summary of selected finance and econometrics inspired literature on spot electricity price forecasting (see Table 3 in [7] ).
Conejo et. al [2] make use of time series analysis, along with neural networks and wavelets, to predict the 24 market-clearing prices of a day-ahead electric energy market. They clarify that time series techniques, which are a relevant part of the statistical models approach to this king of problems, revealed themselves through many realistic studies as the most efficacious tools for day-ahead market clearing price forecasting.
Synthesizing, in EPF, and confining this study mainly to short term price forecasting, the following models are widely used: the univariate AutoRegressive model (AR); the AutoRegressive Moving Average model (ARMA) -a standard time series model that takes into account the random nature and time correlations of the phenomenon under study; the AutoRegressive Integrated Moving Average (ARIMA) -an extension of ARMA that enables a transformation of the series to the stationary form; or even the seasonal ARIMA model (SARIMA) that captures a possible existence of seasonality. The forecasting of ARMA-type models can be conducted via the Durbin-Levinson algorithm or the innovations algorithm, or by using the Kalman filter for models specified in state space form. As electricity prices can be influenced by the present and past values of various exogenous factors, such as generation capacity, load profiles and ambient weather conditions [11] , extensions of the previous mentioned time series models with exogenous or input variables such as ARX, ARMAX, ARIMAX and SARIMAX are used (see e.g. [10] for an excellent manual in Time Series Analysis).
Reported works have already been developed on electricity price forecasting, applying statistical techniques concerning the Portuguese and Spanish electricity market -the market operated by the group EDP. For example, [3] provides a method to predict next-day electricity prices of mainland Spain market based on the ARIMA methodology. Also, [6] apply forecasting factor models to the market framework in Spain and Portugal. More recently, [8] proposes an enhanced hybrid approach composed of an innovative combination of wavelet transform, differential evolutionary particle swarm optimization, and an adaptive neurofuzzy inference system to forecast short-term electricity market prices signals in different electricity markets (and also wind power) in Portugal.
In an energy market, the production units are dispatched by considering the bid offers that each agent made for energy. There is not a "consumption" concept "as is". Instead, there are "ask offers" for energy that are made and that are fulfilled only if the price is met. A day-ahead market consists in a system where agents submit their bids and offers for the delivery of electricity during each hour of the next day before a certain market closing time [11] .
EPF literature has mainly concerned on models that use information at daily level, however the present analysis is interested in forecasting intra-day prices using hourly data (disaggregated data), and therefore, it is necessary to consider models that explore the complex dependence structure of the multivariate price series. For that, a vector autoregressive structure (VAR) approach has been recently proposed [11] . This paper is organized as follows: Section 2 presents the problem statement and a summarized description of the database; Section 3 explains the methodology and exposes the main results; finally in Section 4 conclusions are drawn and suggestions for future work are pointed.
Problem Statement and Database
The daily market electricity prices can be given as a strip of prices (one for each hour of the day), all simultaneously observed once at a given time of each day: The data that will be analyzed in this work consists of disaggregated data, i.e., hourly prices and average day price, from January 2008 to June 2016, in a total 3102×24 observations (see Figure 2) . Particularity, in the present study, data corresponding to the hourly prices from 01/01/2014 to 28/06/2016 is analyzed. 29/03/2015 and 27/03/2016 only presented 23 legal hours, therefore, these missing values were filled with the previous hour price value, with the assumption that the current data will be similar to the previous ones (see also [1] ). Furthermore, there were several zero hourly prices in the first observations of this time series, more precisely on the first 68 days in 2014. For this reason, the observations for those first 68 days were removed, remaining a total of 20205 observations, that were considered in the present analysis.
Model Estimation and Forecast
In this Section a multivariate time series approach is applied to the data corresponding to the hourly prices from 10/03/2014 to 28/06/2016. The data analysis was performed using RStudio (version 0.99.9902) and R Statistical Software (version 3.3.0) [9] . For stabilizing the variance the log transformation was applied (see Figure 4 ). The existence of linear dynamic dependence in the data is supported by the multivariate LjungBox test (not presented here for simplicity). For the Augmented Dickey-Fuller Test one may assume that the time series are stationary (see Table 1 ).
In order to explore the intra-day correlation structure, the hourly spot prices, Y t = (Y 1,t , . . . , Y 24,t ) , can be represented as a Vector Autoregressive model of order p, VAR(p) [10] :
where φ 0 denotes the constant vector, Φ i are 24×24 matrices of autoregressive parameters and a t the residuals. This approach allows to model the hourly spot prices jointly, capturing the correlation between the hourly price, as has been reported in previous studies (see e.g. [11] ). The drawback is that it requires the estimation of 24 × (24 × p + 1). To capture the seasonal pattern of the process mean, exogenous variables, X, were added yielding a VARX model (see e.g. [10] ). The general form of a VARX of orders p and s is:
A similar but simpler model, with p = 7, was presented by [5] , since Φ i were considered as diagonal matrices. In that work the authors use a dummy representing the day type (working day vs. weekend) and the number of daylight hours (in order to mimic the annual seasonality).
In the present analysis, two exogenous variables are considered: i) day type (working day vs. weekend) and ii) the annual seasons defined in terms of meteorological conditions 11 . A VARX(7, 0) was estimated using hourly prices Y kt , k = 1, . . . , 24, from 10/03/2014 to 29/05/2016, in a total of 19461(= 811×24−3) observations. Note that p = 7 is chosen in several of the EPF studies presented in literature [11] . The prices from 30/05 to 28/06/2016 were used for comparison between the real hourly prices and the forecast of the VARX(7, 0) model. A total of 4104 (= 24 + 24 × 24 × 7 + 24 × 2) parameters were estimated using functions provided by the MTS package from R. The full model was reduced by removing simultaneously all estimates with t-ratio less than 0.5. Figure 5 suggests the adequacy of the model. The p-values of the Ljung-Box statistics are all > 0.05, and therefore the null hypothesis of zero cross-correlations is not rejected.
The autoregressive coefficients of the VARX(7,0) explain the existence (or not) of dependence within the hourly prices. The element (k, j) with k = j of the Φ i matrices shows the linear dependence of Y kt on Y j,t−i in the presence of Y k,t−1 . Figure 6 shows that there are several non-diagonal elements of Φ i that are nonzero, therefore there are several hourly prices that are dynamically correlated to prices of other hours in previous days (yellow colour). For evaluating the point forecasts the root mean square errors (RMSE) was used. According to [11] this is perhaps the most popular measure for this purpose. Figure 7 presents the RMSE for the 30 days forecast. The forecasts were obtained from a VARX(7,0) estimated using log of the hourly prices. These forecasts were then transform back by applying exp. As an example, in Figure 8 the real hourly prices and forecasts for the first four days are depicted.
Conclusions and Future Work
The challenge proposed by EDP consisted in simulating electricity prices, not only for risk measures purposes, but also for scenario analysis in terms of pricing and strategy. Data provided by EDP, concerning hourly electricity prices from 2014 to 2016, was analysed making use of the VAR methodology. The multivariate VAR approach, considering as exogenous variables the meteorological seasons and the type of day, yield a model that explains the intra-day and intra-hour dynamics of the hourly prices.
Although the forecast does not exactly replicate the real price they are quite similar. For instance, the introduction into the model of exogenous variables that better explain the meteorological conditions could improve the model estimates. Moreover, further analysis of the orders of the VARX should be performed.
Nowadays data mining approaches to such type of data, consisting in multiple large time series, adopts mainly neural network approaches [4] , [11] . The analysis here presented aims to contribute with a statistical approach to data mining methodology, particularly in the context of EPF.
Note that, as previously stated, there are several other statistical approaches that can be applied, such as univariate time series analysis. However, several authors that presented models using different univariate approaches, failed in presenting, for example, a diagnostic analysis and selection of the order of the models. Also, to our knowledge, longitudinal modelling has not yet been addressed in EPF, and is an approach that we consider that deserves further attention, if we group identical hourly time series, and thus consider the groups of hourly time series independent.
In conclusions, EPF is a growing area that groups different approaches that can be applied. In fact, other approaches from multi-agent models, fundamental models, reduced-form models and computational intelligence models, such as the statistical approach here presented, should be openly consider for EPF.
