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In this paper we consider a boundary value problem for a quasi-
linear pendulum equation with non-linear boundary conditions
that arises in a classical liquid crystals setup, the Freedericksz tran-
sition, which is the simplest opto-electronic switch, the result of
competition between reorienting effects of an applied electric ﬁeld
and the anchoring to the bounding surfaces. A change of vari-
ables transforms the problem into the equation xττ = − f (x) for
τ ∈ (−T , T ), with boundary conditions xτ = ± βT f (x) at τ = ∓T ,
for a convex non-linearity f . By analysing an associated inviscid
Burgers’ equation, we prove uniqueness of monotone solutions in
the original non-linear boundary value problem.
This result has been for many years conjectured in the liquid crys-
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F.P. da Costa et al. / J. Differential Equations 246 (2009) 2590–2600 2591Fig. 1. The Freedericksz cell: (a) With an applied magnetic ﬁeld below the ﬁrst critical value, H < H0, the liquid crystal director
is governed by the preferred alignment layer direction (the x direction). (b) With an applied ﬁeld H0 < H < H1, the director
attempts to reorient to align with the ﬁeld direction. (c) With a ﬁeld strength greater than the second critical value, H > H1,
the director reorients throughout the layer to align with the ﬁeld direction.
1. Introduction
In the liquid crystalline phase of matter, molecular self-organisation produces orientational order
where the rod or disc-like molecules preferentially align approximately parallel to each other [5].
The orientational order within the liquid crystal allows us to deﬁne an anisotropic axis, the axis
of rotational symmetry. This anisotropic axis, the average molecular direction at that point in the
material, is a macroscopic variable, called the director n (a unit vector), and may vary in space (and
change with time) to create director distortion structures which increase the stored elastic energy
of the system. The organic molecules that form the liquid crystal material may contain aromatic
ring structures which allow a magnetisation to be induced when placed in an external magnetic
ﬁeld. The director can therefore be inﬂuenced by the application of such a magnetic ﬁeld or, through
electrostatic or steric interactions, may be inﬂuenced by the presence of a bounding surface.
The birefringence of a liquid crystal material and the ability to alter that birefringence through an
applied ﬁeld are factors that enable liquid crystals to be used in a display system. It is the versatility,
portability and space saving aspects of these liquid crystal displays (LCDs) that mean that they are
now ubiquitous in modern life.
The competing inﬂuences of the orienting effect at the bounding surfaces and the applied magnetic
(or electric) ﬁeld in the bulk of the liquid crystal which can produce a sharp transition between two
alternative molecular conﬁgurations (the “on” and “off” states in an LCD). The Freedericksz transition
is a classic phenomenon in liquid crystal physics that demonstrates this competition between surface
and bulk effects [6]. The facts that the vast majority of liquid crystal displays in the world today use
a similar balance of surface and bulk effects, and that the Freedericksz transition is such a simple
experimental system mean that it is still used and studied seventy years after it was discovered.
The Freedericksz cell consists of a layer of liquid crystal material sandwiched between two planar
substrates (see Fig. 1). On the inner surfaces of the two substrates (the sides closest to the liquid
crystal) polymer alignment layers have been deposited. These polymer alignment layers induce an
orientational effect on the liquid crystal molecules close to the substrates by introducing an alignment
direction along which the director would prefer to lie. With a low magnetic ﬁeld the director is
governed by alignment layers (see Fig. 1(a)) but as the magnetic ﬁeld strength increases past a critical
value a distorted state is energetically favoured and the director attempts to align with the magnetic
ﬁeld direction.
In terms of a theoretical model of the system it is usually assumed that the equilibrium director
structure is determined by the minimisation of the total free energy of the liquid crystal. The free
energy consists of contributions from the elasticity of director distortions within the layer, the inter-
action between the director and the magnetic ﬁeld and the interaction between the director and the
surface alignment layers. This standard modelling approach is well documented and can be found in
textbooks such as [5] and [15].
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gested a simple energy for the surface alignment/director interaction. In their model, the director is
not rigidly anchored to lie in one direction at the surfaces but allowed to deviate from the preferred
direction if, for instance, an alternative inﬂuence such as a magnetic ﬁeld forces the director in a
different direction. However, this deviation from the preferred alignment direction would produce an
increase in energy and this would have to be balanced with the competing inﬂuence of the mag-
netic ﬁeld. In this situation there are then two critical magnetic ﬁeld strengths. The ﬁrst H = H0 is
the ﬁeld strength below which there is no distortion and the director aligns, throughout the layer,
with the preferred alignment direction (see Fig. 1(a)). Above the second critical ﬁeld strength H = H1
the anchoring of the director at the surface breaks and the director fully aligns with the magnetic
ﬁeld (see Fig. 1(c)). Between these two critical ﬁeld strengths the director attempts to align with the
magnetic ﬁeld direction in the bulk of the layer but close to the surfaces it attempts to align with
alignment direction (see Fig. 1(b)).
The Freedericksz transition with weak anchoring has been considered by a number of authors in
various geometries and the critical magnetic ﬁeld strength for a transition from an undistorted state to
a distorted state (H = H0) was calculated by Nehring et al. [9]. In [17], the author proves that there is
a (pitchfork) bifurcation from the constant solution θ = 0 at H = H0, a bifurcation from the constant
solution θ = π/2 at H1 and conjectures the uniqueness of the non-trivial solution in (H0, H1). In this
paper we prove that this conjecture is indeed correct.
The free energy of the system is discussed in, for instance, [15]. Our starting point is the free
energy functional
F (θ) =
d∫
−d
[
k(θ)θ2z + h(θ)
]
dz + τ0ω
[
sin2
(
θ(−d))+ sin2(θ(d))], (1.1)
where θ(z) is the angle between the director and the x-axis, z is the spatial coordinate perpendicular
to the liquid crystal layer (see Fig. 1) and d is the thickness of the liquid crystal layer.
In Eq. (1.1) we have used the shorthand notation,
k(θ) = k1 cos2 θ + k3 sin2 θ and h(θ) = −1
2
χaH
2 sin2 θ, (1.2)
where k1,k3 are elastic constants, χa is the magnetic susceptibility of the liquid crystal material, H is
the magnitude of the magnetic ﬁeld strength, τ0 is the anchoring strength and ω determines whether
the alignment layer prefers for the director to be parallel or perpendicular to the alignment direction.
The constants d, τ0,ω,k1,k3,χa, H are all positive.
A simple computation shows that the Euler–Lagrange equation corresponding to this free energy
functional is
2
√
k(θ)
(
θz
√
k(θ)
)
z − h′(θ) = 0, for z ∈ (−d,d), (1.3)
with the (natural) boundary conditions
2k(θ)θ ′ = τoω sin2θ, at z = −d,
2k(θ)θ ′ = −τoω sin2θ, at z = d. (1.4)
In order to determine the uniqueness of a non-trivial solution to the Euler–Lagrange equations, and
associated boundary conditions, we need to prove the following theorem, conjectured, for example,
in [17]:
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such that for H  H0 and for H  H1 the only solutions of (1.3)with the boundary conditions (1.4) and taking
values in [0,π/2] are the constant solutions θ = 0 and θ = π/2, while for all H ∈ (H0, H1) there exists in
addition a unique non-constant solution of these equations taking values in (0,π/2).
We rewrite (1.3)–(1.4) in a more convenient form. Let Θ := ∫ π/20 √k(s)ds and set √k(θ)θz = 2Θπ xz
by deﬁning x = π2Θ
∫ θ
0
√
k(s)ds. This function is monotone and we denote its inverse by G(x).
Then (1.3) becomes
xzz − π
2Θ
h′(G(x))
2
√
k(G(x))
= 0 for z ∈ (−d,d); (1.5)
and the boundary conditions (1.4) become
xz = τ0ω sin(2G(x))
2
√
k(G(x))
π
2Θ
at z = −d, xz = −τ0ω sin(2G(x))
2
√
k(G(x))
π
2Θ
, at z = d. (1.6)
Note that the rest points in terms of x are the same as in terms of θ . We shall need the following
lemma.
Lemma 1.2. Let f (x) := sin(2G(x))√
k(G(x))
. Then, for x ∈ (0,π/2), f ′′(x) < 0.
Proof. If k1 = k3, then f (x) = 1√k1 sin2x and the result follows immediately. So let us assume that
k1 = k3. Then, by computing derivatives we obtain
f ′
(
G−1(θ)
) π
2Θ
√
k(θ) = d
dθ
sin2θ√
k(θ)
= 2
k1 − k3
(
k(θ)2 − k1k3
)
k(θ)−3/2.
Thus,
f ′
(
G−1(θ)
)= 2Θ
π
2
k1 − k3
(
1− k1k3
k(θ)2
)
.
Therefore
f ′′
(
G−1(θ)
)√
k(θ) = 2Θ
π
2
k1 − k3
d
dθ
(
1− k1k3
k(θ)2
)
= −
(
2Θ
π
)2 4k1k3
k(θ)3
sin2θ,
and the result follows. 
Using the function f (x) := sin(2G(x))√
k(G(x))
deﬁned in Lemma 1.2, letting
T := 1
2
Hd
√
πχa
2Θ
, β := τ0ωπd
4Θ
,
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and deﬁning the change of variables z → τ := 12 H
√
πχa
2Θ z, the system (1.5)–(1.6) becomes
xττ = − f (x), for τ ∈ (−T , T ), (1.7)
xτ = β
T
f (x), at τ = −T , (1.8)
xτ = −β
T
f (x), at τ = T . (1.9)
We will show that the reason for the uniqueness in Theorem 1.1 is two-fold: we need both the con-
cavity of the function f (x) and the special form of Eq. (1.7) with the boundary conditions (1.8)–(1.9),
both of which involve the same function f (x). We need also to use information derived from the fact
that our system has a ﬁrst integral.
We now brieﬂy describe the content of the paper. The basic idea of our approach is to perform a
phase plane analysis of the ﬁrst-order system arising from (1.7)
{
xτ = y,
yτ = − f (x). (1.10)
We seek a solution of (1.10) starting on the graph of the function y = βT f (x), ending on the graph
of the function y = − βT f (x), and taking exactly 2T units of “time” τ to complete the trajectory. Due
to the symmetry of the problem with respect to reﬂection on the x-axis, it is enough to obtain a
solution starting at a point with y = βT f (x) and taking exactly T units of “time” τ to reach the x-axis
(Fig. 2).
It is more convenient to work with the new reversed “time” t = −τ and, starting on the x-axis at
t = 0, try to reach the ﬁnal (in the new time) curve ΛT := {(x, βT f (x)): x ∈ [0,π/2]} at time t = T .
For this we need to deﬁne the isochronic set, that is, the subset HT of the phase plane which consists
of those points that are attainable in T units of time, starting in the x-axis, and applying the ﬂow
generated by
{
x′ = −y,
y′ = f (x),
where ′ denotes the derivative with respect to t . The main result will be proved once we conclude
that the intersection between the ﬁnal curve ΛT and the isochronic set HT is either empty or a
singleton, and the set of values of the magnetic ﬁelds H for which the last case occurs is a bounded
interval.
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Clearly, for very large T the isochronic set HT can be a quite complicated curve. However, we are
only interested in solutions for which x is always in [0,π/2]. In these cases, the corresponding portion
of HT , which we simply call the isochrone, is shown, by phase plane techniques, to be the graph of a
function x → h(x, T ), x ∈ [0,π/2]. It is a remarkable fact that h satisﬁes a non-homogeneous Burgers’
equation from which the necessary t evolution of (the relevant portion of) Ht can be obtained.
Phase plane analysis and results about isochrones will be the focus of Section 2. In Section 3
we seek to characterise the intersections between the HT and ΛT . This will be done by analysing
the monotonicity properties of the function z(x) := h(x, T )/ f (x) by the study of the evolution of a
quantity related to z′(x) along the characteristics of the Burgers’ equation. This will complete the
proof of Theorem 1.1.
2. Phase plane analysis and properties of the isochrone
Let f : R→ R be a smooth function with f (0) = f (π/2) = 0, positive and concave in (0,π/2),
with its unique maximum in this interval be located at x = a. Consider the following boundary value
problem
{
x′ = −y,
y′ = f (x), (2.1)
(x, y)(0) = (x0,0), (2.2)
(x, y)(T ) ∈ ΛT . (2.3)
We are interested in solutions (x, y) to (2.1)–(2.3) that lie in [0,π/2] ×R. Since system (2.1) has
the ﬁrst integral
W (x, y) = 1
2
y2 + F (x), (2.4)
where F (x) = ∫ x0 f (s)ds, the orbits in the phase plane of our system are thus level sets of the en-
ergy W , and we immediately conclude that the region of the phase plane of interest to our present
study is the closed bounded set Ω whose boundary is made up of segments of the coordinate positive
semi-axis and of the non-constant orbit γπ/2 of (2.1) whose α-limit set is the equilibrium {(π/2,0)}
(see Fig. 3).
Denoting by ϕt the ﬂow generated by (2.1), let
H+T :=
{
(x, y) = ϕT (x0,0): x0 ∈ [0,π/2], and ϕt(x0,0) ∈ Ω, ∀t ∈ [0, T ]
}
be the subset of HT corresponding to solutions that never leave Ω before time t = T . We start by
showing the following:
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the graph of a map x → h(x, T ).
Proof. For each (t, x0) ∈ R × (0,π/2), let us write (x(t, x0), y(t, x0)) := ϕt(x0,0). By standard ODE
theory, this solution exists for all real t , is unique and its dependence with respect to (t, x0) is smooth.
For each T  0, deﬁne IT as the subset of (0,π/2) of all initial conditions x0 for which ∀t∈[0,T ] ,
x(t, x0) ∈ (0,π/2). Suppose that we have proved that,
∀x0∈IT ,
∂x
∂x0
(T , x0) > 0. (2.5)
Then, the map x0 → x(T , x0) that takes IT onto (0,π/2) has a smooth inverse x → x0(T , x). In this
situation, we can deﬁne a smooth function h : (0,π/2) × [0,+∞) →R by
h(x, T ) := y(T , x0(T , x)).
Suppose that y¯ = h(x¯, T ). Then, by deﬁnition, ϕT (x0(T , x¯),0) = (x¯, y¯), thus proving that (x¯, y¯) ∈H+T .
Conversely, let (x¯, y¯) ∈H+T . Then, (x¯, y¯) = ϕT (x¯0,0) for some x¯0 ∈ IT . Therefore, by deﬁnition, x¯0 =
x0(T , x¯) and y¯ = y(T , x0(T , x¯)), thus proving that y¯ = h(x¯, T ) and our claim is proved.
Therefore, it remains to prove (2.5). The direct tackling of this question runs into problems due to
the fact that the linear variational equation solved by ∂x
∂x0
involves differences whose signs are hard
to handle. To overcome this diﬃculty, let us introduce the new variable σ(t, x0) := x(t,x0)x0 , for each
t ∈ [0, T ] and x0 ∈ IT . Note that σ(t, x0) ∈ [0,1]. Then, by (2.1)–(2.2),
∂σ (t, x0)
∂t
= − y(t, x0)
x0
, σ (0, x0) = 1.
By using the non-negativity of y(t, x0) and the invariance of (2.4) for each ﬁxed x0, we obtain after
computing derivatives
y
∂
∂t
∂σ
∂x0
= −y ∂
∂x0
√
2F (x0) − 2F (σ (t, x0)x0)
x0
= G(x0) − G(σ x0)
x20
+ f (σ x0) ∂σ
∂x0
, (2.6)
where G(u) := 2F (u) − u f (u). Since G ′′(u) = −u f ′′(u) > 0 for u ∈ (0,π/2) by Lemma 1.2 and
G ′(0) = 0, it follows that G ′(u) > 0, for all u ∈ (0,π/2) and therefore, for t ∈ (0, T ],
G(x0) − G(σ x0)
x20
> 0. (2.7)
For ﬁxed x0, let us write u(t) := ∂σ∂x0 (t, x0). Then, obviously, u(0) = 0. The differential equation (2.6)
together with this initial condition deﬁnes a Cauchy problem which is singular at t = 0, since
y(0, x0) = 0. However, smooth dependence of (x(t, x0), y(t, x0)) with respect to (t, x0) allows us to
compute also u′(0) = − ∂ y
∂x0
(0, x0) = 0, and, therefore, u′′(0) = limt↓0 u′(t)t = limt↓0 2u(t)t2 . But since
lim
t↓0
f (σ (t)x0)u(t)
ty(t)
= f (x0) lim
t↓0
t
y(t)
lim
t↓0
u(t)
t2
= lim
t↓0
u(t)
t2
= u
′′(0)
2
,
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u′′(0) = 2
x20
lim
t↓0
G(x0) − G(σ (t)x0)
ty(t)
= G
′(x0)
x20
> 0.
Therefore, there is τ ∈ (0, T ] such that if 0 < t < τ then u(t) > 0. Suppose now that there is some
t1 ∈ [τ , T ] such that u(t) > 0, for all t ∈ (0, t1) and u(t1) = 0. Then, again by (2.6), u′(t1) > 0 which is
absurd. We have proved that, for all t ∈ (0, T ], u(t) > 0.
But since ∂x/∂x0 = x0u +σ , this also proves that ∂x(t, x0)/∂x0 > 0, for all (t, x0) ∈ (0, T ] × IT , and
the proof is complete. 
The following two lemmas allow us to reduce our bifurcation problem to the study of a Cauchy
problem deﬁned by a well-known ﬁrst order PDE and use characteristics to derive equations which
will be crucial in the uniqueness result of the next section.
Lemma 2.2. Let (x, t) → h(x, t) be the function whose graph, for ﬁxed t is the t-isochroneH+t . Then, h satisﬁes
the non-homogeneous inviscid Burgers’ equation
ht − hhx = f (x). (2.8)
Proof. By deﬁnition of the isochrone, y(t)− h(x(t), t) = 0 holds for all values of t for which the orbit
(x(t), y(t)) is in Ω . Applying the chain rule to this identity and using (2.1), we have
f (x) = y′ = d
dt
h(x, t) = ht + hxx′ = ht − hhx,
as we wanted to prove. 
Lemma 2.3. Let h be a solution of the non-homogeneous Burgers’ equation (2.8). Then, along characteristics
of (2.8) the following hold true:
d
dt
h = f (x), (2.9)
d
dt
ht = hxht , (2.10)
d
dt
hx = h2x + f ′(x). (2.11)
Proof. By Lemma 2.1, h is smooth, and by Lemma 2.2, it satisﬁes Eq. (2.8). By the method of charac-
teristics applied to (2.8), we immediately obtain the characteristic equations
d
dt
x = −h, d
dt
h = f (x).
Differentiating (2.8) with respect to t and to x, and using the characteristic equation for x we obtain
Eqs. (2.10) and (2.11), respectively. 
Remark 1. It is interesting to observe the following: differentiating (2.8) twice with respect to x and
using the characteristic equation for x we obtain
d
hxx = 3hxhxx + f ′′(x).dt
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concavity of the isochrone.
3. Application to the weak Freedericksz transition
Lemma 3.1. For every T > 0, the intersection ofH+T and ΛT is either empty or a single point.
Proof. Now we prove that for each T > 0 and α > 0, the intersection between the graphs of h(·, T )
and α f , in the interval (0,π/2) is either the empty set or a single point. Deﬁne, for each x ∈ (0,π/2)
z(x) := h(x, T )
f (x)
.
For the value of T that we have ﬁxed and for each particular x∗ , z(x∗) gives the unique value of α
for which the above curves intersect at x = x∗ . This function is well deﬁned since f (x) > 0, for x ∈
(0,π/2). Now, if our claim were false, z(x) would not be monotone. We now prove that this is
impossible and, in fact, that z is strictly decreasing. By taking derivatives, at a particular x¯ ∈ (0,π/2),
we have
z′(x¯) = hx(x¯, T ) f (x¯) − h(x¯, T ) f
′(x¯)
f (x¯)2
.
Consider the projected characteristic t → x(t) such that x(T ) = x¯. Let us deﬁne, for t ∈ [0, T ],
H(t) := hx
(
x(t), t
)
f
(
x(t)
)− h(x(t), t) f ′(x(t)).
Obviously, H(0) = 0, since h(x,0) ≡ 0. Then, by taking into account the evolution of h and hx along
the characteristics of (2.8), given by Eqs. (2.9) and (2.11), we conclude that
d
dt
H = hx d
dt
f + f d
dt
hx − h d
dt
f ′ − f ′ d
dt
h
= −hxhf ′ + f
(
f ′ + h2x
)+ h2 f ′′ − f ′ f
= hx(hx f − hf ′) + h2 f ′′.
Then H satisﬁes the following linear Cauchy problem:
d
dt
H − hx
(
x(t), t
)
H = h2 f ′′, H(0) = 0.
Keeping the notation h,hx for their evaluations at (x(t), t), by the variation of constants formula, we
conclude that
H(T ) =
T∫
0
e−
∫ T
t hxh2 f ′′ dt < 0.
But this proves that
hx(x¯, T ) f (x¯) − h(x¯, T ) f ′(x¯) < 0,
and therefore, z′(x¯) < 0, concluding our proof. 
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anchoring).
Proof of Theorem 1.1. Let χa , k1, k3, τ0 and ω be ﬁxed positive constants. Then β = τ0ωπd4Θ is ﬁxed
and T ∝ H . For all values of H , the constant functions θ = 0 and θ = π/2 are solutions to (1.3)–(1.4).
By Lemma 3.1 we have that, for each value of H , the problem (1.3)–(1.4) has at most one further
(non-constant) solution taking values in [0,π/2].
It remains to be proved that the set of values of H for which such a non-constant solution exists
is a bounded interval. This can be achieved by applying the relevant results in [17]. However, since
the argument is simple and rather brief once the behaviour of h has been studied, we choose, for
completeness’ sake, to include it here.
We start by noting that neither in the case T → 0 nor if T → +∞ does a solution to Th(x, T ) =
β f (x) exist in (0,π/2). This is so by continuity and because the left hand-side is zero if T = 0
whereas it is pointwise convergent to inﬁnity when T → +∞. Of course the right-hand side is posi-
tive, bounded, and independent of T . So, there exists T0 < T1 such that, for either T < T0 or T > T1
it is true that H+T ∩ ΛT = ∅. Suppose the set of values of T for which this intersection is not empty
is not an interval. Then, there would exist T ′ < T < T ′′ such that H+T ∩ ΛT = ∅ and the intersections
for the values of T ′ and T ′′ are non-empty. But this is impossible by continuity, and by the properties
of h and f studied previously: if the intersection is empty at T > T ′ , then, for each x ∈ (0,π/2),
Th(x, T ) must be above β f (x), and thus for all T ′′ > T is must remain above.
So, reverting to the original variables θ and H , we can draw the bifurcation diagram of Fig. 4, and
thus the statement of Theorem 1.1 has been proved. 
4. Remarks
One could prove the same result using the time-map methods of Schaaf [12] and working with
elliptic integrals [10]. The method we have chosen here seems to us more transparent. The connec-
tion between isochrones in second-order ODEs and the Burgers’ equation certainly can be exploited
in other contexts. For example, it seems to us possible, by using ray tracing methods, to recover the
classical result of Smoller and Wasserman [13]. Note that in the application here the shock propa-
gated away from the area of interest; this is not the case in the Smoller and Wasserman context and
multivalued “solutions” of Burgers’ equation have to be considered then.
The connection between the Burgers’ equation with source, (2.8) satisﬁed by h(x, t) and the
Hamilton–Jacobi equation associated with the Hamiltonian (2.4) has been observed by J. Robbins (pri-
vate communication) and by an anonymous referee. Indeed, if S(x, t) satisﬁes the Hamilton–Jacobi
equation
St = W (Sx, x)
with the initial condition S(x,0) = const, differentiating the Hamilton–Jacobi with respect to x shows
that h(x, t) = Sx(x, t). An (implicit) interpretation of Sx as an isochrone curve can be found in, for ex-
ample, [7, Theorem 13.10], but to the best of our knowledge, the present paper is the ﬁrst application
of these ideas to multiplicity questions in boundary value problems.
It is worth commenting on the importance of uniqueness of solutions in such liquid crystal sys-
tems. The Freedericksz transition is often used as both a simple test experiment for new liquid crystals
or alignment layers. It is also used extensively in the measurement of certain material parameters (k1,
2600 F.P. da Costa et al. / J. Differential Equations 246 (2009) 2590–2600k3 and τ0) and as such the comparison between experimental and theoretical results is crucial to the
development of new liquid crystal materials. In particular the elastic constant k3 is measured using
information from the non-trivial solution. Because the exact form of this solution cannot be directly
experimentally measured it is essential that we have conﬁdence that the observed effect is the same
as the theoretical solution it is being compared to. This result therefore gives complete reassurance
that the experimentally measured solution can be compared with the theoretical model and that the
measurements of k3 are unambiguous.
Possible extensions of this result are numerous. There are three classical geometries for the Freed-
ericksz transition, the splay (considered here), bend and twist transitions [5]. Relatively simple sym-
metry operations (in the case of the bend transition) or a simpliﬁcation of our result here (twist
transition) mean that this uniqueness result is true for all three cases. It would be interesting to ex-
tend this analysis to more complicated situations such as the transition of a twisted nematic cell with
weak anchoring, where there are two couple equations and two types of weak anchoring to consider.
It should also be possible to extend the present analysis to more complicate forms of the surface
energy [8,14,18,1–3]. The physically correct form of this energy term has been disputed for some time
and it would be very interesting to see if this type of uniqueness proof could be applied to systems
with other forms of surface energy. Again this is important in providing conﬁdence in various exper-
imental measurements. Other approximate surface energies, for particularly complicated substrates,
have recently been proposed that make the system bistable [4,16]. An investigation of uniqueness in
these systems would be extremely interesting as it could have applications to a number of bistable
liquid crystal display technologies.
Acknowledgments
We would like to acknowledge fruitful discussions with J. Robbins and the comments of an anony-
mous referee.
References
[1] G. Barbero, N.V. Madhusudana, G. Durand, Anchoring energy for nematic liquid-crystals an analysis of the proposed forms,
Z. Naturforschung 39 (1984) 1066–1076.
[2] M.I. Barnik, L.M. Blinov, T.V. Korkishko, B.A. Umansky, V.G. Chigrinov, A new type of boundary-condition for orientation
deformations in homeotropic layers of nematic liquid-crystals, J. Exp. Theor. Phys. 85 (1983) 176–185.
[3] V.A. Belyakov, I.W. Stewart, M.A. Osipov, Dynamics of jumpwise temperature pitch variations in planar cholesteric layers
for a ﬁnite strength of surface anchoring, J. Exp. Theor. Phys. 99 (2004) 73–82.
[4] A.J. Davidson, N.J. Mottram, Flexoelectric switching in a bistable nematic device, Phys. Rev. E 65 (2002), Article 051710.
[5] P.G. de Gennes, J. Prost, The Physics of Liquid Crystals, Oxford Univ. Press, Oxford, 1993.
[6] V. Freedericksz, V. Zolina, On the use of a magnetic ﬁeld in the measurement of the forces tending to orient an anisotropic
liquid in a thin homogeneous layer, Trans. Amer. Electrochem. Soc. 55 (1929) 85–96.
[7] R. Hermann, Differential Geometry and the Calculus of Variations, Academic Press, New York, 1968.
[8] B. Jerome, Surface effects and anchoring in liquid crystals, Rep. Progr. Phys. 54 (1991) 391–451.
[9] J. Nehring, A.R. Kmetz, T.J. Scheffer, Analysis of weak boundary-coupling effects in liquid-crystal displays, J. Appl. Phys. 47
(1976) 850–857.
[10] J.T. Pinto, unpublished results, 2007.
[11] A. Rapini, M. Papoular, Distortion d’une lamelle nèmatique sous champ magnètique. Conditions d’ancrage aux parois,
J. Phys. Colloq. 30 (1969) 54–56.
[12] R. Schaaf, Global Solution Branches of Two-Point Boundary Value Problems, Lecture Notes in Math., vol. 1458, Springer-
Verlag, New York, 1990.
[13] J. Smoller, A. Wasserman, Global bifurcations of steady state solutions, J. Differential Equations 39 (1981) 269–290.
[14] A. Sonin, The Surface Physics of Liquid Crystals, Gordon and Breach, London, 1995.
[15] I.W. Stewart, The Static and Dynamic Continuum Theory of Liquid Crystals: A Mathematical Introduction, Taylor & Francis,
London, 2003.
[16] Z. Suhua, A. Hailong, G. Ronghua, Y. Guochen, The bistable state of a twisted nematic liquid crystal cell with weak anchor-
ing boundary, Liquid Crystals 33 (2006) 227–236.
[17] E.G. Virga, Variational Theories for Liquid Crystals, Appl. Math. Math. Comput., vol. 8, Chapman & Hall, London, 1994.
[18] K.H. Yang, C. Rosenblatt, Determination of the anisotropic potential at the nematic liquid crystal-to-wall interface, Appl.
Phys. Lett. 41 (1983) 62–64.
