The work investigates the spatial correlation of the data collected along orbital tracks of Mars Orbiter Laser Altimeter (MOLA) with a special focus on the noise variance problem in the covariance matrix. The problem of different correlation parameters in along-track and crosstrack directions of orbital or profile data is still under discussion in relation to Least Squares Collocation (LSC). Different spacing in along-track and transverse directions and anisotropy problem are frequently considered in the context of this kind of data. Therefore the problem is analyzed in this work, using MOLA data samples. The analysis in this paper is focused on a priori errors that correspond to the white noise present in the data and is performed by maximum likelihood (ML) estimation in two, perpendicular directions. Additionally, correlation lengths of assumed planar covariance model are determined by ML and by fitting it into the empirical covariance function (ECF). All estimates considered together confirm substantial influence of different data resolution in along-track and transverse directions on the covariance parameters.
INTRODUCTION
Many spaceborne, airborne and also ground techniques of data acquisition use a profile data collection, which is a natural consequence of the movement. The examples are airborne gravity (Olesen et al., 2000; Forsberg at al., 2001) , bathymetry data (Hughes Clarke, 2003; Popielarczyk and Templin, 2014) , sea altimetry (Andersen and Knudsen, 1998; Fok et al., 2010) and topography from the laser altimetry McGovern et al., 2002) , which is investigated in this paper. Terrestrial profile surveys, as well as satellite observations, always have a typical property of along-track data collection having several times larger point density than distances between the profiles (Dibarboure et al., 2013; Som et al., 2008) . This is caused by different factors like time-consumption or costs; however, it may be concluded that there is no special cost of along-track densification if the vehicle is in a move and the sensors are efficient in respective time units. Therefore the spatial resolution is larger along the profiles than average resolution in all remaining directions. Some specific questions related to the data interpolation arise then due to this heterogeneity. How can a detailed regular grid be calculated from the data tracks in relation to the details available along the track? Should we use isotropic covariance function (CF) or anisotropic one and could the anisotropy be related with the data spatial density? This article provides some answers related to these issues.
Mars Orbiter Lunar Altimetry (MOLA) is an example of the satellite data with cross-track resolution significantly worse than along-track spacing Neumann et al., 2001; Aharonson et al., 2000) . MOLA topographic data is used in this article to investigate the problem of variable point data density in covariance matrix typical for Least Squares Collocation (LSC) (Moritz, 1980) , which is, under some conditions, often regarded as close to simple kriging (Dermanis, 1984) . The MOLA experiment has provided global topography of Mars, which is essential information in Mars exploration process. Accurate topography model, together with other data like e.g. gravity, constitutes the foundation for various geophysical investigations, such as volcanism, tectonics or past water transport . Therefore MOLA data were often analyzed in details, including hypsometry, slopes, correlation parameters and frequency power spectrum (Aharonson et al., 2000) . The correlation was also studied using a spherical harmonic approach to separate different topography and gravity spectra, which are further used in the lithosphere studies (McGovern et al., 2002) . The primary problem considered when working with the data tracks are crossover errors that have to be minimized by the least-squares adjustment (Neumann et al., 2001 ). This factor is also examined in this article, but treated in a simplified way, as the work is principally focused on another problem related with orbital data collection, i.e. different resolution in different spatial directions. In the case of MOLA, these resolutions are especially dependent on the latitude of observations. This dependence, as well as the resolution problem of created DEM models are discussed in Som et al. (2008) .
Anisotropy is a property that is frequently investigated in LSC or kriging. This attribute is associated with non-stationarity of the spatial process and non-stationary kernels are developed to handle this problem in data modeling (Darbeheshti and Featherstone, 2009; Paciorek and Schervish, 2006) . These kernels help in the modeling of the physical field in places where, due to different factors, different covariance parameters are required for different spatial directions. Sometimes, the differences between along-track errors and crosstrack errors coming from different resolutions are also considered as anisotropy (Dibarboure et al., 2013) . Some authors investigate the errors in cross-track differences resulting from specific observational conditions by a method which applies different CF parameters for cross-track direction (Andersen and Knudsen, 1998) . The above mentioned examples consider the influence of specific observational errors on covariance parameters heterogeneity, dependent on the azimuth. However, these papers also clearly demonstrate that the covariance is affected by the ratio between along-track and cross-track errors or sea surface variability, rather than by actual non-stationarity of the spatial field. Similar problems often lead to the use of other numerical techniques, applied at different steps of data processing like filtering (Kim et al., 2008; Matsumoto et al., 2000) or separate filtering in along-track direction only (Sandwell and Smith, 1997) . This article follows the issues stated e.g. in Dibarboure et al. (2013) or Clark (2010) , where a priori noise variance is implicitly associated with the sampling density, which is equivalent to the data spacing in case of altimetry data. Besides the along-track profiles that were ready to process, the cross-track profiles have been formed from the same MOLA data and both have been processed by maximum likelihood (ML) estimation. A priori errors representing data noise have been predicted profile-by-profile in both directions, together with correlation length (CL) of the adopted Gauss-Markov third order covariance model (GM3).
ESTIMATION OF COVARIANCE PARAMETERS
LSC with parameters can be represented by the known equation (Moritz, 1980) 
where l is the vector of the observations, s is the stochastic part of the signal and n denotes the noise. Xȕ represents the deterministic part of the signal, which is of importance in LSC, because we need the condition of zero mean, also in local solutions, where the data mean is significantly moved from zero. Assuming now that our observations are heights, the necessary step is to remove deterministic trend, as follows:
where E includes the vector of unknown trend parameters and X is design matrix of the trend, which can be based on
The trend is used in the so-called projection matrix realizing its removal in practice. The projection matrix P reads (n is the number of data):
Then detrended, residual part of the signal will be Ph h
The empirical covariance function (ECF) is an approximation of data covariance. It can be determined as a function of distance ȥ, however the azimuth Į is sometimes included, which generalizes the function to 2D representation. In the current work the ECF is calculated for constant azimuth, which in practice results in the intervals of the azimuth. The ECF is then
where ș i = ʌ/2 -ĳ i and ȥ is the spherical distance. Calculated values are grouped using intervals of uniformly increasing ȥ. This test also includes groping in Į, i.e. in practice some interval of azimuths close to the selected one participates in the computation of the ECF representing individual direction in space. Usually, 2D representation of CF is calculated, i.e. the ECF for the full circle of azimuths is calculated. This work involves only two of them: an approximate azimuth of along-track direction and its cross section representing the shortest distances between original data tracks. The ECF provides local shapes of the covariance that have to be further modeled to be conveniently applied in LSC. There are many models used in LSC and kriging in practice, eg. GM3 model. This is an example of planar covariance model, however spherical distance ȥ is often used as an argument of the function, instead of planar one (Eq. 7): ¸¹ C 0 is often called "scale parameter" and is used here to represent the signal variance and CL is the correlation length. Three parameters described above compose the vector of covariance parameters ș = [C 0 ; CL; ɷn] . GM3 model can be used to determine the signal part of the covariance matrix C(ș), which is composed of the signal and previously mentioned white noise, as follows:
The signal part C s is approximated solely by the covariance model (Eq. 7). The noise part C n can be modeled by the covariance model as well, in the occurrence of known or suspected correlation of the noise. In the case of white noise, it is defined by the variance only and reads
The parameters of the covariance matrix C(ș) determine the spatial correlation of the signal and noise, which is necessary in LSC. Assuming now that the residuals are normally distributed, which is usually achievable locally after a successful removal of the longwavelength field, we may write probability density function (PDF) for a multivariate normal distribution based on the residuals h, parameters ȕ and covariance C(ș) (Koch, 2007; Kusche, 2003; van Loon, 2008) :
ML estimation starts with this assumption and aims at the maximization of PDF by selecting the covariance parameters. This maximization is simplified when using the logarithm of PDF from Eq. (10). Sometimes the preferred form of the method is restricted maximum likelihood (REML), but it is usually required for biased data (Searle et al., 1992; Jarmoáowski and Bakuáa, 2014) . Since the data in the current test is residual after detrending, we decided to apply ML with no projection matrix in the ML equation. Sometimes it is more convenient to minimize the function with the opposite sign (Koch, 2007; van Loon, 2008; Searle et al., 1992) . In this case the logarithm takes the form of negative log-likelihood function (NLLF) as follows:
This minimization is resolved in the numerical part of the article by the selection of covariance parameters CL and ɷn after fixing C 0 , which is close to the real parameter in the vector of parameters ș, if the noise variance is of smaller order than the signal variance.
PRELIMINARY DATA SELECTION AND ASSESSMENT
Two samples of MOLA footprints have been selected to perform the numerical experiment. The first set, from the northern hemisphere, is located on the slope of the crater Korolev and second, from the southern hemisphere, covers the region named Hellas Montes (Figs 1 and 2 ).
As it was mentioned before, MOLA data footprints have different, irregular coverage due to the irregular separation between the tracks. Additionally, this separation is strongly related with the latitude and equatorial tracks are especially sparse in cross-track direction (Som et al., 2008) . Moreover, significant crossover errors occur between the tracks globally. Global statistics show RMS at the level of 8 m before adjustment process (Neumann et al., 2001 ).
The global adjustment has shown significant decrease of RMS to around 2 m; however, in this work we decided to do no adjustment, since the crossovers can be significantly decreased by the removal of some data, which are redundant for this test. The crossovers are computed for both datasets and some tracks have shown values that are really outlying and useless for the adjustment. Therefore some tracks have been removed with the simultaneous control of the remaining crossover magnitude. The removal resulted in two advantages. Reduced datasets show more regular separation between the tracks with no overlaps in the sense of very close footprints. The RMS of crossovers in Korolev Crater sample after removal of outlying profiles is 1.8 m and that in the Hellas Montes is 3.1 m. Since these results were close to the adjustment results from Neumann et al. (2001) and the cross-track separation has become more regular, the results were accepted. The outlying tracks with outlying crossover points are shown in red in Fig. 1 .
Fig. 1. Crossover analysis of data tracks. Reg large dots denote large crossovers (red tracks are removed).
Datasets cleaned of errors were then reduced for long-wavelength surface using second order polynomial trend (Eq. 3) and the projection matrix (Eq. 4). The removal of long wavelength surface is necessary for LSC process and for the estimation of the ECF, which is performed in the next section. Residual data are characterized by the zero mean and the variance, which is the total variance of the signal and noise at this step. The original data with the cleaned footprints of MOLA orbital tracks are shown in Fig. 2 .
Fig. 2. Data tracks density and topography

NUMERICAL TEST USING ALONG-TRACK AND CROSS-TRACK PROFILES
Detrended and cleaned data are involved in a specific sampling process that is the key idea in the current work. The goal is to analyze the correlation only in two directions which are most often the focus of attention in relation to the orbital and profile data collection. These directions are along-track and cross-track (traverse) directions. Along-track profiles are easy to select, because the data is collected in separate orbital tracks provided with the numbers. Therefore the only action is to split them using these numbers, to obtain dense profiles of the points, ready for the calculation of individual ECFs in 1D, along the spherical distance. The average azimuths of these tracks have been computed to determine the azimuth of cross-track direction. These azimuths were 10.5Û for Korolev Crater and 7.5Û for the Hellas Montes. Figs 3a and 3c present all the tracks in red and the selected ones as black circles, drawn every third point to keep the figure esthetics. Cross-track direction is fixed as perpendicular to alongtrack profiles and the data collection has been performed by drawing great circles in this azimuth starting from all the points of the longest orbital track in the data sample. Then the closest data were selected for every particular great circle, using the threshold distance of 0.002Û from it. This has formed some number of cross-track profiles from the same dataset, but representing transverse azimuth and due to the separation between the original tracks, also different resolution. The points in the traverse profiles are aligned only approximately along the great circle, however this approximation is quite accurate due to the narrow threshold of 0.002Û. The spacing between the points is also not homogeneous in transverse to along-track direction. Nevertheless, such irregularities cannot be eliminated from many datasets and therefore we decided to work including this property, as the natural data feature that has to be processed in practice. Figs 3b and 3c present every fifth profile from the cross-track profiles to better visualize the rule of sampling. Fig. 3 . Selection of along-track data -black circles drawn every third point in a) and c). Selection of cross-track data -black dots in b) and d) -all points in profiles, but every fifth profile drawn for clarity.
Three parameters are a subject of the investigation. Two parameters are usually easy to attain from the fitting of analytical planar covariance model to the ECF, which is here estimated in 1D along the profiles and averaged for the same direction. These parameters are data variance (C 0 ), which in case of relatively small noise variance is usually close to the signal variance and correlation length (CL) (Eq. 7). Two parameters were also inferred using ML method from the same data profiles. CL is estimated once again by ML and noise variance (ɷn) is assessed solely by ML, as its value is hard to assess from the CF fitting, because the shape of the ECF strongly depends on the data number and sampling density (Figs 4b and 4d) . The ECF is calculated approximately in 1D assuming constant azimuth, using separately points from individual profiles and spherical distances between the points. The approximation results from the approximate values of the azimuths between individual points in profiles. Average ECFs are then calculated by averaging the values at the same ȥ in different profiles (Fig. 4) . The sampling interval of ȥ = 0.01Û in the along-track direction (Eq. 6) is based on the average spacing of points along the original (along-track) profiles, which equals 0.005Û. The use of the half of the average spacing distance prevents the lack of ECF pairs at shorter distances. A Cross-track sampling interval also starts from 0.01Û and is increased if the ECF shape is unstable, especially at shorter distances. This influence of the sampling distance on the ECF shape at short distances is particularly inconvenient in assessing noise from CF fitting. The GM3 model shows good coincidence with ECF values for used topography residuals in case of regular sampling in along-track direction. Cross-track estimation reveals more ECF oscillation, which can be implied by remaining crossover errors or variable data spacing. Nevertheless, the estimated C 0 and CL values are similar for both datasets and no significant field anisotropy can be observed here. 
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The non-homogeneity of the separation between the points in traverse profiles and other factors contribute to changes in ECF, which is especially visible in Fig. 4b . The influence of the mentioned property on ML estimation results was not known before the test. Therefore the main advantage is that the approach is in some sense comparative, due to the simultaneous use of along-track profiles with the equal spacing between the points. The covariance matrices based on the residual data (Eq. 8) are computed separately for individual data profiles in both directions. These matrices are applied in Eq. (11) to calculate NLLF minima using some range of CL and ɷn (Table 1) . The ranges in Table 1 were selected empirically, having an approximation of CL from the fitting of GM3 model into ECF shape and the knowledge of a typical MOLA data error Aharonson et al., 2000) . The signal variance C 0 has been fixed to be equal to its approximation by the ECF (Fig. 4) . We have assumed that its inaccuracy resulting from the nature of the fitting can have only a few orders smaller impact on ɷn and therefore NLLF values can properly indicate the parameters that are most efficient for LSC solution (Jarmoáowski and Bakuáa, 2014) . The example plots of NLLF values for one along-track and one cross-track from the Hellas Montes data are shown in Fig. 5 . The values of CL and ɷn that realize the minimum of NLLF for individual covariance matrices are presented together in Fig. 6 , in the same order as the profiles. The number of cross-track profiles is always larger than along-track and this is visible in Fig. 6 . Bold lines with circles represent the parameters for individual original profiles (along-track) estimated by the minima of NLLF. The order of the profiles is geographically random and depends on the orbit numbers. The a priori errors ɷn are very similar for both datasets, i.e. between 1 and 3 m, which is presented in Figs 6a and 6c respectively. This corresponds quite well to the MOLA accuracy assumed in the literature Aharonson et al., 2000) , however the resolution in along-track direction is also an important factor (Dibarboure et al., 2013; Clark, 2010; Jarmoáowski, 2013) . Comparing known along-track density at the level of 300-400 m with the power spectrum graph from Aharonson et al. (2000) , it may be found that the topography from MOLA represents a few meters variability of the signal at the frequency of a few hundred meters. CL values for the along-track directions are two times larger for the Hellas Montes (Fig 6d) . However, the computation of CL by ML for both datasets is compatible with CL from the ECF (4a and 4c). The change of the parameters in traverse direction was expected, but as it was pointed above, the effect of irregularity in the data resolution on ML estimates is not known. Therefore the combined influence from lower data resolution, irregularity and probably remaining crossover errors is observed in the parameters estimation results by ML inference. Consequently, in this article, rather natural than idealized conditions are tested in cross-track profiles and their comparison with the original profiles can give a preliminary assessment of the supposed anisotropy problems. The cross-track data distribution results in 2-3 times larger ɷn for Korolev data (Fig 6a) and several times larger for the Hellas Montes (Fig 6c) . These differences were expected, because cross-track density is significantly lower for the Hellas Montes than for Korolev Crater due to the latitude, which naturally results in a different a priori error (Dibarboure et al., 2013) . Singular small values of ɷn that are close to zero are specific ML estimation problems resulting from the spacing, trend model, covariance model applied and possibly other various factors that are still under consideration by the statisticians (Mardia, 2007) . The comparative approach, which is the simultaneous estimation for regular and irregular data spacing is helpful, because the same algorithm is tested with regularly and irregularly spaced data. The irregular, sparse spacing in traverse direction also affects CL parameter estimated by ML. The NLLF requires two times larger CL for both data regions to attain the minima, than CL from the function fitting (Figs 6b and 6c ). This effect is confirmed for all traverse profiles.
DISCUSSION AND CONCLUSIONS
The comparative approach allows for some control of applied algorithms primarily on the regular, dense data along the orbital footprints. CL estimated in along-track directions is quite consistent with the results from CF fitting and ɷn corresponds to known errors of MOLA data. The minima of NLLF suggest increasing ɷn and CL for cross-track direction. We see three substantial differences between along-track and cross-track data profiles. Cross-track profiles have remaining crossover errors, lower data resolution and irregular distribution. Since the crossovers are close to obtained ɷn for along-track direction, the remaining two factors are mostly suspected to be enforcing larger parameters for GM3 model. The lower data distribution results in the loss of higher spectral frequencies, i.e. terrain details of the resolution higher than data resolution. This contributes to a priori error budget. Irregularity of the cross-track data results in varying ɷn parameter (Figs 6b and 6d) in comparison to the relatively constant estimate for along-track profiles (Figs 6a and 6c ). The CL estimates by ML for cross-track data are larger than those from CF fitting and ML estimates for along-track direction. The conclusions are not so straightforward here, however, it is possible that a larger CL incorporates additional data, which gives some improvement. To summarize, the change of resolution results in ɷn and CL increase and therefore the profile data and orbital tracks has to include this property in the processing. Manipulating the a priori noise variance in different directions may be worth considering in data processing, if it can preserve some information in comparison to data filtering.
