INTRODUCTION 1 DERIVATION OF THE KALMAN FILTER EQUATIONS
In recent years, the Kaiman filter and other recursive estimation schemes have been utilized extensively for target motion analysis (TMA). Unfortunately, in these applications, a common problem known as filter divergence is often encountered. Divergence occurs when the calculated error covariance becomes inconsistent with the actual error covariance. Although there are many possible causes for divergence, a common source is system modelling errors. This is particularly true in TMA work where practical limitations preclude "exact" modelling of the actual target dynamics.
Various methods have been suggested to prevent the growth of modelling errors; fixed memory filters, fading memory filters, and/or injecting artificial plant noise into the system are but a few. A common feature of these methods is that they all attempt to prevent divergence by discounting the influence of past data. While this effectively increases filter response, it also makes the filter more susceptible to random errors. Consequently, to prevent unnecessary sacrificing of noise performance, adaptive control is required.
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The need for adaptively controlled filters has provided impetus for the development of numerous "modified" Kaiman filtering schemes. 1~4 In all these schemes the adaptive control mechanism is a function of the Kaiman filter data measurement residuals. This might be expected since data residuals provide the only consistently reliable basis for assessing solution quality and detecting the onset of divergence. However, it is unfortunate that the importance and practical utility of residuals, particularly in the context of adaptive filtering, have not been adequately stressed. In fact, there is a paucity of technical literature devoted to this subject. This report analyzes the Kaiman filter and its associated data measurement residuals. By utilizing the classical method of least squares, a derivation of the well known filter equations is presented. Although this particular approach is somewhat unorthodox, it is nevertheless appealing since ancillary mathematical formulas that are later needed for analyzing the residuals emerge naturally. Following this, an important relationship between the system performance index and the Hata measurement residuals is developed and then used to demonstrate the suitability of residuals for providing adaptive control and on-line assessment of solution quality. In addition, pertinent statistical properties of the residuals and performance index are deduced and utilized to establish a basis for formulating practical adaptive control criteria. Finally, a simulation example which demonstrates filter divergence (e.g., tracking of a maneuvering target) is presented. It might be noted that J(n) is a weighted quality measure of the estimation process based upon the optimality criteria employed. The first two terms in equation (6) account for deviations from expected system behavior, and the last term accounts for cumulative data-fit errors. Because of the way J(n) is defined,it is reasonable to expect that this quantity, or some function thereof, will provide a suitable basis for assessing solution quality on-line. This point is explored further in the next section.
. .
DEVELOPMENT OF THE FILTER EQUATIONS
To analyze the system previously described, assume that n data measurements Z(1),Z(2),... Z(n) are available. The problem at hand is to determine an optimal estimate of the current state vector X(n) from these measurements and the a priori information. Here, the criteria for optimality will be defined so that the resulting estimates best fit the measured data while simultaneously minimizing deviations from a priori expected system behavior. For convenience, the following notation will be employed: X(k,n) = optimal estimate of X(k) based on n data measurements, W(k,n) ■ optimal estimate of W(k) based on n data measurements.
It can be seen that equation (4), which defines X(k,0),is consistent with this notation since the a priori mean value of X(k) represents the optimal estimate of this vector when no data measurements are available. Finally, to ensure that all estimates satisfy the general system equations, the following constraints are imposed:
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. An optimal estimate X(n, n) of the current state vector X( n ) niay now be obtained by minimizing J(n) subject to the constraints imposed by equation ( It is interesting to note that the above equations are similar to the discrete canonical equations derived by Sage 5 using dynamic optimization theory. Both sets describe linear two-point boundary value problems which may be resolved by the method of discrete invariant imbedding. 5 However, an alternate procedure will be employed here, which yields the desired vector X( n » n ) in a relatively simple fashion. Thus, assume that one additional data measurement is taken at time T n+ j. The data measurement sequence is now defined by {Z(l), Z (2) 
where P(0) is known, and P(l), P(2),...P(n) are matrices to be determined. 
. . Finally, substituting equation (32) into equation (31) to eliminate S(n,n+1) and performing some algebraic manipulation produce the desired results: from which it is readily deduced that 
Z(k) -H(k)X(k,0) = [I -H(k)G(k)lY(k) + H(k) T, A(k,j)G(j)Y(J) . (46) If equation (46) is now substituted into equation (41), the performance index J(n) takes

J(n+1) -J(n) = 1/2 £ I a)[G (1) -R ^DH^P^lASd) 1=1 + 1/2Y (n+l)R _1 (n+l)(Z(n+l) -H(n+l)X(n+l,n+l)l . (52)
Note, however, that P(l) and R(l) are both symmetric matrices; consequently, the identity c'Oc) -R" 1 (k)H(k)P(k) = 0 , k= 0,1,2,..., (6) shows that the data measurement residuals also provide a weighted quality measure of the estimation process based upon the optimality criteria employed. As such, it now becomes evident why these residuals can be utilized effectively to assess filter performance.
is easily derived by taking the matrix transpose of equation (34-a). This relationship shows that the series appearing in equation (51) vanishes. In addition, the last remaining term on the right-hand side of equation (51) can be simplified by utilizing equations (35-c), (35-d), (35-e), and (36). The result is Y'tn+llR'V+lHZai+l) -H(n+l)X(n+l,n+l)J = Y , (n+l)R" 1 (n+l)[I -H(n+l)G(n+l)]Y(n+l) = Y (n+l)[H(n+l)N(n+l)H'(n+l) + R(n+l)) _1 Y(n+l) .
An important feature of equation (57) not to be overlooked is that all quantities needed to calculate J(n) can be extracted directly from the Kaiman filter equations without further computation. In addition, once the terms in the series have been evaluated they need not be recomputed with each new data measurement. Consequently, for practical applications, the utilization of equation (57) ,k)j[I -G(k)H(k)lN(k)[I -GMHfk) ]' + G^ROOGV)} A'(k+l,k)
Note, however, that 
Consequently, equation (63) reduces to E) lX(k+l) -X(k+1, k)] [X(k+1) -X(k+1, k) ]' j = A(k+l,k)P(k)
A , (k + l.k) + B(k)Q(k)B , (k) = N(k+1),(65)E)Y f (k)[H(k)N(k)H f (k) + ROOf^k) j -Trace ) IH(k)N(k)H , (k) + R(k)j" 1 E{ Y(k)Y f (k)|j * | i «Trace {[H^N^HV) + R(k))' 1 [H(k)N(k)H , (k) + R(k)l ( -Trace jlj = m ,(70)
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It is important to note that this statistic provides a measure of the permissible deviation in J(n) from its expected value. Unfortunately, since larger and larger deviations are permitted as the number of data measurements increases, it becomes progressively more difficult to extract reliable information from J(n). More precisely, after many measurements have been processed, large deviations in J(n) cannot be attributed solely to filter divergence, but instead may result simply from the accumulation of random errors. The concomitant ambiguity makes it impossible to accurately assess the true filter status. 
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK
An important relationship between the Kaiman filter data measurement residuals and the associated system performance index has been established. The computational simplicity of the relationship not only permits on-lino evaluation of the performance index, but is further exploited to deduce pertinent statistical properties of the index. These statistics are subsequently utilized to formulate practical adaptive control criteria and to modify the performance index to enhance its reliability as a solution quality indicator. The utility of the modified performance index for assessing filter status and for adaptively regulating the plant noise covariance matrix has been discussed and demonstrated via laboratory simulation.
Even though the simulation results are preliminary they clearly illustrate that a significant improvement in filter performance can be achieved when this type of adaptive control mechanism is appended.
Although the results presented here are encouraging, much work remains to be done. In particular, a quantitative functional relationship between the modified performance index and the plant covariance matrix needs to be established. A study to determine how at-sea data affect the behavior of the modified performance index should also be conducted. Finally, techniques to adaptively compute both the mean and covariance of the plant noise should be further explored. Current efforts are being directed toward the solution of these problems and the results of these investigations will be documented in future reports.
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