By new derivative estimates for SLE conformal maps, we give a direct proof for the existence of continuous curves of SLE 8 . This implies a Hölder continuity of SLE 8 curves.
Introduction
SLE, Schramm-Loewner Evolution, is a class of random increasing hulls in complex plane with one parameter κ > 0. This conformally invariant increasing hulls are determined by Loewner equation driven by Brownian motion with speed √ κ. Set H = {x + iy : y ≥ 0}. Let (B t ) t≥0 be a standard Brownian motion and U t = √ κB t . The chordal SLE is defined through ∂ t g t (z) = 2 g t (z) − U t , g 0 (z) = z, z ∈ H; (1.1)
where ζ(z) is the life time of the solution defined by t with lim s↑t (g s (z) − U s ) = 0 for z ∈ H \ {0}, ζ(0) = 0. An important feature of SLE is that the structure of the increasing compact hulls (K t ) t≥0 can be studied by the corresponding conformal maps (g t ) t≥0 . In Rohde, Schramm [6] (Lawler, Schramm, Werner [3] for κ = 8), it is proved that this increasing hulls are generated by continuous curves (γ(t)) t≥0 in H. More precisely, γ(t) is the new frontier point of K t in space H at time t, and hence H t := H \ K t is the unbounded connected component of H \ γ [0, t] . This curve can be defined by γ(t) = lim y↓0f t (iy), ∀t ∈ [0, ∞), a.s., (1.2) where f t = g −1 t ,f t (z) = f t (z + U t ). In [6] it was proved that, almost surely, (γ t ) t≥0 is a simple curve and is equal to K t for 0 ≤ κ ≤ 4; a self-intersecting path for 4 < κ < 8; and a space-filling curve for κ ≥ 8. When κ = 8, in [3] the existence of these continuous curves was proved by discrete approximation, i.e., SLE 8 is the scaling limit of uniform spanning tree Peano curves. For more information of SLE, we refer to Lawler [1] . The aim of this paper is to give another proof of SLE 8 curves based on (1.1) directly, which is asked in [6] . A direct proof is also helpful when studying generalized SLE models. We only consider the chordal SLE because the radial SLE has a natural connection with chordal SLE(see Proposition 4.2, Lawler, Schramm, Werner [2] ).
Denote the complex derivative of an analytic function f (z) by f ′ (z). For κ = 8, estimates of |f ′ t (z)| given in [6] are basis for proving the existence and continuity of γ(t) . To introduce this result, we first prepare some notations. Let (B t ) t∈R be a standard two-sided Brownian motion on probability space (Ω, F, P ) as an extension of (B t ) t≥0 . Let (F t ) t≥0 be the filtration generated by (B −t ) t≥0 . Define U t = √ κB t for t ∈ R and extend the solution g t in (1.1) to t ∈ R. Let z =x + iŷ ∈ H and set for t ∈ R
Set u(t) = u(ẑ, t) := log Img t (ẑ) and define t = t(u) by u = u(ẑ, t) for u ≥ logŷ. We also write 
where ϑ(δ, s) = δ −s , s > 0; ϑ(δ, s) = 1 + | log δ|, s = 0; ϑ(δ, s) = 1, s < 0.
(1.8)
For κ = 8, the best estimate of |f ′ (ẑ)| from (1.7) is λ = 2 with b = 1/2, which is not enough to apply the proof of Theorem 3.6 [6] . To give a direct proof for SLE 8 curves, it is natural to see whether estimates (1.7) can be improved, e.g., by higher moments estimates. We do not get a useful higher moment estimate in this paper. On the other hand, since |f ′ t (ẑ)| ≤ y t /ŷ holds for any driven function(cf. (2.2) below), (1.7) is close to the optimal estimate when κ = 8.
In [6] , estimates (1.7) were first applied to lattice points (l2 −2j , k2 −j ) 1≤l≤2 2j ,1≤k≤2 j and then
It is helpful to do this extension from a more sparser lattice in D because better derivative estimates can be obtained on a smaller set. However, due to the fluctuations of Brownian motion, it is more difficult to achieve a useful extension. In this paper we consider lattice points (l2 −j , k2 −j ) 1≤l,k≤2 j and apply the flow property of (g t ) to improve the derivative estimates on D given in [6] . To this end, we need a derivative estimate stronger than (1.7) at a fixed pointẑ withx = 0. Next we introduce a Brownian motion constructed in [6] for this purpose.
Denote the inverse of hyperbolic function sinh by sinh −1 and set
In what follows we set b = 1/4 + 2/κ. From Remark 3.4 [6] , (v(z(u)), u ≥ logŷ) is a Brownian motion times κ/2 under probability measure P , where P is the Girsanov's transform of P on
Since (πκ(L + t)) −1/2 H(x, −t), t > −L is the density functions of a Brownian motion times κ/2 starting at time −L, by Itô formula, we see that
is a (G u ) martingale under P (see Remark 3.4 [6] for L = 0). Since this is a bounded martingale when u ≤ L − 1/2, we have that
is a (P, F t ) martingale. Based on this fact and a localization method, in Lemma 2.1 below we present a new estimate off ′ t (ẑ). In Lemma 2.2, we give an estimate on fluctuations of x −t and y −t for small t > 0. Then we give a direct proof of Theorem 4.7 [3] which implies a Hölder continuity of SLE 8 curves. 
Proof
We continue to use notations in the last section. Direct calculations show that (see (3.3), (3.4),(3.5) and (3.9) in [6] ),
(2.1)
By the last equation in (2.1) or Schwarz lemma, we have(see also (3.17) [6] )
For each t ≥ 0 define U t,−s by U t−s − U t for 0 ≤ s ≤ t and extend it to be a standard two sided Brownian motion times √ κ. In what follows, when applying Brownian motion (U t,s ) s∈R as the driven process in (1.1), we always denote z s = (x s , y s ) and g s by z t,s = (x t,s , y t,s ) and g t,s respectively. By (1.1) (cf. the proof of Lemma 3.1 [6] ), we have
4)
where δ ′ = aδ for κ ≥ 8 and δ ′ = λδ for 0 < κ < 8.
Proof We have
Next we assume that |x| ≤ 1, 0 <ŷ < 1 and fix 0 ≤ t ≤ 1. Noticing that |2x/(x 2 + y 2 )| ≤ 2 for |x| ≥ 1, we have by (2.1) 6) where t 1 = t ∧ inf{−s ≥ 0 : |x t,−s | = 1}. Similarly we have y t,−t ≤ 3. Therefore by that (N t ) 0≤t≤1 is a martingale and the first inequality in (2.5) we havê
For y −1 t,−t ≥ 4(K + 3) and |x t,−t /y t,−t | > √ 3, we have by (2.6) and the right hand side of (2.5)
This and y t,−t ≤ 3 imply that (1 + x 2 t,−t /y 2 t,−t ) b H(v(z t,−t ), log y t,−t ) ≥ c for some constant c > 0. By definition we have λ ≤ a if κ ≥ 8 and b = 1 4 + 2 κ . Therefore, by (2.3), (2.7) and Chebyshev's inequality we obtain (2.4) for κ ≥ 8. The case for κ < 8 is a consequence of (2.3), (2.7) and y|g ′ t,−t (ẑ)| ≤ y t,−t (ẑ) given by (2.2)(see also the proof of Corollary 3.5 [6] ).
Lemma 2.2. Let 0 ≤ t 0 ≤ 1 and 0 < c ≤ 1. Then we have
1/2 log 2 c, f or any |x| ≤ −c 1/2 log 2 c,ŷ > 0 and t 0 < t ≤ t 0 + c
Proof Let 0 <ŷ ≤ c. Suppose that y −c ≥ c 1/2 and define c 0 by y c 0 = c 1/2 . Since y t decreases, by (2.1) we have
which gives (2.8). Next set 0 < s ≤ c, t 0 < t ≤ t 0 + c. By symmetry we assume that 0 ≤ x t,0 =x ≤ −c 1/2 log 2 c. First suppose that x t,−u ≥ 0 for 0 ≤ u ≤ s. By (2.1) we have 
where we use the fact that U t−c 1 − U t−s and x t,−u have the same sign when c 1 < u ≤ s. By (2.10),(2.11) and applying the scaling property and the reflection principle of Brownian motion we have
which gives (2.9).
Proof of Theorem 1.1 Let κ = 8. In what follows notations k, j, l are all symbols for integers. By scaling property of (K t ), we need only consider 0 ≤ t ≤ 1. Set h = 1/(120κ). First we prove that almost surely
where C 2 is a constant depending on ω ∈ Ω. For each K > 0, by (2.4) we have for 0 ≤ t ≤ 1 and j > log 2 C 1
Noticing that lim K→∞ P (A K ) = 1, by (2.8), (2.14), (2.15) and Borel-Cantelli Lemma, almost surely there exists an integer j 0 = j 0 (ω) such that
17)
By (2.16) and the Koebe distortion theorem of univalent functions (cf. [4] ), there exists a random C 3 > 0 such that almost surely
Let |x| ≤ 2 −j/2 j, 2 −j−1 <ŷ ≤ 2 −j and 0 < t ≤ 1. Choose l such that l2 −j < t ≤ (l + 1)2 −j . Setting s = t − l2 −j and choose m such that 2 −m−1 < y t,−s ≤ 2 −m . By (2.18), we have m ≥ j/2 − 3. Noticing that 2 −j/2 j decreases for j ≥ 2 and applying (2.2), (2.17)-(2.20), we have for j ≥ 2
which implies (2.12). Based on (2.12), the rest part of the proof can be completed by methods in Theorem 3.6 [6] or Lemma 4.32 and Theorem 7.4 [1] . Here we adopt a similar argument as in Lemma 4.32 [1] . By the modulus of continuity of Brownian motion(cf. Corollary 1.37 [1] ), there is a random variable C such that almost surely
By differentiating both sides of f t (g t (z)) = z with respect to t, we have Let 0 < y, y 1 < 2 −j and 0 < t < t + s ≤ 1 with 0 < s ≤ 2 −2j . By (2.22), we have |u t+s − u t | < 2 −j/2 j for j big enough(depending on C). 
