A unified approach to nonnegative matrix factorization based on the theory of generalized linear models is proposed. This approach embeds a variety of statistical models, including the exponential family, within a single theoretical framework and provides a unified view of such factorizations from the perspective of quasi-likelihood. Using this framework, a family of algorithms for handling signal-dependent noise is developed and its convergence proved using the expectation-maximization algorithm. In addition, a measure to evaluate the goodness of fit of the resulting factorization is described. The proposed methods allow modeling of nonlinear effects using appropriate link functions and are illustrated using an application in biomedical signal processing.
Introduction
Nonnegative matrix factorization (NMF) is an unsupervised, parts-based learning paradigm, in which a high-dimensional nonnegative matrix V is decomposed into two nonnegative matrices, W and H, such that V = WH + where is the error matrix (Lee & Seung, 1999 . For a p × n matrix V consisting of n observations on each of p variables, each column of W defines a basis vector and each column of H represents an encoding of the corresponding observation. Each column of V can thus be approximated by a linear combination of the columns of W weighted by the elements of each column of H, and each row of V can be approximated by a linear combination of the rows of H weighted by the elements of each row of W. The number of basis vectors is determined by the rank k of the factorization. NMF has been increasingly applied to a variety of problems involving largescale data that occur naturally on the nonnegative scale. Some specific areas of application include computational biology, neuroscience, natural language processing, information retrieval, biomedical signal processing, and image analysis. A review of its applications can be found in Devarajan (2008) .
The seminal work of Lee and Seung (2001) has spawned extensive research on this topic in the past decade from the perspectives of algorithm development and modeling. For instance, Hoyer (2004) , Shahnaz, Berry, Pauca, and Plemmons (2006) , Pascual-Montano, Carazo, Kochi, Lehmann, and Pascual-Marqui (2006) , and Berry, Browne, Langville, Pauca, and Plemmons (2007) have extended the standard NMF algorithm to include sparseness constraints. Li, Adali, Wang, Emge, and Cichocki (2007) , Lin (2007) , Cichocki, Zdunek, and Amari (2007) , Cichocki, Zdunek, Phan, and Amari (2009) , , Wang and Li (2010) , Fèvotte and Idier (2011) , Phan and Cichocki (2011) , Glineur (2010, 2012) , Zhou, Cichocki, and Xie (2012) , Guan, Tao, Luo, and Yuan (2012) , and Guan, Wei, Luo, and Tao (2013) have proposed novel and efficient algorithms for NMF. Wang, Kossenkov, and Ochs (2006) extended the standard NMF algorithm to include uncertainty estimates and Ding, Qi, Xiang, Molloy, and Li (2010) proposed a Bayesian nonparametric approach to NMF.
The standard formulation of the NMF problem typically assumes that the noise in the observed data follows a gaussian model. Most of the above developments have focused heavily on this model; however, the observed data from diverse areas of application suggest a variety of scales and structures Devarajan & Cheung, 2012 , 2014 . Although basic algorithms for certain nongaussian models exist, there has been virtually no development in terms of casting the NMF problem within a unifying and rigorous statistical and computational framework. In the high-dimensional setting, the assumption of signal independence in noise has been shown to be invalid in many applications, leading to a lack of robustness in the decomposed basis vectors W and encodings H and poor reconstruction of the input matrix V Devarajan & Cheung, 2014) . and Devarajan and Cheung (2012) extended NMFs to include members of the exponential family of distributions while Cichocki, Zdunek, and Amari (2006) , Cichocki, Lee, Kim, and Choi (2008) , Cichocki, Zdunek, Phan, and Amari (2009) , and Cichocki, Cruces, and Amari (2011) developed generalized algorithms based on α-and β-divergences. Ebrahimi (2005, 2008) , Devarajan, Wang, and Ebrahimi (2015) , Dhillon and Sra (2006) and Kompass (2007) have also proposed generalized divergence measures in this context. The work of remains a detailed reference on this subject.
In this letter, we generalize NMF to include all members of the exponential family of distributions within the framework of quasi-likelihood by exploiting signal dependence in noise. Our flexible approach allows the likelihood that quantifies the divergence between the observed data matrix V and the reconstructed matrix WH to be defined based on a prespecified statistical model determined by the structure of noise . Specifically, we develop a family of algorithms using the theory of generalized linear models that allows nonlinear relationships between V and WH to be incorporated via link functions. Rigorous proofs of convergence and monotonicity of updates, as well as a criterion for evaluating the goodness-of-fit of the resulting factorizations, are provided. The methods are illustrated using an application in electromyography (EMG) studies; however, they are broadly applicable to the dimension reduction of large-scale nonnegative data arising from various other applications.
The rest of this letter is organized as follows. Section 2 provides the preliminary background and surveys existing work on NMF algorithms for handling signal-dependent noise. Section 3 develops the necessary theoretical framework using quasi-likelihood and proposes a unified family of NMF algorithms, while section 4 describes a goodness-of-fit measure for quantifying the factorizations from the proposed algorithms. In section 5, we illustrate our methods using experimental EMG data. The last section provides some concluding remarks.
Background
In many statistical and pattern recognition problems, the primary focus is on discriminating between two probability models F and G for a random prospect X that ranges over the space S. For an observation X = x, Bayes' theorem relates the likelihood ratio to the prior and posterior odds in favor of F as log
, where f and g are probability density functions and P(·) and P(·|x) denote the prior and posterior probabilities of the model. As the difference between the posterior and prior log odds, the logarithm of the likelihood ratio log
quantifies the information in X = x in favor of F against G.
If x is not given and no specific information is available on the whereabouts of x other than x S, then the mean observation per x from F for the discrimination information between F and G is
given that F is absolutely continuous with respect to G, F G. The discrimination information function in equation 2.1, known as Kullback-Leibler (KL) divergence, is a measure commonly used to compare two distributions and was introduced in Kullback and Leibler (1951) . This measure is nonnegative definite and is zero if and only if f (x) = g(x) almost everywhere (Kullback, 1959; Ebrahimi & Soofi, 2004) . Generalized linear models (GLM) were introduced as a natural extension of classical linear models (Nelder & Wedderburn, 1972) . GLMs include well-known models for handling various types of response data such as linear regression, Poisson regression models for count data, logit models for binary data, and gamma models for nonnegative data on the continuous scale. These different models share the key property of linearity that forms the core of the model-fitting algorithm in GLM. Consider the classical linear model y = Xβ + where y is an n-vector of independent observations of a random variable Y with mean μ, X is an n × p matrix of observed covariates, β is a p-vector of parameters that need to be estimated from the data, and denotes random error. The systematic component of the model is specified by E(Y) = μ = Xβ, and the random component is specified by the assumption of independent and normally distributed errors with constant variance such that E(Y) = μ and Var(Y) = σ 2 . If we denote the systematic and random components by η and μ, respectively, the link between these two components of the model is given by
where η = Xβ is the linear predictor and g(.) is the link function that relates η to the expected value μ of y. It turns out that in classical linear models, the mean and the linear predictor are identical: the link g(.) is the identity function. This is consistent with the assumption of normality and the range of possible values of η and μ. In general, the link function is a twice differentiable monotone function. Assuming that each independent observation y is a realization from a distribution in the exponential family, the log likelihood for GLMs can be written as
where a (.), b(.) , and c(.) are specific functions and φ and θ are parameters (McCullaugh & Nelder, 1983) . Using equation 2.3, it can be shown that
Without loss of generality, we shall assume that φ is known and a(φ) ≡ 1. Therefore, θ represents the canonical parameter of this exponential family. The link function in equation 2.2 is known as the canonical link if θ = η = g(μ). For a given distribution, the canonical link has a sufficient statistic X y whose dimension is equal to that of β in the linear predictor η = Xβ. Using the expression for μ written in terms of θ above, we can rewrite the link function as g(μ) = g(b (θ )) = (gb )(θ ). For canonical links, (gb )(θ ) is the identity function such that θ = η (McDonald & Diamond, 1990) . In the case of gaussian and Poisson distributions, the canonical links are, respectively, the identity and log links. A list of appropriate link functions for other members of the exponential family is provided in McCullaugh and Nelder (1983) .
Existing
Work. The first step in obtaining an approximate factorization for V is to define cost functions that measure the divergence between the observed matrix V and the product of the factored matrices WH for a given rank r. We can express this in the form of a bilinear model as V = WH + where represents noise. Various cost functions have been proposed and used in the literature for assessing this factorization. As evidenced in the following section, these cost functions are typically derived from KL divergence (see equation 2.1) or its generalization based on an assumed (sometimes implicitly) statistical model for the data-generating mechanism (or noise ). One such metric is the Euclidean distance, K(V||WH) = ||V − WH|| 2 , which is based on the gaussian likelihood and was proposed by Lee and Seung (2001) . This quantity can be recognized as the KL divergence between V and WH for the gaussian model (Devarajan, 2006 (Devarajan, , 2011 Devarajan et al., 2015) . Lee and Seung (2001) Given the matrix V and factorization rank r, the goal is to find nonnegative matrices W and H such that V ≈ WH. This is equivalent to minimizing the cost function K(V||WH) above with respect to W and H, subject to the constraints W, H ≥ 0. Lee and Seung (2001) derived multiplicative update rules for W and H based on random initial values. Furthermore, they showed that K(V||WH) is nonincreasing under these updates and that they are invariant under these updates if and only if W and H are at a stationary point of the divergence. Monotonicity of updates is theoretically established through the use of an auxiliary function similar to the one used in the expectation-maximization (EM) algorithm (Dempster, Laird, & Rubin, 1977) . Due to the nonnegativity requirement on the input matrix V and starting values for W and H, the multiplicative updates ensure nonnegativity of the final converged solution for W and H.
Algorithms based on various generalized divergences have emerged since the original work of Lee and Seung (2001) . proposed heuristic algorithms for the exponential family of models and provided multiplicative update rules for W and H. In independent work, Cichocki et al. (2006) proposed heuristic algorithms for NMF based on the generalized β-divergence. Fèvotte and Idier (2011) proposed rigorous majorization-minimization (MM) and majorization-equalization (ME) algorithms for β-divergence that enabled monotonicity of updates for W and H to be theoretically established under different conditions. Furthermore, Cichocki et al. (2008 Cichocki et al. ( , 2011 developed generalized algorithms based on α-divergence and proved monotonicity of updates using the EM algorithm. Devarajan (2006 Devarajan ( , 2008 , Devarajan and Ebrahimi (2005) , and Devarajan et al. (2015) formulated a generalized approach to NMF based on the power divergence (PD) family of statistics that included various well-known divergence measures as special cases. Other generalized divergence measures have also been proposed (Dhillon & Sra, 2005; Kompass, 2007) . Recently, Devarajan and Cheung (2014) outlined various algorithms for signal-dependent noise for the generalized inverse gaussian family of models. From the perspective of statistical modeling, the literature is sparse; very little work has been done in terms of casting the NMF problem within a unifying and rigorous statistical framework.
A Quasi-Likelihood Approach to NMF
The introduction of the quasi-likelihood (QL) approach significantly broadened the scope and applicability of GLMs by allowing a weaker assumption on the random component of the model (Wedderburn, 1974) . This assumption specified only the mean-variance relationship rather than the underlying model itself. This idea was extended by Nelder and Pregibon (1987) , and it permitted the comparison of variance functions, linear predictors, and link functions. In particular, the requirement that the variance function be known can be relaxed by embedding the variance function in a family of functions indexed by an unknown parameter α such that Var(Y) = φ α (μ), where φ > 0 is the dispersion parameter in equation 3.1. For a single observation y, the deviance between y and its mean, μ, D α (y||μ), can be written in terms of the quasi-log-likelihood, Q(y||μ), as
The power variance function used in equation 3.2 corresponds to an important class of exponential dispersion models (Jorgensen, 1987; Yilmaz & Cemgil, 2012) . Special cases of the quantity in equation 3.2 include the gaussian (α = 0), Poisson (α → 1), gamma (α → 2), and inverse gaussian (α = 3) models. It also includes the compound Poisson (CP) model when 1 < α < 2, the extreme stable (ES) distributions when α ≤ 0, and the positive stable (PS) distributions for α > 2. The class of CP models is continuous for y > 0 but allows exact zeros. When α → 1 and φ > 0 (φ = 1), equation 3.2 corresponds to the quasi-Poisson (QP) model that can be used to model overdispersion (φ > 1) or underdispersion (0 < φ < 1). It is well known that an exponential family exists for α ≤ 0 and α ≥ 1 (Tweedie, 1981; Jorgensen, 1987) . Using equation 2.1, the QL in equation 3.2 has an information-theoretic interpretation as the generalized KL divergence, or discrimination information, of order α between y and μ. Divergence measures found in the NMF literature are special cases of D α (y||μ) or related to it by variable transformations. These include β-divergence (Cichocki et al., 2006) , α-divergence (Kompass, 2007; Cichocki et al., 2008) , and Renyi divergence of order γ obtained using the PD family of statistics (Devarajan & Ebrahimi, 2005 , 2008 Devarajan et al., 2015) . However, none of them recognizes the formulation based on the meanvariance relationship in equation 3.2 or on the link function in equation 2.2. Let η, μ, and θ represent matrix versions of the vector parameters η, μ, and θ , respectively. A cost function can be written using D α (y||μ) by expressing it in terms of V and WH for a particular choice of the link function η = g(μ) = WH and by summing over the np observations in the input matrix V as follows:
where α ∈ \{1, 2}. Using equation 3.3, β-divergence is obtained by setting α = 2 − β for the identity link function g(μ) = μ = WH (up to a scale factor 0.5) and hence can be viewed as a special case of generalized KL divergence of order β. Writing the linear model v = Wh + for the jth col-
. . , v p j ) of V and using the link η = g(μ) = Wh, the score equation derived from equation 3.3 has the form of a linear-weighted least squares equation. Ignoring the term 2/(1 − α)(2 − α) and summing over the p observations, the score equation for a rank r factorization is given by
with weight dθ dη
for canonical links dθ dη = 1.
NMF as an Alternating GLM Algorithm.
Consider a rank r decomposition of the p × n nonnegative matrix V into W p×r and H r×n , starting with random initial values for W and H. We can specify a linear model v = Wh + for each column V where v and h are column vectors of lengths p and r, respectively. Using the gaussian framework for illustration, the linear predictor for this model is η = g(μ) = μ = Wh = r a=1 h a w ia , where the identity link is also the canonical link. For this model, since α = 0 equation 3.3 reduces to
where w ia is the element of W at row i, column a. Here, W is known and h needs to be estimated so as to minimize the cost function in equation 3.5, where both W and h are constrained to be nonnegative. Similarly, we can specify an appropriate linear model for every row of V as v = H w + , where v and w are column vectors of lengths n and r, respectively. We can then repeat the above steps to first estimate w given H and v and then estimate H given W and v. Alternating between columns and rows of V and simultaneously updating W and H at each iteration is equivalent to applying the nonnegativity-constrained alternating GLM algorithm based on the gaussian model. This is analogous to, and a generalization of, the nonnegativity constrained alternating least-squares approaches described elsewhere (Langville, Meyer, Albright, Cox, & Duling, 2014; Kim & Park, 2006) . Generalizing this idea, minimization of the cost function, equation 3.3, can be viewed as nonnegativity-constrained alternating minimization based on the GLM (ncAGLM) algorithm. Each side of this minimization is a convex problem that can be interpreted as a projection with respect to the divergence in equation 3.3 for a particular choice of α and link function g (.) . This cost function is alternatively minimized with respect to its two arguments W and H, each time estimating one argument while keeping the other fixed. Algorithms based on the gaussian and Poisson likelihoods originally proposed by Lee and Seung (2001) can be viewed as instances of the ncAGLM algorithm using the identity link function (Devarajan & Cheung, 2012) . Existing methods based on heuristic, EM, and MM updates can all be viewed as special cases of this approach limited to use of the divergence in equation 3.3 and identity link. In the following sections, we show that this ncAGLM algorithm can be extended to not only embed all members of the exponential family but also include canonical and other link functions, thereby resulting in unified and efficient algorithms for NMF.
Canonical Links.
The link function connects the systematic component, η = WH, to the mean of the data distribution. For a given distribution, there are many link functions that are acceptable in practice. However, the significance of the canonical link in GLMs cannot be overstated due to its desirable statistical properties. The predicted mean, μ, may not necessarily be mathematically the same as the data distribution's canonical location parameter. The canonical link g(.) is the function that connects μ and θ such that g(μ) = θ and has the form g = b −1 . The primary advantage of this is that the canonical link has a minimal sufficient statistic W v for h (and similarly Hv for w). In this case, it is well known that the Newton-Raphson and Fisher scoring methods for maximum likelihood estimation coincide. The canonical link would ensure that the mean μ is within the range of the observed data in V and that the residuals sum to zero. Furthermore, use of the canonical link provides an interpretation for algorithm-specific measures of goodness-of-fit such as the fraction of explained variation (R 2 ). For a rank r factorization based on the canonical link, R 2 measures the proportionate reduction in uncertainty due to the inclusion of W and H and therefore can be interpreted in terms of information content of the data. Such an interpretation is not provided by noncanonical links (for more details, see Cameron & Windmeijer, 1997 ; see also section 4).
The generalized form of the canonical link for the family of models represented by equation 3.3 can be written as η = g(μ) = = WH where the exponent is computed element-wise. Our choice of link function is motivated by the canonical link; however, in order to accommodate nonnegativity restrictions on W, H, and η = WH, we propose the use of inverse power link, 6) which leverages some of the attractive properties of canonical links. This family of link functions is useful for handling many forms of skewed distributions that are encountered in practice. The inverse polynomial response surfaces originally described in Nelder (1966 Nelder ( , 1991 are included in these links as special cases. In a recent neuroscience review article, Buzsáki and Mizuseki (2014) demonstrated that most physiological and anatomical features of the brain are characterized by heavily skewed distributions, thereby suggesting their fundamental importance in the structural and functional organization of the brain. Although each parameter vector η = g(μ) = Wh lies in a linear subspace, it corresponds to a nonlinear surface in the space of data (V) as suggested by the link function g (.) . The minimization of the cost function in equation 3.3 is a search for a lower-dimensional nonnegative basis matrix W, which defines a surface S (W ) = {g −1 (Wh)|h ∈ r + } that is close to the data points in V. The optimizer of W satisfies W = arg min W j min s∈S D α (v j ||s). The gaussian model is a special case for which the identity link is the canonical link, and S (W ) is the hyperplane with W as its basis. For factorization of V using a particular statistical model, the choice of link determines the weight dθ dη and hence the form of the score function. The link function plays a significant role in the decomposition itself, resulting in structurally different components, 
and provides a variety of interpretations. It depends on the hypothesized or observed mean-variance relationship and specifies a particular nonlinear relationship between the systematic and random components of the model, and determines the form of the cost function. corresponding to some well-known statistical models that are applicable in NMF. Other combinations of models and link functions are also possible and could be application dependent (see remark 2 and section 5 for more discussion).
A Unified Family of Algorithms for NMF.
Using the inverse power link in equation 3.6, the divergence in equation 3.3 can be written in terms of V and g −1 (WH) as (ignoring the term 2/(1 − α)(2 − α))
From here on, the divergence in equation 3.7 will be referred to as GenKL, and the family of NMF algorithms based on it will be called the 
and for values of α outside this range, it can be expressed as the sum of convex, concave and constant functions (Févotte & Idier, 2011) . In contrast, the divergence in equation 3.7 based on the inverse power link is convex in η for any α on the entire real line except α = 1. This is evident from its second derivative with respect to η = (WH) i j , 1 (α−1) 2 η α 1−α , and is illustrated in Figure 1 . This result plays a significant role in the development of a unified family of algorithms for NMF via a generalization of the ncAGLM algorithm, as evidenced by theorem 1. This family of algorithms generalizes update rules for the exponential family of models based on the inverse power link when α ≤ 0 or α > 1. From theorem 1, these updates are seen to be significantly different from those of existing algorithms. Proof. We provide a more general and rigorous proof of the monotonicity of updates based on splitting the domain \{1} of the parameter α into four disjoint regions and considering each separately. First, we derive the update for H and prove its monotonicity for α < 1. Then we show how similar arguments can be used to prove the result for α > 2 and 1 < α < 2. The case α = 2 is considered separately. In each case, we use the convexity of x ν where ν = 2−α 1−α for a particular range of α. The update rules obtained under all cases, however, are the same.
We make use of an auxiliary function similar to the one used in the expectation-maximization (EM) algorithm (Dempster et al., 1977; Lee & Seung, 2001; Devarajan et al., 2015) . Note that for h real, 
where H aj denotes the a jth entry of H. Then the auxiliary function for 
where γ a = 
The update rule for H thus takes the form given in equation 3.8. Similarly, for α > 2 we define the function F(H a j ) and its auxiliary function G(H a j , H t a j ) exactly as in equations 3.10 and 3.11, respectively. Observing that the last term on the right-hand side of equation 3.11 is negative when α > 2, we can use the convexity of -x (
and proceed to obtain the update rule for H as described above. Note that if α > 2, then 0 ≤ ν ≤ 1 and, hence, −x ν is convex. The update rule for this case is the same as that when α < 1.
For 1 < α < 2, using the second equation in equation 3.7, we define
and the auxiliary function for F(H a j ) as
(3.12)
It is easy to see that G(H a j , H a j ) = F(H a j ). When 1 < α < 2, the third term on the right-hand-side of equation 3.12 is positive. Hence, by using the convexity of x (
and proceed to obtain the update rule for H as described above. Note that if 1 < α < 2, then ν ≤ 0 and, hence, x ν is convex. The update rule for this case is the same as that when α < 1.
When α = 2, we define
Its auxiliary function is
(3.14)
It is straightforward to show that G(H a j , H a j ) = F(H a j ). Using the convexity of − log x, we show that F(H a j ) ≤ G(H a j , H t a j ). The minimizer of F(H a j ) is obtained by solving dG(H a j ,H t a j
) dH a j = 0. Using equation 3.14, we get
By using symmetry of the decomposition V ∼ WH and reversing the arguments on W in each case above, one can easily obtain the update rule for W given in equation 3.9 in the same manner as H.
For a given α, we will start with random initial values for W and H and iterate until convergence, that is, iterate until |D Remark 1. The GenKL divergence in equation 3.7 includes members of the exponential family when α ≤ 0 or α > 1. However, the unified algorithm in theorem 1 is applicable for α ∈ except when α = 1; that is, some models that are not members of the exponential family are also included. When α = 1 (Poisson model), closed-form updates for W and H cannot be derived using the inverse power link. An approximate solution can be obtained for values of α close to unity. The update rules for this model derived in Lee and Seung (2001) are implicitly based on the identity link.
Remark 2 (Noncanonical Links).
In addition to the proposed family of algorithms using the inverse power link, the QL approach can be used to further develop algorithms by incorporating certain noncanonical link functions g(.) in equation 3.3 for a given statistical model determined by choice of α. Examples from the existing literature include algorithms based on heuristics, EM, MM, and ME for several members of the exponential family of models (Lee & Seung, 2001; Cichocki et al., 2006; Févotte & Idier, 2011) . As noted in section 3, many other generalized divergence measures are related to equation 3.3 via variable transformations' and algorithms have been developed for these measures (Cichocki et al., 2006 (Cichocki et al., , 2008 Kompass, 2007; Devarajan & Ebrahimi, 2005 , 2008 Devarajan et al., 2015) . However, it is important to note that all these algorithms implicitly use the identity link, g(μ) = μ, in their formulations. In some applications, other link functions may be useful or even necessary. These currently available algorithms are only representative of the many combinations of link function and α that are possible using QL. In that sense, the QL approach has broader applicability and potential in the development of flexible, data-driven algorithms for NMF. Some such combinations may result in algorithms with additive, gradient-type update rules for W and H. By appropriately modifying the step size, as in , these updates can be rewritten as multiplicative updates. Further discussion on this topic is provided in section 5.
Remark 3 (Estimation of φ).
It is evident from equation 3.1 that QL only depends multiplicatively on φ and that the divergence in equation 3.2 depends on y and μ, and not on φ. Thus, for a single observation, y = V i j , φ does not affect the estimation ofμ = g −1 ((WH) i j ). That is, φ does not play any role in the minimization of the divergence in equations 3.3 and 3.7 or in the derivation of update rules for W and H. Several methods have been suggested for the independent estimation of φ. Examples include the generalized Pearson χ 2 statistic and the mean deviance (Nelder & Pregibon, 1987; McCullaugh, 1983) .
Measuring Goodness-of-Fit
For a prespecified order α and rank r, the update rules in equations 3.8 and 3.9 ensure monotonicity of updates for a given run based on random initial values for W and H. A common problem with NMF algorithms in general is that they may not necessarily converge to the same solution on each run. They are prone to the problem of local minima, thus requiring a given algorithm to be run using multiple random restarts. The factorization from the run resulting in the best reconstruction, quantified by minimum reconstruction error across multiple runs, can be used for measuring goodness-of-fit.
We propose a single, unified measure for this purpose based on algorithm-specific minimum reconstruction error, E. It quantifies the variation explained by the continuum of statistical models for signal-dependent noise described by equation 3.7. For each prespecified rank r, the proportion of explained variation or empirical uncertainty, R 2 , is dependent on the particular model, determined by the order α, used in the factorization. For GenKL algorithms, it is defined as
where E is computed using the numerator of the right-hand side of equation 4.1 for a particular rank r and order α. The quantity n j=1 V i j . When α = 0, these quantities reduce to the residual sum of squares and total sum of squares, respectively, associated with the gaussian model (Devarajan & Cheung, 2014) . The calculation of R 2 is based on the principle that algorithm-specific minimum reconstruction error E (model deviance) quantifies the performance of the model, determined by the entries
, while in the absence of the factorization, the best approximation of each entry is provided simply by the grand mean of all observations in the data (null deviance). This extends the definition of R 2 to the sequence of nonlinear models indexed by order α. For nongaussian models based on the canonical link, R 2 measures the proportionate reduction in uncertainty (or variation) due to the inclusion of W and H and therefore can be interpreted in terms of information content of the data (see Cameron & Windmeijer, 1997, and Cheung, 2014 , for more details). However, for models based on noncanonical links (such as the identity link with the exception of the gaussian model), R 2 measures the proportion of empirical uncertainty explained by the inclusion of W and H. Unlike other similar measures that can sometimes take negative values, R 2 falls in the interval [0, 1].
Application to EMG Data
Examples of using NMFs in statistical signal processing include the analysis of signals from neuronal activity, EMG and electroencephalography studies, sparse coding, speech recognition, imaging studies such as facial pattern recognition, video summarization, structural and functional magnetic resonance imaging, and computer-assisted tomography (Lee & Seung, 1999; Hoyer, 2004; Devarajan & Ebrahimi, 2008; Lee, Cichocki, & Choi, 2009; Anderson et al., 2014) . Here, we present an example involving the extraction of muscle synergies-fundamental neural control modules for movement generation-from EMG data using NMF.
The Recognition Problem: Identifying Muscle Synergies from EMG Data.
In EMG studies, electrical signals are recorded from muscles that reflect how they are activated by the central nervous system (CNS) for a particular posture or movement. The EMG signal is a spatiotemporal summation of the motor action potentials traveling along the muscle fibers of the thousands of motor units in the recorded muscle. The highfrequency components of the EMGs reflect, in addition to the noise, the contribution of these action potentials. It is well known that EMG data exhibit signal-dependent noise (Harris & Wolpert, 1998; . This signal dependence of noise amplitude originates partly from the fact that when a muscle is activated, the smaller motor units are always recruited before the larger motor units, an observation commonly known as "the Henneman's size principle" (Henneman, 1957) . To produce more force from the muscle, increasingly larger motor units are recruited; a larger fluctuation of force and EMG then results as large motor units are recruited and derecruited. Modeling studies have demonstrated signal-dependent noise in force production if Henneman's principle of orderly motor unit recruitment holds true (Jones, Hamilton, & Wolpert, 2002; Stein, Gossen, & Jones, 2005) .
A much-studied question in neuroscience concerns how the motor system coordinates the activations of hundreds of skeletal muscles, representing hundreds of degrees of freedom to be controlled (Bernstein, 1967) . The CNS likely circumvents the complexity of movement and postural control arising from high dimensionality by activating groups of muscles as individual neural modules, known as muscle synergies (Tresch, Saltiel, d'Avella, & Bizzi, 2002; Giszter, Patil, & Hart, 2007; Bizzi, Cheung, d'Avella, Saltiel, & Tresch, 2008; Ting et al., 2015) . NMF and other linear factorization algorithms facilitate the extraction of muscle synergies from the EMG data; the extracted vectors can naturally be interpreted as representations of basic, time-invariant neural modules of motor control whose existence has been demonstrated in physiological experiments (Bizzi & Cheung, 2013; Giszter, 2015) . As modules of motor control, muscle synergies serve to reduce the search space of motor commands, reduce the potential redundancy of motor commands for a given movement, and facilitate the learning of new motor skills (Poggio & Bizzi, 2004) .
In the context of locomotor behaviors such as swimming, walking, and jumping, the muscle synergies identified from the EMGs can be interpreted as basic components of the central pattern generators or spinal neuronal networks that can produce patterns of motor output even in the absence of sensory input (Grillner, 1985; Drew, Kalaska, & Krouchev, 2008; Dominici et al., 2011) . In an experimental setting, the ideal factorization algorithm for use in muscle synergy analysis should then identify locomotor muscle synergies that remain the same even after deafferentation, or the experimental manipulation of depriving the spinal cord of sensory input by severing the dorsal nerve roots of an animal. Thus, in addition to R 2 and the rank (see below), the similarity between the muscle synergies extracted from EMGs collected before, and after, deafferentation is a quantity that reasonably measures the performance of an algorithm in EMG data.
An EMG data set is typically presented as a p × n matrix V whose p rows correspond to different muscles and the n columns to disjoint, sequentially sampled data integrated over a specific time interval. Thus, each column of V represents an activation vector in the muscle space at one time instance. The goal is to find a small number, r, of muscle synergies, each defined as a nonnegative, time-invariant activation balance profile in the p-dimensional muscle space, by decomposing V into W p×r (each column of which is a time-invariant muscle synergy) and H r×n (each column contains activation coefficients for the r synergies in W for one time instance).
EMG studies have not traditionally accounted for signal-dependent noise in their formulations (Bizzi & Cheung, 2013; Saltiel, Wyler-Duda, d'Avella, Tresch, & Bizzi, 2001; Tresch, Cheung, & d'Avella, 2006; Overduin, d'Avella, Carmena, & Bizzi, 2012) . presented EMG data obtained from four different motor behaviors of frogs-deafferented jump, intact jump, deafferented swim, and intact swim-and later developed heuristic algorithms for signal-dependent noise (SDN) based on the gamma model . (For more details on this data set, see Cheung, 2014 .) Devarajan and Cheung (2014) developed several rigorous EM algorithms for SDN based on gamma and inverse gaussian models using dual KL divergence and J-divergence and demonstrated the utility of these algorithms using these EMG data. These new algorithms outperformed the gaussian as well as existing algorithms for signal-dependent noise (Lee & Seung, 2001; Févotte & Idier, 2011) and showed superior performance in terms of selecting the appropriate rank (r) based on the Akaike information criterion (AIC) and the proportion of variation explained in the data (R 2 ). In particular, the algorithm based on symmetric J-divergence (J) for the gamma model-obtained as the sum of KL divergence, equation 3.3, and its dual (α → 2 for the identity link)-showed the best overall performance. Furthermore, these studies highlighted the need for using the algorithm appropriate for the statistical model underlying the data based on its noise properties. Even under model misspecification, the extracted synergies were seen to contain substantial information about the underlying structure as long as signal dependence in noise was accounted for by the model in some fashion. In this letter, we demonstrate further improvement on these results by the use of inverse power links and data-driven choice of α on this data.
Choice of α and Link Function.
As the parameter α quantifies signal dependence in noise, its choice is an important consideration in real data analysis. Using the approach in and Devarajan and Cheung (2014) , α is either determined a priori based on an assumed underlying statistical model for the data or is empirically estimated within acceptable limits from the data. It turns out that all existing methods for SDN assume a value of α based on an underlying statistical model Cichocki et al., 2006; Févotte & Idier, 2011; Devarajan & Cheung, 2014) . The algorithm based on J-divergence also suffers the same issue and is applicable only for the gamma model. On the other hand, the proposed approach is application dependent and enables the use of a more precise, data-driven estimate of α rather than relying on an approximation that is determined by model assumptions. It should be emphasized that none of the existing methods employ canonical links and have been limited mostly to certain special cases of equation 3.3 that implicitly rely on the use of identity link functions. Thus, appropriate choice of α alone is not sufficient; consideration of the link function g(.) is also necessary in any application. For a given α, canonical links offer significant advantages due to their desirable statistical properties as outlined in section 3.2. The choice of link function is intricately related to the hypothesized or empirically determined signal dependence in noise and specifies that the mean vector η = g(μ) = Wh (which approximates each column of the input matrix V) corresponds to a nonlinear surface in the space of data points in V. In essence, the link specifies how the underlying pattern-generation mechanism (WH) may be related to the observed EMG data, potentially even in a nonlinear manner. If we have a well-defined model of how EMG relates to WH, then we can specify an appropriate link function a priori. The link also provides different interpretations of the decomposition itself. This point is addressed in the following section within the context of the EMG data, where different choices of α were used in combination with various link functions. These corresponded to well-known statistical models (see Table 1 ) or were based on an estimate of the range of α using the data. This approach serves as a useful guide in the exploration of a high-dimensional data set.
Interpretation of the Inverse Power Link for EMG Data.
The inverse power links for the gamma and inverse gaussian models are, respectively, the inverse (reciprocal) and inverse squared transformations. The inverse linear and inverse quadratic response surfaces described in McCullaugh and Nelder (1983) and Nelder (1966 Nelder ( , 1991 provide concrete examples of these links. For the gamma model, the link is specified as η = g(μ) = 1 μ = WH, and for the inverse gaussian model, it is specified as η = g(μ) = 1 μ 2 = WH. In both cases, the requirement that μ > 0 works seamlessly with the nonnegativity requirement on W and H, ensuring nonnegativity of η. Similarly, for the family of models embedded in GenKL divergence (see equation 3.7) the link is specified by equation 3.6, and this includes the exponential family of models for α ≤ 0 and α > 1. In the context of EMG data, use of the inverse link for the gamma model confers a linear relationship between the EMG signal and the reciprocal of the entries of W or H. The entries of H, under this link function, may contain information about inhibitory drives sent to the muscle synergies that are not well captured by current models of muscle-synergy combination (Tresch et al., 2006) , but are likely functionally relevant to the physiology of spinal motor modules (Jordan, 1991) . Even if muscular compositions of the synergies extracted from the inverse link correspond to those extracted by other algorithms, the interpretation of their activations captured in H from the inverse link perspective would be totally different, in that each synergy in W would be seen as normally being inhibited (higher values in the encodings H) and their expression relying on a disinhibition (a decrease in the encodings H). There has been physiological experience suggesting that motor pattern formation depends critically on the regulation of inhibitory drives. For instance, the Renshaw cells, which inhibit motoneuronal activities, are themselves modulated by other neurons within the spinal central pattern generators (Nishimaru, Restrepo, & Kiehn, 2006) . Recent data obtained using optogenetics have also demonstrated the existence of inhibitory interneurons in the spinal cord that can globally suppress the activations of multiple muscles (Caggiano, Sur, & Bizzi, 2014) ; thus, it is entirely plausible that some muscle patterns can be expressed only via disinhibition of these inhibitory neurons.
Generalizing this interpretation of H using the notion of signaldependence in noise, we postulate that (1) H obtained using the inverse power link contains information about inhibitory drives when both excitatory and inhibitory drives to each muscle synergy are present, and (2) W contains information about how muscles are disinhibited together as a group in a coordinated fashion. The exponent is determined by the meanvariance relationship. This formulation not only includes the inverse and inverse squared links but also encompasses the family of inverse power links with their attractive properties. This approach may provide novel insights into principles underlying the muscular compositions of muscle synergies.
Muscle Synergies Extracted by the Proposed Family of Algorithms.
The utility of NMF algorithms based on inverse power links was explored in a subset of the frog EMG data. The performances of a variety of existing algorithms were compared with that of the proposed family of algorithms in terms of the proportion of variation explained (R 2 ) in the data at the rank (number of synergies, r) determined based on minimum AIC. For the range of models considered here, AIC was calculated for a given algorithm using the minimum reconstruction error E (based on the particular model and divergence used) following the approach outlined in Devarajan and Cheung (2014) . Existing methods used in this comparison included that of Lee and Seung (2001) , , Cichocki et al., (2006) , Févotte and Idier (2011), Devarajan and Cheung (2014) and Cheung, Devarajan, Severini, Turolla, and Bonato, (2015) . Table 2 lists the various statistical models, algorithms, and link functions used in the analyses and summarizes their performance on the frog motor behaviors. The proposed family of algorithms is appropriately identified in this table in order to facilitate comparisons. Our results suggest that GenKL algorithms using inverse power links outperformed existing and recently proposed methods for SDN in identifying the appropriate, physiologically interpretable number of synergies. The form of the link itself is determined in part based on the nature of signal dependence inherent in the noise. An increase in R 2 , as compared with the gaussian algorithm, was observed for GenKL algorithms based on the respective inverse power links relative to methods implicitly based on the identity link. In particular, the best overall performance was seen when α ∈ (2.42, 2.50). In these cases, the algorithms consistently identified the number of synergies to be between three and five for all four behaviors, numbers that have been established as physiologically interpretable using kinematic analysis (d 'Avella, Saltiel, & Bizzi, 2003; , while at the same time achieving an R 2 of over 85%. These results not only The GenKL algorithm (α = 2.42) outperformed the gaussian and performed as well as the J algorithm. The performance of each algorithm was indicated by the similarity between the intact and deafferented muscle synergies, quantified by the best-match scalar product averaged across the synergy set of each frog (three synergies for jump and four synergies for swim). (A) For jump, in all four frogs, performance of the GenKL algorithm was comparable to that of the J in finding synergies that persisted after deafferentation, one of the best-performing algorithms in our previous study (Devarajan & Cheung, 2014) . (B) For swim, in three out of four frogs, GenKL performed comparably well or even better than J.
corroborate our previous findings on the empirical mean-variance relationship in EMG signals (for details, see Devarajan & Cheung, 2014) but also demonstrate the advantages of our unified approach to the exponential family of models. Specifically, when α = 2.42, the ranks for the intact and deafferented jump data sets were found to be three, and the ranks for the intact and deafferented swim data sets to be four (see Table 2 ). These ranks are identical to the optimal ranks we identified for the same data sets using the AIC in our previous study (Devarajan & Cheung, 2014) . To facilitate comparison with our previous results, we use results from the GenKL algorithm when α = 2.42 in our subsequent analysis described below. As noted earlier, the ideal NMF algorithm for muscle synergy analysis should return similar synergies from experimental EMGs recorded before and after deafferentation, respectively. We quantified performance of different NMF algorithms by calculating the best-matching scalar product between the synergy vectors from the intact and deafferented data sets. For jump, in all four frogs, performance of the GenKL algorithm (α = 2.42) was comparable to that of J in finding synergies that persisted after deafferentation, one of the best-performing NMF algorithms in our previous study (Devarajan & Cheung, 2014 ) (see Figure 2A ). For swim, in three out Devarajan and Cheung (2014) . Overall, the GenKL algorithm (C) returned intact synergies (black bars) that were the most similar to the deafferented synergies (white bars). Abbreviations: RI, rectus internus; AD, adductor magnus; SM, semimembranosus; ST, semitendinosus; IP, iliopsoas; VI, vastus internus; RA, rectus anterior; GA, gastrocnemius; TA, tibialis anterior; PE, peroneus; BI, biceps femoris; SA, sartorius; VE, vastus externus.
of four frogs GenKL performed comparably well or even better than J (see Figure 2B) . As an example, we show in Figure 3 the swim muscle synergies of frog 2 returned by the Gaussian (see Figure 3A) , J (see Figure 3B) , and GenKL (see Figure 3C ) algorithms, with Figures 3A and 3B being identical to Figures 5A and 5B in our previous study (Devarajan & Cheung, 2014) . The four intact (Figure 3 , black bars) and deafferented (white bars) synergy pairs extracted by the GenKL algorithm were even more similar to each other than those extracted by the gaussian and J algorithms. Specifically, synergy 1 from GenKL (muscles AD, SM, ST, IP) corresponds to synergy 4 from J. While the latter pair of intact/deafferented synergies was similar only in the group of muscles activated, not in their activation balance, the former pair was identical in both the group of muscles activated and their Figure 3C . Notice that the coefficient of a synergy tends to be active when the EMGs of the muscles in the synergy are inactive. The synergies returned by the GenKL algorithm may contain information on a group of muscles activated together, in a coordinated fashion, via synchronous disinhibition. activation balance. Synergy 2 (AD, SM, VI, GA, VE) and synergy 3 (VI, RA, GA, VE) from GenKL appear to be fractionations of synergy 3 from gaussian or J, while synergy 4 from GenKL (IP, VI, TA, PE, BI, SA, VE) corresponds roughly to a merging of synergies 1 and 2 from gaussian or J. Overall, for this data set, the GenKL algorithm outperformed the other two algorithms in identifying muscle synergies that remained invariant after deafferentation, suggesting that the GenKL synergies are likely closer to the true coordinative components that comprise the spinal locomotive central pattern generators.
We illustrate in Figure 4 how the GenKL synergies (W) and time-varying coefficients (H) can be combined to reconstruct the recorded EMGs, through the inverse power link, in a specific postdeafferentation swimming episode from frog 2. The EMG reconstructions (see Figure 4 , gray shadings) matched the experimental data (thick black lines) quite well in all muscles except RI, in which the reconstructions were mostly above the data, and BI, in which the reconstructions tended to be below the data. More important, the coefficient of each synergy was active when its corresponding muscles were not activated, illustrating how the coefficient of a synergy may be interpreted as the extent to which the synergy is inhibited. This example shows the feasibility of explaining EMG data by a framework that models motor outputs as groups of muscles that are disinhibited together in a coordinated fashion.
Summary and Conclusion
We have proposed a unified theoretical framework for NMF based on quasilikelihood that represents a continuum of statistical models including all members of the exponential family. Using this framework, we developed a flexible generalization of NMF algorithms suitable for handling data with signal-dependent noise. A rigorous proof of monotonicity of updates has been provided, and an algorithm-specific measure for quantifying the fraction of variation explained has been proposed. The proposed framework is the only one of its kind that encompasses the CP, QP, ES, and PS families of models, in addition to well-known members of the exponential family. Furthermore, this framework enables the use of link functions that allow modeling of nonlinear effects. One of the objectives of the proposed methods has been to provide improved algorithms based on the family of inverse power links for effectively extracting the underlying components in a variety of studies involving biomedical signal processing. This is corroborated by numerical results presented on experimental EMG data in section 5, where examples provide an intuitive interpretation of certain link functions useful for analyzing such data.
