Abstract -In cluster analysis data are divided into groups according to a specific criterion called metrics. Traditionally the metrics of choice has been Euclidean distance. This article studies other distance metrics used in cluster analysis-Manhattan distance, Cosine distance and Pearson correlation measure. In kmeans clustering algorithm these metrics were used to determine cluster centers and the clustering correctness was evaluated. It was found that the clustering results were very similar. The article also contemplates to evaluate clustering validity criteria.
I. CLUSTER ANALYSIS METHOD
Cluster analysis is used to automatically generate a list of patterns by a training set. All the objects of this sample are presented to the system without the indication to which pattern they belong. The cluster analysis is based on the hypothesis of compactness. It means that methods of cluster analysis enable one to divide the objects under investigation into groups of similar objects frequently called clusters or classes. Given a finite set of data X, the problem of clustering in X is to find several cluster centres that can properly characterize relevant classes of X. In classic cluster analysis, these classes are required to form a partition of X such that the degree of association is strong for data within blocks of the partition and weak for data in different blocks.
As a data mining function, clustering can be used as a standalone tool to gain insight into the distribution of data, to observe the characteristics of each cluster, and to focus on a particular set of clusters for further analysis [1] . Clustering is one of the most fundamental issues in data recognition. It plays a significant role in searching for structures in data. It may serve as a pre-processing step for other algorithms, such as classification and characterization, which will operate on the detected clusters [2] .
In general, clustering algorithms are used to group some given objects defined by a set of numerical properties in such a way that the objects within a group are more similar than the objects in different groups. Therefore, a particular clustering algorithm needs to be given a criterion to measure the similarity of objects, how to cluster the objects into groups. One of the most widely used k-means clustering algorithm uses the Euclidean distance to measure the similarities between objects. K-means clustering algorithms need to assume that the number of groups (clusters) is known a priori. Table 1 outlines the k-means clustering algorithm [3] . 2. Initialize the k cluster centers (randomly, if necessary).
3. Decide the class memberships of the N objects by assigning them to the nearest cluster center.
4. Re-estimate the k cluster centers, by assuming the memberships found above are correct.
5. If none of the N objects changed membership in the last iteration, exit. Otherwise go to 3.
The term "cluster analysis" actually comprises a set of different classification algorithms. A common question frequently asked by researchers is: how to organize the data observed into clear structures? A viewpoint exists that unlike many other statistical procedures, methods of cluster analysis are commonly used when the researcher has not got any prior hypotheses regarding classes but is still at the descriptive stage of investigation. It should be noted that the cluster analysis determines the most possible meaningful decision [4] - [6] .
Similar to other clustering algorithms, k-means clustering has many drawbacks:
 Cluster number, k, must be determined beforehand.  It is difficult to determine the contribution each attribute makes to the grouping process, since it is assumed that each attribute has the same weight.  By using the same data, we may never know the real cluster. If the number of data is a few, by inputting data in a different order, a result may be a different cluster.  In case there are not many numbers of data, the cluster will be significantly determined by the initial grouping.
 Weakness of arithmetic mean is not robust to outliers. As a result, the centroid may be pulled away from the real data by outliers.  It is sensitive to initial condition, since different initial condition may lead to different result of cluster. The algorithm may be trapped in the local optimum.  As a result, one gets a circular cluster shape which is based on distance [7] .
II. DISTANCE METRICS OVERVIEW
Nowadays the concept of regularity or similarity is acquiring more and more attention in the representation of intelligent data processing system operation. In many cases it is necessary to ascertain in what manner the data are interrelated, how various data differ or agree with each other, and what the measure of their comparison is. In various dictionaries the term "regularity" or "similarity" is interpreted as similarity, conformity with a law or conclusion by analogy. Regularity can be considered to be determined correctly if it explains the results of all experiments that relate to the given area of operation.
The main purpose of metrics learning in a specific problem is to learn an appropriate distance/similarity function. Metrics learning has become a popular issue in many learning tasks and can be applied in a wide variety of settings, since many learning problems involve a definite notion of distance or similarity [8] . A metrics or distance function is a function which defines a distance between elements of a set [9] , [10] . A set with a metric is called a metric space. In many data retrieval and data mining applications, such as clustering, measuring similarity between objects has become an important part. In general, the task is to define a function Sim(X,Y), where X and Y are two objects or sets of a certain class, and the value of the function represents the degree of "similarity" between the two. Formally, a distance is a function D with nonnegative real values, defined on the Cartesian product X x X of a set X. It is called a metrics on X if for every x,y,z ε X:  D(x,y)=0 if x=y (the identity axiom);  D(x,y) + D(y,z) ≥ D(x,z) (the triangle inequality);  D(x,y)=D(y,x) (the symmetry axiom). A set X provided with a metric is called a metric space. Euclidean distance is the most common use of distance -it computes the root of square differences between coordinates of a pair of objects [7] :
Manhattan distance or city block distance represents distance between points in a city road grid. It computes the absolute differences between coordinates of a pair of objects [7] :
Minkowski distance is the generalized metric distance:
Note that when p=2, the distance becomes the Euclidean distance. When p=1, it becomes city block distance.
The distance measure can also be derived from the correlation coefficient, such as the Pearson correlation coefficient. Correlation coefficient is standardized angular separation by centering the coordinates to its mean value. It measures similarity rather than distance or dissimilarity [7] :
Noticing that the correlation coefficient is in the range of [-1, 1], with 1 and -1 indicating the strongest positive and negative correlation respectively, we can define the distance measure as
When using correlation coefficients for distance measures, it should be taken into consideration that they tend to detect the difference in shapes rather than determining the magnitude of differences between two objects.
Cosine distance is the angular difference between two vectors:
The summary of the metrics is shown in Table 2 . The purpose of the experimental part was to test the operation of the k-means algorithm by applying different metrics. Four different metrics have been chosen: Euclidean distance, Manhattan distance, Cosine distance and Pearson correlation. In the course of the experiments in order to determine cluster centres in the k-means clustering algorithm, all four metrics have been used sequentially. The results obtained have been analyzed and the clustering correctness has been tested.
During the experiment, the well-known Fisher's IRIS data set was employed [11] , containing three species classes of 50 elements each: setosa, versicolor and virginica. Each species has four attributes: SL -sepal length, SW -sepal width, PLpetal length, PW -petal width. This data set is used in cluster analysis, because the data set contains only two clusters with rather obvious separation. One of the clusters contains the Iris setosa species, while the other cluster contains both Iris virginica and Iris versicolor and is not separable without the species information Fisher used.
The experimental part has been carried out in the Matlab environment [12] . The results of the experiments are shown in Table 3 . The above table shows that all metrics correctly recognize cluster 1 records. Cluster 2 records are best recognized by Euclidean distance, whereas cluster 3 records -by Cosine distance. The following figure in the form of a chart shows potentialities of different metrics in clustering (see Fig. 1 ).
Fig. 1. Clustering correctness
The visualization of clustering may be useful when analyzing results. For data visualization purposes, 2D projections can be used showing the distribution of particular parameters with respect to each other, while dendrogram graphs are normally used for visualization of the formation of clusters (see Fig. 2, Fig. 3, Fig. 4 and Fig. 5 ). Based on the tables and figures it can be concluded that the results obtained by applying all four metrics are very similar. None of the metrics shows dominance that could allow considering it the best metrics. Traditionally Euclidean distance is used in clustering algorithms; however, the choice of other metric in definite cases may be disputable. It depends on the task, the amount of data and on the complexity of the task.
III. EVALUATION OF CLUSTERING ALGORITHMS
While advancing into the study a question of clustering validity criteria, i.e. determining a numeric criterion to evaluate clustering result, was brought about.
Cluster validity is a method to find a set of clusters that best fits natural partitions (number of clusters) without any class information.
There are three fundamental criteria to investigate the cluster validity: external criteria, internal criteria, and relative criteria [4] . In this case only external cluster validity index was analyzed.
Given a data set X and a clustering structure C derived from the application of a certain clustering algorithm on X, external criteria compare the obtained clustering structure C to a prespecified structure, which reflects a priori information on the clustering structure of X. For example, an external criterion can be used to examine the match between the cluster labels with the category labels based on a priori information. In contrast to external criteria, internal criteria evaluate the clustering structure exclusively from X, without any external information. For example, an internal criterion would use the proximity matrix of X to assess the validity of C. Relative criteria compare C with other clustering structures, obtained from the application of different clustering algorithms or the same algorithm but with different parameters on X, and determine which one may best represent X in some sense. For example, a relative criterion would compare a set of values of K for the k-means algorithm to find the best fit of the data [4] .
In the general approach of cluster validity, the basic idea is to test whether the data points in the data set are randomly structured or not. The test is based on the null hypothesis, H 0 , which is the hypothesis of random structure of the data set. If null hypothesis is accepted, then the data in the data set are randomly distributed [6] .
Based on the external criteria, there are two different approaches:
 Comparing the proximity matrix Q to the partition P.  Comparing the resulting clustering structure C to an independent partition of the data P, which was built according to intuition about the clustering structure of the data set [6] . The first approach compares the proximity matrix Q to the partitioning P.
The second approach is more interesting. If P is a pre-specified partition of data set X with N data points and is independent of the clustering structure C resulting from a clustering algorithm, then the evaluation of C by external criteria is achieved by comparing C to P. Considering a pair of data points xi and xj of X, there are four different cases based on how xi and xj are placed in C and P.  Case 1: x i and x j belong to the same clusters of C and the same category of P.  Case 2: x i and x j belong to the same clusters of C but different categories of P.  Case 3: x i and x j belong to different clusters of C but the same category of P.  Case 4: x i and x j belong to different clusters of C and different category of P.
Correspondingly, the numbers of pairs of points for the four cases are denoted as a, b, c and d (see example in Fig. 6 ). Because the total number of pairs of points is N(N-1)/2, denoted as M, we have
where n is the number of data points in the data set. The data set consists of seven data points. Illustration of four different cases on how a pair of data points is placed in a pre-specified partition P and a resulting clustering structure C is shown in Table 4 . Some commonly used external indices for measuring the match between C and P are as follows:
Rand index:
Jaccard coefficient:
Fowlkes and Mallows index:
Hubert's index:
The range for the first three indices is [0, 1] . High values of these indices indicate great similarity between C and P. High values of the Hubert's index indicate a strong similarity between X and Y; its range is also [0,1]. The major difference between the latter two statistics is that the Rand index emphasizes the situation that pairs of points belong to the same group or different groups in both C and P, but the Jaccard coefficient excludes d in the similarity measure [4] .
Rand index suggests an objective criterion for comparing two arbitrary clusterings based on how pairs of data points are clustered. Given two clusterings, for any two data points there are two cases:
The first case is that the two points are placed together in a cluster in each of two clusterings or they are assigned to different clusters in both clusterings.
The second case is that the two points are placed together in a cluster in one clustering and they are assigned to different clusters in the other.
In the experimental part two external validity indices were calculated for IRIS data set -Rand index and Hubert's index (true class labels are known) (see Fig. 7 and Fig. 8) . Cluster validity criteria are used to examine hierarchical clustering structures, partitional clustering structures or similar. Estimating the number of clusters in unknown data is a main task in cluster validation. It is reasonable to examine the clustering results with different validation methods before making any conclusions [4] .
IV. CONCLUSIONS
In the cluster analysis it is necessary to classify data or find relationships in them; therefore the term "relationship" is gaining importance in the context of intellectual data analysis systems. It is often required to determine how the data are related, what the similarity or the difference of different data is, what the metrics is to compare these data. For these purposes one can use different clustering algorithms that divide the data into groups according to specific criteria called metrics; metrics in this context means distance between points belonging to a cluster.
The article inspects the operation of the classical k-means clustering algorithm using various metrics: Euclidean distance, Manhattan distance, Cosine distance and Pearson correlation measure. In the course of experiments cluster centers in the kmeans clustering algorithm were calculated using the four aforementioned metrics consecutively. The obtained results were analyzed and the correctness of clustering was scrutinized. Traditionally, clustering algorithms use Euclidean distance but the choice of other metrics can be considered in some cases. It depends on the task that is being solved, the amount and the complexity of data. The study revealed that the clustering results with all examined metrics used were very similar. None of the chosen metrics had a significant predominance that would grant preference and declare it the best metrics. The author considers it valuable to concentrate on cluster validity problems in further research.
