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Abstract
Nanoscale devices using transition metals have shown promise in the renewable en-
ergy context for their robustness and scalability. In artificial photosynthetic devices,
light harvesting molecules drive reactions which create fuel (e.g by splitting water).
For optimal fuel generation efficiency a long charge transfer excited state lifetime is
necessary. Additionally, an absorption peak in the visible region is required for the
molecule to absorb sunlight. To investigate the absorption peak and properties as-
sociated with the excited state lifetime of light harvesting molecules, a workflow has
been developed using a combination of first principles techniques and analysis code.
In the development of the workflow, this study focused on a vanadium(V) oxo
compound VOLF which has been experimentally synthesized by collaborators. To
fully understand the properties of this light absorbing molecule, it was studied using
a variety of theoretical techniques and compared to experimental results obtained by
collaborators.
Linear response time dependent density functional theory (TD-DFT) was used
to compute and interpret static UV-Vis spectra and ultrafast transient absorption.
To assess effects due to finite temperature, first principles molecular dynamics were
used to generate multiple starting configurations in a variety of solvent environments.
Comparing with experiment, there is good agreement with the calculated spectra.
Furthermore, the bright state is associated with charge transfer to the vanadium from
i
surrounding ligands. Experimental and computational results suggest transitions
between low lying d-states cause relaxation to the ground state to be both dipole
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The sun is a source an unlimited amount of energy, however converting this to usable
energy on a large scale continues to be an area of active research. One method of
doing so is through the use of artificial photosynthesis (AP), which converts energy
from the sun into fuel. While methods of converting solar energy to electricity exist,
particularly photovoltaic cells, they are currently not cheap enough to compete with
fossil fuels [1]. Since the sunlight varies throughout the day, storing solar energy is
another challenge. Direct creation of fuel from sunlight stores solar energy in chemical
bonds. These fuels, which include hydrogen and energy-dense hydrocarbons, can
be transported and used at any time [2]. Hydrogen from solar water splitting is of
particular interest, since it has the potential to be a clean, carbon neutral, sustainable
energy source.
A solar water splitting device must contain three basic components: a chro-
mophore for light absorption, a reduction catalyst, and an oxidation catalyst. Five
processes must occur within the water splitting reaction, shown in Fig. 1.1. The
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absorption of a photon by the chromophore, (A), generates a charge separated state.
An electron must be transferred to the reduction catalyst, (B), where two electrons
are required to reduce two protons to hydrogen gas, (C). The two catalyic units must
be coupled to multiple chromophores in order to complete the multielectron process.
To fill the created hole on the chromophore, an electron is donated from the oxida-
tion catalyst, (D). The oxidation catalyst, (E), is used to generate O2 from two water
molecules [3].
Design challenges arise due to the difference in timescales between the redox re-
actions. The recombination of the electron and hole before the redox reaction occurs
hampers the efficiency of solar water splitting devices [4]. Using a silica support net-
work can limit recombination losses via spatial separation of oxidation and reduction
sites [5]. Additionally, silica provides a robust framework which can contain a high
density of photocatalytic sites. The embedding of an artificial photosynthesis system
into a support framework such as silica is referred to a an integrated AP device.
To transition from the integrated AP device to a usable power supply more com-
ponents are necessary. The integrated AP device is placed in water and a source of
water is required to replace the products that are generated. After the AP device
absorbs light and splits water, the products need to be collected. A membrane is
required to separate the products. Recombination of the H2 and O2 gases dilutes the
final product and an additional purification step would be needed [6]. Additionally,
the recombination of products is potentially explosive, which makes membranes cru-
cial for safety reasons. Bipolar membranes, which allow for different pHs on each
side, have been applied in water splitting devices [7]. The use of bipolar membranes
is desirable since the performance of the oxidation and reduction catalysts depend on
the chemical environment.
For AP devices to be used to provide energy on a global scale, they must be
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made of earth abundant materials, scalable, and durable. The use of 3d transition
metals, such as Ti or Cr, in the chromophore is desirable since they satisfy those
properties [5]. Using 3d transition metals in the light absorber will help AP devices
to become more cost effective.
The overall efficiency of an integrated AP device is determined by multiplying
the efficiencies of the individual components. These efficiencies are determined by a
number of physical properties including absorption peak, excited state lifetimes, and
electrochemical overpotential. In the next section these physical properties will be
discussed. Additionally, a sampling of relevant literature regarding the measurement
and prediction of these properties will be shown.
Figure 1.1: Overview of a solar water splitting device. Image from Ref. [8].
1.2 Literature Review
In the light absorber of all inorganic AP devices, charge transfer (CT) must occur.
During excitation, charge can be moved from the ligand to metal (LMCT), metal
to ligand (MLCT), or between two transition metals (MMCT). As discussed in the
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previous section these charge transfer pumps are coupled to catalysts (see Fig. 1.1)
which can then drive further reactions such as water splitting.
For chromophores to be efficient the excited state must be accessible with high
efficiency and have a long enough lifetime to interact with the catalysts [9]. To maxi-
mize the accessibility of the excited state using sunlight, the chromophore must have
an absorption profile that has significant overlap with the solar spectrum. The solar
spectrum is the range of wavelengths emitted by the sun. It contains ultraviolet (UV),
visible, and infrared light, with the peak in the visible region (380-700 nm) [10]. The
absorption spectra can be measured in a UV-Vis experiment. This experiment mea-
sures the amount of light absorbed by the chromophore in the UV and visible regions.
The peak wavelength and absorption are key physical parameters in determining the
suitability of light harvesting molecules.
After excitation, the light absorber must remain in the excited state long enough
to transfer an electron to the catalyst. To quantitatively predict this lifetime, the
dynamics of the electron and hole would need to be fully simulated. However, this is
a largely unsolved problem and methods of doing so have only been applied to small
and model systems [11, 12]. The excited state lifetime can be measured experimen-
tally using transient absorption spectroscopy which is discussed in Sec. B.2. The
paragraphs below discuss papers containing measurements of the excited state life-
time. In addition, papers discussing the synthesis and oxygen evolution capabilities
of AP devices are shown. Examining experimental results may yield clues into other
properties indicative of long excited state lifetimes.
Han and Frei [13] developed a synthetic method for embedding MMCT units into
a silica surface. These MMCT units consist of two transition metals connected by
a bridging oxygen. There are no other ligands in these MMCT units, as they bond
to the silica surface. To build a TiOCr unit, CrIV was anchored to a silica surface
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and synthesized using the method described in Ref. [14]. Titanium was added by
putting a solution of TiIII(THF)3Cl3 in acetonitrile onto the surface. Over 90% of the
chromium atoms were linked to a titanium, while no titanium was found bonded to
the silica on its own. The structure was verified by a number of techniques including
inductively coupled plasma mass spectroscopy, XAS, FT-infrared, and FT-Raman
spectroscopies.
Further work by Han and Frei demonstrated the oxidation of water using these
MMCT units coupled to an iridium oxide nanocluster catalyst [15]. TiOCr units
embedded in a silica surface were created using the method described above. Irid-
ium oxide nanoclusters were added to the surface and verified using high resolution
transmission electron microscopy. To measure the amount of oxygen produced from
the splitting of water, a Clark-type electrode with a Pt cathode and Ag/AgCl anode
was used. Prior to irradiation with an Ar ion laser with a wavelength of 458 nm,
an aqueous solution of the surface (in powder form) was prepared. After irradiation,
electrochemical measurements showed water splitting was occuring. From these mea-
surements a quantum efficiency of 13% was calculated, assuming all of the light was
absorbed by the powdered material.
To further investigate the electron kinetics in these units, Cuk, Weare, and Frei
performed transient optical measurements on a TiOMn MMCT units [16]. To in-
vestigate excited states, transient absorption measurements were performed using
TiMn-silica powder suspended in chloroform or mineral oil. These liquids have similar
indices of refraction which are close to that of silica, and the use of index matching
liquids mitigates visible light scattering from the silica wafers. Fitting the kinetic
traces yielded a back electron transfer time constant of 1.8 ± 0.3 µs. The authors ar-
gue this long excited state lifetime is caused by structural change in the silica surface
which inhibits back electron transfer.
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Meylemans et al. investigated a group of three compounds with MLCT properties
using experimental [17] and computational [18] methods. These compounds have a
Ru2+(bpy)3 donor with a bipyridinium acceptor. The donor and acceptor are linked
by an aromatic ring where the functional groups were changed across the compounds.
DFT calculations looked at the torsional angle between the donor and bridge in the
ground state and lowest excited state. In all cases the angle decreased in the excited
state, with complex 3 exhibiting the largest change. Transient absorption was used to
measure electron transfer properties in solution. The time constant associated with
back electron transfer (τBET) varied significantly between the three complexes. The
first complex, which had the smallest change in torsional angle, had τBET = 98 ps.
On the other hand, the third complex, with the largest change, had τBET = 789 ps.
Modification of the ligands can increase structural changes, which in turn can extend
the excited state lifetimes.
To complement and predict the transient absorption measurements shown above,
calculating the excited state lifetime from first principles is extremely desirable. Since
full simulation of electron-hole dynamics is prohibitively expensive, other methods of
predicting the excited state lifetime are required. Looking at the spatial separation of
the electron and hole can provide a qualitative picture for the lifetime. The location
of the electron and hole can be computed from first principles. This can be done
immediately after excitation as well as after structural changes have occurred. In
principle, an increased distance between the electron and hole should lead to a lower
probability of recombination. The spatial separation between the electron and hole
is a key physical parameter, since it is an indicator of excited state lifetime.
As discussed in the next section, this thesis focuses on the absorption and excited
state lifetime of light harvesting molecules. However, other properties relevant to
AP devices such as the electrochemical overpotential can be computed using the
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methods in Chapter 2. The electrochemical overpotential is the difference between the
thermodynamically predicted reduction potential and that which is experimentally
observed. It is useful to determine the suitability of catalysts that can be coupled to
the chromophore. As shown in the paper below, the overpotential can be predicted
using first principles methods.
Mavros et al. provided an overview of the role of theory and the issues that
can arise in computations of artificial catalytic water splitting [19]. They outlined
a method to obtain the electrochemical potential, using DFT at finite temperature.
DFT also yields thermodynamic properties which can be used to evaluate the stabil-
ity of each step in the water splitting reaction. The authors found that the electro-
chemical overpotential does not depend on the mechanism, which means the unique
mechanism does not need to be known to obtain experimental values. However, given
a correct overpotential, the specific mechanism cannot be uniquely determined.
Mavros et al. also showed that properly treating the solvent is crucial to obtain
correct overpotentials. Using model transition metal compounds, they show that ex-
plicit solvents utilizing QM/MM or QM must be used, particularly for protic solvents
such as water. While there are still shortcomings with calculations of artificial water
oxidation, DFT and other theoretical methods can still be used to get experimentally
relevant information.
1.2.1 Thesis Goals
The goal of this thesis was to develop a workflow using first principles methods to
investigate key properties of light harvesting molecules. Fig. 1.2 shows a flowchart
overviewing the workflow needed to look at the absorption peak of the UV-Vis spec-
trum and separation between electron-hole pairs after excitation. The labels 1A-1E
denote first principles calculations, where 2A-2C denotes additional processing using
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the results of the calculations. This workflow was developed during the investigation
of two 3d0 complexes which undergo LMCT upon excitation. These complexes are
particularly desirable since upon excitation they have a single electron occupation
on the metal center and a hole on the ligand. The excitation can be studied using
theoretical tools and compared to experimental results. Chapters 2 and 3 contain
the background theory used in boxes 1A-1E. The techniques used in boxes 2A-2C are
described in Chapters 3 and 4. To verify whether the level of theory being used in
the workflow is appropriate, Chapter 3 contains comparisons to experimental results
from collaborators. The results obtained from the workflow were also used to aid in
experimental analysis.
To fully understand the properties of the molecules examined, the calculations
and experimental measurements were done in solution. Additionally, the molecules
are not part of an integrated artificial photosynthetic device, which means they are
not coupled to catalysts, membranes or mounted on a surface. However, in the future
they could be integrated into a AP device.
8
Figure 1.2: Workflow for investigating absorption peaks and electron-hole separation
in light harvesting complexes. Boxes 1A-1E use the first principles methods described





2.1 Overview of Theoretical Tools
To simulate and describe the properties of molecules exposed to light, a variety of
theoretical tools are required. This chapter will give the theoretical background of
the first principles calculation stages (1A-1E) of the workflow (Fig. 1.2). This section
briefly describes the methods that will be covered, with the relevant sections of the
workflow given in brackets.
Density functional theory (DFT) gives the electronic structure of the ground
state (1A). Since the absorption of light requires treatment of the excited states,
time-dependent DFT is used as well (1B, 1D, 1E). In addition to electronic effects
associated with excitation, the vibrational contribution must also be evaluated via
Franck-Condon analysis. Real-time dynamics are investigated through the use of first
principles molecular dynamics (1C). To model effects due to solvation, a polarizable
continuum model is used. These theoretical methods are implemented in the Gaus-
sian09 and Q-Chem electronic structure software packages, which were used to obtain
the results shown in Chapter 3.
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2.2 Density Functional Theory
2.2.1 The Many Body Hamiltonian
In order to describe a system of atoms or molecules, the many-body Schrödinger
equation must be solved. The Hamiltonian of such a system,






























contains the kinetic energies of the electrons and ions, as well as the electrostatic
electron-electron, ion-ion, and electron-ion interactions [20]. In this equation lower
case subscripts denote electrons, while ions are represented by upper case subscripts.
To solve the many-body Schrödinger equation with this Hamiltonian is extremely
difficult and approximations must be made. The Born-Oppenheimer approximation
allows for the separation of the nuclear and electronic terms. The kinetic energy of the
ions (which has a 1/MI dependence) is negligible since the nuclear mass is extremely
large compared to the mass of the electrons. Additionally, the ion-ion interaction will
be an additive constant to the final energy. Since it is a constant, it will not affect the
wavefunction. The electrons feel their interaction with the nuclei so the electron-ion
term is not omitted. This interaction can be considered an external potential V̂ext



















= T̂ + V̂ext + V̂int + EII (2.3)
where Hartree atomic units (h̄ = e = me = 4π/ε0 = 1) have been used for convenience.
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2.2.2 The Hohenberg-Kohn Theorems
After making the Born-Oppenheimer approximation in the previous section, the goal




= ĤΨ({ri; t}) (2.4)
to find the wavefunction and therefore observables. However, for an N electron system
there are 3N variables. In systems larger than a hydrogen atom this is impossible to
solve analytically.
In a seminal paper in 1964, Hohenberg and Kohn [21] showed that the electron
density contains all of the information stored in the many-electron wavefunction.
That is, all properties of the system can be written as functionals of the electron
density. Since the electron density is a function of only three variables (x,y,z) this
reduces the complexity of the problem. The two theorems are:
Hohenberg-Kohn Theorem 1. For any system of interacting particles in an ex-
ternal potential Vext(r), the potential is uniquely determined (within a constant) by
the ground state density n0(r).
Hohenberg-Kohn Theorem 2. A universal functional for the energy E[n] in terms
of the density n(r) can be defined, valid for any external potential Vext(r). For any
particular potential, the exact ground state energy of the system is the global minimum
of this functional. The density n(r) corresponding to this potential is the exact ground
state density n0(r)
The first theorem shows that it is possible to obtain all of the information in
the many-electron wavefunction from the density. The density will correspond to a
unique external potential which can be used to write a unique Hamiltonian. This
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Hamiltonian can be solved to give the many-electron wavefunctions for the entire
system (including the ground state many-electron wavefunction). The ground state
many-electron wavefunction can be used to formulate a new density and the cycle
can be repeated. This concept is shown in Fig 2.1.
Figure 2.1: Representation of the first Hohenberg-Kohn theorem. Image taken from
Ref. [20].
The second Hohenberg-Kohn theorem gives the functional for the energy
EHK [n] = T [n] + Eint[n] +
∫
d3rVext(r)n(r) + EII (2.5)
which is minimized at the ground state density.
2.2.3 Kohn-Sham Framework
While the Born-Oppenheimer approximation and Hohenberg-Kohn theorems dis-
cussed in the previous sections simplify the many body problem, it is not clear how
to solve it. In 1965 Kohn and Sham developed an ansatz which in principle yields an
exact solution [22]. The main concept is to replace the interacting system with a non-
interacting one under an effective potential that gives the same ground state density.
Figure 2.2 compares the cycle of the interacting (left side) and non-interacting cases
(right side). The potential on the interacting side, Vext, is the potential associated
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with the nuclei interacting with the electrons. The total potential of the interacting
system, Vext + Vint, is given in equation 2.3. Solving for the wavefunction with this
potential yields the many-electron wavefunction. The effective potential,
Veff = Vext + VHartree + Vxc (2.6)
on the non-interacting side is for single particle orbitals. The external potential is
again the interaction of the electrons and nuclei. In the non-interacting system Vint
has been split into two components, VHartree and Vxc. The Hartree term is a classical
Coulomb interaction of the density with itself. By definition the electrons in the non-
interacting system cannot incorporate many body effects. To compensate for this, a
potential term is added to incorporate the effects of exchange and correlation. Solving
for the wavefunction using Veff yields single particle orbitals.
Figure 2.2: An overview of the methods developed by Kohn and Sham. The ground
state density of the non-interacting system gives an effective potential which can be
used to find single particle orbitals ψi(r). The set of these orbitals give a new density
which allows the cycle to be repeated self consistently. Image taken from Ref. [20].











is written in terms of single particle orbitals ψi. There is a sum over the spin σ where




∇2 + Veff (r)
]
ψi = εiψi (2.8)



























is the classical Coulomb interaction of the density with itself. Using these to rewrite
equation 2.5 yields
EKS = Ts[n] +
∫
drVext(r)n(r) + EHartree[n] + EII + Exc[n] (2.12)
which puts all of the many body terms into the exchange-correlation term Exc[n].
The exchange-correlation term,
Exc[n] = 〈T̂ 〉 − Ts[n] + 〈V̂int〉 − EHartree (2.13)
is the difference between the interacting and non-interacting systems. This makes
DFT a formally exact theory. In principle, if the functional Exc was known then the
exact ground state density could be found using the method shown in Fig. 2.2. The
exchange-correlation potential, Vxc, is given by the functional derivative of Exc with
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respect to the density. However, the single-electron wavefunctions obtained from this
potential is not the same as the ground state many-electron wavefunction in general.
The method of solving the Kohn-Sham equations self-consistently is shown in
Figure 2.3. The eigenvalues obtained from this method do not directly correspond
to physical energies. The exception to this is the eigenvalue of the highest occu-
pied molecular orbital, HOMO. This eigenvalue εN has the same magnitude of the
ionization energy but has the opposite sign. Additionally, the differences between
unoccupied and occupied states are not the same as excitation energies.
2.2.4 Functionals
The exchange correlation functional is not known exactly and approximations need
to be made. Since the exchange-correlation functional is universal, the functional
can be used in all systems. However, since the functional is approximated, different
approximations will have varying degrees of success for a given system. The exchange-




The exchange-correlation energy density, εxc depends on both the density at all points
in space and the local density around r.
The simplest approximation of the functional is the Local Density Approximation








Figure 2.3: An overview of solving the Kohn-Sham equations self consistently. An
initial guess at the density gives an effective potential. The Kohn-Sham equation
is solved giving single particle orbitals ψi(r). The set of these orbitals give a new
density which allows the cycle to be repeated self consistently. The cycle is stopped
after convergence criteria such as difference in energy or forces are met. Image taken
from Ref. [20].
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where the xc energy density has been split into exchange and correlation components.
Hartree-Fock theory can be used to calculate εhomx (n(r)) exactly [23]. Quantum Monte
Carlo simulations have been used to estimate εc(n(r)) to a high degree of accuracy
[24,25].
Despite the simple approximation, the LDA performs reasonably well (particularly
in systems which vary slowly in space). Total atomic and molecular ground state
energies are within 1-5% of the exact value. Bond lengths and molecular geometries
are typically within 3% of the exact value. However, the LDA tends to underestimate
the energies of individual orbitals and the HOMO energy differs from the ionization
energy by 30-50% [26]. Additionally, the LDA is not free of self interaction so the
exchange-correlation potential does not go to zero as 1/r. Instead it goes to zero
exponentially.
Another approximation to the exchange-correlation functional is the so-called
Generalized Gradient Approximation (GGA). As the name implies, this class of func-
tionals incorporates the gradient of the density as well as the density values within





↑, n↓, |∇n↑|, |∇n↓|] (2.16)
where εhomx (n) is the exchange energy of an unpolarized homogeneous electron gas.
The enhancement factor Fxc is a dimensionless quantity that has varying forms in
different GGA functionals. It is used to directly modify the energy density. The PBE
functional by Perdew, Burke, and Enzerhof [27] is a popular GGA functional. Com-
pared to LDA the lattice constants of solids are roughly the same. However, LDA
functionals tend to underestimate lattice constants, while GGA functionals overes-
timate them. Generally speaking, GGAs are both accurate and computationally
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simple [26].
Hybrid functionals are another interesting and successful class of functionals. They
are similar to an LDA or GGA functional but contain a fraction of the exact exchange.
They have the general form
Ehybridxc = aE
exact
x + (1− a)EDFAx + EDFAc (2.17)
where a is the mixing parameter and DFA refers to an LDA or GGA functional.






x −ELDAx ) + ax(EGGAx −ELDAx ) +ELDAc + ac(EGGAc −ELDAc )
(2.18)
where a0 = 0.20, ax = 0.72, and ac = 0.81. These parameters were obtained by fitting
calculated thermochemistry data.
A subclass of hybrid functionals are the so-called range separated hybrid func-
tionals. These functionals separate the Coulomb interaction into a short and long
range term. At long ranges they should be Hartree-Fock like, while at short ranges
they behave as an LDA or GGA. HSE [31] is an example of a range separated hybrid
functional. It has the form
EωPBEhxc = aE
HF,SR
x (ω) + (1− a)EPBE,SRx (ω) + EPBE,LRx (ω) + EPBEc (2.19)
where SR and LR denote short range and long range respectively. HSE uses the short
ranged HF exchange to screen the long range HF exchange term. In HSE06, a = 0.25
and ω = 0.2.
In complexes with spatially separated charge transfer (such as those of interest
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in artificial photosynthesis), LDA and GGA functionals typically underestimate the
excitation energies [26]. However, hybrid and range-separated hybrid functionals have
been used successfully in charge transfer complexes [17,42]. For this reason HSE was
chosen as the function to obtain the results shown in Chapter 3.
2.2.5 Basis Sets and Pseudopotentials






Two of the most popular classes of basis functions are plane waves and Gaussians.
Plane waves are typically used in calculations of bulk materials and surfaces. They
are useful because they are orthogonal to one another and are independent of atomic
position. Plane waves are used in calculations with periodic boundary conditions.
The number of plane waves used is determined by a predefined cutoff energy, Ecut.
Increasing this cutoff will improve accuracy, but will lead to computational slowdown.
Additionally, wavefunctions of core electrons are highly oscillatory so a large number
of plane waves are needed to represent this. The use of pseudopotentials reduces the
number of plane waves required, making calculations more practical [20].
Pseudopotentials separate the core and valence regions of the atom. The core elec-
trons are combined with the nucleus such that the valence electrons will feel an effec-
tive potential. These potentials are designed such that the potential and wavefunction
are smooth within some cutoff radius rc. Outside of this region, the wavefunction and
potential must match the all electron model. Figure 2.4 illustrates this concept. Each
orbital channel (s, p, d, and f) can have a unique pseudopotential defined for it. By
removing core electrons via pseudopotentials, memory requirements for simulations
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can be lowered. Pseudopotentials also allow for incorporation of relativistic effects at
a lower computational cost.
Figure 2.4: An illustration of a pseudopotential and corresponding wavefunction
inside and outside the cutoff region. Image adapted from Ref. [32].
Gaussian basis functions (which are Gaussian functions multiplied by polynomials)
are widely used for localized orbitals since they are computationally efficient. This
is due to the fact that all matrix elements can be calculated analytically. Since the
product of two Gaussians is a third Gaussian, overlap and kinetic matrix elements can
be calculated easily. Additionally, Coulomb integrals can be calculated analytically.
These integrals appear in the calculation of exact exchange, which are used in hybrid
functionals [20].
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Gaussian basis sets also can use polarization and diffuse functions. Polarization
functions are auxillary functions with one additional node which increases the flex-
ibility of the basis set. For example a p-function could be added as a polarization
function for a hydrogen 1s orbital. Diffuse functions are shallow Gaussians that are
used to represent the tail of atomic orbitals. Unlike planewave basis sets where in-
creasing the cutoff energy yields higher accuracy, larger Gaussian basis sets are not
guaranteed to increase accuracy. However, it is generally true that larger Gaussian
basis sets give more accurate calculations [33]. However, larger basis sets may overfit
the data. Gaussian basis sets can also use pseudopotentials (also referred to as effec-
tive core potentials). Gaussian basis sets do not have the same issues with oscillatory
wavefunctions, however pseudopotentials still give inclusion of relativistic effects and
reduced memory requirements.
The basis sets used to obtain the results in Chapter 3 were chosen after surveying
the literature and checking basis set convergence. For example, Ref. [17] looks at Ru
based chromophores and uses the LANL2DZ basis set (and corresponding pseudopo-
tential) for the Ru atom and 6-31G basis set for the other atoms. Both of these basis
sets use Gaussian functions. To check for overfitting, calculations were performed us-
ing multiple basis sets of varying size and multiple parameters (bond lengths, orbitals)
were evaluated.
2.3 Sources of Error
Within DFT, various approximations are made which introduce error into the results.
These errors arise from the choice of basis set and exchange-correlation functional.
The representation of the wavefunction using a combination of basis functions is in
general a controlled approximation. Increasing the number of plane waves in the basis
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set will increase accuracy at increased computational cost. This is generally true for
Gaussian basis sets, however overfitting is possible. Due to the possibility of overfit-
ting, increasing the size of a Gaussian basis set is not truly controlled approximation.
To reduce basis set error, calculations should be run at increasing basis set size until
the energy has converged.
The choice of exchange-correlation functional is an uncontrolled approximation.
However, the relative error of a functional can be determined by applying it to a test
set of molecules and comparing to experimental data. The LDA generally predicts
bond lengths to within 3% and total and molecular ground state energies within 1-
5% [26]. GGA functionals typically overestimate bond lengths and total energies,
but have similar accuracy. The ionization energy is severely underestimated using
the LDA and GGA functionals [34, 35]. Range separated hybrid functionals such
as HSE provide similar structural properties however, energies and bandgaps are
improved [36,37].
2.4 Time Dependent Density Functional Theory
DFT as described in Section 2.2 is formally defined for the ground state. To deal
with excited states, a more sophisticated theory such as Time-Dependent Density
Functional Theory (TD-DFT) is needed. This allows solving of the time dependent




Ψi(r1, · · · , rN , t) = Ĥ(t)Ψj(r1, · · · , rn, t) (2.21)
with the time dependent Hamiltonian
Ĥ(t) = T̂ + V̂ext(t) + V̂int. (2.22)
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There are two categories of time dependent potentials that are of interest. In the
first case, the system is in the ground state before the time dependent potential is
switched on. The single particle potential in this case has the form
v(r, t) = v0(r) + Θ(t− t0)v1(r, t) (2.23)
where Θ is the Heaviside function [38]. The potential is a constant v0, until the time
dependent potential is switched on at t0. At times > t0 the density will oscillate.
For example, this scenario describes a molecule that has been been hit with a laser
pulse. In the second case, the system is held in a non-equilibrium initial state. At
t = t0 the system is allowed to freely evolve in a static potential. Again, the density
will begin to oscillate. Of particular interest are potentials that can be treated as
weak perturbations. Taking the first order response of those perturbations is enough
to calculate a materials optical spectrum as well as the excitation energies [26]. TD-
DFT in this regime is known as linear response TD-DFT. In the next sections the
formalism of linear response TD-DFT will be shown.
2.4.1 The Runge-Gross Theorem
The Runge-Gross theorem provides a time-dependent analogue to the fundamental
theorems of DFT, the Hohenberg-Kohn theorems. However, there are two distinct
differences in the time dependent case. Firstly, the variational principle to minimize
the energy does not apply. To resolve this, TD-DFT has been formulated via a
stationary action principle [39, 40]. Secondly, the initial state of the time-dependent
Schrödinger equation must be kept in mind.
In 1984 Runge and Gross proved there was a unique mapping between the den-
sity and an external potential in the time dependent case [41]. They showed if two
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N-electron systems begin in the same initial state and are placed in two different
potentials they will yield different final densities. The external potentials, v and v′
are defined to be different if they differ by more than a time-dependent constant,
v(r, t)− v′(r, t) 6= c(t) (2.24)
for times t > t0. If this is not true then the resulting wavefunctions only differ by
a phase factor which is cancelled out when the expectation values of operators are
evaluated. In order for the 1:1 mapping to be true, the potentials must be expandable
in a Taylor series about t0. The 1:1 mapping allows for the potential,
v(r, t) = v[n,Ψ0](r, t) (2.25)
to be written as a functional of the density and the initial state Ψ0. If the initial state
is the ground state, then the functional dependence reduces to just the density.
2.4.2 Time-Dependent Kohn-Sham Framework
Again, to solve the many body Schrödinger equation, the Kohn-Sham method is used.





looks very similar to the ground state case (equation 2.7). These single particle












Veff = Vext(r, t) + VHartree(r, t) + Vxc[n,Ψ0,Φ0](r, t) (2.28)
depends on the density, the initial state of the interacting system (Ψ0), and the initial







depends on the instantaneous density at time t. The external potential Vext is assumed
to have the form shown in equation 2.23.
If the system of interest is initially in the ground state, the time-dependent
exchange-correlation potential Vxc[n,Ψ0,Φ0](r, t) can be written as a functional of
only the density [26]. To find the time-dependent xc potential, the adiabatic approx-
imation,
V Axc(r, t) = V
gs
xc [n0](r)|n0=n(r,t) (2.30)
which evaluates the ground state xc potential at the instantaneous time-dependent
density, is made. The functionals defined in Section 2.2.4 can be used in TD-DFT
if the adiabatic approximation is made. These functionals have the exact same form
but are evaluated at the instantaneous time-dependent density.
2.4.3 Linear Response TD-DFT
In many practical applications, particularly spectroscopy, the system is subjected to a
small perturbation. In these cases it is not necessary to fully solve the time-dependent
Schrödinger or Kohn-Sham equations. If there is a weak potential of the form shown
in equation 2.23 then perturbation theory can be used. In this case the system is
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initially in the ground state and a time dependent potential v1(r, t) is turned on at
time t0. If the potential is time dependent then the density will be as well. Treating
v1(r, t) as a small perturbation allows for the expansion of the density
n(r, t) = n0(r) + n1(r, t) + n2(r, t) + · · · (2.31)
where n0(r) is the ground state density, n1(r) is the first order change in density. The
first order term will dominate the higher order terms in the case of a weak potential
so the rest can be neglected.








is known as the linear response term. It depends on the perturbation and the density-
density response function which can be written as
χ(r, tr′, t′) = −iθ(t− t′)〈ΨGS|[n̂(r− t− t′), n̂(r′)]|ΨGS〉. (2.33)
The commutator of density operators is sandwiched between the wavefunction of the
many body ground state. The Heaviside step function ensures causality since it is
zero for times t′ > t.













ω − Ωn + iη
− 〈ΨGS|n̂(r
′)|Ψn〉〈Ψn|n̂(r)|ΨGS〉
ω − Ωn + iη
}
(2.35)
where the limit η → 0+ is known [43]. The nth excitation energy, Ωn is given by
En−E0. The response function is very large when the frequency matches an excitation
energy. Physically this makes sense as this corresponds to a peak within a spectrum.
Within the Kohn-Sham framework of TD-DFT, the linear density response can
be calculated as the response of the non-interacting KS system to an effective pertur-








is exact in principle. Similar to equation 2.28 the effective perturbation













is the sum of the external potential, the Hartree term and the exchange-correlation








is the functional derivative of the xc potential at the ground state density. Since the
density response n1(r, t) appears on both sides of equation 2.36 (it is contained in
Veff), the equation must be solved self consistently.
































ω − ωjk + iη
(2.41)
where fk and fj are numbers referring to the configuration of the KS ground state.
They are 1 if the state is occupied and 0 if the state is virtual. The transition energies
ωjk = εj − εk (2.42)
in the non interacting system are different than those in the interacting system (Ωn).
However, this is resolved during the self consistent solution of the density response
which cancels out the wrong poles and leaves the correct ones [26].
2.4.4 Casida Formalism
In a system of N -electrons, excitations can be considered as a dynamic transition
between two eigenstates. In this picture the excitation energies correspond to a char-
acteristic eigenmode of the interacting system. These eigenmodes can be calculated














where A and K are matrices. Their elements are given by









where i,i′ denote occupied orbitals and a,a′ unoccupied orbitals. The combined







Excitations are given by X while Y corresponds to de-excitations. These can be
decoupled by making the so-called Tamm-Dancoff approximation (TDA) [45] which
sets the coupling matrix K to zero. The TDA gives the same excitation energies,
with better convergence and lower memory requirements. However, the sum rules are
not fulfilled so quantities such as the oscillator strength give poor results [46].
If the TDA is not made then the xc kernel must be approximated. The simplest
approximation is the Random Phase Approximation
fRPAxc (r, r
′, ω) = 0 (2.47)
which sets the kernel to zero. Other adiabatic kernels can be derived from the func-
tionals shown in section 2.2.4 [26].
Using any combination of these various approximations the excitation energies of
the system can be found. In the results presented in Chapter 3, the TDA is not made,
since oscillator strengths are important in the calculation of the UV-Vis spectrum (see




To evolve a classical system through time, Newton’s equation
F = mẍ (2.48)
must be solved. In a quantum system, the dynamics are given by the time dependent
Schrödinger equation. As an approximation to this, ab initio molecular dynamics
(AIMD) are used. In ab initio molecular dynamics forces are obtained from first
principles. Using these forces, Newton’s equation is then solved to obtain the dynam-
ics. Calculating these forces within the adiabatic approximation, where the mass of
the nuclei is large compared to the electron, yields Born-Oppenheimer molecular dy-
namics (BOMD). In this approximation electrons stay in their instantaneous ground
state while the nuclei move [20]. Writing the force in terms of the nuclear coordinates
gives




In the Kohn-Sham formalism the energy is





















The electron density (n) is given by equation 2.7.
To find the nuclear positions





at each time step, the Verlet algorithm [47] is used. The nuclear position at time
t + ∆t is dependent on the forces from the other nuclei at time t. Additionally, the
positions at t+ ∆t depend on the positions at the current and previous timestep.
2.6 Solvation Models
Modelling of solvation effects in simulations can be done implicitly or explicitly. As the
name implies, explicit models include the solvent molecules in the simulation. Implicit
models treat the solvent as a dielectric continuum with the solute in a void cavity.
The choice of cavity is typically made based on a mix of computational efficiency
and accuracy. Simple shapes such as spheres are computationally efficient but many
molecules are not spherical so the accuracy is limited. The default solvation model
in the software package Gaussian09 [48] creates the cavity as a set of overlapping
spheres. Cavities can also be defined using isodensity surfaces. In this method the
cavity is unique to the real electronic system.
Regardless of the choice of cavity, the basic interaction between the solute and
solvent is the same. The charge distribution of the solute molecule polarizes the
dielectric continuum outside the cavity. The new dielectric function then polarizes
the solute charge distribution. The equations describing this interaction can be solved
in a self consistent manner [49]. This model is the so called polarizable continuum
model (PCM). Using a linear response formalism, solvation effects can be incorporated
into TD-DFT calculations including excited state optimizations [50, 51].
Due to computational cost, the results shown in Chapter 3 were obtained using at
implicit solvation model. These models have been successful when applied to other
charge transfer complexes, for example Ref. [17].
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2.7 Franck-Condon Theory
During electronic transitions, transitions between vibrational levels can occur as well.
These vibronic transitions can be described using Franck-Condon theory. The basis of
this theory is the Franck-Condon principle which states that the nuclei are stationary
during an electronic transition. This comes from the fact that the masses of the nuclei
are much greater then those of electrons. After the electrons have redistributed, the
nuclei will then adjust to their new environment. Figure 2.5 shows the potential
energy surfaces of an arbitrary ground and excited state. There is a vertical excitation
from the ground state equilibrium geometry to the excited state. The probability of
transition is dependent on the overlap of the vibrational wavefunctions for the ground
and excited state in the equilibrium geometry [52].
Figure 2.5: An illustration of the Franck-Condon principle. During a transition the
nuclei remain fixed so the excitation is represented as a vertical line. Image adapted
from Ref. [53].
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Within the Born-Oppenheimer approximation, the transition dipole moment 〈Ψ′|µ|Ψ′′〉
can be separated into electronic and nuclear components. Additionally, the molecular
wavefunctions (Ψ) can be written as products of the electronic (ψe(r; R)) and nuclear
parts (ψn(R)). The electronic component depends on both the nuclear positions since
the electronic wavefunction is different for each nuclear configuration. The transition
dipole is then



















The second term is zero since the electronic states are orthogonal to one another for
a given value of R [52]. As a first order approximation after expansion the electronic

















gives a convenient form to write the Franck-Condon factor |S(v′, v)|2. As seen in Fig-
ure 2.5, the transition strength depends on the vibrational overlap between the two
states. Franck-Condon theory provides a method to estimate the amount of vibra-
tional coupling. To truly determine the vibrational coupling non-adiabatic molecular
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3.1 The Workflow
This chapter outlines the results obtained using the workflow shown in Fig. 1.2. The
complete workflow was applied to the molecule VOLF which is described in Sec. 3.2.
This section will outline each component of the workflow (shown in brackets) and
reference the relevant section of the chapter.
The ground state geometry (1A) was found using DFT (see Sec. 3.3). The relaxed
geometry was used to create level diagrams (2A), depicting occupied and unoccupied
states (Sec. 3.4.3). Additionally, the ground state geometry was used as input for
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TD-DFT calculations (Sec. 3.5.4) to find the excited states (1B). Finite temperature
dynamics (1C) were done to verify agreement between the calculated and measured
UV-Vis spectra (Sec. 3.5.3). The UV-Vis spectrum was visualized (2B) us ing the
method described in Sec. 3.5.1. The bright states under the main absorption peak
of the static UV-Vis spectrum were relaxed (1D) and compared to the ground state
geometry (Sec. 3.6). TD-DFT calculations were performed on the excited state
geometries (1E). Using the relaxed and unrelaxed excited state geometries electron-
hole diagrams were generated (2C) using the method described in Sec. 3.7.2.
Throughout the chapter there is discussion of, and comparison to, experimental
results obtained by collaborators listed below. The combination of theory and exper-
iment allows for the interpretation of experimental data as well as verification of the
level of theory used to treat the systems of interest.
Synthesis of VOLF was performed by A. Francis and W. W. Weare at North
Carolina State University. Static and transient optical measurements were done by
S. Choing and T. Cuk at the University of California, Berkeley. Multi-state multi-
reference second order perturbation theory (MS-CASPT2) calculations were done by
M. Schuurman at the National Research Council in Ottawa.
3.2 VOLF Introduction
As discussed in Chap. 1 molecules and nanostructures exhibiting long-lived, optically-
accessible charge transfer excitations are desirable for a number of applications, par-
ticularly energy conversion. Ideal chromophores have tunable absorption profiles (e.g.
for matching to the solar spectrum) and excited state lifetimes similar to or longer
than the characteristic electron transfer rates to catalysts or reactants.
Owing to relatively long, visible light-induced MLCT lifetimes, the archetypal
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Ru(bpy)3
2+ (with a lifetime of 890 ns in acetonitrile [55]) and derivatives thereof, as
well as polypyridyl derivatives of other metals (e.g. Os, Fe, Co, Rh, Pt and Ir), have
been investigated as systems for photophysical studies [56–59], photosensitizers in so-
lar energy conversion systems [60], and potent excited state single-electron reductants
for catalytic photon-driven organic transformations [61].
Substituting the metal center with an earth abundant, 3d transition metal has
been a focus for applications, both due to scalability and the importance of 3d
transition metals to catalysis. For all of these alternatives, transient optical spec-
troscopy observes short, picosecond excited state lifetimes, [59] e.g. Fe(bpy)3 [62],
Fe((NHC)2pyridine)2 [63]. The much shorter lifetimes in the Fe-based compounds
have been attributed to fast decay into low-lying metal-centered excited states [59,
62–65]. Recently, the same phenomenon has been observed in solid-state materi-
als [66]. The only complexes that have both a 3d metal center and a longer-lived
MLCT state contain a 3d10 Cu ground state, in which such low-lying states are not
present due to the filled d-block [67,68].
Figure 3.1: Visualization of the vanadium oxo compound VOLFF. It has a vanadium
(pink) center which is surrounded by four oxygen(red) and a nitrogen (blue) below.
The ligands consist of two phenyl rings with methyl and fluoro group attachments.
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This chapter looks at results obtained for the vanadium oxo compound VOLF.
VOLF (shown in Fig. 3.1) has a vanadium (V) center surrounded by four oxygen
atoms. There are two phenyl rings as ligands with fluoro and methyl groups attached.
The visible LMCT excited state dynamics in solution are investigated via static optical
and X-ray absorption, transient optical spectroscopy, and the theoretical methods
described in Chap. 2. Similar to the Cu-based MLCT chromophores, this 3d0 complex
does not contain purely metal-centered excited states that could shorten the LMCT
lifetime due to its empty d-block. The advantage of studying an LMCT-based d0
chromophore is that the excited states are primarily of LMCT character, with single
electron occupation of a V d orbital and a hole on the ligand.
3.3 VOLF Geometry Optimization
The geometry was relaxed to the ground state using the HSE06 functional [31]. Con-
sistency checks with B3LYP [29, 69] produced a similar geometry. For the O, H,
N, and F atoms the 6-31+G* basis set was used while V atoms were treated with
LANL2DZ [70] and its corresponding pseudopotential. All calculations were done
with polarizable continuum models (based on benzene and tetrahydrofuran (THF)).
Fig. 3.2 shows the total energy convergence in THF. The relaxation has occurred
when the difference in energy or forces between two SCF steps is less than a set
threshold. For the energy, the difference must be less than 10-8 Ha.
X-ray crystallographic measurements were performed on VOLF and the resulting
geometry is shown in Fig. 3.3. Table 3.1 shows the relaxed geometry in THF in
comparison to experiment. To investigate solvation effects, the relaxed geometries in
gas phase and THF are shown in Table A.4. These differences are reasonable and
within the error estimations described in section 2.3.
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Figure 3.2: Energy convergence check of geometry optimization of VOLF in THF
using the HSE functional.
Figure 3.3: Numbered molecular structure of VOLF . Hydrogen atoms have been
omitted for clarity.
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Table 3.1: Selected bond distances obtained from crystallographic measurements are
compared to their calculated values. The basis set described above was used for both
functionals. Percent differences are taken with respect to experiment.
Bond Experiment [Å] B3LYP [Å] % Difference [%] HSE [Å] % Difference [%]
V1-O1 1.5991 1.589 0.6 1.578 1.3
V1-O2 1.7966 1.799 -0.1 1.779 1.0
V1-O3 1.8047 1.788 0.9 1.801 0.2
V1-O4 1.8167 1.808 0.5 1.789 1.5
V1-N1 2.3922 2.542 -6.3 2.476 -3.5
Table 3.2: Comparison of geometries in benzene, gas phase, and THF. Percent
differences are taken with respect to the gas phase geometry.
Bond Gas Phase [Å] Benzene [Å] % Difference [%] THF [Å] % Difference [%]
V1-O1 1.566 1.571 -0.3 1.578 -0.8
V1-O2 1.781 1.780 0.1 1.779 0.1
V1-O3 1.801 1.801 0.0 1.801 0.0
V1-O4 1.791 1.790 0.1 1.789 0.1
V1-N1 2.521 2.500 0.8 2.476 1.8
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3.4 XAS Level Diagram
3.4.1 Crystal Field Theory
Crystal field theory (CFT) is a model for level splitting in transition metal complexes.
It is typically used by experimentalists as a starting point to interpret their data.
Atoms are treated as point charges, and the geometry of the transition metal complex
leads to different Coulomb interactions [71]. Without the ligand environment (i.e.
with a spherical charge distribution), all five d orbitals are degenerate. However, the
different electrostatic interactions breaks this degeneracy.
Orbitals that align along bonds increase in energy due to the increased electrostatic
repulsion. Similarly, orbitals that are not aligned with the bonds will experience a
decrease in electrostatic repulsion. Fig. 3.4 shows the level splitting of a tetrahedral
complex. Since some bonds pass through the dxz, dxy, and dyz orbitals, they are higher
in energy. Via similar reasoning, the dz2 , and dx2−y2 orbitals decrease in energy. The
level splitting of a trigonal bipyramidal complex is shown in Fig. 3.5. In this case the
degeneracy splits into 3 levels.
The amount of level splitting is dependent on a number of factors including the
ligand type, oxidation state of the metal, and which orbitals are filled. Higher oxi-
dation states lead to larger splitting due to the fact that the ligands can be closer to
the metal. The spectrochemical series is an empirically derived list of ligands which
are ordered in terms of crystal field splitting. I- as a ligand yields the least amount of
splitting, while CO causes a large splitting [71]. Depending on the amount of crystal
field splitting, the d orbitals will fill differently. These can yield so-called high spin
or low spin environments.
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Figure 3.4: Crystal field splitting of degenerate d orbitals in a tetrahedral complex.
Image adapted from Ref. [72]
Figure 3.5: Crystal field splitting of degenerate d orbitals in a trigonal bipyramidal
complex. Image adapted from Ref. [73]
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3.4.2 XAS of Tetrahedral Transition Metal Oxides
X-ray absorption spectroscopy (described in section B.1) can be used to measure level
splitting in transition metal complexes. From crystal field theory the level splitting
in tetrahedral complexes is shown in Fig. 3.4. The dx2−y2 and dz2 orbitals have e
∗
symmetry. Similarly, the dxz, dxy, and dyz orbitals have t
∗
2 symmetry.
The peak separation of bands in the oxygen K edge spectrum of tetrahedrally
coordinated complexes corresponds to the splitting of d orbitals [74, 75]. Fig.3.6
shows the oxygen K-edge XAS spectrum for three tetrahedral transition metal ions.
In all three compounds, the energies and intensities of the e∗ and t∗2 peaks are shifted
depending on the transition metal. However, in each compound, the first peak is
ascribed to e∗ and the second to t∗2. This splitting agrees with crystal field theory.
3.4.3 VOLF XAS
To determine the level splitting of VOLF , XAS measurements were done. The pre-
edge region of the O K-edge spectrum is shown in Fig. 3.7 along with the unoccupied
single particle orbitals obtained from DFT. These orbitals are labelled by their largest
d component, obtained using Mulliken population analysis (MPA) [76]. MPA esti-
mates partial charges on atoms using the coefficients and overlap of basis functions.
Additionally, the contributions of s, p and d orbitals to the overall atomic orbital
can be determined. Since MPA provides a non-unique description of electron local-
ization due to the dependence on basis set, population analysis was performed using
the Modified Mulliken [77] and c2 [78] methods. The two give the same qualitative
picture as MPA. To avoid interpretation of the Kohn-Sham eigenvalues, the energy
difference between LUMO+1 and LUMO+2,+3 is scaled to the peak separation of
the two lower energy peaks (2.2 eV).
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Figure 3.6: Experimental oxygen K-edge XAS spectrum of three tetrahedrally coor-
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Figure 3.7: X-ray absorption spectrum of powder VOLF in PFY mode. Scheme
shows the DFT d orbital splitting based on the observed transition energies from
XAS.
The XAS spectrum contains three peaks which are a combination of vanadium
3d and oxygen 2p orbitals. Looking at the geometry of VOLF, one would expect
that the metal center is tetrahedrally coordinated. However, the XAS spectrum is
qualitatively different than the one shown in Fig. 3.6 since it contains three peaks.
Additionally, the splitting of the d orbitals is different than what is expected from
CFT (see Fig. 3.4). This is not unreasonable since the ligands are more complicated
than those in the spectrochemical series. In this case, CFT which is an ionic model,
is too simple to describe the d splitting.
Previously the metal center of VOLF has been reported as having a distorted
trigonal bipyramidal geometry [79]. Considering that the nitrogen atom is held in
place by the phenyl rings, it could contribute to the level splitting. The fact that
there are three peaks agrees with the splitting shown in Fig. 3.5. However, the d
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Figure 3.8: Level diagram for VOLF . Orbitals are plotted according to energy.
The levels are colour coded to represent the spatial weight of the wavefunction, with
darker shades indicating more weight.
character of the unoccupied orbitals differs from what is predicted by CFT.
Fig. 3.8 shows the occupied and unoccupied single particle orbitals of VOLF .
The levels are plotted in terms of both space and energy. The dotted vertical lines
shows the positions of the fluorine atoms along the line connecting them. Each level is
colour coded, with warmer shades representing more weight at that location in space.
In the occupied frontier, HOMO and HOMO-1, the orbitals span both ligands. In the
low lying unoccupied states (LUMO, LUMO+1,+2,+3) the majority of the weight is
on the metal center. This is indicated by the red and yellow regions around the zero
point on the x-axis. Transitions from the occupied states to the low lying unoccupied
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states would yield transitions of LMCT character. The code used to generate this
plot is discussed in Sec. 4.3.4.
3.5 Static UV-Vis Spectrum
Calculation of the static UV-Vis spectrum was done using the Gaussian09 [48] and
GaussSum [80] software packages. GaussSum is an analysis package that uses the
results of TD-DFT calculations to generate static UV-Vis spectra. The method it
uses is described below.
3.5.1 Calculation Method
To calculate the static UV-Vis spectrum, linear response TD-DFT was used. Using
TD-DFT, the excitation energies and corresponding oscillator strengths can be ob-
tained. The oscillator strength, f , is a dimensionless quantity that is related to the





∆Ei→f |Mi→f |2 =
8π2mec
3e2h2
ν ′i→f |Mi→f |2 (3.1)
where ∆Ei→f is the excitation energy and ν
′
i→f is the wavenumber corresponding
to that energy [81]. Section 4.2.1 discusses the transition dipole in more detail. To
create a curve that resembles experiment, each oscillator strength and transition wave
number will correspond to a Gaussian for the molar absorptivity, ε(ν). Combining
the Gaussians for all of the transitions yields the static UV-Vis spectrum.
In an experimental UV-Vis spectrum the line shape of a transition depends on
both the particle-particle interaction as well as the photon-particle interactions [82].
Lorentzian functions are used to model the broadening of a spectrum due to stimu-
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lated emission as well as collisions of particles. Gaussians model Doppler broadening,
where the distribution of atomic velocities causes a range of Doppler shifts. The
so-called Voight profile is a combination of Lorentzian and Gaussian functions.





with α,β, and γ as real parameters. The center of the Gaussian β corresponds to the








where ∆1/2ν′ is the FWHM. The FWHM is a parameter that can be adjusted to better
fit the experimental spectra.









where ε(ν) is a Gaussian of the form shown above [83]. The integral over all wave



























































which depends on the parameters f ,∆1/2ν′ , and ν
′
i→f . Again, f and ν
′
i→f are found
using TD-DFT calculations while ∆1/2ν′ is a set parameter. The units of ε(ν) are
L/(mol·cm) [81].
For each transition the molar absorptivity is found and then they are combined
to form the UV-Vis spectra. It is important to note that the Gaussians cannot be
summed directly since the spacing between excitation energies is not uniform. For
each interval ν + ∆ν, the integral of all molar absorptivities must be evaluated and
summed. Since they are Gaussians, the integral
∫ ν+∆ν
ν
ε(ν ′′)dν ′′ (3.9)
is an error function.
3.5.2 Consistency Checks
The static UV-Vis was calculated using the HSE functional. Fig. 3.9 shows a com-
parison of the spectrum calculated (in THF) using the HSE and B3LYP functionals.
Both functionals yield nearly identical absorptances. The HSE peak is blue shifted
from B3LYP, however there is significant overlap between the two peaks. One might
expect the higher energy HSE peak to have a larger HOMO-LUMO gap relative to
that of B3LYP. However, this is not the case as HSE gives a gap of 3.1 eV, while
B3LYP gives 3.4 eV. The difference in the two spectra must come from other differ-
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Figure 3.9: Static UV-Vis spectra of VOLF in THF using the HSE and B3LYP
functionals.
ences between the two functionals. These functionals are discussed in section 2.2.4.
The change in peak position due to solvation effects, solvatochromism, comes
from the different solvation environments of the ground and excited state. During an
excitation the system reacts on two time scales. The excitation is instantaneous with
respect to the nuclear coordinates. This means that the excited state is solvated in
a non-equilibrium environment [84]. Electrons of the solvent can react on the time
scales of absorption. Thus, the reaction of the solvent is broken into slow (nuclear)
and fast (electronic) components.
When using PCMs to describe solvation, the slow component is based on the
ground state charge distribution, while the fast component is based on the excited
state. The dielectric response depends on the polarity of the solvent. The fast com-
ponent is the largest contribution in non-polar solvents, while only accounting for
half in polar solvents [84].
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Figure 3.10: Static UV-Vis spectra of VOLF in benzene, THF, and the gas phase.
All spectra were calculated using the HSE functional.
Since the excited state is in a non-equilibrium environment, it is generally less
solvated than the ground state. This means that polar solvents cause a blue shift of
the peak, while non-polar solvents cause a red shift.
To check the effects of solvation, the UV-Vis spectrum of VOLF was calculated
using PCMs for benzene and THF as well as in the gas phase (Fig. 3.10). Benzene
is a non-polar solvent so it is expected to be red shifted relative to THF (a polar
solvent). However, this is not the case. Both solvents are red shifted with respect
to the gas phase. The spectra were also calculated in benzene and THF at the gas
phase geometry. The peak ordering and heights are the same as the spectra shown
in Fig. 3.10.
Interestingly, the ordering of the spectra corresponds to the HOMO-LUMO gap.
Increasing in energy and showing the HOMO-LUMO gap in brackets, the peaks are
ordered THF (3.08 eV), benzene (3.13 eV), and gas phase (3.17 eV). Similar shifts
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Figure 3.11: The vertical lines show the optical excitations obtained from the tem-
perature perturbed structures. Experimental static UV-Vis is shown in red.
are seen in Ref. [85], where the spectra of a ruthenium based MLCT complex was
computed in solution using TD-DFT and PCMs.
3.5.3 Finite Temperature Dynamics
Ab initio molecular dynamics were used to generate temperature perturbed start-
ing configurations. The Q-Chem [86] software package was used for the molecular
dynamics simulations. The simulations were done in the microcanonical ensemble
(constant energy). Initial velocities were obtained from a random sampling of a
Maxwell-Boltzmann distribution with a temperature of 300K. The timestep was ≈
0.5 fs and the total simulation time per geometry was ≈ 1 ps.
Twenty starting configurations were used to sample the configuration space. At
each initial geometry, the UV-Vis spectrum was calculated in THF. Fig. 3.11 shows
the transitions of three sample geometries. The averaged spectrum over all of the
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perturbed structures gives an approximation to the amount of Doppler broadening,
and thus the FWHM of the Gaussian convolution. The finite temperature dynamics
verified the choice of the FWHM of the Gaussian blur (6000 cm−1).
3.5.4 Calculated Spectrum and Transition Breakdowns
Fig. 3.12 shows the calculated UV-Vis spectrum compared to experiment (both in
THF). The peak position is predicted fairly well, though the calculated peak is thinner
than observed in experiment. The main absorption peak is made up of four bright
transitions, S∗1-S
∗
4. Breakdowns of these transitions into contributions from single
particle orbitals is shown in Figs. 3.13-3.16. All four transitions involve the orbitals
HOMO-1, HOMO, LUMO, and LUMO+1. The occupied frontier has the bulk of
their weight on the ligands, while the unoccupied orbitals have most of their weight
on the metal center. HOMO-1 has more weight on the right side, denoted as π−.
Similarly, HOMO has more weight on the left side, denoted as π+. This means that
all four transitions are of LMCT character.
3.6 Excited State Geometry Optimization
To determine the excited state geometry, VOLF was constrained in states S∗1-S
∗
4 and
allowed to relax. The relaxed excited state geometries are denoted as S1-S4. A
comparison of the ground state geometry to the relaxed excited states is shown in
Fig. 3.17. Comparisons of selected bond lengths between the ground state and each
excited state can be found in the Appendix A.1.
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Figure 3.12: Comparison of the calculated and experimental UV-Vis spectrum.
Figure 3.13: Transition S∗1 in terms of contributions from single particle orbitals.
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Figure 3.14: Transition S∗2 in terms of contributions from single particle orbitals.
Figure 3.15: Transition S∗3 in terms of contributions from single particle orbitals.
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Figure 3.16: Transition S∗4 in terms of contributions from single particle orbitals.




3.7.1 LiH electron-hole diagrams
One way to represent electronic excitations is to treat it as a combination of weighted
single particle orbital pairs. Figs. 3.13-3.16 show the top three pairs for the transitions
S1-S4. During a single electron excitation the particle comes from a combination
of occupied orbitals, denoted as the hole. Similarly, it goes into a combination of
unoccupied orbitals, which is labelled as the electron. Another method of representing
electronic excitations, electron-hole diagrams, allow all of the single particle orbitals
transitions to be visualized in one picture. This allows one to see the location of
the charge before and after excitation. It does not show electron-hole dynamics but
provides a snapshot after excitation.
To illustrate this point the UV-Vis spectrum was calculated for lithium hydride
(Fig. 3.18). The first transition is shown in terms of single particle orbitals, a. This
particular transition was chosen since it is 99% HOMO→LUMO so effects from other
single particle transitions will be minimal. This transition goes from HOMO, which
has all of its weight on the hydrogen atom, to LUMO which has the bulk of the
weight on lithium. The electron hole diagram, b, shows the electron in yellow and
corresponding hole in blue. As expected the hole is located on H with the electron
on Li. The electron-hole diagrams were generated using Multiwfn, an open source
wavefunction analysis package [87].
3.7.2 Theory
This section describes the background theory required to generate electron-hole dia-
grams. As stated in the previous section, the excited states are made up of weighted
combinations of transitions between single particle orbitals. The excited state wave-
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Figure 3.18: Calculated UV-Vis spectra of LiH with single particle transitions, a,








where i represents occupied orbitals, and k unoccupied. The Slater determinant, Φki ,







involves a local and a cross term which comes from the fact that the excited state is







contains the same two components. In TD-DFT there are excitations and de-excitations



















































The total difference between the ground and excited state densities is
∆n(r) = nelec(r)− nhole(r). (3.17)
This difference is what is plotted in the electron-hole diagrams.
3.7.3 VOLF electron-hole diagrams
The four excited states S∗1-S
∗
4 make up the main peak in the static UV-Vis spectrum
(Fig. 3.12). These excited states are shown in Fig. 3.19, where yellow denotes an
electron, and blue is the corresponding hole. Electron-hole distributions are shown
both for the ground state geometry and at the relaxed minima of each excited state
potential energy surface. Immediately after an electronic excitation from the ground
state, the nuclear coordinates have not had time to react. This means the molecule
is in an electronically excited state, but the geometry is the same as the ground
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state. As time progresses the nuclear coordinates move and the geometry is that of
the relaxed excited state. Examining the electron-hole diagrams at both geometries
provides a glimpse into the excited state dynamics of the molecule.
Each excited state is of LMCT character since the hole is located on the ligands
with the electron on the metal center. The two frontier (HOMO-1 and HOMO)
occupied orbitals involved in these excitations are labeled as π− and π+ respectively
(Fig. 3.13). The π− notation refers to the right side of the molecule, while π+ refers
to the left side.
In the ground state geometry (indicated with a *), S∗2-S
∗
4 are made up of contribu-
tions from V d orbitals and both phenyl rings (π+ and π−). S
∗
4 is an even combination




2 have slightly more weight on the π− side. To help
differentiate between the character of the excited states, all excited states are labelled
by their largest d component. Fig. 3.15 shows the largest d component of S∗3 as dyz
since the transition is 60% π+ → 3dyz. The lowest energy excitation, S∗1(dx2−y2), has
the hole localized to one ligand; this state has only π+ character.
In the transient optical spectroscopy measurements, the LMCT is excited at 400
nm (Fig. 3.12). This experimental technique, which probes the excited states, is de-
scribed in Appendix B.2. Since S∗3(dyz) and S
∗
4(dx2−y2) are close in energy, both states
are initially populated due to Franck-Condon broadening. Franck-Condon broaden-
ing, which describes why absorption peaks have curves as opposed to spikes at the
excitation frequencies, comes from the fact that the different vibrational levels absorb
at slightly different frequencies. After excitation the wave packet will evolve along
the potential energy surface of each of the electronic states. Importantly, electron-
hole dynamics differ along each excited state surface. As the wavepacket moves
along the potential energy surface and the excited state geometry relaxes, S3(dyz)
and S4(dyz) lose their π− character; the hole becomes localized on the left side (π+).
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The largest d component of S4 changes from dx2−y2 to dyz. As a consequence to
these changes, S3(dyz) and S4(dyz) essentially have the same character in the relaxed
geometry (Fig. 3.19).
S2(dyz) exhibits the opposite trend; relaxation along the excited state potential
causes the hole to localize on the right side (π−). The mismatch in hole localization
(π+ vs π−) between S3(dyz)/S4(dyz) and S2(dyz) suggests that internal conversion (IC)
between these states is symmetry forbidden and unlikely.
Conversely, the character of S1(dxy) is unaffected by relaxation. The hole remains
localized on π+ and therefore, IC from either S4(dyz) or S3(dyz) to S1(dxy) is possible.
Since S3(dyz) and S4(dyz) are so similar in character and both are excited with the
pump at 400 nm, S3(dyz) is taken as the higher energy state in a two state model
of the low energy, relaxed charge transfer states. S∗3(dyz) was chosen since the initial
excited state is significantly brighter. S1(dxy), the lowest energy excited state and the
only one that can couple to either S3 or S4, is the lower energy state. The pathway
of this two state model is shown in section 3.9.2.
3.8 Coupling to Higher States
3.8.1 VOLF Transient Absorption
The excited states of VOLF were investigated experimentally using transient absorp-
tion spectroscopy (Appendix B.2). This method uses a pump laser to excite the
molecule at a single frequency. In this case, the molecule was excited at 400 nm.
The excited state is then examined using a probe beam which spans a range of wave-
lengths. This gives curves similar to the static UV-Vis (Fig. 3.12) but for the excited
states. By changing the delay time between the pump and probe beams, the excited
states can be measured as a function of time.
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Figure 3.19: Electron-hole distribution for the first four excited states in the visible
region. The hole is shown in blue and electron in yellow. This colour scheme dis-
tinguishes the states from the single particle orbitals shown in Figs. 3.13-3.16 and
3.7.
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Figure 3.20: Transient absorption spectra of VOLF at different time delays between
the pump and the probe. The box indicates the isobestic point.
Fig. 3.20 shows the transient absorption spectra at different times. The times
indicated (e.g. 1 ps) are the delay between the pump and probe. In the region 400-
475 nm, the spectra exhibit a -∆mOD which is associated with a ground state bleach
(GSB). From 500-700 nm there additional absorptions caused by the probe. This
range of wavelengths is referred to as the excited state absorption (ESA) region.
For time delays in the 1-36 ps range there is an isobestic point which is indicated
by the box. At this point the absorption is time independent, given by a constant
∆mOD value. For this point to occur there must be negligible back electron transfer
to the ground state. This suggests that at these timescales the total population of all
the excited states is constant [88–90]. However, the populations of individual excited
states can change via internal conversion. S3(dyz) and S1(3dxy) described in the two-
state model for VOLF can account for these two populations. An isosbestic point
would result from internal conversion between them.
63
The excited state absorption spectra explored through the probe has also been
computed using TDDFT. It shows there is more coupling optically (through the dipole
matrix element) between S3(dyz) and higher states than from S1(dxy) (see Fig. 3.21).
When the system is in S3(dyz), there are additional absorptions available. As time
goes on the system converts into S1(dxy)which does not couple well to higher lying
states. This is indicated by the the fact that the number of additional excited state
absorptions in 3.20 decreases at later times. The change in dipole matrix element,
along with the transient absorption spectra strongly indicate internal conversion be-
tween S3(dyz) and S1(dxy).
The majority of these higher lying states within 3.0 eV are of LMCT character.
From S3(dyz) up, ∼60% of states are pure LMCT while the remaining 40% are mixed
(not pure LMCT, MLCT or ligand-to-ligand charge transfer). The inset electron-hole
diagrams in Fig. 3.21 show the character of sample excited state transitions.
3.9 Vibrational Pathway
3.9.1 Jablonski Diagrams
After a molecule is excited with light, a variety of radiative and non-radiative pro-
cesses can occur. These include phosphorescence and intersystem crossing. To il-
lustrate these processes, Jablonski diagrams are used to schematically represent the
ground and excited states of a molecule. Fig. 3.22 shows an example Jablonski dia-
gram. States are arranged by energy on a vertical axis. Additionally, different spin
configurations (singlet and triplet) are placed in different columns [91]. Singlet states
are written as Sn, where n is the nth excited state. Similarly, triplet states are written
as Tn. Thick horizontal lines denote the relaxed excited state. The vibrational levels
of each state are also depicted with thinner horizontal lines.
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Figure 3.21: Transition dipole moments between the given state and higher lying
states 1.5-2.5 eV away. The numbers given are the oscillator strengths integrated
over the energy window shown by the shaded region. Sample excited states are
visualized in the insets.
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Figure 3.22: Example of a Jablonski diagram. Image adapted from [91].
Transitions between states can easily be represented in these diagrams. Straight
arrows denote transitions involving the absorption or emission of light such as fluo-
rescence. Curly arrows refer to non-radiative transitions such as internal conversion.
3.9.2 VOLF Jablonski Diagram
In Fig. 3.23, the symmetries of the excited states are shown with electron occupation
in yellow and hole occupation in blue. The electron occupation of the ground state,
S0, is shaded in blue and orange, denoting the positive and negative phases of the
electronic wavefunction. In both S0 and the initially excited S
∗
3(3dyz), electron occu-
pation for S0 and hole occupation for S
∗
3(3dyz) span both ligands, π+ and π− orbitals
(a). As S∗3(3dyz) moves along the potential energy surface the geometry is altered (b),
and the hole is localized on π+. At this point, S3(3dyz) has the correct symmetry to
internally convert into S1(3dxy) (c). For S1(3dxy), there is minimal electron weight on
the bridging oxygen (i.e. V coordinating) to the π+ ligand. To make this more clear,
the molecule is shown from above for (c) and (d). The minimal weight leads to weak
66
Figure 3.23: Scheme of relaxation pathways for excited VOLF with corresponding
time constants determined from the kinetic traces of the transient optical spectroscopy
and excited and ground states depicted by TD-DFT. The relative energy differences
are to scale, the one exception being S∗3(3dyz).
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Table 3.3: Transition dipole moments in the LMCT GSB region, from a single excited
state to the ground state.
Transition Transition Dipole
S∗1 → S0 0.0324
S∗3 → S0 0.1075
S1 → S0 0.0015
S3 → S0 0.0120
coupling between S1(3dxy) and the distorted ground state, S
∗
0, which is calculated
at the geometry of S1(3dxy) and where the blue/orange indicate unoccupied electron
density (d). The distorted ground state comes from the fact that the molecule will
still be in the S1(3dxy) geometry immediately after de-excitation. This is similar to
the unrelaxed excited states. In the distorted ground state, S∗0 has occupied electron
density on π+ rather than distributed across both π+ and π− (d). Together, the min-
imal electron weight on the bridging oxygen to π+ and the π+ occupation of S
∗
0 leads
to a very small transition dipole for S1(dxy)→S∗0 (Table 3.3, or ∼ 1 % of the initially
excited transition to S∗3(dyz)). Furthermore, Franck-Condon overlap (see Section 2.7)
between low energy vibration modes of S1(3dxy) with the ground state is negligible
(< 10−8). While S∗0 does lie higher in energy than S0, the energy difference is small.
The lack of optical and vibronic coupling of S1(3dxy) to the distorted ground state
leads to the long excited state lifetime of 423 ps. If this state was not there, it is
unlikely that the excited state lifetime would be as long. While the coupling from
S3(3dyz) to the ground state is only 10% of the initial value, it is still significant.
Similar behaviour for the couplings to the distorted ground state were obtained using
multi-state multi-reference second-order perturbation theory (MS-CASPT2). The
vibrational coupling cannot be determined via Franck-Condon analysis since S3(3dyz)
relaxes to a saddle point.
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Figure 3.24: Comparison of VOLF , a, to the vanadium oxo compound AJF, b.
3.10 AJF 3-43 Introduction
The following sections discuss the vanadium oxo compound AJF 3-43 (henceforth
referred to as AJF). This molecule is very similar to VOLF , and a comparison is
shown in Fig 3.24. AJF, b, is octahedrally coordinated with an extra nitrogen atom
that is bonded to the vanadium. This nitrogen, along with the back oxygen have extra
functional groups not present in VOLF . Additionally, the fluorine atoms bonded to
the phenyl rings in VOLF , have been replaced by methyl groups in AJF.
To relax the geometry the HSE functional was used, along with the 6-31+G*
basis set for the O, C, N and H atoms. Vanadium was treated with LANL2DZ and
its corresponding pseudopotential. Geometry relaxations were done in the gas phase,
as well as benzene and THF using PCM solvation models.
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Figure 3.25: Static UV-Vis spectra of AJF in benzene, THF, and the gas phase. All
spectra were calculated using the HSE functional.
3.11 AJF UV-Vis Spectrum
Using the method described in section 3.5.1, the UV-Vis spectrum of AJF was cal-
culated. To check for solvation effects, the spectra (Fig. 3.25) was calculated in
benzene, THF, and the gas phase. Compared to the spectra in THF and benzene,
the gas phase peak is blue shifted slightly. Additionally, the height of the absorptance
peak depends on the solvent. The gas phase peak is smaller than the other two, which
are of similar size. Section 3.5.2 discusses solvation effects when using PCMs.
Fig. 3.26 shows the comparison of the VOLF and AJF spectra in THF. The
main peak in AJF is approximately two times the height of the VOLF peak. The
AJF peak is red shifted from VOLF by ∼75 nm. Both curves have a FWHM of
6000 cm-1, where the AJF peak is significantly wider than VOLF. However, finite
temperature dynamics have not been done on AJF. Initially this looks promising,
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Figure 3.26: Static UV-Vis spectra of AJF and VOLF in THF.
since the absorption peak of AJF is red shifted further into the visible region and the
absorption is a factor of two higher than VOLF.
A comparison of the calculated spectrum to experimental data is shown in Fig.
3.27. Both spectra were done in THF. Measurements were performed immediately
after adding AJF to THF, since AJF degrades in this solvent. The height of the
calculated peak in the visible region has been scaled to match the experimental height.
Comparing the two peaks, the calculated curve is blue shifted. In the visible region,
the two curves have a similar shape. However, at lower wavelengths (around 300 nm)
there is significant disagreement.
An examination of the states that make up the calculated curve is shown in Fig.
3.28. The electron-hole diagrams of three bright states under the main peak are inset.
Similar to VOLF, the states are of LMCT character. At higher wavelengths (600-800
nm), there are excitations however they have minimal oscillator strength.
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Figure 3.27: Comparison of the calculated and experimental UV-Vis spectrum in
THF.
Figure 3.28: Calculated AJF UV-Vis spectrum in THF. Insets show the electron-hole




4.1 Electron Density Difference Maps
EDDMGen is a code developed for this research that calculates and generates a file
to visualize Electron Density Difference Maps (EDDMs). These can be used to see
the location of the electron and hole after an excitation. EDDMGen was developed
to be used in section 2C of the workflow (Fig. 1.2). The source code can be found on
GitHub (www.github.com/gclen/msc/tree/master/EDDM).
4.1.1 Theory
Each transition is composed of a superposition of single particle orbital transitions.
Orbital transitions go from an occupied state to an unoccupied state. Each transition
is weighted by the square of the max coefficient in the CI expansion (multiplied by a




EDDMGen requires a G09 formatted checkpoint (.fchk) file, G09 TD-DFT output
file, the name of the EDDM output cube file (.cube), and the desired transition
number as input. For the given transition, the TD-DFT output file is parsed and
all required single particle orbitals are found. Cube files for each of these orbitals
are generated using Gaussian’s cubegen utility. To increase efficiency these files are
only generated if they do not already exist. It should be noted that for proper results
the excited state density should be written to the checkpoint file. This is achieved
by including the keyword density=rhoci in the route section of the TD-DFT input
file. Additionally, setting the internal parameter IOp(6/8=3) will write the density
matrix to the checkpoint file in a verbose manner.
The overall EDDM is stored in a cube file that is updated for each orbital transi-
tion. Initially, the wavefunction is set to zero. For each orbital transition the square
of the occupied cube file is subtracted (scaled by the contribution factor) from the
EDDM cube file. The square of the unoccupied cube file is then added to the EDDM
cube file. Again, it is scaled by the contribution factor. Looping over all of the orbital
transitions gives the final EDDM cube file. This can be visualized in VMD where
positive isovalues correspond to the electron, and negative values to the hole.
4.1.3 Test Cases and Application to VOLF
Fig. 4.1 shows the EDDMs for the relaxed excited states (S1-S4) compared to the
electron-hole diagrams generated using Multiwfn. The images on the left hand side
(a) were generated using EDDMGen, while the right hand side contains the Multi-
wfn images. Both sets of images were visualized at the same isovalue. In general
there is excellent agreement between the two. However, there are minor differences
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particularly on the left ligand of S2.
A comparison between EDDMGen and Multiwfn at the ground state geometry
yielded larger differences. This could be caused by the manner in which the wave-
function data is obtained. Multiwfn directly uses the formatted checkpoint file, while
EDDMGen uses G09’s cubegen utility.
Figure 4.1: Comparison of excited state electron hole diagrams generated using
EDDMGen (a) and Multiwfn (b).
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4.2 TDCalc
TDCalc (Transition Dipole Calculator) was developed for this thesis to calculate the
transition dipole between two single particle orbitals. This can be used to evaluate
the amount of electronic coupling between two orbitals. The source code can be found
on GitHub (www.github.com/gclen/msc/tree/master/Dipole_Matrix_Element).
4.2.1 Theory





|〈f |H ′|i〉|2ρ (4.1)
where ρ is the density of states. The matrix element




depends on the perturbation due to the light, H ′, to first order [92]. This system
is treated semi-classically, where the atoms are described using quantum mechanics,
and light is treated classically. The perturbation
H ′ = −p · E (4.3)
depends on the electric field amplitude E and the electric dipole p. The electric dipole
operator is
p = −er. (4.4)
Since the wavelength of visible light is much longer than the radius of an atom, E0 will
not vary significantly. In this case it can be treated as a constant, E0 [92]. Equation
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4.2 can now be rewritten as
〈f |H ′|i〉 = −eE0〈f |r|i〉 = −eE0Mif (4.5)
where µif is the dipole moment of the transition. It can be split into its vector
components
Mif,x = −〈ψf |x|ψi〉 (4.6)
Mif,y = −〈ψf |y|ψi〉 (4.7)
Mif,z = −〈ψf |z|ψi〉. (4.8)
Taking the vector norm of these components gives the full transition dipole between
two orbitals.
4.2.2 Implementation
The user inputs two Gaussian cube files corresponding to the initial and final orbitals.
These are volumetric data files which contain the wavefunction coefficients. The files
are read and the wavefunction coefficients are stored in vectors. To normalize the
values, each element in the vector is divided by the square root of the dot product of
the vector with itself.
The transition dipole is then calculated by looping over all of the elements of the
vectors. At each point the x,y, and z distance from the origin is calculated. These
values are sandwiched between the product of the wavefunction coefficients of the
two orbitals at the given point. After the dipole has been calculated, the vector
components as well as the norm are output to the screen.
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Table 4.1: Transition dipole moments from Multiwfn.
Transition x y z Norm
HOMO-1 → HOMO -4.880 -0.276 0.259 4.895
HOMO-1 → LUMO+1 -0.406 0.329 -0.096 0.532
HOMO → LUMO -1.350 -0.209 0.173 1.377
LUMO+1 → LUMO+2 -0.014 -0.104 -0.125 0.163
Table 4.2: Transition dipole moments from TDCalc.
Transition x y z Norm
HOMO-1 → HOMO -4.878 -0.276 0.259 4.895
HOMO-1 → LUMO+1 -0.406 0.329 -0.096 0.532
HOMO → LUMO -1.350 -0.209 0.173 1.377
LUMO+1 → LUMO+2 -0.014 -0.104 -0.125 0.163
4.2.3 Comparison with Multiwfn and Application to VOLF
Comparing dipole moments between TDCalc and Multiwfn gives excellent agreement.
Table 4.1 shows the transition dipole moments from Multiwfn for selected pairs of
VOLF orbitals. Similarly, the dipole moments output from TDCalc are shown in
Table 4.2.
4.3 Level Diagrams
SOLD (Spatially Oriented Level Diagrams) produces diagrams that plot the energies
of single particle orbitals relative to one another. Additionally, the lines show the
spatial extent of the orbital with darker colours indicating more weight in that region.
The orbitals can be integrated along an arbitrary vector (given two user defined
points) which will yield different diagrams. SOLD was developed to be used in section
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2A of the workflow (Fig. 1.2). The source code can be found on GitHub (www.github.
com/gclen/msc/tree/master/Level_Diagrams).
4.3.1 Theory
To project wavefunction data onto an arbitrary vector, one needs the equation of the
line that passes through the given points P1 and P2. The vector
〈a, b, c〉 = 〈x1 − x2, y1 − y2, z1 − z2〉
connects P1 and P2. In three dimensions the equation of the line
〈x, y, z〉 = (x1, y1, z1) + t〈a, b, c〉
is parameterized in terms of t. The points on the line that pass through the faces of
the box enclosing the volumetric data must be found. If the points are not already
on the face then the paremetric equations
x(t) = x1 + ta
y(t) = y1 + tb
z(t) = z1 + tc
can be solved individually as long as a, b or c are not zero. The case a = b = c = 0
means that the two initial points were the same which is not a valid input. The
desired value of t is the one that gives us the shortest distance from the point to
the boundary of the box. Using the relevant value of t gives the two points on the
boundary of the box that are also on the line of interest. This vector v′ is then scaled
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to avoid issues when projecting the volumetric data points.
For each point Pi in the data file, the distance from the origin is projected onto v









where u is the vector connecting Pi to the origin. The value of the wavefunction at







Additionally a counter keeps track of the number of elements contained in the bin.
This is to normalize the total sum of each bin by dividing by the number of elements.
However, this leads to over-representation of bins with a low number of elements. The
circle closer to the corner in Fig. 4.2 will have a larger weight since the number of
elements in the bin is smaller. To rectify this problem, the box is padded with zeroes
as shown in Fig. 4.3. This extension of the box does not affect the physics since the




Figure 4.2: Illustration of binning within the box.
=1
=0
Figure 4.3: Illustration of padding the box with zeroes to avoid over representation.
4.3.2 Implementation
This code requires a Gaussian formatted checkpoint file (.fchk), G09 output file,
number of occupied and virtual orbitals, and two points on the line of integration as
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input. SOLD is written as a plugin to ase-gui which is a GUI for the python module
Atomic Simulation Environment. Fig. 4.4 shows a screenshot of the menu for the
SOLD plugin. It can be used to set all the input required. The main advantage of
using a GUI is one is able to select points by clicking on the desired atoms(Fig. 4.5).
Figure 4.4: Screenshot of the SOLD tool menu in ase-gui.
For the given number of orbitals, their corresponding cube files are generated
using the cubegen utility. The points are used to find the line of integration using the
method described in the previous section. For each orbital, the square of every point
in the cube file is projected onto the line and binned appropriately. The sums are
then scaled to a value between 0-1 on a global basis. That is, they are scaled relative
to the maximum and minimum sums over the set of all orbitals. After all orbitals
have been projected and scaled, they are plotted at their respective energies using
the scaled value as a colour map. If two orbitals are degenerate (within 0.05 eV) then
they are shifted. This is indicated on the graph. The shift also prevents overlap of
the two lines, which would distort the data. Additional space is left on the graph, on
the left and right sides, to account for labels and bubble diagrams. The positions of
selected atoms projected onto the vector are shown as dotted vertical lines.
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Figure 4.5: Screenshot of VOLF visualized in ase-gui. The two fluorine atoms are
selected to use as input for SOLD.
4.3.3 Test Cases
To test the integration and scaling, cube files containing spheres were generated. Fig.
4.6 shows three spheres placed equidistantly along the z-axis. The integration was
done along the z-axis. As expected this level diagram contains three identical lines
that are spaced appropriately. Similarly, Fig. 4.7 shows three groups of spheres on
the z-axis. The middle group contains five spheres, while the outer groups contain
only one. Integrating along the z-axis yields more weight on the middle group which
is the desired result.
Lithium hydride (LiH) was also investigated as a benchmark. Fig. 4.8 shows
the level diagram where the integration was done along the bond. Atomic positions
are denoted by vertical dotted lines. Comparing the levels with their corresponding
bubble diagrams shows good agreement. Of particular note, there is an area of
minimal weight on Li in LUMO+3 which can be seen on the scaled line.
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Figure 4.6: Three equidistant spheres aligned on the z-axis as a test case. The
corresponding level diagram is shown on the right.
Figure 4.7: Spheres at three points along the z-axis as a test case. The middle point
contains more spheres which yields more weight. The corresponding level diagram is
shown on the right.
4.3.4 Application to VOLF
Fig. 4.9 shows a level diagram for VOLF , integrating along the line connecting the two
F atoms. The vertical dashed lines show the positions of the fluorine atoms projected
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Figure 4.8: Level diagram for LiH. Integration was done along the axis connecting
the two atoms.
onto the line. The energies of LUMO+2 and LUMO+3 have been shifted due to
degeneracy. The first four unoccupied orbitals (LUMO, LUMO+1,+2,+3) have the
bulk of their weight on the metal center. Consequently, their corresponding levels are
condensed spatially. In contrast, LUMO+4 and LUMO+5 have much broader lines
since most of the weight is on the ligands. LUMO+6 is a combination of the two
effects with a bright center corresponding to the vanadium d orbitals and light edges
representing the weight on the ligands. The two occupied orbitals shown (HOMO-1
and HOMO) have most of the weight on the ligands with minimal weight on the
metal center. This figure was also discussed in Sec. 3.4.3.
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Figure 4.9: Level diagram for VOLF . Integration was done along the x-axis.
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Chapter 5
Conclusions and Future Work
In this thesis, the experimentally synthesized, light absorbing molecules VOLF and
AJF were considered. Using first principles calculations, the geometry was optimized
in different solvation environments. The UV-Vis spectrum was calculated using linear
response TD-DFT in the Casida formalism. To determine effects due to finite tem-
perature, ab initio molecular dynamics were performed to generate multiple starting
configurations. The spectra were calculated for each of these configurations and the
final spectrum was the average of all geometries. Comparing the calculated spectrum
to experimental measurements in THF yielded good agreement.
Under the main peak in the absorption spectrum there are four bright states;
S∗1-S
∗
4. Optical excitations via a pump at 400 nm put the molecule into the bright
state S∗3 . As the system moves along the excited state potential energy surface, the
molecule relaxes into S3. The system then undergoes internal conversion to a nearby
charge transfer state, S1. This state does not couple well optically (via the transition
dipole moment) or vibronically (via Franck-Condon analysis) to the distorted ground
state S∗0. The experimentally measured extended excited state lifetime of 423 ps is
attributed to the molecule being trapped in S1.
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To analyze the results of these electronic structure calculations, three pieces of
software were developed for this thesis. EDDMGen is a tool that can be used to visu-
alize electronic transitions. It outputs a volumetric data file that shows the electron
and corresponding hole after a transition. TDCalc calculates the transition dipole
moment between two single particle orbitals which can be used to estimate the op-
tical coupling. SOLD calculates and plots diagrams that show the energy levels of a
molecule. The lines corresponding to each energy level are also colour coded to show
the spatial weight of the wavefunction.
The major result of this thesis has been the development of the workflow shown in
Fig. 1.2 to determine properties of light harvesting molecules. Future work includes
improving the workflow and applying it to other molecules, such as VOLF and AJF
with modified ligands. Automation of sections 1A-1E of the workflow will allow for
a large volume of calculations with less human effort required. This can eventually
be used in tandem with other techniques such as machine learning. Additionally, the
effect of different solvents can be determined by treating the solvent explicitly. This
will also prove/disprove the validity of using PCMs on light harvesting molecules.
By modifying ligands and calculating properties, a library of compounds can be
built. This library is currently being constructed. Variations on VOLF and two AJF
molecules are being relaxed using the same functional and basis sets as described in
section 3.3. For example, the fluorine atoms on VOLF have been substituted with
hydrogen and methyl groups. In addition to ligand modification, calculations are
being done in benzene, THF, and the gas phase.
This library can be used guide experiment and narrow the list of potential com-
pounds. Additionally, these compounds can be compared to experimental data to
further investigate the validity of the computational methods. A larger test set will
allow for further investigation of charge transfer within 3d metal centered compounds.
88
Bibliography
[1] M. C. Beard, J. M. Luther, and A. J. Nozik, “The promise and challenge of
nanostructured solar cells,” Nat. Nanotechnol., vol. 9, no. 12, pp. 951–954, 2014.
[2] D. Gust, T. A. Moore, and A. L. Moore, “Solar fuels via artificial photosynthe-
sis,” Acc. Chem. Res., vol. 42, no. 12, pp. 1890–1898, 2009. PMID: 19902921.
[3] M. D. Kärkäs, O. Verho, E. V. Johnston, and B. Åkermark, “Artificial photosyn-
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glycosyl halides to alkenes mediated by visible light,” Angew. Chem., Int. Ed.
Engl., vol. 49, pp. 7274–7276, Sept. 2010.
[62] W. Zhang, R. Alonso-Mori, U. Bergmann, C. Bressler, M. Chollet, A. Galler,
W. Gawelda, R. G. Hadt, R. W. Hartsock, T. Kroll, K. S. Kjaer, K. Kubicek,
H. T. Lemke, H. W. Liang, D. A. Meyer, M. M. Nielsen, C. Purser, J. S. Robinson,
E. I. Solomon, Z. Sun, D. Sokaras, T. B. van Driel, G. Vanko, T.-C. Weng,
D. Zhu, and K. J. Gaffney, “Tracking excited state charge and spin dynamics in
iron coordination complexes,” Nature, vol. 509, no. 7500, pp. 345–348, 2014.
96
[63] Y. Liu, T. Harlang, S. E. Canton, P. Chabera, K. Suarez-Alcantara, A. Fleck-
haus, D. A. Vithanage, E. Goransson, A. Corani, R. Lomoth, V. Sundstrom,
and K. Warnmark, “Towards longer-lived metal-to-ligand charge transfer states
of iron(II) complexes: An n-heterocyclic carbene approach,” Chem. Commun.,
vol. 49, pp. 6412–6414, 2013.
[64] M. Khalil, M. A. Marcus, A. L. Smeigh, J. K. McCusker, H. H. Chong, and
R. W. Schoenlein, “Picosecond x-ray absorption spectroscopy of a photoinduced
iron(ii) spin crossover reaction in solution,” J. Phys. Chem. A, vol. 110, no. 1,
pp. 38–44, 2006.
[65] J. K. McCusker, A. L. Rheingold, and D. N. Hendrickson, “Variable-temperature
studies of laser-intiated 5t2 → 1a1 intersystem crossing in spin-crossover com-
plexes: Empirical correlations between activation parameters and ligand struc-
ture in a series of polypyridyl ferrous complexes,” Inorg. Chem., vol. 35, no. 7,
pp. 2100–2112, 1996.
[66] M. Waegele, H. Doan, and T. Cuk, “Long-lived photoexcited carrier dynamics
of d-d excitations in spinel ordered co3o4,” J. Phys. Chem. C, vol. 118, no. 7,
pp. 3426–3432, 2014.
[67] N. Armaroli, G. Accorsi, F. Cardinali, and A. Listorti, “Photochemistry and
photophysics of coordination compounds: Copper,” Top Curr. Chem., vol. 280,
pp. 69–115, 2007.
[68] L. X. Chen, G. B. Shaw, I. Novozhilova, T. Liu, G. Jennings, K. Attenkofer, G. J.
Meyer, and P. Coppens, “MLCT state structure and dynamics of a copper(i)
diimine complex characterized by pump-probe x-ray and laser spectroscopies
and dft calculations,” J. Am. Chem. Soc., vol. 125, no. 23, pp. 7022–7034, 2003.
97
[69] A. D. Becke, “Density-functional thermochemistry. iii. the role of exact ex-
change.,” J. Chem. Phys., vol. 98, pp. 5648–5652, 1993.
[70] P. J. Hay and W. R. Wadt, “Ab initio effective core potentials for molecular
calculations. potentials for K to Au including the outermost core orbitals.,” J.
Chem. Phys., vol. 82, pp. 299–310, 1985.
[71] Y. Jean, Molecular Orbitals of Transition Metal Complexes. OUP Oxford, 1st ed.,
2005.




[74] F. De Groot, M. Grioni, J. Fuggle, J. Ghijsen, G. Sawatzky, and H. Petersen,
“Oxygen 1s x-ray-absorption edges of transtition-metal oxides,” Phys. Rev. B,
vol. 40, no. 8, pp. 5715–5723, 1989.
[75] S. Minasian, J. Keith, E. Batista, K. Boland, J. Bradley, S. Daly, S. Kozi-
mor, W. Lukens, R. Martin, D. Nordlund, G. Seidler, D. Shuh, D. Sokaras,
T. Tyliszczak, G. Wagner, T.-C. Weng, and P. Yang, “Covalency in metal-oxygen
multiple bonds evaluated using oxygen k-edge spectroscopy and electronic struc-
ture theory,” J. Am. Chem. Soc., vol. 135, no. 5, pp. 1864–1871, 2013.
[76] R. S. Mulliken, “Electronic population analysis on LCAO–MO molecular wave
functions. i,” J. Chem. Phys., vol. 23, no. 10, pp. 1833–1840, 1955.
[77] E. W. Stout and P. Politzer, “An investigation of definitions of the charge on an
atom in a molecule,” Theoret. Chim. Acta., vol. 12, pp. 379–386, 1968.
98
[78] P. Ros and G. C. A. Schuit, “Molecular orbital calculations on copper chloride
complexes,” Theoret. Chim. Acta. (Berl.), vol. 4, pp. 1–12, 1966.
[79] O. Wichmann, H. Sopo, A. Lehtonen, and R. Sillanpää, “Oxidovanadium(V)
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A.1 VOLF Excited State Geometries
Table A.1: Comparison of ground state and first excited state geometries in THF.
Percent differences are taken with respect to the ground state geometry.
Bond S0 [Å] S1 [Å] % Difference [%]
V1-O1 1.578 1.590 -0.8
V1-O2 1.779 1.784 -0.3
V1-O3 1.801 2.008 -11.5
V1-O4 1.789 1.875 -4.8
V1-N1 2.476 2.554 -3.2
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Table A.2: Comparison of ground state and second excited state geometries in THF.
Percent differences are taken with respect to the ground state geometry.
Bond S0 [Å] S1 [Å] % Difference [%]
V1-O1 1.578 1.600 -1.4
V1-O2 1.779 1.809 -1.7
V1-O3 1.801 1.854 -2.9
V1-O4 1.789 2.001 -11.9
V1-N1 2.476 2.428 1.9
Table A.3: Comparison of ground state and third excited state geometries in THF.
Percent differences are taken with respect to the ground state geometry.
Bond S0 [Å] S1 [Å] % Difference [%]
V1-O1 1.578 1.600 -1.4
V1-O2 1.779 1.809 -1.7
V1-O3 1.801 1.854 -2.9
V1-O4 1.789 2.001 -11.9
V1-N1 2.476 2.428 1.9
Table A.4: Comparison of ground state and fourth excited state geometries in THF.
Percent differences are taken with respect to the ground state geometry.
Bond S0 [Å] S1 [Å] % Difference [%]
V1-O1 1.578 1.593 -1.0
V1-O2 1.779 1.870 -5.1
V1-O3 1.801 1.837 -2.0
V1-O4 1.789 1.953 -9.2





X-ray absorption spectroscopy (XAS) can be used to probe the unoccupied levels of
a system. Core electrons (such as 1s) are excited by X-rays to unoccupied levels.
At energies corresponding to an excitation the XAS spectrum is sharply peaked.
These are known as absorption edges, which are named based on principle quantum
number of the excited electron. K-edges refer to transitions from n=1 orbitals while
transitions from n=2 orbitals are L-edges. Since X-ray absorption energies are unique,
XAS provides element specific information. For systems with more than one type of
atom, XAS spectra are linear combinations of the individual atom types [93].
After excitation, electrons from higher lying orbitals lose energy and fill the hole
created by the initial electron. When the electrons lose energy, they emit light which
can be detected. This is typically measured in two ways, total fluorescence yield
(TFY) and partial fluorescence yield (PFY). As the name implies, TFY measures all
of the light emitted. PFY only measures emitted photons in a given energy range
which removes noise from the spectrum.
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Figure B.1: A schematic of an XAS experimental setup. Image adapted from Ref.
[95].
Fig. B.1 shows a schematic of an XAS experimental set-up. Typically syn-
chrotrons are used as X-ray sources due to their wide energy range and beam in-
tensity [94]. Monochromators are used to get specific energies from the beam. The
beam is then directed towards the sample which fluoresces as electrons de-excite. The
light emitted is then collected by the detectors. Scanning over a range of X-ray ener-
gies yields a full XAS spectrum. The XAS measurements shown in Chapter 3 were
done by S. Choing and T. Cuk at the University of California, Berkeley.
B.2 Ultrafast Transient Absorption Spectroscopy
Transient absorption spectroscopy involves two beams, a pump and a probe. The
pump pulse excites molecules to an electronic excited state. The probe pulse is much
weaker and as the name implies, probes the excited state. The probe beam is used
to find the optical spectra of excited states. Subtracting the ground state spectrum
from the excited state yields a difference spectrum δA. [96].
Fig B.2 depicts a schematic of a pump-probe set-up. Typically both beams come
from one laser and are separated using a beam splitter. The frequency of each beam
is then converted to the desired value. Differences in the optical path causes a delay
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Figure B.2: Schematic of a pump-probe laser system. Image adapted from [97].
between pump and probe which can be used to investigate the system at different
times. The probe beam goes through a delay stage which can be tuned to hundredths
of a millimeter. Recording the difference spectrum at a range of delay times gives
information about the system as it evolves through time.
There are two major processes that contribute to the difference spectrum. The
ground state bleach leads to a negative signal in the spectrum. After a fraction of
the molecules have been excited, the number of molecules in the ground state is
diminished. Since the ground state absorption in the excited state is less than the
non-excited sample, a negative signal is obtained. Positive signals in the spectrum
can be attributed to additional excitations. When the molecule is in the excited state,
additional transitions to higher lying states may be optically allowed. If the pump
probe energy corresponds to the transition energy additional transitions can occur.
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Since there is more signal coming from the excited state, the signal in the difference
spectra is positive.
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