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SYMMETRIC FUNCTION THEORY AT THE BORDER OF An AND Cn
GRAHAM HAWKES
Abstract. We relate the type An ([Sta84]) and type Cn [BH95], [FK96] Stanley symmetric
functions, by producing a new symmetric function: Our double Stanley symmetric function
gives the type A case at (x, 0) and gives the type C case at (x, x) and is symmetric and Schur
positive in general at (x, y) for ω ∈ An ⊆ Cn . In order to produce a Schur expansion for our
functions, we make two attempts to generalize Edelman-Greene ([EG87]) to signed words.
We successfully do this using a signed-recording Edelman-Greene map. However, the dual
notion of the singed-insertion Edelman-Greene map appears a difficult task, although its
possible existence leaves us with the interesting conjecture of the even and odd Stanley
symmetric functions.
1. Introduction
Throughout the paper, when some k ∈ N is specified x will refer to the list of variables
(x1, . . . , xk) and y will refer to the list of variables (y1, . . . , yk). On the other hand x will
refer to the infinite list of variables (x1, x2, . . .) and y will refer to the infinite list of vari-
ables (y1, y2, . . .). If the polynomial P(x) or P(x, y) is defined for arbitrary k then P(x) or,
respectively, P(x, y) will represent the corresponding function obtained by letting k → ∞.
The An Coxeter system is defined as the Coxeter system with generators, s1, . . . , sn and
relations (sis j)
mi j = 1 where mi j is an integer determined as follows:
• If |i − j| = 0, mi j = 1.
• If |i − j| = 1, mi j = 3.
• If |i − j| > 1, mi j = 2.
By abuse of notation, we will also refer to the corresponding Coxeter group of size n! as
An. The Cn Coxeter system is defined as the Coxeter system with generators, s0, s1, . . . , sn
and relations (sis j)
mi j = 1 where mi j is an integer determined as follows:
• If |i − j| = 0, mi j = 1.
• If i > 0 and j > 0, and |i − j| = 1, mi j = 3.
• If i = 0 or j = 0, and |i − j| = 1, mi j = 4.
• If |i − j| > 1, mi j = 2.
Similarly, we will sometimes refer to corresponding group of size 2nn! itself as Cn.
Given the relations above one can define two types of symmetric functions, indexed, re-
spectively, by elements of An and Cn.
First, suppose ω ∈ An. A reduced word for ω is an expression, u, for ω using the
generators s1, . . . , sn such that no other such expression for ω is shorter than u. Given
a fixed k, a reduced increasing k-factorization (RIF), v, for ω is a reduced word u, for
ω along with a subdivision of u into k parts such that each part is increasing under the
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order s1 < · · · < sn. The weight of v is the vector whose i
th entry records the number of
generators in the ith subdivision of v. The type A Stanley symmetric polynomial [Sta84] in
k variables for ω is:
FAω(x) =
∑
v∈RIF(ω)
xwt(v),
where RIF(ω) is the set of reduced increasing k-factorizations of ω, and wt(v) is the weight
of v. Letting k → ∞ in the type A Stanley symmetric polynomial gives the type A Stanley
symmetric function for ω.
Now suppose ω ∈ Cn. A reduced word for ω is an expression, u, for ω using the
generators s0, s1, . . . , sn such that no other such expression for ω is shorter than u. A
reduced monoidal k-factorization (RMF), v, for ω is a reduced word u, for ω along with
a subdivision of u into k parts such that each part is monoidal (i.e., decreasing and then
increasing) under the order s0 < s1 < · · · < sn. The weight of v is the vector whose i
th
entry records the number of generators in the ith subdivision of v. The type C Stanley
symmetric polynomial [BH95], [FK96], in k variables for ω is:
FCω(x) =
∑
v∈RMF(ω)
2ne(v)xwt(v),
where ne(v) is the number of nonempty subdivisions of v, RMF(ω) is the set of reduced
monoidal factorizations of ω, and wt(v) is the weight of v. Letting k → ∞ in the type C
Stanley symmetric polynomial gives the type C Stanley symmetric function for ω.
Of course, for any ω ∈ An we may consider both F
A
ω and F
C
ω . Both functions are
Schur positive, but it is not exactly clear how the one relates to the other. To do this, we
will define a third function Fdω. We now consider the generators s−n, . . . s−1, s1, . . . , sn and
impose relations (sis j)
mi j = 1 where mi j is an integer determined as follows:
• If |(|i| − | j|)| = 0, mi j = 1.
• If |(|i| − | j|)| = 1, mi j = 3.
• If |(|i| − | j|)| > 1, mi j = 2.
Of course, the resulting system is not Coxeter, for instance, the relations imply that s−i = si
holds, 1 so the generating set is obviously not minimal.
In this setting, a reduced word for ω is an expression, u, for ω using the generators
s−n, . . . , s−1 and s1, . . . , sn such that no other such expression for ω is shorter than u. A
reduced signed increasing k-factorization (RS IF), v, for ω is a reduced word u, for ω
along with a subdivision of u into k parts such that each part is increasing under the order
s−n < · · · s−1 < s1 < · · · < sn. The double weight of v, denoted (dw(v, 1), dw(v, 2)) is the
pair (X, Y), where the ith entry of X records the number of generators with negative index
in the ith subdivision of v, and the ith entry of Y records the number of generators with
positive index in the ith subdivision of v. For instance, v = (s−3s−2s1)(s−5s2s3)(s−4s−3) is
an RS IF (with k = 3) for ω = s3s2s1s2s3s5s4s3 with double weight ((2, 1, 2), (1, 2, 0)). We
define the double Stanley symmetric polynomial in k variables for ω to be:
1This makes sense on the level of Weyl groups: the reflection over the plane perpendicular to the ith simple
root is equal to the reflection over the plane perpendicular to the opposite of the ith simple root.
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Fdω(x, y) =
∑
v∈RS IF(ω)
xdw(v,1)ydw(v,2),
where RS IF(ω) is the set of reduced signed increasing k-factorizations of ω. Letting
k → ∞ in the double Stanley symmetric polynomial gives the double Stanley symmet-
ric function for ω. We will frequently use the shorthand i for si and i¯ for −si when it is
clear we are discussing expressions of Coxeter elements. For instance, v above may be
rewritten: v = (3¯2¯1)(5¯23)(4¯3¯). Inside tableaux, barred entries will be represented using
a small -, for example -4 -3 -1 2 3 represents the one row tableau with reading word
4¯3¯1¯23. The entries inside an Edelman-Greene or signed Edelman-Greene tableau (defined
later) of i and -i represent si and s−i respectively.
It is not hard to check that Fdω(0, x) = F
A
ω(x) = F
d
ω−1
(x, 0) and that Fdω(x, x) = F
C
ω(x).
Whether there is more to this function than being a way of expressing FAω(x) and F
C
ω(x) in
the same framework, depends whether there is any symmetry to the function Fdω(x, y) in
general. Amazingly, Fdω(x, y) turns out be symmetric in x and symmetric in y. The former
meaning that, for any composition β, the coefficient of yβ is a symmetric function in x. In
fact this coefficient is Schur positive. (The analogous result for the coefficient of xβ is also
true, as can be noted by the equality Fdω(x, y) = F
d
ω−1
(y, x).)
2. Primed Signed Tableaux
In this section we introduce signed tableaux, primed tableaux, and an interpolation be-
tween the two, which we call primed signed tableaux. We first explicitly define primed
signed tableaux, and then primed tableaux and signed tableaux as special cases. The main
take-away will be Corollary 2.11.
Fix some k ∈ N for the remainder of this section. We will work over the following
alphabets:
• Xk = {1 < 2 < 3 < · · · < k}.
• X′
k
= {1′ < 1 < 2′ < 2 < · · · < k′ < k}.
• X¯k = {k¯ < · · · < 2¯ < 1¯ < 1 < 2 < · · · < k}.
• X¯′
k
= {k¯ < · · · < 2¯ < 1¯ < 1′ < 1 < 2′ < 2 < · · · < k′ < k}.
(For now, these letters bear no relation to si and s−i.) An element in these alphabets is
called marked if it is barred or it is primed, and called unmarked otherwise. Fix partitions
µ ⊆ λ. Fix vectors X and Y in Zk
≥0
. Finally, fix j and l in Z≥0 such that l ≤ X( j). Our goal is
to eventually define the set of primed signed tableaux corresponding to these parameters,
which we will denote by PST (λ, µ, X, Y, j, l). It easiest to first define a larger set (call
them pre-PST s), and then specify which of these are PST s. A tableaux T is in the set
pre-PST (λ, µ, X, Y, j, l) if:
(1) T has shape λ/µ.
(2) T has entries from X¯′
k
.
(3) The rows and columns of T are weakly increasing.
(4) Each row of T has at most one marked i and each column has at most one un-
marked i.
(5) T contains Y(i) unmarked is.
(6) T contains X(i) primed is for each i < j.
(7) T contains X(i) barred is for each i > j.
(8) T contains l primed js and X( j) − l barred js.
(9) The uppermost primed j in T is in a lower row than the lowermost barred j.
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Example 2.1. The following are both elements of pre-PST
( 
4
3
2
2
,

0
0
0
0
,

1
2
3
2
,

1
2
0
1
, 3, 1
)
:
T1 =
-4 -3 2′ 4
-4 1′ 2′
-3 1 2
2 3′
, T2 =
-4 -3 2′ 4
-4 1′ 2′
-3 2 2
1 3′
.
To decide whether a pre-PST is a PST we need to use conversion. If T is in the set
pre-PST (λ, µ, X, Y, j, l), the inward conversion 2 of T , denoted← T is defined as follows:
(1) Change the uppermost primed j in T to a barred j if it exists.
(2) Repeat the following procedure until either (a) all rows and columns are weakly
increasing or (b) there are two barred js in some row: Switch the lowermost barred
j with either the entry above it or to its left, determined as follows:
• If only one of the entries exists, take it.
• If these entries are not equal, take the larger.
• If they are equal and are unmarked, take the one above.
• If they are equal and are marked, take the one on the left.
(3) If the process stops because of (a), then← T is defined to be the current tableau.
If it stops because of (b), then← T is undefined. (Note that if l = 0,← T = T is
well-defined.)
Example 2.2. ←
-4 -3 2′ 4
-4 1′ 2′
-3 1 2
2 3′
=
-4 -3 2′ 4
-4 1′ 2′
-3 1 2
-3 2
whereas←
-4 -3 2′ 4
-4 1′ 2′
-3 2 2
1 3′
is undefined.
Similarly, if T is in the set pre-PST (λ, µ, X, Y, j, k), the outward conversion of T , de-
noted T → is defined as follows:
(1) Change the lowermost barred j in T to a primed j if it exists.
(2) Repeat the following procedure until either (a) all rows and columns are weakly
increasing or (b) there are two primed js in some row: Switch the uppermost
primed j with either the entry below it or to its right, determined as follows:
• If only one of the entries exists, take it.
• If these entries are not equal, take the smaller.
• If they are equal and are unmarked, take the one below.
• If they are equal and are marked, take the one on the right.
(3) If the process stops because of (a), then T → is defined to be the current tableau.
If it stops because of (b), then T → is undefined. (Note that if l = X( j), T →= T
is well-defined.)
Definition 2.3. We say that T ∈ PST (λ, µ, X, Y, j, l) if and only if T is in the set pre-
PST (λ, µ, X, Y, j, l) and both of the following hold:
(1) ← T is defined.
(2) T → is defined.
2A somewhat similar definition appears in [Hai89] for the case where letters may not be repeated. In fact,
one can use a certain standardization process along with Haiman’s mixed insertion, Haiman’s conversion, and
Haiman’s Theorem 3.12, [Hai89] to derive Theorem 2.9 below for the specific case of µ = ∅, i.e., for straightshape
tableaux. However, the proofs needed to do this are somewhat more complicated than those employed below, and
the result, of course, less general.
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The reader should have no difficulty verifying the lemmas below:
Lemma 2.4. Suppose T is in the set pre-PS T (λ, µ, X, Y, j, l). Then
(1) If← T is defined, then← T is in the set pre-PS T (λ, µ, X, Y, j, l − 1).
(2) If T → is defined, then T → is in the set pre-PS T (λ, µ, X, Y, j, l + 1).
Lemma 2.5. Suppose T is in the set pre-PS T (λ, µ, X, Y, j, l), then the following are equiv-
alent:
(1) ← T is defined.
(2) T → is defined.
Example 2.6. T1 =
-4 -3 2′ 4
-4 1′ 2′
-3 1 2
2 3′
is a PST , but T2 =
-4 -3 2′ 4
-4 1′ 2′
-3 2 2
1 3′
is not. (These are the
tableaux from the previous example).
Lemma 2.7. Suppose T ∈ PST (λ, µ, X, Y, j, l).
(1) If 0 < l then (← T )→ is defined. In particular, (← T )→ = T.
(2) If l < Y( j) then← (T →) is defined. In particular,← (T →) = T.
The main result concerning conversion is the following:
Theorem 2.8. Suppose T ∈ PST (λ, µ, X, Y, j, l). Then
(1) If 0 < l then← T ∈ PST (λ, µ, X, Y, j, l − 1).
(2) If l < X( j) then T →∈ PST (λ, µ, X, Y, j, l + 1).
Proof. (1) We need to check← T is a PST , i.e., that← (← T ) or (← T )→ is defined (by
Lemma 2). But (← T )→ = T by Lemma 3, and so is clearly defined.
(2) We need to check that T → is a PST , i.e., that← (T →) or (T →)→ is defined (by
Lemma 2). But← (T →) = T by Lemma 3, and so is clearly defined.

Theorem 2.9. Fix λ, µ, X, and Y. Then for any pairs ( j, l) and ( j′, l′) such 0 ≤ l ≤ X( j)
and 0 ≤ l′ ≤ Y( j′) there is a bijection PS T (λ, µ, X, Y, j, l)⇒ PST (λ, µ, X, Y, j′, l′).
Proof. Since PST (λ, µ, X, Y, j, Y( j)) = PST (λ, µ, X, Y, j + 1, 0) by definition, it suffices to
assume l < X( j) and find a bijection PST (λ, µ, X, Y, j, l) ⇒ PST (λ, µ, X, Y, j, l + 1). But
this is given by outward conversion (and the inverse by inward conversion). 
Definition 2.10. Let X, Y ∈ Zk
≥0
.
(1) A primed tableau of shape λ/µ and doubleweight (X, Y) is an element of PST (λ, µ, X, Y, k, X(k)).
(2) A signed tableau of shape λ/µ and doubleweight (X, Y) is an element of PST (λ, µ, X, Y, 0, 0).
Corollary 2.11. Letting PT (λ/µ) denote the set of all primed tableaux of shape λ/µ and
S T (λ/µ) denote the set of all signed tableaux of shape λ/µ, there is a double weight pre-
serving bijection: PT (λ/µ)⇒ S T (λ/µ).
We can now make the following definition with no concern of ambiguity:
Rdλ/µ(x, y) =
∑
T∈PT (λ/µ)
xdw(T,1)ydw(T,2) =
∑
T∈ST (λ/µ)
xdw(T,1)ydw(T,2).
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Again, letting k → ∞ we obtain the corresponding function Rd
λ/µ
(x, y). In some sense,
this function is an interpolation between a Schur function and a Q-Schur function. Indeed,
supposing that λ has n parts, if we set δ equal to the partition (n, n − 1, . . . , 1), then the set
of shifted semistandard tableaux of shape (δ+λ)/(δ+µ) is equivalent to the set PT (λ/µ). It
follows that the skew Q-Schur function, Q(δ+λ)/(δ+µ)(x), is equal to Rδ/µ(x, x). On the other
hand, we have Rδ/µ(x, 0) = sλ′/µ′(x) and Rδ/µ(0, x) = sλ/µ(x).
3. Littlewood-Richardson Rules
Although it does not have applications to double Stanley symmetric functions, an im-
mediate question which arises is whether there exist Littlewood-Richardson coefficients
for Rd
λ/µ
. That is, are there coefficients hλµν such that R
d
λ/µ
=
∑
ν h
λ
µνR
d
ν? If c
λ
µν denote the
regular Littlewood-Richardson coefficients, then since Rd
λ/µ
(x, 0) = sλ/µ(x) (and similarly
Rd
λ/µ
(0, y) = sλ/µ(y)) we see that the equation R
d
λ/µ
=
∑
ν h
λ
µνR
d
ν holds when both sides are
evaluated at (x, 0), (or at (0, y)) if and only if hλµν = c
λ
µν. Thus if such h
λ
µν exist, they must be
equal to the regular Littlewood-Richardson coefficients. However, in general, it is not clear
that the equation Rd
λ/µ
=
∑
ν c
λ
µνR
d
ν holds when both sides are evaluated at (x, y). Similarly,
one may ask if there exist coefficients, lλµν such that R
d
µR
d
ν =
∑
λ l
λ
µνR
d
λ
. Again, it is not clear
if such coefficients exist, but if they do, they must, for analogous reasons to those above,
be equal to the regular Littlewood-Richardson coefficients. As before, we will fix k (it will
be convenient to assume k > |λ|) and state the explicit results and proofs for the variable
set (x, y). Letting k → ∞ we obtain the corresponding results for (x, y).
LetW(k, r) denote the set of words of length r from the alphabet Xk. Let SW(k, r) denote
the set of words of length r from the alphabet X¯k. The theory of Schensted insertion and
jeu de taquin extend to signed tableaux in a natural way. For clarity, we will refer to these
analogues as signed insertion and signed jdt. The easiest way to describe them is through
a standardization process. A word w in SW(k, r) induces a partial order on the positions
p1, . . . , pr of the word w. We extend this to a total order by defining:
• pi ≺ p j if i < j and the entries of pi and p j are equal to l for some 1 ≤ l ≤ k.
• p j ≺ pi if i < j and the entries of pi and p j are equal to l¯ for some 1 ≤ l ≤ k.
The permutation induced by this order is defined to be the standardization of w, s(w). The
reading word of a signed tableau, T , rd(T ), is the word composed of barred and unbarred
letters formed by reading the rows from left to right, moving from bottom to top. In this
way T may be considered as a word in X¯k and the standardization of T , s(T ), is (the tableau)
formed by standardizing this word. The standardization map is the injective map, sending
T to the triple (s(T ), X, Y) where (X, Y) is the double weight of T , and is defined similarly
for words. Notice that, for tableau, the inverse of the standardization map is only defined
in certain cases. Hence, one should check, that in the definitions below, when the phrase
“apply the inverse of the standardization map” is used, this is well-defined.
(1) The signed insertion of w ∈ SW(k, r) is the tableau formed by first applying the
standardization map to w, then applying Schensted insertion, and then applying
the inverse of the standardization map.
(2) For T ∈ S T (λ/µ), the signed (inward or outward) jdt of T into a box b is done
by applying the standardization map to T , applying regular (inward or outward)
jdt into b and then applying the inverse of the standardization map. (Of course,
signed jdt of T into b is only defined when regular jdt of s(T ) into b is defined.)
The following is an immediate consequence of the formulation of these definitions and
the standard case:
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Lemma 3.1. Suppose w ∈ SW(k, r). Then the signed insertion of w can be obtained
by placing the elements of w along a southwest to northeast diagonal and then applying
inward signed jdt until a normal shape is obtained.
The usual type A crystal operators fi and ei for 1 ≤ i ≤ k − 1 are operators which map
W(k, r) → W(k, r) ∪ 0 (see [BS17] for definitions). Below we define operators, fˆi¯ and fˆi
for 1 ≤ i ≤ k − 1 and fˆ0, which map SW(k, r)→ SW(k, r) ∪ 0.
(1) fˆi¯(w): Let −w be the word obtained by unbarring the barred entries of w and vice-
versa. One can apply the usual type A operator ei to −w by ignoring the (now)
barred entries. Define fˆi¯(w) = −ei(−w). (We assume −0 = 0.)
(2) fˆi(w): One can apply the usual type A operator fi to w by ignoring the barred
entries. Define fˆi(w) = fi(w).
(3) fˆ0(w): Among all entries which are 1¯ or 1, consider the leftmost one. If this entry
is 1¯ change it to 1. Otherwise, fˆ0(w) = 0.
We have
• fˆ1¯(2¯1¯2¯12¯) = 2¯1¯1¯12¯
• fˆ0(2¯1¯2¯12¯) = 2¯12¯12¯
• fˆ1(2¯1¯2¯12¯) = 2¯1¯2¯22¯
• fˆ1¯(2¯211¯1¯) = 0
• fˆ0(2¯211¯1¯) = 0
• fˆ1(2¯211¯1¯) = 0
We define the operators eˆi, eˆi¯, and eˆ0 to be the respective inverses of fˆi, fˆi¯, and fˆ0. If all
of the operators eˆi, eˆi¯, and eˆ0 are 0 for w, we say that w is highest weight. Similarly, if all
of the operators fˆi, fˆi¯, and fˆ0 are 0 for w, we say that w is lowest weight.
Suppose w ∈ SW(k, r) for some r < k, then w is lowest weight if and only if:
• w has no barred entries.
• Reading w from left to right one has that all times one has read no more is than
i + 1s for each 1 ≤ i ≤ k − 1.
and similarly, w is highest weight if and only if:
• w has only barred entries.
• Reading w from left to right one has that all times one has read no more i¯s than
¯i + 1s for each 1 ≤ i ≤ k − 1.
The operators fˆi¯, fˆi, and fˆ0 (and their inverses) are defined on signed tableaux by letting
them act on the reading word (the operators fi are defined on semistandard tableau in the
same way). We note here that, on a signed tableau, T , fˆi¯ has the following alternative
description:
• fˆi¯(T ): Transpose T . Then change each i¯ to −i and add k + 1 to all entries. Then
apply the usual type A operator f−i+k. Then subtract k + 1 from all entries, change
each −i to i¯, and transpose.
It is clear from the descriptions above that for any normal shape signed tableau, there
is a unique highest and lowest weight (Recall that we assume k > |λ|). Moreover, this fact
along with the fact the signed insertion commutes with our operators (see below) means
that for any connected component of the crystal on signed words has a unique highest and
lowest weight.
Below, we include the entire crystal structure for k = 2 and λ = (2, 1) using the color
conventions:
• fˆ1¯: −→
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• fˆ0: −→
• fˆ1: −→
-2 -1
-2
-2 -1
-1
-2 -1
1
-2 -1
2
-2 1
2
-1 1
2
1 1
2
1 2
2
-2 1
-2
-2 1
-1
-1 1
-1
-1 1
1
-1 2
1
-1 2
2
-2 2
-2
-2 1
1
-1 2
-1
-2 2
2
-2 2
-1
-2 2
1
Theorem 3.2. Let x ∈ { ¯k − 1 · · · 1¯, 0, 1, k−1}. Suppose T ′ is obtained from T by performing
(reverse or forward) signed jdt into box b. Then fˆx(T
′) = 0 if and only if fˆx(T ) = 0.
Otherwise, fˆx(T
′) is obtained from fˆx(T ) by performing (reverse or forward) signed jdt
into b.
Proof. The result for fˆi follows from the usual result for fi. The result for fˆi¯ can be obtained
similarly using the alternative description of fˆi¯. For f0 note that the leftmost lowest 1 or 1¯
is preserved under signed jdt moves and that the whether the leftmost lowest 1 or 1¯ is a 1
or a 1¯ does not affect the structure of signed jdt at all. 
By lemma 3.1 we have:
Corollary 3.3. Let x ∈ { ¯k − 1 · · · 1¯, 0, 1, k−1}. Suppose T is obtained from w by performing
signed insertion. Then fˆx(T ) = 0 if and only if fˆx(w) = 0, and otherwise, fˆx(T ), is obtained
from fˆx(w) by performing signed insertion.
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Corollary 3.4.
Rdλ/µ(x, y) =
∑
ν
cλµνR
d
ν(x, y)(3.1)
Rdµ(x, y)R
d
ν(x, y) =
∑
λ
cλµνR
d
λ(x, y)(3.2)
Proof. First we establish 3.1. By theorem 3.2, the coefficient of Rdν(x, y) in R
d
λ/µ
(x, y) is the
number of lowest weight S T of shape λ/µ that rectify under signed jdt to shape ν. But
lowest weight S T of shape λ/µ are exactly the lowest weight SSYT of shape λ/µ in the
alphabet Xk. Moreover, semistandard jdt coincides with signed jdt for such tableaux. Thus,
the coefficient of Rdν(x, y) in R
d
λ/µ
(x, y) is also the number of lowest weight S S YT of shape
λ/µ that rectify under semistandard jdt to shape ν, which is cλµν.
To prove 3.2, we need the notion of a tensor product for our operators. Given two signed
tableaux, say S and T , the operators fˆi¯, fˆi, fˆ0 act on S ⊗ T by acting on the word obtained
by concatenating the reading word of T onto the right end of the reading word of S . It
follows from corollary 3.3, that the coefficient of Rd
λ
(x, y) in Rdµ(x, y)R
d
ν(x, y) is the number
of pairs of (S , T ) with shapes µ and ν respectively such that the tensor product S ⊗ T is
lowest weight with double weight equal to ((0, . . . , 0), (0, . . . , λn, . . . , λ1)). But S ⊗ T is
lowest weight under the operators fˆi¯, fˆi, fˆ0 if and only if S and T are SSYT and the tensor
product S ⊗ T is lowest weight under the type A operators, { fi}. Thus the coefficient of
Rd
λ
(x, y) in Rdµ(x, y)R
d
ν(x, y) is also the number of pairs of SSYT, (S , T ) with shapes µ and ν
respectively such that the type A tensor product of SSYT’s, S ⊗ T , is lowest weight, with
weight equal to (0, . . . , λn, . . . , λ2, λ1), which is c
λ
µν.

4. Double Stanley Symmetric Functions
The main purpose of this section is to show that the function:
Fdω(x, y) =
∑
v∈RS IF(ω)
xdw(v,1)ydw(v,2),
is symmetric in x and symmetric in y. That is, for any composition β, the coefficient of yβ is
a symmetric function in x and the coefficient of xβ is a symmetric function in y. Moreover,
these coefficients are not only symmetric, but Schur positive.
Let ω ∈ S n. We use Edelman-Greene insertion, [EG87], to create a bijection between
RS IF(ω) and pairs of tableaux, (P,Q), where P is an Edelman-Greene tableau for ω, and
Q is a primed tableau of the same shape. This bijection is described below. Again let us
fix k < ∞ for the discussion:
Definition 4.1. Signed-Recording Edelman-Greene map. Suppose v ∈ RS IF(ω). Cre-
ate the insertion tableau P by applying Edelman-Greene insertion to |v|, the expression
obtained by ignoring the subdivisions of v and replacing s−i by si for each i. Create the
recording tableau, Q, as follows: Each time a box is added to P say in position (i, j), add a
box to Q in position (i, j) and fill it as follows: Suppose box (i, j) was added to P when |v|r
was inserted. Let l be the subdivision of v in which vr occurs in v. If vr is barred in v, fill
box (i, j) of Q with l′. If vr is unbarred in v, fill box (i, j) of Q with l.
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Example 4.2. Let v = (3¯2¯14)(3¯2¯)(4¯13).
3 , 1′ →
2
3
,
1′
1′
→
1
2
3
,
1′
1′
1
→
1 4
2
3
,
1′ 1
1′
1
→
1 3
2 4
3
,
1′ 1
1′ 2′
1
→
1 2
2 3
3 4
,
1′ 1
1′ 2′
1 2′
→
1 2 4
2 3
3 4
,
1′ 1 3′
1′ 2′
1 2′
→
1 2 4
2 3
3 4
4
,
1′ 1 3′
1′ 2′
1 2′
3
→
1 2 3
2 3 4
3 4
4
,
1′ 1 3′
1′ 2′ 3
1 2′
3
Theorem 4.3. The Signed-Recording Edelman-Greene map is a double weight preserving
bijection: RS IF(ω) ⇒ (P,Q), where P is an Edelman-Greene tableau for ω, and Q is a
primed tableau of the same shape. (The double weight of (P,Q) refers to the double weight
of Q.)
Proof. The proof relies on a basic fact of Edelman-Greene insertion of an unsigned reduced
word v: If v = v1 . . . vs is inserted under Edelman-Greene, then vr < vr+1 if and only if the
box added to the insertion tableau in the rth step is in a row weakly above the row where
a box is added in the (r + 1)st step. To see the map is well-defined: Certainly P is an
Edelman-Greene tableau. Certainly Q has weakly increasing rows and columns. There is
at most one unbarred i in each column for each i because of the forward direction of the
basic fact. There is at most one barred i in each row for each i because of the backwards
direction of the basic fact. The inverse is obtained by applying reverse Edelman-Greene
insertion to P in the order prescribed by the standardization of Q 3. Subdivisions and the
signs of the indices are then added in the unique way such the resulting factorization has
the same double weight as Q. Again, the basic fact implies that this inverse is well-defined.

Combining Theorem 4.3 and Corollary 2.11 and letting k → ∞ we get the Schur expan-
sion we desire:
Theorem 4.4. For any composition β, the coefficient of yβ in Fdω(x, y) is given by:
p(yβ, ω) =
∑
T∈E(ω)
∑
µ⊆λ(T )
K
λ(T )
µβ
sµ′ (x).
Here E(ω) is the set of Edelman-Greene tableau for ω, λ(T ) is the shape of T , and Kλ
µβ
is the number of skew SSYT of shape λ/µ and weight β. Moreover, the coefficient of xβ in
Fdω(x, y) is given by p(x
β, ω) = p(yβ, ω−1).
Proof. By theorem 4.3 we have
Fdω(x, y) =
∑
T∈E(ω)
Rdλ(T )(x, y),
and by Corollary 2.11 we can express Rd
λ(T )
(x, y), in terms of signed tableaux. In particular,
the coefficient of yβ in Rd
λ
(x, y) is equal to:∑
µ⊆λ
Kλµβ
∑
S∈ST−(µ)
xdw(S ,1),
where S T−(µ) is the set of signed tableaux of shape µ with only barred entries. Such
tableaux are clearly in weight preserving bijection with the set of SSYT of shape µ′, and
3The reading word and standardization of a primed tableau are defined exactly as for signed tableau. Simply
replace the word “barred” with “primed” everywhere it appears in these definitions.
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so the sum on the right side above may be replaced by sµ′ . The second statement follows
from the fact that Fdω(x, y) = F
d
ω−1
(y, x) as can easily be verified from the definition. 
5. Signed-insertion
Our current goal is to construct the obvious analog to the Signed-Recording Edelman-
Greene map, i.e., the Signed-Insertion Edelman-Greene map, by defining a notion of
signed Edelman-Greene insertion, and creating the recording tableau in the normal way.
A tableau-word, R is a pair (R1,R2) where R1 (the tableau part) is a stack of left-justified
rows whose entries come from the alphabet X¯ and R2 (the word part) is any word using the
letters from X¯ . The readingword of R, rd(R) is the word obtained by reading the rows of R1
from left to right, moving from bottom to top, and then by reading R2. R is a tableau-word
for ω if its reading word is a reduced signed word for ω.
Let K be the map [m−2]×Sm → Sm such that K(i, σ1 · · ·σn) = σ1 · · ·σi−2xyzσi+2 · · ·σn
where xyz is the unique three letter sequence which is distinct from, but Knuth equivalent
to, σi−1σiσi+1, if such a sequence exists, and equal to σi−1σiσi+1 otherwise.
Let RS (ω) denote the set of reduced signed words for ω and suppose l(ω) = m. Suppose
there exists some maps K : [m − 2 × RS (ω) → RS (ω), and S: RS (ω) → Sm, with the
following properties: Supposing w = w1 · · ·wm ∈ RS (ω) and 2 ≤ i ≤ m − 1:
• S(K(i,w)) = K(i,S(w))
• K(i, (i,w)) = w.
• Setting S(w) = σ1 · · ·σm, we have w j < w j+1 ⇐⇒ σ j < σ j+1, ∀ j < m.
Both K and S can be defined on tableau-words by acting on the reading word, and it
follows that S(K(i,R)) = K(i,S(R)) for a tableau-word R. A tableau-word, R, whose word
part is empty and whose tableau part has the shape of a partition is called a signed tableau
for ω. If in addition, its standardization, S(R), is a standard Young tableau, it is called a
signed Edelman-Greene tableau, S EG. We define a functional descent of a tableau-word
to be a descent in its standardization.
We now define an insertion algorithm I which maps RS (ω)→ S EG(ω).
• The map I is defined by starting with the tableau-word (∅,w) and applying the
map I′ a total of l(w) times.
• The map I′ is defined on any tableau-word (R1,R2) by first removing the first
entry of R2 and appending it to the first row of R1 and then applying the map I
′′
as many times as possible.
• The map I′′ can be applied to any tableau-word (R1,R2) that has exactly one row,
r, that has a functional descent, and where that functional descent is the second to
last entry in r. It is defined by applying the map I′′′ as many times as possible,
and then removing the first entry of r and appending it to the right end of row r+1.
• The map I′′′ can be applied to any tableau-word (R1,R2) which has exactly one
row, r, that has a functional descent, and where that functional descent is not the
first entry of r. Supposing the first entry of r is the ath entry in the reading word
order, and the last entry of r is the bth entry in the reading word order, then the
map I′′′ applied to R is equal to K(a + 1(· · · (K(b − 2,K(b − 1,R))) · · · )).
One should check, that in the definition above, if K is replaced with K and we assume w
has no barred or repeated entries, we recover the definition of RSK insertion.
Definition 5.1. Signed-Insertion Edelman-Greene map: Given v ∈ RS IF(ω), form vˆ by
ignoring the subdivisions of v, so vˆ ∈ RS (ω). We will build up a pair of tableaux, (P,Q) =
((P, ∅),Q), where P is a S EG and Q is an SSYT of the same shape, starting from ((∅, vˆ), ∅),
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by successively applying the map I′ to the lefthand factor l(w) times. Meanwhile we
create the recording tableau, Q, simultaneously: Each time a box is added to the tableau
part of lefthand factor add a box in the corresponding position in the righthand factor. If
this occurs during the tth application of I′ and vt is in the s
th subdivision of v, then fill this
box with s.
Theorem 5.2. Suppose that there exists some maps K and S satisfying the conditions
mentioned. Then, for any element ω ∈ Cn, the signed-insertion Edelman-Greene map is a
weight-preserving bijection between RS IF(ω) and pairs (P,Q), where P ∈ S EG(ω) and Q
is a semistandard Young tableau of the same shape as P. (The weight of (P,Q), is taken to
be the weight of Q.) In particular, we have:
FCω(x) =
∑
λ
E¯λωsλ(x)
where E¯λω is the number of signed Edelman Greene tableaux for ω that have shape λ.
Proof. Let v ∈ RS IF(ω), and suppose v maps to (P,Q). First we show P ∈ S EG(ω). Let I
be defined just as I, except that K is used in place of K . It is easy to verify that I is really
just RSK insertion, and so the tableau I(S(vˆ)) is automatically a standard Young tableau.
But since K is assumed to commute with S, one can check that the standardization of P is
the same as I(S(vˆ)), and hence a standard Young tableau. By definition, this makes a P an
S EG.
Suppose Q is not a semistandard Young tableau. The only way this could happen would
be if for some i such that vi and vi+1 are in the same subdivision, the box added at the
(i + 1)st step is below the box added at the ith step. Now, by definition vi < vi+1, and hence
by assumption σi < σi+1 where σ = S((∅, ω)). By commutivity of K and S, boxes are
added to Q in the same order as in the recording tableau of RSK insertion of σ. But it is a
standard fact of RSK insertion that σi < σi+1 implies the box added at the (i + 1)
st step is
weakly above the box added at the ith step.
Now we show the map is invertible. By similar logic as above, one may verify that if
v inserts to (P,Q), then the order that the boxes are added to Q is the standardization of Q
(using the regular definition of standardization of an SSYT. Thus, we may uniquely reverse
the map I (this is possible because the mapK can be inverted for fixed i, i.e.,K(i, (i,w)) =
w), to get an element of RS (ω) that inserts to P. By adding subdivisions to this element as
dictated by the weight of Q, we find an element that maps under signed-insertion Edelman-
Greene map to (P,Q). The fact that this element is truly in RS IF(ω) (particularly that the
subdivisions are increasing) follows from the converse of the statement in the paragraph
above, namely, if the box added at the (i + 1)st step is weakly above the box added at the
ith step then vi < vi+1.

In order to make the statement in Theorem 5.2 explicit we must construct maps K and
S with the required properties. In particular, this defines explicitly what a S EG tableau is,
and how to compute the coefficients E¯λω. We begin by doing this explicitly for a special
subset of very simple elements of the Coxeter group Cn.
Definition 5.3. We say an element ω ∈ Cn is untangled if the following hold for some
(equivalently all) reduced word w for ω.
(1) s2 does not appear in w
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(2) For i > 2, if si and si+1 appear in w, and one of si or si+1 appears more than once,
then si−1 and si+2 do not appear in w.
For instance, the following are untangled: 1010434, 010434676, 10134587.
Theorem 5.4. Suppose ω ∈ Cn is untangled
4. Then writing
FCω(x) =
∑
λ
E¯λωsλ(x)
E¯λω is the number of tableaux, T , of shape λ composed of entries from the alphabet X¯ such
that:
(1) rd(T ) is a reduced signed word for ω.
(2) The rows and columns of T are weakly increasing.
(3) Whenever Ti j = T(i+1) j and Ti j , 0, there exists k > j such that |Tik | = |Ti j| + 1 or
there exists l < j such that |T(i+1)l| = |Ti j|+1, or else we have both Ti j = 1¯ = T(i+1) j
and Ti( j+1) = 0 = T(i+1)( j+1).
Proof. We explicitly define the maps K and S for ω ∈ Cn untangled. First, we define S,
by creating a total order, ≺, on entries of a signed word w.
(1) If |wi| > 1 or |w j| > 1 thenwi ≺ w j if and only if wi < w j in the order X¯, or wi = w j,
and there is i < k < j such that |wk | = |wi| − 1.
(2) If |wi| ≤ 1 and |w j| ≤ 1, we use the following explicit ordering on the entries of the
subword of w which is composed of 1¯s, 0s, and 1s, to determine whether wi ≺ w j
or w j ≺ wi:
• 01 = 12
• 01¯ = 21
• 10 = 21
• 1¯0 = 12
• 101 = 213
• 1¯01 = 123
• 101¯ = 321
• 1¯01¯ = 231
• 010 = 132
• 01¯0 = 312
• 0101 = 1324
• 01¯01 = 3124
• 0101¯ = 2431
• 01¯01¯ = 2143
• 1010 = 4231
• 101¯0 = 4213
• 1¯010 = 1342
• 1¯01¯0 = 2413
Now we define K . Given w = w1 · · ·wn ∈ RS (ω), we define K(i,w) to be W(i + δ,w)
where δ is given as follows. Setting S(w) = σ1 · · ·σn:
(1) If σi−1 < σi < σi+1 or σi+1 < σi < σi−1, then δ = −i.
(2) If σi−1 < σi+1 < σi or σi < σi+1 < σi−1, then δ = 0.
(3) If σi < σi−1 < σi+1 or σi+1 < σi−1 < σi, then δ = 1.
If i = 0, W(i,w) = w. If i > 0, then W(i,w) = w′ = w′
1
· · ·w′n, where w
′
j
= w j for all
j except where indicated below. (For a ∈ Z≥0 we consider a and a¯ as elements of X¯ and
assume ¯¯a = a ∈ X¯, and 0¯ = 0 ∈ X¯.)
(1) If ||wi| − |wi+1|| > 1, w
′
i
= wi+1, w
′
i+1
= wi.
(2) If ||wi| − |wi+1|| = 1, min(|wi|, |wi+1|) > 0 and:
• There exists k < i such that wk = |wi+1|, then w
′
i
= wi+1, w
′
i+1
= wi, w
′
k
= |wi|.
• There exists k > i + 1 such that wk = ¯|wi|, then w
′
i
= wi+1, w
′
i+1
= wi,
w′
k
= ¯|wi+1|.
• Otherwise, w′
i
= w¯i, w
′
i+1
= ¯wi+1.
(3) If ||wi| − |wi+1|| = 1, min(|wi|, |wi+1|) = 0 and:
4It is likely this theorem holds on a much larger subset of Cn . This will be discussed in the next section
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• There is l < i and k > i + 1 such that |wl| ≤ 1 and |wk | ≤ 1. Then w
′
i
= wi+1,
w′
i+1
= wi, w
′
l
= wk, w
′
k
= wl.
• There is l < k < i such that |wl| ≤ 1 and |wk | ≤ 1 and:
– wl = 1. Then w
′
i
= w¯i.
– Otherwise, w′
i
= wi+1, w
′
i+1
= wi, w
′
l
= w¯k, w
′
k
= w¯l.
• There is i + 1 < l < k such that |wl| ≤ 1 and |wk | ≤ 1 and:
– wk = 1. Then w
′
i+1
= ¯wi+1.
– Otherwise, w′
i
= wi+1, w
′
i+1
= wi, w
′
l
= w¯k, w
′
k
= w¯l.
• If none of the cases above occur, then there exists exactly one k < {i, i + 1}
such that |wk | ≤ 1. In this case, w
′
i
= w¯i, w
′
i+1
= ¯wi+1, w
′
k
= w¯k.
One easily checks that for any ω ∈ Cn untangled with l(ω) = m:
(1) S(K(i,w)) = K(i,S(w)) for any w ∈ RS (ω) and 2 ≤ i ≤ m − 1.
(2) K(i, (i,w)) = w for any w ∈ RS (ω) and 2 ≤ i ≤ m − 1.
(3) If w = w1 · · ·wm ∈ RS (ω), and S(w) = σ1 · · ·σm, then for each 1 ≤ i < m we have
wi < wi+1 if and only if σi < σi+1.
Thus by Theorem 5.2 E¯λω is the number of tableau-words for ω which have empty word
part and whose standardization under S is a standard Young tableau. It is not difficult to
check that this is equivalent to the four properties listed in the theorem. 
Below, we use the maps S and K explicitly defined for untangled words in the proof
above, and the insertion map I, corresponding to them, to apply the Signed-Insertion
Edelman-Greene map in two examples:
Example 5.5. Let v = (13)(4¯0)(3¯1). The pair (P,Q) is obtained as follows:
((
∅ : 134¯03¯1
)
, ∅
)
→
((
1 : 34¯03¯1
)
, 1
)
→
((
1 3 : 4¯03¯1
)
, 1 1
)
→
((
-4 3
1
: 04¯1
)
,
1 1
2
)
→
((
-4 0
1 3
: 3¯1
)
,
1 1
2 2
)
→


-4 -3
0 3
1
: 1
 ,
1 1
2 2
3
 →


-4 -3 1
0 3
1
: ∅
 ,
1 1 3
2 2
3
.
Example 5.6. Let v = (3¯01)(04)(1¯3). The pair (P,Q) is obtained as follows:
((
∅ : 3¯01041¯3
)
, ∅
)
−→
((
-3 : 01041¯3
)
, 1
)
−→
((
-3 0 : 1041¯3
)
, 1 1
)
−→
((
-3 0 1 : 041¯3
)
, 1 1 1
)
−→
((
-3 0 1
1
: 403
)
,
1 1 1
2
)
−→
((
-3 0 1 4
1
: 03
)
,
1 1 1 2
2
)
−→


-3 -1 0 4
0
1
: 3
 ,
1 1 1 2
2
3
 →


-4 -1 0 3
0 3
1
: ∅
 ,
1 1 1 2
2 3
3
.
For ω ∈ An, the t-Stanley symmetric function:
F tω(x, t) =
∑
v∈RS IF(ω)
xw(v)tht(v),
where ht(v) is the number of barred entries in v and w(v) is the vector whose ith coordinate
records the total number of entries in the ith subdivision of v, is Schur-positive. This can
be verified from the equation,
Fdω(x, y) =
∑
v∈RS IF(ω)
xdw(v,1), ydw(v,2),
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by plugging in y = tx. Moreover, as w andK(i,w) always have the same number of barred
entries in the type An case, we have:
Corollary 5.7. Suppose ω ∈ An is untangled. Then
F tω(x) =
∑
λ
E¯λrω sλ(x)t
r
where E¯λrω is the number of tableaux, T , composed of entries from the alphabet X¯ with
shape λ such that:
(1) rd(T ) is a reduced signed word for ω with r barred entries.
(2) The rows and columns of T are weakly increasing.
(3) Whenever Ti j = T(i+1) j, there exists k > j such that |Tik| = |Ti j| + 1 or there exists
l < j such that |T(i+1)l| = |Ti j| + 1.
For ω ∈ Cn such that no word for ω has more than one s0, the parity of the number
of barred entries in w and K(i,w) is always the same. Hence for such ω, which are also
untangled the even Stanley symmetric function and odd Stanley symmetric function:
Fevenω (x) =
∑
v∈RS IF(ω)
[
−1ht(v) + 1
2
]
xw(v) Foddω (x) = −
∑
v∈RS IF(ω)
[
−1ht(v) − 1
2
]
xw(v)
are Schur-positive, and we have:
Corollary 5.8. Suppose ω ∈ Cn is untangled and each word for ω has at most one s0.
Then
Fevenω (x) =
∑
λ
E¯λ+ω sλ(x) F
odd
ω (x) =
∑
λ
E¯λ−ω sλ(x)
where E¯λ+ω (resp., E¯
λ−
ω ) is the number of tableaux, T , composed of entries from the
alphabet X¯ with shape λ such that:
(1) rd(T ) is a reduced signed word for ω with even (odd) number of barred entries.
(2) The rows and columns of T are weakly increasing.
(3) Whenever Ti j = T(i+1) j, there exists k > j such that |Tik| = |Ti j| + 1 or there exists
l < j such that |T(i+1)l| = |Ti j| + 1.
6. Conjectures
Conjecture 6.1. The mapsK and S assumed to exist in Theorem 5.2 exist for any ω ∈ Cn.
Moreover, these maps, and the set S EG(ω) defined with respect to S satisfy the following
properties:
(1) Let w ∈ RS (ω). Then if any of |wi−1|, |wi|, |wi+1| > 1, then w and K(i,w) have the
same number of barred entries.
(2) Let w ∈ RS (ω). If there is no more than one 0 in w, then the parity of the number
of barred entries of w and K(i,w) is the same.
(3) Let w ∈ RS (ω) and let w′ = K(i,w), then either w1 · · ·wi−2 = w
′
1
· · ·w′
i−2
or
wi+2 · · ·wn = w
′
i+2
· · ·w′n as signed words, or both.
(4) S EG(ω) is a subset of the set of signed tableaux forω with weakly increasing rows
and columns.
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(5) If T is a signed tableau for ω, then I(rd(T )) = T if and only if T ∈ S EG(ω).
Consider Cn with generators {s0, s1, s2, . . . , sn}. We say ω ∈ C
p−q
n if ω ∈ Cn and each
reduced word for ω contains p generators of which q are equal to s0. For instance, C
p−0
n is
the subset of length p elements in An.
Definition 6.2. We say an elementω ∈ Cn is unknotted if the following hold for all reduced
words w for ω.
(1) If the sequence s0s1s0s1 appears in w, then s2 does not.
(2) For i > 0 if the sequence sisi+1si appears in w then si+2 does not.
For instance 123454, 2101232, 1010343, and 213243 are unknotted. Clearly unknotted
is a weaker condition than untangled. The subset ofC
p−q
n composed of unknotted elements
is denoted C
p−q
n . We conclude by establishing the results in 5.4, 5.7, and 5.8 to for C
p−q
n
for certain n, p, and q as equalities of polynomials in three variables. In order to do so for
5.8 it is first good to know:
Theorem 6.3. If ω ∈ C8−1
8
then Foddω (x1, x2, x3) and F
even
ω (x1, x2, x3) are symmetric and
Schur positive.
Proof. Computer verification. There are 4489 such ω to check. 
Conjecture 6.4. The above holds for all ω ∈ C
p−1
n with (x1, x2, x3) replaced by (x).
Proposition 6.5. Suppose ω ∈ C8−1
8
Then
Fevenω (x1, x2, x3) =
∑
λ
E¯λ+ω sλ(x1, x2, x3) F
odd
ω (x1, x2, x3) =
∑
λ
E¯λ−ω sλ(x1, x2, x3)
where E¯λ+ω (resp., E¯
λ−
ω ) is the number of tableaux, T , composed of entries from the
alphabet X¯ with shape λ = (λ1, λ2, λ3) such that:
(1) rd(T ) is a reduced signed word for ω with even (odd) number of barred entries.
(2) The rows and columns of T are weakly increasing.
(3) Whenever Ti j = T(i+1) j, there exists k > j such that |Tik| = |Ti j| + 1 or there exists
l < j such that |T(i+1)l| = |Ti j| + 1.
Proof. Computer verification. There are 2511 such ω to check. 
Conjecture 6.6. The above holds for all ω ∈ C
p−1
n with (x1, x2, x3) replaced by (x).
Example 6.7. For instance, if ω = s1s0s1s2s3s4s3s6 then E¯
(4,3,1)−
ω counts the 2 tableaux:
-1 2 3 4
0 4 6
1
-6 -4 -3 4
0 1 2
1
.
Proposition 6.8. If ω ∈ C9−0
9
. Then
F tω(x1, x2, x3) =
∑
λ
E¯λrω sλ(x1, x2, x3)t
r
where E¯λrω is the number of tableaux, T , composed of entries from the alphabet X¯ with
shape λ = (λ1, λ2, λ3) such that:
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(1) rd(T ) is a reduced signed word for ω with r barred entries.
(2) The rows and columns of T are weakly increasing.
(3) Whenever Ti j = T(i+1) j, there exists k > j such that |Tik| = |Ti j| + 1 or there exists
l < j such that |T(i+1)l| = |Ti j| + 1.
Proof. Computer verification. There are 3167 such ω to check. 
Conjecture 6.9. The above holds for all ω ∈ C
p−0
n with (x1, x2, x3) replaced by x.
Example 6.10. For instance, if ω = s3s4s8s2s3s5s6s1s5 ∈ C
9−0
9
then E¯
(3,3,3)1
ω counts the 2
tableaux:
-6 1 3
2 4 5
3 6 8
-6 1 5
2 3 5
3 4 8
.
Proposition 6.11. Suppose ω ∈ C
7−q
7
for any q. Then
FCω(x1, x2, x3) =
∑
λ
E¯λωsλ(x1, x2, x3)
where E¯λω is the number of tableaux, T , of shape λ = λ1, λ2, λ3 composed of entries from
the alphabet X¯ such that:
(1) rd(T ) is a reduced signed word for ω.
(2) The rows and columns of T are weakly increasing.
(3) Whenever Ti j = T(i+1) j and Ti j , 0, there exists k > j such that |Tik | = |Ti j| + 1 or
there exists l < j such that |T(i+1)l| = |Ti j|+1, or else we have both Ti j = 1¯ = T(i+1) j
and Ti( j+1) = 0 = T(i+1)( j+1).
Proof. Computer verification. There are 1414 such ω to check. 
Conjecture 6.12. The above holds for all ω ∈ C
p−q
n with (x1, x2, x3) replaced by x.
Example 6.13. For instance, if ω = s1s0s1s2s1s0s1 ∈ C
7−2
7
then E¯
(4,3,0)
ω = E¯
(4,2,1)
ω =
E¯
(3,3,1)
ω = E¯
(3,3,2)
ω = 1 and all others are 0. The corresponding tableaux are:
-2 -1 0 1
-1 0 1
-2 -1 0 1
0 1
1
-1 0 1
0 1 2
1
-2 0 1
0 1
1 2
.
Example 6.14. For instance, if ω = s1s0s1s0s3s4s5 ∈ C
7−2
7
then E¯
(4,3,0)
ω counts the 6
tableaux:
-4 -1 0 5
-3 -1 0
-4 0 1 5
0 1 3
-4 -1 0 5
-1 0 3
-5 -1 0 1
0 3 4
-5 -1 0 1
-3 0 4
-1 0 1 5
0 3 4
.
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