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SUMMARY
Artificial intelligence develops techniques and systems whose performance must be
evaluated on a regular basis in order to certify and foster progress in the discipline. We
have developed several tools such as EvalAI which helps us in evaluating the performance
of these systems and to push the frontiers of machine learning and artificial intelligence.
Initially, the AI community focussed on simple and traditional methods of evaluating these
systems in the form of prediction upload challenges but with the advent of deep learning,
larger datasets, and complex AI agents, etc. these methods are not sufficient for evalua-
tion. A technique to evaluate these AI agents is by uploading their code, running it on
the sequestered test dataset, and reporting the results on the leaderboard. In this work, we
introduced code upload evaluation of AI agents on EvalAI for all kinds of AI tasks, i.e.
reinforcement learning, supervised learning and unsupervised learning. We offer features
such as scalable backend, prioritized submission evaluation, secure test environment, and
running AI agents code in isolated sanitized environment. The end-to-end pipeline is ex-
tremely flexible, modular and portable which can later be extended to multi-agents setups
and evaluation on dynamic datasets. We also proposed a procedure using github for AI
challenge creation to version, maintain, and reduce the friction in this conglomerate pro-
cess. Finally, we focused on providing several analytics to all the users of the platform





Artificial Intelligence keeps on being an inexorably necessary segment of our lives, regard-
less of whether we are applying the methods to research or businesses. The applications are
becoming more scalable and adaptable, but much more complicated and volatile, as more
and better tools, more processing resources, and the use of more dynamic and large data
sources are integrated. As a result, there is a growing need for a deeper understanding of
their capabilities and shortcomings, as well as safety issues. Theoretical methods can yield
useful information, but only through evaluation of AI agents’ code we can get a more de-
tailed picture of how a machine performs in a variety of tasks or environments. So, we have
developed a centralized platform which can evaluate machine learning models or agents’
acting in an unseen dynamic environment individually or against each other.
1.1 Motivation
Deep Learning models have made groundbreaking progress in AI and this is possible due
to the availability of large datasets, and powerful neural models. These models have wide
variety of applications ranging from voice-activated assistants, self-driving cars, to search
and rescue robots, etc., but before these large scale models are enhanced and deployed
in the wild, they are evaluated on a sequestered test dataset. There are a few platforms
which provide the evaluation of AI agents’ on hidden test-dataset such as Kaggle, AICrowd,
ParlAI, etc. but they suffer from limitations such as public test dataset, dataset biases, etc.
Our approach addresses several limitations of the existing platforms and also provides the
mechanism for evaluating AI agents’ by simply uploading their code to run it in real-time
on static or dynamic datasets.
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1.1.1 Challenges in current AI agent evaluation
Public test datasets
Most of the current AI tasks require the test datasets to be public so that participants can
evaluate their model on it and submit the predictions from the model which gets compared
with the ground truth annotations on the evaluation server. In order to get a higher accuracy,
a subset of public test datasets can be labelled and used to train the model, which defeats the
purpose of the test dataset. Also, there might be unintended overlap between train and test
sets which can be easily determined by looking at the test sets. For instance, in the VQA
v1 dataset, the answer to “how much” or “how many” questions is usually 2. Moreover,
having a public dataset also creates issues in terms of privacy of the test dataset.
Evaluation on new test dataset
Researchers improve the training and testing datasets over a period of time. If a task doesn’t
support uploading of AI agents’ for evaluation, then it becomes almost impossible to com-
pare and contrast the performance of the current state-of-the-art agent on the newly released
test dataset with the old test dataset.
Identifying failure modes of the agent
Several studies have shown that playing with an AI agent in the form of an interactive demo
enables researchers to identify the failure modes. It is impossible to create these demos in
the current evaluation system which require uploading predictions from the agents’.
1.1.2 Infrastructure challenges in evaluating agents’ code
One of the major bottlenecks in evaluating agents’ code on the servers arises from the fact
that these models and tasks are quite complex. Due to the complexity, they are very large
in size and require a huge compute power for running. Moreover, setting up such large
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servers is also cost heavy which is one of the major roadblocks for setting up code upload
evaluation of AI agents’.
Figure 1.1: The code-upload challenges help in measuring constant progress on AI tasks,
reproducibility of results, maintaining evaluation consistency, and solves the shortcomings
and infrastructural challenges in the current evaluation system on EvalAI.
1.1.3 Reproducibility of results
Scientific progress depends upon the ability of independent researchers to scrutinize the
results of a research study, reproduce the study’s main results using its materials, and build
upon them in future studies. To reproduce the results from an AI model, we need to upload
the code of the model in a specified format and run it on the test dataset.
1.1.4 Maintaining evaluation consistency
Large corpus of data is extremely useful for training AI agents’ but to provide a more realis-
tic setting, we need to evaluate these agents’ against the hidden test dataset or in simulation
environments so that they can generalize to the real world. We want to avoid evaluation of
these models on the different splits of the same dataset which leads to inconsistent compar-
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ison and also abstain the use of different evaluation metrics for the same task which leads
to incomparable results.
1.1.5 Measuring constant progress
In order to develop any new capability in AI, we are able to engineer narrow and task-
specific agents’ because only within a very narrow and grounded context we can define our
goal precisely. For instance, in a task such as VQA where we are given an image and a
natural language question - “What is the moustache made of ?”, the model has to predict a
natural language correct answer - “Bananas”. So, to measure constant progress on different
AI tasks, we need to evaluate these agents’.
1.2 Proposed System
To address the aforementioned problems we propose to simplify and standardize the eval-
uation of AI agents’ in static and dynamic datasets on EvalAI. We developed EvalAI [1], a
couple of years back as a highly-extensible open-source platform which fulfills the critical
need in the AI community for evaluation of machine learning models on static datasets. In
this thesis, we improve the current evaluation methodology of AI agent on EvalAI. Con-
cretely, we have developed an end-to-end system which will enable students, researchers,
and data-scientists to upload the AI agents’ on the platform, which will run on our scalable
infrastructure and the results will be shown on leaderboard.
While evaluation of specialized AI agents’ can be restricted to the task they were de-
signed to perform, evaluation of more general abilities and adaptation requires testing
across a large range of tasks. To be helpful in the development of general AI systems,
we should not just evaluate performance on specific narrow tasks, but also facilitate the
measurement of knowledge acquisition, cognitive growth, lifelong learning, and transfer
learning. We propose an easy modular composition and scaling of agent-environments sys-
tem for this purpose, where a wide range of task evaluations with variations can quickly be
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constructed, administered, and compared.
1.3 Contributions
The main contribution of this thesis is code upload AI challenges on EvalAI with two
settings; using our evaluation infrastructure and our servers, using challenge organizers
infrastructure and challenge organizers servers; which address the desiderata of maintain-
ing privacy of the data, automatic scaling of the infrastructure, and reducing the cost of
evaluation of these AI agents’.
We also reduced friction in AI challenge creation by introducing challenge creation
using GitHub. As the number of users and scale of the platform is growing, we have also
automated the evaluation of prediction upload challenges and code upload challenges. We
added several analytics dashboards for all the users of the platform and introduced effortless
hosting of EvalAI on private servers for industrial organizations.
1.4 Related Publications
• EvalAI: Towards Better Evaluation Systems for AI agents’ [1]
Deshraj Yadav, Rishabh Jain, Harsh Agrawal, Prithvijit Chattopadhyay, Taranjeet
Singh, Akash Jain, Shiv Baran Singh, Stefan Lee, Dhruv Batra
Workshop on AI Systems, SOSP 2019
• Dialog without Dialog: Learning Image-Discriminative Dialog Policies from Single-
Shot Question Answering Data [2]
Michael Cogswell*, Jiasen Lu*, Rishabh Jain, Stefan Lee, Dhruv Batra, Devi Parikh
Advances in Neural Information Processing Systems 33, NeurIPS 2020
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• nocaps: novel object captioning at scale [3]
Harsh Agrawal*, Karan Desai*, Yufei Wang, Xinlei Chen, Rishabh Jain, Mark John-
son, Dhruv Batra, Devi Parikh, Stefan Lee, Peter Anderson
IEEE/CVF International Conference on Computer Vision (ICCV), 2019
• Evaluating visual and text explanations in an interactive, goal-driven human-AI task
Arjun Chandrasekaran, Rishabh Jain, Karan Desai, Kerry Moffitt, Jeff Miller, David
Diller, Bill Ferguson, Devi Parikh
1.5 Thesis Outline
The structure of the remainder of this work is as follows:
• In chapter 2, we compare our proposed approach with the existing platforms such as
OpenML, CodaLab, AICrowd, Kaggle.
• In chapter 3, we give an overview of the existing EvalAI system, types of users, sup-
ported challenges, submissions, evaluations, and the enhancements in the automated
metrics evaluation.
• In chapter 4, we describe our approach with key components, working, and features
to standardize the AI agents’ code evaluation on reinforcement learning tasks and su-
pervised and unsupervised learning tasks along with case studies for each evaluation
method.
• In chapter 5, we outline the method for hosting a code upload challenge on EvalAI
describing the method of AI challenge creation using github.
• In chapter 6, we discuss the challenge analytics dashboard for the users of EvalAI
and hosting of EvalAI on private servers.
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• In chapter 7, we describe the imapct of EvalAI on AI community, open-source and
GSoC.
• In chapter 8, we talk about the future work on evaluating multi-agent systems using
our current architecture. It also describes the evaluation of AI agents’ on dynamic
datasets.
• In chapter 9, we conclude the main contributions of this thesis.
• In Appendix A, We introduce EvalAI, an open source platform for evaluating ar-
tificial intelligence algorithms (AI) at scale. EvalAI is built to provide a scalable
solution to the research community to fulfill the critical need of evaluating ML mod-
els and AI agents in a dynamic environment against ground-truth annotations or by
interacting with a human. This will help researchers, students, and data scientists to
create, collaborate, and participate in AI challenges organized around the globe.
• In Appendix B, We present our work on evaluating existing approaches that generate
task-agnostic interpretable visual [4] and text explanations [5] for decisions from a
deep neural network via metrics on static datasets or simple human judgements. In
this work, we evaluate visual and text explanations in the context of an interactive,
goal-driven, collaborative human-AI task, GuessWhich [6]. We make the following
observations - (1) The performance of AI models on a metric from a static dataset is
not well correlated with performance on the interactive task with lay human subjects.
(2) In the interactive task, we find that subjects achieve higher performance when
visual and text explanations are made available, (3) Overall, subjects obtain more





Different general-purpose benchmarks and platforms have recently been launched, and they
are rapidly being used to drive and measure development in AI research and hosting com-
petitions.
2.1 OpenML
OpenML [7] is an online platform where researchers can automatically log and share ma-
chine learning data sets, code, and experiments. As a system, OpenML allows people to
organize their experiments online, and build directly on top of the work of others. By
readily integrating the online platform with several machine learning tools, large-scale col-
laboration in real-time is enabled, allowing researchers to share their very latest results
while keeping track of their impact and use. While the focus of OpenML is on experiments
and datasets, our solution focuses more on the end result - models, their predictions and
subsequent evaluation.
2.2 CodaLab
CodaLab [8] is an open-source alternative to EvalAI which offers an environment for per-
forming computational research that is more powerful, reproducible, and collaborative.
Worksheets and AI challenges are two facets of CodaLab. Worksheets enable users to catch
dynamic analysis pipelines in a repeatable manner, resulting in ”executable papers.” Users
can catch the testing pipeline in an immutable manner by archiving the code, documents,
and effects of an experiment. Through codaLab AI competitions are somewhat close to
EvalAI in terms of features, it does not help testing interactive agents in various environ-
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ments with or without humans in the process. As the AI community incorporates more
complicated tasks, such as evaluating an agent within a simulation or running an agent on
a real robot, a fully customizable backend like ours becomes increasingly relevant.
2.3 AICrowd
AICrowd [9] is another online platform for enabling data-science experts and enthusiasts to
collaboratively solve real-world problems by hosting AI challenges. It also allows its users
to host reinforcement learning challenges and static dataset challenges. Although, it also
hosts code upload challenges but it binds the users to use Gitlab platform for submitting
code whereas EvalAI doesn’t have such requirements. Moreover, the submission on EvalAI
is in the form of a docker image rather than a configuration file which generates a docker
image because the dependencies might break over the period of time while creating the
docker image from the configuration. Moreover, they also don’t provide access to the
docker images created from the code to the challenge organizers which can be used to
deploy the model on the real robots to compare the performance in simulation and real
world.
2.4 Kaggle
Kaggle [10] is one of the most common competition sites for data science and machine
learning. It uses a cloud-based workbench that is functionally comparable to IPython note-
books to enable users to share their methodology with other data scientists. Despite its
success, Kaggle [10] has a number of drawbacks. For starters, as a closed-source platform,
and also unable to support code upload challenges. Moreover, it only supports challenge
creation using templates which creates a limitation of maintaining challenge template ver-




EvalAI [1] is an open source platform for evaluating and comparing machine learning (ML)
and artificial intelligence algorithms (AI) at scale. EvalAI is built to provide a scalable so-
lution to the research community to fulfill the critical need of evaluating machine learning
models and agents acting in an environment against annotations or with a human-in-the-
loop. This will help researchers, students, and data scientists to create, collaborate, and
participate in AI challenges organized around the globe. EvalAI also seeks to lower the
barrier to entry for participating in the global scientific effort to push the frontiers of ma-
chine learning and artificial intelligence, thereby increasing the rate of measurable progress
in this domain. The code is available here.
3.1 Users
EvalAI has three kinds of users on the platform i.e challenge organizers, admins and par-
ticipants.
3.1.1 Challenge Organizers
They are responsible for hosting and managing a challenge on the platform. More specif-
ically, they create challenges using the challenge configuration templates or using github.
Setting up submission evaluation using the evaluation script along with viewing and down-
loading the challenge analytics are some of responsibilities of challenge organizers.
3.1.2 Admins
EvalAI admins are in charge of helping challenge organizers to setup the challenges, view
and approve the challenges on the platform.
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3.1.3 Participants
Participants participate and compete in the challenges, create and download submissions
on the platform.
3.2 AI Challenges
EvalAI supports hosting prediction upload challenges. We will describe hosting code up-
load challenges on EvalAI in chapter 5.
3.2.1 Prediction Upload AI Challenges
These challenges are set up for static datasets such as VQA, Visual Dialog, TextVQA, etc
where the test dataset is public but the ground truth labels are private and stored on EvalAI.
Participants run their models on the test datasets and submit the predictions file on EvalAI
which gets compared to the ground truth labels in real-time and the accuracies are reported
on the leaderboard as shown in Figure 3.1.
Figure 3.1: Prediction Upload AI Challenges
3.2.2 Code Upload AI Challenges
In this setup as shown in Figure 3.2, participants are asked to upload the AI model’s code
in the form of a docker image on the platform. The submission is then run in the simulation
of a real world setting to evaluate the model. The models can later be downloaded and run
in the real world to study the differences in the real world from simulation.
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Figure 3.2: Code Upload AI Challenges
3.3 Submissions
Submissions are one of the most critical components on EvalAI. Submissions on EvalAI
can be made through the UI, using the EvalAI-CLI tool or using the public submission file
URL.
3.3.1 Using UI
It is the traditional way of creating submissions on any platform where a user simply up-
loads a predictions file on the platform.
3.3.2 Using EvalAI-CLI
We have built a command line tool known as EvalAI-CLI which can be used to push large
submissions greater than 400 MB in size on the platform. Moreover, for uploading an
agents’ code, users have to submit it using this method. EvalAI-CLI provides flexibility to
participants in automating the submissions on the platform while training an agent. Partici-




We allow challenge organizers to provide an implementation of their metric which is sub-
sequently used to evaluate all submissions ensuring consistency in evaluation protocols.
3.4.1 Using automatic metrics
When a challenge is set up, challenge organizers can create an evaluation script in any lan-
guage which is used to evaluate all the submissions. As soon as a submission occurs on the
platform for a challenge, the challenge evaluation docker container picks that submission
from the challenge queue, then runs it against the stored ground truth annotations and cal-
culates the metrics defined in the evaluation script. Once the evaluation is completed, the
results are displayed on the leaderboard.
3.4.2 Using Remote Evaluation
While hosting an AI challenge, organizers are concerned about the privacy of the test
dataset and they don’t want to share the data even with the challenge organizing platform
members. Moreover, certain large-scale challenges require special compute capabilities for
evaluation. EvalAI provides a unique solution for hosting these challenges, maintaining
leaderboard while the actual evaluation of the submissions happen on challenge organizers
servers without sharing the test dataset. Challenge organizers can poll EvalAI API’s for the
submission’s data, evaluate it on their servers and then update the results in the database.
3.5 Enhancing the Automated Metrics Evaluation Infrastructure
A good distribution of challenges hosted on EvalAI uses the automated metrics evaluation
of the tasks. With the increasing popularity of the platform, there has been a rise in the
number of challenges to be hosted on EvalAI. In order to match the increasing demand and
limited number of EvalAI admins, there is a need to automate the deployment of challenge
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evaluation workers on EvalAI. EvalAI architecture in [1] suggests that whenever a chal-
lenge is created, an admin has to manually deploy the challenge evaluation worker on the
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Figure 3.3: System architecture for enhancing the automated metrics evaluation infrastruc-
ture. The core pieces of the system are: (1) The frontend Amazon Elastic Cloud Compute
(AWS EC2) instances which receives the request from the challenge organizer, (2) The
backend AWS EC2 instances which frontend communicates with to store the data in the
Amazon Relational Database Service (AWS RDS) and Amazon Simple Storage Service
(AWS S3) bucket, (3) The Amazon Simple Queue Service (AWS SQS) queues which gets
configured for each challenge, and (4) The AWS Fargate which pulls the evaluation worker
docker image from Amazon Elastic Container Repository (AWS ECR) and deploys the
docker containers. It also sends the docker container logs to Amazon CloudWatch.
3.5.1 AWS Fargate
AWS Fargate is a technology that one can use with Amazon Elastic Container Service
(AWS ECS) to run docker containers without having to manage servers or clusters of AWS
EC2 instances. With Fargate, one no longer has to provision, configure, or scale clusters of
virtual machines to run containers. This removes the need to choose server types, decide
when to scale your clusters, or optimize cluster packing.
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In the modified infrastructure, when a challenge is created, we pull the evaluation
worker docker container from the AWS ECR storage. We package the ground truth an-
notations along with a few variables in the docker container and deploy it on the AWS
Fargate. In order to remove EvalAI admin from the loop of challenge creation we also
display the container logs on the UI so that organizers can make changes to the evalua-
tion script until it successfully evaluates a submission. With AWS Fargate, we don’t have
to worry about the load on the system as it auto scales with the number of submissions
waiting to be processed.
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CHAPTER 4
AI AGENTS’ CODE EVALUATION ON EVALAI
With the advent of new and complex problems in the AI community along with more
robust models, the method to evaluate and compare the existing agents with the new ones
require running agents’ code on the test environment or static dataset concealed behind an
evaluation server. We propose a novel approach to evaluate the AI agents on reinforcement
learning tasks and on supervised and unsupervised learning tasks.
4.1 On Reinforcement Learning Tasks
Reinforcement learning is the training of machine learning models to make a sequence of
decisions. The agent learns to achieve a goal in an uncertain, potentially complex envi-
ronment. In reinforcement learning, an agent faces a game-like situation or completes a
particular task. To get the machine to do what the programmer wants, the agent gets either
rewards or penalties for the actions it performs to maximize the total reward. Formally, the
learner or the decision maker is called the agent and the thing it interacts with, compro-
mising everything outside the agent, is called the environment. These interact continually,
the agent selecting actions and the environment responding to those actions and presenting
new situations to the agent. The environment also gives rise to rewards, special numerical
values that the agent tries to maximize over time as shown in Figure 4.1
Since these agents have to take decisions in an interactive environment, so to compare
and evaluate them it is required to run these agents on the hidden test-environments. We
propose a simplified novel system architecture to evaluate these agents in a single or multi-
agent setup. The current setup can also be extended to dynamic environments where the
test-environment is changing based on the decisions taken by the agent during evaluation.
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Figure 4.1: AI agent and environment basic configuration
4.2 System Architecture
The end-to-end evaluation system is built using the open-source technologies and it can
be deployed on any cloud service with minimal changes. The various components of the
evaluation pipeline along with their working are described as follows.
4.3 Components
4.3.1 EvalAI-CLI
It is the command line tool which is used to push the agents’ code in the form of docker
containers on EvalAI servers.
4.3.2 EvalAI Backend
It consists of Django [11] based REST APIs to interact with the database, pushing the
submissions to AWS SQS queue, updating the status and result of the submissions in the
database.
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4.3.3 Amazon Simple Queue Service (AWS SQS)
AWS SQS is a fully managed message queuing service that enables us to decouple and
scale microservices, distributed systems, and serverless applications. SQS eliminates the
complexity and overhead associated with managing and operating message oriented mid-
dleware, and empowers developers to focus on differentiating work. Using SQS, we can
send, store, and receive messages between software components at any volume, without
losing messages or requiring other services to be available.
4.3.4 AWS Fargate
It is the service where the evaluation workers are deployed. The job of the challenge eval-
uation worker is to pick a message from the AWS SQS queue and deploy it on Amazon
Elastic Kubernetes Service (AWS EKS) service in the form of a job.
4.3.5 Amazon Elastic Kubernetes Service (AWS EKS)
AWS EKS is a managed service that we use to run kubernetes [12] on Amazon Web Ser-
vices (AWS) without needing to install, operate, and maintain our own kubernetes control
plane or nodes.
4.3.6 Kubernetes [12]
It is an open-source system for automating the deployment, scaling, and management of
containerized applications.
4.3.7 Amazon Elastic Kubernetes Service (AWS EKS) [13] Worker Nodes
The AWS EKS worker nodes are the managed AWS EC2 instances where the agents’ code
is run with the test environment in the form of a pod.
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4.3.8 Agent Docker Container
It is the dockerized AI agents’ code uploaded by the users which needs to be evaluated.
4.3.9 Environment Docker Container
It is the docker container which contains the test environment and also provides high-level
Application Programming Interface (API) for the agent container to interact with.
4.3.10 Google Remote Procedure Call (gRPC) [14]
It is an open source high performance Remote Procedure Call (RPC) framework which is
used to connect the environment and agent container during the evaluation.
4.3.11 Pod
Pods are the smallest, most basic deployable objects in kubernetes [12]. A Pod represents
a single instance of a running process in your cluster. Pods contain one or more contain-
ers, such as docker containers. When a pod runs multiple containers, the containers are
managed as a single entity and share the pod’s resources.
4.3.12 Job
A Job creates one or more pods and will continue to retry execution of the pods until a
specified number of them successfully terminate. As pods successfully complete, the job
tracks the successful completions. When a specified number of successful completions is
reached, the task (i.e, job) is complete. Deleting a job will clean up the pods it created.
4.3.13 Container Networking Interface [15]
It concerns itself only with network connectivity of containers and removing allocated re-
sources when the container is deleted. It is used to restrict all the outgoing communication
from the job pods to eval.ai domain in order to avoid any malicious activity by the users.
20
4.3.14 Fluentd [16]
Fluentd is an open source data collector for unified logging layers. It collects all the logs
and system metrics for the agent and environment containers and pushes them to AWS
cloudwatch. The logs can later be downloaded from AWS Cloudwatch interface for further
analysis.
4.3.15 AWS CloudWatch [17]
Amazon CloudWatch is a monitoring and observability service built for engineers, devel-
opers, and IT managers. CloudWatch provides us with data and actionable insights to
monitor the applications, respond to system-wide performance changes, optimize resource
utilization, and get a unified view of operational health.
4.3.16 Amazon Elastic Container Repository (AWS ECR)
AWS ECR is a fully managed container registry that makes it easy to store, manage, share,
and deploy our container images and artifacts anywhere. AWS ECR eliminates the need to
operate our own container repositories or worry about scaling the underlying infrastructure.
4.3.17 Amazon Virtual Private Cloud (AWS VPC)
Amazon Virtual Private Cloud (AWS VPC) is a service that lets us launch AWS resources
in a logically isolated virtual network that we define. We have complete control over our
virtual networking environment, including selection of our own IP address range, creation
of subnets, and configuration of route tables and network gateways.
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4.4 Working
4.4.1 Setting up environment container
While setting up the AI challenge for reinforcement learning tasks, challenge organizers
have to set up the environment container which contains the test environment, APIs for
the agent to interact with the environment and code to update the results in the EvalAI
database. They upload the docker image on AWS ECR and provide us the link for the
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Figure 4.2: System architecture for evaluating code upload AI challenges on EvalAI. The
users create a submission a submission in the form of a docker image using EvalAI-CLI
tool which gets stored in AWS ECR repository. The EvalAI-CLI tool also informs EvalAI
backend about the submission. A worker running on AWS Fargate picks up the submission
and gives it to AWS EKS for evaluation. The AWS EKS deploys the submission on one of
the node and finally results are updated in the EvalAI backend.
4.4.2 Evaluation using environment container
Once the participant pushes the docker image using EvalAI-CLI as described in Figure 4.2,
the submissions are stored in AWS ECR repository, and a call to EvalAI backend is sent
informing about the new submission which is then queued in the AWS SQS queue for the
challenge. A worker running on AWS Fargate for the challenge is polling the queue for
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the submissions. The worker picks up the submissions from the queue and gives it to AWS
EKS which is responsible for deploying the submission on one of the AWS EKS nodes. As
soon as the submission is deployed in the form of a pod, both the environment and agent
docker images are pulled from AWS ECR repository and run on the machine. The agent
and environment docker images communicate with each other using the Google Remote
Procedure Call (gRPC) protocol. During the run, the logs are collected in real-time from
both the containers by Fluentd and are sent to AWS cloudwatch. As soon as the submission
completes, the environment container updates the results in EvalAI’s database. In case of
failure of any of the containers, the logs are sent to the participants. Once everything
completes, the pod is deleted from the node and marks the evaluation as complete.
4.5 Features Offered
• The submission running backend is auto scalable depending upon the number of
submissions or the usage of servers in the cluster.
• The agent code is run in a sanitized environment.
• Challenge organizers can configure which submissions to prioritize for evaluation in
case of limited resources and time.
• The test environment is private and secure as only challenge organizers can access it
and it isn’t affected by agent docker containers.
• The evaluation infrastructure is modular and portable as it can be set up in any AWS
cloud, while the challenge is hosted on EvalAI.
4.6 Evaluation Setups and Case Studies
We offer two types of setups for hosting code upload reinforcement learning challenges. In
this section, we describe both the setups along a challenge using that setup.
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4.6.1 Using our evaluation infrastructure
Challenge organizers can host reinforcement learning AI challenges using the evaluation
infrastructure we have developed. Moreover, if they don’t want to share the challenge
data such as environment docker container, submissions, logs, etc. with us, then they can
provide us the Amazon Identity and Access Management (AWS IAM) keys for their AWS
account while challenge creation and our evaluation infrastructure will be automatically
setup in their account. One such challenge using this setup is AI Habitat Challenge from
Facebook AI Research which is an year long challenge hosted on EvalAI.
Case Study: AI Habitat Challenge
Embodied AI is the study of intelligent systems with a physical or virtual embodiment
(robots and egocentric personal assistants). The embodiment hypothesis is the idea that
intelligence emerges in the interaction of an agent with an environment and as a result of
sensorimotor activity. AI Habitat is a simulator platform for research in Embodied AI. It
enables training of such embodied AI agents (virtual robots and egocentric assistants) in
a highly photorealistic and efficient 3D simulator, before transferring the learned skills to
reality.
In order to test the trained agents, it uses EvalAI code upload challenge evaluation
infrastructure hosted in Facebook’s AWS cloud as shown in Figure 4.3. The challenge con-
sists of two phases defined as PointNav which focuses on realism and sim2real predictivity
and ObjectNav which focuses on egocentric object/scene recognition and a common sense
understanding of object semantics. Each phase is divided into three splits i.e. minival, test-
standard and test-challenge. Minival splits consist of a very small number of test-episodes
(30 episodes) which is used to check the successful execution of the agent uploaded by
challenge participants. Test-Standard splits contain a large number of test-episodes (2000
episodes) and are used to compare the state-of-the art (e.g. in papers) results. It is also used
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Figure 4.3: System architecture for evaluating AI Habitat code upload challenge on EvalAI.
split also contains a large number of test-episodes (2000 episodes) and is used to determine
the winners of the challenge. EvalAI provides different visibility to the leaderboards. The
minival and test-standard split leaderboards are public but the test-challenge leaderboard is
private and gets revealed once the challenge completes each year. We have already hosted
a couple of iterations of the challenge and we are hosting this year’s challenge as well. In
the previous iteration of the challenge, more than 30 teams participated and created over
500 submissions. None of the users or the teams reported issues with the evaluation and
the challenge hosts were easily able to determine the winners for the challenge.
The use case for this setup arises from the fact that the data in certain domains such
as medical domain, etc. are very confidential and sensitive. It is almost impossible to
share such data with the admins of challenge evaluation platform. Moreover, sometimes
challenge organizers have sufficient compute to evaluate the submissions on their internal
servers which saves them the cost of using AWS resources. EvalAI also supports hosting of
such challenges. The submissions will occur on the EvalAI platform which will be pulled
by challenge organizers servers for evaluation. The organizers evaluate the submissions
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Figure 4.4: Code upload remote challenge evaluation.
using this setup from different organizations across the globe such as Animal-AI olympics
challenge, Robothor challenge, Sim2Real challenge, GOSEEK challenge etc.
Case Study: Animal-AI Olympics
The Animal-AI Olympics is an AI competition with tests inspired by animal cognition.
Participants are given a small environment with just seven different classes of objects that
can be placed inside. In each test, the agent needs to retrieve the food in the environment,
but to do so there are obstacles to overcome, ramps to climb, boxes to push, and areas that
must be avoided. The real challenge is that they don’t provide the tests in advance. It’s
up to participants to play with the environment and build interesting setups that can help
create an agent that understands how the environment’s physics work and the affordances
that it has. The submission should be an agent capable of robust food retrieval behaviour
similar to that of many kinds of animals. In order to set up the evaluation we provided
the starter code to the challenge hosts which automatically pulled the submissions from the
challenge queue and gave it to the evaluation code. The average evaluation time for the
agents was an hour and then results are updated in the database by challenge organizers.
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The challenge lasted for 4 months and received a huge participation from more than 100
teams who created more than 1700 submissions.
4.7 On Supervised and Unsupervised Learning Tasks
Supervised learning is the machine learning task of learning a function that maps an input
to an output based on example input-output pairs. It infers a function from labeled training
data consisting of a set of training examples. In unsupervised learning the AI model learns
patterns from untagged data. The hope is that through mimicry, the machine is forced
to build a compact internal representation of its world. A way to evaluate the models
on these tasks is to upload predictions from the AI model on the EvalAI platform and
compare them with ground truth annotations. In this generation of deep learning with more
robust AI models we can enhance this evaluation method to upload the models rather than
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Figure 4.5: System architecture for evaluation AI agents on static datasets.
we can extend the reinforcement learning code evaluation infrastructure. The environment
container in that infrastructure will correspond to the static test dataset stored on Amazon
Elastic File System (AWS EFS)[18]. The infrastructure will differ when we run the AI
agent docker image. In this case, we will attach an AWS EFS volume which contains the
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static test dataset to the agent image and run the inference on it. A predictions file will
be generated on the server which gets submitted to the EvalAI backend automatically. A
worker on the AWS Fargate will evaluate it with the ground truth annotations and the results
are finally shown on the leaderboard.
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CHAPTER 5
HOSTING A CODE UPLOAD CHALLENGE ON EVALAI
EvalAI provides an easy method to host code upload challenges. We will describe the AI
challenge creation process using github, uploading and evaluating submissions, analysing
agents performance and finally downloading and running the agents in the real world.
5.1 Simplifying the AI challenge creation using github
AI challenge creation is a complex process which involves a lot of moving components
such as challenge phases, data splits, leaderboards, etc. Also, it is becoming difficult to
manage the hosted versions of an AI challenge over the years. Some other factors which
add to it are the release of a bigger and newer version of the same dataset, introduction
of new evaluation metrics in the community when a challenge is running, change in terms
and conditions of the dataset over the period of time and bugs in the evaluation script while
the challenge is running. In order to solve the aforementioned issues, we introduce AI
challenge creation using github. It solves the existing problems and provides a streamlined
method to challenge organizers for creating and managing the challenge.
Figure 5.1: Workflow for challenge creation using github on EvalAI.
In this method, a challenge organizer can signup using github on EvalAI and use our
EvalAI-Starters github repository as a template. To authenticate with EvalAI, they have
to add the EvalAI authentication token in the repository along with a unique identifier
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for the organizer team which can be fetched from EvalAI. Challenge organizers can now
make changes to the challenge configuration, evaluation script, templates, etc. and push
the commit on a new challenge branch. Once they commit on github, we run the challenge
configuration validation build on the server and in case of any errors, we open the issues in
the repository using their github token. Moreover, if they make changes to the challenge
on the UI, then the same changes are reflected in the github repository.
5.2 Uploading Submissions and Evaluation
Once the participants participate in the challenge, they have to upload the AI agents in the
form of docker images to EvalAI. The agents are evaluated using one of the code upload
evaluation infrastructure described above.
5.3 Analyzing and Viewing the Agents’ Performance
One of the use cases for storing logs from the agents is to create videos of the AI agents
performing in the unseen test environment. This is useful for challenge organizers in order
to analyze the top performing AI agents for weakness and improvements. Moreover, certain
challenge analysis such as number of teams participated in a challenge, total number of
submissions, etc. and graphs such as submission accuracy over time, rank of participants
over time, etc. are useful for drawing insights from the challenge.
5.4 Downloading and Running the Agents in the Real World
The performance of the AI agents doesn’t fully translate from the simulation environment
to the real world due to the additional complexities of the real world. In order to evaluate the
agents in the real world, the challenge organizers have to download the agents and deploy
them on real robots to perform the same task. Since we accept the agents submissions in
the docker image format, it becomes easy for challenge organizers to download that agents’
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image and run it on the real robot or build a web demonstration from it.
Case Study: Sim2Real Challenge on Gibson Dataset
One of the challenges we hosted from Stanford i.e Sim2Real Challenge on Gibson dataset
have utilized this feature. They used LocoBot as their robotic platform for the real-world
testing of the AI agents. The challenge had three phases, Dev Phase, Challenge in Simula-
tion and Challenge in Real World phase and received more than 100 submissions from 10
teams. The top performing team in the real world setting as shown in Figure 6.1 isn’t the
top performing team in the simulation setting Figure 5.3 which demonstrates the need for
evaluating AI agents in the real world.
Figure 5.2: Sim2Real Gibson challenge Real World Phase Leaderboard
Figure 5.3: Sim2Real Gibson challenge Simulation Phase Leaderboard
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CHAPTER 6
CHALLENGE ANALYTICS AND EVALAI HOSTING
6.1 Analytics Dashboards for the Users of the Platform
To increase the engagement of the users with the platform, to improve our services and to
provide challenge organizers with a comprehensive view of the progress in the hosted task,
we have built an analytics dashboard for the users.
6.1.1 EvalAI Admins
Observability has become one of the most important areas of our application and infras-
tructure landscape, and the open-source tools such as prometheus and grafana provide a
robust solution for it. The metrics from different services used on EvalAI are stored us-
ing prometheus and grafana provides a flexible and visually pleasing interface to view the
graphs.
6.1.2 Challenge Organizers
Challenge analysis helps challenge organizers to track the progress of a particular task
over the years. EvalAI provides a visually appealing and easy to use interface to view
and download the graphs. Graphs such as accuracy on a task over time, evaluation time
of submissions with time and number of submissions in a challenge on a daily, monthly




Challenge participants are curious to know the statistics such as the accuracy of their sub-
missions over time, number of successful, failed, cancelled submissions and the trend of
submissions in a challenge with the corresponding rank on the leaderboard.
6.2 Easy Hosting of EvalAI on Private Servers
Industry organizations have several limitations such as sensitive dataset, tasks which can
only be accessed by their employees, and the limitation to use proprietary cloud infrastruc-
ture. Furthermore, the terms and conditions covering the usage of such datasets and tasks
may be unfavorable for public hosting.
In order to provide a clean setup of setting up EvalAI within an organization, we provide
a python script to package the EvalAI codebase in the form of docker containers which
can be deployed on any machine. Moreover, we also provide the frontend, backend, etc.
docker containers of EvalAI on a public docker repository which can be downloaded and
run internally. Some of the industrial organizations such as eBay, ITU/WHO AI for health
initiative, Astrazenica, etc, are using it instead of reinventing the wheel.




As an open-source tool EvalAI has reformed the way for the evaluation of AI agents in
the community. It has created its impression from hosting homework assignments from
Georgia Tech, USC, UIUC, etc. to the evaluation of massive datasets such as VQA, Visual
Dialog, etc., from evaluating static predictions files to evaluating agents’ code and from
free hosting of challenges to automating the infrastructure set up in challenge organizers
account.
7.1 AI Community
Figure 7.1: Impact in AI Community
EvalAI has been live for 4 years now as it started with the VQA challenge in 2017,
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since then it has hosted 100+ AI challenges consisting of 20+ code upload challenges and
80+ prediction upload challenges. The user base has grown from 2000 users in 2018 to
11000+ users in 2021 from 150+ countries. There are more than 5000 participant teams
who have created more than 100 thousand submissions on the platform.
7.2 Open-Source and Google Summer of Code (GSoC)
Being an open-source tool, EvalAI is housed under the CloudCV organization which pro-
vides it the support of 100+ contributors ranging from frontend, backend developers and
designers on Github with 1k+ stars and 500+ forks. The open source community also
helps in building new features and maintaining the source code.
EvalAI has been an active participant of GSoC program under CloudCV organization
for the last 4 years. GSoC is a global program focused on bringing more student developers
into open source software development. Students work with an open source organization
on a 10 week programming project during their break from school. I have served in GSoC
in different roles starting from a student, mentor and organization administrator.
By participating in GSoC, EvalAI benefits from the tremendous enthusiasm, engage-
ment, and involvement of the GSoC student community. Last four years with GSoC has
given us a unique opportunity to build an open-source community that is focussed on solv-
ing challenging problems to help make AI more reproducible and reliable. We also look at
GSoC as an opportunity to introduce students to cutting-edge AI research and help prepare
them for whatever comes next in their careers, be it industry, graduate school or indepen-
dent research.
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Real-time strategy games remain a difficult domain for AI, owing to the large search space
and confusion of what the opponent is doing. Multi-agent systems will offer a level of
abstraction that will allow humans to design intelligent behaviours and systems in this
domain. These agents have to be innovative, capable of learning the information from the
opponents, and suggesting new issues to each other. The modeling of such agents and
systems is not trivial and their evaluation is also a challenging task. However, existing
evaluation platforms are either not compatible with multi-agent settings, or limited to a
specific setting which motivates the need for a standard way of evaluating these agents at
scale.
EvalAI’s code upload challenge infrastructure paves the way for evaluation of such
agents. Since we follow the two container (environment and agent) strategy for the eval-
uation of agents, we can extend this to upload multiple agents paired with the same envi-
ronment in order to evaluate them against each other. Since the existing infrastructure is
modular, portable, and scalable which will enable challenge organizers to modify it accord-
ing to their needs.
8.2 Evaluation of AI agents on dynamic datasets
Artificial Intelligence is a fast moving field and with the release of robust and larger AI
agents, the agents might overfit on the existing hidden test dataset. Using dynamic test
datasets at each timestep according to the actions taken by the agent provides a more real-
istic method to evaluate agents in the simulation and prevents saturation of the benchmark
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and overfitting on the test dataset. Therefore, we want to evaluate the AI agents on the
dynamic test datasets.
The proposed evaluation infrastructure can be extended to build such a system. The
environment docker container can be configured to download more data or change the data
according to the actions taken by the agent. This would allow the AI community to check
where a specific agent fails, allowing them to build improved model architectures and, as a




In this thesis, we developed the evaluation infrastructure for setting up code-upload AI chal-
lenges on EvalAI. We proposed a modular, flexible, and portable system architecture which
can be used to run the agents code in isolation, evaluate them in both simulation and real
environments, and can be easily extended to evaluate static prediction based challenges. In-
teractive demos and videos for the agent helps challenge organizers to better visualize the
behaviour of AI agents in unseen test environments. The architecture provides the features
such as auto scaling of backend machines, prioritized submission evaluations, and private
test environment and dataset. We also developed a remote code-upload evaluation pipeline
in which the challenge organizers don’t have to share the test data even with the chal-
lenge hosting platform. Both these pipelines are currently used in production settings for
several challenges including Habitat AI Challenge from Facebook AI Research, iGibSon
Challenge from Stanford, etc.
Moreover, we aim to reduce friction in the AI challenge creation process by introducing
challenge creation using GitHub. This will help challenge organizers to update, version
and manage the complex challenge configurations over the years. Challenge analytics is
also another feature that we added for all the users of the platform. We believe that by
providing the insights about the challenge to organizers, the progress in the domain can be
easily measured.
EvalAI is an open-source platform which is used by several industrial organizations as
an internal tool. We have automated the process for hosting EvalAI internally for prediction
upload and code-upload challenges. We are also participating in Google Summer of Code
(GSoC) program from Google since 2016. These programs are helping us in building
a community of open-source developers for the project which will ultimately help us in
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EVALAI: TOWARDS BETTER EVALUATION OF AI AGENTS
A.1 Introduction
Progress on several important problems in Computer Vision (CV) and Artificial Intelli-
gence (AI) has been driven by the introduction of bold new tasks coupled with the curation
of large, realistic datasets [19, 20, 21, 22, 23]. Not only do these tasks and datasets estab-
lish new problems and provide data necessary to analyze them, but more importantly they
also establish reliable benchmarks where proposed solutions and hypothesis can be tested
– an essential part of the scientific process. In recent years, the development of central-
ized evaluation platforms have lowered the barrier to compete and share results on these
problems. As a result, a thriving community of researchers has grown around these tasks,
thereby increasing the pace of progress and technical dissemination.
With the success of deep learning techniques on a wide variety of complex AI tasks
such as grounded dialog generation [22] or generating aesthetically pleasing images [24]
coupled with the widespread proliferation of AI-driven smart applications, there is an im-
minent to evaluate AI systems in the context of human collaborators. These tasks cannot be
evaluated accurately using automatic metrics as performance on these metrics do not corre-
late well with human-judgment in practice[25]. Instead, to properly evaluate, they should
be connected with a human workforce such as Amazon Mechanical Turk (AMT)[26] to
mimic a setup which is closest to the one in which they may be eventually deployed.
Furthermore, the rise of reinforcement learning (RL) based problems in which an agent
must interact with an environments introduces additional challenges for benchmarking.
Unlike supervised learning, the performance in this setup cannot be measured by evalu-
ating on a static test set. Evaluating these agents involves running the users code on a
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Figure A.1: EvalAI is a platform to evaluate AI agents in dynamic environment with
human-in-the-loop.
collection of unseen environments such that one can check if algorithms “overfit” on train-
ing environments.
To address the aforementioned problems, we introduce a new evaluation platform called
EvalAI that fullfills the critical need in the community for (1) human-in-the-loop evaluation
of machine learning models and (2) the ability to run user’s code in a dynamic environment
instead of a static dataset enabling the evaluation of interactive agents.
A.2 Related work
In light of the requirements highlighted in the previous section, we compare EvalAI with
existing platforms. We also provide a a head-to-head ocmparison in Table A.1. Kag-
gle[10], CodaLab[8] and AICrowd[9] are some of the most popular platforms for hosting
machine learning competitions but they have several limitations. Kaggle doesn’t support
custom evaluation metrics and multiple challenge phases – a common practice in popular
challenges like COCO Caption Challenge, VQA etc. CodaLab provides an open-source
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Features OpenML Topcoder Kaggle AICrowd ParlAI CodaLab EvalAI
AI Challenge Hosting 7 3 3 3 7 3 3
Custom metrics 7 7 7 3 3 3 3
Multiple phases/splits 7 7 7 3 7 3 3
Open Source 3 7 7 3 3 3 3
Remote Evaluation 7 7 7 7 3 3 3
Human Evaluation 7 7 7 7 3 7 3
Environments 7 7 7 3 7 7 3
Table A.1: Head-to-head comparison of capabilities between existing platforms and EvalAI
alternative to Kaggle and fixes several of their limitations but doesn’t support evaluating
interactive agents in dynamic environments. EvalAI not only supports custom evaluation
protocol but also allows evaluation of interactive agents in dynamic environments. In ad-
dition, we also support human-in-the loop evaluation of prediction based or code-upload
based challenges, something AICrowd doesn’t support. Similar to ParlAI [27], EvalAI in-
tegrates with Amazon Mechanical Turk (AMT) [26] for human based evaluation. However,
unlike EvalAI, ParlAI is not a challenge hosting platform and only supports evaluation of
dialog models, not for any AI task in general. OpenAI gym [28] and EvalAI have the same
underlying philosophy of encouraging easy accessibility and reproducibilty of Reinforce-
ment Learning (RL) agents but OpenAI gym is not a dedicated evaluation platform and
lacks support for prediction based challenges, custom evaluation protocol, and human-in-
the loop evaluation.
A.3 Key features
Evaluation inside RL environments: We have developed an evaluation framework to
evaluate agents for tasks situated in active environments instead of static datasets (Fig-
ure A.2). Participants upload Docker images with their pre-trained models using a com-
mand line interface. At the time of evaluation, the instantiated worker evaluates the user-
submitted model against test-environment provided by the challenge organizer. Once the
evaluation is complete, the results are sent over to the leaderboard using the message queue.
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Figure A.2: System architecture for code upload challenges.
Human-in-the-loop evaluation: Automatic evaluation of tasks like image captioning [29,
30], visual dialog [22, 31] or image generation [24] is complicated by the huge set of possi-
bly ‘correct’ responses and relatively sparse ground truth annotations. Given the interactive
nature of tasks, it is clear that the most appropriate way to evaluate these kind of tasks is
with a human in the loop, i.e. a Visual Turing Test [32]! Unfortunately, human-in-the-loop
evaluation is still limited by financial and infrastructural challenges that must be overcome
by each interested research group independently.
To address this, we have developed the infrastructure to pair AMT users in real-time
with artificial agents (for instance, visual conversational agents [22]). We provide:
• Custom HTML Templates: Organizers can choose to provide their own HTML
templates satisfying the unique requirements specific to their challenge.
• Worker Pool: We maintain a pool of good quality workers which have a history of
high quality work and strong acceptance rate. Additionally, organizers can provide
us with a list of whitelisted and blocked workers.
• Uninterrupted back-and-forth communication: For tasks that require multiple
rounds of human-AI communication, we do a lot of book-keeping to ensure that
45
incompleted HITs are re-evaluated and turkers can reconnect with the same agent
after temporary network failure.
• Flexible schema: We provide a flexible JSON based schema and APIs to fetch the
results from the evaluation tasks once they are completed. These results are automat-
ically updated on the leaderboard for each submission.
Private and Remote Evaluation: Certain large-scale challenges have special compute re-
quirements for evaluation. For instance, challenges in medical domain such as FastMRI
Image Reconstruction challenge [33] have sensitive data which cannot be shared with the
evaluation platform. Some other AI challenges like CARLA Autonomous Driving chal-
lenge [34], and Animal-AI Olympics [35] need to run RL agents in a dynamic environment
- requiring powerful clusters with GPUs. For these types of challenges, organizers can
easily setup their own cluster of worker nodes to process participant submissions while
we take care of hosting the challenge, handling user submissions and the maintaining the
leaderboard. On submission, all related metadata is relayed to an external pool of work-
ers through dedicated message queues - decoupling the worker nodes from the challenge
front-end.
A.4 Impact
As shown in Table A.2, EvalAI has already hosted 35+ challenges, with over 1400 partici-
pants from 84 countries who have created over 35000 submissions. Some of the large scale
challenge that EvalAI hosted are CARLA Autonomous Driving Challenge [34], Animal-
AI Olympics Competition [35], Vision and Language Navigation [36], Habitat Challenge
[37], Visual Question Answering Challenge [21] and many more.
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Year # submissions # participants # challenges # page views
2018 12,516 357 11 306,517
2019 (YTD) 23,357 1,069 25 642,383
Growth 86% 186.5% 127% 109.6%
Table A.2: EvalAI growth statistics
A.5 Conclusion
While traditional platforms were adequate for evaluation of tasks using automatic met-
rics, there is a critical need to support human-in-the-loop evaluation for more free-form
multimodal tasks such as (visual) dialog and image generation. We develop, EvalAI, a
large-scale evaluation platform to support the same. To this end, EvalAI supports pairing
an AI agent with thousands of workers in an interactive dynamic environment so as to rate
or evaluate the former over multiple rounds of interaction. By providing a scalable platform
that supports such evaluations will eventually encourage the community to benchmark per-
formance on tasks extensively, leading to better understanding of a model’s performance
both in isolation and in human-AI teams[38].
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APPENDIX B
EVALUATING VISUAL AND TEXT EXPLANATIONS IN AN INTERACTIVE,
GOAL-DRIVEN HUMAN-AI TASK
B.1 Introduction
Humans are now collaborating with AI systems with increasing frequency across applica-
tions ranging from medical diagnosis, driving vehicles, to scheduling meetings. Analogous
to human tools, the effectiveness of the human-AI collaboration depends on the capability
of the AI and its usability by a lay person. Recent works in Explainable AI have made
exciting progress in developing approaches that explain decisions of deep neural networks
such as saliency-based methods, attention-based methods, etc. Progress is typically mea-
sured by evaluating explanation modalities via quantitative metrics [5] on static datasets,
human studies with quality judgements [4] or proxy tasks like predictability [39] and verifi-
cation [40]. While these works improve researchers’ understanding of explanation modali-
ties, it is unclear to what extent they are useful to a lay person in an interactive downstream
task. In this work, we evaluate the utility of visual and text explanations in an interactive,
goal-driven, collaborative human-AI task with a lay person.
GuessWhich [6] is a multi-modal task, that is similar to the ‘20 questions’ game. Given
a pool of N images, a human subject attempts to guess the ‘secret’ image which is known
to the AI. The human asks a question regarding the secret image, which the AI answers.
Figure B.1a shows the pool of images and the human subject’s question, followed by the
AI’s answer for the secret image (bottom image with green border). After T rounds, the
subject makes a guess. The accuracy of the guess depends on the subject’s questions and
the usefulness of the AI’s answers to the human. GuessWhich has a number of desirable
properties – it is complex, goal-driven, interactive, involves a real human subject, and lends
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(a) (b) (c)
she is holding a tennis racket
she is holding a tennis racket
she is holding a tennis racket
she is holding a tennis racket
Is someone playing tennis?
yes
Figure B.1: (a) The pool of images in the game among which the human subject attempts
to identify the secret image (green border). The subject asks ‘Is someone playing tennis?’.
The AI answers the question (‘yes’) for the secret image. The subject guesses the secret im-
age that is most consistent with the question and answer. (b) Grad-CAM visual explanation
for the secret image is overlaid on all images in the pool. The heat-maps highlight regions
in the image that contribute most to the AI’s prediction. (c) Text explanation that reasons
about the answer for the secret image is provided with all images. The human subject
guesses the secret image that is most consistent with the question, answer and explanation.
itself to remote experiments via crowd-sourcing platforms. An evaluation approach with
these characteristics can provide valuable insights regarding the utility of explanations to a
lay person.
We adapt the GuessWhich game to also provide subjects the AI’s explanations regard-
ing its answer to the subject’s question. After the subject asks a question, receives an
answer and makes a guess, we display the AI’s explanations on the game interface by de-
fault (with an option to toggle the explanations on/off). Subjects then attempt to guess the
secret image by identifying the image that is most consistent with the question, answer and
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explanation. Note that only one explanation is provided for each image in the pool, that cor-
responds to the subject’s question and answer on the secret image. We evaluate the extent
to which the answer and explanation are useful to the subject in the context of the game.
We evaluate performance of the human-AI team before and after the subject has access to
explanations. An increase in performance demonstrates the utility of explanations from
the AI in the context of a collaborative human-AI team. We implement a Visual Question
Answering (VQA) [41] model as the AI (described in subsection B.3.3), pools containing
4 images (described in subsection B.3.2), and number of rounds T = 1. Details regarding
the game-play are provided in subsection B.3.1.
We evaluate Grad-CAM [4], a popular task-agnostic saliency-based visual explanation
that is faithful to the model. As shown in Figure B.1 (right column), the visual explanation
for the secret image which is in the form of a heat-map, is overlaid on every image in the
pool. The subject then selects the image that is most consistent with their question, the
model’s answer and the overlaid heat-map. We also evaluate an approach that generates
text rationales [5] for the VQA model’s answer, in the form of a natural language sen-
tence. Similar to the visual explanations, we provide subjects with the text rationale that
explains the VQA model’s answer for the secret image. As shown in Figure B.1 (middle
column), the text explanation is provided below each image in the pool. Details regarding
the explanation modalities are provided in subsection B.3.4 and subsection B.3.4.
We recruit lay human subjects from the Amazon Mechanical Turk (AMT)1 crowd-
sourcing platform. Each subject plays a total of 20 games, playing each game exactly once.
With the exception of concurrent work by Ray et al. [42] 2, to our best knowledge, this
work is the first to evaluate the effect of existing task-agnostic visual and text explanations
from deep neural networks in the context of a goal-driven, collaborative human-AI task.
We believe that our work contributes to a better understanding regarding the influence of
1https://www.mturk.com/
2Although the proposed evaluation paradigm is similar, Ray et al. [42] differ from this work in a number
of ways. The salient differences are discussed in section B.2.
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interpretable explanations in the context of an interactive, concrete task with a real human.
Specifically, the contributions of this work are as follows:
1. We investigate the under-explored problem of analyzing the utility of visual and text
explanations in an interactive, multi-modal goal-driven, collaborative human-AI task.
2. We provide empirical evidence for, and analyses of, the discrepancy between met-
rics on a static dataset for the VQA task and performance in the goal-driven task
( subsection B.5.2).
3. We find that human subjects utilize existing visual and text explanations regarding
the AI’s answer to achieve higher performance on the task ( subsection B.4.3).
4. We find that subjects obtain more useful information from text explanations than
visual explanations, raising interesting questions regarding the nature of actionable
information conveyed via different modalities of explanations ( subsection B.4.4).
5. We analyze human strategies and find that (i) subjects often form a hypothesis regard-
ing the secret image and ask questions that seek to confirm this hypothesis, (ii) sub-
jects do not often adapt their question-asking strategy across games despite observing
the AI’s mistakes on similar questions from previous games. ( subsection B.5.2).
B.2 Related Work
End-goal of explanations. Prior work has evaluated various aspects of explanations, such
as the ability to improve trust [4, 43] or predictability [39] of the model to a lay person,
etc. We evaluate the utility of explanations in improving performance of a human-AI team
in a goal-driven, interactive task. This implicitly measures whether the explanation, output
answer and input question is more consistent with the secret image or a distractor image
from the pool. In the context of verification tasks, this can be considered a (variant of)
relative consistency [40].
Evaluation paradigms for explanation modalities. Doshi-Velez and Kim [44] present a
taxonomy of evaluation approaches in increasing order of specificity and cost – functionally-
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grounded evaluation (no real humans, proxy tasks), human-grounded evaluation (real hu-
mans, simple tasks) and application-grounded evaluation (real humans, real tasks). We
present an evaluation paradigm intermediate between human evaluation with simple tasks
and real-world tasks – we evaluate interpretability approaches with real humans performing
complex, interactive, goal-driven tasks.
Salincy-based visual explanations. Simonyan et al. [45] presented a gradient-based ap-
proach to visualize saliency maps in a convolutional neural network (CNN), based on ear-
lier work [46]. Following this, several gradient-based to visualize saliency heat maps have
been proposed, e.g., Guided Backprop [47], Integrated Gradients [48], SmoothGrad [49],
etc. In this paper we use Grad-CAM [4], a popular approach which has been reported to
have desirable properties [50].
Apart from gradient-based approaches, Ribeiro et al. [43] present a model-agnostic
approach to interpret the decisions from a deep model by learning an interpretable linear
decision boundaries that locally approximates the CNN.
Text explanations. Several recent works have focused on generating text explanations for
deep multi-modal models. Hendricks et al. [51] presented an early approach that justified
a classifier’s decision in terms of visual attributes, and also ground the decision in these at-
tributes [52]. Park et al. [53] present a dataset consisting of human-written explanations that
reason about a VQA model’s decision. Wu et al. [5] use only rationales that are ‘relevant’
(based on the image, question, model) from this dataset to train an explanation module,
which we utilize in this work.
Image-guessing games. We propose the use of GuessWhich [6], which can be considered
a form of Lewis signaling game [54] with a sender (questioner) and receiver (answerer).
Das et al. [55] train RL dialog agents to improve communication by cooperatively playing
a similar image-guessing game. The goal in GuessWhich is to identify the secret image,
given a set of distractors. De Vries et al. [56] implement as an AI evaluation test-bed, a
similar two-player question-based guessing game in which the objective is to identify the
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location of an object in the image.
VQA. We use a VQA model as the multi-modal AI in our work. The model is trained to
answer questions given an image and question [41]. Several models have been proposed
over the years to solve the VQA task. We implement the CNN-LSTM model [57] for its
interpretable Grad-CAM visual explanations. We also implement a variant of the Bottom-
Up-Top-Down (BUTD) attention model [58] in the text explanations experiments as per [5].
Ray et al. [42]. Concurrent work [42] proposes an approach to evaluate explanations that
also utilizes the GuessWhich game [6]. Unlike their work which evaluates attention maps
from the model, and custom-designed explanations for GuessWhich, we are interested in
evaluating the performance of existing task-agnostic explanation modalities in a down-
stream task with a human subject. In addition, our experimental setup differs – Ray et al.
present different explanations for each image, each corresponding to the respective image
in the pool. Thus, the task of the human subject is to identify the (image, explanation) pair
that is consistent with (a) the question and (b) the answer. In contrast, in our experiments,
we present subjects with a single explanation for the secret image. Subjects thus, have to
identify the secret image that is consistent with (a) the explanation (b) the question (c) the
answer.
B.3 Approach
In this section, we first describe relevant details regarding the GuessWhich game [6], then
our modifications to the game to evaluate the utility of explanations in the context of the
interactive task. We then describe details regarding the game’s image pool construction, AI
models, explanations, human players and back-end infrastructure.
B.3.1 Gameplay
The AI is assigned a secret image – one among the pool of images in the game. The objec-
tive of the game is for the human subject to accurately identify the unknown secret image.
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The subject asks a question about the secret image and obtains the AI’s answer. Based on
this, they select an image as their guess of the secret image. Following this, explanations
from the AI are displayed on the interface by default (with the option of toggling them
on/off).
The Grad-CAM [4] visual explanation is a heat-map which is overlaid on all images
of the pool (see 1(b)). The heat-map represents regions in the secret image that contribute
most to the model’s prediction. The natural language sentence of the text explanation is
shown underneath all images in the pool (see 1(c)).
The subject considers both the model’s answer and the explanation for the answer,
to guess the secret image successively (with feedback) until they guess the secret image
correctly. We display the subject’s running score which is proportional to the accuracy of
their guesses. The score serves as a tool to gamify the task and also as an incentive for
subjects to perform well, since they are provided a task bonus that is proportional to their
game score.
Overall, a human subject plays 20 different games, and guesses the secret image before
and after having access to explanations. Crucially, every task (of 20 games) across different
experimental settings is completed by a unique subject to prevent leakage of information
regarding the model across tasks.
B.3.2 Pool Selection
The pool of images in a game are selected in a manner that attempts to keep the game
challenging, yet engaging for a human subject on a crowd-sourcing platform. In pilot
studies, we found that the GuessWhich interface with a pool of 20 images resulted in a task
that was too challenging. After varying pool sizes and rounds, we ultimately determined
that games with 4 images in the pool, and a single round of question-answering were of
optimal difficulty. The pool of images are sampled from the validation split of the COCO
dataset [20] to avoid overlap with images that the VQA models were trained on. Images
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in their original aspect ratio are placed in random order in a rectangular grid, as shown in
Figure B.4.
The pool is constructed by first determining the secret image, then sampling a hard-
negative ‘neighbor’. The remaining two images are randomly sampled to complete the
pool.
Secret image. In an effort to create diverse games for subjects, we sample a diverse set of
secret images. First, we compute the average representation of all images belonging to a
particular category in the COCO validation set, obtaining the ‘canonical representation’ for
that category. The image with representation most similar to the canonical representation
is considered a ‘canonical image’. An image is represented by the set of activations from
the penultimate layer of VGG Net [59], a popular convolutional neural network.
Overall, we acquire 80 canonical images corresponding to each of the 80 COCO cate-
gories. From this set, we sample 20 images uniformly randomly for use as secret images
in our 20 games.
Hard negatives. The GuessWhich game involves identifying the secret image from among
distractors. Thus, the presence of images that are visually similar to the secret image likely
increases difficulty of the game. We ensure that the game is sufficiently challenging by
sampling an image from among the neighbors of the secret image in image representation
space.
Random images. For each pool, 2 images (distinct from the secret image and hard-
negative) are sampled uniformly randomly from the COCO validation set.
B.3.3 AI models
In our experiments, we employ deep neural network models that are trained to perform the
task of Visual Question Answering (VQA) [41], i.e., they predict an answer, given an image
and a question about the image. The architecture of the model implemented in the Grad-
CAM is a CNN-LSTM model [57]. The VQA model in the text explanations experiments
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is based on the Bottom-Up-Top-Down (BUTD) model introduced by Anderson et al. [58].
CNN-LSTM model. The CNN-LSTM VQA model is a two-stream architecture consisting
a VGG-19 Net [59] that encodes the input image, and an LSTM [60] that encodes the input
question. The question and image representations are then fused together via a point-wise
multiplication. A multi-layer perceptron (MLP) projects the fused representation into an
output score over 1000 categories (the 1000 most frequent answers in the training set). The
highest scoring answer from the model is provided to the human subject.
The CNN-LSTM model achieves an accuracy of 58.16% on the test-standard of the
VQA 1.0 dataset. Selvaraju et al. [4] find that the Grad-CAM heat-maps from this model
are weakly correlated with human attention maps. We use this model due to its simplicity
and interpretability of heat-maps. We also tried visualizing Grad-CAM explanations from
the Hierarchical Co-Attention model (a popular VQA model introduced by Lu et al. [61])
but from visual inspection, found the heat-maps to be less interpretable.
Bottom-Up-Top-Down model. With text explanations, we employ the VQA model ar-
chitecture described in [5] which is similar to BUTD [58]. In the BUTD model, a set of
object-like image regions are first proposed as candidates, and visual features from these
regions are weighted using an attention mechanism. While in [58], candidate regions are
obtained from Faster R-CNN [62] the architecture in our experiments uses segmented im-
age regions from [63]. The question is encoded via a Gated Recurrent Unit [64], and this
representation is used as context for attending over visual features. The weighted sum of
attended visual features is fused with the question representation using point-wise multi-
plication. An MLP over the fused representation outputs a score over 3127 categories (an-
swers) which includes every correct answer that appeared more than 8 times in the training
set. The highest scoring output is provided to the subject as the response of the AI. We
refer readers to Wu et al. [5] for further details regarding the model.
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B.3.4 Explanations
Grad-CAM. Grad-CAM is a saliency-based visual explanation that is faithful to the model’s
prediction. Given an output, Grad-CAM computes the support for it in terms of spatial re-
gions of the image. The contributions from different regions are visualized as a grayscale
heat-map, which is back-projected into the size of the original image. For further details
regarding Grad-CAM, see [4].
We compute Grad-CAM heat-maps that explain the model’s highest scoring prediction
for the subject’s question on the secret image. Image regions that contribute highly to the
prediction are shaded lightly in the heat-map, and regions with smaller contributions are
shaded darker. As described earlier, we overlay the heat-maps over each image in the pool.
When Grad-CAM heat-maps are overlaid on the original image, regions that contribute
highly to the prediction are more visible than regions with smaller contributions.
Text explanations. A thought-provoking recent approach in explainable AI produces text
explanations for a model’s prediction [5]. The rationale is generated by an ‘explanation
module’ that is conditioned on the image, the VQA model’s attention over segmented ob-
jects, the input question, and the output answer. Human-written rationales that attempt to
explain the model’s prediction are first collected. Then, to determine whether a rationale
is consistent with the VQA model’s prediction, the visual features that contribute most to
the rationale are identified via a sensitivity analysis. The rationales for which the highly
contributing visual features also have high attention weights from the VQA model, are
deemed to be consistent with the VQA model. The explanation module is trained using the
consistent rationales. For further details, please see [5].
B.3.5 Crowd-sourcing
Human subjects. We recruit human subjects from Amazon Mechanical Turk (AMT)3. To
ensure that we recruit subjects who read instructions carefully, we constrain our subjects to
3https://www.mturk.com/
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Figure B.2: Mean performance of the human-AI team at the goal-driven task before (or-
ange) and after (blue) human subjects gain access to explanations. The improvement in
performance is the per-game difference averaged across 20 games for each subject. The
mean improvement across subjects is presented (green). Error bars denote the 95% confi-
dence interval around the mean (1.96*std. error).
those who have completed at least 5000 HITs (tasks) on AMT, have a task approval rating
of above 98%. Each subject is assigned a single task of 20 games to prevent the familiarity
from these games from ‘leaking over’ to other tasks, leading to potentially inflated game
scores.
Infrastructure. We set up a live interaction between a human subject on AMT and a VQA
model running on an AWS (EC2 GPU)4 instance. The interface back-end is connected
to RabbitMQ5 which queues the subject’s questions. RabbitMQ provides a channel for
the user’s questions to the VQA model, which predicts the answer for the secret image.
The answers are returned to the subject using web-sockets in real-time. We replicate the
infrastructure in Chattopadhyay et al., and refer readers to their paper [6] for details.
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B.4 Experiments
Recall from subsection B.3.1, that subjects playing the game guess the secret image in
two stages – first, only based on the model’s answer to the subject’s question, and second,
after the model’s explanation for the answer becomes available. We compare the overall
performance of the human-AI team before and after explanations are available.
B.4.1 Evaluation metrics
Performance of the human-AI team is defined as the fraction (in %) of correct guesses of
the secret image to the total number of games played. Figure B.2 reports the mean perfor-
mance before and after explanations across all subjects and games. Another way to view
this difference in performance is by directly computing the improvement in performance
after the explanations are available. The improvement in performance for each subject is
measured by the mean improvement in accuracy (across 20 games) after explanations are
provided. Figure B.2 reports the mean improvement in performance across all subjects (in
green).
B.4.2 Irrelevant visual explanation
To benchmark the performance of the human-AI teams at the modified GuessWhich task,
we implement a baseline (control) experiment. We overlay an unrelated ‘explanation’ heat-
map over images in the pool instead of the actual explanation. Irrelevant Grad-CAM ex-
planations are generated via the following procedure – we sample a random question, and
a random image from the COCO validation set. The question and image are provided as
input to the VQA model. The Grad-CAM map corresponding to the most confident answer
from the model is computed for this question about the image.




data points. We observe that subjects frequently change their guess of the secret image
after considering the (unrelated) explanation. However, as we see in Fig Figure B.2 (‘Irrel.
Grad-CAM.’), the total number of correct guesses before equals the number of correct
guesses after explanations are available.
Despite the variance in performance improvement across individual subjects, the mean
improvement in performance is 0 as shown in Fig Figure B.2. Interestingly, subjects do
not seem to be misled by the irrelevant Grad-CAM maps on significantly many occasions.
B.4.3 Relevant visual explanation
In this experiment, the Grad-CAM heat-map is computed for the subject’s question and
the model’s most confident prediction (answer) for the secret image. Thus, the explanation
highlights regions in the secret image that contribute to the model’s answer to the subject’s
question. Overall, 32 subjects play a total of 20 games each. First, we compare the perfor-
mance before the explanation is available with the baseline experiment presented earlier,
i.e., ‘Rel. Grad-CAM.’ vs. ‘Irrel. Grad-CAM’ in Fig Figure B.2. We note that although the
VQA model is identical in both cases, there exists an inter-trial variance due to the variabil-
ity in human subjects. Second, we observe that the performance after the subject considers
explanations, is higher than before explanations are available to the subject. However, there
also exists a significant variance in performance across subjects, as indicated by the error
bars (95% confidence interval around the mean).
The mean improvement in accuracy across subjects +/−1.96∗std. error. = 4.375+/−
3.664. Thus, we also observe a small but significant improvement in the subjects’ ability to
guess the secret image after they gain access to the relevant Grad-CAM explanations.
B.4.4 Relevant text explanation
In this experiment, subjects are shown the relevant text explanation, i.e., the rationale that
explains the VQA model’s predicted answer for the subject’s question on the secret image.
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Overall, 31 subjects play a total of 20 games each.
The performance of the team is significantly higher after the subjects are provided with
the text explanations, compared to before, as we see in Figure B.2 (‘Rel. text exp.’).
Text explanations seem to provide the human subject with information that helps them
better identify the secret image as shown by the large mean improvement in performance
(green) in Figure B.2. Specifically, in comparison with Grad-CAM visual explanations,
the information gain from text explanations seems significantly higher to the subject.
We present some analyses of subjects’ interactions with text explanations that may
partly explain the large improvement in performance ( section B.5) and identify new direc-
tions for future work utilizing text explanations in interactive settings ( section B.6).
B.4.5 Chance performance
To contextualize the performance of the human-AI team reported in Figure B.2, it is im-
portant to consider how much better the guessing strategy is, compared to random (chance)
performance. At first glance, it may appear that this is 25% since there are 4 images in the
pool. However, this may not be the case.
The pool construction strategy (described in subsection B.3.2) may have an unintended
consequence – on observing the images, it may be possible for a subject to discern that a
pool contains two images that are similar (the secret image and hard negative often belong
to the same class), and two images that are unrelated to the rest.
In the event that human subjects recognize this similarity, and further reason that the
secret image is one among the two similar images, we would expect the performance be-
fore explanations to be ≥ 50%. In our experiments, we observe that the mean performance
before explanations is in the range of (29% to 32%). Thus, on average, the human sub-
jects in the reported experiments do not seem to accurately identify the strategy for pool
construction.
Note that the game only elicits a guess from subjects after one round of question-
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answering, i.e., the user first observes the pool, then asks a question, and guesses the secret
image based on the model’s answer to the question. To accurately estimate subjects’ ability
to identify the pool construction strategy, one could perform the following experiment –
given only the pool, ask human subjects to guess the secret image. We do not perform
this experiment for two reasons. First, our primary interest is in the interactions between
a human and AI. So, we refrain from encouraging subjects to guess the secret image from
the pool before interaction.
Second, our objective is to evaluate the utility of explanations in improving perfor-
mance of the human AI team. When evaluating the improvement in performance with the
information provided by explanations, the potential added benefit of recognizing the pool
construction mechanism would likely not change this difference. Thus, estimating the ex-
tent to which human subjects identify our strategy for pool construction is orthogonal to
the research question in this work.
Sensitivity to pool. Recall that we attempt to ensure that the GuessWhich games are
of moderate difficulty by generating pools accordingly. Based on pilot studies and prior
work [6], we find that a game containing a large number of images (especially hard-
negatives) is very challenging, given the imperfect AI models. The moderate performance
of the human-AI teams (reported in section B.4), suggests that the games are neither too
easy nor too difficult (given the VQA model that the humans interact with). Based on
our experience from playing the GuessWhich game with explanations, we formed a few
hypotheses regarding the gameplay and performance.
Consider the situation before explanations, when the model’s answer for the subject’s
question on the secret image is correct. We hypothesize that the human subject can narrow
down the plausible candidate images to the secret image and the hard-negative. Since the
hard-negative is relatively close (in representation space) to the secret image, we expect
that an answer to a question on the secret image, might often also be applicable to the hard-
negative image. Similarly, in the event that the question on the secret image is answered
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incorrectly by the model, it is plausible that the human subjects narrow down the candidates
to the two random images.
Further, in the event that the human subject successfully narrows down the plausible
candidates to two images – one of which is the secret image – they can effectively utilize
the explanation from the model to accurately identify the secret image. Recall that the
explanation available to the subject is with respect to the answer predicted by the model for
the question asked on the secret image. Thus, in cases where the explanation is consistent
with the predicted answer, question, and the secret image, we expect human subjects to
accurately identify the secret image. Specifically, human subjects will likely be able to
guess the secret image correctly when the explanation is more consistent with the predicted
answer for the secret image than with other plausible candidate images.
In cases where the explanation is equally (or more) consistent with a candidate (distrac-
tor) image compared to the secret image, we do not expect the human subject’s guess to be
accurate.
Overall, the performance of the human-AI team depends on the pool of images, i.e., the
choice of secret image, the hard-negative and the 2 random images.
B.5 Analysis
We examine aspects of the AI, gameplay, explanations and subjects’ perceptions in some
detail via quantitative and qualitative analysis.
B.5.1 AI performance on VQA vs. GuessWhich
AI models are often evaluated on quantitative metrics from static datasets, e.g., VQA [41].
A critical question that can evaluate progress is – how well do these models work in prac-
tice? In this section, we analyze the extent to which performance of the AI on the VQA
task translates to performance of the human-AI team in GuessWhich.
We consider the performance of the VQA models before explanations, which corre-
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sponds to Grad-CAM (CNN-LSTM) and Text Exp. (BUTD) in Figure B.2. Despite the
the differences in architecture and the datasets on which the two models were trained on,
the performance of the two models are quite similar. The CNN-LSTM model was trained
on VQA v1, a subset of the VQA v2 dataset that the BUTD model was trained on. The
BUTD model achieves a VQA accuracy of 70.34 on the VQA v2 test set, compared to the
CNN-LSTM’s 58.16 on the VQA v1 set (despite being typically, an easier task).
Thus, differences in performance of the models on VQA benchmarks do not to translate
to the interactive task of GuessWhich. The next section analyzes reasons for why this might
be the case.
B.5.2 Accuracy of VQA model in GuessWhich
Performance of the human-AI team (before explanations) depends on the pool of images,
question, answer, and the subject’s ability to integrate information to make the right guess.
In this section, we analyze the accuracy of the VQA model on the questions asked by the
human subjects while interacting with the model during the GuessWhich game. We sample
of 15 subjects (15 ∗ 20 = 300 games) randomly from the set of 31 subjects who played the
GuessWhich game with Grad-CAM explanations. For these games, we manually verify if
the answer predicted by the VQA model is correct or wrong.
We find that the mean accuracy of the model is 53.33% + / − 4.46% (error is the
1.96∗standard error of the mean that corresponds to a 95% CI). As a reference, the human
subject guesses the secret image correctly (before explanations), between 29% to 32% of
the time (Fig Figure B.2). This demonstrates that accurate answers from the model are not
always useful to the subject in the context of the game.
While it is important for the VQA model to accurately answer the subject’s question
for the secret image, accuracy alone does not reflect the various aspects that are involved in
making an accurate guess in the GuessWhich game. Consider the following scenarios:
Incorrect yet informative. Even when the model’s answer is incorrect, it could be infor-
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mative in the context of the game. For instance, consider the question, “What is in the
image?” for an image that contains a sandwich. The answer “hot dog”, although incorrect,
provides a clue regarding the secret image. In another game, the same question is asked for
an image of a boat in water under a cloudy sky. The model’s response “overcast” is again
incorrect but conveys useful information to the subject.
Binary question bias. A common strategy among subjects is to form a hypothesis regard-
ing the secret image, then (dis)confirm this via yes/no questions. While the VQA model
performs well on questions that elicit information about the image, e.g., ‘What is in the
image?’, the model is often inaccurate with yes/no questions. Despite receiving feedback
that exposes the model’s inaccuracy at the end of every game, most subjects continue their
strategy of asking yes/no questions for all their 20 games. The strategy might be a result of
subjects’ familiarity with the real-life 20-questions game where players are typically only
allowed to ask yes/no questions. This demonstrates a compelling point regarding the effect
of existing biases that do not align well with model capabilities.
Accurate yet uninformative. An accurate answer to a binary question that is not perfectly
discriminative, might not be a useful in the context of the pool. Consider a pool where
a distractor image contains books that are visually salient and the secret image contains
books in the background. The accurate answer to the question, “Are there books in the
image?” is “yes”. The answer, however, can be misleading to the subject who might expect
the model to respond in a pragmatic manner like a human.
B.5.3 Information gain in visual explanations
We identify characteristics of Grad-CAM maps that are correlated with improvement in
performance in GuessWhich. Recall that Grad-CAM highlights locations in the secret
image that contribute to the AI’s answer. ( 1(b)). The intensity at a particular location
of a heat-map corresponds to its saliency, i.e., the extent to which it contributes to the
prediction of the AI’s answer. We study the relationship between high-salience regions and
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Table B.1: Mean fraction (in %) of high salience regions (µI>τ ) and mean spread of high
salience regions (SI>τ ) in Grad-CAM heat maps for each game played by a subject. The
error terms are the 95% confidence intervals around the mean (1.96*std. error). The num-
ber of games belonging to each category are given in the third column (total number of
games = 620). Details regarding µI>τ , SI>τ are described in subsection B.5.3.
Accuracy µI>τ SI>τ # games
× before, × after exp. 4.98 +/- 0.34 2.12 +/- 0.12 373
× before, Xafter exp. 5.72 +/- 0.65 2.50 +/- 0.26 62
Xbefore, × after exp. 5.08 +/- 0.85 2.29 +/- 0.36 38
Xbefore, Xafter exp. 4.64 +/- 0.52 1.97 +/- 0.17 147
performance.
High saliency regions. We define a location in a heat-map to have ‘high saliency’ if it
exceeds an intensity threshold τ 6. We denote the fraction of pixels in a Grad-CAM map
that is highly salient by µI>τ , and find that µI>τ = 4.98%+ /− 0.25% (mean +/− 1.96∗
std. error) across all Grad-CAM maps in our experiments.
We computed µI>τ for each of the following settings – when the subject guessed the
secret image correctly before explanations, wrongly before explanations, correctly after ex-
planations and wrongly after explanations. We observe in that the fraction is similar to the
overall µI>τ across all Grad-CAM heat maps (around 5% with no statistically significant
deviation).
We also computed trends comparing finer-grained gameplay. Specifically, we consider
the trend in each game and compute µI>τ for each of the four possibilities shown in Ta-
ble B.1 – when a subject guesses the secret image incorrectly both before and after they
see explanations (in the same game), when they guess it wrongly before explanations but
correctly after, and so on. Interestingly, we observe that compared to all other games, µI>τ
is higher for the set of games where subjects guessed the secret image incorrectly before
explanations, but correctly after (row 2 in Table B.1). This difference is significant when




it is a manIs there a cat?
(a) Initial interaction (b) Guess after answer (c) Guess after explanation
Explanation:
Figure B.3: (a) Sample interaction between human (given the full pool which is not shown)
and AI. (b) Image that the subject wrongly guessed as secret image based on interaction.
(c) Subject’s correct guess following the text explanation.
compared with games where the subjects’ guesses were either correct or incorrect, both be-
fore and after explanations (rows 1 and 4 in Table B.1). Thus, in cases where the subject’s
guess before explanations is incorrect, Grad-CAM maps with high µI>τ are correlated with
a correct guess after explanations.
Note that the above trends are contingent on the definition of ‘high salience’ and hence,
choice of τ . We expect that a small τ (most pixels are considered high salience) or very
large τ (very few pixels considered high salience) would not be meaningful since the
model’s answer is sensitive to only a limited region in the image. We choose an inter-
mediate value, i.e., 95th percentile of intensities.
Spread of high saliency regions. In this section we investigate the correlation between
the ‘spread’ of the high salience regions in a Grad-CAM heat-map and performance in
GuessWhich. To compute the ‘spread’, we first binarize the image using the threshold τ
(described above) – pixels with intensity above τ are set to 255 and the rest to 0. We then
down-sample the image via a max-pooling operation – we use a max-pool kernel of size
(28, 28) that produces an 8 ∗ 8 grid of pixels containing the largest intensities from their
respective receptive fields of the original 224 ∗ 224 image. Finally, we find the number of
connected components (CCs) in this binarized, downsampled image, and call it the spread
score (SI>τ ). A Grad-CAM heat map with larger spread of high salience has larger numbers
of CCs, and smaller spread has fewer CCs.
The mean spread score SI>τ is similar (around 2.1) for the settings when the subject
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guessed the secret image correctly before explanations, wrongly before explanations, cor-
rectly after explanations and wrongly after explanations. This implies that there are 2.1
distinct high salience regions in a down-sampled 8 ∗ 8 heat-map.
We also compute the spread score of high intensity pixels for each game ( Table B.1),
and observe that the trends are similar to the analysis of high salience regions, but less
significant. Specifically, SI>τ for the set of games where the subject’s guess was incorrect
before explanations and correct after (row 2), is higher than all other sets of games. This
is especially the case when compared with the games where the guesses are either both
incorrect or correct both before and after explanations (rows 1, 4 respectively).
Note that trends are likely sensitive to τ and kernel size.
Overall, we find that when the initial guess of the subject is wrong, the more useful
explanations to the subject have high µI>τ . Simlar to Lage et al. [65], this raises questions
regarding the characteristics of visual explanations that lead to higher interpretability and
has implications for designing human usable explanations.
Figure B.4: Screenshot of game interface with text explanations. The subject’s question
given the initial pool is, ‘what objects are in the image?’, to which the model’s response
is ‘trees’. The text explanation ‘they are shaped like wings’ is relevant to the secret image
(likely referring to the airplane) but do not appear relevant to the question or answer.
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B.5.4 Information gain in text explanations
Recall from subsection B.4.4 that text explanations significantly improve the guessing
accuracy of the human subject. The explanation module is trained with human-written
rationales that intend to explain the reasoning behind the model’s answer. E.g., Figure B.3
shows a game where the user’s initial interaction causes them to guess a wrong image.
However, the text explanation that reasons about the model’s answer, provides enough
information regarding the secret image.
The game in Figure B.1, presents a slightly different type of text explanation. The
answer ‘yes’ to the question “Is someone playing tennis?” narrows down the target to the
bottom two images. The explanation “she is holding a racket” which seemingly refers to
the young girl (bottom image), provides a clue regarding the target.
Occasionally, the text explanation volunteers information regarding the secret image
which does not appear to be an explanation or even relevant to the answer or question.
Consider the game in Figure B.4. The answer ‘trees’ to the question regarding the objects
in the image is likely not discriminative since trees are not the salient object in any image.
Further, trees are present in the background of two images, resulting in ambiguity. The text
explanation ‘they are shaped like wings’, while irrelevant to the answer, clearly indicates
to the subject, the secret image – the top-left image containing an airplane. This raises
an interesting and open question regarding the scope of an explanation, and measuring the
consistency of a text explanation with the image, question, and answer.
B.5.5 Open-ended question strategy
Subjects in our studies largely follow the strategy of asking ‘yes’/‘no’ questions to identify
the secret image. These questions often serve to narrow down the target to two images in
the pool, e.g., Figure B.1. In other cases, questions are more discriminative, often focusing
on fine-grained details in the scenes or invoking common-sense, e.g., ‘Does it fly?’, ‘Is it a
mess?’, etc., which is challenging to the model.
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To study the effect of the subjects’ questioning strategy on performance, we experiment
with a fixed question strategy. We choose an open ended question that elicits information
from the image, ‘What is in the image?’. Based on the VQA model’s answer to this ques-
tion, the subject guesses the secret image. Following this, as in previous experiments,
relevant Grad-CAM explanations are presented.
This questioning strategy results in a performance of 71.00 + /− 6.42 before explana-
tions which is significantly higher than when subjects freely question the model 29.844 +
/ − 3.617 ( Figure B.2). Note that the two experiments have identical settings except
for the source of the question and scale (this experiment has 10 subjects, compared to 31
subjects in the previous experiment). In contrast, performance after explanations drops to
67.00 + /− 6.65 while explanations in earlier experiments improved performance.
We identify the potential for significantly better performance with a simple question-
ing strategy that is possibly more aligned with the capabilities of the VQA model. Since
explanations do not improve performance in this setting, leads to exploring questions re-
garding calibrating a lay person with a AI’s capabilities [39], and the circumstances when
explanations may help a lay person.
B.6 Discussion and Future work
We discuss considerations regarding the nature of explanations and their interpretability to a
human, the presentation of information in text explanations, and the utility of counterfactual
explanations.
Saliency vs. generated text explanations. Apart from being different modalities, Grad-
CAM and the text explanations are also qualitatively different in the information that they
can convey. Recall that a Grad-CAM heat-map highlights saliency, i.e., regions in the input
that contribute to a model’s prediction. Grad-CAM (and other saliency-based) are solely a
function of the model (faithful) and the input. In contrast, a text explanation is a generated
sentence rationale that is grounded in the regions attended by the VQA model. The natural
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language rationale decoded by the explanation module is a function of the input, VQA
model and human rationales that the explanation module was trained on. In practice, we
observe that the Grad-CAM heat maps convey information regarding ‘where’ the model
looked during a prediction while the text rationales also include relevant information about
the ‘what’ and ‘why’.
In the context of downstream tasks, an interesting open question is the trade-off between
faithful, limited, saliency-based explanations and flexible, expressive, loosely-grounded
explanations.
What type of text explanation is more useful? Generating full sentence rationales for a
deep network’s decision is a recent, interesting direction. At times, the useful information
in a rationale is conveyed by a single word or phrase in the sentence. E.g., for the question,
‘Is there food in this image?’, the explanation is ‘It is a hot dog’. In another instance, for the
question, ‘Is there food in the image?’, the explanation is ‘the food is full of vegetables’. In
both these cases, the explanations mention a hypernym of the object in the question. Other
text explanations refer to the context surrounding the concept. E.g., for the question, ‘Is
there books?’, the explanation is ‘there is a lot of books on the desk’ and for ‘is there a
boat?’, the explanation is ‘there is a boat on the water’. Others attempt to reason about the
answer. E.g., for the question, ‘Is it outside?’, the explanation for the answer ‘yes’ is ‘sky
is blue’.
Categorizing the different types of rationales, and evaluating their utility in the context
of human trust, performance on a downstream human-AI task, etc. are some of the future
directions.
Counterfactual explanations. In the context of conveying information via explanations,
the following question arises – is it possible to convey more information by presenting a
counterfactual explanation? Specifically, can counterfactual explanations, i.e., explanations
for an alternate answer, provide the human subject with additional useful information for a
downstream task (such as GuessWhich)? Consider a concrete example where the question
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‘Is there food in the image?’ results in the answer ‘yes’, for a secret image containing food
and drink. The explanation for this would likely be about the food. The counterfactual
answer ‘no’ would likely be about non-food objects like drinks. The additional information
regarding the other objects in the image might help the subject better guess the secret image.
It would be interesting to answer the question – what is the optimal counterfactual that can
convey the most information?
B.7 Conclusion
We evaluate the utility of existing, task-agnostic visual and text explanation modalities in
the context of an interactive, collaborative, goal-driven human-AI task, GuessWhich [6].
We evaluate Grad-CAM, a widely used saliency-based explanation modality and a text ex-
planation modality that generates a sentence rationale explaining the model’s prediction.
We provide empirical evidence for, and qualitative analyses that attempt to explain, the dis-
crepancy in performance of VQA models on existing metrics on a static dataset and perfor-
mance in the proposed interactive task. We find that human subjects utilize relevant visual
and text explanations to achieve higher performance on the task. In a control experiment
with irrelevant (random) visual explanations, subjects effectively disregard the explanations
without drop in performance. Overall, subjects obtain more useful information from text
explanations to achieve higher performance. Our findings validate the utility of existing
task-agnostic visual and text explanations in interactive tasks and identify several research
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