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Resumen: El chino y el castellano son los idiomas ma´s hablados en el mundo co-
mo lenguas maternas. Sin embargo, no existe mucha actividad de investigacio´n en
traduccio´n automa´tica entre este par de lenguas. Este art´ıculo se enfoca en la investi-
gacio´n del estado actual de la cuestio´n de la traduccio´n automa´tica estad´ıstica entre
chino-castellano, ya que hoy en d´ıa constituye una de las aproximaciones ma´s usadas
dentro del a´rea de la traduccio´n automa´tica. Con este propo´sito en mente, descri-
bimos los corpus paralelos disponibles como el BTEC (Basic Traveller Expressions
Corpora), la Biblia y las Naciones Unidas (UN). Concretamente, experimentamos
con diferentes estrategias de traduccio´n automa´tica estad´ıstica directa e indirectas
(denominadas pivotes). Entre las estrategias pivotes exploramos dos metodolog´ıas:
la traduccio´n de chino a pivote y de pivote a castellano; y el sistema entrenado con
un pseudo-corpus chino-castellano, en el que el castellano se ha traducido previamen-
te del pivote. Usamos el ingle´s como lengua pivote. Los resultados experimentales
sugieren que el ingle´s podr´ıa constituir una lengua o´ptima para la intermediacio´n
de la traduccio´n entre chino y castellano. As´ı pues, uno de los principales objetivos
de este trabajo es motivar a la comunidad cient´ıfica para investigar en este par de
lenguas de alto impacto demogra´fico.
Palabras clave: Chino, castellano, traduccio´n automa´tica estad´ıstica, aproxima-
ciones pivote
Abstract: Chinese and Spanish are the most spoken languages in the world. Howe-
ver, there is not much research done in machine translation for this language pair.
This paper focuses on investigating the state-of-the-art of Chinese-Spanish Statisti-
cal Machine Translation, which nowadays is one of the more popular approaches in
Machine Translation. For this purposes we report the details of the available parallel
corpus which are the BTEC (Basic Traveller Expressions Corpora), Holy Bible and
UN (United Nations). Additionally, we experiment with the biggest corpus (UN) to
explore alternatives of SMT strategies which consist on using a pivot language. Two
alternatives are shown for pivoting: translating from Chinese to Pivot and from Pi-
vot to Spanish; and training on a Chinese-Spanish corpus, where the Spanish corpus
has been previously translated from the Pivot language. We use English as Pivot
language. Results show that English is quite a nice pivot language between Chinese
and Spanish. One of the main objectives of this work is motivating and involving
the research community to work in this important pair of languages given the de-
mographic impact of these two languages.
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1. Introduccio´n
El chino y el castellano son dos lenguas
muy distintas pero tienen en comu´n que son
dos de las lenguas ma´s habladas en el mun-
do1. No hace falta decir la cantidad de intere-
ses econo´nomicos que mueven estas lenguas.
Sin embargo, es curioso que los recursos bi-
lingu¨es para este par son muy pocos.
Recientemente, nos hemos interesado en
buscar y recolectar corpus bilingu¨es para el
par chino-castellano para investigacio´n de
te´cnicas de traduccio´n automa´tica. Y es sor-
prendente la baja cantidad de recursos que
esta´n disponibles para este par espec´ıfico. De
manera similar, hemos encontrado pocos tra-
bajos de investigacio´n relacionados con este
par de idiomas y se pueden reducir a pocas
referencias (Banchs et al., 2006a), (Bertoldi
et al., 2008), (Banchs y Li, 2008), (Wang et
al., 2008), (Banchs et al., 2006b).
Adema´s del corpus del BTEC (Basic Tra-
veller Expressions) disponible a trave´s de la
evaluacio´n internacional del IWSLT (Interna-
tional Workshop on Spoken Language Trans-
lation) y de la Biblia que se describen en
(Bertoldi et al., 2008) and (Banchs y Li,
2008), respectivamente, en este trabajo ex-
perimentamos con el corpus de las Naciones
Unidas (UN) que contiene chino y castellano
(Rafalovith y Dale, 2009) adema´s del ingle´s,
france´s, a´rabe y ruso. El BTEC, la Biblia y
UN son corpus paralelos a nivel de oracio´n,
que es un requerimento de entrenamiento de
los sistemas de traduccio´n automa´tica basa-
dos en segmentos (de aqu´ı en adelante de-
nominados sistemas de segmentos) (Koehn,
Och, y Marcu, 2003).
Tomando el relativamente reciente corpus
paralelo de naciones unidas como punto de
partida, este trabajo se focaliza en el proble-
ma de desarrollar un sistema de segmentos
para el chino-castellano a partir de recursos
limitados. Pese a que el corpus de Naciones
Unidas es mayor que el corpus del IWSLT y
de la Biblia, es au´n un corpus menor com-
parado con las grandes cantidades de da-
tos con los que se entrenan hoy en d´ıa los
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sistemas de segmentos. Motivados por esta
falta de datos, y conscientes de la enorme
cantidad de datos que existe entre los pares
chino-ingle´s e ingle´s-castellano, exploramos y
evaluamos diferentes alternativas al proble-
ma mediante estrategias indirectas usando el
ingle´s como lengua pivote. Ma´s concretamen-
te, usamos aproximaciones como cascada de
sistemas y generacio´n de pseudo-corpus y las
compramos con un sistema de traduccio´n au-
toma´tica estad´ıstico directo chino-castellano.
La primera aproximacio´n consiste en tradu-
cir primero de chino a ingle´s y despue´s de
ingle´s a castellano. Mientras que la segunda
aproximacio´n consiste en construir un corpus
sinte´tico chino-castellano a partir de los cor-
pus chino-ingle´s e ingle´s-castellano.
Este art´ıculo se estructura de la siguiente
manera. La seccio´n 2 hace un breve resumen
sobre los trabajos que podemos encontrar en
la literatura relacionados con la traduccio´n de
chino a castellano que ba´sicamente se concen-
tran en los trabajos provenientes del IWSLT
2008. A continuacio´n, la seccio´n 3 describe
las principales estrategias de traduccio´n usa-
das en este trabajo: traduccio´n automa´tica
estad´ıstica directa, traduccio´n en cascada y
traduccio´n a partir de pseudo-corpus. La sec-
cio´n 4 presenta el entorno de evaluacio´n que
incluye los detalles sobre estad´ısticas del cor-
pus, del sistema y detalles de evaluacio´n. Des-
pue´s la seccio´n 5 reporta los experimentos y
los resultados obtenidos. Finalmente, la sec-
cio´n 6 concluye nuestro trabajo y propone
futuras direcciones de investigacio´n en esta
l´ınea.
2. Trabajo relacionado
Sorprendentemente, no hay mucho traba-
jo publicado en el a´rea de la traduccio´n au-
toma´tica entre el par chino-castellano pese a
ser los dos idiomas ma´s hablados en el mun-
do. Uno de los primeros trabajos lo encon-
tramos en (Banchs et al., 2006a) en el cual
usan dos corpus independientes chino-ingle´s
e ingle´s-castellano para construir un sistema
chino-castellano. Como sistema de referencia,
utilizan un sistema basado en n-gramas que
difiere del sistema de segmentos en el modelo
de traduccio´n y reordenamiento.
El evento de investigacio´n ma´s conocido
se llevo´ a cabo en 2008 con la evaluacio´n in-
ternacional del IWSLT. Este evento propuso
dos tareas entre el par chino-castellano. La
primera de ellas consist´ıa en realizar una tra-
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duccio´n automa´tica estad´ıstica directa entre
chino-castellano. La segunda, motivada por el
hecho que en la pra´ctica exiten pocos datos
chino-castellano pero muchos datos en chino-
ingle´s e ingle´s castellano, propon´ıa hacer una
traduccio´n de chino-castellano pero pasando
por el ingle´s.
Repasando ambas tareas, el mejor siste-
ma de cada una de ellas se desarrollo´ por el
mismo grupo de autores (Wang et al., 2008).
Respecto al sistema directo, usaron un siste-
ma esta´ndar de segmentos. Lo que marco´ la
diferencia con los otros sistemas que partici-
paban es ba´sicamente que proporcionaron su
propia segmentacio´n del chino y que usaron el
diccionario bilingu¨e del LDC (Linguistic Da-
ta Consortium). Respecto a la tarea pivote,
compararon dos aproximaciones distintas: la
primera, entrenar dos modelos de traduccio´n
en chino-ingle´s e ingle´s-castellano, y despue´s
construir un modelo de traduccio´n pivote pa-
ra chino-castellano, es decir, se inspiraron en
el sistema pivote que se presento´ en (Wu y
Wang, 2007); la segunda se basaba en el sis-
tema en cascada y obtuvo mejores resulta-
dos. Recordemos que el sistema de cascada
consiste en obtener la traduccio´n de chino-
castellano a trave´s de la concatenacio´n de tra-
ducciones de chino-ingle´s e ingle´s-castellano.
Entre ambas tareas, los mejores resulta-
dos entre chino-castellano resultaron ser los
que se construyeron con sistemas pivotes, es
decir, los resultantes de la segunda tarea.
Otros participantes tambie´n propusieron
usar la metodolog´ıa de cascada. La idea
aqu´ı es traducir de chino a ingle´s y despue´s
de ingle´s a castellano, lo que significa con-
catenar dos traducciones. Esta aproximacio´n
se puede hacer con una o con listas de las n
mejores traducciones (Khalilov et al., 2008).
Finalmente, otra propuesta es la de ge-
nerar pseudo-corpus que significa traducir o
bien el ingle´s a chino o a castellano crean-
do de este modo un corpus paralelo sinte´tico
chino-castellano. Este pseudo-corpus se usa
para entrenar el sistema chino-castellano con
el que se traducira´ (Utiyama et al., 2008).
Adema´s de la investigacio´n explicada que
directamente aborda el par chino-castellano,
tambie´n encontramos en la literatura otros
trabajos relacionados con estrategias pivote.
Esta´ el trabajo (previamente nombrado) de
Wu (2007) y el de Cohn y Lapata (2007).
Ambos usan diferentes idiomas pivote para
crear segmentos fuente-destino que despue´s
usara´n en el sistema directo construido a par-
tir de corpus paralelo creado con un corpus
paralelo fuente-destino. Entre estos dos tra-
bajos ba´sicamente hay las siguientes diferen-
cias: Wu y Wang (2007) manejan las frecuen-
cias relativas y los pesos le´xicos mientras que
Cohn y Lapata (2007) solamente tratan con
las frecuencias relativas. Adema´s, usan dife-
rentes idiomas pivote. El primero, construye
una tabla de segmentos fuente-destino para
cada idioma pivote y despue´s las interpola
todas con el sistema TAE directo. El segun-
do considera todos los idiomas intermedios
al mismo tiempo para constuir una u´nica ta-
bla de segmentos e interpolarla con el siste-
ma TAE directo. De todos modos, hemos vis-
to que la comparacio´n de Wang et al. (2008)
muestra que el sistema en cascada es mejor
que la combinacio´n de tablas de segmentos
para la tarea pivote de chino-castellano.
Aunque existen pa´ginas de traduccio´n que
proporcionan traducciones entre chino y cas-
tellano, la calidad de las traducciones resul-
tantes no suele ser muy satisfactoria. Y, por
lo que hemos visto en esta seccio´n, realmente
no hay mucha investigacio´n de traduccio´n au-
toma´tica estad´ıstica en este par de idiomas.
El principal motivo puede ser la falta de re-
cursos, especialmente de corpus paralelo. Es-
te estudio pretende mostrar progreso e invo-
lucrar investigadores en el a´rea de traduccio´n
automa´tica estad´ıstica mediante la compara-
cio´n de dos tecnolog´ıas pivote diferentes: la
cascada (Wang et al., 2008; Khalilov et al.,
2008) y la generacio´n de pseudo-corpus (Uti-
yama et al., 2008; Bertoldi et al., 2008). Si
conseguimos demostrar que la diferencia de
calidad de traduccio´n entre el sistema TAE
directo y las estrategias pivote no es muy al-
ta, entonces, se podr´ıa enfocar la traduccio´n
de chino-castellano directamente con una es-
trategia pivote. Lo que permite una estrate-
gia pivote en el caso de usar ingle´s es que los
recursos son mucho mayores tanto en el caso
chino-ingle´s como ingle´s-chino.
3. Aproximaciones de traduccio´n
automa´tica estad´ıstica directa
y pivote
Existen diferentes aproximaciones para
traducir un par de idiomas en traduccio´n au-
toma´tica estad´ıstica. Las siguientes secciones
presentan los detalles de las aproximaciones
automa´tica estad´ıstica directa y pivotes que
usamos en este trabajo.
Evaluación de estrategias para la traducción automática estadística de chino a castellano con el inglés como lengua pivote
121
3.1. Sistema de traduccio´n
automa´tica estad´ıstica directa
Nuestro sistema TAE directo es un siste-
ma basado en segmentos (o sistema de seg-
mentos) (Koehn, Och, y Marcu, 2003). Es-
te conocido sistema implementa un mode-
lo log-lineal en el cual una oracio´n en el
lenguaje fuente fJ = f1, f2, . . . , fJ se tra-
duce en una oracio´n en el lenguaje destino
eI = e1, e2, . . . , eI buscando una hipo´tesis de
traduccio´n eˆI que maximice la combinacio´n
log-lineal de varias funciones caracter´ısticas
(Och, 2003):
eˆI = argma´x
eI
{
M∑
m=1
λmhm(e
I , fJ)} (1)
donde la funcio´n caracter´ıstica hm hace refe-
rencia a la funcio´n caracter´ıstica m y la λm
hace referencia al correspondiente peso opti-
mizado de la misma funcio´n caracter´ıstica.
Las principales funciones caracter´ısticas
son el modelo de traduccio´n y el modelo de
lenguaje. El primero trata el problema de
que´ segmento destino fj traduce la segmento
fuente ei y el u´ltimo estima la probabilidad
de la hipo´tesis de traduccio´n. A parte de estos
dos modelos, destaca el modelo de reordena-
miento, que en particular nosotros usamos el
reordenamiento lexicalizado que se define en
(Tillman, 2004).
3.2. Sistema cascada
Esta aproximacio´n utiliza dos traduc-
ciones independientemente: fuente-pivote y
pivote-destino. Ambos se constuyen y opti-
mizan para mejorar su calidad de traduccio´n,
independientemente de la tarea final, fuente-
destino. Posteriormente se concatenan para
traducir del lenguaje fuente al lenguaje des-
tino en dos pasos: primero, se calcula la mejor
traduccio´n del sistema fuente-pivote y, des-
pue´s, esta mejor traduccio´n se traduce nue-
vamente con el sistema pivote-destino para
obtener el resultado final.
3.3. Sistema Pseudo-Corpus
Esta aproximacio´n traduce el entrena-
miento pivote a idioma destino del corpus
paralelo fuente-pivote usando un sistema de
traduccio´n construido previamente con los
datos pivote-destino. Con lo cual, estamos
creando un corpus paralelo fuente-destino pe-
ro sinte´tico. Despue´s, se construye un siste-
ma fuente-destino con este corpus paralelo
sinte´tico. El sistema basado en pseudo-corpus
es de mayor calidad si se puede optimizar
usando un conjunto de desarrollo basado en
corpus fuente-destino original.
4. Entorno de experimentacio´n
En esta seccio´n introducimos los detalles
del entorno de experimentacio´n y evaluacio´n.
Describimos las estad´ısticas del corpus de las
naciones unidas, as´ı como realizamos la cons-
truccio´n de los sistemas y la evaluacio´n.
4.1. Estad´ısticas del corpus
Por lo que sabemos, so´lo esta´n disponibles
tres corpus para investigacio´n en el par chino-
castellano: el BTEC, la Biblia y las UN. El
primero se uso´ en la evaluacio´n del IWSLT
2008 y se reportan experimentos con estrate-
gias pivote en papers como (Bertoldi et al.,
2008). La Biblia se uso para pro´positos si-
milares en el trabajo (Henr´ıquez Q., Banchs,
y Marin˜o, 2010). En este estudio, decidimos
usar las UN porque es el mayor corpus de
los tres. Por lo que conocemos, podr´ıa ser el
mayor corpus paralelo que existe en el par
chino-castellano (para fines de investigacio´n)
y que todav´ıa no se ha explotado para hacer
investigaciones entre este par ni para estrate-
gias pivote.
Las UN proporcionan un corpus paralelo
a nivel de oracio´n. De este corpus paralelo,
hemos de extraer un conjunto de entrena-
miento, de desarrollo y de test. Para hacer
los experimentos comparables, todos los pa-
res de idiomas (chino-castellano, chino-ingle´s
e ingle´s-castellano) usan el mismo conjunto
de entrenamiento, de desarrollo y de test que
se construyo´ siguiendo las pautas que descri-
bimos a continuacio´n:
1. Todos los corpus se tokenizaron, usan-
do el tokenizador disponible en Moses
(Koehn et al., 2007) para castellano e
ingle´s; se uso´ el ictclass (Zhang et al.,
2003) para el chino.
2. El castellano y el ingle´s se pasaron a
minu´sculas.
3. Si una oracio´n tiene ma´s de 100 palabras
en cualquier idioma, se elimina de todos
los corpus.
4. Si una oracio´n tiene una ratio de pala-
bras mayor que tres para cualquier par
de lenguas, se elimina de todos los cor-
pus.
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5. Para todos los idiomas, identificamos to-
das las oraciones que ocurren una u´nica
vez en el corpus y que difieren de cual-
quier otra oracio´n presente en el corpus,
despue´s, extraemos una muestra de este
subcorpus como desarrollo y test. El res-
to de oraciones se dejan como corpus de
entrenamiento.
La tabla 1 muestra las principales carac-
ter´ısticas de todos los corpus. Se ha usado
chino mandar´ın simplificado.
4.2. Detalles de los sistemas
Para construir los sistemas de segmen-
tos, usamos tecnolog´ıa Moses (Koehn et al.,
2007). Para todos los sistemas, usamos los
para´metros por defecto de Moses que inclu-
ye alineamiento grow-diag-final-and, reorde-
namiento lexicalizado, modelo de lenguaje 5-
gramas usando suavizado Kneser-Ney y seg-
mentos hasta longitud 10. La optimizacio´n
se hizo usando MERT (Minimum Error Rate
Training) (Och, 2003).
4.3. Detalles de la evaluacio´n
Para evaluar la calidad de la traduccio´n
usamos la me´trica esta´ndar BLEU (Papineni
et al., 2001). Adema´s, para evaluar la signi-
ficancia de los resultados utilizamos la te´cni-
ca denominada “Pair Bootstrap Resampling”
presentada en (Koehn, 2004).
5. Experimentacio´n con las
aproximaciones automa´tica
estad´ıstica directa y pivotes
Ba´sicamente llevamos a cabo tres aproxi-
maciones de traduccio´n automa´tica estad´ısti-
ca para traducir el par chino-castellano:
aproximacio´n automa´tica estad´ıstica directa,
aproximacio´n pivote por cascada y aproxima-
cio´n basada en pseudo-corpus.
Utilizamos ingle´s, castellano y chino pa-
ra construir y comparar diferentes sistemas
de traduccio´n. El objetivo es estudiar el im-
pacto de la estrategia pivote para traducir
de chino a castellano y ver si estas pueden
mejorar el sistema TAE directo. Espec´ıfica-
mente, construimos tres sistemas: el sistema
TAE directo chino-castellano; el sistema pi-
vote basado en cascada; y el sistema pivote
basado en pseudo-corpus.
Para los sistemas pivotes necesitamos
construir los sistemas chino-ingle´s e ingle´s-
chino. La tabla 2 muestra el BLEU consegui-
do con los sistemas intermedios entrenados
con el corpus de las UN.
BLEU
Chinese-English 58.80
English-Spanish 71.93
Tabla 2: Sistemas pivote con el corpus de las
UN
La tabla 3 muestra los resultados chino-
castellano usando el corpus de las naciones
unidas. Como podemos ver en la tabla 2
el BLEU en las tareas chino-ingle´s e ingle´s-
castellano es ma´s alto que el BLEU para
chino-castellano. Esto parece indicar que la
tarea chino-castellano es ma´s compleja.
Sistema BLEU
chino-castellano directo 53.66
chino-ingle´s-castellano cascada 53.39
chino-ingle´s-castellano pseudo 53.07
Tabla 3: Resultados para el sistema directo y
los sistemas pivote
La aproximacio´n basada en cascada mejo-
ra mı´nimamente la aproximacio´n basada en
pseudo-corpus, pero la diferencia no es signifi-
cativa como hemos comprobado con el me´to-
do (Koehn, 2004). Estos resultados no coin-
ciden con los mostrados en trabajos previos
para el mismo par de lenguas (Bertoldi et
al., 2008) (Henr´ıquez Q., Banchs, y Marin˜o,
2010). En estos trabajos previos el corpus con
el que se trabajaba era menor y con un vo-
cabulario muy restringido. Asimismo, no se
mostraron resultados de significancia, lo cual
pone en cuestio´n las diferencias entre los tra-
bajos.
Asimismo, no hay diferencia significativa
entre el sistema TAE directo y el en cascada.
Lo cual nos lleva a concluir que para reali-
zar un sistema chino-castellano podemos usar
un sistema TAE directo o un sistema basado
en traduccio´n chino-ingle´s e ingle´s-castellano.
Esto es muy ventajoso dada la gran cantidad
de recursos que existe entre estos u´ltimos pa-
res comparado con los recursos entre chino-
castellano.
Con el objetivo de realizar un estudio ma´s
detallado, realizamos un ana´lisis manual para
observar los casos en que la aproximacio´n cas-
cada mejoraba el sistema TAE directo. Eva-
luamos el BLEU usando todas las oraciones
de test individualmente.
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entrenamiento desarrollo test
or pal vocab or pal vocab or pal vocab
chino 58,679 1,689,324 18,040 1,004 30,927 3,512 1,005 32,560 3,616
castellano 58,679 2,296,123 20,530 1,004 42,176 4,374 1,005 44,006 4,509
ingle´s 58,679 2,005,591 14,728 1,004 36,681 3,710 1,005 38,285 3,836
Tabla 1: Estad´ısticas del corpus UN. Or significa oraciones; pal, palabras; y vocab, vocabulario
DIRECTO cuestiones como a que consideren seriamente la posibilidad de ratificar la tortura y
otros tratos o penas crueles , inhumanos o degradantes ;
CASCADA como cuestiones a que consideren seriamente la posibilidad de ratificar la
convencio´n contra la tortura y otros tratos o penas crueles , inhumanos o
degradantes ;
REF considere seriamente la posibilidad de ratificar , con cara´cter prioritario , la
convencio´n contra la tortura y otros tratos o penas crueles , inhumanos o degradantes
DIRECTO habiendo examinado el segundo informe de la comisio´n y la recomendacio´n que
figura en e´l
CASCADA habiendo examinado el segundo informe de la comisio´n de verificacio´n de poderes
y las recomendaciones que figuran en e´l
REF habiendo examinado el segundo informe de la comisio´n de verificacio´n de poderes y la
recomendacio´n que figura en e´l
DIRECTO pide al secretario general que prepare un informe sobre la aplicacio´n de esta resolucio´n
a la asamblea general , quincuage´simo sexto per´ıodo de sesiones
CASCADA pide al secretario general que prepare un informe sobre la aplicacio´n de la presente
resolucio´n para su examen por la asamblea general en su quincuage´simo sexto
per´ıodo de sesiones
REF pide al secretario general que prepare un informe sobre la aplicacio´n de la presente
resolucio´n , que sera´ examinado por la asamblea general en su quincuage´simo sexto
per´ıodo de sesiones
Tabla 4: Ejemplos donde el sistema cascada es mejor que el sistema directo.
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Obtuvimos que 460 oraciones eran mejores
en el sistema TAE directo y 433 eran mejores
en el sistema cascada (el resto eran simila-
res). Revisamos algunas de las oraciones que
eran mejores en la aproximacio´n cascada y
reportamos algunos ejemplos en la tabla 4.
6. Conclusiones
Este trabajo reporta un breve estudio del
estado de la cuestio´n en la traduccio´n es-
tad´ıstica chino-castellano. Este par de len-
guas es muy interesante en te´rminos econo´mi-
cos y culturales si tenemos en cuenta el al-
to nu´mero de parlantes chinos y castellanos.
Adema´s, la traduccio´n automa´tica estad´ısti-
ca es una de las aproximaciones ma´s usadas
en evaluaciones internacionales.
La comparacio´n entre sistemas pivote y un
sistema de TAE directo es la principal apor-
tacio´n de este trabajo. Hemos visto que el sis-
tema directo mejora los sistemas pivotes pero
la calidad de traduccio´n no es muy diferen-
te entre el sistema directo y el mejor de los
sistemas pivotes que ha resultado ser el sis-
tema basado en cascada en lugar del sistema
basado en pseudo-corpus.
Estas conclusiones son muy ventajosas
porque sabemos que podemos construir un
sistema de chino-castellano a partir de cor-
pus chino-ingle´s e ingle´s-castellano, que pre-
sentan muchos ma´s recursos que el par chino-
castellano.
Como trabajo futuro, planificamos inves-
tigar en extraccio´n automa´tica de corpus pa-
ralelo a partir de corpus comparable para me-
jorar la calidad chino-castellano as´ı como in-
vestigar si el ingle´s es el mejor idioma pivote
para el par chino-castellano o si la combina-
cio´n de diferentes idiomas pivotes junto con
diferentes aproximaciones pivote puede ayu-
dar en este par.
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