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Since we live in a physical world, motion is a requirement to interact with it, as well as
with other objects and entities in it. Therefore, being able to track our motions becomes
an important ability in order to have satisfactory interactions with the outside world.
Localization is the ability to track the position of our bodies while travelling from one
place to another, and humans perform it using mainly three sensorial inputs: visual,
gravitational/inertial and proprioceptive. The visual input comes from the interpreta-
tion of the light absorbed in the photoreceptors inside our eyes and gives us information
about the external world. The proprioceptive input gives us information about the rela-
tive position and movement of parts of our own body, as well as the strength and eort
used for moving, and comes from mechanoreceptors and proprioceptors throughout our
body, as well as from muscle spindles and the skin. As for the gravitational and in-
ertial inputs, they mainly come from the vestibular system located in the inner ear of
humans, but there are also studies pointing to the fact that humans also have so-called
somatic graviceptors, i.e., gravity sensors on their trunks, where the somato-graviceptive
sources are thought to be the kidneys and the blood inside large vessels on the body.
After the information from the aforementioned senses is obtained, it is combined and
fused, changing the weight placed on each sensory input depending on the situation, as
there are studies showing, for example, that the visual system performs better at lower
frequencies than the vestibular system, but both are integrated in an optimal manner.
Clemens et al. (2011) proposed a model called \Indirect pathway model", in which the
information is combined in order to obtain two dierent estimations: one of the position
and orientation of the head, and one of the position and orientation of the body. These
estimations are then fused using the kinematic information of the neck. After having ob-
tained the position and orientation estimates of the head and the body, it is then possible
for humans to localize in space while moving through it. There is evidence pointing out
that modifying the walking speed has eects on our path integration abilities, making
us underestimate distances when walking at slower speeds, as well as walking cadence
aecting the performance of path integration, achieving the best performance at about
2 Hz. Also, the human odometer is sensitive to asymmetries in walking style. Moti-
vated by the above facts, we decided to explore the eects of walking gait parameters
on the localization of a biped humanoid robot. For this, we rst developed a humanlike
perception system inspired by the \Indirect path model", which comprised the following
subsystems:
1. Head Localization System, using a camera and an inertial measurement unit (IMU)
acting as visual and vestibular inputs
2. Body Localization System, using the motor encoders in all the joints and force-
torque sensors on the feet, as well as another IMU on the trunk, acting as propri-
oceptive and somato-graviceptive inputs, respectively.
A loosely coupled Extended Kalman Filter (EKF) based sensor fusion algorithm was
used, as it is theorized that is also how humans combine the information from dierent
sensorial sources. The head localization system was rst tested in simulation, to verify
its eectiveness. Then a rst prototype was built, and nally the system was mounted
on the head of the humanoid robot WABIAN-2R. For the visual odometry, we focused
on sparse odometry algorithms as they are more suited for localization rather than map-
ping, which suited our purpose. Three dierent sparse visual odometry (VO) algorithms
were tested: a direct, a semi-direct and an indirect algorithm. For the body localiza-
tion system, preliminary tests were made on the biped humanoid robot WALKMAN,
from the Italian Institute of Technology (IIT), to also verify its eectiveness, and subse-
quently the algorithm was used with the humanoid robot WABIAN-2R. We tested the
eects of dierent human walking parameters on these systems, based on how human
localization also changes with these: a. Step length as a proxy for speed and because of
its ready applicability to current footstep planners b. Walking style and symmetry For
the eects of step length, the direct VO algorithm's performance decreased the longer
the step lengths, which along with the analysis of inertial and force/torque data, point
to a decrease in performance due to an increase of mechanical vibrations. The indirect
VO algorithm's performance decreased in an opposite way, i.e., showing more errors
with shorter step lengths, which we show to be due to the eects of drift over time. Fi-
nally, the semi-direct VO algorithm showed a performance in-between the previous two.
Regarding the walking style and symmetry, changing the walking style from normal to
gallop slightly improved the performance of the visual localization, which was related to
a reduction in torques on the feet. Changing the gait temporal symmetry worsened the
performance of the visual algorithms, which according to an analysis of inertial data, is
related to an increase of mechanical vibrations and camera rotations. Both changes of
gait style and symmetry decreased the performance of the kinematic localization, caused
by the increase of vertical ground reaction forces, to which kinematic odometry is very
sensitive. The observations from both experiments support our claim that gait and foot-
step planning could be used to improve the performance of localization algorithms in the
future. This thesis consists of six chapters in which I present the research background,
the proposed perception system with the chosen sensors and algorithms for localization,
both for the head and for the body, the experimental setup and results to conrm the
eects of walking parameters on the robot's localization, and nally a discussion on
limits and possible extensions of this work. The thesis is laid out as follows:
Chapter 1 introduces the research background. More specically, it presents how hu-
mans perceive their motion, briey describing the dierent systems participating
in it, particularly focusing on the Indirect path model for self-motion estimation,
which proposes that humans estimate the motion of their head and their body
separately, and then combine this information through the kinematics of the neck.
Moreover, it contains the objective of this research and the comparison with other
related researches in this eld.
Chapter 2 introduces the sensor system proposed for the head motion estimation of
the robot, as well as the algorithm to be used to fuse the dierent sensor inputs.
The estimation system comprises visual and gravito-inertial inputs, obtained from
a camera and an IMU on the robot's head respectively. The results from the
simulation tests, as well as those from the rst prototype are presented.
Chapter 3 presents how the walking motions aects the localization performance of
the head localization system proposed in the previous chapter. Particularly, step
length is the modied walking parameter. Three VO algorithms are compared: a
direct, a semi-direct and an indirect VO algorithm. The performance is measured
through the absolute trajectory error, and the relative pose error.
Chapter 4 introduces the sensor system proposed for the body motion estimation of the
robot, as well as the algorithm to be used to fuse the dierent sensor inputs for the
estimation. The estimation system comprises proprioceptive and gravito-inertial
inputs, obtained from joint encoders and force-torque sensors on the feet, as well
an IMU on the robot's trunk, respectively. Results of the preliminary experiments
with the biped humanoid robot WALKMAN from the IIT are presented.
Chapter 5 presents how the walking motions aects the localization performance of
the body localization system proposed in the previous chapter. The modied
parameters are step length, walking style and walking symmetry. The performance
is measured through the absolute trajectory error, and the relative pose error.
Chapter 6 discusses the quantitative and qualitative results of this work, analyzing
the how the localization performance of the proposed systems changes depending
on the dierent walking parameters, analyzing also the data from all the available
sensors. Limitations and future works are also presented in this chapter.
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Chapter 1
Introduction
1.1 Background
Humans are very versatile creatures that have lived on the planet Earth for more than
200,000 years. Since then, they have grown and advanced incredibly as a species. How-
ever, we still don't completely understand ourselves, and there are still many mysteries
to solve about humans' inner workings. Imitation has always been a powerful method
for learning, and in that process, for understanding how things work. Biomimetics, for
instance, refers to designs or adaptations inspired by nature, or as the word itself ex-
presses, it means mimicking biology [1{3]. With that in mind, building a machine trying
to imitate a human not only on the appearance, but also on how it moves or on how
it functions could be useful for a better understanding of them. This has been one of
the purposes for building humanoid robots, as in order to develop them we need that
deeper understanding of humans, and in turn building them could lead to new insights
to further comprehend ourselves.
On the other hand, with the accelerated and active developing of technology and sciences
in the last decades, we now live in a world where we can build robots that not only take
care of a lot of the work we used to do for ourselves, but also do it in an autonomous
way and even are capable of adapting to new situations just by being trained for them
or by learning for themselves. As time goes on, they will become more signicant in our
daily lives, and the possibility of having robots helping us on our daily routines, and not
only in specialized places like factories or laboratories is becoming a reality.
1
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Therefore, it is important to design robots with which we could easily interact and
that can move freely and without any problems in human environments. Humanoid
robots are very good candidates for that, as it is possible to make the interactions with
them to be very close to those we have between ourselves. From the point of view of
moving in human environments, it is a fact that we built these environments for us to
move as comfortably and securely as possible, i.e., they are optimized for our physical
structure. This means that these environments are somehow adapted to bipedal walking,
and hence, biped humanoid robots seem to be a good direction to take for the design of
robots helping us in our daily lives.
However, there are still many problems to solve. One of them is mobility, where bipedal
locomotion is one of the best options for human habitats, as the great majority of the
environments we live in are designed to maximize the usefulness of humans' physical
conguration. And most importantly, as we live in a dynamic environment that can
change unexpectedly, it is crucial to have stable, adaptive and robust locomotion in
a variety of environments and situations such as uneven terrains, avoiding obstacles,
external perturbations, etc.
One of the reasons humans achieve such a robust and adaptable walking is their ego-
motion estimation, i.e., the ability to localize themselves in space and to calculate their
traveling trajectories w.r.t. their environment. With this information, humans are able
to dynamically (re)plan their walking paths, as well as the walking motions themselves,
to be able to cope with various situations. In the following sections, we will present a
brief summary of the sensory systems used for the ego-motion estimation.
1.2 Human Sensory System
As one of the many goals of movement is to reach or avoid objects or locations in space,
information about these objects and locations is very important. However, information
about one's own movement, also called self-motion or ego-motion is of utmost impor-
tance.
From a developmental point of view, humans rst learn to balance before acquiring
whole-body motions such as locomotion. Additionally, spatial orientation abilities are
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also acquired early as they do not require balance or locomotion, and are later useful
for navigation and spatial recall. [4]
For all the above mentioned skills humans are required to select and correctly integrate
the input information from a variety of senses. Particularly for balance and locomotion,
mainly three inputs are used: visual, gravitational/inertial and proprioceptive. We will
now briey explain each of them.
1.2.1 Visual Inputs
Vision is one of the so called exteroceptive senses, as it provides information relative to
external stimuli. Vision relies on photoreceptors in the retina of each eye to generate
images of visible light. Humans have two types of photoreceptos: rods, which are very
sensitive to light intensity, and cones, which are responsible for color sensing (Fig. 1.1).
To estimate traveled distances from vision, the key visual information is the optic ow,
which results from our relative motions with respect to the environment [5].
Figure 1.1: Color sensitivity of the human eye. Wavelength in the horizontal axis
and normalized absorbance in the vertical axis. [6]
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1.2.2 Gravitational/Inertial Inputs
For the gravitational and inertial cues, humans rely on two sources, the vestibular sys-
tem, located in our inner ears on our head, and on cues from the body, called somatic
graviceptors.
Vestibular System
The vestibular system comprises the semicircular canals and the otoliths inside our
inner ears. There are three semicircular canals in each labyrinth, which are orthogonal
to each other, and are responsible for the sensing of rotational movements of the head.
Particularly, semicircular canals sense angular velocities of the head. Otoliths, on the
other hand, are responsible for sensing linear accelerations of the head. Humans have
two otolithic organs on each side: the ultricle, which senses accelerations and head tilts
on the horizontal plane, and the saccule, which senses accelerations and head tilts on
the vertical plane.
Figure 1.2: Structure of the internal ear. (Wikijournal of Medicine, 2014. Internet
resource.)
Somatic Graviception
However, there are studies showing that we also \feel" gravity or linear accelerations
with our body, a sense called Somatic Graviception. [7] It is theorized that there are
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two somato-graviceptive sources, one being the kidneys and the second being the blood
inside large vessels on the body. Presumably, the mass of the blood exerts inertial forces
on the ligaments which support the vessels against the gravitational load.
1.2.3 Proprioceptive Inputs
Proprioception is the sense of the relative position and movements of parts of our own
body, as well as the strength of eort used by them for moving. In humans, there are
many sources of this information.
Mechanoreceptors
One of them are the mechanoreceptors, which are sensory neurons or peripheral aerents
located within joint capsular tissues, ligaments, tendons, muscle, and skin. These sense
deformation or stimulation of the tissues and there are classied depending on the type
of tissue they are located on.
Those located in the joints[8{10] are classied in four primary types:
Type I : Typically located in the supercial layers of the joint capsule. Physiologically,
these receptors are low-threshold, slowly adapting, and they signal static joint
position, changes in intraarticular pressure, and the direction, amplitude, and
velocity of joint movements.
Type II : Present in the brous capsules of all joints but are reported to be present in
greater number in distal joints than in proximal joints. They are low-threshold,
rapidly adapting receptors which signal joint acceleration and deceleration during
both active and passive joint movements.
Type III : Primarily conned to the joint ligamentous structures. They are high-
threshold, slowly adapting structures and become active or stimulated only toward
the extreme ranges of joint motion where the ligamentous structures become taut
or if extreme joint displacement or joint traction is maintained.
Type IV : Typically distributed throughout the brous joint capsule, adjacent perios-
teum, and articular fat pads. They represents the pain receptor system of articular
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tissues and are activated only by marked mechanical deformation or chemical ir-
ritation.
On the other hand, those located on the skin are specialized in the perception of pressure,
vibration and texture[11, 12] and are also classied in four groups:
Slowly Adapting Type 1 (SA1) Merkel's disks are very sensitive to points, edges
and curvature., and have a high spatial resolution, as they can resolve spatial
detail of 0.5 mm. They seem to be responsible for form and texture perception.
Slowly Adapting Type 2 (SA2) Runi endings are very good at sensing skin stretch,
with which they can perceive the direction of motion or force when the skin is
stretched, and also can sense the shape and position of parts of our body through
the pattern of skin stretch.
Fast Adapting Type 1 (FA1) Meissner's corpuscles are responsible for the detection
and discrimination of low frequency vibration, slip between the skin and a held
object, and are the best to sense sudden forces acting on held objects. These seem
to provide feedback signals for grip control.
Fast Adapting Type 2 (FA2) Pacinian corpuscles are responsible for the sensing of
high frequency vibrations.
Proprioceptors
In addition to mechanoreceptors, there are also proprioceptors, which are specialized
organs located within joints, muscles and tendons. They are sensitive to both tension and
pressure, and relay muscle dynamics information to the central nervous system. They
also play an important role on the conscious appreciation of the position of body parts
with respect to gravity, also called kinesthetic sense. Most proprioceptive information
is processed at a subconscious level, and for this reason we do not have to dedicate
any conscious activity for tasks such as maintaining posture or position body parts [13].
They are divided in:
Muscle Spindles Small sensory organs enclosed within a capsule, are found through-
out the body of a muscle in parallel with extrafusal muscle bers. They sense
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changes in the length of the muscles through intrafusal muscle bers, which have a
central region wrapped by sensory dendrites of the muscle spindle aerent. They
can also sense the speed of these changes, and they contribute to both sense mo-
tion and position of limbs. They prevent muscle overstretching and muscle ber
damage [14, 15].
Golgi Tendon Organs As their name indicates, they are located near the origins and
insertion of skeletal muscle bers into the tendons of skeletal muscles. They sense
changes in muscle tensions and are also proprioceptive information sources.
1.2.4 Sensor Fusion and Reweighting
All the above mentioned sensors, taken individually, are very imprecise as motion sensors,
as they are specically designed to acquire a particular kind of information which alone
would give few or awed clues about posture or self-motion. For instance, the vestibular
system presents two signicant problems:
Rotation Problem As the semicircular canals are xed inside the head, angular ve-
locity is coded in a head centered reference frame, which somehow has to be trans-
formed to obtain information about the body.
Linear Acceleration Problem From Einstein's equivalence problem, the otoliths can-
not distinguish between linear accelerations and body tilting when in a gravita-
tional eld.
Then, for instance, one solution for the Rotation Problem would be to have information
about the head motion relative to the world.
Sensor Fusion is very important, as it can combine the information from various sensors'
(of dierent modalities)redundant data to extract more precise and useful information
than that from the sensors individually.
There are many models trying to explain how humans perform sensor fusion for ego-
motion.
For this research, we decided to employ the model proposed by Clemens et al. [16] (Fig.
1.3), because one of the interests is to take Somatic Graviception into account.
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Figure 1.3: Indirect Pathway Model diagram, modied from [16]. The dierent
weights applied to each input are denoted by w.
Moreover, humans not only combine dierent sensor's data, but also change the weight
they put on each sensory input depending on the situation [17]. Also, both visual and
vestibular systems are located on the head, and the manner in which they are placed is
very particular, but the reason for this is not completely understood.
1.2.5 Human Navigation
Navigation refers to the monitoring and controlling of the motion of a moving agent,
or in our case, of a human being. It involves the planning of the motion through an
environment, or in the case of becoming lost, reorienting and reestablishing the motion
towards the destination. One fundamental element of navigation is updating position
and orientation while moving. Updating methods can be classied as follows according
to the type of information used [18]:
1. Position based navigation, also called pilotage or piloting, relies on external sig-
nals such as visual, auditory or odorous landmarks, which indicate the observer's
current position and orientation.
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2. Velocity based navigation, also called dead reckoning or path integration, relies on
the sensing of the traveler's instantaneous speed and direction of motion, from
which linear and rotational displacements w.r.t. the initial position are calculated
by integration. Therefore, it requires no map. The measurements of velocity can
be allothetic (external) signals as optic or acoustic ow, or idiothetic (internal)
signals as those from the proprioceptive or the vestibular systems.
3. Acceleration based navigation, also called inertial navigation or also path integra-
tion, requires information about linear and angular accelerations, to then integrate
it twice to obtain position and orientation. In humans, this information can be
obtained from the vestibular system, and also from somatosensory signals, such as
somatic graviception.
For this work, we focus on path integration, i.e., the updating of position and orien-
tation from velocity and acceleration information, as it is said to allow one to venture
into unfamiliar territory for the purposes of seeking a destination, and as one explores
an unfamiliar region of space, it provides the traveler with an ongoing estimate of cur-
rent position, allowing the traveler to gradually integrate the isolated perspective views
encountered into an internal representation (cognitive map [19]) suitable for subsequent
piloting. [20]
Also, there is a great body of research proving that humans are able to accomplish path
integration using only their own senses, be it only from vision and optic ow [21, 22],
using proprioception, gravito-inertial cues, or a combination of all these.
Moreover, some studies show age-related dierences in path integration abilities, such as
an aging-related decit to obtain body rotation information from the vestibular system,
or age-related dierences related to cognitive sources as speed of processing and working
memory capability [23].
1.3 Related Research
Robots have been used to understand humans, analyzing them from many dierent
points of view.
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Computational Brain (CB)[24] was developed for exploring the processing of the human
brain in dealing with the external environment through the use of a biped humanoid
robot (Fig. 1.4). It has 50 DoF, and both its mechanical conguration and sensing
system were designed to be as close as possible to humans, to also bring its performance
closer to us.
They implemented various humanlike ocular-motor responses such as vergence, saccades,
smooth pursuit and the vestibulo-ocular reex (VOR) [25].
Figure 1.4: Humanoid robot CB [24].
HRP-2 [26] is a humanoid robot designed to be light and compact, with the ability to
perform tasks as cooperative works in the open air (Fig. 1.5). It has 30 DoF, and the
motion range of each joint was set to be as that of humans in order for the robot to be
able to perform human tasks as well as human beings.
Using HRP-2, in [27] a control method for reaching motions based on a neuromuscular
system dened by a pair of antagonist muscles based on neurobiological motor principles
were developed and tested in simulation.
Whether the central nervous system of primates uses a body-centered or an eye-centered
frame for reaching motions was explored in simulation in [28]. They used a simulation
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Figure 1.5: The HRP Humanoid robot series. (modied from [30])
of the robotic platform HRP-2, showing that for the robot, the eye-centered frame was
more robust with respect to perturbations as proprioceptive biases and sensory delays.
In [29] a robot steering method by moving the head joint was developed, inspired by the
fact that in human locomotion the head plays an important role in guiding and planning
locomotion.
KOBIAN [31] is a biped humanoid robot developed for whole body emotion expression
(Fig. 1.6). It is 1470 mm tall, weights 62 kg and has 64 DoF, of which 27 are on the
head for facial expressions.
In [32], a head stabilization controller based on information from an IMU monted on the
robot's head. This stabilization is based on the angular Vestibulo-Collic Reex (aVCR)
and the linear Vestibulo-Collic Reex (lVCR) from humans, which are reexes that
compensate the motions induced by walking to stabilize the head orientation and the
gaze when xated on a point in close proximity [33{35]. The model used for the robot
stabilization controller was based on the study in [36].
On the same line, in [37] the above mentioned aVCR and lVCR, along with the VOR and
Opto-Kinetic Reex were also implemented on simulation on iCub and on the humanoid
robot SABIAN.
Chapter 1. Introduction 12
Figure 1.6: Robotic platform KOBIAN-RIV (left) and DoF conguration (right).
The humanoid robot iCub was developed with the objective to replicate the physical and
cognitive abilities of a 2.5-year-old baby [38, 39]. It is 90 cm tall, weights 23 kg, and has
53 DoF. In [40], the Vestibulo-Ocular Reex (VOR) was studied with this robot. They
implemented and compared two bio-inspired models of the VOR on iCub, a Feedback
Error Learning (FEL) model, and a decorrelation model. The FEL model was used
to investigate the cooperation between the Opto-Kinetic Reex (OKR) and the VOR,
while the decorrelation model was used to investigate the structure and plasticity of the
cerebellar cortex aiming to better understand the cerebellar microcircuit. There are also
works for gaze stabilization with this platform [41].
Posturob is a biped humanoid `stance control' robot, built to study human posture
[42]. It uses articial pneumatic muscles as actuators, with springs as tendons and
force sensors at the muscle-tendon xations, mimicking Golgi tendon organs. For the
sensory system, they used a rotatory potentiometer xed to the robot's ankle joint axis
as joint proprioception, compression load cells under the forefeet and heels for force
sensing, gyroscopes as the semicircular canals, and accelerometers as otoliths. With this
robot, biologically inspired models of human posture were developed and tested. In [43]
they focused on postural disturbances as external forces and motions of the support
surface on which the body stands. In [44], they evaluated a posture control concept
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Figure 1.7: The iCub platform (left), approximate dimensions (center) and DoF
conguration (right). Taken from [39].
from neuroscience called disturbance estimation and compensation, which diers from
typical state estimation systems by not including a dynamic model of the body.
Table 1.1: Other robots
Robot HRP-2 [26] CBi [24] Posturob II
S
e
n
so
r
Vision Three cameras Foveated cameras None
Graviception Gyroscope (torso) IMU (head & hip)
Gyro & Ac-
celerometer
(head)
Force/Torque Feet
Feet and main
joints
Feet
Joints Encoders Encoders Goniometers
Robot Design Human based Human based
Study based
(human posture)
Sensing System
Task based
(various)
Human based
Study based
(human posture)
Chapter 1. Introduction 14
Figure 1.8: Humanoid robot Posturob II.
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Figure 1.9: The roadmap of this thesis
1.4 Objectives and contributions
As research about the human walking have already been thoroughly done, we can now
aim to the understanding of the human sensory system, beginning from how each sensing
mechanism is located on the body, what kind of information they obtain, and how we
humans combine and use that information to realize all the dierent motions we are
capable of, focusing in the action of walking for the present research. Moreover, we are
interested in the ego-motion estimation, and on assessing how the walking motion aects
the performance of this estimation.
The objectives for the present work are the following:
1. Development of a Perception System for Localization
(a) Based on the Human Sensory System, i.e., using visual, proprioceptive and
gravitational/inertial inputs
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(b) Taking into account both Somatic Graviception and the Vestibular System
as gravitational/inertial inputs
(c) Separating the localization problem into head and body localization
2. Conrm the eects of Walking Parameters on the Localization Performance of the
Perception System using Robotic Science
(a) Step length (walking speed) eects
(b) Walking style and symmetry eects
1.5 Thesis Outline
The presented thesis is constituted by six chapters which will be briey summarized
below, and whose structure is presented in Fig. 1.10.
Chapter 1 introduces the research background. More specically, it presents how hu-
mans perceive their motion, briey describing the dierent systems participating
in it, particularly focusing on the Indirect path model for self-motion estimation,
which proposes that humans estimate the motion of their head and their body
separately, and then combine this information through the kinematics of the neck.
Moreover, it contains the objective of this research and the comparison with other
related researches in this eld.
Chapter 2 introduces the sensor system proposed for the head motion estimation of
the robot, as well as the algorithm to be used to fuse the dierent sensor inputs.
The estimation system comprises visual and gravito-inertial inputs, obtained from
a camera and an IMU on the robot's head respectively. The results from the
simulation tests, as well as those from the rst prototype are presented.
Chapter 3 presents how the walking motions aects the localization performance of
the head localization system proposed in the previous chapter. Particularly, step
length is the modied walking parameter. Three VO algorithms are compared: a
direct, a semi-direct and an indirect VO algorithm. The performance is measured
through the absolute trajectory error, and the relative pose error.
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Chapter 4 introduces the sensor system proposed for the body motion estimation of the
robot, as well as the algorithm to be used to fuse the dierent sensor inputs for the
estimation. The estimation system comprises proprioceptive and gravito-inertial
inputs, obtained from joint encoders and force-torque sensors on the feet, as well
an IMU on the robot's trunk, respectively. Results of the preliminary experiments
with the biped humanoid robot WALKMAN from the IIT are presented.
Chapter 5 presents how the walking motions aects the localization performance of
the body localization system proposed in the previous chapter. The modied
parameters are step length, walking style and walking symmetry. The performance
is measured through the absolute trajectory error, and the relative pose error.
Chapter 6 discusses the quantitative and qualitative results of this work, analyzing
how the localization performance of the proposed systems changes depending on
the dierent walking parameters, analyzing also the data from all the available
sensors. Limitations and future works are also presented in this chapter.
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Objectives
• Develop a Perception System based on the Human Sensory System
• Investigate effects of walking on localization performance
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Figure 1.10: Structure of this thesis
Chapter 2
Head Localization
2.1 Introduction
In Chapter 1 we presented the senses humans use in order to estimate their ego-motion,
to then combine the information from all those senses and nally to localize themselves
in space. One suggested model for how humans combine the information from dierent
sources is the indirect path model [16]. This model proposes the separation of the body
motion estimation in two dierent estimations, one for the position and orientation of
the head, and one for the position and orientation of the body. In this chapter we will
present the development of the Head Localization System, the system for the estimation
of the position and orientation of the humanoid robot's head.
First we will present the possible sensors to use, in order to emulate the same inputs
that humans use for this task. After that, we will discuss about the dierent methods
to combine the information from the sensors to obtain an estimation of the position and
orientation of the system, to afterwards use that information for the robot's localization
in space. With that in mind, the objectives for this chapter are as follows:
a) Design a sensor system with similar inputs as those used bu humans for the head
position and orientation estimation
 Choose the suitable sensors for the system, to obtain similar information as
that from human senses
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 Select the fusion algorithm to combine the information from the chosen
sensors
b) Evaluate the proposed system feasibility in simulation
c) Build and evaluate a real prototype of the proposed system
To achieve this, in the following section we will present the proposed system, introducing
the chosen sensors as well as the selected fusion algorithm. Tests of the system in
a simulation environment are shown, and nally the real prototype is presented, also
evaluating its performance through simple experiments.
2.2 Sensors
According to the indirect path model [16], the required information to estimate the
position and orientation of the head is the images obtained from the eyes, the position
of the eyes inside the head, and the inertial and gravitational information from the
vestibular system.
To emulate the dierent sensory inputs, we chose sensors that would provide us with
similar data. Therefore, for the visual input we chose cameras for the vestibular inputs
we chose Inertial Measurement Units (IMU).
2.3 Visuo-Inertial Fusion
For the fusion of inertial and visual information, we decided to use an Extended Kalman
Filter (EKF) based approach, as there are some clues pointing to the fact that humans
employ probabilistic models during sensorimotor learning [45]. The EKF is a nonlinear
and recursive Bayesian estimator that tries to estimate of unknown variables of a system,
using a series of observed noisy and inaccurate measurements. It does this by estimating
a joint probability distribution over the variables for each time frame. The algorithm has
two steps, prediction and update. In the prediction step, the lter estimates the value of
the variables from the past information and a model of the phenomenon. Then, in the
update step, the lter uses observed measurements usually from sensors to correct the
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Figure 2.1: Kalman lter diagram. The system state is denoted by x^, where x^kjk 1 is
the state estimate at time step k before the k-th measurement yk has been taken into
account and x^kjk is the estimate taking into account the measurement yk. Pkjk 1 and
Pkjk are the corresponding uncertainties.
estimated values in the predictions step, through a weighted average where the weights
depend on the certainty of the information.
Using EKFs, there are two main approaches to recover the motion of the vision sensor
fusing visual and inertial information: Loosely Coupled and Tigthly Coupled [46]. In
the Tightly Coupled approach, a single high-order estimation lter is used, i.e., the
estimated states include not only those of the visuo-inertial system, but also those of
the tracked features in the visual thread, and even unknown camera intrinsic parameters
and inertial sensor bias and scale parameters. This large number of states makes this
approach very computationally heavy and thus slow and dicult to tune due to the
large amount of parameters. Also, the implementation becomes complicated due to the
dierence of the sampling rate of the inertial and visual observations.
On the other hand, in the Loosely Coupled approach the inertial thread and the visual
odometry thread run independently, exchanging information to correct their estimates.
Usually the inertial thread is used for the prediction phase, whereas the visual odometry
thread is used to correct for integration errors from the inertial estimation. This makes
the loosely coupled approach less computationally heavy, as well as more versatile in
order to use and combine information from other sensors.
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Loosely coupled visuo-inertial systems can be considered as virtual stabilized cameras,
with the advantage of having no moving parts and superior dynamics compared to
mechanically stabilized cameras [46]. Primates, humans included, have a mechanically
stabilized visual system, where the image on the retina of the eye is stabilized through
reexes controlled by the vestibular system, such as the vestibulo-ocular reex (VOR) for
high frequency motions, or the optokinetic tracking reexes for low frequency motions.
From the above, we decided to use a loosely coupled approach for our purpose because
of its similarity with the human sensory system, as well as the ease and versatility of
its implementation. Especically, we used the method proposed in [47]. They present
a sensor fusion framework able to process delayed, absolute and relative measurements
from multiple sensors, while allowing self-calibration of the sensor system. We will
describe the framework in the following paragraphs.
This framework is based on an iterated EKF, where the state predictions are driven
by IMU measurements. There is a core set of states, and depending on the additional
sensors, states can be added to handle those additional measurements. The core states
Figure 2.2: Tightly coupled fusion system diagram.
Figure 2.3: Loosely coupled fusion system diagram.
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can be expressed as:
xT =
h
piW
T
viW
T
qiW
T
b!
T ba
T
i
(2.1)
where piW , v
i
W and q
i
W correspond to the relative position, velocity and attitude (ex-
pressed as a quaternion) of the IMU w.r.t. the world frame, expressed in the world
frame. The remaining b! and ba correspond to the gyroscope and acceleration biases of
the IMU.
For the monocular visuo-inertial case, the added states are:
xTvis =
h
 qci
T pWv
T
qWv
T
i
(2.2)
where  is the estimated visual scale, qci is the rotation transformation between the
camera and the IMU, and pWv and q
W
v are the position and attitude drifts of the visual
odometry system w.r.t. the world frame.
Measurements from an IMU are used for the propagation of the states, as already men-
tioned, following the equations below:
_piW = v
i
W (2.3)
_viW = C(qiW )
T (am   ba   na)  g (2.4)
_qiW =
1
2

 (!m   b!   n!) qiW (2.5)
_b! = nb!
_ba = nba
_ = 0 (2.6)
_pci = 0 _q
c
i = 0 _p
W
v = 0 _q
W
v = 0 (2.7)
where am and !m are the measured acceleration and angular velocity from the IMU, g
is the gravity vector in the world frame and na, n!, nb! and nba are zero-mean white
Gaussian noises. 
(!) is the quaternion-multiplication matrix of vector ! [48], dened
as:

(!) =
26666664
0 !z  !y !x
 !z 0 !x !y
!y  !x 0 !z
 !x  !y  !z 0
37777775 (2.8)
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The measurements model from the camera pose is dened as:
zvis =
24pcv
qcv
35 =
24C(qWv ) piW + C(qiW )T pci+ pvW + npv
qci 
 qiW 
 qWv 
 qnqv
35 (2.9)
where C(q) denotes the rotation matrix of quaternion q, npv and nqv are measurement
noises for the position and attitude respectively, also modeled as a zero-mean white
Gaussian noise, and qnqv represents the small rotation caused by the attitude noise nqv .
Also, 
 denotes a quaternion multiplication as dened in [48].
Visual Odometry
One source of information for the visuo-inertial fusion system is an estimate of the po-
sition and orientation of the system. This is usually obtained from a visual odometry
algorithm. Visual odometry (VO) is the process of estimating the egomotion of an agent
(e.g., vehicle, human, and robot) using only the input of a single or multiple cameras
attached to it. This is achieved by comparing the sequential images obtained from the
sensor and incrementally estimating the pose of the vehicle through examination of the
changes that motion induces on the images of its onboard cameras. For VO to work
eectively, there should be sucient illumination in the environment and a static scene
with enough texture to allow apparent motion to be extracted. Furthermore, consec-
utive frames should be captured by ensuring that they have sucient scene overlap
[49, 50]. These algorithms are normally classied based on two parameters, the infor-
mation they use from the images, and the amount of pixels used from the input images
[51]. Depending on the information they use from the images, the algorithms can be:
Direct Pixel intensity information is used directly, making them fast, but prone to
errors caused by changes in lighting conditions
Indirect The raw sensor data is pre-processed, extracting features such as corners,
edges, or more sophisticated feature descriptors, which makes them more robust
to lighting changes, but computationally heavier because of the feature calculation
process.
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Figure 2.4: Classication of dierent visual odometry algorithms. (Modied from
[52])
On the other hand, depending on the amount of pixels used from the input images, the
algorithms are classied as Dense or Sparse.
Sparse These methods use and reconstruct only a selected set of independent points
Dense These methods attempt to use and reconstruct all pixels in the 2D image domain
For this chapter, we decided to test Sparse methods, as we are focusing on localization
and do not need to reconstruct a map from the visual input.
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Figure 2.5: Simulation environment of the used robot, WABIAN-2R.
2.4 Experiments
2.4.1 Simulation Experiments
For our simulation experiments, we use the humanoid robot WABIAN-2 [53], a human-
size humanoid robot, 1.5 meters tall, weighting 64kg and having 41 DOFs. The simula-
tions are performed using the Open Dynamics Engine (ODE) for physics simulation on
the V-REP robot simulator [54]. A snapshot of the simulation environment can be seen
in Figure 2.5.
The IMU was modeled using MATLAB Simulink c (Fig. 2.6).
Simulations using ROS [55] were also performed.
2.4.2 Visuo-Inertial Prototype
A prototype was built using a monocular camera and an IMU (Fig. 2.9), and a qualita-
tive experiment was performed. For this, the prototype was mounted on a helmet, which
was worn by a person. The person performed a closed quadrangular shaped trajectory
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Figure 2.6: Used model for the IMU.
(Fig. 2.11), and the path was estimated both using only a sparse and semi-direct VO
algorithm [56], and using a visuo-inertial fusion algorithm [47]. A snapshot of the ex-
periment can be seen in Figure 2.10. As can be seen in the same gure, both algorithms
overall estimated the trajectory correctly. However, the VO algorithm stopped the esti-
mation in some places, resulting in a discontinuous trajectory, whereas the visuo-inertial
fusion algorithm successfully compensated those problematic parts for the VO with the
IMU data, resulting in a completely continuous trajectory.
2.5 Discussion
We will organize the discussion of this chapter according to the objectives set in the
beginning.
2.5.1 Head Localization System Design
A sensor system with similar inputs as those used for the head position and orientation
estimation by humans was developed, using a monocular camera and an IMU. For the
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Figure 2.7: Camera mvBlueCOUGAR
from Matrix Vision c for the visuo-inertial
prototype.
Table 2.1: Camera parameters
Model mvBlueCOUGAR
Frame rate 117 [Hz]
Field of View 125 [deg]
Resolution 752 480
Distortion 3%
Shutter type Global
Table 2.2: IMU parameters
Model LPMS-B
Sampling rate 400 [Hz]
Resolution < 0:05[deg]
Accelerometer 3 axis (20; 40; 80; 160)[m=s2], 16 bit
Gyroscope 3 axis (250; 500; 2000)[deg=s], 16 bit
Magnetometer 3 axis 130  810[T ], 16 bit
Figure 2.8: LPMS-B
IMU from LP-research
c for the visuo-inertial
prototype. (From [57]).
fusion algorithm, a loosely coupled EKF based algorithm was chosen, as it may be closer
to the way humans also combine visual and inertial information.
As we decided to use a monocular conguration for this work, it remains as future
work to make a new sensor system using a stereo conguration, and comparing it with
currently the proposed system.
2.5.2 Evaluation of the System in Simulation
Experiments using a simulated cameras and IMU were performed, using a simulator that
accounts for the dynamics of the robot. To asses the performance of the estimation of
the trajectories, noise was manually added to the sensor models, but the errors on the
nal estimation of the trajectory were decreased thanks to the use of the visuo-inertial
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Figure 2.9: Visuo-inertial prototype.
Figure 2.10: Snapshot of the experiment. View of the camera with found features as
green points (left) and the estimated trajectory using the visuo-inertial fusion algorithm
(right, top) and only VO (right, bottom).
fusion algorithm. However, as the sensors were also computational models, those results
were expected, and therefore experiments with real sensors were required and performed.
2.5.3 Evaluation of the Visuo-Inertial Prototype
A visuo-inertial prototype was build and tested on a simple closed trajectory, mounting
the prototype on a helmet worn by a person. The results showed that the fusion of
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Figure 2.11: Estimated path of the experiment fusing visual and inertial data (up)
and using only vision (down).
visual and inertial data was indeed useful for the elimination of discontinuities that
appear when only using the VO algorithm, as seen in Figure 2.11. However, as the
used VO algorithm was originally designed to be used for drones with down-looking
cameras, it had diculties with the walking motion, as the orientation of the camera
was now forward-looking. Also, the algorithm had problems with rotational motions, so
we decided to test other sparse VO algorithms for the experiments with the robot.
Chapter 2. Head Localization 31
2.6 Summary
In this chapter we proposed a Head Localization System, comprised of a monocular
camera and an IMU, for the estimation of the position and orientation of the robot's
head. A loosely coupled EKF based algorithm was chosen to combine the information
form the dierent sensors. Tests of the proposed system mounted on the robot were
performed in a simulated environment, to assess the feasibility of the system, and nally
a rst prototype was built and tested. From the results of the prototype, we found
out that the fusion algorithm was useful in order to eliminate the discontinuities that
arose from estimating the robot's motion only using visual odometry. However, the used
visual algorithm has problems with front-facing cameras, as well as with rotations. To
solve this, we decided to explore other visual odometry algorithms, presented in the next
chapter.

Chapter 3
Eects of Walking on Head
Localization
3.1 Introduction
As we already mentioned in Chapter 1, the capabilities of humanoid robots must be
improved for them to be able to achieve various tasks eectively and robustly in an
autonomous manner for them to become more useful in our daily lives, and giving them
the ability to localize themselves in the environment could be critical in this regard, and
greatly help for the robot's autonomy.
One common way for the robot to self-localize is through odometry algorithms, i.e.,
through the estimation of the robot's change in position through the use of motion
sensors, such as cameras, inertial measurement units (IMU), motor encoders, etc. These
sensors can be used independently, as is the case of visual odometry (VO) algorithms,
or their information can be combined to get better estimates, using algorithms as the
Kalman or particle lters. The information from these odometry algorithms can then
be used to send control commands to the robot depending on the application.
Once having a working self-localization estimation, it could be further improved in var-
ious ways. One approach to improve localization performance is to change the path
a robot takes to a goal or the goals themselves in a way that optimizes said perfor-
mance. This is called active localization, which refers to the act of partially or fully
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controlling the motions of the robot to minimize the uncertainty and increase the e-
ciency and robustness of the estimation of its current pose [58, 59]. Humanoid robots
could potentially change inter-limb coordination or gait parameters while keeping the
same base trajectory, to aect the camera motion and improve the robot's localization
performance.
On the other hand, as presented in Chapter 1, humans rely mainly on three inputs:
visual, gravitational/inertial and proprioceptive, and in the previous chapter we intro-
duced the indirect path model [16], which proposes the separation of the body motion
estimation in two dierent estimations, one for the head and one for the body. In the
previous chapter we developed a Head Localization System for the estimation of the
position and orientation of the humanoid robot's head. Also, there are studies show-
ing that in humans, locomotion parameters have eects on self-localization, for instance
motion speed aecting our estimation of traveled distances through the use of optic ow
[60]. However, current humanoid robot walking controllers and localization systems are
built in ways fundamentally dierent from that of biological systems, and are not built
purposely to achieve similar localization performance behavior (i.e. similar relationship
between walking speed and localization accuracy). Moreover, previous work with hexa-
pod robots has found inconclusive and irregular variation of SLAM performance with
gait parameters [61].
From all the above, and motivated by experiments showing that humans regulate their
walking speed in order to improve localization performance, in this chapter we explore
the eects of walking gait on biped humanoid localization, specically on the head
localization, using the system we proposed in Chapter 2. For the regulation of walking
speed on the robot, we focus on step length as it is a useful and readily applicable
representation for humanoid robot locomotion planning, as in footstep planning, and
because several relevant humanoid robot locomotion performance metrics as energy and
slippage have been shown to depend on step length [62].
For the visual odometry algorithm, we found in the previous chapter that the used
visual algorithm had problems with front-facing cameras, as well as with rotations and
therefore we decided to explore other visual odometry algorithms. In this chapter we
compare the performance of three dierent sparse VO algorithms as a function of step
length: a direct, a semi-direct and an indirect algorithm.
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We take a data-driven approach, i.e., we do not try to predict localization performance
from simplied mechanical, control, sensor, or environment models. Instead, we directly
measure localization performance of the whole system, by using ground-truth data from
motion capture on many experiments while varying the robot's walking gait parameters.
We focus on the following parameters:
a) Step Length
b) Bent and Stretched Knees
c) Walking Style and Symmetry
The contribution of this chapter is to answer the following questions regarding visual
localization systems for biped humanoid robots:
 Does performance of such systems depend consistently and non-trivially with hu-
manoid gait?
 What eects do dierent walking styles have on the performance of such systems?
In the following sections I will present the related work and the overview of the used
system. Then, the performed experiments will be described, along with the presentation
of the results, which will be nally discussed, comparing them to the related work and
with human studies.
3.2 Related Work
Self-localization for humanoid robots has been widely researched. In the case of VO
algorithms, Stasse et al. [63] proposed a real-time monocular Visual Simultaneous Lo-
calization and Mapping (VSLAM) algorithm taking into account robot kinematics from
the walking pattern generator. In [64], an IMU based state estimation for a stereo based
3D SLAM is proposed, using measurements from the stereo VO and robot kinematics
as updates for the Extended Kalman Filter (EKF). In [65], the authors propose an un-
scented Kalman lter (UKF) to estimate the ankle and hip states of a biped robot, to
then use a support vector regression learning controller for bipedal walking.
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Also in [66] a visuo-inertial ego-motion estimation algorithm is proposed, including the
derivative of translational acceleration, also called jerk in the state vector. This was
done in order to cope with the sharp accelerations generated by the ground reaction
forces while walking. However, their approach did not include robot dynamics, as they
tested their system with humans, rather than on a robot.
Regarding active localization using vision sensors, Davidson et al. [67] were the rst to
take the eects of actions into account for localization, using a stereo system attached
to a mobile robot and trying to minimize the motion drift along a predened trajectory.
Also, one of the common approaches is the \Next Best View" approach, which as the
name states, seeks a single additional sensor placement to reduce the localization error
of the system [68]. It has been implemented as a continuous optimization method to
nd the whole set of future locations [69], along with a trajectory optimization using
motion primitives that account for undesired motions for visual SLAM algorithms as
in-place rotations [70], or together with a reinforcement learning to extract the relation
between motor actions and perceptual inputs [71]. There have been works proposing
dierent criteria to estimate the inuence of the robot motions on SLAM, for example
focusing on Kalman lter based approaches [72], or on the eect of the camera motion
on the stability of visual localization for aerial robots [73].
An online path planning algorithm for optimal sensing using a Bayesian optimization
that trades-o exploration and exploitation using a partially observed Markov decision
process (POMDP) is proposed in [74].
There are also methods that use a rapidly exploring randomized tree (RRT) in con-
junction with a simulated particle based SLAM algorithm to expand the tree. The
simulated SLAM explicitly accounts for sensor, localization and mapping uncertainty in
the planning stage [75]. In [76], they propose a path planning algorithm for planetary
rovers which mainly rely on visual and wheeled odometry for localization. Their method
sought to reduce the localization errors using an A* based algorithm that minimizes a
cost function consisting of the distance and the trace of the covariance matrix, the latter
been a way to search for feature-rich terrains.
There are works on active feature-based visual SLAM that provide real-time user feed-
back to minimize both map and camera pose uncertainty [77].
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Also for aerial robots, methods to select paths with minimum pose uncertainty while
considering the robot's dynamics have been proposed [78], as well as methods to plan
paths with richer visual features [79], and more recently a method that computes the
localization uncertainty optimally incorporating photometric and geometric information
[59].
For legged robots, in [61] the localization accuracy of a hexapod robot was assessed,
through experiments in dierent types of terrain and changing the robot's gait accord-
ingly. The used sensor was an RGB-D sensor.
For biped humanoid robots, research on active visual localization has been performed
attacking the problem from dierent perspectives, such as active localization to improve
the interactions of the robot with its environment for object manipulation [80], an active
vision system to estimate the location of objects while walking [81], or a task-oriented
active vision system for a vision-guided bipedal walking [82]. Unfortunately, none of the
above assessed the eect of the walking motion itself on the performance of the robot's
localization, nor used this information to plan or modify the walking gait of the robot
to obtain a better localization estimate.
From the biological point of view, humans mainly use visual, gravitational/inertial and
proprioceptive cues for ego-motion estimation. Moreover, humans change the weight
they put on each sensory input depending on the situation [17], [83]. Also, we know
humans plan their walking gait ahead in many situations, as to keep stability in dicult
situations like slippery terrains [84], but we also change our gait parameters when there
are problems with the sensory inputs, as decreasing walking speed or having a more
backward leaning trunk posture when visual disturbances arise [85]. Moreover, dierent
sensory modalities perform better depending on our motions. The visual system per-
forms better at lower frequencies than the vestibular system, but both are integrated in
an optimal manner [86]. There is also evidence pointing out that modifying the walk-
ing speed has eects on our path integration abilities, making us overestimate distances
when walking at slower speeds [87], as well as walking cadence aecting the performance
of path integration, achieving the best performance at about 2 Hz [88].
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Figure 3.1: Robotic platform WABIAN-2R (left, center) and DoF conguration
(right).
3.3 System Overview
3.3.1 Robotic Platform
In our experiments we use the humanoid robot WABIAN-2 [53], which we show in Figure
3.1. WABIAN-2 is a human-size humanoid robot, 1.5 m tall, weighting 64kg and with
33 DoFs. Joints are driven by DC-motors with high gear reduction ratios of around 200.
Each motor is associated with one relative encoder and one motor driver for position
control. For more details, refer to Appendix C.
3.3.2 Visuo-Inertial Setup
For the visual input, we used a Matrix Vision mvBlueCOUGAR-X (Fig. 2.7), a global
shutter monocular camera, together with a low distortion wide angle lens of focal length
1.28 mm, a Field of View (FOV) of 125 deg and a distortion of 3%. The stream of images
was set to 117 Hz, and the camera was mounted on the head of the robot (Fig. 3.2).
For the ground truth measurements, the motion capture system OptiTrack V120:Trio
at 120 fps was used, placing the photo-reective markers on the camera to obtain the
actual trajectory.
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Figure 3.2: Close-up of the head system (head, camera, reective markers) used for
localization and ground-truth (left) and IMU[57] (right).
Table 3.1: Camera param-
eters
Model mvBlueCOUGAR
Frame rate 117 [Hz]
Field of View 125 [deg]
Resolution 752 480
Distortion 3%
Shutter type Global
Table 3.2: Motion capture parameters
Model Optitrack V120:Trio
No. of cameras 3
Frame rate 117 [Hz]
Field of View 47 [deg]
Resolution 648 480
Shutter type Global
Table 3.3: IMU parameters
Model LPMS-CURS2
Sampling rate 400 [Hz]
Resolution < 0:05[deg]
Accelerometer 3 axis (20; 40; 80; 160)[m=s2], 16 bit
Gyroscope 3 axis (250; 500; 2000)[deg=s], 16 bit
Magnetometer 3 axis (4; 8; 12; 16)[gauss], 16 bit
The dierent reference frames and transformations used for the experiments can be seen
on Fig. 3.3. We use two main reference frames, the World frame, and Ct, the frame
of the camera system at time t. Also, following the notation used in [89], we dene
(est)TAti!Btj as the transformation of frame B at time tj relative to frame A at time ti,
calculated with the estimator est. The motion capture system tracks the camera system
in the world frame, (gt)TW!Ct , whereas the VO system tracks the motion of the camera
system relative to its initial frame, (vo)TCinit!Ct .
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World
Time 0
Time t
Cinit
Ct 
(gt) TW→Ct(gt) TW→Cinit
(vo) TCinit→Ct
Figure 3.3: Used coordinate frames. Ct is the frame of the camera system at time
t. The transformation of the camera frame from the world frame, obtained from the
motion capture system is (gt)TW!Ct . The transformation of the camera frame relative
to its initial frame, calculated from the VO algorithm is (vo)TCinit!Ct .
3.3.3 Visual Odometry Algorithms
As presented in Section 2.3, visual odometry algorithms are usually classied based on
two parameters. Depending on the used information from the obtained images, the
algorithms can be classied as Direct or Indirect, where Direct methods, as their name
suggests, directly use pixel intensity information. This makes these algorithms fast, but
prone to errors caused by changes in lighting conditions. On the other hand, Indirect
methods pre-process the raw sensor data. These algorithms try to extract features such
as corners, edges, or more sophisticated feature descriptors from each image, which
makes them more robust to lighting changes, but computationally heavier because of
the feature calculation and matching process. Another way to classify visual odometry
algorithms is depending on the amount of pixels used from the input images. Based
on that, the algorithms can be Dense or Sparse. Sparse methods use and reconstruct
only a selected set of independent points, whereas Dense methods attempt to use and
reconstruct all pixels in the 2D image domain.
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As we already mentioned, we decided to test Sparse methods, as our focus is on local-
ization and we do not need to reconstruct a map from the visual input. Also, as we
found in the previous chapter that the used visual algorithm had problems with front-
facing cameras, as well as with rotations, for this chapter we decided to explore other
visual odometry algorithms. We selected and compared a Direct and Sparse method
(DSO) [51], a Semi-Direct and Sparse method (SVO 2.0) [56] and an Indirect and Sparse
method (ORB-SLAM2) [90].
3.3.4 Scale Extraction
Visual odometry and SLAM using only one camera suers from the problem of scale
ambiguity, i.e., with this kind of congurations it is not possible to identify the real
length of translational motion only from feature correspondences [91]. To solve this, for
each VO algorithm and for each experiment we calculated a scaling factor comparing
the estimated traveled distance of the camera after the rst step with the reference step
length, assuming that ideally, given a at oor and no slipping they should be the same:
est =
(ref)dfirst step
(vo)dfirst step
(3.1)
where est is the estimated scaling factor, and dfirst step is the Euclidean distance be-
tween the initial position of the camera system and its position after the rst step. We
also chose this method as it is one of the hypothesized ways in which humans try to
calculate traveled distances while walking, using substratal idiothetic cues, i.e., based
on information about movement with respect to the ground or to inertial space [92].
For comparison, we also used the scale calculated using the actual traveled distance
obtained from the ground truth:
real =
(gt)dfirst step
(vo)dfirst step
(3.2)
to examine how close was the estimated scale with respect to the real one.
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3.4 Data Analysis
For the analysis of the localization performance of the dierent VO algorithms, we
focused on the absolute trajectory error (ATE), and the relative pose error (RPE) [93].
These metrics were originally proposed for a benchmark for the evaluation of RGB-
D SLAM systems. Both metrics are calculated after aligning the trajectories using
the method of Horn [94], which nds the rigid-body transformation corresponding to
the least-squares solution that maps the estimated trajectory onto the ground truth
trajectory in closed form.
The ATE is used to asses the global consistency of the estimated trajectory, by comparing
the absolute distances between the estimated and the ground truth trajectories, after
both trajectories have been aligned (Fig. 5.6).
ATEt =
(gt)T 1W!Ct
(vo)TW!Ct (3.3)
We then evaluated the root mean squared error over all time stamps of the translational
components:
RMSE(ATEt) =
 
1
n
nX
i=1
kATEik2
! 1
2
(3.4)
On the other hand, the RPE is used to asses the drift between the estimated and ground
truth trajectories, by measuring the local accuracy of the estimated trajectory over a
xed time interval . We set this time interval  to 10 ms, assuming that in this time
interval the motion is linear (Fig. 5.7).
RPEt =
(gt)T 1Ct!Ct+
(vo)TCt!Ct+ (3.5)
Similar to the ATE, we evaluate the root mean squared error over all time stamps, with
m = n :
RMSE(RPEt) =
 
1
m
mX
i=1
kRPEik2
! 1
2
(3.6)
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3.5 Walking Speed Experiments
In this section we focus on the eects of step length, and hence walking speed, on
localization performance. We generated one walking pattern for each step length, all
for which the total walking distance was xed to 1.5 m on a straight line. The used
step lengths were 0.1, 0.125, 0.15, 0.175, 0.2, 0.225 and 0.25 m. Step lengths shorter
than 0.1 m resulted in unstable gaits, while step lengths longer than 0.25 m were not
tested since they were close to the mechanical limits of the robot. The step width was
maintained constant at 0.08 m. Five runs were performed for each step length with
the robot having the knees bent, i.e., maintaining a xed height for the center of mass
(CoM), and therefore for the camera. The reference walking cadence was xed to 0.96
s/step, 0.06 seconds for double support phase and 0.9 seconds for single support phase.
All patterns were executed on the robot by joint position control without any state
estimation (i.e. assuming the reference trajectory of the base was executed perfectly).
The motion capture and robot's joints, force, IMU and image data were stored and later
analyzed.
For the visual localization, we tested three state of the art monocular visual odome-
try algorithms: SVO 2.0 [56], ORB-SLAM2 [90] and DSO [51], which we treated as
black boxes. We fed the image stream and the intrinsic parameters of the camera, and
extracted the estimated position and orientation of the camera.
We also logged acceleration and angular velocity data at 200 Hz from one IMU mounted
on the camera itself, as well as force and torque data from sensors placed on both feet,
also at 200 Hz. This data was processed and analyzed to look for possible dierences
between dierent walking speeds (Figs. 3.4, 3.5).
Results
We found an interesting relationship between the visual localization accuracy and the
robot's step lengths used to cover the 1.5 m trajectory. The estimation from SVO
2.0 resulted to be the one with the least error, followed by ORB-SLAM2 and DSO.
Interestingly, DSO seems to be aected the most by accelerations, possibly vibrations
on the camera caused by the walking motions. As the step length increases, both the
acceleration and the ATE of DSO increase (Fig. 3.4, 3.7). However, in Fig. 3.7 (top) the
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Figure 3.4: RMS of the data from the accelerometer and gyroscope of the IMU
mounted on the camera for x (red), y (green) and z (blue) (right), and their norm, with
a tted quadratic curve (left). The used step length is on the horizontal axis.
error for a step length of 10 cm seemed like an outlier, which is also true for SVO 2.0.
This coincides with the fact that with the same step length, forces in the vertical axis, as
well as torques around x and y are the biggest (Fig. 3.5). This happens normally when
there are early contacts of the feet with the ground or slippage, which makes the motions
unstable. Also, looking at the trajectory execution error (i.e. the dierence between the
reference trajectory to reach the target 1.5 m away and the actual nal position measured
by the motion capture system), the error at a step length of 10 cm is the biggest (Fig.
3.6). Therefore, using est for a step length of 10 cm would not be adequate, since the
actual step length can be far from the actual step length. Changing the scale to real
highlighted the trend of the relationship between the performance of each VO algorithm
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Figure 3.5: RMS of the data from the F/T sensors on the robot's feet. The used step
length is on the horizontal axis.
Figure 3.6: Trajectory tracking error, obtained with the motion capture system, w.r.t.
the reference motion trajectory. The used step length is on the horizontal axis.
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and step length (Fig. 3.7, bottom). From this gure, we clearly see how DSO's error
increases with step length, which besides coinciding with the accelerometer data, also
coincides with an increase of ground reaction forces on the feet in the x axis (Fig. 3.5).
In the case of ORB-SLAM2, the ATE decreases as the step length increases (Fig. 3.7).
This could point that this algorithm, without optimizations or loop closures, is the most
aected by drift. With smaller step lengths, the time to travel the reference distance is
longer, which would then increase the eects of drift, whereas with longer step lengths
the time is less, and so would be the drift, causing less estimation errors in the end.
Finally, the trend of SVO 2.0 could be explained by the fact that, as it is a semi-direct
algorithm, both eects from vibrations and drift are combining together.
To assess if the dierences were signicant, we also conducted a one-way ANOVA to
compare the eect of step length on localization performance for each of the visual
algorithms. There was signicant eect for DSO at the p < 0:05 level [F (6; 28) =
5:218; p = 0:001]. Post hoc comparison using the Tukey HSD test indicated signi-
cant dierences between the performances with step lengths of 10 and 20 cm (M =
 0:1037; SD = 0:0236), 10 and 22.5 cm (M =  0:0824; SD = 0:0236), and 10 and 25
cm (M =  0:1171; SD = 0:0236) (Fig. 3.9).
A one-way ANOVA between algorithms was also performed to see if there were a sig-
nicant between them (Fig. 3.10). In this analysis, we found signicant eect at the
p < 0:05 level for the step lengths of 10 [F (2; 12) = 7:277; p = 0:009], 20 [F (2; 12) =
11:235; p = 0:002], 22.5 [F (2; 12) = 8:426; p = 0:005] and 25 cm [F (2; 12) = 19:359; p <
0:001]. For a step length of 10 cm, the post hoc comparison using the Tukey HSD test in-
dicated signicant dierences between SVO 2.0 and ORB-SLAM2 (M =  0:0467; SD =
0:0174), as well as between ORB-SLAM2 and DSO (M =  0:0641; SD = 0:0174). For a
step length of 20 cm signicant dierences were found between SVO 2.0 and DSO (M =
 0:0727; SD = 0:0219) and between ORB-SLAM2 and DSO (M =  0:1003; SD =
0:0219). For the step length of 22.5 cm signicant dierences were only found between
ORB-SLAM2 and DSO (M =  0:0858; SD = 0:0210), and nally for a step length of 25
cm signicant dierences were found between SVO 2.0 and DSO (M =  0:1086; SD =
0:0190) and between ORB-SLAM2 and DSO (M =  0:0943; SD = 0:0190).
From the above, we observe that to minimize the eect of drift, we need to walk faster,
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Figure 3.7: ATE versus step length, for DSO, SVO 2.0 and ORB-SLAM2 for est
(top) and real (bottom). Red dots with blue vertical error bars denote the average
and standard deviations for each step length, while the red dashed lines are the tted
quadratic curves for the averages. Fitted quadratic curves were calculated using the
polyfit function of MATLAB R.
but this in turn produces more vibrations, which negatively aect the localization perfor-
mance. Therefore, we show that footstep planning could be used in an active localization
system to improve the performance of VO algorithms. In this case in particular we claim
that planning the footsteps so that vibrations can be minimized without too much speed
decrease, could improve localization performance.
From the human point of view, there are studies showing that humans use optic ow
when trying to estimate distances using vision only. Moreover, we seem to overestimate
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Figure 3.8: Relative error of the dierent VO algorithms w.r.t. the ground truth.
SVO 2.0 (red), ORB-SLAM2 (green), DSO (blue). The used step length is on the
horizontal axis.
Figure 3.9: Statistical analysis of DSO's localization performance, measured by the
the Absolute Trajectory Error .
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Figure 3.10: Statistical analysis between VO algorithms. The horizontal line inside
the boxes denote the median,  denotes the mean, boxes denote the 95% condence
interval of the mean, and the whiskers denote 1S:D:
distances for lower speeds [60]. This coincides with the ATE of ORB-SLAM2, which
increases as the step length decreases, i.e., there are more errors the slower the walking.
From this, we conrmed with the robot that the behavior of distance estimation from
vision for humans coincides with the behavior of a feature based VO algorithm.
As we observed a correlation between walking step length and visual localization perfor-
mance, we are planning to include these localization performance curves as cost functions
within a footstep planner such as to minimize localization error.
3.6 Walking with Bent and Stretched Knees Experiments
In this section we focus on the eects of walking with bent and stretched knees on
localization performance. We generated one walking pattern for each step length, all for
which the total walking distance was xed to 1.5 m on a straight line. The used step
lengths were 0.15, 0.2 and 0.25 m. We discarded step lengths shorter than 0.15 m as we
found that they had a big trajectory execution error in the step length experiments, while
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step lengths longer than 0.25 m were not tested since they were close to the mechanical
limits of the robot. The step width was maintained constant at 0.08 m.
Five runs were performed for each step length for two conditions: bent knees walking
and stretched knees walking. In the gait with bent knees, the robot maintained a xed
height for the CoM, and as the neck joints were xed, the camera also maintained a
xed height; the possible variations would be produced by unevennesses on the oor.
On the other hand, the gait with stretched knees introduced vertical oscillating motions
to the CoM produced by the gait itself. The reference walking cadence was xed to 0.96
s/step, 0.06 seconds for double support phase and 0.9 seconds for single support phase.
All patterns were executed on the robot by joint position control without any state
estimation (i.e. assuming the reference trajectory of the base was executed perfectly).
The motion capture and robot's joints, force, IMU and image data were stored and later
analyzed.
For the visual localization, we tested SVO 2.0 [56] and ORB-SLAM2 [90], which we
treated as a black boxes. We fed the image stream and the intrinsic parameters of the
camera, and extracted the estimated position and orientation of the camera.
We also logged acceleration and angular velocity data at 200 Hz from one IMU mounted
on the camera itself, as well as force and torque data from sensors placed on both feet,
also at 200 Hz. This data was processed and analyzed to look for possible dierences
between dierent walking speeds (Figs. 3.11, 3.12).
Results
The results from the experiments using bent and stretched knees showed no evident
relationship between the visual localization accuracy and the robot's step lengths.
From the obtained results, we are planning to make experiments with more step lengths
with stretched knees walking, as the current data does not show any evident dierence in
localization performance either walking with bent of stretched knees. However, we found
that accelerations and forces in the vertical axis were higher for experiments walking
with stretched knees. Therefore, we are planning to explore about the reasons behind
this behavior in the future.
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Figure 3.11: RMS of the data from the accelerometer and gyroscope of the IMU
mounted on the camera for for bent knees (blue, solid) and stretched knees (magenta,
dashed) walking experiments. The used step length is on the horizontal axis.
3.7 Walking Style and Symmetry Experiments
In this section we focus on the eects of walking style and walking symmetry on local-
ization performance. We generated three dierent walking patterns, one normal walking
pattern, one pattern we will call \gallop", and one we will call \slow", which will be
described in the following Section. For all the patterns, the total walking distance was
xed to 1.5 m on a straight line, and the time to traverse that distance was kept inside
the interval between 13.5 and 14.5 seconds. The step width was maintained constant at
0.08 m. Five runs were performed for each pattern. All patterns were executed on the
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Figure 3.12: RMS of the data from the F/T sensors on the robot's feet for bent knees
(blue, solid) and stretched knees (magenta, dashed) walking experiments. The used
step length is on the horizontal axis.
Figure 3.13: ATE versus step length, for DSO, SVO 2.0 and ORB-SLAM2 for est
(top) and real (bottom), for bent knees (blue, solid) and stretched knees (magenta,
dashed) walking experiments. Circles and vertical error bars denote the average and
standard deviations for each step length.
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Figure 3.14: Relative error of SVO 2.0 for bent knees (blue, solid) and stretched knees
(magenta, dashed) walking experiments. The used step length is on the horizontal axis.
robot by joint position control without any state estimation (i.e. assuming the reference
trajectory of the base was executed perfectly). The motion capture and robot's joints,
force, IMU and image data were stored and later analyzed.
Walking Gaits
As mentioned above, three walking patterns were tested:
 Normal: A walking pattern with a step length of 0.125 m and a reference walking
cadence of 0.96 s/step, 0.06 seconds for double support phase and 0.9 seconds for
single support phase.
 Gallop: A walking pattern that followed the rule `Step forward with the right
foot, then bring the left foot into alignment with the right foot, pause and repeat',
as done in [95]. The step length was xed to 0.25 m and the reference walking
cadence was xed to 0.96 s/step, 0.06 seconds for double support phase and 0.9
seconds for single support phase. (Fig. 3.15, bottom).
 Slow: A Normal walking pattern with a step length of 0.2 m, but a dierent
reference walking cadence for each foot, one of 0.96 s/step (0.06 seconds for double
support phase and 0.9 seconds for single support phase), and the other taking twice
the time, i.e., 1.92 s/step (0.12 seconds for double support phase and 1.8 seconds
for single support phase).
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Figure 3.15: Stepping order for the normal and slow (top), and gallop (bottom)
walking patterns and approximate zero moment point (ZMP) reference (blue dashed
lines).
Figure 3.16: RMS of the data from the accelerometer and gyroscope of the IMU
mounted on the camera for normal (left), gallop (center) and slow (right) in the hor-
izontal axis. Markers with vertical error bars denote the average and standard devia-
tions.
Results
For both visual odometry algorithms, changing the walking style from normal to gallop
slightly decreased the localization error (Fig. 3.18). This could be explained by the fact
that both SVO 2.0 and ORB-SLAM2 show less localization error for a step length of
0.25 m, i.e., the step length used for \gallop", than for 0.125 m, which is the one used
for the normal walking gait (Fig. 3.7). Also, the moments around the y and z axes are
Chapter 3. Eects of Walking on Head Localization 55
Figure 3.17: RMS of the data from the F/T sensors on the robot's feet for normal
(left), gallop (center) and slow (right) in the horizontal axis. Markers with vertical
error bars denote the average and standard deviations.
Figure 3.18: ATE versus walking styles for SVO 2.0 (left, magenta), ORB-SLAM2
(center, green) and kinematic odometry (right, blue). Walking styles in the horizontal
axis are normal (left collection), gallop (middle collection) and slow (right collection).
Markers with vertical error bars denote the average and standard deviations.
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Figure 3.19: RPE versus walking styles for SVO 2.0 (left, magenta), ORB-SLAM2
(center, green) and kinematic odometry (right, blue). Walking styles in the horizontal
axis are normal (left collection), gallop (middle collection) and slow (right collection).
Markers with vertical error bars denote the average and standard deviations.
smaller for \gallop" than for \normal" (Fig. 3.17), which could be another reason for
the improvement on the localization performance.
On the other hand, changing from a normal to an asymmetrical gait (\slow" gait)
increased both the error as well as the variance of the visual localization. From Fig.
3.7, and given that the step length for \slow" was 0.2 m, we could expect the error for
SVO 2.0 to be similar, and for ORB-SLAM2 to be smaller. However, ORB-SLAM2 is
strongly aected by rotations, and in this case we can see high angular velocities for
\slow" in the y and z axes (Fig. 3.16, lower row). In the case of SVO 2.0, the increase
of localization errors could be caused by the high accelerations in the x axis, as well as
the high variance of the accelerations on the z axis (Fig. 3.16, upper row).
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It is interesting to note, however, that the moments around all the axes were the smallest
for this asymmetrical gait (Fig. 3.17, lower row), but it did not seem to improve the
performance of any localization algorithm.
3.8 Discussion
We will organize the discussion of this chapter according to the objectives set in the
beginning and the dierent performed experiments.
3.8.1 Walking Speed
As already presented in Section 3.5, we found dierent localization performances de-
pending on the type of the used visual odometry algorithm. For the direct algorithm,
the visual localization performance got worse the faster the robot walked (Fig. 3.7,
bottom left). Our hypothesis is that increased accelerations are aecting this algorithm,
as we can see that accelerations also increase with step length (Fig. 3.4, top). These
accelerations could be caused by the increase of vibrations due to bigger impacts of
the feet with the ground as the step length increases. These vibrations in turn could
be introducing motion blur to the images, which would aect the estimations from the
direct VO algorithm, as it directly uses the pixel intensity information to estimate the
camera's trajectory. Interestingly, ground reaction forces on the feet in the x axis also
increased with step length (Fig. 3.5), which could also be another reason for the increase
of estimation error for the direct VO algorithm.
On the other hand, the indirect algorithm showed a the opposed behavior to the direct
algorithm, i.e., the visual localization performance got worse the slower the robot walked
(Fig. 3.7, bottom right). Although the statistical analysis did not show a signicant
dierence between the performance at dierent step lengths, we attribute this behavior
to errors accumulating due to drift. With smaller step lengths, the time to travel the
reference distance is longer, making the algorithm accumulate more errors, whereas with
longer step lengths the time is less, and so would be the accumulated error.
The semi-direct algorithm showed a good performance throughout all the used step
lengths, showing no evident eect of walking on its performance (Fig. 3.7, bottom
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center). However, out hypothesis is that being a semi-direct algorithm, it has the ad-
vantages from both direct and indirect methods. However, that could also make this
algorithm have disadvantages from both direct and indirect methods. From [56], we
know that this semi-direct algorithm extract features and descriptors, i.e., acts as an in-
direct method, only for keyframes, and not for every frames, while the image alignment,
which is performed for every frame, is performed as a direct algorithm, by minimizing
the intensity dierences, also called photometric error, of pixels observing the same 3-
D point. Therefore, it remains as a future work to test this semi-direct VO algorithm
changing the keyframe generation parameter, which would change the how direct of indi-
rect would the algorithm behave, i.e., the more generated keyframes, the more \indirect"
the algorithm, and vice-versa.
From the statistical analysis, we can propose the use of dierent VO algorithms for
dierent step lengths. For a step length of 10 cm, the direct and semi-direct methods
perform signicantly better than the indirect method. For the step lengths of 12.5, 15
and 17.5 cm there was no signicant dierence, and any algorithm could be used. For
the step lengths of 20 and 25 cm, the indirect and semi-direct VO algorithms performed
signicantly better than the direct method, and for the step length of 22.5 cm, only
the indirect algorithms performed signicantly better than the direct method. From
these results, a possible future work is to develop a VO based localization system which
changes the way of estimation, depending on the motion speed. One interesting option
could be the modication of the used semi-direct method [56], in order to modify the
\directness" of the algorithm depending on the motion speed, as we mentioned above.
However, it remains as future work to evaluate other visual odometry algorithms of each
kind, in order to nd if the relationships found in this study really depend on the type of
algorithm (direct, semi-direct, indirect), of if these depend on each individual algorithm.
Also, as we observed a correlation between walking step length and visual localization
performance, we are planning to include these visual localization performance curves as
cost functions within a footstep planner such as to minimize localization error.
3.8.2 Bent and Stretched Knees
For this experiments, we were expecting to nd more errors on the stretched knees walk-
ing overall, compared to the bent knees walking. The reasoning behind this hypothesis
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was simple: the walking patterns using bent knees should not have, ideally, any motion
of the camera system on the vertical axis, and therefore the camera system should re-
main more stable, resulting in less blurring on the images and obtaining a smoother and
more accurate trajectory estimation. On the other hand, walking with stretched knees
necessarily introduces a vertical swaying motion, which we hypothesized that it would
introduce more errors to the estimation due to making the trajectory more complex.
This hypothesis was reinforced as we were not able to obtain good trajectory estima-
tions using the direct visual odometry algorithm, which kept failing for the stretched
knees experiments, and this could also be explained by the introduction of motion blur
due to the vertical swaying motions of the stretched knees walking. We found some
possible evidence towards the mentioned hypothesis from the analysis of the vertical
acceleration and force measurements, which were higher for all step lengths when walk-
ing with stretched knees. The increased acceleration readings can be explained by the
introduction of vertical motions during walking with stretched knees, and these verti-
cal motions could also be the reason behind higher vertical force readings, caused by
stronger impacting of the feet with the ground while walking. However, regardless of the
aforementioned vertical acceleration and force variations, we did not nd any evident
dierence between the localization performance of the dierent visual odometry algo-
rithms. Therefore, as we already mentioned, we need to make experiments to reassess
the existence of any dierence on the localization performance depending on the knees
behavior, and also to better understand the reason behind the higher accelerations and
forces on the vertical axis for walking with stretched knees.
3.8.3 Style and Symmetry
Inspired from [95], we hypothesized that perhaps visual localization algorithms would
also be aected by walking style and symmetry.
In the case of walking style, the results showed less localization error using the gallop
gait with a step length of 0.25 m than using a normal gait with a step length of 0.125
m (Fig. 3.18). However, further exploration is needed to clarify if this dierence is
caused by the dierent walking styles, or by the dierent step lengths, as for both VO
algorithms, longer step lengths tended to have less localization error (Fig. 3.7).
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Regarding walking symmetry, temporal asymmetry aected negatively the visual local-
ization performance for both the semi-direct and indirect algorithms, even though from
the step length point of view it should have improved. For the semi-direct algorithm, the
hypothesis is that higher accelerations in the x axis caused the increase of localization
errors, whereas for the indirect algorithm, high angular velocities in the y and z axes
could have been responsible for the lower performance of the visual localization with a
walking gait with temporal asymmetry.
As we observed a correlation between walking style and localization performance, we
are planning to include these localization performance curves as cost functions within
footstep planners [96] in order to minimize localization error, just as in the case of walking
speed. Moreover, as this time we focused on temporal asymmetry, we are planning to
explore other kinds of asymmetries, such as posture asymmetry for future experiments.
3.9 Summary
In this chapter we explored how dierent walking parameters aect the performance of
visual odometry algorithms, focusing on sparse methods as we are assessing the perfor-
mance of localization rather than mapping. The explored parameters are step length,
bent and stretched knees, and walking style and symmetry.
To asses the eects of walking speed we performed a set of experiments with a biped
humanoid robot changing the step length of the walking patterns, in order to nd out
whether this parameter would aect the performance of VO algorithms. As we are
focusing on localization and not mapping algorithms, we tested a Direct (DSO), a Semi-
direct (SVO2.0) and an Indirect (ORB-SLAM2) VO algorithm. Also, we chose the
step length as a proxy for walking velocity. Increasing the step length of the walking
gaits showed an increase on the acceleration measurements, most likely because faster
walking introduced more vibrations on the robot, which aected the performance of
DSO. Also, we observed worse localization performances for ORB-SLAM2 the shorter
the step lengths, i.e., the slower the walking, and as it took more time to get to the goal,
the eect of drift on the localization estimates was also increased.
Then, to asses the eects of walking with bent and stretched knees we performed a
set of experiments with bent knees and stretched knees. We assessed whether these
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parameters would aect the performance of two VO algorithms, a Semi-direct (SVO2.0)
and an Indirect (ORB-SLAM2) algorithm. The Direct (DSO) algorithm was not robust
enough, so we did not include it in this study. However, the obtained results did not show
any evident dierence in localization performance either walking with bent of stretched
knees. Therefore we should make experiments with more step lengths with stretched
knees walking to be able to analyze with more details the behavior of such walking styles.
Finally, to asses the eects of walking symmetry and style we performed a set of ex-
periments for dierent walking styles and gait symmetry conditions, in order to nd
out whether these parameters would aect the performance of visual and/or kinematic
localization. We tested a Semi-direct (SVO2.0) and an indirect (ORB-SLAM2) VO
algorithms.
Using a gallop gait decreased the localization error for visual localization, which the
data shows to be related to a decrease in the moments around y and z, caused either by
the walking style itself, or because of the change in step length.
Eliminating the temporal symmetry of the walking gait increased the error of the visual
localization, as well as its variance, even when from the step length point of view the
error should have either remained or improved. For ORB-SLAM2 rotations could have
aected the performance, whereas for SVO 2.0 accelerations, most likely produced by
vibrations during walking, aected its performance.

Chapter 4
Body Localization
4.1 Introduction
As we already mentioned, we are designing a localization system inpired by the the
indirect path model [16], which proposes the separation of the body motion estimation
in two dierent estimations, one for the position and orientation of the head, and one
for the position and orientation of the body. In this chapter we will now present the
development of the Body Localization System, the system for the estimation of the
position and orientation of the humanoid robot's body.
We will present the possible sensors to use, in order to emulate the same inputs that
humans use for this task, as well as the used method to combine the information from
these sensors to obtain an estimation of the position and orientation of the system. With
that in mind, the objectives for this chapter are as follows:
a) Design a sensor system with similar inputs as those used for the body position and
orientation estimation by humans
 Choose the adequate sensors for the system, to obtain similar information
as that from human senses
 Decide the fusion algorithm to be used to combine the information from the
chosen sensors
b) Test the validity of the proposed system
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In order to achieve the objectives, the proposed system will be presented in the follow-
ing sections, rst introducing the chosen sensors as well as the selected fusion algorithm.
Then, simulation tests and results of the proposed system and are shown. Finally valida-
tion experiments with a real humanoid robot are presented, to evaluate the performance
of the proposed system in the real world through simple experiments.
4.2 Sensors
According to the indirect path model [16], the required information to estimate the
position and orientation of the body is an estimate of the orientation of the body in
space, given by the somatic graviceptors, and proprioceptive information from the body.
To emulate the dierent sensory inputs, we chose sensors that would provide us with
similar data. Therefore, for the somatic graviceptive inputs we chose IMUs and for the
proprioceptive inputs, we focused on sensing joint position and motion, using optical
encoders, and the distribution of the bodyweight on the feet, using six axis force/torque
sensors.
4.3 Kinematic and Inertial Fusion
For the localization of the body, we decided to use a probabilistic fusion algorithm to
combine kinematic and inertial information. For this, we used the method rst developed
by Bry et al. [97] and extended for biped robots by Fallon et al. [98], which will be briey
described in the following paragraphs. The method is also based on an EKF, where the
process model is based on a discrete time, nonlinear discrete transition function
The state vector is dened as:
xT =
h
!b
T vb
T RbW
T
pbW
T
i
(4.1)
where !b is the angular velocity in body coordinates, vb is the linear velocity in body
coordinates, and RbW and p
b
W are the rigid body orientation rotation matrix and the
translation vector from the origin in the world coordinate frame to the origin of the
body frame, both expressed in the world frame.
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Measurements from an IMU are used for the propagation of the states, following the
equations below:
_vb =  !b  vb +RbW
T
g + g am (4.2)
_RbW = R
b
W b!mc (4.3)
_pbW = R
b
W vb (4.4)
where am and !m are the measured acceleration and angular velocity from the IMU, g
is the gravity vector in the world frame, and bvc is skew-symmetric matrix of vector v
[48], dened as:
bvc =
26664
0  vz vy
vz 0  x
 vy vx 0
37775 (4.5)
The angular velocity state is neglected assuming that the IMU provides accurate mea-
surements.
The measurement update is performed using the kinematic integration from the legs,
assuming a non-slipping and stationary contact of the foot with the ground during stance
phase. This assumption allows to use forward kinematics to infer the instantaneous
velocity and position measurements of the robot's base link. A gait transition detector
is used to detect the current stage of locomotion, deciding which foot is in contact with
the ground. A Schmitt trigger is used to classify the contact forces of the robot from its
F/T sensors placed on the feet, and a state machine is decides which foot is in contact
with the ground. This foot is then the one used as the anchor point from which the
forward kinematics will be calculated.
For the measurement update, the dierence between consecutive position estimates of
the base link of the robot is used. The reason why the base link position is not directly
used is because of the inconsistencies in joint sensing, and because the feet don't maintain
perfectly static contacts with the ground. Therefore, the measurement model for the
kinematics is dened as:
zkin = v^b =
pbW
(t)   pbW
(t 1)
s
(4.6)
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where s is the integration period and p
b
W both for the current and past times are
obtained from the robot's kinematics, extracting it from the transformation between
the base link and the world frame T bW as:
T bW =
24RbW pbW
013 1
35 = T fp  1 T fW (4.7)
where T fp is the transformation of the foot frame relative to the base link frame, produced
by forward kinematics. T fW is the transformation of the foot frame relative to the world
frame, dened as:
T fW =
24RfW pfW
013 1
35 (4.8)
where pfW is an input from the previous time step, and R
f
W can be obtained from the
rotation of the foot relative to the base link, obtained from the forward kinematics,
and the current rotation of the body relative to the world, assuming that the base link
orientation estimate has zero covariance:
RfW = R
f
bR
b
W (4.9)
Additionally, in [98] they also include a measurement update using information from a
LIDAR, which we are not including here as we are not using that sensor.
4.4 Robotic Platform
For the preliminary experiments, we used WALK-MAN, a biped humanoid platform
developed to operate in realistic unstructured environments. We will present a brief
description of the robot in the following paragraphs, but for a more detailed description
please refer to [99].
WALK-MAN (Fig. 4.1) is a humanoid robot developed with three objectives:
 Powerful manipulation, with high power-to-weight ratio and reduced inertia at the
legs to maximize dynamic performance.
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Figure 4.1: Robotic platform WALK-MAN, all measurements in mm (taken from
[99]).
 Robust balanced locomotion, along with large joint range of motion to achieve
humanlike movement.
 Enhanced physical sturdiness
It is 1.915 m high and weights 132 kg, of which 14 kg are from the power pack and 7
kg are from the protection structure. Regarding the DoFs, the upper body has 17 DoF
without counting the hands, each arm having 7 DoF, with 3 DoF on the shoulder, 1
DoF on the elbow, 1 DoF for the forearm rotation an 2 DoF for the wrists. Each arm
has a 19 DoF hand as end-eector. A 3 DoF waist connects the upper body with the
lower body, which has 12 DoF. Each leg has 6 DoF, 3 DoF at the hip, 1 DoF on the
knee and 2 DoF on the ankle. In order to reduce the leg inertia, the ankle pitch actuator
was relocated close to the knee joint, implementing a 4-bar transmission mechanism to
transmit the power to the ankle joint.
One of the key technologies used in the robot is the series elastic high-end actuator unit
explicitly developed for the WALK-MAN project. These units consist of a frameless
brushless DC motor, a harmonic drive, and a torsion bar a a exible element, that
connects the output of the harmonic drive to the output ange of the actuator. Each
unit is equipped with sensors to measure joint position, torque and temperature. For
the joint position, two 19-bit absolute high-resolution sensors are used, one mounted at
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the output of the harmonic drive and before the elastic element, and one mounted on
the link side after the elastic element. This conguration also allows the measurement
of torque by monitoring the relative deection of the torsion bar spring.
The perception system of WALK-MAN comprises several sensors to perceive both the
internal states as well as the external environment.
Absolute joint position Two absolute magnetic encoders, one placed immediately
after the reduction mechanism, and the other placed after the series elastic bar.
Joint torque sensing Estimated from the relative deection of the torsion bar spring,
obtained from the dierence between the data from the magnetic encoders.
Force/Torque sensing Customized 6 axis load cells mounted on the ankles and wrists
of the robot.
Environment sensing Multisense M7 sensor mounted on the head, which comprises
a stereo vision system, a LIDAR and an IMU. Also the robot has a microphone
array system around the ears to monitor sound.
Inertial and gravity sensing Additionally to the IMU inside the head system, there
is a second IMU mounted on the pelvis area. These IMUs are used for the loco-
motion and balancing controllers.
4.5 Experiments
To test the validity of the chosen algorithm, we rst performed test with logged data
from past experiments with the robot, and then performed new walking experiments
with ground truth measurements to assess the precision of the algorithms estimation.
These will be detailed in the following sections.
4.5.1 Simulation Experiments
First, we assessed how each sensor contributed to the estimation of the position and
orientation of the robot.
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With only the IMU, a double integration of the acceleration is necessary to obtain
the position, and as the accelerometer measurements drift over time, the integration
accumulates these errors. This results in an ever drifting robot, even without any motion.
This can be seen on gures 4.2 and 4.3, where as the robot drifts backwards, it seems
as if it was shrinking.
With only the kinematic information, all the joints move, but as there is no information
about contacts with the environment, the robot moves as if it was suspended in the air.
This can be seen on gures 4.4 and 4.5, where the position of the robot w.r.t. the initial
frame is constant, i.e., the robot does not move forward.
Combining kinematic information with information about the contacts with the envi-
ronment, obtained from the force/torque sensors, the robot is now able to perceive it is
walking, but as it has no IMU, it has no information about the inclination of the ground.
For the used data, this resulted in the robot sinking into the ground. This can be seen
on gures 4.6.
Finally, having the joints, force/torque and IMU data, the robot is nally able to have a
better estimation of its motion. This can be seen on gures 4.7 and 4.8. The dierence
of the estimation between using and not usig an IMU can be seen in gure 4.9, where
it can be seen that without the IMU data, the robot has no information regarding the
inclination of the ground and the robot itself, and therefore in case the oor is inclined,
the robot will estimate itself sinking or oating into the air.
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Figure 4.4: WALK-MAN simulation experiment: kinematics only (1/2).
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Figure 4.5: WALK-MAN simulation experiment: kinematics only (2/2).
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Figure 4.6: WALK-MAN simulation experiment: kinematics and F/T sensors.
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Figure 4.7: WALK-MAN simulation experiment: all sensors (1/2).
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Figure 4.8: WALK-MAN simulation experiment: all (2/2).
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Figure 4.9: WALKMAN position estimation without IMU (left) and with IMU (right).
As the IMU provides information about oor inclination, without it the robot will either
sink (as in this case) or start oating, whereas with it the robot should remain in contact
with the ground.
Having conrmed the above, we used data recorded in previous experiments to test
the proposed fusion algorithm, comparing it with a kinematics only based algorithm
[100]. For the proposed fusion algorithm, three sources of inertial data were used: an
LPMS IMU, a VectorNav VN-100 IMU (Fig. 4.10), and an ideal IMU which measured
a constant downward gravity vector. The LPMS and VectorNav IMUs were mounted
on the robot's base link, whereas the ideal IMU data was articially created. Results of
this experiment can be seen on gures 4.11, 4.12 and 4.13.
4.5.2 Walking Experiments
We performed walking experiments with the robot. We used a motion capture system
comprised of ve cameras, and placed four markers on WALK-MAN's base link, as can
be seen in Figure 4.14, to obtain the ground truth of that link's position and orientation.
Results of this experiment can be seen on gures 4.16, 4.17 and 4.18.
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Table 4.1: VN-100 IMU parameters
Model VN-100
Sampling rate (400, 800) [Hz]
Resolution < 0:05[deg]
Accelerometer 3 axis 160[m=s2]
Gyroscope 3 axis 2000[deg=s]
Magnetometer 3 axis 2:5[gauss]
Pressure sensor 10to1200[mbar]
Figure 4.10: Used VN-100 IMU from Vec-
torNav c. (From [101]).
Figure 4.11: Comparison on the x axis for the walking experiment simulation with
WALK-MAN. Traveled distance in the vertical axis versus samples in the horizontal
axis.
4.6 Discussion
We will organize the discussion of this chapter according to the objectives set in the
beginning.
Chapter 4. Body Localization 79
Figure 4.12: Comparison on the in y axis for the walking experiment simulation with
WALK-MAN. Traveled distance in the vertical axis versus samples in the horizontal
axis.
4.6.1 Body Localization System Design
We designed a sensor system with similar inputs as those used for the body position
and orientation estimation by humans, that is, motor enconders and 6 axis force/torque
sensors as proprioception, and an IMU mounted on the body of the robot as somatic
graviception. The IMU was used to know the orientation of the base link of the robot,
while the motor encoders were used to obtain the kinematic conguration of the robot.
Then the force/torque sensors were used to decide the foot in contact with the ground,
and knowing this, forward kinematics were used to estimate the position of the base link
of the robot. We chose an EKF based sensor fusion algorithm to combine the information
from the forward kinematics with the IMU data, to obtain a better estimate.
As a future work it remains to test other sensors modalities that humans have, such as
the skin, which could be a very good source of information, and for which very promising
articial versions for robots are been developed [102, 103].
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Figure 4.13: Comparison on the in z axis for the walking experiment simulation with
WALK-MAN. Traveled distance in the vertical axis versus samples in the horizontal
axis.
4.6.2 Evaluation of the System in Simulation
We conrmed, through simulation experiments using logged data from actual walking
experiments of the robot, that the fusion of data from joint encoders, IMU and force/-
torque sensors on the feet eectively improves the position and orientation estimation.
For the fusion algorithm, we compared the chosen algorithm with a kinematics only
based algorithm [100], and conrmed that the IMU is compensating for errors given by
the inclination of the oor, which cannot be completely sensed only with kinematics and
force/torque information. Using either the LPMS IMU or the VectorNav VN-100 IMU
did not aect signicantly the estimation, i.e., both IMUs showed good performance.
Care must be taken on the tuning of the parameters of the Schmitt trigger used to decide
when and which foot is in contact with the ground, as all the estimations depend on
this information.
4.6.3 Walking Experiments
We performed a series of simple walking experiments with the humanoid robot WALK-
MAN, using a motion capture system to obtain the ground truth of the walking trajec-
tory of the robot. We achieved a performance comparable to that obtained using the
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Markers
Figure 4.14: Marker placement on WALK-MAN for walking experiments with motion
capture.
same algorithm on the humanoid robot Atlas, from Boston Dynamics [98]. Once again,
care must be taken on the tuning of the parameters of the Schmitt trigger for ground
contact classication. Other approaches to classify the ground contacts could also be
used, such as using IMU's also on the feet or other links, despite loosing the human-
likeness of the system, or using robotic skin sensor as already mentioned. The success
of the implementation of the kinematic localization algorithm, originally designed for
the humanoid robot Atlas, on the humanoid robot WALKMAN, showed the platform
independence of this algorithm, opening the possibility to also implement it on the robot
used in our laboratory, WABIAN-2R.
4.7 Summary
In this chapter we proposed a Body Localization System, using information from the
joint encoders, an IMU on the base link of the robot, and force/torque sensors on the feet,
for the estimation of the position and orientation of the robot's CoM. A loosely coupled
EKF based algorithm was chosen to combine the information form the dierent sensors.
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Figure 4.15: Motion capture environment for walking experiments with WALK-MAN.
Figure 4.16: Comparison on the in x axis for the walking experiment with a motion
capture system as ground truth. Traveled distance in the vertical axis versus time in
seconds in the horizontal axis.
Tests of the chosen algorithm were performed in a simulation environment, using data
from actual experiments of the robot, and nally walking tests were performed using a
motion capture system to compare the estimated trajectories with a ground truth.
Having this system , in the next chapter we will explore how the walking motions aect
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Figure 4.17: Comparison on the in y axis for the walking experiment with a motion
capture system as ground truth. Traveled distance in the vertical axis versus time in
seconds in the horizontal axis.
the performance of the proposed localization algorithm, as we did in Chapter 3 for visual
localization algorithms.
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Figure 4.18: Comparison on the in z axis for the walking experiment with a motion
capture system as ground truth. Traveled distance in the vertical axis versus time in
seconds in the horizontal axis.
Chapter 5
Eects of Walking on Body
Localization
5.1 Introduction
In Chapter 3 we explored the eects of walking gait parameters as step length or walking
symmetry on the localization performance of a humanoid robot using the sensor module
developed in Chapter 2, and we found that the localization errors using visual algorithms
indeed changed depending on these walking parameters.
In this chapter, we assess the eects of walking parameters on the localization of the
robot but this time using kinematic odometry.
We already pointed out the importance of having the ability to self-localize in the en-
vironment, specically for humanoid robots to become more useful in our daily lives.
Also, we mentioned that a common ways for robots to self-localize is through odometry
algorithms, and in Chapter 3 we focused on VO algorithms. In this chapter, we will
focus on the eects of walking parameters on the estimation of the robot's change in
position through the use of motions sensors and its kinematics.
We mentioned active localization as a way to improve the localization performance of a
robot, and we explored the eects of walking parameters on the localization performance
of VO based algorithms.
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Moreover, locomotion parameters have eects on self-localization in humans not only
when estimating traveled distances through the use of optic ow [60], but also they are
known to regulate walking speed in order to improve localization with our eyes closed
[87].
With the above in mind, the contribution of this chapter is to answer the following
questions regarding kinematic localization systems for biped humanoid robots:
 Does performance of such systems depend consistently and non-trivially with hu-
manoid gait?
 What eects do dierent walking styles have on the performance of such systems?
The approach in this chapter is data-driven just as in Chapter 3, i.e., we do not try to
predict localization performance from simplied mechanical, control, sensor, or environ-
ment models. We measure the localization performance of the whole system directly,
using a motion capture system to obtain the ground-truth data. We performed many
experiments varying the robot's walking gait parameters, and for this chapter We focus
on the following parameters:
a) Step Length
b) Walking Style and Symmetry
In the following sections related work and the overview of the used system along with
the method to evaluate it and analyze the results will be presented. After that, the
performed experiments will be described, and the obtained results presented. Finally I
will discuss these results, from the point of view of the related work and human studies.
5.2 Related Work
We presented related works regarding self-localization for humanoid robots using visual
odometry algorithms in Chapter 3. However, we can also estimate the ego-motion of
humanoid robots through the kinematics and dynamics of the robot.
Chapter 5. Eects of Walking on Body Localization 87
A Kalman lter based CoM state estimator using linear inverted pendulum dynamics
as the process dynamics is proposed in [104]. Various process and output models are
constructed and compared using a force controlled humanoid robot. They use three
dierent sensing models, position, center of pressure and total CoM force, and build
four dierent estimators, one naive, one for CoM oset, one for external forces and a
dual estimator.
In [105], a CoM and disturbances estimator using only an IMU and forward kinematics
is proposed. A Kalman lter based approach is used, and the disturbance is modeled
based on the previous CoM and ZMP states, using a quadratic programming method.
Simulations are carried out using the model of the humanoid robot SURALP (Sabanci
University Research Laboratory Platform) [106].
Another CoM motion estimator based on a complementary lter that combines kine-
matic and acceleration information is proposed in [107]. They assume that the contact
point moves with respect to the ground at the instantaneous minimum velocity point,
which they estimate by optimization and use to improve the accuracy of the kinematics.
Then in [108] they propose a Kalman based approach fusing kinematic information, the
double integral of CoM acceleration, and the relationship between CloM and ZMP. Both
works are tested in the simulation platform OpenHRP3 [109].
Many of these estimators are based on Bayesian approaches. For instance, Xinjilefu et
al. [110] propose a decoupled estimation, rst using a joint dynamics estimator, and
then a base link position estimator, instead of including all that information in a single
lter, in order to reduce the computational cost sacricing some accuracy. Then, in
[111], a bipedal robot state estimator is proposed, based on another originally designed
for a quadruped robot [112]. These estimators make the lter update based on feet
measurements.
In [113] an approach to estimate the dynamic pose, as well as the internal and external
wrenches acting on on the individual feet of a bipedal robot is presented. They achieve
this by fusing haptic, inertial and force/torque measurements obtained from a compliant
tactile sensor array on the feet soles, IMU's and F/T sensors on the robot's ankles,
respectively, and using an EKF based approach with state augmentation.
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Using the biped robot LOLA [114], a state estimation using multibody dynamics is pro-
posed in [115]. This estimator is also based on a Kalman lter, that uses the dynamical
model of a linear inverted pendulum, and fuses sensor information from motor encoders,
IMUs and F/T sensors. It also uses a feed-forward computed disturbance input.
From the biological point of view, humans mainly use visual, gravitational/inertial and
proprioceptive cues for ego-motion estimation. Moreover, humans change the weight
they put on each sensory input depending on the situation [17], [83]. Also, we know
humans plan their walking gait ahead in many situations, as to keep stability in dicult
situations like slippery terrains [84], but we also change our gait parameters when there
are problems with the sensory inputs, as decreasing walking speed or having a more
backward leaning trunk posture when visual disturbances arise [85]. Moreover, dierent
sensory modalities perform better depending on our motions. The visual system per-
forms better at lower frequencies than the vestibular system, but both are integrated in
an optimal manner [86]. There is also evidence pointing out that modifying the walk-
ing speed has eects on our path integration abilities, making us overestimate distances
when walking at slower speeds [87], as well as walking cadence aecting the performance
of path integration, achieving the best performance at about 2 Hz [88].
5.3 System Overview
For the experiments in this chapter we used the biped humanoid robot WABIAN-2R
[53] (Fig. 5.1), a 33 DoF bipedal humanoid robot (details in Section 3.3.1), with an IMU
mounted on the lower back
For the ground truth measurements, the motion capture system OptiTrack V120:Trio
at 120 fps was used, placing the photo-reective markers on the camera to obtain the
actual trajectory.
The dierent reference frames and transformations used for the experiments can be seen
on Fig. 5.3. We use three main reference frames, the World frame, Ct, the frame of the
camera system at time t, and Ft, the frame of the contact foot at time t. Also, following
the notation used in [89], we dene (est)TAti!Btj as the transformation of frame B at time
tj relative to frame A at time ti, calculated with the estimator est. The motion capture
system tracks the head motion in the world frame, (gt)TW!Ct , whereas the kinematic
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Figure 5.1: Robotic platform WABIAN-2R (left) and DoF conguration (right).
Figure 5.2: Close-up of the head system used for localization and ground-truth (head,
camera, reective markers)
odometry estimates the motion of the robot's head relative to the contact foot frame at
each time stamp, (kin)TFt!Ct .
For the kinematic localization, we used pronto state estimator, which we presented in
Section 4.3 in Chapter 4.
We also logged acceleration and angular velocity data at 200 Hz from one IMU mounted
on the camera itself, as well as force and torque data from sensors placed on both feet,
also at 200 Hz. This data was processed and analyzed to look for possible dierences
between dierent walking speeds (Figs. 5.4, 5.5).
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World
Time 0
Time t
Cinit
Ct 
(gt) TW→Ct
(gt) TW→Cinit
Finit
(kin) TFinit→Cinit (kin) TFt→Ct
Ft
(kin) TFinit→Ft
Figure 5.3: Used coordinate frames and transformations. Ct is the frame of the
camera system at time t. Ft is the frame of the contact foot at time t. The motion
capture system tracks the head motion in the world frame, (gt)TW!Ct , whereas the
kinematic odometry estimates the motion of the robot's head relative to the contact
foot frame at each time stamp, (kin)TFt!Ct .
5.4 Data Analysis
We used the same metrics as those presented in section 3.4, namely the absolute tra-
jectory error for the estimated trajectory's overall error, and the relative pose error to
assess the estimated trajectory's drift w.r.t. the ground-truth [93]. The equations for
these metrics are presented below.
ATEt =
(gt)T 1W!Ct
(vo)TW!Ct (5.1)
RMSE(ATEt) =
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(5.2)
RPEt =
(gt)T 1Ct!Ct+
(vo)TCt!Ct+ (5.3)
RMSE(RPEt) =
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Figure 5.4: RMS of the data from the accelerometer and gyroscope of the IMU
mounted on the camera for x (red), y (green) and z (blue) (right), and their norm, with
a tted quadratic curve (left). The used step length is on the horizontal axis.
5.5 Walking Speed Experiments
As explained in Section 5.1, in this chapter we focus on the eects of step length, and
hence walking speed, on localization performance. We generated one walking pattern
for each step length, all for which the total walking distance was xed to 1.5 m on a
straight line. The used step lengths were 0.1, 0.125, 0.15, 0.175, 0.2, 0.225 and 0.25
m. Step lengths shorter than 0.1 m resulted in unstable gaits, while step lengths longer
than 0.25 m were not tested since they were close to the mechanical limits of the robot.
The step width was maintained constant at 0.08 m. Five runs were performed for each
step length with the robot having the knees bent, i.e., maintaining a xed height for the
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Figure 5.5: RMS of the data from the F/T sensors on the robot's feet. The used step
length is on the horizontal axis.
center of mass (CoM), and therefore for the camera. The reference walking cadence was
xed to 0.96 s/step, 0.06 seconds for double support phase and 0.9 seconds for single
support phase. All patterns were executed on the robot by joint position control without
any state estimation (i.e. assuming the reference trajectory of the base was executed
perfectly). The motion capture and robot's joints, force, IMU and image data were
stored and later analyzed.
Results
An interesting relationship between the kinematic localization accuracy and the robot's
step lengths used to cover the 1.5 m trajectory emerged from the results from the walking
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Figure 5.6: ATE versus step length for the kinematic odometry. Red dots with blue
vertical error bars denote the average and standard deviations for each step length,
while the red dashed lines are the tted quadratic curves for the averages. Fitted
quadratic curves were calculated using the polyfit function of MATLAB R.
experiments. The estimation from the kinematic localization algorithm was aected by
accelerations, possibly vibrations caused by the walking motions. As the step length
increases, both the acceleration and the ATE increase (Fig. 5.4, 5.6).
To assess if the dierences were signicant, we also conducted a one-way ANOVA to
assess the eect of step length on localization performance for the kinematic odometry.
There was signicant eect at the p < 0:05 level [F (6; 28) = 16:249; p < 0:001]. Post
hoc comparison using the Tukey HSD test indicated signicant dierences between the
performances with step lengths of 10 and 15 cm (M =  0:0334; SD = 0:0087), 10 and
17.5 cm (M =  0:0491; SD = 0:0087), 10 and 20 cm (M =  0:0554; SD = 0:0087),
10 and 22.5 cm (M =  0:0711SD = 0:0087), 10 and 25 cm (M =  0:0613; SD =
0:0087), 12.5 and 20 cm (M =  0:0339; SD = 0:0087), 12.5 and 22.5 cm (M =
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Figure 5.7: Relative error of the kinematic odometry algorithm w.r.t. the ground
truth. The used step length is on the horizontal axis. The used step length is on the
horizontal axis.
 0:0495; SD = 0:0087), 12.5 and 25 cm (M =  0:0394; SD = 0:0087), 15 and 22.5
cm (M =  0:0376; SD = 0:0087) and 15 and 25 cm (M =  0:0279; SD = 0:0087).
5.6 Walking Style and Symmetry Experiments
In this section we focus on the eects of walking style and walking symmetry on local-
ization performance. We generated three dierent walking patterns, one normal walking
pattern, one pattern we will call \gallop", and one we will call \slow", which are de-
scribed in the Section 3.7. For all the patterns, the total walking distance was xed
to 1.5 m on a straight line, and the time to traverse that distance was kept inside the
interval between 13.5 and 14.5 seconds. The step width was maintained constant at
0.08 m. Five runs were performed for each pattern. All patterns were executed on the
robot by joint position control without any state estimation (i.e. assuming the reference
trajectory of the base was executed perfectly). The motion capture and robot's joints,
force, IMU and image data were stored and later analyzed.
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Figure 5.8: RMS of the data from the accelerometer and gyroscope of the IMU
mounted on the camera for normal (left), gallop (center) and slow (right) in the hor-
izontal axis. Markers with vertical error bars denote the average and standard devia-
tions.
Figure 5.9: RMS of the data from the F/T sensors on the robot's feet for normal
(left), gallop (center) and slow (right) in the horizontal axis. Markers with vertical
error bars denote the average and standard deviations.
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Figure 5.10: ATE versus walking styles for SVO 2.0 (left, magenta), ORB-SLAM2
(center, green) and kinematic odometry (right, blue). Walking styles in the horizontal
axis are normal (left collection), gallop (middle collection) and slow (right collection).
Markers with vertical error bars denote the average and standard deviations.
Results
For the Body Localization System we found that changing both the style and symmetry
increased the localization error slightly, as can be seen on Fig. 5.10, which could be
explained by the fact that both \gallop" and \slow" gait patterns suered more reaction
forces on the vertical axis than normal walking, as can be seen in Fig. 5.9. Perhaps
the reason behind this are bigger impacts while walking with these gaits, which aect
both the readings from the joint encoders as well as the monitoring of the contact foot
switching from the F/T sensors on the feet, which is crucial for the localization using
kinematic odometry. It is also worth mentioning that the kinematic algorithm was the
one with the least drift, as can be seen on Fig. 5.11, where the RPE is almost negligible
compared to those of the visual algorithms.
A correlation was observed between walking style and localization performance. There-
fore the plan is to include these localization performance curves as cost functions within
footstep planners [96] such as to minimize localization error. We are also planning to
explore other kinds of asymmetries, such as posture asymmetry, for future works.
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Figure 5.11: RPE versus walking styles for SVO 2.0 (left, magenta), ORB-SLAM2
(center, green) and kinematic odometry (right, blue). Walking styles in the horizontal
axis are normal (left collection), gallop (middle collection) and slow (right collection).
Markers with vertical error bars denote the average and standard deviations.
5.7 Discussion
We will organize the discussion of this chapter according to the objectives set in the
beginning.
5.7.1 Walking Speed
As already presented in Section 5.5, we found that kinematic localization performance
got worse the faster the robot walked (Fig. 5.6). Our hypothesis is that increased
accelerations are aecting this algorithm, as we can see that accelerations also increase
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with step length (Fig. 5.4, top). These accelerations could be caused by the increase
of vibrations due to bigger impacts of the feet with the ground as the step length
increases. Then, these vibrations could be introducing small errors to the readings of
the motor encoders, which would accumulate and in the end aect the estimations from
the kinematic localization algorithm. Ground reaction forces on the feet in the x axis also
increased with step length (Fig. 5.5). These ground reaction forces could be caused by
the robot slipping when contacting the ground, which would also be another reason for
the increase of estimation errors for the kinematic localization algorithm. However, the
results show a possible absolute trajectory error maximum as the step length increases.
Therefore, experiments with longer step lengths are needed to conrm if this maximum
exists, if the error tends to stabilize on a given value, or if it keeps increasing indenitely.
From the results and statistical analysis, as a future work we propose to include the
kinematic localization performance curves as cost functions within a footstep planner
such as to minimize localization error. This could be used as an active localization
algorithm on a robot, in order to optimize its motions to obtain the best localization
performance, which could be useful for exploring unknown places, especially those in
which there were too few or too many visual textures, and in which visual localization
algorithms would not function optimally.
5.7.2 Style and Symmetry
As already presented, changing the style and temporal symmetry of the walking gait
increased the kinematic localization (Fig. 5.10). This could be explained by the increase
of ground reaction forces on the z axis compared to the normal walking gait, which as
we already discussed, are used for the Schmitt trigger to decide when and which foot
is in contact with the ground, which in turn is critical for the forward kinematics and
therefore for the trajectory estimation.
5.8 Summary
In this chapter we explored how dierent walking parameters aect the performance of
kinematic odometry algorithms, more specically, the one proposed in [98]. The explored
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parameters are step length and walking style and symmetry, and below we present the
summary for each tested parameter.
Using the set of experiments with a biped humanoid robot where we changed the step
length of the walking patterns, we assessed the eects of this parameter on the perfor-
mance of a kinematic localization algorithm. Increasing the step length of the walking
gaits showed an increase on the acceleration measurements, most likely because faster
walking introduced more vibrations on the robot, which aected the performance of the
algorithm. This should be cause by the fact that vibrations aect both the readings
from the joint encoders as well as from the force/torque sensors on the feet, which in
turn would aect the detection of the foot in contact with the ground, introducing error
when calculating the forward kinematics of the robot. However, it appears that the error
could start decreasing if we increase the step length, for which experiments with longer
step lengths will be needed.
From the human point of view, there are studies showing that when humans try to
estimate distances using substratal idiothetic cues only, i.e., with the eyes closed, their
performance decreases as their walking speed increases. We found a similar behavior
with the kinematic odometry algorithm, thus we conrmed with the robot the behavior
of distance estimation from substratal idiothetic cues for humans, and hypothesize that
this is caused by the increase in vibrations, drift and ground reaction forces forces on
the z axis when increasing walking speed.
From the experiments changing the walking style and symmetry of the walking patterns,
using a gallop gait and a walking pattern with a dierent step time for the right and left
legs, we found out that kinematic localization was also aected. Both the gallop gait and
the asymmetrical gait aected negatively the performance of the kinematic odometry.
Ground reaction forces on the vertical axis aected the most, as the kinematic odometry
algorithm relies heavily on monitoring the which foot is in contact with the ground, which
is then used to calculate the traveled distance from the kinematic chain.

Chapter 6
Conclusion and Future Work
6.1 Contributions of this thesis
In the present thesis, we proposed a perception system based on the human sensory
system, focusing on vision, proprioception, and gravitoception, both from the vestibu-
lar system on the head, and somatic graviception on the body. The system was then
used for the localization of the robot, separating it in the head localization using vi-
sion and vestibular inputs, and the body localization using proprioception and somatic
graviception. For both system, an EKF approach was used, and particularly for the
head localization, a loosely coupled approach was used, together with a sparse visual
odometry algorithm, which is best suited for localization purposes. Finally, the eects
of dierent walking parameters on the performance of the localization algorithms from
the developed system were assessed experimentally.
We can summarize the contributions of this thesis as follows:
a) Development of a Perception System for a humanoid biped robot, considering
gravitational and inertial information from both Vestibular and Somatic systems.
b) Experimental evidence and model for localization performance depending on walk-
ing parameters.
b.1) For Sparse and Direct, Semi-direct and Indirect Visual Odometry Algorithms
b.2) For a Kinematic Odometry Algorithm
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b.3) Assessed walking parameters: step length, walking style and symmetry
c) Possible system to benchmark bipedal robots' localization algorithms
Used two dierent robots: WABIAN-2R and WALKMAN
6.2 General Discussion
6.2.1 Visual vs Kinematic Localization
In the present thesis, the localization performance of visual and kinematic algorithms
was assessed. In general, the results show that kinematic localization is more precise
for shorter step lengths, while semi-direct and indirect visual localization perform better
for longer step lengths, even taking into account that using a monocular approach in-
troduces the problem of scale ambiguity. Kinematic algorithms suered much less drift
than the visual algorithms, which is an expected outcome given that the sensors used
for kinematic localization, i.e. motor encoders and force/torque sensors, have much less
uncertainty than the used camera. This point to the fact that not only walking pa-
rameters, but also sensing modalities should be taken into account in order to improve
the localization performance of the robot. A system able to change the sensor modality
depending on the walking parameters or one that combines the information from each
sensor modality calibrating the weight of each source of information could be designed
to optimize the robot's localization performance. On the other hand, for the scale ambi-
guity problem of monocular approaches experiments should be made with stereoscopic
camera setups, whereas for the drift problem of visual approaches, experiments with
higher frame rate cameras a could be useful to obtain a better insight about how to
improve their performance.
6.2.2 Robotic Platform Dependence
Although for the validation experiments of the kinematic localization algorithm were
made with the humanoid robot WALKMAN, all the experiments to assess the eects
of walking parameters on localization were performed with the bipedal humanoid robot
WABIAN-2R. Therefore, although the obtained localization performance models are
Chapter 6. Conclusions and Future Work 103
only true for this robotic platform, performing experiments with other platforms should
make it possible to generalize these models for more bipedal humanoid robots.
6.2.3 Humans vs Robots
It is very interesting to have found that changing walking parameters aected the local-
ization performance of the robot, just as it does on humans. Unfortunately, the motions
of the robot are still far from those of humans. Specically, the used step lengths (10
to 25 cm) are too short compared to those humans use. Because of this, a meaningful
comparison between humans and the robot was not possible, leaving as an open problem
to try closing this gap to enable this comparison. This could shed some light on why
humans present dierences on the estimation of traveled distances depending on their
locomotion parameters, which is still not completely understood.
6.3 Limitations
6.3.1 Experimental setup
One big limitation of this work was the experimental setup, as it was done inside a
laboratory. This limited the walking distance for the experiments to 1.5 m on a straight
line, which makes it dicult to compare the obtained results with those reported from
experiments with humans, where they usually travel longer distances. On the other
hand, experiments with humans but with the same conditions as the ones used for the
robot could also be performed to enable the comparison of the results.
6.3.2 Robotic platform
Even though the used platform WABIAN-2R was built trying to imitate human pro-
portions, lengths and weights of links, degrees of freedom, range of motion, etc., it still
needs improvements to enable faster, wider and more powerful motions. This limited
the tested step lengths for the experiments to a maximum of 0.25 m, which for a hu-
man would be too small to normally walk. A possible solution is to in the future use
a running robot as the one being developed in the Takanishi Laboratory [116], which
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should be able to achieve faster and wider motions. Other possible solution is trying to
perform the same experiments we did for this study with humans, which would enable
the comparison of the results from both humans and the robot.
6.4 Future Work
6.4.1 Human sensory-motor system simulator
Primates, humans included, have a mechanically stabilized visual system, where the
image on the retina of the eye is stabilized through reexes controlled by the vestibular
system. Conicts between the visual and vestibular systems can lead to interesting
physiological eects such as motion sickness or vertigo. As the Loosely coupled visuo-
inertial approach we used for the head localization system can be considered as virtual
stabilized camera with similar functions as a mechanically stabilized visual system, we
are planning to explore the possible conicts and their eects on a robotic system, trying
to produce articial motion sickness or vertigo. Moreover, it could also be possible to
simulate eects as the Mal de Debarquement [117], which is the persistence of the sense
of moving which occurs typically after exposure to such motions, such as after extended
travels by train, planes or ships. On the other hand, it is necessary to explore how this
sensory-motor system adapts to dierent situations. For this, approaches using machine
learning techniques such as deep learning could be useful in order to train models relating
dierent sensory inputs with motor outputs, depending on the situation, which could be
treated as how humans learn to cope with dierent situations through experience.
6.4.2 Eects of other factors on localization
On this thesis we focused on walking parameters, such as step length, bent or stretched
knees, walking style and symmetry. However, there are still other parameters that could
have interesting eects, such as walking cadence and step width. Moreover, we are also
planning to assess the eects of other motions as walking in non-straight trajectories,
hopping, running, etc.
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Figure 6.1: Proposed system diagram for the Human Sensory-motor System Simula-
tor.
Eects of Walking on Head Localization
Regarding the eects of walking on the visual localization performance of the head
localization, we observed a correlation between walking step length and localization
performance, as well as between walking style and visual localization performance. From
these results, we are planning to include these visual localization performance curves as
cost functions within a footstep planner [96] such as to minimize localization error.
About the results obtained from the experiments walking with bent and stretched knees,
we are planning to make experiments with more step lengths with stretched knees walk-
ing, as the current data does not show any evident dierence in visual localization
performance in either condition.
Related to the calculation of the scale for monocular VO algorithms, in Chapter 3 we
showed that obtaining it from an assumed step length leads to low performance. We
are planning to explore ways of extracting the scale before starting the motion and/or
during the motion itself, as is the case for some insects that present peering behaviors,
or birds that use head-bobbing [118]. Also, another way of solving this problem would
be though the use of a stereo camera instead of a monocular one, which we are also
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planning for future experiments. Moreover, in this work we focused on sparse visual
odometry algorithms and localization, but an interesting extension would be to test
dense visual odometry algorithms and see how the mapping performance is aected by
walking parameters.
Also, we are interested in exploring how the visual localization performance is inuenced
by other gait parameters such as stepping time, i.e. the duration of single and double
support phases. Other possible parameters to explore are variables that encompass the
limbs in coordination such as global phase, which is a variable that seems to be involved
in human and perhaps in animal odometry [95].
Eects of Walking on Body Localization
For the eects of walking on the kinematic localization performance of the body localiza-
tion, we also observed a correlation between walking style and localization performance,
and hence we are also planning to include these localization performance curves as cost
functions within a footstep planner [96] such as to minimize localization error.
6.4.3 Active localization
Active localization refers to the planning and generation of the motions of a robot
prioritizing the localization routine, seeking to increase the eciency and robustness of
localization [119]. Having the experimental models of the localization performance w.r.t.
dierent walking parameters for the robot, it should now be possible to use those models
to plan the robot's locomotion in order to minimize the localization error. This could
be useful, for example, in tasks where the robot is in an unknown environment, and
needs to be as precise as possible to explore the new area, be it for mapping it, or just
to traverse it. Also, as the proposed system divides the task into the head and the body,
each with dierent sensors, it could be possible to change the used sensors depending on
the situation, e.g. not using vision in the dark, or in very dynamic environments (rain,
snow) or with complicated textures (jungle, dessert), relying less on the IMU's when on
a moving environment (inside a vehicle) or dierent gravities (space), etc.
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Figure 6.2: Robot system overview with the perception system as an input to the
heel-contact toe-o gait pattern generator.
6.4.4 Online walking gait pattern generator
On the other hand, we are planning to use the developed localization system as an in-
put to an online waking gait pattern generator. With the system developed in [120], it
became possible to regenerate walking patterns to obtain an almost real-time pattern
regenerator. Then, as we are interested in humanlike walking parameters, we devel-
oped a model considering heel-contact toe-o walking motions to be used in the above
mentioned pattern generator. The details are in Appendix D.
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Appendix A
Embodiment Informatics
Let us start from the beginning. A quick search in a dictionary can give us the meaning
of each word. First let us see \embodiment":
Embodiment (n.): someone or something that is a perfect representative
or example of a quality, idea, etc.
: the act of embodying: the state of being embodied. 1
Which leads us to look for \embody":
Embody (v.): to represent (something) in a clear and obvious way: to be
a symbol or example of (something)
: to include (something) as a part or feature. 2
And then \informatics":
Informatics (Information science) (n.): Discipline that deals with the
processes of storing and transferring information. It attempts to bring to-
gether concepts and methods from such varied disciplines as library science,
computer science and engineering, linguistics, and psychology to develop
techniques and devices to aid in the handling of information. . . 3
1\embodiment." Merriam-Webster.com. 2011. http://www.merriam-webster.com (31 July 2014).
2\embody." Merriam-Webster.com. 2011. http://www.merriam-webster.com (31 July 2014).
3\informatics." Merriam-Webster.com. 2011. http://www.merriam-webster.com (31 July 2014).
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The rst notorious thing looking at the denition of \informatics" is that it is a very
broad eld of study, which has been growing since its appearance, and has been greatly
improved along the development of new, better and faster technologies, now covering
almost every aspect of our lives; information is the core of all existing knowledge and
technologies. We can then analyze \embodiment" and try to join the denitions: em-
bodiment informatics should be the perfect representative, clear and obvious, of the
processing, storing and transferring of information. But this denition seems weak, as
the amount of information nowadays is very big, so I would also include the fact that
embodiment informatics should deal with how to use all this information for the cre-
ation of new useful technologies for us. But even with that, the concept continues being
somehow ambiguous and vague, as informatics reach is too wide, and so the possible
embodiments. So, after having examined the denitions and tried to come up with a
possible denition for embodiment informatics, let us put it into context. As mentioned
above, today we live in a world where information about anything and everything can
be obtained, and where with the right tools, this information can be used to come up
and create a vast variety of objects. Then, an ecient way of obtaining and processing
the right information, as well as an eective way to choose the proper tools becomes
necessary. For the rst part of obtaining and processing the information, the informatics
comes into play, as it searches for better, faster and more robust techniques to acquire,
process and manipulate information. As for the second part of choosing the proper
tools, I think that is where the eld of expertise of each one of us comes into play. So,
as I can only speak for my eld of research, I will now move on to my own meaning of
embodiment informatics. As a mechatronics engineer, one must have strong foundations
on precision mechanics, electronic circuits and control software, to ultimately be able
to combine these to build more complex systems. One of the most common applica-
tions is robotics, and that is exactly where I am. Robotics is still very wide, but in
general it comprises a sensing system, to gather required information from the environ-
ment, the control system, which processes this gathered information and transforms it
into orders for the actuation system, which is the one that accomplishes the objectives
of the overall system. My interest is on humanoid robots, i.e., robots that can mimic
humans from various perspectives, and I am currently working on walking biped hu-
manoid robots. These are complex systems, as the action of biped walking is a dicult
motion which requires to be rightly stabilized to achieve it. Since the 1960's, there had
been researches to realize this, and today we have many examples of successful bipedal
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walking humanoid robots. The research that led to the current state, also helped the
better understanding of our own, which I think is very important, but there is still a
lot of space for improvement. As a future vision, I would like to see humanoid robots
helping us in various task on our daily lives, while moving seamlessly through any kind
of environments. To achieve this, it is necessary for them to eciently gather all the
possible information of the environment using many kinds of sensors, to then combine
all this sensory information and process it to nally generate adequate commands for its
end eectors. But the information that can possibly be obtained from the environment
is a lot, and having that much information means that the time to process it will also
be a lot. That is where informatics could help to maximize the amount of processable
information to get the best possible commands for the actuators. On the other hand,
with the appearance of these kind of robots, it will be possible to interact with them
which means more information to process, but also new possible areas to create new
devices. One idea is to have many kinds of wearable sensors for humans, that could
somehow be read by dierent systems, to ultimately generate completely new ways of
human-robot interactions. And in the end, if this could be converted into a virtuous
cycle, where with new technologies, better robots could be produced, and with these,
new ways of cooperation and interaction, and so on, that I think would be the ideal
case. To conclude, my denition of embodiment informatics is the synergic cooperation
between robotics sciences and informatics sciences, in order to combine the best of both
to generate innovation in many elds and nally bring a better quality of life to humans.

Appendix B
Biped Robots in Waseda
The University of Waseda was the pioneer of research on the eld of humanoid robotics.
All started in 1966, and the next year, in 1967, the rst of a series of biped robots called
Waseda Legs (WL) came out. WL-1 was built on the basis of the analysis of lower limbs
locomotion, and it would be a milestone for this eld of research. In 1969, the WL-3, a
new model of lower limbs actuated by electro-hydraulic servos which achieved human-like
movements was developed. Later came the WL-5, able to bend its body laterally, and
to move its center of gravity on the frontal plane, through the use of eleven mechanical
degrees of freedom (DoF), ve in each leg and one on the trunk. This model accomplished
automatic biped walking and direction changing, which lead it to be used as the lower
limbs of the world's rst full-scale anthropomorphic robot, WABOT-1 (WAseda roBOT-
1), which was developed by Ichiro Kato and co-workers in 1973. WABOT-1 (Fig. B.1)
was hydraulically powered, and had the ability to measure distances of objects thanks
to external receptors similar to eyes and ears, could communicate in Japanese and was
able to grip and transport objects with tactile-sensor mounted hands. However, its
disproportionately large feet made it shue, rather than walk, realizing \static walking"
(45 s/step).
Then, in 1979, WL-9 achieved quasi-dynamic walking (10 s/step) for the rst time in
the world. It used a 16-bit microcomputer instead of the frequently used minicomputers.
In 1983, with carbon ber reinforced plastic (CFRP) and introducing the use of rotary
servo-actuators, the WL-10R (for Rened) managed plane walking, which consists on
walking laterally, forward, backward and turning thanks to an added DoF in the yaw
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Figure B.1: WABOT-1 (1973) Figure B.2: WABOT-2 (1984)
axis of the hip joint, and reached a walking speed of 4.4 s/step. A year later, in 1984,
torque sensors would be attached to the ankle and hip joints of WL-10RD, allowing
torque-feedback control, and realizing once again, for the rst time, complete dynamic
walking (1.3 s/step). Also, dynamic walking with a step time of 2.5 s/step on stairs and
inclined surfaces was achieved. On that same year, the second of the full-scale robot
series, WABOT-2 was developed (Fig. B.2). This robot was dened as a \specialist
robot", in contrast to WABOT-1 which was described as a \versatile robot", as it was
aimed to accomplish a particular goal: to be a a musician humanoid robot. WABOT-2
was able to play the keyboard by reading musical sheets, and also as to accompany
while listening to a singing person. This robot was a milestone in the development of a
\personal robot". In 1986, going back to the legs series, came WL-12, a hydraulically
actuated biped robot, equipped with a two-DoF waist and an upper body, designed to
compensate for the moments generated by the lower limbs, achieving a more human-
like motion with improved walking stability. In 1993 the WL-12RVII (Fig. B.3), an
upgraded version of the WL-12 was developed that introduced a new adaptive control
method, was able to maintain stable dynamic walking in unknown paths and stairs in
a human residential environment. The WL series continued until 2007, with the last
WL-16RV (Fig. B.5), which now used parallel mechanism based legs, was able to carry
and transport a person of up to 75 kg and could cope with external disturbances of up
to 105 N.
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Figure B.3: WL-12RVII (1993) Figure B.4: WL-16RIV (2006)
Figure B.5: WL-16RV (2007) Figure B.6: WABIAN (1996)
On the other hand, in 1996 the WABIAN (WAseda BIpedal humANoid) series started,
developed under the following criteria:
1. The size of the robot should be that of an average Japanese adult woman, to make
collaborative work with humans possible.
2. The walking speed should be approximately that of humans.
3. The robot should have a 3 DoF trunk and 6 DoF arms.
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Figure B.7: WABIAN-RV
(2001)
Figure B.8: WABIAN-2/LL
(2003)
4. The joints should be actuated by servomotors.
5. The control computer and motor drives should be installed on-board, excluding
the power supply.
The rst WABIAN (Fig. B.6) had 35 mechanical DoF in total: two three DoF legs,
two ten DoF arms, a two DoF neck, four DoF in the eyes and a three DoF waist, and
was capable of doing various walking sequences and dancing, it could be operated at a
distance via Integrated Services Digital Network (ISDN) lines etc.
WABIAN was upgraded, adding mechanical DoF, making it able to generate walking
patterns online, enabling its control through a voice recognition system, etc. until 2001,
when WABIAN-RV (Fig. B.7) was developed.
In 2004, an upper body with upper limbs were attached to WABIAN-2 (Fig. B.9),
which made it capable of simulating various human motions. With this new capability,
WABIAN-2 has been rened (Fig. B.10), and its researches have focused on studying
the human locomotion in order to make the robot's motions more human-like, achieving
heel-contact toe-o walking, evaluation of a walking assistance device, simulation of a
walking gait of an hemiplegic patient, walking with feet mechanisms which modeled the
human feet arches, turning on one foot's heel and the other's toe using a slipping motion,
among others. Also, there are researches on walking stabilization on various surfaces
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Figure B.9: WABIAN-2 (2004)
Figure B.10: WABIAN-2R
(2005)
as slopes, uneven terrains and soft grounds, as well as works on online and real time
walking pattern generation.
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Table B.1: History of Waseda Leg Series 1/2
Year Robot Name Contents and Eects of Research
1967 WL-1 Analysis and modeling of human lower limbs basic data
1968 WL-2 Analysis of human joint angles at level ground walking
1969 WL-3 Realization of standing and sitting position with mas-
ter/slave system
1970 WL-4 Upper body leveling with a 35 kg load
1971 WL-5 Implementation of manual rectilinear walking and direction
changing
1972 WL-5 Realization of \static walking"
1973 WL-6D Proposal of ZMP control
1974 WL-7D Continuation of ZMP control
1975-7 WL-8D Continuation of ZMP control
19678 WL-8D Proposal of quasi-dynamic walking control method
19679 WL-9D
1980 WL-9DR Realization of quasi-dynamic walking
1981 WL-9DRII Realization of quasi-dynamic walking
1982 WL-10
1983 WL-10R Realization of quasi-dynamic plane walking
19684 WL-10RD Realization of parallel quasi-dynamic walking
1983-85 WHL-11 Designed by Kato laboratory, built by Hitachi, Ltd., real-
ization of \static walking" and exhibition in international
scientic exposition
19685 WL-10RD Dynamic stairs climbing (0.1 m) and descent (0.05 m)
19686 WL-12 Implementation of dynamic walking with upper body mo-
tion compensation
1987 WL-12R Dynamic walking under well-known trapezoidal external
force of 100 [N]
1988 WL-12RII Dynamic stepping on-site under unknown external forces of
up to 100 [N] during 0.16 [s]
1989 WL-12RIII Implementation of a real-time compensation for a dynamic
stepping on-site under unknown external forces of up to 100
[N] for 0.3 [s]
Dynamic walking on slopes of 10 [deg] and climbing and
descent of stairs of up to 0,1 [m]
1990 WL-12RIV Dynamic stepping on-site under unknown external forces
from the sides of up to 100 [N] during 0.16 [s]
Proposal of an upper body trajectory learning control sys-
tem based on actual ZMP measurement
1991 WL-12RV Dynamic walking under unknown external forces of up to
100 [N] during 0.18 [s]
Realization of a high-speed dynamic walking (0.3[m] of step
length and 0.54[s/step])
1992 WL-12RVI Walking on horizontal uneven surfaces (max. 12 [mm] high)
Proposal of lower limbs optimal trajectory planning algo-
rithm and trajectory learning control system
WL-12RH Proposal of an upper body trajectory learning walking con-
trol system based on actual ZMP measurements and human
assistance force information
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Table B.2: History of Waseda Leg Series 2/2
Year Robot Name Contents and Eects of Research
1993 WL-12RVII Realization of walking on a at surface with trapezoidal ob-
stacles with 3 [deg] of inclination
WL-12RT Realization of 0.15 [m] step length 2.5 [s/step] walking, with
dynamic turning motions of up to 45 [deg] in 2 [s]
1994-5 WL-13 Antagonistically driven joint bipedal quasi-dynamic walking
with a step length of 0.10 [m] and 7.68 [s/step]
1996 WL-14 Antagonistically driven joint bipedal dynamic walking
1997 Realization of antagonistically driven joint bipedal dynamic
walking based on human gait model
2001 WL-15 Adoption of a generalized Stewart platform parallel mecha-
nism for the legs
Realization of dynamic walking (step length of 0.2 [m], 0.80
[s/step]), high-speed dynamic turning motions (up to 90
[deg] in 2.0 [s]), dynamic walking with an added load of
18 [kg] and attitude maintenance without energization.
2002 WL-16 Walking on uneven surfaces using virtual compliance control
with a step lenght of 0.3 [m]
Walking with an added load of 50 [kg] and a step length of
0.1 [m]
2003 WL-16R First robot to dynamically walk carrying an adult person
(male approx. 60 [kg], female approx. 50 [kg
Realization of dynamic walking with an approx. 100[kg] pas-
senger using an own-weight support torque reduction mech-
anism
Walking on surfaces with unevennesses of 8 [mm] and a slope
of 3 [deg]
2004 WL-16RII Climbing and descending stairs carrying an adult person
Stable walking on surfaces with 20[mm] unevennesses by
using a landing trajectory correction control
2005 WL-16RIII
Introduction of a walking pattern generator with a passenger
model
2006 WL-16RIV Increase of the possible added load to 75 [kg] by optimizing
the links localization and reducing the weight of the robot
Straight walking under unknown frontal perturbations of up
to 105[N] by introducing a disturbance compensation control
2007 WL-16RV Foot landing impact reduced to half by the use of the landing
impact relaxation, uneven terrain adaptation control
Walked with an added load of 75 [kg] for 75 [min] using a
cooling mechanism
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Table B.3: History of Waseda Humanoid Robot Series 1/2
Year Robot Name Contents and Eects of Research
1972 WABOT-1 First intelligent humanoid robot, able to make simple con-
versations in Japanese, bipedal walking and objects grasping
1984 WABOT-2 Keyboardist humanoid robot, able to make natural conver-
sations in Japanese, music sheet recognition using vision
and also able to perform accompanying a singing human
by sound recognition
1996 WABIAN Biped humanoid robot with two arms, a head and a audio-
visual information acquisition system, able to walk on at
surfaces, carry objects with its arms and dancing.
Able to exchange gestures with people, and communicate
remotely via ISDN lines.
1997 Introduction of a six axis force/torque sensing system, mak-
ing it able to walk with a step length of 0.1 [m] ans
1.28 [s/step] continuously depending on forces exerted on
it hands.
WABIAN-R Improvement of the legs to 6 DoF and realization of bipedal
walking using waist and trunk.
1998 WABIAN-RII Achievement of expressive motions through the use of re-
dundant DoF on the entire body.
1999 WABIAN-RIII Walking stabilization introducing a compliance control in
the ankle joints.
2000 WABIAN-RIV Development of a real time pattern generation system that
relies on visual and auditory sensory inputs.
Static disturbance compensation.
2001 WABIAN-RV Development of auditory information acquisition system,
and application of this to the real time pattern generation
system.
2002 WABIAN-2 LL Development of lower limbs with 7 DoF per leg and a 2 DoF
waist. Development of an extended knees walking pattern
generator.
2003 WABIAN-2/LL Improvement of mechanical stiness.
2004 WABIAN-2 Addition of a 2 DoF trunk and 7 DoF arms.
Introduction of limb compliance control.
Experiments using a walking assistance device, proving the
validity of the robot as a human motion simulator.
2005 WABIAN-2R Realization of heel-contact toe-o walking using a passive
toe joint foot mechanism.
2006 Introduction of a battery charge/discharge circuit.
Development of an algorithm to mimic an hemiplegic per-
son's walking, based on the analysis of the data from a pa-
tient.
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Table B.4: History of Waseda Humanoid Robot Series 2/2
Year Robot Name Contents and Eects of Research
2007 WABIAN-2R Walking on-site on a 4[deg] slope using a foot mechanism to
cope with uneven terrains.
Constant hip height walking over 20[mm] unevennesses in-
side the laboratory, and a 4[deg] slope outside, using an
attitude control based on a gyro sensor.
Walking over unevennesses of 15[mm] in the roll direction
and 20[mm] 15[mm] in the pitch direction, with the com-
bination of a surface information detection foot mechanism
and attitude control.

Appendix C
Robotic Platform WABIAN-2R
C.1 Basic Design
This robot was initially designed to be used as a human motion simulator, and to be
consistent with that, its dimensions were also chosen to coincide with those of a human
individual. In the case of WABIAN-2R, it was constructed based on the dimensions
of an average Japanese adult woman as can be seen in Fig. C.12, having 1500 mm of
height, and 60 kg of weight.
Figure C.1: Dimensions of
an average Japanese adult
woman.
Figure C.2: Pelvis and knee motion during
walking, from [121].
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As the design objective of the robot was to be a human motion simulator, an analysis
of the human motion was necessary to then transfer those to the robot. Humans move
thanks to the musculoskeletal system, also known as locomotor system, which is com-
posed of bones that act as rigid links, cartilages that join bones and form joints, and
nally muscles and tendons, the rst used to actuate the dierent body parts generating
motion, and the latter used to join and transfer the forces from muscles to bones. This
system is very complex, and although progress ha been made to develop articial sys-
tems imitating the human musculoskeletal system mechanisms, it is still far from being
actually useful for robotic motion. Therefore, the primary goal of the mechanical de-
sign was determined to be the development of a robot capable of accomplishing motions
equivalent to human motions, i.e., capable of imitating human motions, giving special
attention to walking.
Klopsteg et al. [121] proposed the analysis of human normal gait, for which they used
healthy people without any physical or mental handicaps as subjects. They observed
pelvis motions in the frontal plane (which we will call roll motion in the present study)
and the horizontal plane (which we will call yaw motion), but did not observe much
motions of the waist in the side plane (which we will call pitch motion). Also, they
realized that humans can walk with stretched knees while maintaining the height of
upper body constant (Fig. C.2). Therefore, a humanoid robot capable of imitating
human walking should be able to move its pelvis in the roll and yaw axes, maintaining
these motions independent from the trunk.
Another study of gait analysis and biomechanics showed that in steady walking, the
pubic symphysis allows a crank-like motion for the pelvis. Based on this, it was decided
to make the robot able to also achieve this motion while walking (Fig. C.3).
From all the above, as the present humanoid robot should perform as close as possible
to an actual human being, for the walking motion it should be able to move its hip in
roll and yaw axes, showing a crank-like motion for its pelvis, and not only that, but it
also needs these hip motions to be independent from the robot's trunk movements. The
structure of the human pelvis served as a model for the design of this robot's waist.
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Figure C.3: Human pelvis, and the crank-like motion model.
C.2 Degrees of Freedom and Conguration
In Fig. C.4, the conguration of the robot's degrees of freedom is presented. The
reference coordinate system is xed to the ground, and the directions are as presented
in the same gure.
For the limbs, the robot has two 6 DoF legs and two 7 DoF arms. For the waist and
trunk, it has a 2DoF waist where the roll axis and the yaw axis are perpendicular to
each other and cross in the middle point between the hip joints, and the yaw joint is
laid on the trunk side, so that it can be used either to rotate the waist or the trunk. As
for the trunk, it has 2 DoF, but as mentioned, can make use of the waist yaw motion
too. Finally, it has a 3 DoF neck, making a total of 33 DoF.
C.3 Mechanisms
To achieve the best performance while on motion, the robot's mechanical components
should be lightweight, highly sti and should allow wide ranges of motion. For this,
the frames were build from duraluminium. The actuator systems were designed to
achieve compact human-like joint mechanisms, for which we used DC motors, strain
wave gearings, timing belts and pulleys. This accomplished a double speed reduction
mechanism, which removed the need to align the motor and the joint axes, and allowed
high reduction ratios. Also, the high reduction ratio of the strain wave gearings and
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Figure C.4: Degrees of freedom conguration of WABIAN-2R.
their placement just before the end eectors helped to reduce the errors coming from the
motors and those caused by the belts elasticity, while their no-backdrivability prevented
the motors from receiving damage from perturbations on the end eectors. The general
diagram of actuation systems os shown in Fig. C.5.
Software simulations based on the Newton-Euler method and the mass distribution of
the robot were carried out to determine the specications of each joint, as maximum
torque and maximum rotating speed. These will be detailed in the following sections.
The lower limbs are the basic structure of this robot, and are designed to resist the load
of the upper body.
To design the middle and upper section of the body, i.e. waist and trunk, rst they
were modeled in the sagittal and frontal plane. Fig. C.6 shows the model used for the
trunk. Based on these models, two kinds of simulations were done. First the models were
considered in a static situation to determine the maximum angles. Then, considering
the dynamic case for the models, the angle progression during a walking cycle was
Appendix C. Robotic Platform WABIAN-2R 143
Figure C.5: Actuation system used in the robot.
Figure C.6: Static models of the trunk in sagittal (left) and frontal (right) planes.
determined. This second type of simulation was carried out based on the fact that while
walking, the trunk should move in such a way to keep the balance of the upper body.
The upper limbs of the robot have 7 DoF each, and were designed rstly to support
the robot's balance while walking, and secondly, to be able to use the robot to evaluate
walking assist devices. For the second goal, the design objective for the arms was to be
able to hold almost all of the robot's weight while leaning on the elbows on one of such
devices.
All the mechanical design was done using the 3D CAD software, SolidWorks R.
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Figure C.7: Waist mechanism of
WABIAN-2.
Figure C.8: Trunk mechanism
of WABIAN-2.
C.4 Control System
The control of the robot is performed by a control system programmed in a computer
mounted on the robot's back, resembling a backpack. This computer consists of a
half-sized CPU board and data acquisition boards, interconnected by a backplane PCI
board. The data acquisition boards are HRP interface boards (Table C.1) and NITTA
F/T (force/torque) sensor interface boards. The OS installed in the control computer
is a Linux based real-time operating system called QNX. The general control system of
WABIAN-2R can be seen in Fig. C.9.
The sensing system of the robot comprises incremental encoders mounted to the shaft of
each motor, photointerruptors to initialize the angular position of the motor encoders,
and six axis force/torque sensors (Fig. C.11, Table C.2) on the feet, mounted between
the ankle joint and foot plate, and on the arms, between the elbow joint and the upper
arm.
As for the control of the DC motors of the actuation systems, servo-motor drivers devel-
oped by TOKUSHU DENSO Co., Ltd. were used. The models used are the TD12770-
48W10 and the TD12770-48W0, which have a maximum output power of 1200 W and 600
W respectively, with an input of 48 V. They use Metal-Oxide Semiconductor Field-Eect
Transistor (MOSFET) technology, and enable speed and torque control, not requiring
a tachometer generator as it has an in-built electrical governor (speed limiter) for the
speed control. It can generate a PWM signal up to 100 kHz, and they can be observed
in Fig. C.10.
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External SwitchPattern File Experiment Data
CPU Card Gyro Sensor
PCI Backplane Board
(OS:QNX Neutrino version6.3)
HRP Interface Board
DI/O Counter D/A
6 Axis Force Sensor
Receiver Board A/D
16ch
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×3
Motor DriverEncoderForce Sensor
feet ×2
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WABIAN 2
Force Sensor
arms ×2
×41DOF-
Figure C.9: General control system of WABIAN-2R.
Figure C.10: Motor drivers: TD12770-48W10 (left) TD12770-48W05 (right).
Specications of upper and lower body joints can be seen in Table C.3 and C.4, respec-
tively.
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Table C.1: Specications of the HRP interface board.
Function Description Channels
Resolution: 12 bits
A/D converter Conversion time: 1:6s (max) 16
Input: 10V or 0  5v
Resolution: 12 bits
D/A converter Conversion time: 30s (typ) 16
Output: 10V
Bandwidth: 4.0 MHz
Encoder counters Resolution: 24 bits 16
Supports TTL and Line Receiver
PIO ports TTL IN 16 / OUT 16
Table C.2: Specications of the six axis force/torque sensors.
Model IFS-67M25T50-M40BS
Dimensions H 25 mm 67 mm
Weight 250 g
Fx; Fy = 450N
Const. load Fz = 900N
Mx;My;Mz = 30Nm
Max. load Const. load  400
Table C.3: Upper limbs joint specications.
Wrist Elbow Shoulder
Roll Pitch Yaw Pitch Yaw Roll Pitch
Motor model
(Maxon R)
RE-max17
216014
RE-max17
216014
RE-max17
216014
RE30
268214
RE-max29
226806
RE-max29
226806
RE30
268214
Maximum
torque [Nm]
0.40 0.40 0.40 20 2.5 7.9 20
Assigned power
rating [W]
4.5 4.5 4.5 60 22 22 60
Reduction ratio 100 244 100 327 101 333 330
Movable range -85 -15 -85 0 -80 -30 -50
(Human)[deg] 85 55 90 145 110 180 180
Movable range -115 -47 -180 -10 -180 -17 -180
(Robot)[deg] 41 47 180 130 180 196 180
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Table C.4: Lower limbs joint specications.
Ankle Knee Hip
Yaw Roll Pitch Pitch Pitch Roll Yaw
Motor model
(Maxon R)
RE-max29
226806
RE35
118777
RE35
118777
RE40
148867
RE35
118777
RE35
118777
RE-max29
226806
Assigned power
rating [W]
22 90 90 150 90 90 22
Reduction ratio 303 230 182 291 182 230 303
Movable range -10 -20 -45 -130 -15 -45 -45
(Human)[deg] 20 30 20 0 125 20 45
Movable range -180 -45 -33 -156 -64 -22 -100
(Robot)[deg] 180 25 118 0 94 22 29
Table C.5: Neck, trunk and waist joint specications.
Neck Trunk Waist
Yaw Roll Pitch Pitch Roll Roll Yaw
Motor model
(Maxon R)
RE-max24
222053
RE-max24
222053
RE-max24
222053
RE40
263066
RE40
263066
RE35
118777
RE-max29
226806
Assigned power
rating [W]
11 11 11 150 150 90 22
Reduction ratio 100 100 100 483 483 101 303
Movable range -80 -45 -60 -30 -50 - -40
(Human)[deg] 80 45 50 45 50 - 40
Movable range -180 -44 -32 -30 -50 -16 -180
(Robot)[deg] 180 56 24 45 50 16 180
Table C.6: Segment mass information 1/2.
Segment Weight [kg] Segment Weight [kg] Segment Weight [kg]
HEADP 0.300 LTHR 1.386 TRKB 0.231
HEADB 0.249 LTHB 0.213 HARD 6.794
HEAD 0.436 LTHI 3.988 BATTERY 4.686
RFOOT 0.586 LSHI 2.105 ELEFRONT 2.670
RAKR 1.222 LAKB 0.198 ELEBACK 5.629
RAKB 0.198 LAKR 1.222 FRONTCVR 0.817
RSHI 2.105 LFOOT 0.586 BACKCVR 1.400
RTHI 3.988 WST 2.278 ERROR 7.459
RTHB 0.213 PUB 1.845 NECKY 0.472
RTHR 1.386 TRKP 1.274 RHAND 0.350
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Figure C.11: Six axis force/torque sensors used on the robot.
Figure C.12: Dimensions of WABIAN-2R.
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Figure C.13: Range of the DoF of WABIAN-2R.
Figure C.14: Mass distribution of each segment of WABIAN-2R.
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Figure C.15: Pictures of the actual robot, WABIAN-2R.
Table C.7: Segment mass information 2/2.
Segment Weight [kg] Segment Weight [kg]
RWRTB 0.078 LUPAM 1.159
RWRTP 0.444 LFRAM 0.138
RFRAM 0.138 LWRTP 0.444
RUPAM 1.159 LWRTB 0.078
RSHDR 1.036 LHAND 0.350
RSHDB 0.848 RSHCVR 0.132
LSHDB 0.848 LSHCVR 0.132
LSHDR 1.036 TOTAL 64.305
Appendix D
Online Walking Gait Pattern
Generator
D.1 New Linear Inverted Pendulum Based Model
To achieve a dynamically consistent heel-contact toe-o walking gait pattern, we propose
a simple LIP based model to obtain an initial approximation of the feet placements and
CoM trajectory of a humanoid robot. This information can be used afterwards to
generate the end-eector trajectories and the reference ZMP trajectory. Then, using
a multibody dynamics based gait pattern generator as in [122] or [123] and inverse
kinematics, we can obtain a gait pattern for a position controlled humanoid robot,
which comprises the angular references for each of its joints.
For the present research, we decided to use the LIP model [124] due to the linearity
and the ease of manipulation of its equations. These are derived from the following
assumptions:
 The whole system is represented by a single mass inverted pendulum, with the
mass as that of the entire system, and placed at the height of the robot's CoM in
the free standing position.
 The CoM motion is constrained to a horizontal plane at the height of the mass,
i.e., CoM's height is constant.
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 There is no torque acting between the system and the ground surface.
 There is no slip between the pendulum and the ground.
With these assumptions, the motions of the pendulum in sagittal and frontal plane can
be considered as decoupled, and therefore the trajectories in each plane can be generated
separately. The equation which describes these motions is:
x =
g
z
x

y =
g
z
y

(1)
where x and y are the position of the CoM with respect to the ground contact point of
the inverted pendulum in sagittal and frontal plane respectively, g is the gravitational
acceleration and z is the height of the CoM. In this model we focus on the motion on
the sagittal plane, where the heel-contact toe-o motion occurs.
Integrating (1), it is possible to obtain the equations that describe the position and
velocity of the CoM[125]:
x(t) = x0cosh

t
k

+ _x0k sinh

t
k

(2)
_x(t) =
x0
k
sinh

t
k

+ _x0cosh

t
k

(3)
where x0 and _x0 are the initial position and velocity of the CoM with respect to the
inverted pendulum ground contact point, t is the time counted from the moment of the
initial conditions and k =
p
z=g.
From (2) we can isolate t in order to get the time needed to reach a given nal position
from a given initial position and velocity. In the same way, we can isolate t from (3)
to get the time needed to reach a given nal velocity from a given initial position and
velocity. These equations are:
tpos = k log
 
x1 
p
k2 _x20 + x
2
1   x20
x0 + k _x0
!
(4)
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tvel = k log
 
k _x21 
p
k2( _x21   _x20) + x20
x0 + k _x0
!
(5)
where tpos and tvel are, the time to reach a nal position x1 or velocity _x1, respectively,
given initial conditions, x0, _x0.
If we equate (4) and (5), it means that we want the time to get from some initial
conditions to a nal position, to be the same as getting to a nal velocity given the same
initial conditions. Doing so, we can obtain a set of equations which relate initial to nal
conditions, where we can isolate any of them (position or velocity), to calculate it given
that we know the other three conditions. These equations are:
x0 = 
q
k2( _x20   _x21) + x21 (6)
_x0 = 
p
k2 _x21 + x
2
0   x21
k
(7)
x1 =
x20   k2 _x20 +

k _x1 
p
x20 + k
2( _x21   _x20)
2
2

k _x1 
p
x20 + k
2( _x21   _x20)
 (8)
_x1 =
x21   x20 + k2 _x20  x1
p
k2 _x20 + x
2
1   x20
k

x1 
p
k2 _x20 + x
2
1   x20
 (9)
It is worth noting that, even though it is always possible to calculate a condition given
the other three from (6), (7), (8) and (9), the solution is not always real, which is the
case of nal conditions that cannot be achieved given some initial conditions, or initial
conditions that cannot produce some desired nal conditions. Likewise, when calculating
the motion time with (4) and (5), and given that both initial and nal conditions are
real, there can be dierent cases:
 ftpos; tvel 2 R : tpos = tvel  0g, the motion with the given initial and nal condi-
tions is feasible, and it will take time t = tpos = tvel for the initial conditions to
reach the nal conditions. (When tpos = tvel = 0, the initial conditions are the
same as the nal conditions.)
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 ftvel 2 C; tpos 2 R : tpos  0g, the motion with the given initial conditions will
reach the nal position in t = tpos, but will not reach the desired nal velocity.
 ftpos 2 C; tvel 2 R : tvel  0g, the motion with the given initial conditions will reach
the nal velocity in t = tvel, but will not reach the desired nal position.
 ftvel; tpos 2 Cg or ftpos; tvel 2 R : tpos; tvel < 0g, the motion with the given initial
and nal conditions is not physically feasible.
Therefore, we will always seek for conditions that fulll ftpos = tvel > 0g 2 R.
D.2 Heel-Contact Toe-O Walking Model
We propose a model for the motion in the sagittal plane of heel-contact toe-o walking,
based on the functional rockers of the foot, which are, as the name states, rocker-like
motions that happen in the stance phase of a gait[126]. There are three rockers, which
are named after the body part that functions as the pivot or fulcrum of the motion:
heel, ankle and forefoot. The heel rocker starts with the heel contacting the ground, and
nishes when the forefoot strikes the oor. Then the ankle rocker starts when the whole
sole of the foot is in contact with the ground, nishing when the Center of Pressure
(CoP) on the foot reaches the metatarsal heads (MTH). This leads to the start of the
forefoot rocker, concluding when the foot exchange occurs, and the opposite foot's heel
strikes the ground. For this model, we assumed the following:
 The CoM velocity at foot exchange is user-dened.
 There is no double support phase, i.e., the foot exchange is instantaneous.
Based on the above, we decided to model each rocker as an inverted pendulum, changing
the ground contact point for each. For simplicity, the foot was considered as a rectangular
board with a passive toe joint, and the dierent ground contact points for each phase
were placed as in Fig. D.1 (b).
For the proposed model, we are using as input the velocity at the moment when the
CoM is over the ankle rocker pivot, i.e., when the vector from the ground contact point
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Figure D.1: Ground contact areas and points during the stance phase for the heel-
contact toe-o motion: (a) Human foot (bottom view) [126]. (b) Model foot, side view
(up) and bottom view (down).
to the CoM is completely vertical. We will call this point apex, as in [122]. With that
in mind, we will divide and analyze the motion as follows:
 Phase I will start from the stance foot's apex and will end with the CoM over the
same foot's MTH.
 Phase II will begin with the CoM over the same foot's MTH and end with the
same foot's toe-o, which will coincide with the opposite foot's heel-contact (foot
exchange point).
 Phase III will last from the opposite foot's heel-contact to that same foot's forefoot
contacting the ground.
 Phase IV will be from the foot's forefoot contacting the ground to the new apex.
Consistent with the above phases, the time, initial position and velocity, and nal posi-
tion and velocity will be named with each phase's roman number: tI , x0I , _x0I , x1I , _x1I ,
tII , x0II , etc. (Fig. D.2)
It should be noted that regardless of the order of the present analysis, as long as the
motion is physically feasible and the initial conditions and necessary velocities (apex
and/or exchange point velocities) are known, it does not matter from which phase the
calculations are started.
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Figure D.2: Phases for the analysis of the motion.
Phase I: Motion from Initial Apex to CoM over Metatarsal Heads
In this phase, we know the initial velocity, _x0I = vapexi , as it is an input, and the initial
position, x0I = 0, as the CoM is at an apex, and its position is measured with respect
to the ground contact point. Also, we know the nal position, x1I = daf , where daf is
the distance between the ankle and the forefoot rockers' pivot points. This point was
chosen to simplify the calculations, as it will make the initial position of the next phase
to be zero. With these three conditions it is possible to calculate the motion time from
(4), and the nal velocity from (3):
tI = k log
0@daf 
q
k2v2apexi + daf
2
k vapexi
1A (10)
_x1I = vapexicosh

tI
k

(11)
It is worth noting that the nal position can be placed before or after the point used
here (daf ), as long as the eects that it will have on the motion of this and the next
phase are kept in mind.
Phase II: Motion from CoM over Metatarsal Heads to Toe-o (Foot
Exchange)
For this phase, we know the initial position and velocity, where the position is calculated
from the nal position of the previous motion, minus the distance between the ankle
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and forefoot rocker pivots, x0II = x1I   daf (in the present case x0II = 0), and the
initial velocity is the nal velocity of the previous motion, _x0II = _x1I . For the nal
conditions, it is necessary to dene either the nal velocity _x1II or position x1II . As
we are using velocities as inputs, we decided to set the nal velocity as the exchange
point velocity _x1II = vex, as the foot exchange occurs in the end of this phase. With
these three conditions it is possible to calculate the motion time from (5), and the nal
position from (2):
tII = k log
0@k v2ex 
q
k2(v2ex   _x21I ) + (x1I   daf )2
(x1I   daf ) + k _x1I
1A (12)
x1II = (x1I   daf )cosh

tII
k

+ _x1Ik sinh

tII
k

(13)
To check for motion feasibility, (8) and (4) can be used, to see if tpos = tvel. In this case,
we found empirically that for a feasible motion, vex > _x1I is enough.
Phase III: Motion from Opposite Foot Heel-contact to Forefoot Contact
In this phase, the initial velocity is the same as the nal velocity of the previous motion,
_x0III = vex. As stated in the model assumptions, the motion time is xed to a constant
tIII = constant, which will be later explained in section IV.
For the initial position, we dened dex as the distance from the projection of the CoM
at foot exchange to the heel contact position, so that x0III =  dex, and to dene it,
as the time of this motion is xed, it is necessary to know the desired velocity of the
next apex, which will occur in the next phase. Because of that we must analyze both
Phase III and IV together to completely dene all the conditions of both phases. So,
with initial position x0III =  dex and velocity vex, we can use (2) and (3):
x1III =  dexcosh

tIII
k

+ vexk sinh

tIII
k

(14)
_x1III =
 dex
k
sinh

tIII
k

+ vexcosh

tIII
k

(15)
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where  dex, x1III and _x1III are unknown, and therefore we need either to relate two
of those variables or another function, to be able to solve a system of equations for
the remaining unknowns. This relation will be obtained from the analysis of the next
motion.
Phase IV: Motion from Forefoot Contact to Next Apex
Finally, for this phase we have the information of the nal conditions, where the nal
position x1IV = 0 as it is an apex, and the nal velocity _x1IV = vapexi+1 is an input.
As for the initial conditions, we already know that the velocity corresponds to the nal
velocity of the previous motion, _x0IV = _x1III , and for the initial position we must take
into account the movement of the ground contact point from the heel to the position of
the ankle rocker pivot, thus x0IV = x1III   dha, where dha is the distance between the
heel and the ankle rocker pivot. With this, we can use (7) to relate the initial velocity
to the other three conditions:
_x0IV = _x1III = +
q
k2v2apexi+1 + (x1III   dha)2
k
(16)
where we only take the positive value, as we are expecting a forward motion. Then we
can substitute _x1III in (15) with the right hand side of (16), and solve the system of the
resulting equation and (14) to calculate  dex and x1III :
x1III = dhacosh
2

tIII
k

+ kvexsinh

tIII
k


cosh

tIII
k
s
dhasinh

tIII
k

+ kvex
2
  k2v2apexi+1
(17)
dex = sinh

tIII
k
q
(x1III   dha)2 + k2v2apexi+1 
x1III cosh

tIII
k

(18)
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Here, as it can be seen from (17), there are two possible nal positions for Phase III, x1III ,
which in turn will produce two solutions for dex. Analyzing the physical meaning of this,
if dex > 0, it means that the heel-contact will take place in front of the position of the
CoM in the foot exchange moment, which will stop the fall of the CoM, redirecting the
falling force into a forward motion, which is one of the functions of the heel rocker[126].
On the other hand, if dex  0, the heel-contact will take place behind the position of
the CoM in the foot exchange moment, allowing the CoM to keep falling and having
nothing to stop it, unless dex = 0 and vex = 0, in which case the motion should stop.
Therefore, the positive value of dex will be chosen, and with it, the value of x1III that
produced it.
Then it only remains to assure that the generated motion is feasible, for which we should
once again use (8) and (4) to see if tpos = tvel using the initial and nal conditions for
Phase IV. If it is not feasible vapexi+1 should be changed.
Frontal Plane Motion
For the motion in frontal plane, we used the same method as in [122]. The steps are
planned so that the CoM swings do not cross the support foot position, and they have
the desired step time, obtained from the sagittal plane motion generation. The CoM
motion also depends on (1), (2) and (3).
D.3 Simulations
Having the necessary equations for the dierent phases to obtain the foot positioning and
motion of CoM for a heel-contact toe-o motion, we made kinematic simulations to test
the behavior of the model. These simulations were done using the software MATLAB R.
We took three scenarios into account: a constant apex velocity step, vapexi = vapexi+1 ,
an accelerating step, vapexi < vapexi+1 , and nally a decelerating step, vapexi > vapexi+1 .
For all the simulations, the value for tIII was dened inside the range 0.1-0.2s, from the
assumption that the step time is around 1.0-2.0s, and the heel-contact to forefoot contact
motion in humans takes about 10% of the step time. For the presented simulations,
tIII = 0:15s. The tests were made under the assumption that the motion would be
from apex to apex, having the velocity at those points as inputs. The velocity vex at
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Figure D.3: Position of the CoM
and ZMP for the constant apex ve-
locity simulation.
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Figure D.4: Velocity of the CoM
for the constant apex velocity sim-
ulation.
exchange point was selected so that it obeys the condition vex > _x1I , dening it for
the simulations as vex = 1:1  _x1I . To prove the eectiveness of the present model, the
reference ZMP which could be used to generate a walking pattern was calculated from
the data from the generated motions, to see if the heel-contact toe-o motions had any
eects on it:
ZMPref = x  z
g
x (20)
where x is the position of the CoM in the global coordinate system, and x is the accel-
eration on that point.
Constant Apex Velocity
We simulated a step with constant apex velocity, i.e. vapexi = vapexi+1 = 0:1m=s. In Fig.
D.4, the velocity of the CoM in sagittal plane is shown, where the transition from and to
each of the modeled inverted pendulums can be clearly seen. In Fig. D.3, which shows
the ZMP position also in sagittal plane, the eect of the change of placement of the
ground contact point of each inverted pendulum can be observed as a stair-like shape,
where each \step" shows a ground contact point shift. This proves that the model is
successfully coping with the eects of the change of pivot point during the heel-contact
toe-o motion.
Accelerating Apex Velocity
For this test, as the calculations are not possible with a v = 0, we used a very small value
for the initial apex, vapexi  0m=s, and vapexi+1 = 0:4m=s. Once again, the inverted
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Figure D.5: Position of the CoM
and ZMP for the accelerating apex
velocity simulation.
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Figure D.6: Velocity of the CoM
for the accelerating apex velocity
simulation.
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Figure D.8: Velocity of the CoM
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simulation.
pendulum transitions can be clearly seen in Fig. D.6, as well as the eects of the pivot
position shift to the ZMP in Fig. D.5. It is also notable that the model does not have
problems to get from the desired initial to nal apex velocities. A change in the step
time and length with respect to the other two simulations is observed, which shows how
the model tunes these parameters by itself to achieve the desired velocities.
Decelerating Apex Velocity
For this test, we used vapexi = 0:4m=s and vapexi+1  0m=s. The results are very similar
the other simulations, and it is shown that there is no problem to generate a decelerating
motion as well, reaching the desired nal apex velocity and accounting for the eects of
the change of pivot point during each of the pendulums.
As an output of this rst stage, the positioning and timing of each foot is obtained, as
well as the trajectory of the CoM. This can be seen in Fig. D.9.
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Figure D.9: Output of the rst stage.
D.4 Multibody Dynamics Model
In this stage, just like in 3, the reference trajectories for the end-eectors (feet, hands
and CoM) are dened using the parameters calculated in the previous stage, to next
dene the whole walking motion for the whole robot, and nally rene the references
using the multibody dynamics model. In the following sections, solutions to enable
heel-contact toe-o motions will be explained.
Here, the focus was on the feet trajectories, as the heel-contact toe-o motions does not
have big eects on the hands trajectories.
D.4.1 Feet Reference Trajectories
For the feet trajectories, rst it was now necessary to obtain not only the information
about feet transitions, timings and durations, but also the timings and durations of the
heel-contact to atfoot phase and the heel-o to toe-o phase. As the model from the
rst stage already accounts for the heel-contact toe-o eects, this information can still
be extracted from the results of the LIP model stage. Having the feet transitions, timings
and durations for all the phases, it is then required to generate the trajectories for the
dierent phases, namely heel-o to toe-o, swing and heel-contact to atfoot phases.
Each of these have dierent characteristics, and these were based on the physical model
of the feet mechanisms of the robot (Fig. D.10), and the values can be seen in Table
D.1.
About the lack of double support time, an articial double support phase is also intro-
duced by delaying the toe-o and accelerating the heel-contact of the feet. Also, the
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Figure D.10: Models based on the robot's feet for toe-o (left) and heel-contact
(right).
Table D.1: Feet parameters
Parameter Value [mm]
Forefoot rocker radius r1 14.0
Ankle projection to forefoot joint l1 82.5
Heel rocker radius r2 30.0
Heel to ankle projection l2 55.6
Figure D.11: Generated trajectory of the ankle in the z axis.
timing of the beginning of the heel-o toe-o) motion can be changed. The generated
trajectory of the ankle can be seen in Fig. D.13.
D.4.2 ZMP Reference and Preview Controller
For the stabilization, the method remains the same as in chapter 3. The ZMP is calcu-
lated by:
ZMP refx =w x 
zc
g
x (3:15)
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Figure D.12: Obtained ZMP with the new model. Note the eects of each inverted
pendulum.
Then the ZMP is calculated, a low pass lter is applied to smoothen the reference. The
obtained ZMP for a generated pattern can be observed in Fig. D.12, where the eect of
each of the modeled inverted pendulums is clearly visible.
Finally, having the end-eector trajectories and the ZMP reference, the whole body
motions are rened through the Preview Controller.
In the present thesis, a model to generate heel-contact toe-o motions based on the LIP
model and the foot's functional rockers was presented. It uses apex velocities as inputs,
and gives as outputs foot placements, CoM position, velocity and acceleration during
the motion, and step timings and phases. For this, the stance phase of a gait was divided
into four phases: from the apex to the CoM over the MTH, from CoM over the MTH
to foot exchange time, from the opposite foot's heel-contact to forefoot contact, and
from the forefoot contact to the next apex. The methods to calculate initial and nal
conditions for each phase and to verify the feasibility of the motions were presented, as
well as the results of simulations using this model.
In the simulation results, it was possible to see each phase clearly in the velocity graphs,
as well as the behavior of the model in each phase, proving that the model successfully
emulated each of the functional rockers of the foot. Also in the graphs of the ZMP
calculated from the motion data, the eect from each transition between rockers could
be clearly seen, regardless of the scenario of the motion, showing that the changes of
pivot points during the heel-contact toe-o motion are successfully modeled.
The generated patterns were successfully implemented on the humanoid biped robot
WABIAN-2R, achieving stable heel-contact toe-o walking motions, and the possibility
to change the speed of each step online.
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Figure D.13: Ankle height of previous model (up), new model (center) and human
(bottom).
About the current limitations, as one of the goals is to generate more humanlike motions,
it is necessary to change some assumptions. The inclusion of a double support phase
and the possibility to make the time from heel-contact to forefoot contact variable are
being considered. Also, the exchange point velocity is currently being dened given some
empirical conditions, which could possibly be based on gait parameters, allowing to have
other desired behaviors, or could be eliminated to make the method more robust.
Another important required modication is to relax the COM height constraint, in order
to make the COM height variable and realize more humanlike motions with completely
stretched knees. Also, the humanlikeness feet trajectories for the multibody dynamics
model could be improved (Fig. D.13).
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