The main aim of this paper is to define and study of the Chebyshev matrix polynomials. An explicit representation, a three-term matrix recurrence relations for the Chebyshev matrix polynomials are given. These polynomials appear as finite series solutions of second order matrix differential equations. The expansion Chebyshev matrix polynomials in series of Hermite matrix polynomials and the Christoffel formula of summation are established.
ical physics, theoretical physics, Lie group theory, group representation theory, number theory and orthogonal matrix polynomials [9, 19] . Hermite and Laguerre matrix polynomials were introduced and studied in [2, 3, 5, 15, 16, 18, 21, [25] [26] [27] [28] [29] [30] [31] . Important connections between orthogonal matrix polynomials and matrix differential equations of the second order appear in [4, 10, 11, 22] . Jódar and Cortés [12] introduced and studied the hypergeometric matrix function and the hypergeometric matrix differential equation in and the explicit closed form general solution of it has been given in [13] . The reason of interest for this family of hypergeometric matrix functions is due to their intrinsic mathematical importance.
The primary goal of this paper is to consider a system of matrix polynomials, namely the Chebyshev matrix polynomials. The structure of this paper is organized as follows. In Sect. 2, a definition of Chebyshev matrix polynomials are given. Some differential recurrence relations, in particular Chebyshev's matrix differential equation is established in Sect. 3 . Expansion of the series and a connection between Chebyshev's and Hermite's matrix polynomials recently introduced in Section 4. Finally in Sect. 5, we obtain the Christoffel formula of summation.
Throughout this paper, for a matrix A in C N ×N , its spectrum σ (A) denotes the set of all eigenvalues of A. If A is a matrix in C N ×N , its two-norm denoted by ||A|| 2 and is defined by
where for a vector y in C N , ||y|| 2 denotes the usual Euclidean norm of y, ||y|| 2 = (y T y) 1 2 . I and O will denote the identity matrix and the null matrix in C N ×N , respectively.
If f (z) and g(z) are holomorphic functions of the complex variable z, which are defined in an open set of the complex plane, and if A is a matrix in C N ×N such that σ (A) ⊂ , then from the properties of the matrix functional calculus [3, 15] , it follows that
log(z)) of the matrix functional calculus acting on the matrix A. We say that A is a positive stable matrix [5, 14, 15] if
Throughout this study, consider the complex space C N ×N of all square complex matrices of common order N . If A 0 , A 1 ,…,A n are elements of C N ×N and A n = 0, then we call
a matrix polynomial of degree n in x. Then from [20] it follows that
From (1.4), it is easy to find that
From the relation (1.5) of [1, 20] , one obtains
The hypergeometric function F(a, b; c; z) has been given in the form [1, 20] 
We will exploit the following relation due to
It has been seen by Defez and Jódar [3] that, for matrices A(k, n) and B(k, n) are matrices in C N ×N for n ≥ 0, k ≥ 0, the following relations are satisfied
Similarly, we can write
If A is a positive stable matrix in C N ×N , then the n − th Hermite matrix polynomials was defined by [10] 
For the sake of clarity, we recall that if A is a matrix in C N ×N satisfies the condition (1.2), than the expansion of x n I in a series of Hermite matrix polynomials has been given in [3, 10] in the from
Definition of Chebyshev matrix polynomials
Let A be a positive stable matrix in C N ×N satisfying the condition (1.2). We define the Chebyshev matrix polynomials of the second kind by means of the relation
where I − xt √ 2 A + t 2 I is an invertible matrix and xt √ 2 A − t 2 I is an invertible matrix. Using (1.7) and (1.11), we have
By equating the coefficients of t n in (2.1) and (2.2), we obtain an explicit representation of the Chebyshev matrix polynomials of the second kind in the form
Clearly, U n (x, A) is a matrix polynomial of degree n in x. Replacing x by −x and t by −t in (2.1), the left side does not exchange. Therefore
Also, by (1.7) one gets
Therefore, we have
The explicit representation (2.3) gives
where n−2 is a matrix polynomial of degree
Differential recurrence relations
In this section, the three terms recurrence relation and differential recurrence relations are carried out on the Chebyshev matrix polynomials. Differentiating (2.1) with respect to x and t respectively
and
So that the matrix function F satisfies the partial matrix differential equation
Therefore, by (2.1) we get
Since DU 0 (x, A) = 0 and for n ≥ 1, then we obtain the differential recurrence relation
From (3.1) and (3.2) with the aid of (2.1), we get
Thus by multiplying (3.4) by I − t 2 I and (3.5) by t and subtracting (3.5) from (3.4), we obtain
From (3.3) and (3.6), one gets
Substituting n − 1 for n in (3.7) and putting the resulting expression for DU n−1 (x, A) into (3.3), gives
) to obtain the three terms recurrence relation in the form
Substituting for n in (3.6) the values n −1, n −2, …,2, 1, 0 and adding we obtain (
Formulas (3.3), (3.6), (3.7), (3.8) (3.9) and (3.10) are called the recurrence formulas for Chebyshev matrix polynomials. The first few Chebyshev matrix polynomials are listed here,
We conclude this section introducing the Chebyshev's matrix differential equation as follows In (3.7), replace n by n − 1 and differentiate with respect to x to find
Also, by differentiating (3.3) with respect to x, we have 
In the following, we can expand the Chebyshev matrix polynomials in series of Hermite matrix polynomials.
Expanding of Chebyshev matrix polynomials in series of Hermite matrix polynomials
Employing (2.1) and (1.15) with the aid of (1.11), we consider the series
Since the matrix A commutes with itself, then we can write (4.1) in the form
By using (1.11) the expression (4.2) becomes
this, by using (1.10), yields,
then by using (1.5) and (1.9), it follows
Therefore, by identification of coefficient of t n , we obtain an expansion of Chebyshev matrix polynomials as a series of Hermite matrix polynomials in the form
In the following, we obtain recurrence formula of summation for the Chebyshev matrix polynomials as follows.
The Christoffel formula of summation
The pure recurrence relation of Chebyshev matrix polynomials (3.9), substituting n + 1 for n gives
We wish to prove the identity
Form (5.1), substituting i for n and multiplying by
Interchanging x and y
and In a similar way, we define the Chebyshev matrix polynomials of the first kind [4] as follows Further examples (orthogonal matrix polynomials) proving the usefulness of the present method (integral transform) can be easily worked out, but are not reported here for conciseness.
Open problem
One can use the same class of new differential and integral operators for the new matrix polynomials. Hence, new results and further applications can be obtained. Further applications will be discussed in a forthcoming paper.
