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WELL-POSEDNESS AND SCATTERING FOR THE
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MIRKO TARULLI
Abstract. We study the nonlinear Schro¨dinger equation posed on prod-
uct spaces Rn ×Mk, for n ≥ 1 and k ≥ 1, with Mk any k-dimensional
compact Riemaniann manifold. The main results concern global well-
posedness and scattering for small data solutions in non-isotropic Sobolev
fractional spaces. In the particular case of k = 2, H1-scattering is also
obtained.
1. Introduction
The main object of the paper is the study of nonlinear Schro¨dinger equa-
tion (NLS) on product spaces Rn ×Mk, with n ≥ 1 and Mk is a compact
Riemaniann k-manifold with k ≥ 1. More precisely we consider the following
family of Cauchy problems:
(1.1)
{
i∂tu+ ∆x,yu+ λ|u|µu = 0, (t, x, y) ∈ R×Rn ×Mk
u(0, x, y) = f(x, y) ∈H 0,σx,y ,
for σ > k2 , where
∆x,y =
n∑
l=1
∂2xl + ∆y,
with ∆y the Laplace-Beltrami operator associated to the manifold Mk, de-
fined in local coordinates by
1√|g(y)|∂yi√|g(y)|ghi(y)∂yi ,
where ghi(y) is the metric tensor, |g(y)| = det(ghi(y)) and ghi = (ghi(y))−1 .
Moreover λ is any real number, the nonlinearity parameter µ satisfies the
assumption
(1.2)
4
n
≤ µ < µ∗(n), µ∗(n) =
{
4
n−1 if n ≥ 2,
+∞ if n = 1,
and for any s ∈ R, we denote
(1.3) H s,σx,y = (1−∆x)−
s
2 (1−∆y)−
σ
2L2x,y,
1
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where L2x,y = L
2(Rn ×Mk) (see [35]). Here we indicate f ∈ L2(Rn ×Mk)
if the
‖f‖L2(Rn×Mk) =
∫
Mk
∫
Rn
|f |2 dxdvg < +∞,(1.4)
with dvg the volume element of Mk which reads in local coordinates as√|g(y)|dy. Furthermore the h-th component of the gradient operator ∇y is
given in local coordinates by ghi(y)∂yi . Take into account that the power
nonlinearity µ∗(n) corresponds to the H1-critical NLS in Rn+1 as well as to
the H1/2-critical nonlinearity in Rn.
Nonlinear equations of type (1.1) are deeply studied because their relevance
from an applied science point of view. In fact, they describes the so called
wave-guides important in the optics and communications theory ([14], [30]
and [31]), as well as in quantum mechanics (see [15] and references therein),
just to name a few. Consequently the analysis of the NLS on partially com-
pact geometries has been the topic of many papers. In the particular case
of Mk = Tk, here Tk indicates the k-dimensional standard flat torus, we
mention [32] where it is studied the cubic NLS posed on R×T with initial
data in L2, [26] which handle with the energy-critical defocusing NLS on
R × T3 and [22] concerning global well posedness for solutions of (1.1) on
Rn × T4−n with cubic nonlinearity. We remand to [19], [37] in which the
authors shed light also on the asymptotic behavior in the energy space for
large data solutions of the defocusing NLS on R ×T2 with quintic nonlin-
earity and on Rn×T1, n ≥ 1 with nonlinearity as in (1.2) respectively. We
mention also the remarkable paper [20] where modified scattering is obtained
when cubic defocusing NLS is given on R × Tk, k = 1, . . . , 4. Conversely
for general product manifolds Rn×Mk, withMk any compact manifold we
quote [34] where global well-posedness in H1x,y(R
n×M1) is achieved for fo-
cusing NLS with nonlinearity such that µ < 4n+1 and [36] where it is proved
global well-posedness and scattering for the cubic NLS with data small with
respect suitable non-isotropic Sobolev norms (actually larger than the clas-
sical energy H1-norm when k > 2). In the above literature it arises, with
some few exceptions, not only that to earn informations on well-posedness
and scattering for the NLS given on product manifolds it is required an ap-
propriate geometry for the compact manifolds, but also that the asymptotic
behavior of the solutions to (1.1) is poorly understood when the nonlinearity
parameter µ such that 4n ≤ µ ≤ 4n+k−2 is a fractional number.
Motivated by this, our main contribution in this paper is the well-posedness
and scattering analysis of (1.1) with fractional pure power nonlinearities
which satisfy (1.2), emphasizing that the only assumption we impose to the
manifoldsMk is the compactness. We point out that the approach we used
to study the local Cauchy problem associated with (1.1) is divided in two
different parts: we look first at µ = 4n and then to µ <
4
n−1 . As far as
concern the former case, that is L2-critical in Rn, here we follows the spirit
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of the papers [36] (and also of [34]). Our key ingredient is a suitable version
of Strichartz estimates of the type
‖eit∆x,yf‖LqtLrxL2y ≤ C‖f‖L2x,y ,
where (q, r) are such that
(1.5)
2
q
+
n
r
=
n
2
, q ≥ 2, (n, q) 6= (2, 2),
(see [23] for more details), L2y and L
r
x are respectively the spaces L
2(Mk)
and Lr(Rn) and in general for any Banach space X we define
‖f‖LqtX =
(∫
R
‖f(x)‖qXdt
)1/q
,
(for its version local in time we adopt the symbol Lq(t1,t2)X, with preassigned
t1, t2 ∈ R). Observe that the above estimates roughly speaking are a mixture
of the (non dispersive) L2-conservation w.r.t. the compact y variable and the
classical Strichartz estimates w.r.t. the dispersive directions Rn. Of course
along with the above estimates one can also consider similar ones for the
Duhamel operator. Armed with those inequalities (and their version with
derivatives) one can perform a fixed point argument is the spaces LqtL
r
xH
σ
y ,
where we denote, from now on, Hσy = W
σ,2
y with
(1.6) LrxW
σ,l
y = (1−∆y)−
σ
2LrxL
l
y,
for σ ∈ R and where Lly is the spaces Ll(Mk) for l ≥ 1. The main advantage
here is that one can consider the C-valued solution u(t, x, y) as functions de-
pendent on the (t, x) variables and valued in the algebra Hσy . Hence we have
in the product manifolds setting the same numerology involved in the study
of NLS posed on Rn via admissible Strichartz norms LqtL
r
x, with (q, r) as in
(1.5), which enables also to transfer to Rn ×Mk the scattering techniques
available in Rn. On the other hand we notice that in the classical Euclidean
theory the best nonlinearity that can be reached with this technique is the
L2-critical in Rn, i.e. 0 < µ ≤ 4/n. Namely the main difficulty in the trans-
position of the above analysis to nonlinearities which are L2- supercritical
and H
1
2 -subcritical in Rn, i.e. 4/n < µ < µ∗(n), is that in analogy with
the analysis of L2-supercritical NLS in Rn it seems to be necessary to work
with Strichartz estimates involving derivatives w.r.t. x variable.
To overcome this obstacle we make an use, similarly to [37], of a class of
inhomogeneous Strichartz estimates with respect the x variable true in a
range of Lebesgue exponents larger than the one given in the usual homoge-
neous estimates context (see [16] and [38]). Observe also that following our
discussion above we are interested to work with a space which is an algebra
w.r.t. to y variable, i.e. Hσy with σ > k/2, on the other hand we need to
consider at most 1/2 derivatives w.r.t to x variable since our nonlinearity
is H
1
2 subcritical in Rn, that is µ < 4n−1 . Then the same argument used
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to deal with the L2-critical case infers to well-posedness. In particular it
also permits, by treating initial small data in H s,σx,y , to recover scattering in
non-isotropic spaces H 0,σx,y .
Next we enter in the heart of matter with the main contributions of this
paper. The first results deals with the mass NLS.
Theorem 1.1. Assume µ = 4n . Then for every n ≥ 1, k ≥ 2 and k2 < σ <
4
n + 1 there exists a positive number ε = ε(σ) such that the problem (1.1)
enjoys a unique global solution
u(t, x, y) ∈ L`(R;L`x(Rn;Hσy (Mk)),(1.7)
where ` = 2n+4n , for initial data f ∈ H 0,σx,y such that ‖f‖H 0,σx,y < ε. In
addition u(t, x, y) ∈ L∞(R;H 0,σx,y ) and there exist ϕ± ∈H 0,σx,y so that
(1.8) lim
t→±∞ ‖u(t, x, y)− e
−it∆x,yϕ±‖H 0,σx,y = 0.
Remark 1.1. In the above Theorem 1.1 are presented peculiar properties of
the solutions to (1.1). Specifically if we select in the Cauchy problem (1.1),
for suitable  > 0, initial data f ∈H 0,
k
2
+
x,y with size ε, one gets scattering in
non-isotropic Sobolev spaces characterized as in (1.3) of which regularity is
strictly connected with the spatial dimensions of the manifold Mk and the
Euclidean part Rn. Such an asymptotic behavior of the solutions u(t, x, y)
is completely independent from the geometry ofMk, which is required only
to be a compact Riemannian manifold. Moreover, in the case k = 2, we
observe that if we take a sufficiently small  > 0, then the space H 0,1+x,y is
slightly stronger than H1x,y only w.r.t. the y-variable. This fact is totally
consistent with the results obtained in [19] and [22], for NLS with algebrical
nonlinearities defined on R×T2 and R2×T2 respectively and where initial
data in H1x,y are considered. In addition we underline also that while scat-
tering in energy space can not hold on R×T3 (see for [26] for example), we
get on the same geometric setting the asymptotic completeness for u(t, x, y)
in non-isotropic spaces H 0,σx,y .
Then we can state the second result in the special case k = 2, that is the
mass-energy NLS.
Theorem 1.2. Assume µ = 4n . Then for every n ≥ 1 and 1 < σ < 1 + 4n
there exists a positive number ε = ε(σ) such that the problem (1.1) enjoys a
unique global solution
u(t, x, y) ∈ L∞(R;H1x,y) ∩ L`(R;L`x(Rn;Hσy (M2)),(1.9)
where ` = 2n+4n , in the following cases:
(1) if λ < 0 (i.e. (1.1) is defocusing), for initial data f ∈ H1x,y ∩H 0,σx,y
such that ‖f‖H 0,σx,y < ε;
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(2) if λ > 0, for initial data f ∈ H1x,y∩H 0,σx,y such that ‖f‖H1x,y∩H 0,σx,y < ε
(i.e. (1.1) is focusing and the initial data are small).
In addition there exist ϕ± ∈ H1x,y so that
(1.10) lim
t→±∞ ‖u(t, x, y)− e
−it∆x,yϕ±‖H1x,y = 0.
Remark 1.2. As we noticed, by pickung up k = 2, the NLS in (1.1) becomes
both mass and energy critical. In such a fashion the technicalities developed
along the proof of the previous Theorem 1.1 can be improved guaranteeing
also well-posedness and scattering in the energy space (other than H 0,σx,y ) if
we consider additionally that initial data are H1x,y-bounded.
At this point we give the following definition borrowed by [16] (see also
[38])
Definition 1. We say that the pair (q, r), is Schro¨dinger - acceptable if
1 ≤ q <∞, 2 ≤ r ≤ ∞, 1
q
< n
(
1
2
− 1
r
)
, or (q, r) = (∞, 2).(1.11)
Finally, for NLS having nonlinearity parameter in the remaining range
arising from the condition (1.2), we can state the following:
Theorem 1.3. Assume 4n < µ < µ
∗(n) and s = µn−42µ . Then for any
n ≥ 1, k ≥ 1 and k2 < σ < min
(
k+1
2 − s, 1 + µ
)
, (at least) a Schro¨dinger -
acceptable couple (q, r) and a positive number ε = ε(σ) such that the problem
(1.1) has a unique global solution
u(t, x, y) ∈ Lq(R;Lrx(Rn;Hσy (Mk)),(1.12)
for initial data f ∈ H s,σx,y and so that ‖f‖H s,σx,y < ε. In addition u(t, x, y) ∈
L∞(R;H 0,σx,y ) and there exist ϕ± ∈H 0,σx,y such that
(1.13) lim
t→±∞ ‖u(t, x, y)− e
−it∆x,yϕ±‖H 0,σx,y = 0.
Remark 1.3. Notice that if k < 1+2µ, then the above theorem remains valid
also if one takes f ∈ H s,
k+1
2
x,y . Furthermore the condition
k
2 < σ < 1 + µ
forces to restrict to specific integers n, k ≥ 1 so that k < 2n+6n−1 .
We conclude the introduction by recalling other important known works
regarding well-posedness about NLS posed on general manifolds Mk. For
the energy-subcritical NLS settled on Rn, we quote [10], [17] and for the
energy-critical NLS the fundamental papers [6] and [13], which are just some
of the examples among the contributions on the topic. Considering NLS on
compact Riemannian manifold, we quote [5] where it is treated the case of
Tk and suitable nonlinearity, [8] where it studied NLS on a general compact
3-manifold with H
1
2 -critical nonlinearity. In [21] and [25] it is analyzed the
H1-critical NLS on T3 and in [28] the energy-critical NLS in S3. We more-
over quote [3], [4] (here also scattering is obtained) and [27] for NLS on the
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hyperbolic space.
Acknowledgments:The author is supported by the project FIRB 2012 Dis-
persive Dynamics: Fourier Analysis and Calculus of Variations.
2. Strichartz inequalities on Rn ×Mk
This section is devoted to present the Strichartz inequalities for the free
evolution operator eit∆x,y associated to the free Schro¨dinger equation (that
is, the equation in (1.1) with λ = 0) and for its corresponding Duhamel
operator. We indicated by Hsx the spaces H
s(Rn), moreover given any real
number 1 ≤ p ≤ ∞ let be denoted by 1 ≤ p′ ≤ ∞ its Ho¨lder conjugate
exponent. Then one has the following:
Theorem 2.1. Let be n ≥ 1, and σ ∈ R. Then the following homogeneous
estimates hold
‖eit∆x,yf‖LqtLrxHσy ≤ C‖f‖H s,σx,y ,(2.1)
when (q, r) verify the condition
2
q
+
n
r
=
n
2
− s,(2.2)
with s < n2 and satisfy the following
• 4 ≤ q ≤ ∞ and 2 ≤ r ≤ ∞, for n = 1;
• 2 < q ≤ ∞ and 2 ≤ r ≤ ∞, for n = 2;
• 2 ≤ q ≤ ∞ and 2 ≤ r ≤ ∞, for n ≥ 3.
Moreover the following extended inhomogeneous estimates hold∥∥∥∥∫ t
0
ei(t−τ)∆x,yF (τ, x, y)dτ
∥∥∥∥
LqtL
r
xH
σ
y
≤ C‖F‖
Lq˜
′
t L
r˜′
x H
σ
y
,(2.3)
when the Schro¨dinger-acceptable pairs (q, r) and (q˜, r˜) verify the condition
1
q
+
1
q˜
=
n
2
(
1
r˜′
− 1
r
)
,(2.4)
with 2 ≤ q, r ≤ ∞ and 2 ≤ q˜, r˜ ≤ ∞ and satisfy the following
• for n = 1, no additional conditions are needed;
• for n = 2, conditions r <∞ and r˜ <∞ are required;
• for n ≥ 3, the further conditions
1
q
<
1
q˜′
,
n− 2
n
≤ r
r˜
≤ n
n− 2 ,(2.5)
are needed.
The proof of Theorem 2.1 follows by arguing as in the papers [36] and
[37], we give it for the sake of completeness.
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Proof. We introduce the operator
u(t, x, y) = eit∆x,yf(x, y) +
∫ t
0
ei(t−τ)∆x,yF (τ, x, y)dτ,
and observe that
i∂tu+ ∆xu+ ∆yu = F, (t, x, y) ∈ R×Rn ×Mk,(2.6)
with u(0, x, y) = f(x, y). We have the following decomposition with respect
to the orthonormal basis {φ(y)} of L2(Mk) coming from the eigenfunctions
of −∆y, that is −∆yφk(y) = νkφk(y),
u(t, x, y) =
∑
k
uk(t, x)φk(y),(2.7)
F (t, x, y) =
∑
k
Fk(t, x)φk(y),(2.8)
f(x, y) =
∑
k
fk(x)φk(y).
Notice that the functions uk(t, x), Fk(t, x) and fk(x) satisfy the following
Cauchy problem
i∂tuk + ∆xuk − ν2kuk = Fk, (t, x) ∈ R×Rnx,(2.9)
with
uk(0, x) = fk(x).
Applying the classical homogeneous Strichartz estimates (see [23]) in the
framework of (2.9) with Fk(x, y) = 0, we achieve
‖eit(∆x−ν2k)fk‖LqtLrx ≤ C‖fk‖Hsx ,
with (q, r) and s as in (2.1). We see that the presence of the unimodular
factor e−itk2 does not affect the above estimates, moreover the constant
C > 0 does not depend on k. Summing over k the squares we arrive at
‖eit(∆x−ν2k)fk‖`2kLqtLrx ≤ C‖fk‖`2kHsx ,
furthermore, because of q, r ≥ 2, the Minkowski inequality yields
‖eit(∆x−ν2k)fk‖LqtLrx`2k ≤ C‖fk‖Hsx`2k .
By (2.7) and Plancherel identity we infer
‖eit∆x,yf‖LqtLrxL2y ≤ C‖f‖HsxL2y ,
that is estimate (2.1) in the case σ = 0. Now it is sufficient to commute the
equation (2.6) with the operator (1−∆y)σ2 , then the estimate (2.1) follows.
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If we pick up now fk(x, y) = 0 in the context of (2.9), notice that we
can proceed as above. In fact by an use of the extended inhomogeneous
Strichartz estimates (we remand again to [16]) we get∥∥∥∥∫ t
0
ei(t−τ)(∆x−ν
2
k)Fk(s, ·)dτ
∥∥∥∥
LqtL
r
x
≤ C‖Fk‖Lq˜′t Lr˜′x .(2.10)
with (q, r) and (q˜, r˜) satisfying the relation (2.12). Summing once again over
k the squares we have∥∥∥∥∫ t
0
ei(t−τ)(∆x−ν
2
k)Fk(s, ·)dτ
∥∥∥∥
`2kL
q
tL
r
x
≤ C‖Fk‖`2kLq˜′t Lr˜′x ,(2.11)
Furthermore, because of max(q˜′, r˜′) ≤ 2 ≤ min(q, r), one can apply
Minkowski inequality combined with Plancherel identity and then it is pos-
sible to write∥∥∥∥∫ t
0
ei(t−τ)∆x,yFk(s, ·)dτ
∥∥∥∥
LqtL
r
xL
2
y
≤ C‖Fk‖Lq˜′t Lr˜′x L2y .
Finally, the classical argument of Fourier analysis theory used in the proof
of homogeneous estimates enhances that estimate (2.3) is proved. 
We need also of an useful lemma deduced from [36] (see also [34]). By
this end we recall from [23] the following:
Definition 2. An exponent pair (`, p) is Schro¨dinger-admissible if 2 ≤ `, p ≤
∞, (`, p, n) 6= (2,∞, 2), and
2
`
+
n
p
=
n
2
.(2.12)
Then we earn
Lemma 2.1. Let be n ≥ 1 and indicate by Di the operators D1 = ∇x and
D2 = ∇y, then we have for γ = 0, 1 the following estimates
‖Dγi eit∆x,yf‖L`tLpxHσy +
∥∥∥∥Dγi ∫ t
0
e−i(t−τ)∆F (τ, ·)dτ
∥∥∥∥
L`tL
p
xHσy
≤ C‖Dγi f‖L2xHσy + ‖D
γ
i F‖L˜`′t Lp˜′x Hσy ,(2.13)
if for the pairs (`, p) and (˜`, p˜) the condition (2.12) is satisfied for `, ˜`≥ 2,
if n ≥ 3, `, ˜`> 2 if n = 2, and `, ˜`≥ 4 if n = 1. Moreover we have also the
estimates
‖Dγi eit∆x,yf‖L∞t L2xHσy +
∥∥∥∥Dγi ∫ t
0
e−i(t−τ)∆F (s, ·)dτ
∥∥∥∥
L∞t L2xHσy
(2.14)
≤ C‖Dγi f‖L2xHσy + C‖D
γ
i F‖L˜`′t Lp˜′x Hσy ,
with (`, p) and γ as above.
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3. Proof of Theorems 1.1 and 1.2
This section, where it is assumed µ = 4n , has a double aim: firstly to
show that to any choice of n ≥ 1, k ≥ 2 and small initial data in H 0,σx,y it
is possible to prove that u ∈ L`tLpxHσy for any Schro¨dinger admissible pair
(`, p) by relying only on the structure of the Strichartz estimates. Secondly
to display how to use the previous analysis to get well-posedness in the
spaces L∞(R;H 0,σx,y ) (and L∞(R;H1x,y) in the case k = 2) for the solutions
to the Cauchy problem (1.1), once one proves that the solutions lie in an
auxiliary space needed to secure the closure of the fixed point argument.
Finally we get scattering in H 0,σx,y (and in H1x,y for k = 2).
Proof of Theorem 1.1. Let be defined the integral operator associated to
the Cauchy problem (1.1) with µ = 4n ,
Tfu = eit∆x,yf + λ
∫ t
0
ei(t−τ)∆x,yu(τ)|u(τ)|µdτ.(3.1)
One needs to show that for ` = p = µ+ 2,
∀f ∈H 0,σx,y with ‖f‖H 0,σx,y < ε, ∃! u(t, x, y) ∈ L
`
tL
p
xH
σ
y ,
satisfying the property
(3.2) Tfu(t) = u(t).
As well as we require
u(t, x, y) ∈ L∞(R;H 0,σx,y ) ∩ L`tLpxHσy .
For simplicity, we split the proof in three further different steps.
Step One: for any σ > k2 , ∃ ε = ε(σ) > 0 and an R = R(σ) > 0, such
that
(3.3) Tf (BL`tLpxHσy (0, R)) ⊂ BL`tLpxHσy (0, R),
for any f ∈H 0,σx,y so that ‖f‖H 0,σx,y < ε.
From now it is sufficient to deal directly with the case (t1, t2) = R, speci-
fying a different domain for the t-variable when it is required. We need to
show (3.3), to this end we start by applying the Sobolev fractional inequal-
ity (A.4) in combination with the embedding Hσy ⊂ L∞y which infers to the
inequality
‖u|u|µ(t, x, ·)‖Hσy ≤ ‖u(t, x, ·)‖µ+1Hσy ,(3.4)
satisfied if k2 < σ < 1 + µ with µ > 0. Then, having in mind that µ =
4
n , we can estimate the nonlinear term in the L
`
tL
p
xHσy -norm by using the
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inhomogeneous Strichartz estimates in (2.13) with γ = 0, that is
‖u|u|µ(t, x, ·)‖
L
˜`′
t L
p˜′
x Hσy
≤ ‖‖u(t, x, ·)‖µ+1Hσy ‖L˜`′t Lp˜′x .(3.5)
Let us select
1
˜`′ =
µ+ 1
`
=
µ+ 1
µ+ 2
,
1
p˜′
=
(µ+ 1)
p
=
µ+ 1
µ+ 2
,(3.6)
then one observes that the r.h.s. of inequality (3.5) can be controlled by
‖‖u(t, ·, ·)‖µ+1
LpxHσy
‖
L
˜`′
t
≤ ‖u‖µ+1
L
(µ+1)˜`′
t L
p
xHσy
≤ ‖u‖µ+1
L`tL
p
xHσy
.(3.7)
Thus we arrive at the following
‖Tfu‖L`tLpxHσy ≤ C‖f‖H 0,σx,y + C|λ|‖u‖
µ+1
L`tL
p
xHσy
(3.8)
and by a standard continuity argument (see for example Theorem 6.2.1 in
[9]) the previous estimate guarantees the existence of an ε > 0 and R(ε) >
0 such that limε→0R(ε) = 0, provided that ‖f‖H 0,σx,y < ε. Additionally,
according to the Remark 3.1, we get the following strong space-time bound
‖u‖L`tLpxHσy ≤ Cε < 1,(3.9)
with C > 0, for the full set of Strichartz exponents (`, p) given as in Defini-
tion 2.
Step Two: Tf is a contraction on BL`tLpxHσy (0, R), equipped with the norm
‖.‖
L`tL
p
xL2y
.
Given any v1, v2 ∈ BL`tLpxHσy we achieve, by a further use of the inhomo-
geneous estimate in (2.13), the chain of bounds
‖Tfv1 − Tfv2‖L`tLpxL2y ≤ |λ|‖v1|v1|
µ − v2|v2|µ‖L˜`′t Lp˜′x L2y ≤
≤ |λ|
∥∥∥‖v1 − v2‖L2y(‖v1‖µL∞y + ‖v2‖µL∞y )∥∥∥L˜`′t Lp˜′x ≤
≤ |λ|
∥∥∥∥‖v1 − v2‖LpxL2y(‖v1‖µLpxHσy + ‖v2‖µLpxHσy )
∥∥∥∥
L
˜`′
t
,(3.10)
where in the last inequality we used the second of the identities in (3.6) and
again the embedding Hσy ⊂ L∞y . By Minkowski and Ho¨lder inequalities the
term in the third line of the previous (3.10) can be bounded as follows
|λ|
∥∥∥∥‖v1 − v2‖LpxL2y(‖v1‖µLpxHσy + ‖v2‖µLpxHσy )
∥∥∥∥
L
˜`′
t
≤
≤ C|λ|
∥∥∥∥‖v1 − v2‖LpxL2y‖v1‖µLpxHσy
∥∥∥∥
L
˜`′
t
+
∥∥∥∥‖v1 − v2‖LpxL2y‖v2‖µLpxHσy
∥∥∥∥
L
˜`′
t
≤
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≤ C|λ|‖v1 − v2‖L`tLpxL2y
(
‖v1‖µ
L`tL
p
xHσy
+ ‖v2‖µ
L`tL
p
xHσy
)
,(3.11)
here the last inequality is a consequence now of the first of the identities in
(3.6). Thus we arrive at
‖Tf (v1 − v2)‖L`tLpxL2y(3.12)
≤ C|λ|‖v1 − v2‖L`tLpxL2y supi=1,2
{
‖vi‖L`tLpxHσy
}µ ≤ C|λ|(R(ε))µ‖v1 − v2‖L`tLpxL2y ,
where in the last line of the chain of above inequalities we applied the bound
(3.9). Then Tf is a contraction provided that ε > 0 is suitable small.
Step Three: the solution exists and it is unique in L`tL
p
xHσy .
We are in position to show existence and uniqueness of the solution apply-
ing the contraction principle to the map Tf defined on the complete metric
space B
L`tL
p
xHσy
(0, R) and equipped with the topology induced by ‖.‖
L`tL
p
xL2y
.
Step Four: Regularity of the solution: proof of u(t, x, y) ∈ L∞(R;H 0,σx,y ).
It is enough to argue as in the previous steps just exploiting estimates (2.14)
instead of (2.13) in the proof of (3.8). This observation, combined with es-
timate (3.8), enhances to
‖Tfu‖L∞t H 0,σx,y ≤ C‖f‖H 0,σx,y + C|λ|‖u‖
µ
L`tL
p
xHσy
.(3.13)
The above inequality with ‖f‖H 0,σx,y < ε and inequality (3.9) guarantee the
fact that u(t, x, y) ∈ L∞t (R;H 0,σx,y ).
The proof of the part of Theorem 1.1 concerning the global well-posedness
is accomplished. The remaining asymptotic completeness property (1.8)
follows easily by standard arguments, we remand for instance to [9] and
[33]. 
We are able now to give the following.
Proof of Theorem 1.2. From the proof of the previous Theorem (1.1) we
already know that there exists a unique solution to (1.1), u(t, x, y) ∈ L`tLpxHσy
once k > σ2 and ‖f‖H 0,σx,y < ε. Consider now the auxiliary norms
‖u‖
X
(1)
t,x,y(`,p)
=
∑
k=0,1
∥∥∥∇kxu(t, x, y)∥∥∥
L`tL
p
xL2y
,(3.14)
‖u‖
X
(2)
t,x,y(`,p)
=
∑
k=0,1
∥∥∥∇kyu(t, x, y)∥∥∥
L`tL
p
xL2y
,(3.15)
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where (`, p) are Schro¨dinger-admissible pairs. Then we can start by proving
the following.
Step One: Let u(t, x, y) be the unique solution to (1.1) with initial data
f ∈ H1x,y ∩H 0,σx,y such that ‖f‖H 0,σx,y < ε. Then
(3.16) ‖u(t, x, y)‖
X
(1)
t,x,y(`,p)
+ ‖u(t, x, y)‖
X
(2)
t,x,y(`,p)
<∞,
with ` = p = µ+ 2.
To this end we display that the classical Strichartz estimates (2.13) in con-
nection with the Ho¨lder inequality yield for any i = 1, 2 and (˜`′, p˜′) as in
(3.6),
‖Tfu‖X (i)t,x,y(`,p) ≤ ‖D
k
i f‖L2x,y + |λ|‖Dki (u|u|µ)‖L˜`′t Lp˜′x L2y(3.17)
≤ C‖Dkf‖L2x,y + C|λ|
∥∥‖Dki u(t, x, y)‖L2y‖u(t, x, y)‖µL∞y ∥∥L˜`′t Lp˜′x
≤ C‖Dkf‖L2x,y + C|λ|
∥∥‖Dki u(t, x, y)‖L2y‖u(t, x, y)‖µHσy ∥∥L˜`′t Lp˜′x
≤ C‖Dkf‖L2x,y + C|λ|‖Dki u(t, x, y)‖L`tLpxL2y‖u(t, x, y)‖
µ
L`tL
p
xHσy
.
In that way we must have
‖Tfu‖X (i)t,x,y(`,p) ≤ C‖f‖H1x,y + C|λ|‖u‖X (i)t,x,y(`,p)‖u‖
µ
L`tL
p
xHσy
(3.18)
≤ C‖f‖H1x,y + C(R(ε))µ|λ|‖u‖X (i)t,x,y(`,p),
where in the second line we have used the bound (3.9). The proof of (3.16)
is thus complete.
Step Two: Regularity of the solution: proof of u(t, x, y) ∈ L∞(R;H1x,y).
It is enough to argue as in the previous step just using estimates (2.14)
instead of (2.13) in the proof of (3.17). This fact gives
‖Tfu‖L∞
(t1,t2)
L2x,y
+
∑
i=1,2
‖DiTfu‖L∞
(t1,t2)
L2x,y
≤
C‖f‖H1x,y + C|λ|‖u‖X (i)
(t1,t2),x,y
(`,p)
‖u‖µ
L`
(t1,t2)
LpxHσy
,(3.19)
An use of (3.9) and (3.16) provided that ‖f‖H 0,σx,y < ε allows to take (t1, t2) =
R and enhances to u(t, x, y) ∈ L∞t H1x,y.
As a straightforward consequence we have (1.9) in the case of (1). In the
focusing case we are forced to necessitate in (2) also that ‖f‖H1x,y < ε, in
order to avoid some blow-up phenomena, as noticed in the paper [24].
It remains to establish the asymptotic completeness property (1.10). It
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follows by applying a standard argument (see [9]). In fact by using the
integral equation associated with (1.1) it is sufficient to prove that
(3.20) lim
t1,t2→∞
‖
∫ t2
t1
e−is∆x,y(u|u|µ)ds‖H1x,y = 0.
From the dual estimate to the homogeneous inequality in (2.13) we get:
(3.21) ‖
∫ t2
t1
e−is∆x,yF (s)ds‖L2x,y ≤ C‖F‖L˜`′
(t1,t2)
Lp˜
′
x L2y
,
where (˜`′, p˜′) are as in (3.6). Hence (3.20) follows if one earns
lim
t1,t2→∞
‖u|u|µ‖
L
˜`′
(t1,t2)
Lp˜
′
x L2y
(3.22)
+ lim
t1,t2→∞
(‖∇y(u|u|µ)‖L˜`′
(t1,t2)
Lp˜
′
x L2y
+ ‖∇x(u|u|µ)‖L˜`′
(t1,t2)
Lp˜
′
x L2y
)
= 0.
The above limit can be proved following the same argument used along the
proof of the previous steps, in conjunction with the fact that u(t, x, y) ∈
L`tL
p
xHσy and (3.16).

Remark 3.1. We underline here that the unique global solution u(t, x, y) ∈
Lµ+2t (R;L
µ+2
x (Rn×Hσy (Mk)) earned in Theorems 1.1 (and consequently in
Theorem 1.2) fulfills also
u(t, x, y) ∈ L`t(R;Lpx(Rn ×Hσy (Mk))
for the full set of Strichartz exponents (`, p) as in Definition 2 because of
(3.9).
4. Proof of Theorem 1.3
In this section we present the global well-posedness and scattering results
when the range of the nonlinear power is slightly enlarged to 4n < µ < µ
∗(n).
In this regime, we display the use of the extended inhomogeneous Strichartz
estimates (2.3). We need some preliminaries before to give the proof of the
theorem. For this purpose we introduce the following:
Proposition 4.1. Let n ≥ 3, 4/n ≤ µ < 4/(n − 1) be fixed and s = µn−42µ .
Then there exist (q, r, q˜, r˜) such that:
(4.1) 0 <
1
q
,
1
r
,
1
q˜
,
1
r˜
<
1
2
and
1
q
+
1
q˜
< 1,
n− 2
n
<
r
r˜
<
n
n− 2(4.2)
1
q
+
n
r
<
n
2
,
1
q˜
+
d
r˜
<
n
2
(4.3)
2
q
+
n
r
=
n
2
− s, 2
q
+
n
r
+
2
q˜
+
n
r˜
= n,(4.4)
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1
q˜′
=
µ+ 1
q
,
1
r˜′
=
µ+ 1
r
.(4.5)
For n = 1, 2 we get the same conclusion, provided that we drop conditions
(4.2). We can also assume that
(4.6)
µ
q
+
µn
2r
= 1,
µ
r
< 1.
Proof. This Lemma is nothing else that Lemma 8.2 in [37], so we skip. 
Notice that the previous proposition allows a combined use of (2.1) and
(2.3), this fact means that we have the estimate
‖e−it∆x,yf‖LqtLrxHσy +
∥∥∥∥∫ t
0
e−i(t−τ)∆x,yF (τ)dτ
∥∥∥∥
LqtL
r
xH
σ
y
(4.7)
≤ C(‖f‖HsxHσy + ‖F‖Lq˜′t Lr˜′x Hσy )
for every σ ∈ R. We will also need of the next result.
Lemma 4.1. Let n ≥ 1 and 4/n ≤ µ < 4/(n− 1) be fixed. Then there exist
a Schro¨dinger-admissible pair (`, p) such that:
1
p′
=
1
p
+
µ
r
,(4.8)
1
`′
=
1
`
+
µ
q
,(4.9)
where (q, r) is any couple given by Proposition 4.1.
Proof. Also here we have that above lemma is Proposition 3.3 in [37], with
the following minor modification: the identities (2.12) and (4.8) imply
1
`
=
µn
4r
,
1
p
=
1
2
− µ
2r
and thus the condition (4.9) becomes
(4.10)
µn
2r
+
µ
q
= 1,
which is verified by (4.6). 
Proof of Theorem 1.3. Let us look first for the global well-posedness. We
want to show that, for any (q, r) as in Proposition 4.1,
∀f ∈H s,σx,y with 0 < s <
1
2
and ‖f‖H s,σx,y < ε, ∃! u(t, x, y) ∈ LqtLrxHσy
and that the operator Tf defined in (3.1) satisfies (3.2). We require also for
u(t, x, y) ∈ L∞t (R;H 0,σx,y ).
We proceed as usual by splitting the proof in further different steps. Con-
sider now the further resolution norm
‖w‖Zσ(q,r) = ‖w‖LqtLrxHσy + ‖w‖L`tLpxHσy ,(4.11)
NLS ON Rn ×Mk 15
where (`, p) = (`(q, r), p(q, r)) is the pair uniquely determined by the condi-
tions (4.8) and (4.9) of Lemma 4.1. Then, similarly to the proof of Theorem
1.1, the first task consists in proving what follows.
Step One: for any σ > k2 , ∃ ε = ε(σ) > 0 and an R = R(σ) > 0, such
that
Tf (BZσ(q,r)(0, R)) ⊂ BZσ(q,r)(0, R),
for any f ∈ H s,σx,y with 0 < s < 12 as in Proposition 4.1 and so that‖f‖H s,σx,y < ε.
We need to deal first with the control of the nonlinear term in the LqtL
r
xH
σ
y -
norm. The inhomogeneous Strichartz estimates contained in (4.7) in con-
nection again with the fractional inequality (3.4), now with µ < µ∗(n), bring
to
‖u|u|µ(t, x, ·)‖
Lq˜
′
t L
r˜′
x H
σ
y
≤ ‖‖u(t, x, ·)‖µ+1Hσy ‖Lq˜′t Lr˜′x .(4.12)
We select
1
r˜′
=
µ+ 1
r
,
1
q˜′
=
(µ+ 1)
q
,
as in (4.5) and with (q, r, q˜, r˜) a point allowed by Proposition 4.1. An ap-
plication of Ho¨lder inequality gives that the l.h.s of (4.12) can be bounded
by
‖‖u(t, ·, ·)‖µ+1LrxHσy ‖Lq˜′t ≤ ‖u‖
µ+1
L
(µ+1)q˜′
t L
r
xH
σ
y
≤
≤ C‖u‖µ+1
LqtL
r
xH
σ
y
,(4.13)
for some constant C > 0. Finally we can write the following
‖Tfu‖LqtLrxHσy ≤ C‖f‖HsxHσy + C|λ|‖u‖
µ+1
LqtL
r
xH
σ
y
,(4.14)
with 0 < s < 12 as in Proposition 4.1. Furthermore the classical Strichartz
estimate (2.13) in connection with Lemma 4.1 and an application of Ho¨lder
inequality yield the following
‖Tfu‖L`tLpxHσy ≤ ‖f‖H 0,σx,y + |λ|‖u|u|
µ‖
L`
′
t L
p′
x Hσy
(4.15)
≤ C‖f‖H 0,σx,y + C|λ|
∥∥‖u(t, x, y)‖µ+1Hσy ∥∥L`′T Lp′x
≤ C‖f‖H 0,σx,y + C|λ|
∥∥‖u(t, x, y)‖Hσy ‖u(t, x, y)‖µHσy ∥∥L`′t Lp′x
≤ C‖f‖H s,σx,y + C|λ|‖u(t, x, y)‖L`tLpxHσy ‖u(t, x, y)‖
µ
LqtL
r
xH
σ
y
,
where in the last inequality we used, for any s ≥ 0, the embedding H s,σx,y ⊂
H 0,σx,y , which is a direct consequence of Fubini’s Theorem, Plancherel’s iden-
tity w.r.t. the x-variable and the fact that the operators (1−∆x)−
s
2 and
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(1−∆y)−
σ
2 commute. In that way we must have
‖Tfu‖L`tLpxHσy ≤ C‖f‖H s,σx,y + C|λ|‖u‖L`tLpxHσy ‖u‖
µ
LqtL
r
xH
σ
y
.(4.16)
A combination of (4.14) and (4.16) brings to the inequality
‖Tfu‖Zσ(q,r) ≤ C‖f‖H s,σx,y + C|λ|‖u‖Zσ(q,r)‖u‖µLqtLrxHσy ,(4.17)
then it is enough to proceed as in the proof of Theorem (1.1).
We have to approach now the further step.
Step Two: Tf is a contraction on BZσ(q,r)(0, R), equipped with the norm
‖.‖LqtLrxL2y .
Given any v1, v2 ∈ BXσT (q,r)(0, R) we achieve, again by an use of estimates
(2.3), the chain of bounds
‖Tfv1 − Tfv2‖LqtLrxL2y ≤ |λ|‖v1|v1|
µ − v2|v2|µ‖Lq˜′t Lr˜′x L2y ≤
≤ |λ|
∥∥∥‖v1 − v2‖L2y(‖v1‖µHσy + ‖v2‖µHσy )∥∥∥Lq˜′t Lr˜′x ≤
≤ |λ|
∥∥∥‖v1 − v2‖LrxL2y(‖v1‖µLrxHσy + ‖v2‖µLrxHσy )∥∥∥Lq˜′t ,(4.18)
by Minkowski and Ho¨lder inequalities we see that the last term in previous
estimate (4.18) can be controlled as follows
|λ|
∥∥∥‖v1 − v2‖LrxL2y(‖v1‖µLrxHσy + ‖v2‖µLrxHσy )∥∥∥Lq˜′t ≤
≤ C|λ|
∥∥∥‖v1 − v2‖LrxL2y‖v1‖µLrxHσy ∥∥∥Lq˜′t +
∥∥∥‖v1 − v2‖LrxL2y‖v2‖µLrxHσy ∥∥∥Lq˜′t ≤
≤ C|λ|
(
‖v1‖µLqtLrxHσy + ‖v2‖
µ
LqtL
r
xH
σ
y
)
‖v1 − v2‖LqtLrxL2y .(4.19)
Thus we arrive at
‖Tf (v1 − v2)‖LqtLrxL2y(4.20)
≤ C|λ|‖v1 − v2‖LqtLrxL2y sup
i=1,2
{
‖vi‖LqtLrxHσy
}µ ≤ C|λ|‖v1 − v2‖LqtLrxL2y(R(ε))µ
and again limε→0R(ε) = 0 in the above estimate allows to conclude.
Step Three: the solution exists and it is unique in Zσ(q, r). Furthermore
we have u(t, x, y) ∈ L∞t (R;H 0,σx,y ).
We apply the contraction principle to the map Tf defined on the com-
plete metric space BZσ(q,r)(0, R) and equipped with the topology induced
by ‖.‖LqtLrxL2y . Moreover to guarantees u(t, x, y) ∈ L
∞
t (R;H
0,σ
x,y ) it suffices,
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by arguing as in the previous steps just using estimates (2.14) instead of
(2.13) in the proof of (4.15), the inequality
‖Tfu‖L∞t H 0,σx,y ≤ C‖f‖H s,σx,y + C|λ|‖u‖Z(q,r)‖u‖
µ
LqtL
r
xH
σ
y
.(4.21)
To complete the proof of Theorem 1.3, it remains to see for the asymp-
totic completeness property (1.13). It follows, in a standard fashion, by
proving that
(4.22) lim
t1,t2→∞
‖
∫ t2
t1
e−is∆x,y(u|u|µ)ds‖H 0,σx,y = 0
From the dual estimate (3.21) with (`′, p′) chosen as in Lemma 4.1, we have
that (4.22) is a consequence of
lim
t1,t2→∞
‖u|u|µ‖
L`
′
(t1,t2)
Lp
′
x Hσy
= 0.
Such a limit can be earned following the same scheme of the proof of (4.15),
in conjunction with the fact that u(t, x, y) ∈ LqtLrxHσy ∩ L`tLpxHσy .

Appendix A. A fractional inequality on compact manifolds
The target of this Appendix, having its own interest, is to present fun-
damental tools giving the way, in the end, to the proof of inequality (3.4).
Given any compact manifold Mk, we invoke the following basics:
• the curvature tensor (with its derivatives) is bounded;
• the Ricci curvature tensor is bounded from below;
• the injectivity radius is positive.
These facts enable to represent the fractional derivative |∇y|σ = (−∆y)
σ
2
when 0 < σ < 1 as
|∇y|σf(x) =
∫ ∞
0
(
1
tσvg(B(x, t))
∫
B(x,t)
|f(x)− f(y)| dvg(y)
)2
dt
t
 12 ,
(A.1)
where with B(x, t) we indicate the open ball of center x ∈ Mk and radius
t > 0 (for additional details we remand to [1] or [12]). Therefore we can
recall the next
Lemma A.1. Assume Mk a compact manifold with dimension k ≥ 1 and
let φ be an Ho¨lder continuous function of order 0 < µ < 1. Thus, for any
0 < s < µ, 1 < q <∞ and sµ < σ < 1 we get
(A.2) ‖|∇y|sφ(f)‖Lq ≤ C
∥∥∥|f |µ− sσ ∥∥∥
Lq1
‖|∇y|σf‖
s
σ
Lq2
s
σ
,
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with C > 0, 1q =
1
q1
+ 1q2 and
(
1− sµσ
)
q1 > 1.
Proof. The proof is the same as in Proposition A.1 in [39] and works in our
framework without any changes. It comes out from the pointwise inequality
(A.3) |∇y|sφ(f)(x) ≤ C(M(|f |µ)(x))1−
s
µσ (|∇y|sf(x))
s
σ ,
where
M(f)(x) = sup
t>0
1
vg(B(x, t))
∫
B(x,t)
|f(y)| dvg(y),
is the Hardy-Littlewood maximal operator defined on Mk (for additional
details we refer [2] and [11]). 
At this point we can shape the main result of this section (we refer to [12],
see also [18] and [29] for an analogue property on the flat manifold Rn).
Proposition A.1. For any f ∈ Hσy ∩L∞y let G(f) = f |f |µ be a real function
with µ > 0. Then one has
(A.4) ‖f |f |µ‖Hσy ≤ C‖f‖Hσy ‖f‖
µ
L∞y
,
with C > 0, provided that 0 < σ < 1 + µ.
Proof. Case 0 < σ < 1. Because in this regime one has
(A.5) ‖f‖Hσy ∼ ‖f‖L2y + ‖|∇y|
σf‖L2y ,
with |∇y|σ as in (A.1), the result is given by an application of the elementary
inequality
|f(x)|f(x)|µ − f(y)|f(y)|µ|
≤ C‖|f |µ‖L∞y |f(x)− f(y)| ≤ C‖f‖
µ
L∞y
|f(x)− f(y)| ,
(for the the proof of (A.4) in the specific case of Mk = T1 we remand to
Lemma 4.1 in [37]).
Case σ = 1. This is given by the fact that the L∞ ∩Hσy is an algebra.
Case σ > 1. We will only give the details for µ < 1. The argument works
also in the case µ > 1 observing that if G(f) = f |f |µ then G(0) = · · · =
G(d)(0) = 0 for d = [µ], being [µ] the integer part of µ.
Because of σ > 1 we can write σ = 1 + s with 0 < s < 1, then by the
definition of the Hσy -norm we arrive at
‖f |f |µ‖Hσy(A.6)
≤ C‖f |f |µ‖Hsy + C‖∇y(f |f |
µ)‖Hsy ≤ C‖f |f |
µ‖Hsy + C‖|f |
µ∇yf‖Hsy .
Then we can see that it is enough to carry on with the last term in the
previous estimate (A.6), that is
‖|f |µ∇yf‖Hsy(A.7)
≤ C‖∇yf‖Hsy‖f‖
µ
L∞y
+ C‖∇yf‖L2σy ‖|f |
µ‖
W
s,2σs
y
,
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where we used the first estimate of Theorem 27 in [12]. Since the interpola-
tion bound
(A.8) ‖∇yf‖L2σy ≤ C‖f‖
1
σ
Hσy
‖f‖1−
1
σ
L∞y
,
(see again Theorem 27 in [12]) we need only to prove the following one
(A.9) ‖|∇y|s|f |µ‖
L
2σs
y
≤ C∥∥|∇y|σf∥∥ sσ
L
2σσ
y
‖f‖µ−
s
σ
L∞y
,
for some sµ < σ < 1. Assume the above (A.9) true, then by the interpolation
estimate (we refer to the Propositions 31, 32 in [12])
(A.10)
∥∥|∇y|σf∥∥
L
2σσ
y
≤ C‖|∇y|σf‖
σ
σ
L2y
‖f‖1−
σ
σ
L∞y
,
one achieve
‖|∇y|s|f |µ‖
L
2σs
y
≤ C
(
‖|∇y|σf‖
σ
σ
L2y
‖f‖1−
σ
σ
L∞y
) s
σ
‖f‖µ−
s
σ
L∞y
(A.11)
≤ C‖|∇y|σf‖
s
σ
L2y
‖f‖
s
σ
− s
σ
L∞y
‖f‖µ−
s
σ
L∞y
≤ C‖f‖
s
σ
Hσy
‖f‖
s
σ
− s
σ
L∞y
‖f‖µ−
s
σ
L∞y
.
Therefore (A.8) in connection with (A.11), recalling again the definition of
the Hσy -norm, brings to
‖∇yf‖L2σy ‖|f |
µ‖
W
s,2σs
y
≤ C‖f‖Hσy ‖f‖
µ
L∞y
.(A.12)
Finally combining (A.6), (A.7) and (A.12) one arrive at (A.4). It remains to
consider the estimate (A.9). Since the function |f |µ is Ho¨lder continuous of
order 0 < µ < 1, one is in position to apply Lemma A.1 with q = q2 = 2
σ
s ,
q1 =∞ and σ = σ getting
‖|∇y|s|f |µ‖
L
2σs
y
≤ C∥∥|∇y|σf∥∥ sσ
L
2σs
s
σ
y
∥∥∥|f |µ− sσ ∥∥∥
L∞y
,
that is the desired (A.9). 
Corollary A.1. The same conclusions of Proposition A.1 remain valid if
one replace the function f |f |µ by |f |1+µ.
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