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DONALDSON–THOMAS INVARIANTS VS. INTERSECTION
COHOMOLOGY FOR CATEGORIES OF HOMOLOGICAL
DIMENSION ONE
SVEN MEINHARDT
Abstract. The present paper is an extension of a previous paper written in
collaboration with Markus Reineke dealing with quiver representations. The
aim of the paper is to generalize the theory and to provide a comprehensive
theory of Donaldson–Thomas invariants for abelian categories of homological
dimension one (without potential) satisfying some technical conditions. The
theory will apply for instance to representations of quivers, coherent sheaves
on smooth projective curves, and some coherent sheaves on smooth projective
surfaces. We show that the (motivic) Donaldson–Thomas invariants satisfy
the Integrality conjecture and identify the Hodge theoretic version with the
(compactly supported) intersection cohomology of the corresponding moduli
spaces of objects. In fact, we deal with a refined version of Donaldson–Thomas
invariants which can be interpreted as classes in the Grothendieck group of
some “sheaf” on the moduli space. In particular, we reproduce the intersection
complex of moduli spaces using Donaldson–Thomas theory.
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1. Introduction
The theory of Donaldson–Thomas invariants started around 2000 with the sem-
inal work of R. Thomas [43]; associating numerical invariants, that is, numbers, to
moduli spaces in the absence of strictly semistable objects. Six years later D. Joyce
[18],[19],[20],[21],[22],[23] and Y. Song [24] extended the theory, producing numbers
even in the presence of semistable objects which is the generic situation. Around
the same time, M. Kontsevich and Y. Soibelman [30],[32],[31] independently pro-
posed a theory producing motives instead of simple numbers, also in the presence of
semistable objects. The technical difficulties occurring in their approach disappear
in the special situation of representations of quivers (with zero potential). This case
has been intensively studied by Markus Reineke in a series of papers [38],[39],[40].
Despite some computations of motivic or even numerical Donaldson–Thomas in-
variants for quivers with or without potential (see [2],[10],[8],[36]), the true nature
of Donaldson–Thomas invariants still remains mysterious.
This paper is a second step to disclose the secret by showing that the Donaldson–
Thomas invariants for abelian categories of homological one satisfying some tech-
nical condition compute the compactly supported intersection cohomology of the
closure of the simple locus inside the associated coarse moduli space of (semisimple)
objects. The first step has already been done by the author in collaboration with
Markus Reineke in [35] which contains all the results presented here in the case of
quiver without potential.
We will actually prove an even stronger version by defining a Donaldson–Thomas
“sheaf” on the coarse moduli space M. Strictly speaking, this sheaf is not a (per-
verse) sheaf but a class in a suitably extended Grothendieck group of mixed Hodge
modules. The cohomology with compact support of that sheaf is the usual Hodge
theoretic Donaldson–Thomas invariant - a class in the Grothendieck group of mixed
Hodge structures. Our main result is the following (we refer to the following sections
for precise notation):
Theorem 1.1. Let Ak be an abelian k-linear category satisfying some technical
condition. Then the Donaldson–Thomas sheaf and the intersection complex of the
closure of the simple locus Ms inside the coarse moduli space M agree in the
Grothendieck group of mixed Hodge modules. In particular, by taking cohomology
with compact support, we obtain for every “dimension vector” d
DTd =
{
ICc(Md,Q) = IC(Md,Q)∨ if Msd 6= ∅,
0 otherwise
in the Grothendieck ring of (polarizable) mixed Hodge structures.
The conditions mentioned in the Theorem are the following:
(1) Existence of a moduli theory A,
(2) Existence of a good moduli stack M,
(3) Existence of a fiber functor ω : A → VectI ,
(4) Existence of good GIT-quotients M,
(5) Representability and properness of the universal Grassmannian,
(6) Existence of a good deformation theory,
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(7) The number (E,F ) := dimKHomAK(E,F ) − dimK Ext1AK(E,F ) is locally
constant on M×M,
(8) The pairing (−,−) is symmetric.
The first six properties ensure that the objects, we are talking about, exist and
have the “usual” properties1. Coherent sheaves on smooth projective varieties or
representations of quivers with relation fall in the class of examples. Condition
(7) is our form of saying that AK is of homological dimension one for every field
extension K ⊃ k. Note that AK might not have enough projectives or injectives and
the definition of higher Ext-groups needs some care which we bypass by assumption
(7). Property (8) is the most important one in Donaldson–Thomas theory and
cannot be overestimated. For the usual categories of homological dimension one,
(8) boils down to a genericity assumption on stability conditions.
It is good to keep in mind thatAk is usually not the category of all objects of interest
but only the subcategory of semistable objects of a fixed “slope”. The simple objects
are the stable ones and the semisimple objects correspond the polystable ones. It is
this restriction which guaranties properties (1)–(8) even if they are not satisfied for
the “big” category of all objects. An even more special situation occurs for surfaces
of Kodaira dimension −∞. Here, Ak can be exhausted by full abelian subcategories
which satisfy our assumptions even though Ak might not.
A technical tool which turns out the be of central interest is the moduli space
Mf,d of semistable framed objects. Framed objects are objects E in Ak together
with a bunch of vectors in some I-graded finite dimensional vector space ωk(E) of
graded dimension d ∈ N⊕I associated to E. Such an object is called semistable,
if the vectors are not contained in the subvector space ωk(E
′) for some subobject
E′ ⊂ E. By forgetting the vectors, we get the so-called Hilbert–Chow morphism
πf,d :Mf,d −→Md which has the following remarkable property.
Theorem 1.2. Under the assumptions (1)–(8), the morphism πf,d :Mf,d −→Md
forgetting the framing is projective and virtually small, that is, there is a finite strat-
ification Md = ⊔ξSξ with empty or dense stratum S0 =Msd such that π−1f,d(Sξ) −→
Sξ is e´tale locally trivial and
dimπ−1f,d(xξ)− dimPf ·d−1 ≤
1
2
codimSξ
for every xξ ∈ Sξ with equality only for Sξ = S0 6= ∅ with fiber π−1f,d(x0) ∼= Pf ·d−1.
Notice that Donaldson–Thomas invariants can be computed quite efficiently.
Thus, our theorem provides a quick algorithm to determine intersection Hodge
numbers. There is already an algorithm to compute intersection numbers going
back to extensive work of F. Kirwan around 1985 (see [26],[27],[28],[29]). However,
writing Md as a GIT-quotient Xd//Gd, this algorithm is very complicated as one
has to understand to action of Gd on Xd in a very precise way. In Donaldson–
Thomas theory the precise action can be dropped, and one only needs to know the
intersection cohomology of Xd. Moreover, using wall-crossing formulas, we are now
able to understand the change of intersection Hodge numbers under variations of
stability conditions.
Let us give a couple of applications of the results proven here.
Corollary 1.3 (Positivity). For representations of quivers the (motivic) Donaldson–
Thomas invariant is a polynomial in the Lefschetz motive with positive coefficients.
Indeed, the coefficients are the dimensions of the intersection cohomology groups
and the latter carry a pure Hodge structure.
1One can show that Representability in (5) is a consequence of (6). Properness of the Grass-
mannian is not used in this paper but will become important in future projects.
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Another corollary is obtained by using the fact that the moduli space of semistable
quiver representations admits a proper map to the affine, connected moduli space
of semisimple representations of the same dimension vector. If the quiver is acyclic,
there is only one, thus the moduli space must be compact and we can apply the
Hard Lefschetz theorem to intersection cohomology.
Corollary 1.4 (Unimodularity). If Q is acyclic, the Donaldson–Thomas invariant
for a generic stability condition is a unimodular polynomial in the Lefschetz mo-
tive. The unimodularity remains true for the Hodge polynomial of the Donaldson–
Thomas invariants for Gieseker semistable sheaves on smooth compact curves or
smooth projective surfaces of Kodaira dimension −∞.
The next result is a direct consequence of our main theorem and Proposition
6.10 and Corollary 6.12.
Corollary 1.5 (Locality). Fix a point in the moduli space of objects in Ak, that
is, a semisimple object E =
⊕
k∈K E
mk
k with simple pairwise non-isomorphic sum-
mands Ek. If the component of the moduli space containing E also contains stable
representations, then the fiber at E of the intersection complex of the moduli space
M is given by the intersection cohomology of a moduli space associated to the Ext1-
quiver of the collection (Ek)k∈K .
The paper is organized as follows. Section 2 provides some background on quiv-
ers an their representations. The main purpose is to fix notation used later and to
provide an easy example of the theory.
Section 3 generalizes section 2 to more general abelian categories of homological
dimension one. We discuss all the assumptions (1)–(8) in detail and proof some
results which basically say that moduli spaces and stacks behave as they should do.
The most important result of section 3 is Theorem 3.42, stating that the so-called
Hilbert–Chow morphism is virtually small. Parts of the proof of this important
technical result are postponed to section 7.
Section 4 is devoted to intersection complexes and the Schur functor formalism.
As we need the notion of a weight filtration, restricting to perverse sheaves is not
sufficient. Hence, we have to consider mixed Hodge modules, but there is no rea-
son to be worried about that. We only need that the Grothendieck group is freely
generated (as a group) by some sort of intersection complexes, and also the Decom-
position Theorem of Beilinson, Bernstein, Deligne, Gabber and Saito will be used
sometimes.
Taking direct sums of representations induces a symmetric monoidal tensor prod-
uct on the category of mixed Hodge modules by convolution. Using some general
machinery (see [11]), one can introduce Schur (endo)functors. Among them the
symmetric and alternating powers are the most famous ones, and we finally obtain
a λ-ring structure on the Grothendieck group of mixed Hodge structures.
The λ-ring structure is used in Section 5 to define the Donaldson–Thomas
“sheaves”. Using the virtual smallness of the Hilbert–Chow morphism and the
Decomposition Theorem, we finally deliver the proof of our main theorem by com-
paring degrees of the weight filtration.
While proving our main result in section 5, we will observe that a certain finite-
ness condition is crucial. It turns out that this condition is a sheaf version of the
famous integrality conjecture in Donaldson–Thomas theory. We provide a proof of
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this “sheafified integrality conjecture” reducing the problem to a result of Efimov
(see [12], Theorem 1.1). Here is the main result of section 6.
Theorem 1.6 (Integrality Conjecture, sheaf version). For an abelian category Ak
satisfying the conditions (1)–(8) the motivic Donaldson–Thomas sheaf DT mot is in
the image of the natural map
Kˆ(Var /M)[L−1/2] −→ Kˆ(Var /M)[L−1/2, (Ln − 1)−1 : n ∈ N].
By “integrating” over the moduli space of objects of a given dimension vector d,
we obtain a proof of the famous integrality conjecture.
Corollary 1.7 (Integrality Conjecture). For Ak as above the motivic Donaldson–
Thomas invariant DTmotd is in the image of the natural map
Kˆ(Var /k)[L−1/2] −→ Kˆ(Var /k)[L−1/2, (Ln − 1)−1 : n ∈ N].
This result has been obtained by Efimov for representations of symmetric quivers
and trivial stability condition (see [12], Theorem 1.1). A very complicated proof of
the integrality conjecture even for quivers with potential was given by Kontsevich
and Soibelman (see [32], Theorem 10).
Let me finally give some outline of other papers occurring in the near future. In
[9] the authors use the results proven here to give a comprehensive treatment of
Donaldson–Thomas theory for categoriesAk as above satisfying assumption (1)–(8)
which are equipped with a “potential” or even more general structures. In another
paper [7] a categorification of all these results is provided in the context of mixed
Hodge modules.
Acknowledgments. The main result of the paper was originally observed and
conjectured by J. Manschot while doing some computations. The author is very
grateful to him for sharing his observations and his conjecture which was the start-
ing point of this paper. The author would also like to thank Jo¨rg Schu¨rmann for
answering patiently all questions about mixed Hodge modules. Special thanks goes
to Markus Reineke for providing a wonderful atmosphere to complete this research.
Many of the results proven here took there origin in a previous version [35] for
quivers only written in collaboration with Markus. His beautiful ideas still provide
the background of this expanded version.
2. Moduli spaces of quiver representations
2.1. Quiver representations. We fix a field K which might either be our ground
field k or, as in section 6, a not necessarily algebraic extension of the latter. Let
Q = (Q0, Q1, s, t) be a quiver consisting of a not necessarily finite set Q0 of vertices
and a set Q1 of arrows with s, t : Q1 → Q0 being the source and target maps.
We assume that for every pair (i, j) ∈ Q20 the set Q(i, j) of arrows from i to j is
finite. To any quiver we associate its K-linear path category KQ with set of objects
Q0 and HomKQ(i, j) being the K-vector space generated by all paths from i to j.
Composition is induced by K-linear extension of concatenation of paths.
There is a second (dg-)category associated to Q, namely its Ginzburg category
ΓKQ. The underlying K-linear category is the path category KQex associated to
the extended quiver Qex = (Q0, Q1 ⊔Qop1 ⊔Q0, sex, tex) obtained from Q by adding
to every arrow α : i → j of Q another arrow α∗ : j → i with opposite orientation,
and a loop li : i→ i for every vertex i ∈ Q0. We make ΓKQ into a dg-category by
introducing a grading such that deg(α) = 0, deg(α∗) = −1, and deg(li) = −2. The
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differential is uniquely determined by putting
dα = dα∗ = 0 and dli =
∑
α:i→j
α∗α−
∑
α:j→i
αα∗.
Apparently, H0(ΓKQ) ∼= KQ can be interpreted as a dg-category with zero grading
and trivial differential.
By looking at dg-functors V : KQ −→ dg-VectK and W : ΓKQ −→ dg-VectK
into the category of dg-vector spaces with finite dimensional total cohomology,
we get two dg-categories with model structures and associated triangulated homo-
topy (A∞-)categories D
b(KQ − Rep) and Db(ΓKQ − Rep). Each has a bounded
t-structure with heart KQ − Rep being the abelian category of quiver representa-
tions, that is, of functors V : KQ −→ VectK into the category of finite dimensional
K-vector spaces. In particular,
K0(D
b(KQ− Rep)) ∼= K0(Db(ΓKQ− Rep)) ∼= K0(KQ− Rep).
There is a group homomorphism dim : K0(KQ − Rep) −→ Z⊕Q0 associating to
every representation V the tuple (dimK Vi)i∈Q0 ∈ N⊕Q0 of dimensions of the vector
spaces Vi := V (i). There are two pairings on Z⊕Q0 defined by
(d, e) :=
∑
i∈Q0
diei −
∑
Q1∋α:i→j
diej
〈d, e〉 := (d, e) − (e, d)
such that the pull-back of these pairings via dim is just the Euler pairing induced
by Db(KQ−Rep) resp. Db(ΓKQ−Rep). The skew-symmetry of the latter reflects
the fact that Db(ΓKQ − Rep) is a 3-Calabi–Yau category, that is, the triple shift
functor [3] is a Serre functor.
2.2. Moduli spaces. The stack of Q-representations, that is, of objects in KQ−
Rep, can be described quite easily. For this, fix a dimension vector d = (di) ∈ N⊕Q0
and letGd :=
∏
i∈Q0
Aut(Kdi) act onRd :=
∏
α:i→j Hom(K
di,Kdj ) by simultaneous
conjugation. The stack of KQ-representations of dimension d is just the quotient
stack Md = Rd/Gd.
We want to study semistable representations of Q. As the radical of the Eu-
ler pairing contains the kernel of dim : K0(KQ − Rep) −→ Z⊕Q0 , every tuple
ζ = (ζi)i∈Q0 ∈ {r exp(iπφ) ∈ C | r > 0, 0 < φ ≤ 1}Q0 ⊂ CQ0 provides a numerical
Bridgeland stability condition onDb(KQ−Rep) and onDb(ΓKQ−Rep) with central
charge Z(V ) = ζ · dimV :=∑i∈Q0 ζi dimK Vi of slope µ(V ) := −ℜeZ(V )/ℑmZ(V )
and standard t-structure. Hence we get an open substack Mζ−ssd = R
ζ−ss
d /Gd of
semistable KQ-representations. For µ ∈ (−∞,+∞] we call ζ µ-generic if 〈d, e〉 = 0
for all d, e ∈ N⊕Q0 of slope µ, and generic if that holds for all µ. For finite Q0 the
non-generic “stability conditions” ζ lie on a countable but locally finite union of
real codimension one walls in the complex manifold {r exp(iπ phi) ∈ C | r > 0, 0 <
φ ≤ 1}Q0 . Obviously every stability for a symmetric quiver is generic. Another im-
portant class is given by complete bipartite quivers and the maximally symmetric
stabilities used in [41] to construct a correspondence between the cohomology of
quiver moduli and the GW invariants of [14].
As we wish to form moduli schemes, we should restrict ourselves to King stability
conditions ζ = (−θi+
√−1)i∈Q0 for some θ = (θi) ∈ ZQ0 , giving rise to a lineariza-
tion of the Gd-action on Rd with semistable points R
ζ−ss
d . Let us denote the GIT-
quotient by Mζ−ssd = Rζ−ssd //Gd. The points in Mζ−ssd correspond to polystable
representations V = ⊕κVκ, and the obvious morphism p : Mζ−ssd −→Mζ−ssd maps
a semistable representation to the direct sum of its stable factors. We also have the
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open substack Mζ−std ⊂Mζ−ssd of stable representations mapping to the open sub-
scheme Mζ−std ⊂ Mζ−ssd of stable representations. Note that Md,Mζ−ssd ,Mζ−std ,
and Mζ−std are smooth while Mζ−ssd is not. Moreover, Mζ−std is either dense in
Mζ−ssd or empty. We call θ (µ-)generic if ζ = (−θi +
√−1)i∈Q0 is (µ-)generic in
the previous sense.
For later applications we also need framed Q-representations (see [13]). For this
we fix a framing vector f ∈ NQ0 and consider representations of a new quiver
Qf = (Q0 ⊔ {∞}, Q1 ⊔ {βli : ∞ → i | i ∈ Q0, 1 ≤ li ≤ fi}) with dimension
vector d′ obtained by extending d via d∞ = 1. We also extend θ appropriately
(see [13]) and get a King stability condition θ′ for Qf . Let Mζ−ssf,d be the moduli
space of θ′-semistable Qf -representations of dimension vector d
′. It turns out (cf.
Proposition 3.39) that Mζ−ssf,d = Mζ−stf,d , and thus Mζ−ssf,d is smooth. There is an
obvious morphism π :Mζ−ssf,d −→Mζ−ssd , obtained by restricting a θ′-(semi)stable
representation of Qf to the subquiver Q which turns out to be θ-semistable.
A quiver with relations is a quiver Q and a collection r(i, j) ⊂ HomKQ(i, j)
of finite dimensional subspaces for (i, j) ∈ Q20. Note that HomKQ(i, j) does not
need to be finite dimensional unless Q0 is finite. We say that a representation
V : KQ → VectK satisfies the relations if V (f) = 0 for all f ∈ r(i, j) and all pairs
(i, j) ∈ Q20. The substack of representations of Q satisfying r is closed in M and
can be described as a quotient Rrd/Gd for a closed subscheme R
r
d ⊂ Rd.
3. Moduli of objects in abelian categories
3.1. Moduli functors of objects in abelian categories. As we want to talk
about moduli stacks and spaces, we need some moduli functor M which attaches
to every k-scheme S the groupoid M(S) of “families of objects” in some abelian
category Ak together with isomorphisms between them. For later applications it
is useful not only to consider isomorphisms but also general morphisms between
families of objects. Therefore, we make the following first assumption.
(1) Existence of a moduli theory: There is a contravariant (pseudo)functor
A : S 7→ AS from the category of k-schemes S to the category of essentially small
exact categories using the shorthand AR := ASpecR for any k-algebra R, satisfy-
ing the usual axioms of a stack. Moreover, for every k-scheme S and every pair
E1, E2 ∈ AS the groups HomAS (E1, E2) and Ext1AS (E1, E2) should carry the struc-
ture of a finitely generated OS(S)-module such that composition is OS-bilinear.
We assume that pull-backs and push-outs of short exact sequences exist in AS ,
and the action of f ∈ OS(S) on Ext1AS (E1, E2) coincides with the pull-back along
f ∈ EndAS (E1) or the push-out of a short exact sequence along f ∈ EndAS (E2).
If K ⊃ k is a field extension, AK should be abelian.
Example 3.1. Let (Q, r) be a quiver with relations and let AS be the category of
quiver representations on vector bundles on S, i.e. the category of functors
V : kQ −→ VectS vanishing on r.
Example 3.2. Let X be a smooth projective variety and let AS be the category
of coherent sheaves on S ×X flat over S.
We denote with M the subfunctor of A mapping S to the groupoid Isom(AS)
of isomorphisms in AS . It is also a stack.
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(2) Existence of good moduli stacks: We require that M is isomorphic to
⊔d∈N⊕IXd/Gd for some algebraic space Xd with Gd =
∏
i∈I GL(di). For E ∈ Md
we use the notation dimE = d and call dimE the dimension (vector) of E.
Let us explain the last condition. Since ⊔d∈N⊕I Spec k/Gd is the stack of I-graded
vector spaces of total finite dimension and Xd/Gd −→ Spec k/Gd is representable,
we obtain a faithful functor ωS : Isom(AS) −→ Isom(VectIS) from the isomorphism
groupoid of AS to the isomorphism groupoid of the category of I-graded vector
bundles on S of finite total rank. Moreover, S 7→ ωS is compatible with pull-
backs. Conversely, every such collection of functors ωS compatible with pull-backs
provides a morphism ω : M → ⊔d∈N⊕I Spec k/Gd of stacks, and we just require
that ω is representable. By definition of the fiber product, the S-points of Xd are
given by equivalence classes of pairs (E,ψ) with E ∈ AS and ψ : ωS(E) ∼−→ OdS an
isomorphism of I-graded vector bundles on S with OdS :=
⊕
i∈I O⊕diS . Two pairs
(E, φ) and (E′, ψ′) are equivalent if there is a (unique) isomorphism φ : E
∼−→ E′
with ψ′ωS(φ) = ψ.
Example 3.3. The assumption (2) is fulfilled for representation of quivers with
or without relations. For sheaves on smooth projective varieties however, this
condition is not fulfilled as the stack is in general only a nested union of quotient
stacks. This is, where stability conditions come into play. Fixing a suitable stability
condition, one ends up with an open substack of semistable objects which might
satisfy this assumption. This is for instance the case for Gieseker semistable sheaves
and from now on we assume that AS is the category of flat families of Gieseker
semistable sheaves of a particular normalized Hilbert polynomial p ∈ Q[x].
(3) Existence of a fiber functor: As the values of M and ⊔d∈N⊕I Spec k/Gd
are the isomorphism groupoids of exact categories, it is natural to require that ω
has a faithful extension to a morphism ω : A → VectI of functors with values
in exact categories. In particular, ωS : AS → VectIS should be an exact functor.
Moreover, as OS(S) acts on Hom- and Ext1-groups in AS as well as in VectIS ,
we also require that ωS is OS(S) linear. We also require that every morphism
f : E → E′′ in AS with ωS(f) : ωS(E) → ωS(E′′) fitting into an exact sequence
0 → V ′ → ωS(E) ωS(f)−−−−→ ωS(E′′) → 0 in VectIS can be completed to an exact
sequence 0→ E′ → E f−→ E′′ → 0 in AS which implies V ′ ∼= ωS(E′) as ωS is exact.
As an immediate consequence we observe that AK must be of finite length. In
particular, every object in AK has a Jordan–Ho¨lder filtration with simple subquo-
tients.
Lemma 3.4. The functor ωS is conservative, i.e. if f : E → E′′ is a morphism in
AS such that ωS(f) is an isomorphism, then f is already an isomorphism.
Proof. As 0→ 0 → ωS(E) ωS(f)−−−−→ ωS(E′′)→ 0 is exact, we find an exact sequence
0 → E′ → E f−→ E′′ → 0 with ωS(E′) = 0. Thus, ωS(idE′) = ωS(0) which implies
idE′ = 0 by the faithfulness of ωS . Hence, E
′ = 0 and f is an isomorphism. 
Example 3.5. As ωk : Ak → VectIk is faithful and exact, general Tannakian theory
tells us that A = Ak is equivalent to the category of B-comodules for some I-graded
coalgebra B over k. Conversely, given such a coalgebra B, we can define AS to
be the category of I-graded vector bundles V of finite total rank with a morphism
V → B ⊗k V of OS modules such that Vs → B ⊗k Vs is a semistable B ⊗k K-
comodule for every closed point s ∈ S with residue field K. Semistability can be
defined as for quivers using a family ζ = (ζi)i∈I of complex numbers in the upper
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half plane. There is certainly a faithful exact functor ω, but it is not clear whether
or not ω|Mζ−ss is representable unless B satisfies some finiteness conditions.
Example 3.6. If AS is the category of quiver representations satisfying some
relations on Q0-graded vector bundles of finite rank whose restriction to every
closed point is ζ-semistable of slope µ, and if ωS forgets the quiver representation,
then all our assumptions are fulfilled.
We could modify the quiver case by forgetting the I = Q0-grading. Then d is
just a natural number and Xd = ⊔d¯Rssd¯ , where the sum is taken over all tuples
d¯ = (di)i∈Q0 ∈ N⊕Q0 of slope µ such that d =
∑
i∈Q0
di. Thus, Xd does not need
to be connected or of pure dimension.
Example 3.7. In the case of coherent sheaves on a smooth projective variety X
with ample divisor D, we could try to define a functor ωS by means of ωS(E) =
prS ∗E(mD) for somem≫ 0. Unfortunately, it is not known to the author whether
or not a lower bound for m depends only on the normalized Hilbert polynomial
characterizing the category AS . Nevertheless, we can always pretend that such an
ωS exists by the following reason. Let Mκ be any connected component of the
Artin stack Mssp parametrizing semistable coherent sheaves on X of normalized
Hilbert polynomial p. Denote with AκS the full subcategory in AS consisting flat
families of those semistable sheaves whose stable factors occur as subquotients of
objects in Mκ. This subcategory is exact and even abelian if S = SpecK is a
point. Moreover, the set of non-normalized Hilbert polynomials P (E) for stable
E ∈ Aκ
K
and arbitrary field extensions K ⊃ k is finite and we can find an m ≫ 0
such that Ri prS ∗E(mD) = 0 for all i > 0 and all flat families in AκS . (see [17],
Theorem 3.3.7) Thus, ωS |AκS is exact. Furthermore, we may assume ωS(E) = 0
implies E = 0. We encourage the reader to check that all results of the present
paper concerning Mκ will only make use of the subfunctor Aκ ⊂ A.
Let us check the last condition in assumption (3) for AκS . Given a morphism
f : E → E′′ in AκS ⊂ AS such that ωS(f) tits into a short exact sequence. We form
E → E′′ → coker(f) → 0 with a possibly non-flat family coker(f) of semistable
sheaves in Aκ
K
. Restricting the sequence to the fiber over s ∈ S(K) makes it into
a (right) exact sequence in Aκ
K
. Now we apply the exact functor ωK and conclude
ωK(coker(f)|s) = 0 as ωS(f)|s is an isomorphism. Hence, coker(f)|s = 0 for all
fibers, and coker(f) = 0 follows by Nakayama’s lemma. Now we take E′ = ker(f)
which must be in AκS because f is an epimorphism and E,E′′ were flat families in
AκS .
With a similar argument one proves faithfulness of ωS : AκS → VectS .
Example 3.8. The case of curves as better behaved as we can choose m≫ 0 only
depending on the slope. Thus, there is no need for introducing the subcategoriesAκS
as an auxiliary tool. As before we denote with AS the category of coherent sheaves
E on S × X which are flat over S whose restriction to the fiber over any closed
point in S is semistable of slope µ. We define ωS(E) = prS ∗E(mD), where the
ample divisor D on X is pulled back to S×X , and m > (2g−1−µ)/ deg(D) with g
being the genus of the curve. The slope of OS×X(KX −mD) is smaller than µ, and
HomOX (Es,O(KX − mD)) = 0 follows by general arguments about morphisms
between semistable sheaves. As R1 prS ∗E(mD)
∼= prS ∗HomOS×X (E,O(KX −
mD))∨ by relative Serre duality, the functor ωS is exact on AS . This example
actually shows that we cannot take Ak to be the category of all semistable sheaves
even on an elliptic curve X as such an ω might not exist for all slopes. Let us finally
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check faithfulness. If E 6= 0 is a semistable vector bundle of slope µ defined over K
dim(E) = dimH0(X,E(mD)) = deg(E(mD)) + rk(E(mD))(1 − g)
= deg(E) +m rk(E) deg(D) + rk(E)(1 − g)
= rk(E)(µ+m deg(D) + 1− g)
> rk(E)g ≥ 0.
If E 6= 0 is a torsion sheaf, dim(E) > 0 is obvious. Thus ωK(E) = 0 implies E = 0,
and ωK must be faithful. Indeed, if f : E → E′ is a morphism of sheaves, then
ωK(f) = 0 implies 0 = im(ωK(f)) = ωK(im(f)) as ωK is exact, and im(f) = 0
follows. If f is defined over S, we pull back the sequence E → E′ → coker(f)→ 0
of coherent sheaves on X×S to the fibers of the projection S×X → S and conclude
coker(f) = 0 by Nakayama’s lemma and the previous discussion for SpecK. Now
we proceed in the same way with the exact sequence 0 → ker(f) → E → E′ → 0
of flat coherent sheaves and conclude ker(f) = 0.
3.2. GIT-theory of moduli of objects. As we want to make a statement about
moduli spaces instead of moduli stacks, we need another assumption ensuring the
existence of good quotients. Before we do this, let us recall the following well-
known facts. Given a one-parameter subgroup, or 1-PS for short, λ : GL(1)→ Gd
defined over K, there is a decomposition of Kd := ⊕i∈IKdi into irreducible GL(1)-
subrepresentations parametrized by an integer n ∈ Z, i.e. Kd = ⊕n∈ZWn for
some I-graded vector spaces Wn on which GL(1) acts by multiplication with z
n.
Introduce the descending filtration
. . . ⊂Wn+1 ⊂Wn ⊂Wn−1 ⊂ . . . ⊂ Kd
with limits 0 = ∩n∈ZWn and Kd = ∪n∈ZWn given by Wn =
⊕
m≥nWm. Such a
filtration is uniquely determined by λ, but a different 1-PS corresponding to dif-
ferent complementary subspaces Wn inside W
n will produce the same filtration.
Conversely, every such filtration is created by a 1-PS which can be constructed
by choosing compliments Wn of W
n+1 inside Wn and requiring that λ acts with
character z → zn on Wn. The 1-PS’s associated to different choices are conjugate
inside the parabolic subgroup of Gd preserving W
•. Note that the filtration is
proper, i.e. has not only one step, if and only if λ does not map to GL(1) embedded
diagonally into Gd. Moreover, given a pair (W,n) consisting of a subvector space
W ⊂ Kd and an integer n, we produce the descending filtration W • of Kd with
Wn+1 = 0,Wn = W and Wn−1 = Kd to which we can associate a 1-PS λW,n
defined over K up to conjugation in the parabolic group associated to W •.
Given a scheme Yd with a Gd-action and a Gd-linearization Ld, we consider the limit
xλ0 := lim
z→0
λ(z)x which might or might not exist. If it does, λ induces an irreducible
linear representation of GL(1) in the fiber of Ld over xλ0 of weight −µLd(x, λ). We
use the convention µLd(x, λ) = +∞ if the limit does not exist. With these back-
ground at hand, we are now ready to state the following assumption.
(4) Existence of good GIT-quotients: Assume that every Xd has an em-
bedding into the open subscheme X
ss
d of semistable points inside some k-scheme
Xd with Gd-action and Gd-linearization Ld. Moreover, there should be a projective
morphism fd : Xd → SpecAd to some affine scheme of finite type such that Ld is
ample with respect to fd. Let p˜d : X
ss → Xss//Gd be the uniform categorical quo-
tient (see [37], Theorem 1.10). We also require Xd = p˜
−1
d (Md) for some subscheme
Md ⊂ Xssd //Gd which should be open if chark > 0. Furthermore, for every 1-PS in
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Gd and any x ∈ Xd we require
(1) µLd(x, λ) =
∑
n∈Z
µLd(x, λW
n,n).
Moreover, for x ∈ Xd represented by (E,ψ) defined over K the conditions
(a) the limit point xλ0 exists and is in Xd,
(b) there are subobjects En ⊂ E with ωK(En) = ψ(Wn) for all n ∈ Z,
(c) the equation µLd(x, λ) = 0 holds,
should be equivalent. In this case xλ0 is given by the associated graded (trivialized)
object (grE• = ⊕n∈ZEn/En+1, grψ•).
Remark 3.9. By general GIT-theory, affine GIT-quotients SpecA//G = SpecAG
by reductive groups are uniform categorical and even universal categorical for
chark = 0. In particular, every open subscheme Y ⊂ SpecA//G is the (uniform)
categorical GIT-quotient of its preimage in SpecA, and for chark = 0 we can even
drop the assumption to be open. By construction, X
ss
//Gd is covered by affine
GIT-quotients SpecAi/Gd with intersections also being affine GIT-quotients. We
can consider Yi = Md ∩ SpecAi to conclude that Md is the uniform categorical
quotient of Xd. In particular, Xd must contain every orbit closure taken in X
ss
d .
Therefore, (a),(b) and (c) are also equivalent to the condition (d): For every x ∈ Xd
and every 1-PS λ the limit point xλ0 exists and is in X
ss
d .
Let us spend a few words to explain our assumption. We wish to apply GIT-
theory to the Gd-action on Xd. To do that we need some linearization on Xd.
As seen in the examples, Xd should parametrize semistable objects (with some
trivialization) maybe satisfying some addition (open) properties. For practical cal-
culations, we also want Mumford’s numerical criterion at our disposal. For that
we need to enlarge Xd by embedding it into some “closure” Xd with an extended
Gd-action and Gd-linearization. Note that Xd does not need to be dense in Xd, but
we do not loose anything if we replace Xd with the closure of Xd inside Xd. Having
a projective morphism to some affine scheme SpecAd ensures Mumford’s criterion
for every relative ample line bundle on Xd due to [15], Theorem 3.3. As already
mentioned, the condition Xd = p˜
−1
d (Md) implies that Md = p˜d(Xd) is a uniform
categorical quotient for the Gd-action on Xd. In particular, it only depends on Xd
and not on Ld or the partial compactification Xd. The final condition on limit
points has the following interpretation. The filtration ψ(W •) ⊂ ωK(E) is induced
by a filtration E• of E and λ(z)x corresponds to a one-parameter deformation of
E to the direct sum
⊕
n∈ZE
n/En+1 of the corresponding subquotients of E. How-
ever, the subquotient are of different slopes and might not be in AK. The limit is
in AK if and only if all the subobjects En are in AK as the latter should be exten-
sion closed. But this is just saying that we can lift ψ(Wn) to some objects in AK.
Notice that µLd(x, λ) ≥ 0 for all 1-PS’s as Xd ⊂ Xssd . Moreover, Md is quasipro-
jective by assumption on Xd. Let us also mention that by [37], Proposition 2.7,
µLd(λW
n,n, x) does not depend on the choice of λW
n,n, i.e. on the choice of comple-
ments. Moreover, it does not even depend on n, i.e. µLd(λW
n,n, x) = µLd(λW
n,m, x)
for all m ∈ Z, if we assume without loss of generality that Xd is dense in Xd. We
will write µLd(λW
n
, x) for simplicity. Indeed, changing m multiplies λW
n,m with
a power of the diagonal (central) embedding λ0. However, λ0 acts trivially on Xd
and, thus, also on Xd by continuity. Hence µ
Ld(λk0 , x) = kµ
Ld(λ0, x) ≥ 0 for all
x ∈ Xssd and all k ∈ Z by Mumford’s criterion. We conclude µLd(λ0, x) = 0 for all
x ∈ Xssd . The (fiberwise) action of λ0 on Ld|Xd is continuous, and we even conclude
µLd(λ0, x) = 0 for all x ∈ Xd. Since λ and λk0λ applied to x converge to the same
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limit in Xd, µ
Ld(λk0λ, x) = kµ
Ld(λ0, x) + µ
Ld(x, λ) = µLd(x, λ) follows for every
x ∈ Xd proving the independence of µL(λW,n, x) on n for every subspace W ⊂ Kd.
Example 3.10. The case of a quiver Q with relations R has been analyzed by King
in [25], and it was the blueprint for the affine situation Xd = SpecAd = R
r
d using
the notation of section 2, and Xd = R
r,ζ−ss
d is the open subvariety of semistable
points with respect to the trivial line bundle with a possibly non-trivial Gd-action
provided by a character θ ∈ ZQ0 with θ · d = 0. The proof of our assumptions
can be found in [25], section 3. The intuitive picture described above is absolutely
correct in this situation. Let us modify this example a little bit by choosing a finite
set of cycles in Q. We denote with Xd ⊂ Rr,ζ−ssd the open subset of semistable
representations for which the chosen cycles act invertible. This condition is closed
under extension and forming subquotients. Thus, p˜−1d (p˜d(Xd)) = Xd, and also the
equivalence of the conditions (a),(b) and (c) is fulfilled.
Example 3.11. The case of Gieseker semistable coherent sheaves on smooth pro-
jective varieties is extensively studied in [17], section 4. Here Xd = R is the closure
of the open subvariety Xd = R = R
ss
inside some Quot-scheme parametrizing
semistable quotients of a fixed normalized Hilbert polynomial for which H0 ap-
plied to the quotient map is an isomorphism. Notice that in contrast to the quiver
case Xd/Gd is not the moduli stack of some bigger abelian category. The reader
should be aware of the fact that Huybrechts and Lehn use the opposite ascending
filtration V≤n =
⊕
m≤nWn, but the arguments remain the same. Equation (1)
is implicitly contained in the proof of Lemma 4.4.5. as θ(V≤n)/d = µ
Ld(x, λV≤n)
using their notation. Notice that our 2-step filtration associated to a vector space
W is different from theirs. The picture described above is also true in this case.
The equivalence required in our assumption can be proven as follows. The limit
xλ0 exists in R
ss
= R if and only if all subsheaves E≤n associated to ψ(V≤n)
are semistable with p(En)(l) = p(E)(l) for the normalized Hilbert polynomials
and sufficiently large l ∈ N. This is the case if and only if the value θ(V≤n) =
d · P (E≤n, l) − dimV≤n · P (E, l) is zero as every subsheaf E′ ⊂ E satisfying
p(E′)(l) = p(E)(l) for l ≫ 0 is automatically semistable. This proves the re-
maining equivalence as µLd(x, λ) =
∑
n∈Z θ(V≤n)/d. See [17] for the details and
the notation. Again, we can modify this example by choosing an open property
which is closed under extensions and subquotients.
Lemma 3.12. There is bijection between the points of M defined over K and the
semisimple objects in AK.
Proof. Recall that the points inM correspond to the closed orbits in Xd = p˜ssd (M).
Let E ∈ AK be semisimple of dimension d and let x0 ∈ Xd be a point in the closure
of Gdx for some lift x = (E,ψ) ∈ Xd of E. There is a 1-PS in Gd defined overK with
limit point lim
z→0
λ(z)x = x0 which because of (a)⇔(b) implies x0 = (grE•, grψ•)
for some filtration E• on E. As E is semisimple, grE• ∼= E and x0 ∈ Gdx follows.
Conversely, assume Gdx = Gdx, where the closure is taken in Xd. Using the
equivalence of (a) and (b) again, there is a 1-PS defined over K associated to the
Jordan–Ho¨lder filtration E• of E ∈ AK. The limit point xλ0 represents grE• and is
in the closed orbit Gdx. Hence, E ∼= grE• is semisimple. 
By general GIT-theory, the map p˜d : Xd →Md restricts to a geometric quotient
over the image Msd of the open subscheme Xstd = X
st
d ∩Xd of stable points in Xd.
If Xstd is even smooth, p˜d : X
st
d →Msd is a principal PGd-bundle.
Lemma 3.13. There is a bijection between the points of Ms defined over K and
the simple objects in AK.
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Proof. Assume E is simple and x 6∈ Xstd for some lift x = (E,ψ) of E. The
points of Xstd can be described as the set of all y ∈ Xd such that µLd(y, λ) >
0 for all 1-PS’s not in GL(1) ⊂ Gd. Thus, there is a 1-PS λ not mapping to
GL(1) ⊂ Gd with µLd(x, λ) = 0 as we always have µLd(x, λ) ≥ 0 by assumption
Xd ⊂ Xssd . The associated filtration is proper, and using our equivalent conditions
we find some proper subspaceWn ⊂ Kd which is ωK(E′) for some proper subobject
E′ in E, a contradiction. Conversely, given x ∈ Xstd and assume that E is not
simple. Then there is a proper subobject E′ ⊂ E inducing a proper 2-step filtration
ωK(E
′) =W ⊂ Kd filtration unique up to shifts. It corresponds to a 1-PS λW with
µ(x, λW ) = 0 contradicting x ∈ Xst. 
3.3. The universal Grassmannian. By the universal property ofM = ⊔d∈N⊕IMd
the map ⊕ : M ×M → M sending two objects to their direct sum descends to
⊕ : M×M → M. We want to show that the latter map has good properties.
For that and also for later applications, we need to study extensions of objects in
Ak. Let ExactS denote the isomorphism groupoid of all short exact sequences in
AS . Using the fact that A satisfies the gluing axioms of a stack, we can easily
see that Exact is a stack, too. For fixed dimension vectors d, d′ ∈ N⊕I , we denote
with Exactd,d′ the substack of exact sequences 0 → E1 → E2 → E3 → 0 with
dimE1 = d and dimE3 = d
′. There are obvious morphisms πi : Exact →M map-
ping a sequence as above to its i-th entry. Note that π2 is faithful and the following
assumption makes perfectly sense.
(5) The universal Grassmannian is proper: The map π2 : Exact → M is
representable and proper.
By definition, the fiber of π2 at E ∈ AK is just the set of all subobjects of E.
The previous assumption ensures that this set is a proper scheme2.
Example 3.14. In the case of sheaves, assumption (5) is fulfilled by the existence
and properness of Grothendieck’s (universal) Quot-scheme. The same holds for
quivers (with relations).
Using our assumption, we get a description of Exactd,d′ as a quotient stack
Exactd,d′ = Yd,d′/Gd+d′ with Yd,d′ = Exactd,d′ ×Md+d′ Xd+d′ representing the func-
tor mapping a k-scheme S to triples (E,ψ,E′) with E ∈ AS , ψ : ωS ∼−→ Od+d
′
S and
E′ ⊂ E a subobject in AS of dimension d. Moreover, Yd,d′ → Xd+d′ is proper.
By exactness of ωS, every exact sequence in AS provides an exact sequence of
I-graded vector bundles on S of finite total rank. The stack of the latter is just
⊔d,d′∈N⊕I Spec k/Pd,d′ with Pd,d′ ⊂ Gd+d′ being the parabolic subgroup of block
triangular matrices in Gd+d′ fixing the subvector space kd →֒ kd ⊕ kd′ = kd+d′ .
Thus, we get the following commutative diagram
Exactd,d′
ι //
pi2
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
Md+d′ ×Speck/Gd+d′ Spec k/Pd,d′
pr //
pr

Spec k/Pd,d′

Md+d′ // Spec k/Gd+d′.
The fiber product represents the functor of pairs (E,U) with E ∈ AS of dimension
d + d′ and U a subbundle of ωS(E) of rank d. It can be written as the quotient
2Strictly speaking it is an algebraic space, but we will see shortly that it is actually a scheme.
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stack Xd+d′ × Grd+d
′
d /Gd+d′, where Gr
d+d′
d is the Grassmann variety parametriz-
ing I-graded subvector spaces in kd+d
′
of dimension d. We claim that ι, map-
ping 0 → E1 → E2 → E3 → 0 to (E2, ωS(E1)) is a closed embedding, and in
particular representable. Thus, the composition Exactd,d′ −→ Spec k/Pd,d′ is rep-
resentable, too. Therefore, Exactd,d′ has another description as a quotient stack,
namely Xd,d′/Pd,d′ with Xd,d′ = Exactd,d′×Speck/Pd,d′ Spec k representing the func-
tor mapping a k-scheme S to the isomorphism classes3 of tuples
(0→ E1 → E2 → E3 → 0, ψ1, psi2, ψ3)
consisting of a short exact sequence in AS and an isomorphism
0 // ωS(E1)
ψ1 ≀

// ωS(E2)
ψ2 ≀

// ωS(E3)
ψ3 ≀

// 0
0 // OdS // Od+d
′
S
// Od′S // 0,
where we used the shorthand OdS for the trivial I-graded vector bundle OS ⊗k kd =⊕
i∈I O⊕diS of rank d. To see that ι is a closed embedding, it is sufficient to check
that ιˆ : Yd,d′ → Xd+d′ × Grd+d
′
d is a closed embedding. First of all it is proper
as πˆ2 : Yd,d′
ιˆ−→ Xd+d′ × Grd+d
′
d
pr−→ Xd+d′ and pr are proper. Furthermore, ι is
injective on K-points. Indeed, Given E′, E′′ ⊂ E with ωK(E′) = ωK(E′′), we have
ωK(E
′/E′ ∩ E′′) = 0 by exactness of ωK. Hence, E′ = E′ ∩ E′′ as ωK is faithful.
By symmetry, E′ = E′′. Due to Zariski’s main theorem, every proper morphism
between locally noetherian schemes which is injective on points is a closed em-
bedding. As a consequence, Yd,d′ ⊂ Xd+d′ × Grd+d
′
d is a scheme and not just an
algebraic space. Because of Yd,d′ ∼= Xd,d′ ×Pd,d′ Gd,d′ , the same must be true for
Xd,d′ = Xd,d′ ×Pd,d′ Pd,d′ being a closed subscheme of Yd,d′ .
Lemma 3.15. The map πˆ2 : Xd,d′ → Xd+d′ sending a trivialized short exact
sequence to the trivialized middle term is a closed embedding.
Proof. Being a composition Xd,d′ →֒ Yd,d −→ Xd+d′ of a closed embedding and
a proper map, πˆ2 must be proper. It is also injective on K-points, due to the
fact that every subobject E1 of E2 is uniquely determined (up to isomorphism)
by the requirement ψ(ωK(E1)) = Kd ⊂ Kd+d′ as we have seen already. Every
proper map which is injective on K-points for all field extensions K ⊃ k is a closed
embedding. 
The following lemma is a generalization of a statement used to show that ι and
πˆ2 : Xd,d′ → Xd+d′ are injective on points. Note that a subobject of E ∈ AS is
an equivalence class of morphisms E′ → E in AS which extend to a short exact
sequence 0 → E′ → E → F → 0 in AS . As one can check for vector bundles, this
is a much stronger condition than saying that E′ → E is a monomorphism.
Lemma 3.16. If E′, E′′ are subobjects of E ∈ AS with ωS(E′) = ωS(E′′) inside
ωS(E), then E
′ = E′′.
Proof. Let us introduce the notation X := Md+d′ ×Speck/Gd+d′ Spec k/Pd,d′ and
assume for simplicity that S is connected. By assumption, E′, E′′ define a morphism
from S to the fiber product Exactd,d′ ×X Exactd,d′ for suitable d, d′ ∈ NI . Since ι
is a closed embedding, it is in particular a monomorphism, and the projection to
3We could also take the isomorphism groupoid which is equivalent to its set of isomorphism
classes.
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each of the factors provides an isomorphism between Exactd,d′ ×X Exactd,d′ and
Exactd,d′ . 
Lemma 3.17. If Xd = X
ss
d of all d ∈ N⊕I , then the morphism ⊕ :M×M−→M
is finite.
Proof. As the isomorphism types and multiplicities of the stable summands of a
polystable object are unique, the morphism is certainly quasi-finite. It remains to
show that ⊕ is proper. Recall that
X
ss
d //Gd = Proj
(⊕
k∈N
H0(X
ss
d ,L⊗kd |Xssd )
Gd
)
−→ Spec k[Xssd ]Gd
obtained by identifying k[X
ss
d ]
Gd with the degree zero part of the graded ring⊕
k∈N H
0(X
ss
d ,L⊗kd |Xssd )
Gd is always proper. Under the assumptions of the lemma,
we end up with a commutative diagram
Md ×Md′ ⊕ //

Md+d′

Spec[Xd]
Gd × Spec[Xd′ ]Gd′ ⊕ // Spec[Xd+d′ ]Gd+d′
with proper vertical maps. Hence, it suffices to show that
⊕ : Spec[Xd]Gd × Spec[Xd′ ]Gd′ −→ Spec[Xd+d′ ]Gd+d′
is proper. Consider the following commutative diagram
Exactd,d′ ∼= Yd,d′/Gd+d′
pi1×pi3
uu
pi2
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚

Xd/Gd ×Xd′/Gd′ ,
σ0
55

Xd+d′/Gd+d′

Spec k[Yd,d′ ]Gd+d′
p˜i1×p˜i3
vv
p˜i2
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
Spec k[Xd]Gd × Spec k[Xd′ ]Gd′
σ˜0
66
⊕
// Spec k[Xd+d′ ]Gd+d′
with Yd,d′ = Xd,d′ ×Gd,d′ Gd+d′ = Exactd,d′ ×Md+d′ Xd+d′ . Here, σ0 maps a pair
(E,E′) of objects to its direct sum E ⊕ E′ providing a right inverse of π1 × π3.
Thus, σ˜0 is also a section providing a closed embedding. It remains to show that π˜2
is proper. Note that πˆ2 : Yd,d′ −→ Xd+d′, being the pull-back of π2, must be proper
with Stein factorization Yd,d′ → Spec πˆ2 ∗OYd,d′ → Xd+d′. Taking global sections
on Xd+d′ we see that k[Xd+d′ ] −→ k[Yd,d′ ] is finite, hence integral. Applying
the Reynolds operator of k[Yd,d′] to an integral equation for a ∈ k[Yd,d′ ]Gd+d′ , we
obtain that k[Xd+d′]Gd+d′ −→ k[Yd,d′ ]Gd+d′ is integral, too. Thus π˜2 is finite, hence
proper. 
Corollary 3.18. Assume that Xd = X
ss
d for all d ∈ N⊕I . Let P be a property
of objects in AK which is closed under subquotients and extension, that means for
every short exact sequence
0 −→ E1 −→ E2 −→ E3 −→ 0
in AK, E2 has property P if and only if E1 and E3 have property P . In particular,
the full subcategory AP
K
⊂ AK of objects having property P is a Serre subcategory.
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We also assume the points in M having property P are the points of a subscheme
MP . We define APS to be the full subcategory of objects E in AS such that E|s is
in AP
K
for every point s ∈ S with residue field K. Then MP is certainly the moduli
space for AP and ⊕ :MP ×MP →MP is proper.
Proof. As P is closed under extensions and subquotients, the diagram
MP ×MP ⊕ // _

MP _

M×M ⊕ //M
is cartesian and the lower horizontal map is proper by the previous lemma. 
A careful look at the proof shows that giving a property P as above is just the
same as to give a subschemeMP ⊂M such that the previous diagram is cartesian.
Let us give some examples of this situation.
Example 3.19. In the case of quivers (with relations), we can choose a finite set
of cycles in Q and say that a representation has property P if every chosen cycle
acts invertibly. This defines an open subscheme MP in M. Another example is
given by given by requiring that the cycles act nilpotently which defines a closed
subscheme MP in M.
3.4. Deformation theory of objects. We come to another assumption we need
to impose on A. Notice that H−1(T •EMd) = Lie StabGd(E,ψ) = HomAK(E,E) for
any object E ∈ AK and a choice of trivialization ψ : ωK(E) ∼−→ Kd. The other non-
trivial cohomology group H0(T •EMd) of the tangent complex at E ∈Md is given by
the tangent space of the associated deformation functor which is also the normal
space of the Gd-orbit through (E,ψ). We want to assume that this K-vector space
is given by Ext1AK(E,E) in such a way that the action of StabGd(E,ψ) = AutAK(E)
is compatible with this isomorphism. On way to require this, is to say that there is
a natural quasi-isomorphism between Hom•BK(I
•, I•)[1] computing all Ext-groups
with T •EM, at least if AutAK(E) is connected. Here, E → I• is an injective
resolution4 of E considered as a comodule over the coalgebra BK associated to
ωK : AK → VectIK. This would imply, that AK considered as a subcategory of BK-
comodules is of homological dimension one. In practice, AK embeds into another
abelian category having enough projective or injective objects, and we could de-
fine higher Ext-groups with respect to this abelian category. In any case, checking
Hom•(I•, I•)[1] ∼= T •EM in Db(VectK) can be difficult in practice.
We give another criterion which is often easier to check.
Definition 3.20. Let R be a commutative local Artin k-algebra and S be a k-
scheme. An R-object in AS is a pair (E, ν) with E ∈ AS and ν : R −→ EndAS (E)
a k-algebra homomorphism. A morphism between R-objects is given by a morphism
f : E → E′ in AS commuting with the R-action. We denote the resulting category
with A˜RS . The full subcategory ARS ⊂ A˜RS contains those R-objects for which ωS(E)
equipped with the canonical R-action via ωK ◦ ν is a locally free R ⊗k OS-module.
In particular, ωS(f) is a morphism between locally free R⊗OS-modules.
The space of homomorphism of R-objects and the space of extensions between
such objects has a natural structure of anR⊗OS(S)-module. Note thatARS is closed
inside A˜RS under extensions. We denote with ωRS the functor sending (E, ν) ∈ ARS
4Note that AK might not have enough projective or injective objects. In particular, there is
no obvious way to define higher Ext-groups and a homological dimension of AK.
DT INVARIANTS FOR CATEGORIES OF HOMOLOGICAL DIMENSION ONE 17
to ωS(E) ∈ VectIS⊗R, where S ⊗R is a short notation for S × SpecR.
Given a homomorphism R→ R′ of local Artin k-algebras, we write R′ as a quotient
Rm
M−→ Rn ։ R′ of free R-modules. We define R′ ⊗R E to be the cokernel of the
induced morphism Em
M−→ En if it exists. Then R′ ⊗R E is an R′-object and we
have
(2) HomA˜R′S
(R′ ⊗R E,F ) ∼= HomA˜RS (E,FR)
for every R′-object F in AS , where FR is F with the induced R-action given by
restriction of scalars. The R-object FR might not be in ARS even if F ∈ AR
′
S . How-
ever, assuming existence, R′ ⊗R E ∈ AR′S if E ∈ ARS .
(6) Existence of a good deformation theory: For every k-scheme S and every
local Artin k-algebra R, there is an R ⊗ OS-linear equivalence pRS : AS⊗R ∼−→ ARS
of categories such that ωRS ◦pRS = ωS⊗R. Moreover, pR(−) should be compatible with
pull-backs along morphisms S → S′ inducing an isomorphism A(−)⊗R ∼−→ AR(−)
of functors. Moreover, for every morphism R → R′ and every R-object (E, ν)
in ARS the R′-object R′ ⊗R E should exist providing us with another morphism
R′⊗R : ARS → AR
′
S of categories for every S. We require that p
(−)
S is also compatible
with morphisms R→ R′ between local Artin k-algebras inducing φ : S⊗R′ → S⊗R,
i.e. the following diagram commutes (up to a 2-isomorphism)
AS⊗R φ
∗
//
≀pRS

AS⊗R′
≀pR
′
S

ARS
R′⊗(−) // AR′S .
Thinking of A(−)(−) and A(−)⊗(−) as bifunctors, we just required that p is an isomor-
phism between them.
Example 3.21. In all our examples this assumption is fulfilled. The equivalence
is provided by the push-down of objects on S × SpecR along the affine morphism
S×SpecR −→ S. The functor R′⊗R (−) is just base change along S×SpecR′ −→
S × SpecR which preserves flatness and semistability.
The case R = k[ε] := k[x]/(x2) plays a special role, as it describes tangent
vectors. Moreover, Spec k[ε] is a co-commutative cogroup, and we write S[ε] for
S ⊗ SpecR.
Proposition 3.22. (1) The Rim-Schlessinger axiom holds, i.e. for every pair
f : R′ ։ R, g : R′′ → R of local Artin k-algebras with f being surjective,
we get
AS⊗R′×RR′′ ∼= AS⊗R′ ×AS⊗R AS⊗R′′ .
(2) There is an equivalence between the category AS[ε] and the category of short
exact sequences 0 → E → E′ → E → 0 in AS. The restriction map
AS[ε] → AS induced by k[ε] → k corresponds to the functor sending such
an exact sequence to E.
(3) By general arguments, the fibers of the map Iso(AS[ε]) → Iso(AS) between
sets of isomorphism classes is an OS(S)-module and the induced isomor-
phism of the fiber onto Ext1S(E,E) is OS(S)-linear.
(4) If S = SpecK and E ∈ AK, the previous statement provides a K-linear
isomorphism between Ext1AK(E,E), H
0(TEM) and the normal space of the
Gd-orbit Gd(E,ψ) ⊂ Xd for some trivialization ψ : ω(E) ∼= Kd. All iso-
morphisms are compatible with the action of AutAS (E) = StabGd(E,ψ).
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Proof. For algebraic stacks, the first statement is proven in [1], chap. 80: Artin’s
axioms, Lemma 5.2. Let us spell out some details also used for the second part.
We use the shorthand R¯ = R′ ×R R′′. Note that objects of AS⊗R′ ×AS⊗R AS⊗R′′
consist of triples (E′, E′′, α) with E′ ∈ AS⊗R′ , E′′ ∈ AS⊗R′′ and an isomorphism
α : E|S⊗R ∼−→ E′|S⊗R. First of all, the statement in (1) is true for VectIS . As ω is
faithful, the induced functor
AS⊗R¯ −→ AS⊗R′ ×AS⊗R AS⊗R′′
must be faithful, too. To show that it is full and essentially surjective, we use our
equivalent description obtained by p
(−)
S . Given an R
′-object E′ in AS , an R′′-object
E′′ in AS and an isomorphism α as above. Then, E′⊕E′′ can be seen as an R¯-object
by restriction of scalars. The same applies to their image R⊗R′ E′ ∼−→ R⊗R′′ E′′ in
ARS which we denote with E. Consider the following cartesian diagram of R¯-objects.
0 // K ′ ⊕K ′′ // E˜ _

// E _
∆E

// 0
0 // K ′ ⊕K ′′ // E′ ⊕ E′′ // E ⊕ E // 0
We claim that E˜ ∈ AR¯S maps to the triple (E′, E′′, α). As E′ is induced from R′ by
restriction of scalar, the morphism E˜ → E′ has a factorization E˜ → R′⊗R¯ E˜ β
′
−→ E′
by equation (2). Now, ωR
′
X (β) is an isomorphism, and by Lemma 3.4, β
′ must be
an isomorphism, too. Similarly for E′′. Conversely, starting with an R¯-object
E¯, we apply this construction to E′ := R′ ⊗R¯ E and E′′ := R′ ⊗R¯ E and get a
morphism E¯
η−→ E˜ of R¯-objects by the universal property of fiber products. As the
Rim–Schlessinger axiom holds in VectIS , we conclude that ω
R¯
S (η) is an isomorphism
which implies that η is an isomorphism by Lemma 3.4.
For the second part we have to construct mutually inverse (up to 2-isomorphisms)
functors between AS[ε] ∼= Ak[ε]S and the category of short exact sequences 0→ E →
E′ → E → 0 in AS . For every k[ε]-object (E′, ν) in AS with k ⊗k[ε] E′ ∼= E we
get a morphism p : E′ → E of objects in AS by equation (2) applied to idE and
restriction of scalars to k (forget ε-action) afterward. Furthermore, the sequence
0 −→ ωS(E) = εωS(E′) −→ ωS(E′) ωS(p)−−−−→ ωS(E) = ωS(E′)/εωS(E′) −→ 0
is exact. Hence, we find an exact sequence 0 → K i−→ E′ p−→ E → 0 in AS with
ωS(K) = ωS(E). As E = coker ν(ε) and K = ker(p), E
′ ν(ε)−−→ E′ factorizes through
K, and K is the image of ν(ε), K = εE′ for short. As ν(ε) vanishes on εE′, we
obtain a morphism E → εE′ which becomes an isomorphism after applying ωS .
Thus, E ∼= εE′ by Lemma 3.4, giving rise to the short exact sequence
0→ E i−→ E′ p−→ E → 0.
with ν(ε) = ip. Conversely, any such sequence defines a k[ε]-action on E′ via
ν(ε) = ip which turns ωS(E
′) into a locally free OS [ε]-module. This correspondence
is functorial, and it is not difficult to see that these functors are mutually inverse
to each other other up to 2-isomorphisms.
For the third part we have to check that the functors constructed in the previous
step preserve the OS(S)-module structure on the induced fibration on isomorphism
classes. The sum 0→ E → Eˆ → E → 0 of two short exact sequences
0→ E → E′ → E → 0 and 0→ E → E′′ → E → 0 is defined via the commutative
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diagram
0 // E ⊕ E // E′ ⊕ E′′ // E ⊕ E // 0
0 // E ⊕ E
∇E

// E˜
OO

// E
∆E
OO
// 0
0 // E // Eˆ // E // 0
and the requirement that the upper squares are cartesian while the lower squares are
cocartesian. Note that the upper squares compute the image of (E′, ν′) ∈ Ak[ε′]S and
(E′′, ν′′) ∈ Ak[ε′′ ]S under the isomorphism Ak[ε
′,ε′′]
S
∼= Ak[ε
′]
S ×AS Ak[ε
′′]
S of part (1).
The lower diagram computes k[ε′, ε′′]/(ε′ − ε′′) ⊗k[ε′,ε′′] E˜, i.e. the image of (E˜, ν˜)
under the map S[ε′, ε′′] −→ S[ε] sending ε′ and ε′′ to ε which provides S[ε] with
the structure of a cocommutative cogroup over S inducing a commutative group
structure on the fibers of the fibration Iso(AS[ε]) −→ Iso(AS). Multiplication with
a ∈ OS(S) is induced by the automorphism ε→ aε of OS [ε] which in terms of short
exact sequences 0→ E → E′ p−→ E → 0 corresponds the multiplication of p with a.
The last part of the Proposition is a well-known fact combined with part (3). The
statement about the action of AutS(E) is a consequence of the functoriality of our
constructions. We leave the details to the reader. 
Recall that an S-point of Xd is given by a pair (E,ψ) with E ∈ AS and ψ :
ωS(E)
∼−→ OdS a trivialization of ωS(E). By general arguments, an S-point of the
tangent cone TXd := Spec SymΩXd is given by a S[ε] point (E
′, ψ′) of Xd. Here,
E′ ∈ AS[ε] corresponds to a short exact sequence 0 → E i−→ E′ p−→ E → 0 as we
have seen above with ε acting via ip. Furthermore, ψ′ : ω(E′)
∼−→ OS [ε]d is an
isomorphism of OS [ε]-modules which provides an isomorphism
0 // ωS(E) //
ψ≀

ωS(E
′)
ψ′

// ωS(E)
ψ≀

// 0
0 // OdS
ι1 // OdS ⊕OdS
pr2 // OdS // 0
of exact sequences of I-graded vector bundles on S. Defining morphisms of such
triples (0 → E → E′ → E → 0, ψ, ψ′) in a natural way, we have just proven the
first part of the following Proposition, leaving the remaining part to the reader.
Proposition 3.23. There is an isomorphism between the set of S-valued points on
TXd and the set of isomorphism classes of triples (0 → E → E′ → E → 0, ψ, ψ′).
The projection to Xd corresponds to the function sending such a triple to (E,ψ)
and the isomorphism respects the OS(S)-linear structure on the fibers.
Corollary 3.24. The restriction of πˆ1× πˆ3 : Xd,d −→ Xd×Xd to the diagonal Xd
is isomorphic to TXd.
We want to apply these results to determine the map π1×π3 : Exact −→M×M.
or rather its atlas version πˆ1 × πˆ3 : Xd,d′ −→ Xd ×Xd′ Recall that an A1S-module
over a k-scheme S is a morphism V → S of finite type from a scheme V to S
together with a couple of morphisms
+ : V ×S V −→ V, 0 : S → V, ,− : V → V, m : A1S ×S V −→ V
over S satisfying the axioms of a module with respect to the ring object A1S in the
category of schemes over S. A full subcategory of A1S-modules is given by affine
morphisms p : V → S which can be described as SpecS SymE → S for E ⊂ p∗OV
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being the coherent subsheaf of functions which are linear on the fibers. This provides
an equivalence between Coh(S)op, the opposite of the category of coherent sheaves
on S, and the full subcategory of affine A1S-modules
5. The inclusion has a left adjoint
V 7→ SpecS p∗OV ∼= SpecS SymE with E, as before, being the subsheaf of p∗OV
consisting of fiberwise linear functions. However, the unit V −→ SpecS p∗OV of
the adjunction does not need to be an isomorphism. Being a right adjoint functor,
the inclusion of Coh(X)op into the category of all A1S-modules preserves limits,
hence kernels. Notice that the section functor of SpecS SymE −→ S on the big
Zariski site on S completely determines E. However, its restriction to the small
Zariski site on S does not. The restricted section functor is just the dual sheaf
E∨ of E which for instance vanishes for all torsion sheaves E. The subcategory
Coh(S)op of affine A1S-modules has another full subcategory VectS given by vector
bundles corresponding to locally free sheaves in Coh(X)op. An example of an affine
A1S-module is given by TS := SpecS SymΩS which is a vector bundle if S is smooth.
Proposition 3.25. The map πˆ1 × πˆ3 : Xd,d′ −→ Xd ×k Xd′ is an affine A1Xd×Xd′ -
module over Xd ×Xd′ . It can be realized as a direct summand of the restriction of
the tangent cone TXd+d′ to Xd×Xd′ embedded into Xd+d′ via (E1, ψ1)⊕(E3, ψ3) =
(E1 ⊕ E3, ψ1 ⊕ ψ3). This restriction splits and Xd,d′ ⊕ Xd′,d can be identified
with the normal cone to the inclusion. The fiber F of πˆ1 × πˆ3 over a K-point(
(E1, ψ1), (E3, ψ3)
)
fits into the exact sequence
0 −→ HomAK(E3, E1) −→ HomK(Kd
′
,Kd) −→ F −→ Ext1AK(E3, E1) −→ 0
of K-vector spaces. In particular, the fiber dimension over the point (E1, E3) is
given by
dd′ + dimK Ext
1
AK
(E3, E1)− dimKHomAK(E3, E1).
Proof. To shorten notation, we write Z := Xd ×k Xd′ . We start by showing that
πˆ1 × πˆ3 : Xd,d′ −→ Z is an A1Z-module, i.e. there are morphism
Xd,d′×ZXd,d′ +−→ Xd,d′, Z 0−→ Xd,d′, − : Xd,d′ → Xd,d′, A1Z×ZXd,d′ ·−→ Xd,d′
over Z satisfying the axioms of a module over the ring object A1Z in the category of
schemes over Z. In order to construct these maps, we use the corresponding moduli
functors represented by the spaces in question. The morphism 0 : Z → Xd,d′ maps
to pairs (E1, ψ1) and (E3, ψ3) on a k-scheme S to their direct sum. Similarly,
+ : Xd,d′ ×Z Xd,d′ −→ Xd,d′ maps to pairs (0 → E1 → E2 → E3 → 0, ψ1, ψ2, ψ3)
and (0 → E1 → E′2 → E3 → 0, ψ1, ψ′2, ψ3) of short exact sequences on S to their
sum (0→ E1 → Eˆ2 → E3 → 0, ψ1, ψˆ2, ψ3) constructed by pull-backs and push-outs
along (co)diagonals giving rise the following commutative diagram
0 // E1 ⊕ E1 // E2 ⊕ E′2 // E3 ⊕ E3 // 0
0 // E1 ⊕ E1 //
∇

E˜2
OO

// E3
∆
OO
// 0
0 // E1 // Eˆ2 // E3 // 0
with cartesian upper right square and cocartesian lower left square. After applying
ωS , we obtain an isomorphism of similar diagrams in Vect
I
S . Note that the sum of
the trivial sequence
(3) 0 −→ OdS −→ Od ⊕Od
′
S −→ Od
′
S −→ 0
5Such a structure is sometimes also called an abelian cone.
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with itself is again the trivial sequence. The “scalar” multiplicationA1
k
×kXd,d′ −→
Xd,d′ is constructed as follows: given a function f on S and a sequence (0→ E1 →
E2 → E3 → 0, ψ1, ψ2, ψ3) with isomorphisms as above, we define a new S-valued
point (0 → E1 → E′2 → E3 → 0, ψ1, ψ′2, ψ3) of Xd,d′ using the pull-back along f
considered as an endomorphism of E3
0 // E1 // E2 // E3 // 0
0 // E1 // E′2
OO
// E3
f
OO
// 0.
After applying ωS , we obtain an isomorphism of similar diagrams in Vect
I
S , and
the pull-back of the trivial sequence along f is again trivial. The inverse of a tuple
(0 → E1 i−→ E2 p−→ E3 → 0, ψ1, ψ2, ψ3) is defined as (0 → E1 i−→ E2 −p−−→ E3 →
0, ψ1, ψ2, ψ3). We leave it to the reader to check the axioms of an A1-module.
By the previous Proposition, an S-point of the restriction TXd+d′|Xd×Xd′ corre-
sponds to a short exact sequence
0 −→ E1 ⊕ E3 −→ E′ −→ E1 ⊕ E3 −→ 0
and an isomorphism
0 // ωS(E1)⊕ ωS(E3)(0.4)≀ //
ψ1⊕ψ3

ωS(E
′)(0.4)≀
ψ′

// ωS(E1)⊕ ωS(E3)(0.4)≀
ψ1⊕ψ3

// 0
0 //
OdS
⊕
Od′S
i1 //
OdS ⊕ OdS
⊕
Od′S ⊕ Od
′
S
pr2 //
OdS
⊕
Od′S
// 0.
We construct a sequence 0 → E1 i−→ E2 p−→ E3 → 0 by means of the following
commutative diagram with cartesian upper squares and cocartesian lower squares.
0 // E1 ⊕ E3 // E′ // E1 ⊕ E3 // 0
0 // E1 ⊕ E3 //
prE3

E′′
OO
//

E3
iE3
OO
// 0
0 // E1 // E2 // E3 // 0
Applying ωS to this diagram yields an isomorphism
0 // E1
ψ1≀

// E2
ψ2

// E3
ψ3

// 0
0 // OdS
ι1 // OdS ⊕Od
′
S
pr2 // Od′S // 0
A right inverse for this construction is given by the sequence
0→ E1 ⊕ E3


idE3 0
i 0
0 idE3


// E1 ⊕ E2 ⊕ E3

 idE1 0 0
0 p idE3


// E1 ⊕ E3 → 0.
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which is the sum of 0 → E1 i−→ E2 p−→ E3 → 0 with 0 → E3 id−→ E3 → 0 → 0 and
0 → 0 → E1 id−→ E1 → 0. These maps are OS(S)-linear, showing that Xd,d′ is
indeed a direct summand of the affine A1Z -module TXd+d′|Z . As mentioned earlier,
the kernel of an idempotent linear map on the affine A1Z-module TXd+d′|Z must
also be affine. Thus Xd,d′ → Z is an affine A1Z-module of the form SpecS SymE
with E denoting the coherent sheaf of fiberwise linear functions. By projecting to
the other components and Corollary 3.24, we obtain the full splitting of TXd+d′
restricted to Xd ×Xd′ .
In the final step we want to determine the fiber F of πˆ1× πˆ3 over a K-point of Z
corresponding to a pair
(
(E1, ψ1), (E3, ψ3)
)
with E1, E3 ∈ AK for any field extension
K ⊃ k. Every element (0 → E1 → E2 → E3 → 0, ψ1, ψ2, ψ3) of the fiber maps
to Ext1AK(E3, E1) by considering the isomorphism class of the underlying sequence
0→ E1 → E2 → E3 → 0. For any exact sequence 0→ E1 → E2 → E3 → 0 in AK,
the resulting sequence 0 → ωK(E1) → ωK(E2) → ωK(E3) → 0 of K-vector spaces
splits, and by choosing a basis of ωK(E1) and ω(E3) we see that the K-linear map
from the fiber to Ext1AK(E3, E1) is onto. If (0→ E1 → E2 → E3 → 0, ψ1, ψ2, ψ3) is
in the kernel of the K-linear map
F = (πˆ1 × πˆ3)−1
(
(E1, ψ1), (E3, ψ3)
) −→ Ext1AK(E3, E1),
there must be an isomorphism
0 // E1 // E1 ⊕ E3
≀φ

// E3 // 0
0 // E1 // E2 // E3 // 0
of short exact sequences in AK. Then, (id, ψ2ωK(φ)(ψ1 ⊕ ψ3)−1, id) is an auto-
morphism of the trivial sequence (3) fixing the outer terms. The group of auto-
morphisms of the trivial sequence fixing the outer terms can be identified with
HomK(Kd
′
,Kd). However, φ and therefore also ψ2ωK(φ)(ψ1 ⊕ψ3)−1 is only unique
up to some morphism in
HomAK(E3, E1)
  ωK // HomK(Kd
′
,Kd)
On the other hand, given an automorphism (id, ψ, id) of the trivial sequence fixing
the outer terms, (0 → E1 → E1 ⊕ E3 → E3 → 0, ψ1, ψ(ψ1 ⊕ ψ3), ψ3) is another
point in the the kernel, and this point is isomorphic to the zero element (0→ E1 →
E1 ⊕ E3,→ E3, ψ1, ψ1 ⊕ ψ3, ψ3) of the fiber if and only if ψ is in the subgroup
corresponding to HomAK(E3, E1). Thus, the kernel of the surjective K-linear map
from the fiber to Ext1AK(E3, E1) is
HomK(Kd
′
,Kd)/HomAK(E3, E1).

Remark 3.26. By slightly extension of the previous proof one can show that the
universal Grassmannian must be representable. Thus, in the presence of assumption
(6), assumption (5) reduces to requirement that the universal Grassmannian is
proper. In fact, we will make no use of the properness in this paper, but it will be
important in [9] and [7].
The following construction of triples (A, ω, p) satisfying assumptions (1)–(6) will
be used in the next subsection, at least in a special case which is very important
for the remaining part of the paper.
DT INVARIANTS FOR CATEGORIES OF HOMOLOGICAL DIMENSION ONE 23
Proposition 3.27. Consider the diagram
A′ ×A′′′ A′′
pr

pr //
ω &&▲▲
▲▲
▲▲
▲▲
▲▲
A′
ω′||①①
①①
①①
①①
φ′

VectI
A′′
ω′′
88qqqqqqqqqqq
φ′′
// A′′′
ω′′′
cc❋❋❋❋❋❋❋❋❋
with exact transformations φ′, φ′′. Then φ′ and φ′′ are faithful and restricted to the
moduli stacks, they are also representable and induce morphisms φ′d : X
′
d → X ′′′d
and φ′′d : X
′′
d → X ′′′d for every d ∈ N⊕I . Assume that φ′d and φ′′d extend to the partial
compactifications compatible with the projective morphisms. That is, we require a
commutative diagram
X ′d
φ′d //
 _

X ′′′d _

X ′′d
φ′′doo
 _

X
′
d

φ
′
d // X
′′′
d

X
′′
d
φ
′′
doo

SpecA′d
// SpecA′′′d SpecA
′′
d
oo
for every d ∈ N⊕I . Moreover, the diagram
A′S⊗R
φ′S⊗R //
p′RS ∼

A′′′S⊗R
≀ p′′′RS

A′RS
φRS // A′′′RS
and a similar one for φ′′ should commute for all k-schemes S and all local Artin
k-algebras R, where φ′RS is the natural lift of φ
′
S to R-objects mapping (E, ν) to
(φ′S(E), φ
′
Sν). If (A′, ω′, p′), (A′′, ω′′, p′′), (A′′′, ω′′′, p′′′) satisfy all assumptions (1)–
(6), then A := A′ ×A A′′ together with the (up to isomorphism) naturally defined
ω : A → VectI and p′×p′′′ p′′ will also satisfy (1)–(6) except maybe for the existence
of a moduli space Md for A. If the inclusion
X
′ss
d ×X′′′ssd X
′′ss
d ⊆ (X
′
d ×X′′′d X
′′
d)
ss,
where the open subscheme on the right hand side is taken with respect to the Gd-
linearization L′ad ⊠L′′bd for natural numbers a, b > 0, is the identity, thenMd exists.
Proof. Faithfulness of φ′ and φ′′ follow from the faithfulness of ω′ and ω′′. Using
ω′′′φ′ = ω′, we conclude
M′d ×M′′′d X ′′′d ∼= M′d ×M′′′d (M′′′d ×Speck/Gd Spec k) ∼= M′d ×Speck/Gd Spec k ∼= X ′d
proving that φ′ and lifts to φ′d : X
′
d → X ′′′d . The same must hold for φ′′d . Using
the notation introduced so far, we get Md = M
′
d ×M′′′d M′′d = Xd/Gd with Xd :=
X ′d ×X′′′d X ′′d . The latter space has an embedding into X
′
d ×X′′′d X
′′
d which maps
projectively to SpecA′×SpecA′′′ SpecA′′ with relative ample Gd-linearization L′ad ⊠
L′′bd for some natural numbers a, b > 0. We leave it to the reader to check all
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requirements of assumption (4) except for the existence of a moduli space Md.
Under the additional assumption
X
′
dssd ×X′′′ssd X
′′ss
d = (X
′
d ×X′′′d X
′′
d)
ss
we obtain a map
m : (X
′
d ×X′′′d X
′′
d)
ss//Gd −→ X ′ssd //Gd ×X′′′ssd /Gd X
′′ss
d //Gd,
of GIT-quotients, and Md is the preimage of M′d ×M′′′d M′′d which is a sub-
scheme of the target of m. To check assumption (5), we use Lemma 3.16 and
get Yd,d′ = pr
′∗ Y ′d,d ∩ pr′′∗ Y ′′d,d′ −→ Xd+d′ , where the intersection can be taken in
Xd+d′ × Grd+d
′
d . Hence, Yd,d′ → Xd+d′ is still representable and proper. Finally,
the conditions on p′, p′′, p′′′ ensure that p′ ×p′′′ p′′ satisfies all requirements of as-
sumption (6) because of A′RS ×A′′′RS A′′RS ∼= (A′S×A′′SA′′′S )R for every k-scheme S and
every local Artin k-algebra R. We encourage the reader to fill in the details. 
3.5. Smoothness and symmetry. Let us come to our final two assumptions
which turn out to be crucial for the rest of the paper.
(7) Smoothness assumption: The schemes Xd are locally integral, and the
quantity dimK HomAK(E,F )− dimK Ext1(E,F ) is locally constant on M×M.
Corollary 3.28. The k-schemes Xd are smooth and the affine A1-module πˆ1× πˆ3 :
Xd,d′ −→ Xd ×Xd′ is a vector bundle.
Proof. Because of Corollary 3.24, TXd and its sheaf ΩXd of fiberwise linear func-
tions has constant fiber direction. By [16], chap. 2, Lemma 8.9, ΩXd must be
locally free which implies smoothness of Xd. The same argument shows that the
affine A1-module Xd,d′ is a vector bundle on Xd ×Xd′ 
Corollary 3.29. The number
(E1, E2) := dimKHomAK(E1, E2)− dimK Ext1AK(E1, E2)
depends only on the simple factors of E1 and E2. Thus, it defines a symmetric
pairing (−,−) on K0(AK).
Proof. Using Luna’s e´tale slice theorem (cf. Theorem 7.3) and Proposition 3.22,
we can find a deformation of any extension E1 of two objects E
′
1, E
′′
1 into the
trivial deformation E′1⊕E′′1 . By the previous corollary (E1, E2) = (E′1⊕E′1, E2) =
(E′1, E) + (E
′′
1 , E) for every object E2 ∈ AK, and similarly for the second entry.
Thus, (−,−) descends to K0(AK). 
This result is another justification of the philosophy that AK looks like a cat-
egory of homological dimension for which (−,−) is the Euler pairing of AK. Let
M = ⊔λ∈ΛMλ be the decomposition into connected components. Thus, we ob-
tain a well-defined map γ : Λ → Γ to the lattice Γ = K0(Ak¯)/ rad(−,−) by
γ(λ) = cl(E) mod rad(−,−) for some E ∈ Mλ(k¯). Hence, we also get a de-
composition M = ⊔γ∈ΓMγ and similarly Ms = ⊔γ∈ΓMsγ with equidimensional
(not necessarily connected or non-empty) smooth stacks Mγ = ⊔γ(λ)=γMλ and
Msγ = ⊔γ(λ)=γMsλ of dimension −(γ, γ) and 1−(γ, γ) respectively. Combining this
with the decomposition into dimension vectors, we finally getM = ⊔γ∈Γ,d∈N⊕IMγ,d
with Mγ,d parametrizing all semisimple objects of class cl(E) = γ and dimension
vector dim(E) = d, and similarly for Ms.
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Example 3.30. Consider the one-loop quiver. The pairing (−,−) is zero and
Γ = 0 follows. Nevertheless, M has a decomposition using dimension vectors with
Md = Symd A1k = Adk. Thus, even though E → dimE is an additive function, it
might not be a function of γ ∈ Γ. On the other hand, if we forget the Q0-grading of
a quiver representation such that ωK(E) is just the total underlying vector space,
Msd might contain components of different dimension as |d| =
∑
i∈Q0
di does not
determine d = (di)i∈I or the Euler pairing (d, d). Therefore, it is important to have
both indices at hand.
Our final assumption cannot be overestimated in Donaldson–Thomas theory and
boils down to a genericity assumption on the (hidden) stability condition.
(8) Symmetry assumption: For all field extensions K ⊃ k the pairing (−,−) on
K0(AK) is symmetric, i.e.
dimKHomAK(E,F )−dimK Ext1AK(E,F ) = dimKHomAK(F,E)−dimK Ext1AK(F,E).
for all objects E,F ∈ AK.
Example 3.31. If AK is the heart of bounded t-structure on a 3-Calabi–Yau cat-
egory T , then this condition is just saying that the Euler pairing 〈E,F 〉 of T
vanishes.
Example 3.32. For a quiver Q and a generic Bridgeland stability condition ζ,
the symmetry condition is fulfilled for the category of semistable representations
of a fixed slope. To construct a Gd-linearization on X
ζ−ss
d , one can proceed as
follows. One can find a neighbourhood U of ζ such that Xζ−ssd′ = X
ζ′−ss
d′ for all
d′ ≤ d and all ζ′ ∈ U . In particular, we can assume that ζ has rational real and
imaginary parts. Rescaling ζ will also not change semistability and we may assume
ζ ∈ Z[√−1]Q0 . Another modification not changingXζ−ssd′ for all d′ ≤ d can be done
to ensure ℑmζi = 1 for all i ∈ Q0, in other words, ζ is a King stability condition
providing a Gd-linearization.
Example 3.33. For a smooth projective curve C and a number µ ∈ (−∞,∞]
the symmetry condition is fulfilled as semistable sheaves E of the same slope have
collinear numerical data (deg(E), rk(E)). The pairing (−,−) is just the Euler
pairing depending only on the ranks and the degrees of the sheaves E1, E2.
Example 3.34. Let X be a smooth projective surface with a real ample divi-
sor D. We start with two dimensional sheaves and fix a normalized polynomial
p ∈ Q[t] of degree 2. Let us consider the category Ak of Gieseker semistable
coherent sheaves on X with normalized Hilbert polynomial p. If KX · D < 0,
the sheaf E(KX) has a normalized Hilbert polynomial smaller than p. Then,
Ext2(E1, E2) ∼= Hom(E2, E1(KX))∨ = 0 by general arguments about morphisms
between semistable sheaves of different normalized Hilbert polynomial. Thus,
dimHom(E1, E2) − dimExt1(E1, E2) is the Euler paring of E1 with E2 which de-
pends only on the Chern characters of E1 and E2. Thus, condition (7) is fulfilled.
If we choose D generic (depending on p), the Chern characters of E1 and E2 are
collinear proving the symmetry assumption. In the case of 1-dimensional sheaves
E we need to assume c1(E) · KX < 0 to ensure that the same arguments ap-
ply. This condition is for example fulfilled on del Pezzo surfaces. Note that the
symmetry condition is not fulfilled for zero-dimensional sheaves. By Serre duality
dimExt1(E1, E2) is symmetric but dimHom(E1, E2) is not. Consider for example
the sheaves E1 = OX,x/mx ∼= k and E2 = OX,x/m2x for some k-point x ∈ X .
Then dimHom(E1, E2) = 2 but dimHom(E2, E1) = 1. In order to construct Gd-
linearizations, we proceed as in the quiver case by modifying D to some integral
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ample divisor not changing the stack of semistable sheaves of a finite set of Chern
characters. As the GIT-quotient is universal, the quasiprojective scheme Md is
independent of any choices made.
Example 3.35. Let (A, ω, p) satisfy assumptions (1)–(8) and let J be any set,
then A× VectJ with the functor ω × id : A × VectJ −→ VectI ×VectJ ∼= VectI⊔J
will also satisfy assumptions (1)–(8).
Corollary 3.36. Assuming the symmetry condition (8), the smoothness assump-
tion (7) is equivalent to the weaker requirement that all spaces Xd are smooth.
Proof. As dimK Ext
1
AK
(E,E)− dimK HomAK(E,E) computes the dimension of the
smooth stackM in E, it must be constant on connected components. Applying this
to E = E,F and E⊕F , the first statement follows from the symmetry assumption
and the formula
hom(F,E)− ext1(F,E) =
1
2
(
hom(F ⊕ E,F ⊕ E)− ext1(F ⊕ E,F ⊕ E)
− hom(F, F ) + ext1(F, F )− hom(E,E) + ext1(E,E)
)
.
using the shorthands hom = dimKHomAK and ext
1 = dimK Ext
1
AK . 
Lemma 3.37. Let P be a property of objects in AK which is closed under subquo-
tients and extension, that means for every short exact sequence
0 −→ E1 −→ E2 −→ E3 −→ 0
in AK, E2 has property P if and only if E1 and E3 have property P . In particular,
the full subcategory AP
K
⊂ AK of objects having property P is a Serre subcategory.
We also assume that the points in M having property P are the points of a sub-
scheme MP . We define APS to be the full subcategory of objects E in AS such that
E|s is in APK for every point s ∈ S with residue field K. Let ωP be the restriction
of ω to AP . Then, pRS : AS⊗R → ARS induces also an equivalence pP of the cor-
responding subfunctors, and the triple (AP , ωP , pP ) satisfies the same assumptions
as (A, ω, p).
The proof is straight forward and left to the reader. Examples of such a situation
are given in Example 3.19.
3.6. Framed objects. Framed objects occur as a special case of Proposition 3.27.
Let (A, ω, p) satisfy our assumptions (1)–(6). For Iˆ = I ⊔ {∞} and f ∈ NI we
consider the quiver QFrf with vertex set Iˆ and fi arrows from ∞ to i ∈ I. Let
ωFrf : Q
Fr
f − Rep → VectIˆ be the usual functor forgetting the kQFrf -action. Given
(A,ω, p) as above, we can form the cartesian diagram
Af
pr

pr //
ωf $$■
■■
■■
■■
■■
■
QFrf − Rep
ωFrfyysss
ss
ss
ss
ωFrf

VectIˆ
A×Vect
ω×id
::ttttttttttt
ω×id
// VectIˆ .
id
ee❑❑❑❑❑❑❑❑❑❑
Thus, (Af , ωf , pf ) also satisfies our assumptions (1)–(6). Let us spell out some
details relevant for the paper by providing another equivalent model for (Af , ωf , pf)
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which will be used throughout this paper.
For a k-scheme S, objects of Af,S are triples (E,W, h) with E ∈ AS , W ∈ VectS
and a morphism h : W f :=
⊕
i∈IW
⊕fi −→ ωS(E) of I-graded vector bundles on
S. For S = SpecK and W = Kr, h is just a collection of rfi vectors in the i-the
component ωK(E)i of ω(E) for i ∈ I. A morphism φˆ : (E,W, h) −→ (E′,W ′, h′)
between such triples is a pair (φ, φ∞) consisting of a morphism φ : E → E′ in AS
and a morphism φ∞ :W →W ′ of vector bundles such that
W f
h

φf∞ // W ′f
h′

ωS(E)
ωS(φ) // ωS(E′)
commutes. It is obvious that Af is an exact category which is abelian for S =
SpecK by our assumptions on A. We define ωf by means of ωf,S(E,W, h) :=
ω(E)⊕W and leave the definition of pf to the reader.
Example 3.38. If Ak = kQ − Repζ−ssµ is the category of ζ-semistable quiver rep-
resentations of slope µ, then Af,k is the category of representations of the quiver
Qf defined in section 2 such that the underlying Q-representation is ζ-semistable
of slope µ. If Ak is the category of Gieseker semistable sheaves E of fixed normal-
ized Hilbert polynomial on a smooth polarized projective variety X , then Af,k is
essentially the category of such sheaves equipped with a bunch of sections of the
twisted sheaf E(m).
Apparently, AS and VectS can be identified with full subcategories of Af,S for
every k-scheme S. The moduli stack is given by Mf,dˆ = Xf,dˆ/Gdˆ with dˆ = (d, r)
and
Xf,dˆ = Xd ×k
∏
i∈I
Homk(kr, kdi)fi = Xd ×k Ar(f ·d)k
with f · d = ∑i∈I fidi. Using the trivial Gdˆ-linearization on Ar(fd)k = (Ar(fd)k )ss,
we get X
ss
f,dˆ = X
ss
d × Ar(fd) and according to Proposition 3.27, Xf,dˆ has a moduli
space which is actually isomorphic to Md for every polarization Lad ⊠OAr(fd)
k
with
a > 0. Indeed, using the projection formula we get⊕
k≥0
H0(X
ss
d × Ar(fd)d ,L⊗akd ⊠OAr(fd)
k
)Gdˆ
=
⊕
k≥0
(
H0(X
ss
d ,L⊗akd )⊗k k[Ar(fd)k ]
)Gd×GL(r)
=
⊕
k≥0
(
H0(X
ss
d ,L⊗akd )⊗k k[Ar(fd)k ]GL(r)
)Gd
=
⊕
k≥0
H0(X
ss
d ,L⊗akd )Gd .
Thus X
ss
f,dˆ//Gdˆ
∼= Xss//Gd, and the claim follows.
3.7. The Hilbert–Chow morphism. Let us modify the previous example by
replacing kQFrf − Rep with the subcategory kQFrf − Repθˆ0 of semistable QFrf -
representations of slope 0 with respect to the King stability condition θˆ = (θ,−θd) ∈
ZIˆ with θi > 0 for all i ∈ I. Denote the fiber product (A×Vect)VectIˆkQFrf −Repθ0
with Aθˆf . Again we use the partial compactification (Ar(fd)k )ss ⊂ Ar(fd)k to com-
pute moduli spaces. From now on, we will only consider the case dimW ≤ 1, i.e.
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dˆ = (d, 0) or (d, 1). Let us simplify our notation slightly by using the subscript
“f, d” for “f, (d, 1)” and “d” for “f, (d, 0)”.
To construct quotients, we have to study the Gdˆ-action on Xf,d = Xd × Afdk for
Gdˆ = G(d,1) = Gd × GL(1). Let Oθ be the trivial line bundle on Afdk equipped
with the G(d,1)-linearization given by (gi)i∈Iˆ 7−→
∏
i∈Iˆ det(gi)
θi ∈ GL(1) with
θ∞ = −θd. Then, (Afdk )ss = (Afdk )st parametrizes trivialized QFrf -representations
(V ∼= kd,W ∼= k∞, h) which are generated by 1 ∈ k∞.
Proposition 3.39. Let θi > 0 for all i ∈ I as above and a > θd. Consider the
Gd-linearization La,θ := L⊗ad ⊠Oθ on Xf,d = Xd×Afdk and form the corresponding
subschemes of (semi)stable points. Then X
ss
f,d maps into X
ss
d under the projection
Xf,d → Xd. Denote the preimage inside Xssf,d of the subscheme Xd ⊂ X
ss
d with
Xssf,d ⊂ X
ss
f,d and similarly for X
st
f,d ⊂ X
st
f,d. Then X
st
f,d = X
ss
f,d, and this scheme
parametrizes quadruples Eˆ = (E,ψ,K, h) (up to isomorphism) with E ∈ AK, ψ :
ωK(E)
∼−→ Kd and h : K → Kd such that im(h) ⊂ ψ(ωK(E′)) implies E′ = E
for each subobject E′ ⊂ E, in other words Eˆ contains no proper subobject with
dimension vector (d′, 1). In particular, it is independent of the choice of θ as above
and a > θd.
Proof. We want to apply Mumford’s criterion to Xd×Afdk which comes with a the
projective morphism Xd×Afdk −→ SpecAd×Afdk with (relative) ample line bundle
La,θ = Lad⊠OθAfd
k
. This can be done due to Theorem 3.3 of [15]. Note that µL(x, λ)
is additive in L and has integer values. We first show that xˆ = (x, h) ∈ Xsf,ds
implies x ∈ Xssd by taking a 1-PS λ and assume the existence of the limit point xλ0
since otherwise µLd(x, λ) = +∞ > 0 by definition. Using equation (1), it remains
to show µLd(x, λW
n
) ≥ 0 for every n ∈ Z in order to conclude µLd(x, λ) ≥ 0. Here
W • is the filtration on Kd, where K denotes a field extension over which λ and xˆ
are defined. But
0 ≤ µLa,θ (xˆ, λWn) = µLad(x, λWn) + µOθ (h, λWn) ≤ µLad (x, λWn) + θdn
for any n ∈ Z. If µLd(x, λWn ) < 0, µLad(x, λWn) ≤ −a < −θd ≤ −θdn producing
a contradiction. Thus, x ∈ Xssd . Denote the set of framed objects Eˆ having no
subobject of dimension vector (d, 1) with U . To show U ⊂ Xstf,d we pick a point
xˆ = (x, h) ∈ U defined over K and a 1-PS λ in Gdˆ,K not mapping into the diagonal
GL(1) and inducing a filtration Wˆn =Wn ⊕Wn∞ on Kd ⊕K∞ such that the limit
(xˆλ0 ) = (x
λ
0 , h
λ
0 ) ∈ Xd × Afdk exists since otherwise µL
a,θ
(xˆ, λ) = +∞ > 0 by
definition. Using equation (1) and K∞ ⊂ Wˆ0 we conclude
µL
a,θ
(xˆ, λ) = µL
a
d(x, λ) + µO
θ
(h, λ)
=
∑
n>0
(
µL
a
d (x, λW
n
) + θdn
)
+
∑
n≤0
(
µL
a
d(x, λWn ) + θdn − θd
)
.
The first summands corresponding to Wn∞ = 0 are non-negative as x ∈ X
ss
d implies
µL
a
d(x, λW
n
) ≥ 0, and strictly positive ifWn 6= 0. Also the summands of the second
sum corresponding toWn∞ = K∞ are non-negative and strictly positive ifW
n 6= Kd.
Indeed, if θdn < θd, then µL
a
d(x, λW
n
) ≥ (θd)µLd(x, λWn ) ≥ θd since otherwise
µLd(x, λW
n
) = 0 as we always have µLd(x, λW
n
) ≥ 0. But µLd(x, λWn) = 0 implies
ψ(Wn) = ωK(E
n) for some proper subobject En ∈ AK by our equivalent conditions.
In particular, ωK(E
n) contains the image of h which is impossible by assumption
xˆ ∈ U . Thus, every summand in the second sum is ≥ θdn. Since at least one of the
Wn is a proper subspace, we obtain µL
a,θ
(xˆ, λ) > 0 proving xˆ ∈ Xstf,d.
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It remains to show Xssf,d ⊂ U . Pick xˆ = (x, h) in Xssf,d. We can represent x by some
pair (E,ψ) with E ∈ AK. If E′ ⊂ E is a proper subobject defined over K such that
ωK(E
′) contains the image of h, then
µL
a,θ
(xˆ, λW
′
) = µL
a
d (x, λW
′
) + θ dim(E′)− θd ≥ 0
by assumption on xˆ, where W ′ = ψ(ωK(E
′)) ⊕K∞ is made into a 2-step filtration
0 =W 1 ⊂W 0 =W ′ ⊂W−1 = Kd ⊕K∞ with associated 1-PS λW ′ . By our equiv-
alent conditions in assumption (4), µL
a
d (x, λW
′
) = 0 giving rise to a contradiction
as θ dim(E′) < θd. Hence, xˆ ∈ U finishing the proof. 
Let us denote the scheme Xssf,d = X
ss
f,d with Xf,d. Passing to GIT-quotients, we
obtain the following commutative diagram
Xf,d
prXd
|Xf,d //
p˜f,d

Xd
p˜d

X
ss
f,d//Gdˆ
pif,d // X
ss
d //Gd
Because of p˜−1d (Md) = Xd (cf. assumption (4)), we could also describe Xf,d =
Xstf,d as the preimage of the (open if chark > 0) subscheme Mf,d := π−1f,d(Md) ⊂
X
ss
f,d//Gdˆ with respect to p˜f,d. In particular,Mf,d is the uniform geometric quotient
of Xstf,d = Xf,d, and πf,d restricts to a morphism πf,d :Mf,d →Md.
Remark 3.40. The set Xd × (AfdK )ss is in general strictly contained in Xf,d, as
for (E,ψ,K, h) ∈ Xf,d the vector 1 ∈ K∞ can generate proper subrepresentations
(V,K, h) of (Kd,K, h), but ψ−1(V ) is not of the form ωK(E′) for some proper
subobject E′ ⊂ E. By the same reason Xssd × (AfdK )ss ⊂ X
ss
f,d is a strict inclusion
and the sufficient condition of Proposition 3.27 does not apply. Nevertheless, a
moduli space for Aθˆf exists because Xf,d → Mf,d is a geometric quotient and
Xd× (AfdK )ss ⊂ Xf,d an open Gdˆ-invariant subspace. Its open image inMf,d is the
moduli space for Aθˆf .
Corollary 3.41. If (A, ω, p) also satisfies our smoothness assumption (7), Mf,d
is smooth, and Xf,d = X
st
f,d −→Mf,d is a principal Gd-bundle.
Proof. As Xd is smooth, the same must hold for X
st
f,d ⊂ Xd × Afdk . The automor-
phism group of a point (E,ψ,K, h) in Xstf,d is GL(1) corresponding to the diagonal
embedding GL(1) → Gdˆ, the group PGdˆ ∼= Gd acts freely, and the quotient is
smooth. 
Let us come to the main result of this section.
Theorem 3.42. Assume that (A, ω, p) satisfies all of our assumptions (1)–(8).
Then πf,d : Mssf,d −→ Md is a projective and virtually small morphism, that is,
there is a finite stratification Md = ⊔λSλ with empty or dense stratum S0 =Msd =
Xstd /PGd such that π
−1
f,d(Sλ) −→ Sλ is e´tale locally trivial and
dimπ−1f,d(xλ)− dimPf ·d−1 ≤
1
2
codimSλ
for every xλ ∈ Sλ with equality only for Sλ = S0 6= ∅ with fiber π−1f,d(x0) ∼= Pf ·d−1.
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Proof. To proof projectivity, we consider the commutative diagram
X
ss
f,d//Gdˆ
pif,d //

X
ss
d //Gd

Spec(k[X
ss
f,d]
Gdˆ) // Spec(k[X
ss
d ]
Gd)
which exists by the previous Proposition and the functorial properties of GIT-
quotients and the Spec-functor. Moreover, the vertical maps are induced by the
inclusions
k[X
ss
d ]
Gd = H0(X
ss
d ,L⊗0d )Gd
pr∗ //
 _

k[X
ss
f,d]
Gdˆ = H0(X
ss
f,d, (La,θ)⊗0)Gdˆ _
⊕
k≥0H
0(X
ss
d ,L⊗akd )Gd
⊕
k≥0 H
0(X
ss
f,d, (La,θ)⊗k)Gdˆ ,
of the degree 0 parts of the graded rings. Therefore, they are projective by general
properties of the Proj-construction. The important point is that the horizontal
arrow pr∗ is an isomorphism. Indeed, as a Gdˆ = Gd ×GL(1)-representation,
k[X
ss
f,d] = k[X
ss
d ]⊗k Sym
(⊕
i∈I
(
(kdi)∨
)⊕fi)
with GL(1) acting trivially on the first factor. Thus, k[X
ss
f,d]
Gdˆ = (k[X
ss
f,d]
GL(1))Gd =
(k[X
ss
d ] ⊗ k)Gd = k[X
ss
d ]
Gd follows. As Spec(k[X
ss
f,d]
Gdˆ) ∼= Spec(k[Xssd ]Gd), πf,d :
X
ss
f,d//Gdˆ −→ X
ss
d //Gd is also projective and its restriction to Mf,d ⊂ X
ss
d //Gd is
just πf,d :Mf,d →Md which must be projective, too.
For E ∈ Msd defined over K, every choice of h 6= 0 and ψ : ωK(E) ∼= Kd provides
a point Eˆ = (E,ψ,K, h) ∈ Xd ×Afdk satisfying the conditions of Proposition 3.39.
Thus, pr−1(Xstd ) ∩Xf,d = Xstd ×k (Af ·d \ {0}) and
πf,d : X
st
d ×k (Af ·d \ {0})/Gdˆ = Xstd ×k Pf ·d−1/PGd −→Msd
is an e´tale locally trivial Pf ·d−1 bundle.
The points of Md correspond to the closed orbits in Xd, i.e. to those orbits whose
points have reductive stabilizer in Gd. The latter is just AutAK(E) which is re-
ductive if and only if E =
⊕s
k=1E
⊕mk
k is semisimple with pairwise non-isomorphic
simple objects Ek of multiplicity mk.
Let ξ =
(
(γ•, d•,m•) = (γ
1, . . . , γs), (d1, . . . , ds), (m1, . . . ,ms)
)
be an element in
Γs × (N⊕I)s ×Ns for some s ∈ N. We define Sξ ⊂Mγ,d with γ =
∑s
k=1mkγk and
d =
∑s
k=1mkd
k to be the locally closed subvariety corresponding to semisimple
objects E having a decomposition E =
⊕s
k=1 E
⊕mk
k with pairwise non-isomorphic
Ek ∈ Msγk,dk . Apparently, Sξ depends only on (γ•, d•), but the embedding intoMγ,d depends also on m•. If Sξ is non-empty, Msγk,dk must also be non-empty,
and (γk, γk) = 1− dimMsγk,dk ≤ 1 follows for all 1 ≤ k ≤ s. Moreover
dimSξ =
s∑
k=1
dimMsγ,d = s−
s∑
k=1
(γk, γk).
We define the local Ext1-quiver Qξ which in fact only depends on γ
• as the set of
vertices {1, . . . , s} with δkl−(γk, γl) arrows form ik to il. Note that Qξ is symmetric
by our symmetry assumption on A. Define a local dimension vector dξ depending
only on m• by (dξ)ik = mk, and a local framing datum fξ by (fξ)ik = f · dk which
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depends only on d•. We consider the trivial stability on Qξ. Then we have a local
Hilbert–Chow map
πξ :M0−ssfξ,dξ(Qξ)→M0−ssdξ (Qξ) = Rdξ//Gdξ .
We denote the fiber over the class of the zero representation by Mnilpfξ,dξ(Qξ). By
construction, we have
dimMnilpdξ,fξ(Qξ) = dimNdξ − dimGdξ + fξ · dξ,
where Ndξ denotes the nullcone of the representation of Gdξ on Rdξ , i.e. the preim-
age of ρ(0) ∈ Spec k[Rdξ ]Gdξ under the quotient map ρ : Rdξ −→ Spec k[Rdξ ]Gdξ .
We will now use the following two results which will be (partially) proven in section
7.
Theorem 3.43. If Q is a symmetric quiver and Nd ⊂ Rd the preimage of ρ(0) ∈
Spec k[Rd]Gd under the quotient map ρ : Rd −→ Spec k[Rd]Gd, then
dimNd − dimGd ≤ −1
2
(d, d) +
1
2
∑
k∈Q0
(k, k)dk − |d|,
where k ∈ Q0 is also identified with the dimension vector (δik)i∈Q0 .
Theorem 3.44. The Hilbert–Chow morphism πf,d : Mssf,d →Md restricted to Sξ
is e´tale locally trivial with fiber isomorphic to Mnilpfξ,dξ(Qξ).
The proof of the theorem is a straight forward generalization of the quiver case
which is Theorem 4.1 in [13], but we give a proof of π−1f,d(E) ⊂ Mnilpfξ,dξ(Qξ) in
section 7 for the sake of completeness. Only this inclusion will be used in the
sequel. Having these two results at hand, we obtain for E ∈ Sξ the estimation
dimπ−1f,d(E) ≤ dimMnilpfξ,dξ(Qξ) = dimNdξ − dimGdξ + fξ · dξ
≤ −1
2
(dξ, dξ)Qξ +
1
2
s∑
k=1
(k, k)Qξ (dξ)k − |dξ|+ fξ · dξ.
Using the definition of Qξ, dξ and fξ, this simplifies to
dim π−1f,d(E) ≤ −
1
2
(γ, γ) +
1
2
s∑
k=1
(γk, γk)mk −
s∑
k=1
mk + f · d.
On the other hand, we can rewrite the dimension formula for Sξ as
codimSξ = −(γ, γ) +
s∑
k=1
(γk, γk) + 1− s.
The inequality
dim π−1f,d(E)− (f · d− 1) ≤
1
2
codimSξ
(with equality only if ξ = ((d, 1))) claimed in the Theorem can thus be rewritten
as
−1
2
(γ, γ) +
1
2
s∑
k=1
(γk, γk)mk −
s∑
k=1
mk + 1 ≤ −1
2
(γ, γ) +
1
2
s∑
k=1
(γk, γk) +
1
2
(1− s).
This is easily simplified to
1
2
s∑
k=1
(
(γk, γk)− 2)(mk − 1) ≤ 1
2
(s− 1).
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Since (γk, γk) ≤ 1, the left hand side is non-positive, whereas the right hand side
is non-negative. Equality holds if both sides are zero, thus s = 1, proving virtual
smallness. 
4. Some background on mixed Hodge modules
4.1. Mixed Hodge modules. The ground field in the next two sections will be
k = C. In this section we recall some standard facts about mixed Hodge modules,
intersection complexes and Schur functors. The interested reader will find more
details in [6] and [42]. Let X be a variety with quasiprojective connected compo-
nents. We denote with MHM(X) the abelian categories of mixed Hodge modules
on X . For a morphism f : X −→ Y of finite type we get two pairs (f∗, f∗), (f!, f !)
of adjoint triangulated functors f∗, f! : D
b(MHM(X)) −→ Db(MHM(Y )) and
f∗, f ! : Db(MHM(Y )) −→ Db(MHM(X)), satisfying Grothendieck’s axioms of the
four functor formalism. Moreover, there are duality functors relating f∗ with f! and
f∗ with f !. We also mention that for each connected component Xα of X , the cate-
gories MHM(Xα) are of finite length. Furthermore, there is an exact equivalence T
of MHM(X), called the Tate twist, commuting with all four functors and satisfying
rat ◦T = rat. In practice, T usually acts by means of the composition L := [−2] ◦T
on Db(MHM(X)). In our applications, MHM(X) is equipped with an exact sym-
metric monoidal tensor product with unit object 1 and T(−) ∼= T(1) ⊗ (−). By
abusing language, we will also denote T(1), resp. L(1), with T, resp. L. The actions
of T and L on K0(MHM(X)) coincide, making it into a Z[L±1]-module. We de-
note by K0(MHM(X))[L−1/2] the Z[L±1/2]-module obtained by adjoining a square
root of L. One can also categorify this, giving rise to an exact equivalence T1/2
on an enlarged abelian category of mixed Hodge modules. Then, L−1/2 is given
by [1] ◦ T−1/2, and should be seen as a refinement of the shift functor [1] on the
underlying perverse sheaf.
4.2. Intersection complex. Given a closed equidimensional subvariety Z ⊂ X
and a polarizable variation V of mixed Hodge structures on a dense open subset Zo
of the regular part Zreg of Z, there is canonical mixed Hodge module ICZ(L) on X ,
called the L-twisted intersection complex of Z, such that ICZ(L)|Zo = L[dimZ].
If Z and L are irreducible, ICZ(L) is an irreducible object of MHM(X), and all
irreducible objects are obtained in this way. We will, however, use the slightly non-
standard convention ICZ(V )|Zo = L− dimZ/2(V ) = T− dimZ/2(V )[dimZ]. Note
that an irreducible variation of mixed Hodge structures is pure, and application of
T−1/2 reduces the weight by one. If Z has several connected components of differ-
ent dimension, the construction of ICZ(L) resp. ICZ(V ) generalizes accordingly.
Applying this to the trivial variation Q of pure Hodge structures of type (0, 0) on
Zreg, we obtain a distinguished intersection complex ICZ(Q).
4.3. Schur functors. Let us now specialize toX =M, although everything in this
section remains true for arbitrary commutative monoids (X,⊕, 0) in the category
of varieties with quasiprojective connected components such that ⊕ : X×X −→ X
is of finite type. We obtain a symmetric monoidal tensor product
⊗ : Db(MHM(M))×Db(MHM(M)) −→ Db(MHM(M)), E ⊗ F := ⊕∗(E ⊠ F),
and if ⊕ is even a finite morphism, the tensor product preserves the abelian sub-
category MHM(X) of mixed Hodge modules. More details can be found in [34].
The unit 1 is given by ICM0(Q), which is a skyscraper sheaf of rank one supported
on the moduli spaceM0 ∼= Spec k containing the zero object 0 of dimension vector
d = 0. We drop the ⊗-sign when dealing with the associated Grothendieck group
K0(MHM(M)).
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Given E ∈ Db(MHM(M)) and n ∈ N, the object E⊗n carries a natural action of the
symmetric group Sn. By general arguments (see [11]), we obtain a decomposition
E⊗n =
⊕
λ⊣n
Wλ ⊗ Sλ(E)
for certain objects Sλ(E) ∈ Db(MHM(M)) which are actually in MHM(M) if ⊕ is
finite, and where Wλ denotes the irreducible representation of Sn associated to the
partition λ of n. The tensor product used on the right hand side can be defined
for every additive category, and should not be confused with the tensor product
explained above. However, after identifying vector spaces W with trivial variations
of pure Hodge structures of type (0, 0) over M0, both tensor products agree. The
decomposition is functorial, giving rise to Schur functors Sλ : Db(MHM(M)) −→
Db(MHM(M)) for every partition λ.
Example 4.1.
(1) For λ = (n), the representation Wλ is the trivial representation of Sn and
Sλ(E) =: Symn(E). If E|M0 = 0, we get Symn(E)|Md = 0 for every d ∈ N⊕I
provided n≫ 0. In particular, Sym(E) = ⊕n Symn(E) is well-defined.
(2) For λ = (1, . . . , 1), the representation Wλ is the sign representation of
Sn and S
λ(E) =: Altn(E). As before Alt(E) = ⊕nAltn(E) is well-defined
provided E|M0 = 0.
The following proposition is a standard result.
Proposition 4.2. Let E ,F be in Db(MHM(M)) such that E|M0 = F|M0 = 0.
Denote by P be the set of all partitions of arbitrary size. Then
Sym(E ⊕ F) = Sym(E)⊗ Sym(F ), in particular
Symn(E ⊕ F) =
⊕
i+j=n
Symi(E) ⊗ Symj(F), and(4)
Sym(E ⊗ F) =
⊕
λ∈P
Sλ(E)⊗ Sλ(F), in particular
Symn(E ⊗ F) =
⊕
λ⊣n
Sλ(E)⊗ Sλ(F).(5)
Equations (4) and (5) are of course also true without the additional assumptions
on E and F . The next result is also well-known.
Proposition 4.3. The Schur functors Sλ induce well defined operations on the
Grothendieck group K0(MHM(M)) satisfying the analogs of equation (4) and (5).
In particular, the Grothendieck group carries the structure of a (special) λ-ring.
It is worth to mention the following technical detail. Although Sym(E) =
⊕n Symn(E) by definition, this equation cannot hold on the level of Grothendieck
groups as we do not have infinite sums. To define these, we need to complete
the Grothendieck groups as follows. Let F p ⊂ K0(MHM(M)) be the subgroup
generated by all mixed Hodge modules E such that E|Md = 0 if d cannot be
written as a sum of p nonzero dimension vectors, i.e. |d| := ∑i∈I di < p. It
is easy to these that F pF q ⊂ F p+q and Sλ(F p) ⊂ Fnp for all λ ⊣ n and all
n, p, q ∈ N. Hence, the F p provide a λ-ring filtration, and the corresponding com-
pletion Kˆ0(MHM(M)) =
∏
d∈N⊕I K0(MHM(Md)) has a well defined ring structure
and action of Sλ. Moreover,
∑
n Sym
n(E) is well-defined and agrees with the class
of Sym(E) for E ∈ F 1.
As T = L in K0(MHM(M)) and Symn(T±1) = T±n, the λ-ring structure of Propo-
sition 4.3 also extends to K0(MHM(M))[L−1/2], and even to
K0(MHM(M))[L−1/2, (LN − 1)−1 : N ∈ N] =
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= K0(MHM(M))⊗Z[L±1] Z[L−1/2, (LN − 1)−1 : N ∈ N]
by putting
Sλ(T±1/2) =
{
T±n/2 for λ = (n),
0 otherwise.
Note that Sλ(L±1/2) = Sλ(−T±1/2) satisfies more complicated equations.
Again, we consider the filtration F p[L−1/2], resp. F p[L−1/2, (Ln − 1)−1 : n ∈ N],
defined accordingly and perform a completion as before. By abusing notation let
us denote the resulting λ-ring by
Kˆ0(MHM(M))[L−1/2, (LN − 1)−1 : N ∈ N] :=
=
∏
d∈N⊕I
(
K0(MHM(Md))⊗Z[L±] [L−1/2, (LN − 1)−1 : N ∈ N]
)
which should not be confused with( ∏
d∈N⊕I
K0(MHM(M))
)
⊗Z[L±1] Z[L−1/2, (LN − 1)−1 : N ∈ N].
Remark 4.4. The reason for adjoining L±1/2 to the Grothendieck group is given
by our non-standard convention for the intersection complex involving powers of
L1/2. The various completions are needed in the next section when we pass to
stacks and define Donaldson–Thomas invariants.
The following result illustrates the nice behavior of intersection complexes with
respect to Schur functors.
Proposition 4.5. Given a dimension vector d and a natural number n, let us
denote by ∆ resp. ∆˜ the big diagonal in SymnMsd ⊂ Mnd resp. (Msd)n. For an
irreducible representation Wλ of Sn denote by Wλ the variation of Hodge structure
of type (0, 0) on SymnMsd \∆ given by
(
(Msd)n \ ∆˜
)×Sn Wλ. Then
(6) Sλ
(ICMs
d
(Q)
)
= ICSymnMs
d
(W λ).
Proof. We may assumeMsd 6= ∅ so thatMsd =Md, and we may replaceMnd with
SymnMsd. Since ⊕ : (Md)n −→ SymnMsd is finite, the Decomposition Theorem
of Beilinson, Bernstein, Deligne, Gabber and Saito tells us that ICMd(Q)⊗n =
⊕∗
(ICMd(Q)⊠n) = ICSymnMsd(V ) for a suitable variation of Hodge structures V
on the smooth locus SymnMsd \ ∆. As the restriction of ⊕ to (Msd)n \ ∆˜ is a
left Sn-principal bundle over Sym
nMsd \ ∆, we can trivialize it e´tale locally as
U × Sn, showing that the fiber of V is just H0(Sn,Q). The natural Sn-action on
ICMd(Q)⊗n is induced by the left multiplication with Sn on U × Sn, while the
right multiplication induces the transitions between different trivializations. The
Sn-bimodule H
0(Sn,Q) decomposes as ⊕λ⊣nWλ ⊗Wλ with the left factor, resp.
the right factor, corresponding to the left action, resp. to the right action. Hence,
V = ⊕λ⊣nWλ ⊗Wλ, completing the proof. 
As mentioned at the beginning of this section, we can also replaceM by N⊕I ×
SpecC considered as a zero-dimensional monoid in the category of varieties with
quasiprojective connected components. All of the constructions above go through
with M0 replaced by {0} ⊂ N⊕I × SpecC. It is not difficult to see that
Kˆ0(MHM(N⊕I × SpecC))[L−1/2, (LN − 1)−1 : N ∈ N] =
= K0(MHM(C))[L−1/2, (LN − 1)−1 : N ∈ N][[ti : i ∈ I]].
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Since dim : M −→ NI is a homomorphism of monoids with quasiprojective con-
nected components, dim∗ and dim! define triangulated tensor functors
Db(MHM(M)) −→ Db(MHM(N⊕I × SpecC))
commuting with Schur functors of the same type. In particular, we get λ-ring
homomorphisms dim∗ and dim! from
Kˆ0(MHM(M))[L−1/2, (LN − 1)−1 : N ∈ N]
to
K0(MHM(C))[L−1/2, (LN − 1)−1 : N ∈ N][[ti : i ∈ I]]
commuting with the Schur operators.
5. DT invariants and intersection complexes
5.1. Donaldson–Thomas invariants. From now on we assume that (A, ω, p) sat-
isfies assumptions (1)–(8). We will introduce a generalization of Donaldson–Thomas
invariants using the notation of the previous sections. Consider the morphism
p : M −→M. Our first object is6 p!ICM(Q) in Kˆ0(MHM(M))[L−1/2, (LN −1)−1 :
N ∈ N]. To define it properly, we should develop a theory of mixed Hodge modules
on Artin stacks along with a four functor formalism. However, in our situation of
smooth quotient stacks we will use a more direct approach avoiding complicated
machinery. First of all, Md is smooth, motivating ICMd(Q) = L− dimMd/2(Q) =
L(d,d)/2(Q). Recall that ρd : Xd −→ Md is a Gd-principal bundle for every di-
mension vector d. By means of the projection formula we would expect a formula
like
H∗c (Gd,Q) ICMd(Q) = ρd !ρ∗dICMd(Q) = LdimGd/2ρd !ICXd(Q) = L(d,d)/2ρd !Q
in Kˆ0(MHM(M))[L−1/2, (Ln−1)−1 : n ∈ N]. Hence, we will define pd !ICMd(Q) as
the product in Kˆ0(MHM(M))[L−1/2, (Ln − 1)−1 : n ∈ N] of L(d,d)/2pd !qd !Q with
the inverse of the class
∏
i∈I L
(di2 )
∏di
n=1(L
n − 1) ∈ Z[L] of H∗c (Gd,Q). Summing
over d ∈ N⊕I gives p!ICM(Q). The following lemma is a standard fact in the theory
of (filtered) λ-rings.
Lemma 5.1. There is an element DT ∈ Kˆ0(MHM(M))[L−1/2, (Ln−1)−1 : n ∈ N]
with DT |M0 = 0 such that
p!ICM(Q) = Sym
( 1
L1/2 − L−1/2DT
)
.
Definition 5.2. We call DT d := DT |Md ∈ Kˆ0(MHM(Md))[L−1/2, (Ln − 1)−1 :
n ∈ N] the Donaldson–Thomas “sheaf” and DTd := dim!DT d = H∗c (Md,DT d) ∈
K0(MHM(C))[L−1/2, (Ln − 1)−1 : n ∈ N] the Donaldson–Thomas invariant of
dimension vector d.
As dim! is a λ-ring homomorphism, our definition of Donaldson–Thomas invari-
ants agrees with the usual one [32]. The following result is Corollary 6.6.
Proposition 5.3. Given a framing vector f ∈ NI such that 2|fi for all i ∈ I, we
obtain the following formula with N⊕I6=0 := N
⊕I \ {0}
(7) πf ∗ICMf (Q) = πf !ICMf (Q) = Sym
( ∑
d∈N⊕I6=0
[Pf ·d−1]virDT d
)
6Note that p! is the derived direct image with compact support, while p∗ is the usual derived
direct image.
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in Kˆ0(MHM(M))[L−1/2, (Ln − 1)−1 : n ∈ N], using the shorthand [Pf ·d−1]vir :=
L
f·d/2−L−f·d/2
L1/2−L−1/2
for d ∈ N⊕I . Here πf = ⊔dπf,d : Mf −→ M is the morphism
forgetting the framing.
The parity assumption on the framing vector is made to avoid typical “sign
problems”.
5.2. The main result. We also need to assume the following result proven in
section 6.
Theorem 5.4. The Donaldson–Thomas sheaf DT is in the image of the natural
map
Kˆ0(MHM(M))[L−1/2] −→ Kˆ0(MHM(M))[L−1/2, (LN − 1)−1 : N ∈ N].
Remark 5.5. Note that K0(MHM(Md)) is free over Z[L±1]. Indeed, consider the
set of all pairs (Z, V ) with Z being an irreducible closed subvariety and V being
an irreducible variation of Hodge structures of weight 0 or 1 on an open dense non-
singular subset Zo ⊂ Z. Call two pairs (Z, V ) and (Z ′, V ′) equivalent if Z = Z ′ and
V |Zo∩Z′o = V ′|Zo∩Z′o , and denote with [Z, V ] the equivalence class of (Z, V ). Notice
that ICZ(V ) = ICZ′(V ′) for equivalent pairs. Then, set of all intersection com-
plexes ICZ(V ), with [Z, V ] running through the set of equivalence classes provides a
basis of the Z[L±1]-module K0(MHM(Md)). As Z[L±1/2] →֒ Z[L−1/2, (Ln− 1)−1 :
n ∈ N] is injective, we can, therefore, identify Kˆ0(MHM(M))[L−1/2] with a λ-
subring of Kˆ0(MHM(M))[L−1/2, (Ln − 1)−1 : n ∈ N].
Theorem 5.6. We have DT = ICMs(Q) in Kˆ0(MHM(M))[L−1/2]. In particular,
DTd =
{
ICc(Md,Q) = IC(Md,Q)∨ if Msd 6= ∅,
0 otherwise
holds in K0(MHM(C))[L−1/2] for every dimension vectors d ∈ N⊕I6=0.
Proof. To prove the theorem we make use of the weight filtration of a mixed Hodge
module. Given a mixed Hodge module E on a variety X with irreducible support
Z, the stalk (shifted by − dimZ) at a generic closed point η ∈ Z is a mixed Hodge
structure with weight filtration
0 =Wm−1 $Wm ⊂ . . . ⊂Wn−1 $Wn = Eη.
Define deg E := max{|m|, |n|} + dimZ. As the action of T shifts the weight
filtration by two, we require that T1/2 increases the indices by one. In par-
ticular, deg ICZ(Q) = 0 by our convention. More generally, if E is a class in
K0(MHM(X))[L−1/2], we write it uniquely as a linear combination of irreducible
intersection complexes, and denote by deg(E) the maximal degree of its sum-
mands. If P is a Laurent polynomial in L1/2 invariant under L1/2 ↔ L−1/2, we get
deg(P (L1/2)E) = deg(E)+deg(P ). In particular, if λ is a partition of N and r ∈ N,
then deg(Sλ[Pr]vir · E) ≤ deg(E) +Nr, with equality only for λ = (N).
As before, P denotes the set of all partitions of arbitrary size and N⊕I6=0 = N⊕I \{0}.
We fix a framing vector f ∈ NI such that 2|fi for all i ∈ I and rewrite equation (7)
using equations (4) and (5):
πf,d ∗ICMd,f =
∑
λ:N⊕I6=0→P∑
|λe|e=d
∏
e∈N⊕I6=0
Sλe [Pf ·e−1]vir · SλeDT e.
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By induction over |d| =∑i∈I di, we conclude using equation (6) that
πf,d ∗ICMf,d = [Pf ·d−1]virDT d︸ ︷︷ ︸
for λ=δd
+
∑
λ:N⊕I6=0→P∑
|λe|e=d
λ6=δd
∏
e∈N⊕I6=0
Sλe [Pf ·e−1]vir · ICSym|λe|Mse(Wλe)
= [Pf ·d−1]virDT d +
∑
λ:N⊕I6=0→P∑
|λe|e=d
λ6=δd
( ∏
e∈N⊕I6=0
Sλe [Pf ·e−1]vir
)
· IC
SymλMs
(Wλ),(8)
where we used the shorthands SymλMs := ∏e Sym|λe|Mse ⊂ Md and Wλ :=
⊠eWλe . Moreover, δd : N
⊕I → P maps d to the partition (1) and any other
dimension vector to the zero partition.
Note that if DT d 6= 0, the first summand in equation (8) has degree 7 at least f ·d−1.
In contrast to this, the summands for λ 6= δd have degree at most f · d −
∑
e |λe|
which is less than f · d− 1 by assumption on λ.
On the other hand, we can use the Decomposition Theorem of Beilinson, Bernstein,
Deligne, Gabber and Saito and the fact that πf,d is virtually small (see Theorem
3.42) to obtain
(9) πf,d ∗ICMf,d = [Pf ·d−1]virICMsd(Q) +
∑
lower strata
S⊂Md, S=S¯
∑
irred. VHS
L on Sreg
mS,L ICS(L)
for certain mS,L ∈ Z. Moreover, deg(ICS(L)) < f · d − 1, and if Msd 6= ∅, the
first summand has degree at least f · d − 1. Note that the expression for the first
summand is a direct consequence of the relative Hard Lefschetz Theorem applied
to the projective morphism πf,d with generic fiber Pf ·d−1. Using the integrality
condition 5.4, we make the Ansatz
DT d =
∑
strata
∅6=S⊂Md, S=S¯
∑
irred. VHS
L on Sreg
uS,L ICS(L)
for certain unique uS,L ∈ Z and put this into equation (8). By comparing the
degrees of the resulting expression with equation (9), we finally conclude
uS,L =
{
1 if S =Msd 6= ∅, L = Q,
0 otherwise
proving the theorem. 
6. Motivic DT-theory and the integrality conjecture
We prove a stronger version of Theorem 5.4 involving motivic functions instead
of mixed Hodge modules. The reader not familiar with motivic functions might
have a look at [22], but we will also recall the main definitions below. In fact,
there is no difference between the two versions of Donaldson–Thomas invariants,
as long as we work with representations of quivers without potential, since all com-
putations will take place in the ring of Tate motives. We will make extensive use
of restriction to generic points. Since it is not so clear how to deal with mixed
Hodge modules on varieties defined over arbitrary (function) fields, we will work
in the motivic world. The machinery used to define Donaldson–Thomas sheaves
7Note that deg(DT d) is well-defined by the integrality condition 5.4.
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will also work in this more general context, and one ends up with the motivic
Donaldson–Thomas invariants respectively Donaldson–Thomas sheaves. In fact,
we will not construct any motivic sheaf. Instead, we define an element in some
ring Kˆ(Var /M)[L−1/2, (LN − 1)−1 : N ∈ N], which is a simplified version of the
Grothendieck group of the category of motivic sheaves. There is a λ-ring homo-
morphism from
Kˆ(Var /M)[L−1/2, (LN − 1)−1 : N ∈ N]
to
Kˆ0(MHM(M))[L−1/2, (LN − 1)−1 : N ∈ N],
induced by [X
q−→M] 7→ q!QX , giving rise to corresponding results for mixed Hodge
modules.
6.1. Motivic functions. Given an arbitrary Artin stack or scheme B of finite type
over8 K, we define the Grothendieck group K(Var /B) to be the free abelian group
generated by isomorphism classes [X → B] of representable morphisms of finite type
such that X has a locally finite stratification by quotient stacks Xi = Xi/GLni ,
subject to the cut and paste relation
[X → B] = [Z → B] + [X \ Z → B],
where Z ⊂ X is a closed substack.
Remark 6.1. Using the cut and paste relation we arrive at the conclusion that
if B = SpecB as an affine scheme of a finitely generated K-algebra B, the group
K(Var / SpecB) can also be described as the abelian group generated by symbols
[A] for each finitely generated B-algebras A subject to the following two conditions.
(1) If A ∼= A′ as B-algebras, then [A] = [A′].
(2) If a1, . . . , ar ∈ A is a finite set of elements, then
[A] = [A/(a1, . . . ar)] +
∑
∅6=J⊂{1,...,r}
(−1)|J|−1[A∏
j∈J aj
].
The fiber product defines a ring structure on K(Var /K) and a K(Var /K)-module
structure on K(Var /B). Taking the product over K defines an exterior product
⊠ : K(Var /B)×K(Var /B′) −→ K(Var /B × B′). Let us also introduce the module
K(Var /B)[L−1/2, (LN−1)−1 : N ∈ N] := K(Var /B)⊗Z[L]Z[L−1/2, (LN−1)−1 : N ∈ N]
with L denoting the Lefschetz motive L := [A1
K
] ∈ K(Var /K).9 We will also add
the relations
(10) [X/GLn → B] = [X → B]/[GLn]
for every GLn-action on a scheme X . Here, [GLn] = L(
n
2)
∏n
p=1(L
p − 1). In
particular, due to our assumption on X for a generator [X → B], the group
K(Var /B)[L−1/2, (LN − 1)−1 : N ∈ N] is generated as a Z[L−1/2, (LN − 1)−1 :
N ∈ N]-module by morphisms [X → B], with X being a scheme. Because of this,
the proper push forward φ! along morphisms φ : B → B′ such that π0(φ) : π0(B)→
π0(B′) has finite fibers is well defined by composition φ!([X → B]) = [X → B′].
We can also define
φ∗ : K(Var /B′)[L−1/2, (LN−1)−1 : N ∈ N] −→ K(Var /B′)[L−1/2, (LN−1)−1 : N ∈ N]
for all φ : B → B′ via φ∗([X → B]) = [X ×B′ B → B] on generators. In particular,
the restriction of a motivic function to a substack U →֒ B is well-defined. We will
identify two motivic functions on B if their restrictions to any substack of finite
8In practice, K will be our ground field k or some extension of k.
9For B = SpecK, we simplify the notation by suppressing the structure morphism to SpecK.
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type10 agree, and denote the resulting group by Kˆ(Var /B)[L−1/2, (LN − 1)−1 :
N ∈ N].
The pull-back and the push-forward satisfy some base change formula for every
cartesian square. Moreover, for every quotient stack ρ : X → X/G with G being a
special linear algebraic group, the formula
(11) ρ!ρ
∗(f) = [G] · f for all f ∈ Kˆ(Var /B)[L−1/2, (LN − 1)−1 : N ∈ N].
holds, and [G] is invertible. Indeed, if [Y
u−→ X/G] is a generator, then ρ!ρ∗[Y →
X/G] = [Y ×X/G X −→ Y −→ X/G] with P = Y ×X/G X being a principal G-
bundle on Y . As G is special, it is Zariski locally trivial and [P → Y ] = [G][Y → Y ]
follows in Kˆ(Var /Y )[L−1/2, (LN − 1)−1 : N ∈ N]. Hence,
ρ!ρ
∗([Y → X/G]) = [P → Y u−→ X/G] = u!([P → Y ]) = [G][Y → X/G].
The principal G-bundle GL(n)→ GL(n)/G is Zariski locally trivial and [GL(n)] =
[G][GL(n)/G] is invertible proving the invertibility of [G].
6.2. λ-ring structures. If the base B is a scheme and has an additional structure
of a commutative monoid with zero SpecK 0−→ B and sum ⊕ : B ×K B → B, then
K(Var /B) can be equipped with the structure of a λ-ring by putting
[X → B] · [Y → B] := [X ×K Y → B ×K B ⊕−−→ B] and
σn([X → B]) := [Xn/Sn → Bn/Sn ⊕−−→ B],
where Sn denotes the symmetric group. Due to a result of Kresch [33], the quotient
by Sn can either be taken in the stacky or in the naive sense. On can extend the
λ-ring structure to K(Var /B)[L−1/2, (LN − 1)−1 : N ∈ N] by defining −L1/2 to
be a line element, that is, σn(−L1/2) := (−L1/2)n. Moreover, the λ-ring structure
extends to Kˆ(Var /B)[L−1/2, (LN − 1)−1 : N ∈ N].
Given a motivic function f ∈ Kˆ(Var /B)[L−1/2, (LN − 1)−1 : N ∈ N] such that
σn(f)|U vanishes for all but finitely many n ∈ N depending on U and all substacks
U ⊂ B of finite type, the sum
Sym(f) :=
∑
n≥0
σn(f)
is well defined in Kˆ(Var /B)[L−1/2, (LN − 1)−1 : N ∈ N] and satisfies Sym(0) =
1 = [SpecK 0−→ B] as well as Sym(f + g) = Sym(f) · Sym(g).
Formation of direct sums of semisimple objects in A, respectively of sums of
dimension vectors, provides M, respectively N⊕I × SpecK, with the structure of
a commutative monoid, inducing a λ-ring structure on Kˆ(Var /M)[L−1/2, (LN −
1)−1 : N ∈ N], respectively on Kˆ(Var /N⊕I ×SpecK)[L−1/2, (LN − 1)−1 : N ∈ N].
If a motivic function f on M, respectively on N⊕I × SpecK, is supported away
from the zero element, the infinite sum Sym(f) is well defined.
Lemma 6.2. Assume that ι : N →M is a homomorphism of commutative monoids
in the category of schemes locally of finite type over k such that the commuting
diagram
N ×N
⊕

ι×ι // M ×M
⊕

N
ι // M
10An Artin stack with an atlas of finite type will be called of finite type.
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is cartesian. Then ι∗(fg) = ι∗(f)ι∗(g) and ι∗(σn(f)) = σn(ι∗(f)) for all n ∈ N
and all f, g ∈ K(Var /M)[L−1/2, (LN − 1)−1 : N ∈ N].
Proof. We will show ι∗(σn(f)) = σn(ι∗(f)) for a generator [X → M ] and leave
the rest to the reader. Using the assumption, one concludes easily that the outer
square of the diagram
Y n

// Xn

Y n/Sn

// Xn/Sn

N
ι // M
is also cartesian for Y = N ×M X . The terms of the middle horizontal line are
quotient stacks. Using the description of morphism to Sn-quotient stacks by means
of principal Sn-bundles and the fact that the outer square is cartesian, one shows
that the lower small square is also cartesian. This proves that ι∗([Xn/Sn →M ]) =
[Y n/Sn → N ] which is what we want due a previous remark related to work of
Kresch. 
6.3. Convolution product and integration map. We define a “convolution”
product, the so-called Ringel–Hall product, on Kˆ(Var /M)[L−1/2, (LN−1)−1 : N ∈
N] by means of the following diagram
Exact
pi2
##❋
❋❋
❋❋
❋❋
❋❋
pi1×pi3
yysss
ss
ss
ss
s
M×M M
via f ∗ g := π2 !(π1 × π3)∗(f ⊠ g), where Exact = ⊔d,d′∈N⊕IExactd,d′ denotes the
stack of short exact sequences 0 → E1 → E2 → E3 → 0 in A, and πi maps such
a sequence to its i-th entry. The open and closed substack Exactd,d′ is determined
by dim(V1) = d and dimE2 = d
′. It is well-known that the convolution product
provides Kˆ(Var /M)[L−1/2, (LN − 1)−1 : N ∈ N] with a K(Var /k)[L−1/2, (LN −
1)−1 : N ∈ N]-algebra structure with unit given by the motivic function [Spec k 0−→
M]. As we have seen, we can describe Md and Exactd,d′ as quotient stacks
Md = Xd/Gd with Xd = Md ×Speck/Gd Spec k
and
Exactd,d′ = Xd,d′/Gd,d′ with Xd,d′ = Exactd,d′ ×Speck/Gd,d′ Spec k,
where Gd,d′ is the parabolic subgroup of Gd+d′ fixing kd inside kd ⊕ kd′ ∼= kd+d′ .
As before, Xd is the moduli stack parametrizing families E ∈ AS together with an
isomorphism ψ : ωS(E) ∼= OdS of I-graded vector bundles. Note that automorphism
group of (E,ψ) is trivial and Xd(S) can be interpreted as the set of isomorphism
classes of pairs (E,ψ). Similarly, Xd,d′ is the moduli space parametrizing (isomor-
phism classes of) families of short exact sequences 0→ E1 → E2 → E3 → 0 in AS
together with an isomorphism
0 // ωS(E1) //
≀ψ1

ωS(E2) //
≀ψ2

ωS(E3)
≀ψ3

// 0
0 // OdS // Od ⊕Od
′
S
// Od′S // 0
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of short exact sequences of I-graded vector bundles on S. Giving such an ele-
ment, we can map it to (Ei, ψi) inducing maps πˆi such that the following diagram
commutes.
Xd ×Xd′
ρd×ρd′

Xd,d′
pˆi1×pˆi3oo pˆi2 //
ρd,d′

Xd+d′
ρd+d′

Xd/Gd ×Xd′/Gd′ Xd,d′/Gd,d′pi1×pi3oo pi2 // Xd+d′/Gd+d′
Recall that M and M have a decomposition M = ⊔γ∈ΓMγ and M = ⊔γ∈ΓMγ
for Γ = K(Ak¯)/ rad(−,−). We will also define a ∗-product on Kˆ(Var /M)[L−1/2, (LN−
1)−1 : N ∈ N] by means of fγ ∗ gγ′ := L〈γ,γ′〉/2fγ · gγ′ for fγ and gγ′ having
support on Mγ and Mγ′ respectively. Here 〈γ, γ′〉 = (γ, γ′) − (γ′, γ) is the skew-
symmetrization of (−,−) which vanishes if and only if assumption (8) is satisfied.
Notice that the ∗-product is non-commutative unless (8) holds. Let us denote the
restriction of p : M→M to Mγ with pγ .
Proposition 6.3. If (A, ω, p) satisfies all of our assumptions (1)–(7), then the
“integration” map
I : Kˆ(Var /M)[L−1/2, (LN−1)−1 : N ∈ N] −→ Kˆ(Var /M)[L−1/2, (LN−1)−1 : N ∈ N]
given by I(f) :=
∑
γ∈Γ L
(γ,γ)/2pγ !(f |Mγ ) is a K(Var /k)[L−1/2, (LN − 1)−1 : N ∈
N]-algebra homomorphism with respect to the ∗-products.
Proof. As M = ⊔γ∈Γ,d∈N⊕IMγ,d with Mγ,d = Xγ,d/Gd and similarly for M and
Exact, it suffices to prove I(f ∗ g) = I(f) ∗ I(g) for f ∈ Kˆ(Var /Mγ,d)[L−1/2, (LN −
1)−1 : N ∈ N] and g ∈ Kˆ(Var /Mγ′,d′)[L−1/2, (LN − 1)−1 : N ∈ N]. We use the
notation of the following commutative diagram.
X(γ,d),(γ′,d′)
pˆi1×pˆi3
tt❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
pˆi2
))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
ρd,d′

Xγ,d ×Xγ′,d′
ρd×ρd′

Xγ+γ′,d+d′
ρd+d′

X(γ,d),(γ′,d′)/Gd,d′
pi1×pi3uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
pi2
))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙❙
Xγ,d/Gd ×Xγ′,d′/Gd′
pγ×pγ′

Xγ+γ′,d+d′/Gd+d′
pγ+γ′

Mγ,d ×Mγ′,d′ ⊕ //Mγ+γ′,d+d′
The first computation generalizes formula (11) to the map π1 × π3 by applying
(11) to the principal bundles ρd,d′ and ρd × ρd′ with structure groups Gd,d′ and
Gd×Gd′ respectively, and to the vector bundle πˆ1×πˆ3 of fiber dimension dd′−(γ, γ′)
(see Proposition 3.25). For h ∈ Kˆ(Var /Md ×Md′)[L−1/2, (LN − 1)−1 : N ∈ N] we
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get
(π1 × π3)!(π1 × π3)∗(h) = 1
[Gd,d′ ]
(π1 × π3)!ρd,d′ !ρ∗d,d′(π1 × π3)∗(h)
=
1
[Gd,d′ ]
(ρd × ρd′)!(πˆ1 × πˆ3)!((πˆ1 × πˆ3)∗(ρd × ρd′)∗(h)
=
Ldd
′−(γ,γ′)
[Gd,d′ ]
(ρd × ρd′)!(ρd × ρd′)∗(h)
= L−(γ,γ
′)h.
Thus, for f ∈ Kˆ(Var /Mγ,d)[L−1/2, (LN−1)−1 : N ∈ N] and g ∈ Kˆ(Var /Mγ′,d′)[L−1/2, (LN−
1)−1 : N ∈ N]
I(f ∗ g) = L(γ+γ′,γ+γ′)/2p(γ+γ′)!(f ∗ g)
= L(γ+γ
′,γ+γ′)/2(pγ+γ′π2)!(π1 × π3)∗(f ⊠ g)
= L(γ+γ
′,γ+γ′)/2
(⊕ (pζγ × pζγ′)(π1 × π3))!(π1 × π3)∗(f ⊠ g)
= L(γ+γ
′,γ+γ′)/2−(γ,γ′) ⊕! (pζγ × pζγ′)!(f ⊠ g)
= L(γ,γ)/2L(γ
′,γ′)/2L〈γ,γ
′〉/2 ⊕! (pζγ × pζγ′)!(f ⊠ g)
= I(f) ∗ I(g).

6.4. A useful identity. Fix a framing vector f ∈ NI and use the notation of Sec-
tion 3. Consider the motivic functionH := [Mf
p˜if−−→M] withMf = ⊔d∈N⊕IXf,d/Gdˆ
and 1X := [X
id−−→ X] for any Artin stack X. We claim
(12)
(
H ∗ 1M
)
|Md =
Lfd
L− 11Md .
Indeed, consider the following commutative diagram
X := Exact(Af )|Mf×M
pif1×pi
f
3

pˆif // Exact(A) pi2 //
pi1×pi3

M
Mf ×M
p˜if×idM //M×M,
where the terms on the left hand side correspond to objects in Af,K for various
K ⊃ k with M interpreted as the space of all objects in Af,K with dimension vector
in N⊕I × {0}. The reader should convince himself that the square is cartesian and
that X is the moduli stack of all objects in Af,K of dimension vector in N⊕I × {1}.
Indeed, any such object Eˆ = (E,W, h) has a unique subobject Eˆc = (Ec,W, h)
“generated” by W ∼= K, i.e. a subobject in Mf , and the quotient Eˆ/Eˆc = E/Ec
will be in M. By construction, Ec is the intersection of all subobjects E
′ ⊆ E
with im(h) ⊂ ωK(E′). The map πˆ forgets the framing in the short exact sequence
0→ Eˆc → Eˆ → Eˆ/Eˆc → 0. We finally get
H ∗ 1M = π2 !(π1 × π3)∗
(
π˜f !(1Mf )⊠ 1M
)
= π2 !(π1 × π3)∗(π˜f × idM)!
(
1Mf ⊠ 1M
)
= π2 !πˆf !(π
f
1 × πf3 )∗(1Mf×M)
= (π2πˆf )!(1X).
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Looking at components associated to dimension vectors, the map π2πˆf is a strati-
fication of
Xd × Afd/Gd ×GL(1) p˜if,d−−−→ Xd/Gd
with Afd parametrizing the matrix coefficients of the maps from W ∼= K to Kdi ∼=
ωK(E)i for i ∈ I, i.e. the coordinates of the framing vectors, and GL(1) corresponds
to basis change in W ∼= K. Applying equation (11) to the principal Gd respectively
Gd ×GL(1)-bundles
Xd
ρd−−→ Xd/Gd,
Xd × Afd ρf,d−−−→ Xd × Afd/Gd ×GL(1),
yields
π˜f,d !
(
1Xd×Afd/Gd×GL(1)
)
= (π˜f,d ◦ ρf,d)!
(
1Xd×Afd
)
/[Gd ×GL(1)],
= (ρd ◦ prXd)!
(
1Xd×Afd
)
/[Gd ×GL(1)],
=
Lfd
L− 1ρd !
(
1Xd
)
/[Gd],
=
Lfd
L− 11Md ,
and the equation for the restriction of H ∗ 1M to Md follows.
6.5. Donaldson–Thomas invariants. The following definition of Donaldson–
Thomas invariants applies only to our situation of abelian categories Ak satisfying
conditions (1)–(8). There is a more general and much more complicated version
which can be applied to triangulated 3-Calabi–Yau A∞-categories. If Ak is the
category of quiver representations, we can embed Akk into the 3-Calabi–Yau A∞-
categoryDb(ΓkQ−Rep) introduced in section 2.1, and the general version simplifies
to the one given here.
The motivic version of the intersection complex ICM is defined by the motivic
function
ICmot
M
:=
∑
γ∈Γ
L(γ,γ)/2[Mγ →֒M].
Here L(γ,γ)/2 is the analog of the “perverse shift” since dimMγ = −(γ, γ). Taking
the proper push forward along the morphisms p : M → M and dim× cl : M →
(NI ×Γ)×Spec k, respectively, we can define the motivic Donaldson–Thomas sheaf
DT mot ∈ Kˆ(Var /M)[L−1/2, (LN − 1)−1 : N ∈ N] and the motivic Donaldson–
Thomas invariants DTmot ∈ Kˆ(Var /N⊕I×Γ×Spec k)[L−1/2, (LN −1)−1 : N ∈ N],
both vanishing at the zero element, by means of
p!ICmotM = Sym
( 1
L1/2 − L−1/2 DT
mot
)
,
dim! p!ICmotM = Sym
( 1
L1/2 − L−1/2 DT
mot
)
= Sym
( 1
L1/2 − L−1/2 dim!DT
mot
)
.
For the last equation we use the fact that the monoid homomorphism dim× cl in-
duces a λ-ring homomorphism dim! : Kˆ(Var /M)[L−1/2, (LN − 1)−1 : N ∈ N] −→
Kˆ(Var /N⊕I × Γ× Spec k)[L−1/2, (LN − 1)−1 : N ∈ N].
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We can give an alternative definition of the Donaldson–Thomas sheaf by using
framed moduli spaces. By applying the “integration map” I =
∏
d∈N⊕I Id to the
identity (12) and by using Sym(Lia) =
∑
n≥0 L
ni Symn(a), we obtain
1
L− 1 Sym
( ∑
06=d∈N⊕I
Lfd
L1/2 − L−1/2DT
mot
d
)
=
∑
d∈NI
Lfd
L− 1pd !(ICMd)
= I
( ∑
d∈N⊕I
Lfd
L− 11Md
)
= I(H) · I(1M)
=
(
p!
∑
d∈N⊕I
L(d,d)/2π˜f,d !(1Mf,d)
)
Sym
( DT mot
L1/2 − L−1/2
)
=
(
πf !
∑
d∈N⊕I
L(d,d)/2pf,d !(1Mf,d)
)
Sym
( DT mot
L1/2 − L−1/2
)
=
1
L1/2 − L−1/2
(
πf !
∑
d∈N⊕I
L(fd−1)/2ICMf,d
)
Sym
( DT mot
L1/2 − L−1/2
)
,
where we applied equation (11) to the principal Gd-bundle Xf,d → Mf,d and to
the principal PGd-bundle Xf,d → Mf,d once more to compute pf,d !(1Mf,d) =
1Mf,d/(L− 1). Using the properties of Sym and L
fd−1
L1/2−L−1/2
= L1/2[Pfd−1], we get
the so-called PT–DT correspondence.
Proposition 6.4 (PT–DT correspondence). The following formula
πf !
∑
d∈N⊕I
Lfd/2 · ICMf,d = Sym
( ∑
06=d∈N⊕I
L1/2[Pfd−1]DT motd
)
holds for all framing vectors f ∈ NI .
If f ∈ (2N)I , we have fd/2 ∈ N, and the map
(ad)d∈N⊕I 7−→ (L−fd/2ad)d∈N⊕I
is an isomorphism of the λ-ring Kˆ0(Var /M)[L−1/2, (LN − 1)−1 : N ∈ N] as
Symn(L−fd/2ad) = L−nfd/2 Symn(ad) in this case. Applying this isomorphism
to the PT–DT correspondence yields the alternative form.
Corollary 6.5 (PT–DT correspondence, alternative form). The following formula
πf !(ICMf ) = Sym
( ∑
06=d∈N⊕I
[Pfd−1]virDT motd
)
holds for all framing vectors f ∈ (2N)I with [Pfd−1]vir =
∫
Pfd−1
ICPfd−1 = L
fd/2−L−fd/2
L1/2−L−1/2
.
Notice that Pfd−1 is the fiber of πf,d overMsd. By applying the λ-ring homomor-
phism from Kˆ(Var /M)[L−1/2, (LN−1)−1 : N ∈ N] to Kˆ0(MHM(M))[L−/2, (LN−
1)−1 : N ∈ N] mentioned at the beginning of this section to the previous result, we
obtain the corresponding formula in Kˆ0(MHM(M))[L−1/2, (LN − 1)−1 : N ∈ N].
Corollary 6.6. The following formula
πf ∗(ICMf ) = πf !(ICMf ) = Sym
( ∑
06=d∈N⊕I
[Pfd−1]virDT d
)
DT INVARIANTS FOR CATEGORIES OF HOMOLOGICAL DIMENSION ONE 45
holds for all framing vectors f ∈ (2N)I .
6.6. The integrality conjecture. The following rather technical conjecture plays
a fundamental role in Donaldson–Thomas theory. A proof has been sketched in [32].
A relative version, saying that whenever the conjecture holds for one stability con-
dition, it also holds for any other, has been given in [24] (see also [39]). Our proof
is different from the very complicated one given by Kontsevich and Soibelman. In
fact, we reduce the general situation of abelian categories satisfying assumptions
(1)–(8) to a special situation for which the integrality conjecture has been proven
by Efimov [12].
In simple terms the integrality conjecture says that the Donaldson–Thomas in-
variants look like (a linear combination of) motives of varieties rather than Artin
stacks. Actually, we prove a more general version of this, from which the original
integrality conjecture can be deduced by applying the proper push forward dim!.
Theorem 6.7 (integrality conjecture, sheaf version). The Donaldson–Thomas sheaf
DT mot is in the image of the natural map
Kˆ(Var /M)[L−1/2] −→ Kˆ(Var /M)[L−1/2, (LN − 1)−1 : N ∈ N].
Corollary 6.8 (integrality conjecture). The Donaldson–Thomas invariant DTmot
is in the image of the natural map
K(Var /k)[L−1/2][[ti : i ∈ I]] −→ K(Var /k)[L−1/2, (LN−1)−1 : N ∈ N][[ti : i ∈ I]].
In order to prove Theorem 6.7, it suffices to show that the stalk of DT mot at
a not necessarily closed point η ∈ Mγ,d with residue field K ⊃ k does not involve
denominators apart from powers of L1/2. Indeed, we first restrict ourselves to an
open affine neighbourhood SpecB of the generic point η of an irreducible component
ofMγ,d and show the absence of denominators. If that has been done for all generic
points of Mγ,d, we can restrict ourselves to the closed complement of the union
of these neighborhoods by the cut and paste relation and proceed by induction on
dimension.
To show the absence of denominators on irreducible affine subschemes SpecB, we
can use the alternative definition of K(Var / SpecB) given in Remark 6.1. We have
to show the following for arbitrary N and arbitrary f ∈ K(Var / SpecB): If there is
an element g ∈ K(Var /Quot(B)) given by linear combinations of finitely generated
Quot(B)-algebras such that f ⊗B Quot(B) = g ⊗Quot(B) Quot(B)[x1, . . . , xN ]− g,
where Quot(B) denotes the quotient field of B, then one can find elements b ∈ B
and g˜ ∈ K(Var / SpecBb) given by linear combinations of finitely generated Bb-
algebras such that f ⊗B Bb = g˜ ⊗Bb′ Bb′ [x1, . . . , xN ] − g˜ and g˜ ⊗Bb Quot(B) = g.
In such a situation, we may replace the open neighbourhood of η with SpecBb and
cancel a denominator of the form LN − 1.
As any finite set of finitely generated Quot(B) algebras is already defined over
Bb′ for some b
′, we can certainly “lift” g to some g′. It remains to show that
f ⊗B Bb = g′ ⊗Bb′ Bb′ [x1, . . . , xN ] − g′. Over Quot(B) this is true due to the
existence of a finite chain of relations presented in Remark 6.1. But each of these
relations does also lift to a relation overBb for some sufficiently “large” b ∈ B ⊂ Bb′ .
Then g˜ := g′ ⊗Bb′ Bb does what we want.
Thus, we have proven that restriction to all (not necessarily) closed points suffices
to prove the absence of denominators. In fact, we will show the following:
If η with residue field K is in the Luna stratum Sξ ⊂ Mγ,d associated to ξ =
(γ•, d•, a•) with γ =
∑s
k=1 akγ
k and d =
∑s
k=1 akd
k, it represents a semisimple
object
⊕s
k=1E
ak
k with pairwise non-isomorphic simple objects Ek in AK of class
clEk = γ
k, dimension vector dk = dimEk and multiplicity ak ∈ N \ {0}. We write
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E = (Ek)
s
k=1 for the s-tuple of simple objects.
Consider the embedding ιE : Ns × SpecK →֒ M of locally finite schemes mapping
SpecK indexed by (nk)sk=1 to
⊕s
k=1 E
nk
k .
Note that Kˆ(Var /Ns × SpecK)[L−1/2, (LN − 1)−1 : N ∈ N] can be identified with
the ring
K0(Var /K)[L−1/2, (LN − 1)−1 : N ∈ N][[t1, . . . , ts]]
of power series in s variables. We will prove that ι∗EDT mot lies in the image of
Kˆ0(Var /K)[L−1/2][[t1, . . . , ts]] −→ Kˆ0(Var /K)[L−1/2, (LN−1)−1 : N ∈ N][[t1, . . . , ts]].
Let us form the following fiber product:
ME
  ι˜E //
p˜

M
p

Ns × SpecK   ιE //M
The stack ME = ⊔n∈NsME,n can be seen as the substack of objects having a
decomposition series with factors in the collection E = (Ek)
s
k=1. Since p! commutes
with base change and Lemma 6.2 applied to ιE : Ns →֒ M, we get
p˜!
(
ι˜∗EICmotM
)
= Sym
( 1
L1/2 − L−1/2 ι
∗
EDT mot
)
.
Note that ι˜∗EICmotM restricted to ME,n is just L(γ(n),γ(n))/2[ME,n id−→ME,n], where
γ(n) :=
∑s
k=1 nkγ
k is the class in K0(Ak¯)/ rad(−,−) of any k¯-point in the con-
nected component of M containing ⊕sk=1 Enkk .
Let us recall the Ext-quiver Qξ of ξ = (γ
•, d•, a•). Its vertex set is {1, . . . , s},
and the number of arrows from k to l is given by δkl − (γk, γl). In fact, Qξ de-
pends only on γ• = (γk)sk=1. For a dimension vector n ∈ Ns of Qξ, we denote
by Rn(Qξ) ∼= A
∑
α:k→l nknl
K
the affine space parametrizing all representations of Qξ
on a fixed K-vector space of dimension n. Recall that Rn(Qξ)/Gn is the stack of
n-dimensional KQξ-representations on any vector space of dimension vector n.
As (−,−) is symmetric by assumption, the quiver Qξ is symmetric, and we can
apply the following result of Efimov to the quiver Qξ.
Theorem 6.9 ([12], Theorem 1.1). Given any quiver Q with vertex set {1, . . . , s},
we define for every n ∈ Ns \ {0} the “motivic” Donaldson–Thomas invariants
DTmot(Q)n ∈ Z[L−1/2, (LN − 1)−1 : N ∈ N] of Q with respect to the trivial
stability condition θ = 0 by means of∑
n∈Ns
L(n,n)/2
[Rn(Q)]
[Gn]
tn =: Sym
( 1
L1/2 − L−1/2
∑
n∈Ns\{0}
DTmot(Q)nt
n
)
,
where we might think of L1/2 as a formal variable. If the quiver Q is symmet-
ric, the invariant DTmot(Q)n is contained in the Laurent subring Z[L±1/2] of
Z[L−1/2, (LN − 1)−1 : N ∈ N].
When we apply Efimov’s Theorem to Qξ and specialize L to [A1K], we use the
notation (−,−)Qξ , Rn(Qξ) and DTmot(Qξ) :=
∑
n∈Ns\{0}DT
mot(Qξ)nt
n to distin-
guish the objects from their counterparts for AK which might be KQ − Repssµ .
Theorem 6.7 is then a direct consequence of the following result and the remarks
made at the beginning of the proof.
Proposition 6.10. Denote by DTmot(Qξ)|L1/2 7→L−1/2 the series in Z[L±1/2][[t1, . . . , ts]]
obtained by the indicated substitution. Then DTmot(Qξ)|L1/2 7→L−1/2 = ι∗EDT mot. In
DT INVARIANTS FOR CATEGORIES OF HOMOLOGICAL DIMENSION ONE 47
particular, ι∗EDT mot is an element of the subring Z[L±1/2][[t1, . . . , ts]], respectively
K0(Var /K)[L−1/2][[t1, . . . , ts]], of K0(Var /K)[L−1/2, (LN−1)−1 : N ∈ N][[t1, . . . , ts]].
Remark 6.11. The substitution L1/2 7→ L−1/2 has an intrinsic meaning. For any
base B there is a duality operation on Kˆ(Var /B)[L−1/2, (LN − 1)−1 : N ∈ N]
which can be seen as a motivic version of (relative) Poincare´ duality. See [3] for
more details on this.
Proof. As the substitution L1/2 7→ L−1/2 is compatible with the λ-ring structure
of Z[L−1/2, (LN − 1)−1 : N ∈ N][[t1, . . . , td]], which contains Z[L±1/2][[t1, . . . , ts]]
as a λ-subring, it suffices to show the identity
(13)(∑
n∈Ns
L(n,n)Qξ/2
[Rn(Qξ)]
[Gn]
tn
)∣∣∣
L1/2→L−1/2
·
( ∑
m∈Ns
L(γ(m),γ(m))/2[MU,m]tm
)
= 1
in K0(Var /K)[L−1/2, (LN − 1)−1 : N ∈ N][[t1, . . . , ts]]. Indeed, the factor on the
left hand side is by definition
Sym
( DTmot(Qξ)
L1/2 − L−1/2
)∣∣∣
L1/2 7→L−1/2
= Sym
(
−DT
mot(Qξ)|L1/2 7→L−1/2
L1/2 − L−1/2
)
.
On the other hand, the factor on the right hand side is nothing else than
p˜!(ι˜
∗
EICM) = Sym
( ι∗EDT mot
L1/2 − L−1/2
)
.
Consider the following two motivic functions on MK = M×k SpecK.
f :=
∑
n∈Ns
(−1)|n|L
∑s
k=1 (
nk
2 )[SpecK/Gn →MK] and g := [ME →MK],
where for n ∈ Ns the quotient stack SpecK/Gn maps to the object
⊕s
k=1 E
nk
k of
class γ(n) and its automorphism group. In particular, the morphisms used to define
f and g correspond to substacks of MK. We compute the convolution product f ∗ g
by means of the following diagram
Zγ(n),γ(m) 
 //

Exactγ(n),γ(m),K
pi1×pi3

pi2 //Mγ(n)+γ(m),K
SpecK/Gn ×K MU,γ(m) 
 //Mγ(n),K ×K Mγ(m),K,
where the left square is cartesian, and Exactγ(n),γ(m),K denotes the stack of short
exact sequences in AK with prescribed classes for the first and third object in the
sequence. The morphisms π1, π2 and π3 map a sequence to the the corresponding
entries. Since π2 is representable, Zγ(n),γ(m) −→ Mγ(n)+γ(m),K is representable,
too. In fact, Zγ(n),γ(m) is the substack of objects F that are extensions of an object
with dimension vector γ(m) and Jordan–Ho¨lder factors among the (Ek)
s
k=1 by the
semisimple object
⊕s
k=1E
nk
k . In particular, the Jordan–Ho¨lder factors of F are
also among the (Ek)
s
k=1, and
⊕s
k=1 E
nk
k must embed into the socle
⊕s
k=1 E
Nk
k of
F for certain integers Nk depending on F . The space of such embeddings, that is,
the fiber of the map Zγ(n),γ(m) −→ Mγ(n)+γ(m),K over F , is given by the product
of finite Grassmannians
∏s
k=1Gr
Nk
nk
over K. Hence, the convolution product f ∗ g
restricted to F ∈Mγ(n)+γ(m),K is∑
0≤nk≤Nk
s∏
k=1
(−1)nkL(nk2 )
[
Nk
nk
]
,
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the L-binomial coefficient
[
Nk
nk
]
being the Lefschetz motive of the Grassmannian
GrNknk over K. A standard identity for L-binomial coefficients then shows that this
sum vanishes as soon as Nk 6= 0 for some k ∈ K, that is, for every non-zero F . Since
F was arbitrary, this can only happen if the motivic function f ∗ g is concentrated
on the zero representation, and a direct computation shows f ∗ g = [SpecK 0−→
MK] = 1. Using Lemma 6.3, we get the identity 1 = I(f ∗ g) = I(f) · I(g) of
motivic functions on MK which are actually supported on Ns × Spec k →֒ MK
via the embedding ιE : n 7→
⊕s
k=1 E
nk
k . Using [Rn(Qξ)] = L
−(n,n)Qξ+
∑s
k=1 n
2
k =
L−(γ(n),γ(n))+
∑s
k=1 n
2
k , a simple computation shows that I(f) is the first factor in
equation (13) while the second is obviously I(g).

Corollary 6.12. Let E = ⊕sk=1Emkk be a semisimple object in AK corresponding
to a point [E] ∈ M. As before, Qξ is the Ext1-quiver of the collection (Ek)sk=1
of simple objects. Let DTmot(Qξ)
nilp
m be the “fiber” of DT
mot(Qξ) (with respect to
the trivial stability condition) of the “origin” in M(Qξ)m corresponding to zero-
representation of dimension m = (mk)
s
k=1. Then, DT
mot
E = DT
mot(Qξ)
nilp
m for the
fiber of DTmot over E ∈M.
Proof. The zero-representation of dimension m is the semisimple Qξ-representation⊕s
k=1 S
mk
k , where Sk denotes the 1-dimensional kQξ-module at vertex k. We simply
apply Proposition 6.10 to the category kQξ − Rep and the collection (Sk)sk=1 and
take into account that the local Ext1-quiver of this collection is Qξ again. Thus,
ι∗S DT
mot(Qξ) = DT
mot(Qξ)|L1/2 7→L−1/2 = ι∗E DTmot. 
7. Proof of Theorem 3.43 and Theorem 3.44
7.1. The stack of nilpotent quiver representations. This section taken from
[35]. We include it here for the sake of completeness. Let Q be a finite quiver and
d ∈ NQ0 a dimension vector for Q, and consider the action of the linear algebraic
group Gd on the vector space Rd. Let p : Rd → Rd//Gd be the invariant-theoretic
quotient; in other words, Rd//Gd is the spectrum of the ring of Gd-invariants in Rd,
which, by [5], is generated by traces along oriented cycles in Q. We consider the
nullcone of the representation of Gd on Rd, that is,
Nd := p
−1(p(0)).
By a standard application of the Hilbert criterion (see [4, Chapter 6] for a much
finer analysis of the geometry of Nd using the Hesselink stratification) we can
characterize points in Nd either as those representations such that every cycle is
represented by a nilpotent operator, or as those representation admitting a compo-
sition series by the one-dimensional irreducible representations Si concentrated at
a single vertex i ∈ Q0 (and with all loops at i represented by 0).
The main observation of this section is that, under the assumption of Q being
symmetric, there is an effective estimate for the dimension of Nd.
Theorem 7.1. If Q is symmetric, we have
dimNd − dimGd ≤ −1
2
(d, d) +
1
2
∑
i∈Q0
(i, i)di − dim d.
Proof. For a decomposition d = d1 + . . . + ds, denoted by d∗, we consider the
closed subvariety Rd∗ of Rd consisting of representations V admitting a filtration
0 = V0 ⊂ V1 ⊂ . . . ⊂ Vs = V by subrepresentations, such that Vk/Vk−1 equals
the zero representation of dimension vector dk for all k = 1, . . . , s. This subvariety
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being the collapsing of a homogeneous bundle over a variety of partial flags in⊕
i∈Q0
Kdi , its dimension is easily estimated as
dimRd∗ ≤ dimGd −
∑
k<l
(dl, dk)−
∑
i∈Q0
∑
k
(dki )
2.
The above characterization of Nd allows us to write Nd as the union of all Rd∗ for
decompositions d∗ which are thin, that is, all of whose parts are one-dimensional
(one-dimensionality is obscured by the notation to avoid multiple indexing and to
make the argument more transparent). Thus dimNd − dimGd is bounded above
by the maximum of the values
−
∑
k<l
(dl, dk)−
∑
i∈Q0
∑
k
(dki )
2
over all thin decompositions. Since Q is symmetric, we can rewrite∑
k<l
(dl, dk) =
1
2
(d, d)− 1
2
∑
k
(dk, dk).
All dk being one-dimensional, we can easily rewrite∑
i∈Q0
∑
k
(dki )
2 = dim d,
∑
k
(dk, dk) =
∑
i∈Q0
(i, i)di.
All terms now being independent of the chosen thin decomposition, we arrive at
the required estimate. 
7.2. The fiber of the Hilbert–Chow morphisms over a Luna stratum. The
following Lemma can be checked easily. In fact, we only need it for S = SpecK.
Lemma 7.2. Thinking of AS and VectS as full subcategories of Af,S , the following
is true.
(1) Every object Eˆ = (E,W, h) ∈ Af,S fits into a canonical short exact sequence
in Af,S
0 −→ E −→ Eˆ −→W −→ 0.
(2) For E1, E2 ∈ AS and W1,W2 ∈ VectS we have
HomAf,S (E1, E2) = HomAS (E1, E2) and HomAf,S (W1,W2) = HomOS (W1,W2)
Ext1Af,S (E1, E2) = Ext
1
AS (E1, E2) and Ext
1
Af,S (W1,W2) = Ext
1
OS(W1,W2).
In particular, AK and VectK are Serre subcategories of Af,K.
(3) For E ∈ AS and W ∈ VectS we have
HomAf,S (E,W ) = 0 and HomAf,S (W,E) = 0
Ext1Af,S (E,W ) = 0 and Ext
1
Af,S (W,E)
∼=
⊕
i∈I
HomOS (W,ω(E)i)
⊕fi .
In particular, Af does not satisfy our symmetry assumption (8) even if A
does.
Let us recall Luna’s slice theorem, adopted to our setting.
Theorem 7.3 (Luna’s E´tale Slice Theorem). Let G be a reductive algebraic group
acting on a smooth k-scheme Y with good quotient Y → Y//G. Pick a point y ∈ Y
with closed orbit. In particular, StabG(y) =: Gy is also reductive. Then, there is a
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locally closed Gy-invariant affine smooth subscheme S in Y containing y such that
the following commutative diagram
S ×Gy G
ψ //

Y

Spec k[S]Gy // Y//G
with ψ being given by the G-action on Y is cartesian with e´tale horizontal arrows.
Moreover, if N = TyY/TyGy is the normal space of the G-orbit at y, there is another
e´tale morphism S → N mapping y to 0 with tangent map at y being TyS →֒ TyY ։
N such that
S //

N

Spec k[S]Gy // Spec k[N ]Gy
commutes and is cartesian.
Using the notation of section 4, we want to show the following result.
Theorem 7.4. If (A, ω, p) satisfies (1)–(8), then the Hilbert–Chow morphism πf,d :
Mf,d →Md restricted to Sξ is e´tale locally trivial with fiber contained inMnilpfξ,dξ(Qξ).
Proof. Consider the polarization Ld⊠O0 = pr∗Xd Ld on the smooth k-scheme Y :=
Xd × Afdk with respect to the Gdˆ-action with good quotient Y//PGdˆ = Y//Gd ∼=
Xd//Gd = Md as the Gdˆ-invariant sections of pr∗Xd L⊗kd are pull-backs of those
on Xd. The K-points in the quotient Y//Gd correspond to semisimple objects in
Af,K of dimension vector dˆ = (d, 1) which are direct sums of a semisimple object
in AK and the vector space K at the vertex ∞ both embedded into Af,K. These
objects are in one to one correspondence to semisimple objects in AK providing
another justification of the isomorphism Y//Gd ∼= Md. We want to apply Luna’s
slice theorem to qˆ : Y → Md. Given a K-point y ∈ Y with closed orbit and
reductive stabilizer Gy , it corresponds to a semisimple object Eˆ = E ⊕ K∞ of
dimension vector dˆ = (d, 1) with E =
⊕
k∈K E
mk
k for pairwise non- isomorphic
simple objects Ek giving rise to a triple ξ = (γ
•, d•,m•) with γ
k = clEk and
dk = dimEk. Note that the Ext
1-quiver of Eˆ is the framed quiver Qξ,fξ associated
to the Ext1-quiver Qξ for E and the framing vector fξ = (f · dk)k∈K by Lemma
7.2. Moreover, dˆξ = (dξ, 1) with dξ = (mk)k∈K . We also want to study the
quotient map qξ : Rdˆξ(Qˆξ) −→ M
ssimp
dξ
(Qξ) which we obtain as above with the
trivial linearization on Rdˆξ(Qˆξ). By Proposition 3.22 applied to Af , Rdˆξ(Qˆξ) can
be identified with the normal space to the Gd-orbit
11 through y corresponding to
Eˆ. By Luna’s e´tale slice theorem, we get a smooth locally closed affine subscheme
S ⊂ Y with y ∈ S, stable under
StabGd(y)
∼= Gdξ ,
11Note that the Gd-orbit and the Gd ×GL(1)-orbit coincide.
DT INVARIANTS FOR CATEGORIES OF HOMOLOGICAL DIMENSION ONE 51
and a commutative diagram
Y
qˆ

S ×Gdξ Gdoo

// Rdξ(Qˆξ)×Gdξ Gd
qξ×Gdξ
Gd

Md S//Gdξoo //Mssimpdξ (Qξ)
with cartesian squares and e´tale horizontal maps. In particular, the fibers
qˆ−1(E) and (qξ ×Gdξ Gd)−1(0) ∼= q−1ξ (0)×Gdξ Gd
are isomorphic to each other. The fiber on the left hand side contains the open
subvariety qˆ−1(E) ∩ Xf,d of framed objects (E′,K, h′) (along with a choice of a
basis in ω(E)) containing no proper subobjects (E′′,K, h′) such that the asso-
ciated graded of E′ is E. Under the isomorphism of fibers this corresponds to
tuples (V,K, hξ, g) with g ∈ Gd, V a representation of Qξ (with a choice of a ba-
sis) having Jordan–Ho¨lder factors among the 1-dimensional simple representations
Sk(Qξ) located at vertex k, and f · dk framing vectors in Vk given by hξ, such that
(V,K, hξ) has no proper subrepresentation (V ′,K, h′ξ). Indeed, any such subrep-
resentation (V ′,K, h′ξ) determines a one-parameter subgroup of Gdξ giving rise to
a one-parameter subgroup in Gd. The latter corresponds to a proper subobject
(E′′,W, h′′) of (E′,K, h) with W being 0 or K. We claim W = K. Indeed, the mul-
tiplicities of the Jordan–Ho¨lder factors of (E′′,W, h′′) are determined by the map
GL(1)→ T , where T ⊂ Gdξ is a maximal torus, and the same is true for the multi-
plicities of the
(
Sk(Qξ,fξ)
)
k∈K∪{∞}
with respect to (V ′,K, h′ξ) under the correspon-
dence Ek ↔ Sk(Qξ,fξ) = Sk(Qξ) for k ∈ K and K = S∞(Qf ) ↔ S∞(Qξ,fξ) = K.
Thus,
qˆ−1(E) ∩Xf,d ⊂
(
q−1ξ (0) ∩R0−ssfξ,dξ(Qξ)
)×Gdξ Gd ∼= R0,nilpfξ,dξ (Qξ)×Gdξ Gd.
Taking the quotient by Gd, we finally get
π−1f,d(E)
∼=
(
qˆ−1(E) ∩Xf,d
)
//Gd ⊂ R0,nilpfξ,dξ (Qξ)//Gdξ =M
nilp
fξ,dξ
(Qξ).

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