Abstract. A robust optimization problem, which has a maximum function of continuously differentiable functions as its objective function, continuously differentiable functions as its constraint functions and a geometric constraint, is considered. We prove a necessary optimality theorem and a sufficient optimality theorem for the robust optimization problem. We formulate a Wolfe type dual problem for the robust optimization problem, which has a differentiable Lagrangean function, and establish the weak duality theorem and the strong duality theorem which hold between the robust optimization problem and its Wolfe type dual problem. Moreover, saddle point theorems for the robust optimization problem are given under convexity assumptions.
Introduction
Consider the standard nonlinear programming problem with inequality constraints and a geometric constraint. where f : R n → R and g i : R n → R are continuously differentiable functions, and C is a closed convex subset of R n . The problem in the face of data uncertainty in the objective function and the constraints can be captured by the following nonlinear programming problem:
where the uncertain objective function and constraints are enforced for every possible value of the parameters within their prescribed uncertainty sets U , V i , i = 1, · · · , m. Recently, Jeyakumar, Li and Lee [7] established necessary optimality theorems and robust duality theorems for a generalized convex programming problem in the face of data uncertainty. Kuroiwa and Lee [9] extended the necessary optimality theorem to a multiobjective robust optimization problem. Futhermore, Kim [8] extended the robust duality theorems to a multiobjective robust optimization problem.
In this paper, we consider a robust optimization problem, which has a maximum function of continuously differentiable functions as its objective function, continuously differentiable functions as its constraint functions and a geometric constraint. We prove necessary and sufficient optimality theorems for the robust optimization problem. We formulate a Wolfe type dual problem for the robust optimization problem, which has a differentiable Lagrangean function, and establish the weak duality theorem and the strong duality theorem which hold between the robust optimization problem and its Wolfe type dual problem. Moreover, saddle point theorems for the robust optimization problem are given under convexity assumptions.
Robust optimality theorems
In this section, we provide necessary, and sufficient optimality conditions for the uncertain optimization problem (UP) by using its robust counterpart (RP). To begin with, we recall that the robust feasible set F is defined by
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We say that x * is a robust solution of (UP) if x * is a solution of (RP), that is, x * ∈ F and max u∈U f (x, u) ≥ max u∈U f (x * , u) for any x ∈ F. We denote ∇ 1 g the derivative of g with respect to the first variable.
DefineΘ to beΘ(x) := arg max θ∈Θ h(x, θ). Then the function φ(x) is locally Lipschitz continuous, directionally differentiable and
Letx ∈ F and let us decompose J := {1, · · · , m} into two index sets
Now we say that an Extended Mangasarian-Fromovitz constraint qualification (EMFCQ) holds atx for (RP) if there existsx ∈ C such that for any j ∈ J 1 (x) and any v j ∈ V j ,
Now we present a necessary optimality theorem for a robust solution of (UP). Following the approaches of the proofs for Theorem 3.1 in [7] and Theorem 3.7 in [9] , we can prove the following theorem. For the completeness, we give the proof for the following theorem.
Moreover, if we assume that the Extended Mangasarian-Fromovitz constraint qualification (EMFCQ) holds atx, then
Suppose to the contrary that there exists x * ∈ C such that
Then there exists δ > 0 such that for any t ∈ (0, δ),
Sincex ∈ intF , this contradicts the optimality atx. Thus there does not exist x ∈ C such that
j is convex and compact. By Lemma 2.2, for any
Assume to the contrary that the following system has a solution x * ∈ C;
Thus the following system has a solution x * ∈ C;
Since ϕ i (x), i ∈ J 2 (x) is continuously differentiable, there exists δ > 0 such that for any t ∈ (0, δ),
This contradicts the optimality ofx. Thus the following system has no solution x ∈ C:
are concave on U 0 and V 0 j , respectively (See the proof of Theorem 3.1 in [7] ). So, by min-max theorem [11, Corollary 37 
From (EMFCQ), λ can not be 0. Thus we may assume that λ = 1. Hence for any x ∈ C,
that is,
Now we give a sufficient optimality theorem for (UP).
Hence max u∈U f (x, u) ≥ max u∈U f (x, u) for any x ∈ F , and sox ∈ F is a robust solution of (UP).
Robust duality theorems
Now we formulate a Wolfe type robust dual problem (WD) for (RP).
Now we establish duality theorems (weak duality theorem, strong duality theorem) which hold between (RP) and (WD). max u∈U f (x, u) ≥ max u∈U f (x, u) . Hencex is a robust solution of (UP).
