Abstract. We investigate combinatorial properties of a graph polynomial indexed by half-edges of a graph which was introduced recently to understand the connection between Feynman rules for scalar field theory and Feynman rules for gauge theory. We investigate the new graph polynomial as a stand-alone object.
Introduction
Recently, one of us (DK) defined from a 3-regular graph G a polynomial C(G) in variables indexed by the half-edges of the graph. C(G) is manufactured to bootstrap gauge theory Feynman rules from scalar graphs. Replacing the half-edge variables in C(G) by suitable differential operators makes C(G) act as a differential operator C D (G) on the scalar integrand e
where ψ, φ are the first and second Symanzik polynomials
1
. As a consequence, from the sum of connected 3-regular graphs at a given loop order, we obtain the full gauge theory amplitude at that loop order though the action of C D (G), where 4-valent vertices are generated through a residue operation reflecting graph homology, while internal ghost loops are generated from the structure of C(G).
These applications to gauge theory and physics are worked out in a collaboration of DK with Matthias Sars and Walter van Suijlekom [1] .
The purpose of this short note is to describe some combinatorial properties of C(G) and generally make the argument that C(G) is a nice object in mathematics.
For the purposes of this paper graphs will be viewed as constructed out of half-edges. Edges in the usual sense are pairs of half-edges, and will be known as internal edges. Unmatched half edges are also allowed and are called external edges. Multiple edges and loops in the sense of graph theory 2 are also allowed. For all but the final section we are concerned with such graphs where each vertex is incident to exactly 3 half edges. We will call these graphs 3-regular, but note that the external edges contribute to the valence, so only those with no external edges are 3-regular graphs in the usual sense.
Graphs in this sense are the correct object to describe the underlying structure of a Feynman diagram, ignoring the details of particle content, indices, etc.
Let G be such a 3-regular graph. We need the following definitions Definition 1.
(1) To a half-edge j of G associate the variable a j .
(2) For a vertex v of G let n(v) be the set of half-edges incident to v.
(4) Let C be the set of all cycles 3 of G. (5) For C a cycle and v a vertex in V , since G is 3-regular, there is a unique half-edge of G incident to v and not in C, let o(C, v) be this half-edge. (6) For i ≥ 0 let
Properties
The first nice property is that C(G) counts something and hence has all nonnegative coefficients -in fact all monomials appear with coefficient 0 or 1.
Theorem 2. Let T be the set of sets T of half edges of G with the property that
• every vertex of G is incident to exactly one half edge of T • G T has no cycles Then
Proof. First notice that every monomial in each C i (G) includes exactly one variable for each vertex of G. This is because if a vertex v is in one of the cycles, then it is in exactly one of the cycles as the cycles are disjoint, and so appears once as a a o(C,v) , and if v is not in one of the cycles, then v contributes D v .
Consider a set T of half edges of G with the property that every vertex of G is incident to exactly one half edge of T . Note that G T is 2-regular, and so consists of a disjoint union of cycles and lines; lines are possible because of the external edges. Let k be the number of cycles of G T . Now we wish to count how many times h∈T a h appears in C j (G).
h∈T a h appears once for every set of cycles
ways this can occur. Thus the number of times h∈T a h appears in C(G) is
The result follows.
Remark 3. For a graph G, let E be a set of pairwise disjoint internal edges of G. For i ≥ 0 let
where the sum forbids cycles from sharing either vertices or edges with E.
where G − E is the graph with the edges and vertices involved in E removed. Removing a vertex removes all its indicent half-edges so that 2|E| new external edges are generated. Note that C ∅ (G) = C(G).
As a direct consequence of Theorem 2 we have the following corollary Corollary 4. Let G be the disjoint union of G 1 and G 2 , then
Definition 5. For T a set of half edges of G let c(T ) be the sum of • the number of connected components of G T • the number of external edges in T • the number of internal edges with for which both half edges are in T c(T ) is the correct notion of number of components for G T . As one simple example, using Euler's formula and 3-regularity one can easily compute that for G connected and T ∈ T
c(T ) =
v + e ext 2 where v is the number of vertices of G and e ext is the number of external edges of G. c(T ) is also useful for the universal corolla polynomial of the next section.
The second nice property of C(G) is that there is a nice formula for how C(G) decomposes upon removing a vertex. Note that when we remove a vertex in a graph then we remove the half edges incident to the vertex, but we leave the other half of any affected edges. These remaining halves are now external edges.
Proposition 6. Let v be a vertex of G which is not incident to an external edge of G nor incident to both ends of an internal edge. Label the half edges incident to v by 1, 2, and 3. Let H i for i = 1, 2, 3 be G with v removed and the two half edges which were not paired with half edge i joined to make a new internal edge. Then
Note that G v does not need to be connected.
Proof. Let i label the other half edge paired with half edge i for i = 1, 2, 3. Collect together those terms of C(G) where the half edge 1 is removed. These are exactly the ways of removing a half edge from each remaining vertex so as to result in no cycles of G v and so that joining the remaining 2 and 3 does not cause a cycle. These are exactly the terms of C(H 1 ).
The argument runs likewise for i = 2 and i = 3.
The previous proposition gives the basic recurrence from which we can build and understand C(G). Its role is comparable to a contractiondeletion formula, but it is vertex based since we are working with corolla polynomials. We still need to characterize the recurrence when external edges or loops in the sense of graph theory are involved, and we need to give the base case. These are listed in picture form in the following proposition. The proofs are as above and hence are not given.
Proposition 7.
In view of the generalization in the next section, we have chosen to give the cases in Propositions 6 and 7 separately rather than unify them in view of the generalization in the next section. C(G, r, a) is universal in the following sense.
Theorem 9. Let R be a ring. For any 3-regular graph G (with external edges allowed) let a G be indeterminants indexed by the half edges of G.
Let f be a function on 3-regular graphs with f (G) ∈ R[a G ] which has the following properties • For any vertex v of G, f (G) is homogeneous of degree 1 in the half edges incident to v.
• f satisfies Proposition 6 and Corollary 4. Then for any G, f (G) = r 0 (G)C(G, r 1 , a G ) for some r 1 ∈ R independent of G and some r 0 (G) in the field of fractions of R.
Proof. For the proof it will be convenient to work with the following variant of C(G, r, a). Let 
Next note that if we understand f on each of the left hand sides from Proposition 7 then we know it completely. We will consider each of these in turn, comparing to C.
Calculating from the definition we obtain .
We can compute this in two possible ways, first applying the recurrence from Proposition 6 to v and then to w, or first to w and then to v, in both cases simplifying with the multiplicative property when appropriate. Reducing first v then w we get
Reducing w first and then v we get Equating the two expressions for f (K 1 ) we see that
so the coefficient of (a 2 + a 3 ) in f (G 1 ) must be f (J 1 ) and the coefficient of a 1 in f (G 1 ) must be some multiple of f (H 1 ). Moreover this multiple must be the same as for the coefficient of a 1 in f (G 1 ) and hence must be independent of the graph. That is, there is some r 2 ∈ R such that
Proceeding more tersely in the remaining cases we have
Applying f to in the two different ways we obtain
We also have
and applying f to in both ways gives that there is an element r 3 ∈ R independent of the graph so that
and f applied to and give
Temporarily move to any larger ring containing R and r
−1
2 . Taking these calculations all together we have that
which is what we wanted to prove.
The structure of this universal corolla polynomial is reminiscent of that of the multivariate Tutte polynomial [2] .
Consider special evaluations of C. From Theorem 2 we have
Some other special evaluations are trivial; setting r = 1 forgets the cycles and so simply sums over all sets of half edges which are homogeneous linear at each vertex, that is
while setting all a i = 1 gives the generating function for H counting by the number of cycles of G H for H ∈ H. By homogeneity setting all a i to any constant simply scales the preceding polynomial. A more interesting possibility is to impose h∈n(v) a h = 0 for each vertex v.
Proposition 10. Let a be an assignment of edge labels to G with the restriction that h∈n(v) a h = 0 for each vertex v. Then
Proof. If r is a positive integer then for arbitrary edge variables we can rewrite C as follows
where
To see that this holds take H ∈ H. Consider all colourings of the set of cycles with r colours, choose a distinguished colour (colour 1), and require all cycles going through edges of H to be of colour 1. The cycles not in H then are free to run over any colour and hence each contribute one power of r. This is loosely a Potts-model-type formulation of C. Returning to a. Choose an f : C → {1, . . . , r}. f along with a vertex v will contribute 0 to (1) if either all (h, f ) are 0 or all are 1. All are 0 when at least one cycle not of colour 1 goes through each half edge incident to v. All are 1 when no cycles of colour 1 go through v. Provided none of the a are 0 all other terms are nonzero.
Thus terms which are not 0 are indexed by the colourings of cycles where at each vertex exactly two half edges are involved in one or more cycles of colour > 1. If two such cycles passed through any vertex then at the first vertex where they differ all half edges would be involved in a cycle of colour > 1, so in fact we must have exactly one cycle of colour > 1 at each vertex. Thus the nonzero terms of C(G, r, a) are indexed by disjoint sets of cycles which span G, and the corresponding monomial in the a is the product of half edge variables not in the set of cycles. Each such set of cycles contributes once for each possibly colouring of the cycles from colours 2, . . . , r, that is the set of cycles contributes (r − 1) k times. This gives the desired result for positive integer r. For any fixed values of a, C(G, r, a) is a polynomial in r and hence the result holds for all r.
Higher valences
A natural question which remains is what the story is for graphs with higher valences. Physics doesn't need this because gauge theories only use 3 and 4 valent vertices, and the 4 valent vertices are created automatically from the differential operators built from C(G), see [1] . None the less there is a natural choice.
• Let G be a graph with no degree restrictions and potentially with external edges. For a vertex v ∈ V (G) let
• For C a cycle and v a vertex, let
In this definition we are summing over sets T of half edges for which all but 2 of the half edges adjacent to any vertex v of G are in T . As a consequence G T is again a disjoint union of cycles and lines, so the cancellation argument, Theorem 2, goes through unchanged. There is also something resembling contraction-deletion, Proposition 11. Let 1 be an internal edge of G with half edges h and k. Then
Proof. Consider a set T of half edges of G for which all but two of the half edges adjacent to any vertex v of G are in T and G T has no cycles.
If neither h nor k are in T , then edge 1 can be contracted without changing the cycle structure of G T and the new vertex still has exactly two edges in T .
If h is not in T but k is, then edge 1 can be cut without changing the cycle structure of G T . To preserve all but two edges in T at every vertex, we must not remove h from G. Thus this term appears in a k C(G k).
However, a k C(G k) also contains the terms where h happens to be in the set of half edges. That is, it contains the terms of C(G) where both h and k are in T . Such terms are exactly the terms of a h a k C(G hk).
The same argument applies with a and b swapped. So we get that all terms of C(G) appear in C(G/1) + a h C(G h) + a k C(G k) with those in a h a k C(G hk) appearing twice and the others appearing once. Subtracting off the over counting gives the result.
