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Resumo
Checkpointing e´ o nome dado a` tarefa de selec¸a˜o de checkpoints em sistemas distribu´ıdos to-
lerantes a falhas baseados em recuperac¸a˜o por retrocesso, para a qual existem inu´meros pro-
tocolos propostos na literatura. Como checkpoints consomem recursos de armazenamento,
um outro problema importante e´ a eliminac¸a˜o dos checkpoints que se tornam obsoletos a`
medida que a computac¸a˜o progride e novos checkpoints sa˜o gravados pelos processos. Este
problema, chamado de coleta de lixo, e´ o foco principal desta dissertac¸a˜o.
Revisitamos o problema de coleta de lixo com uma abordagem baseada na relac¸a˜o de
precedeˆncia existente entre os checkpoints (Z-precedeˆncia). Como os protocolos para check-
pointing costumam restringir esta relac¸a˜o, nossa abordagem se mostra uma ferramenta im-
portante para o desenvolvimento de algoritmos de coleta de lixo eficientes. Ale´m disso,
apresentamos um algoritmo de coleta de lixo original para protocolos de checkpointing que
garantem que todas as precedeˆncias existentes entre os checkpoints sa˜o causais. Nosso algo-
ritmo, chamado RDT-LGC, e´ o primeiro que na˜o troca mensagens de controle e que garante
o limite o´timo para o nu´mero ma´ximo de checkpoints armazenados por processo durante




Checkpointing is the name given to the task of selecting checkpoints in fault-tolerant dis-
tributed systems based on rollback-recovery, for which there is a number of protocols pro-
posed in the literature. As checkpoints require the use of storage resources, another impor-
tant problem is the elimination of those checkpoints that become obsolete as computation
progresses and new checkpoints are stored by processes. This problem, called garbage col-
lection, is the main focus of this dissertation.
We revisit the garbage collection problem with an approach based on the precedence
relation existing between checkpoints (Z-precedence). As checkpointing protocols usually
restrict this relation, our approach seems to be an important tool for the development of
efficient garbage collection algorithms. Moreover, we present an original garbage collection
algorithm for checkpointing protocols which ensure that all precedences existing between
checkpoints are causal. Our algorithm, named RDT-LGC, is the first one that does not
exchange control messages and that ensures the optimal upper bound on the number of
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Cada vez mais, aplicac¸o˜es se valem de processamento distribu´ıdo para resolver problemas que
antes eram intrata´veis em a´reas como otimizac¸a˜o combinato´ria, genoˆmica, processamento de
imagens e astronomia, entre outras. Atualmente, va´rios trabalhos esta˜o sendo desenvolvidos
relacionados a` utilizac¸a˜o de arquiteturas como clusters e grids de computadores para este
fim. Entretanto, mesmo com as vantagens oferecidas pela divisa˜o de tarefas entre va´rias
ma´quinas, muitas dessas aplicac¸o˜es executam por longos per´ıodos de tempo pela natureza
combinato´ria dos problemas envolvidos. Ale´m disso, uma topologia distribu´ıda aumenta os
riscos de uma falha parcial, o que poderia causar o rein´ıcio de toda a computac¸a˜o, acarretando
a perda de recursos humanos e computacionais. Sendo assim, para evitar ou minimizar este
problema, e´ necessa´rio o desenvolvimento de mecanismos de toleraˆncia a falhas.
Aplicac¸o˜es distribu´ıdas tolerantes a falhas via retrocesso de estado sa˜o baseadas na de-
terminac¸a˜o de um estado global consistente para o qual a computac¸a˜o pode retroceder apo´s
a ocorreˆncia de uma falha parcial, chamado de linha de recuperac¸a˜o. Um checkpoint corres-
ponde a um estado de execuc¸a˜o de um determinado processo, geralmente gravado em meio
de armazenamento esta´vel, que pode ser utilizado no retrocesso da computac¸a˜o. O conjunto
formado por um checkpoint de cada processo e´ chamado de checkpoint global. No entanto,
devido a`s dependeˆncias criadas pela troca de mensagens, nem todos os checkpoints globais
representam estados globais consistentes da computac¸a˜o. Os checkpoints globais que respei-
tam esta propriedade sa˜o chamados de checkpoints globais consistentes e sa˜o eles que devem
ser utilizados quando o estado da computac¸a˜o precisar ser retrocedido.
Existem va´rios protocolos para a selec¸a˜o dos estados dos processos que devem ser gravados
como checkpoints de forma a garantir um retrocesso pequeno apo´s uma falha. Em geral,
estes protocolos deixam a aplicac¸a˜o selecionar seus pro´prios checkpoints e podem forc¸ar a
selec¸a˜o de checkpoints extras que garantam o avanc¸o da linha de recuperac¸a˜o, por meio
de uma abordagem ass´ıncrona, s´ıncrona ou quase-s´ıncrona. Na abordagem ass´ıncrona os
checkpoints sa˜o selecionados sem nenhuma coordenac¸a˜o, o que pode impedir o avanc¸o da
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linha de recuperac¸a˜o. Protocolos s´ıncronos utilizam uma sincronizac¸a˜o expl´ıcita baseada em
mensagens de controle. Quando a aplicac¸a˜o seleciona um checkpoint, o protocolo se encarrega
de trocar mensagens com os outros processos de forma a sincroniza´-los para a composic¸a˜o de
um checkpoint global consistente. Por fim, a abordagem quase-s´ıncrona utiliza timestamps
nas mensagens da pro´pria aplicac¸a˜o como forma de sincronizac¸a˜o. Dessa maneira, quando um
processo recebe uma mensagem, o protocolo para checkpointing avalia o timestamp recebido
e decide se deve forc¸ar a selec¸a˜o de um novo checkpoint.
Na medida que a aplicac¸a˜o executa e novos checkpoints sa˜o selecionados, novas linhas
de recuperac¸a˜o se formam e os checkpoints mais antigos se tornam obsoletos, na˜o sendo
mais necessa´rios para nenhuma linha de recuperac¸a˜o futura. Se o espac¸o utilizado por estes
checkpoints obsoletos na˜o for reaproveitado, pode-se esgotar a capacidade do meio de arma-
zenamento esta´vel, o que impediria a selec¸a˜o de novos checkpoints. A soluc¸a˜o deste problema
esta´ na utilizac¸a˜o de algoritmos para a coleta de lixo, responsa´veis por periodicamente iden-
tificar e liberar o espac¸o ocupado por checkpoints obsoletos.
Protocolos para checkpointing s´ıncronos, em sua grande maioria, criam um novo check-
point global consistente sempre que um processo seleciona um novo checkpoint. Desta forma,
uma linha de recuperac¸a˜o completa e´ criada e os checkpoints anteriores a ela podem ser eli-
minados. Protocolos ass´ıncronos e quase-s´ıncronos, por outro lado, teˆm sua coleta de lixo
prejudicada pela auseˆncia de sincronizac¸a˜o expl´ıcita para a selec¸a˜o de checkpoints. Os algo-
ritmos utilizados na literatura para coleta de lixo nessas classes de protocolos na˜o apresentam
um limite para o nu´mero de checkpoints na˜o coletados ou necessitam de alguma forma de
sincronizac¸a˜o expl´ıcita entre os processos. A auseˆncia de um limite para o nu´mero de check-
points na˜o coletados impede a determinac¸a˜o da capacidade ma´xima necessa´ria para o meio
de armazenamento esta´vel, o que e´ muito ruim em modelos onde tais dispositivos teˆm capa-
cidade reduzida ou custo alto, como ocorre em computac¸a˜o mo´vel e em sistemas embutidos.
Ale´m disso, a necessidade de sincronizac¸a˜o se opo˜e a`s vantagens dos protocolos ass´ıncronos e
quase-s´ıncronos que na˜o requerem sincronizac¸a˜o dos processos para a selec¸a˜o de checkpoints.
Neste contexto, nossa primeira contribuic¸a˜o consiste em uma nova abordagem teo´rica
para a ana´lise do problema de coleta de lixo, baseada na relac¸a˜o de precedeˆncia que ocorre
entre os checkpoints (Z-precedeˆncia). Esta relac¸a˜o costuma ser restringida pelos protocolos
para checkpointing. Desta maneira, nossa abordagem permite ver o problema de coleta de
lixo de uma forma mais pro´xima dos protocolos para checkpointing e pode servir de base
para a construc¸a˜o de algoritmos de coleta de lixo mais eficientes.
Ale´m disso, apresentamos um novo algoritmo de coleta de lixo para protocolos de check-
pointing que garantem que todas as dependeˆncias entre os checkpoints sa˜o causais. Este
algoritmo garante o limite o´timo para o nu´mero de checkpoints na˜o coletados por processo,
na˜o faz nenhuma considerac¸a˜o sobre sincronismo de relo´gio entre os processos e na˜o troca ne-
nhuma mensagem extra ale´m daquelas da pro´pria aplicac¸a˜o distribu´ıda, ale´m de ser baseado
na propagac¸a˜o dos mesmos timestamps utilizados pela classe de protocolos quase-s´ıncronos
3que garante este tipo de dependeˆncia entre os checkpoints. Com ele e´ poss´ıvel construir um
sistema de recuperac¸a˜o por retrocesso baseado em checkpointing totalmente quase-s´ıncrono
e com limite ma´ximo para a quantidade de armazenamento esta´vel necessa´ria, vantagens na˜o
encontradas em nenhum sistema de recuperac¸a˜o ate´ o momento.
Esta dissertac¸a˜o esta´ organizada da seguinte forma. No Cap´ıtulo 2 sa˜o apresentados
diversos aspectos teo´ricos e pra´ticos referentes ao processo de checkpointing e recuperac¸a˜o
por retrocesso. O Cap´ıtulo 3 descreve diversos protocolos para checkpointing e os compara
sob diferentes pontos de vista. O problema de coleta de lixo e´ abordado de maneira geral no
Cap´ıtulo 4 e um algoritmo eficiente para protocolos de checkpointing que garantem apenas
dependeˆncias causais entre checkpoints e´ apresentado no Cap´ıtulo 5.
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Cap´ıtulo 2
Checkpointing e Recuperac¸a˜o
A construc¸a˜o de um estado global recupera´vel e´ feita pela unia˜o de checkpoints pertencentes
a cada processo da aplicac¸a˜o distribu´ıda. No entanto, a dependeˆncia de eventos provocada
pela troca de mensagens entre os processos dificulta este procedimento, podendo inclusive
fazer com que uma simples falha force a computac¸a˜o a retroceder ao seu estado inicial. Este
problema e´ conhecido como efeito domino´ [29]. Chama-se de checkpointing o procedimento
empregado pela aplicac¸a˜o para decidir quais estados dos processos individuais sera˜o arma-
zenados na forma de checkpoints, geralmente tentando-se prevenir a ocorreˆncia do efeito
domino´.
Um problema ortogonal ao da selec¸a˜o dos checkpoints em sistemas tolerantes a falhas
baseados em recuperac¸a˜o por retrocesso de estado refere-se a` identificac¸a˜o das falhas e sua
recuperac¸a˜o por meio do mecanismo de retrocesso. A principal tarefa desta etapa consiste
em identificar, dado o conjunto de processos falhos, o checkpoint global consistente mais
recente a ser utilizado como linha de recuperac¸a˜o.
Este cap´ıtulo apresenta estes problemas detalhadamente e fornece a fundamentac¸a˜o
teo´rica necessa´ria para a compreensa˜o dos resultados desta pesquisa. Primeiramente, apre-
sentaremos o modelo computacional adotado em nosso estudo, abordando as definic¸o˜es de
causalidade de eventos e de consisteˆncia de estados. Na sequ¨eˆncia, sa˜o apresentados diversos
aspectos relativos a` consisteˆncia de um conjunto de checkpoints e a` obtenc¸a˜o de um check-
point global consistente. Na u´ltima sec¸a˜o sa˜o apresentadas va´rias considerac¸o˜es referentes
ao mecanismo de retrocesso e a` definic¸a˜o e ca´lculo da linha de recuperac¸a˜o.
2.1 Modelo Computacional e Definic¸o˜es
Uma aplicac¸a˜o distribu´ıda e´ composta por um conjunto de n processos sequ¨enciais coope-
rativos: P = {p0, p1, . . . , pn−1}. Supo˜e-se um modelo de computac¸a˜o ass´ıncrona, no qual
os processos sa˜o autoˆnomos e na˜o teˆm acesso a um relo´gio global. Os processos executam
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de forma totalmente na˜o-determin´ıstica, o que impede a adoc¸a˜o de te´cnicas como message
logging [3] que sa˜o baseadas no modelo PWD (PieceWise Determinism) [32]. Ale´m disso,
nosso modelo na˜o permite o compartilhamento de memo´ria entre os processos, restringindo
a sua comunicac¸a˜o apenas a` poss´ıvel troca de mensagens sobre uma rede de comunicac¸a˜o.
A rede de comunicac¸a˜o e´ definida por um grafo orientado composto por n ve´rtices que
representam os processos da aplicac¸a˜o e um conjunto de arestas orientadas que representam
a existeˆncia de canais unidirecionais diretos entre dois processos. As mensagens so´ podem ser
enviadas por meio destes canais, mas supo˜e-se a existeˆncia de um mecanismo de comunicac¸a˜o
capaz de conduzir uma mensagem atrave´s de diversos canais ate´ o seu destino. Sendo assim,
um processo pode enviar mensagens para qualquer outro processo para o qual exista um
caminho a partir dele na rede de comunicac¸a˜o. O mecanismo de troca de mensagens garante
que elas na˜o sa˜o corrompidas. Pore´m, o tempo de entrega na˜o e´ limitado superiormente
(variando entre 0 e ∞) e as mensagens podem ser entregues em uma ordem diferente da
ordem de envio.
A execuc¸a˜o de um processo e´ definida como uma sequ¨eˆncia de eventos (e0i , e
1
i ,. . . ), onde
eγi representa o γ-e´simo evento executado pelo processo pi. Tais eventos, por sua vez, podem
ser classificados em dois tipos: eventos internos e eventos de comunicac¸a˜o. Os eventos
internos esta˜o relacionados com a execuc¸a˜o local de um processo, enquanto os eventos de
comunicac¸a˜o representam o envio ou a entrega de uma mensagem. O estado corrente de um
processo e´ mantido em meio de armazenamento vola´til e pode ser mudado exclusivamente
pela ocorreˆncia de eventos. Desta forma, podemos associar o estado de um processo em um
determinado instante de tempo ao u´ltimo evento executado pelo processo em questa˜o.
A maneira usual de se representar graficamente a execuc¸a˜o de uma computac¸a˜o dis-
tribu´ıda e´ por meio de um diagrama de espac¸o-tempo [24]. Linhas horizontais representam
a execuc¸a˜o dos processos ao longo do tempo, que progride da esquerda para a direita. Even-
tos sa˜o representados como pontos sobre estas retas e mensagens trocadas por processos
sa˜o representadas por setas ligando o evento de envio ao evento de entrega da mensagem.













































Figura 2.1: Diagrama de espac¸o-tempo.
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Processos podem sofrer falhas do tipo crash nas quais param e perdem o seu estado
corrente de execuc¸a˜o. No entanto, cada processo tem acesso a um meio de armazenamento
esta´vel local ou global que pode ser utilizado para gravar o seu estado como um checkpoint.
O armazenamento de um checkpoint e´ um evento interno do processo em execuc¸a˜o, mas que
na˜o altera seu estado atual. Entretanto, para prover toleraˆncia a falhas e´ necessa´rio, ale´m
de um mecanismo para controlar a selec¸a˜o e o armazenamento de checkpoints, um sistema
para a detecc¸a˜o e outro para a recuperac¸a˜o de falhas.
O mecanismo de detecc¸a˜o de falhas pode ser facilmente implementado por meio de watch-
dog daemons capazes de monitorar a execuc¸a˜o dos processos [21]. Sendo assim, quando um
conjunto de processos falhos e´ detectado, o sistema de recuperac¸a˜o e´ acionado. Este sistema
primeiramente identifica o conjunto de processos falhos. Depois disso ele pode aguardar que
tais processos sejam reiniciados ou criar novos processos que passara˜o a responder por eles.
No entanto, esta segunda alternativa so´ e´ va´lida se os processos identificados tiverem gra-
vado seus checkpoints em um meio de armazenamento esta´vel global, que possa ser acessado
pelos novos processos criados. Uma vez que todos os processos estejam novamente prontos
para continuar sua execuc¸a˜o, o sistema de recuperac¸a˜o deve determinar a linha de recu-
perac¸a˜o a ser utilizada e forc¸ar todos os processos a recomec¸arem a sua execuc¸a˜o a partir
de seu checkpoint local correspondente. Sendo assim, nosso modelo de execuc¸a˜o da com-
putac¸a˜o distribu´ıda e´ dividido em per´ıodos de execuc¸a˜o normal alternados com sesso˜es de






Figura 2.2: Modelo de execuc¸a˜o da aplicac¸a˜o distribu´ıda.
2.2 Causalidade e Consisteˆncia
Em computac¸o˜es distribu´ıdas baseadas no modelo ass´ıncrono, a inexisteˆncia de um relo´gio
global impede uma ordenac¸a˜o total dos eventos baseada nos seus instantes de execuc¸a˜o.
Contudo, a ordem de execuc¸a˜o entre os eventos de um mesmo processo e a ordem impl´ıcita
entre os eventos de envio e entrega de uma mensagem podem ser utilizadas para a construc¸a˜o
de uma ordenac¸a˜o dos eventos por meio da relac¸a˜o de precedeˆncia causal [24]. Esta relac¸a˜o
indica quando um evento necessariamente ocorreu antes de outro na computac¸a˜o distribu´ıda
e e´ a base para a definic¸a˜o de estados e checkpoints globais consistentes.
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2.2.1 Precedeˆncia Causal de Eventos
A precedeˆncia causal captura a dependeˆncia entre eventos. Dois eventos ligados por uma
relac¸a˜o de causa e efeito teˆm uma ordem intr´ınseca que deve ser respeitada em uma ordenac¸a˜o
consistente dos eventos do sistema. Dessa forma, um evento e precede causalmente outro
evento e′ se e pode ter influenciado a ocorreˆncia de e′.
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Dois eventos de um mesmo processo que ocorrem em sequ¨eˆncia representam uma de-
pendeˆncia clara do segundo com relac¸a˜o ao primeiro, uma vez que a execuc¸a˜o do segundo
evento ocorre em um estado gerado apo´s a execuc¸a˜o do primeiro. O mesmo acontece com
os eventos de envio e entrega de uma mensagem pois na˜o e´ poss´ıvel entrega´-la sem que ela
tenha sido enviada. Ale´m disso, a relac¸a˜o de precedeˆncia causal e´ transitiva; se um evento
depende de outro evento, tambe´m depende de todas as dependeˆncias deste evento.
A relac¸a˜o de precedeˆncia causal e´ na˜o-reflexiva pois e´ imposs´ıvel que um evento dependa
de si pro´prio. Para isso ocorrer, uma mensagem teria que ser entregue antes de ter sido
enviada. Dois eventos e e e′ sa˜o ditos concorrentes (e || e′) quando na˜o existe precedeˆncia
causal entre eles, isto e´, e 6→ e′ ∧ e′ 6→ e. A relac¸a˜o de precedeˆncia causal na˜o define
uma ordenac¸a˜o total dos eventos do sistema porque na˜o estabelece uma ordem para os
eventos concorrentes. De forma geral, se e´ necessa´ria uma ordenac¸a˜o total dos eventos, uma
ordenac¸a˜o arbitra´ria dos eventos concorrentes e´ suficiente, mantendo-se consistente com a
relac¸a˜o de causalidade.
2.2.2 Captura da Precedeˆncia Causal
E´ poss´ıvel capturar a relac¸a˜o de precedeˆncia causal entre eventos durante a execuc¸a˜o da com-
putac¸a˜o distribu´ıda. Para isto, e´ necessa´rio utilizarmos mecanismos chamados de relo´gios. A
forma mais simples desta estrutura sa˜o os relo´gios lo´gicos 1 (LC ), definidos por Lamport no
mesmo trabalho em que define a relac¸a˜o de dependeˆncia causal [24]. Cada processo mante´m
um contador inteiro que representa o tempo lo´gico da ac¸a˜o corrente, o qual e´ incrementado
a cada evento. Toda mensagem enviada por um processo carrega consigo, na forma de um
timestamp, o valor do seu relo´gio lo´gico no momento do envio. Quando uma mensagem e´
1Em ingleˆs: Logical Clocks.
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recebida, o processo que a recebe atualiza o seu relo´gio para o ma´ximo entre o seu valor
atual e o valor recebido na mensagem. Utilizamos LC (e) para representar o valor do relo´gio
lo´gico de um processo apo´s a ocorreˆncia do evento e e LC (m) para representar o valor do
relo´gio enviado como timestamp na mensagem m. A Figura 2.3 apresenta a propagac¸a˜o de
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Figura 2.3: Propagac¸a˜o de relo´gios lo´gicos.
Pelo mecanismo de propagac¸a˜o e atualizac¸a˜o de relo´gios lo´gicos, podemos facilmente
chegar a uma relac¸a˜o direta com a precedeˆncia causal. Se um evento e precede causalmente
outro evento e′, enta˜o LC (e) < LC (e′) [12]:
e→ e′ ⇒ LC (e) < LC (e′) (2.1)
Pore´m, apesar de consistentes com a relac¸a˜o de precedeˆncia, os relo´gios lo´gicos na˜o a carac-
terizam. Dados dois eventos e e e′ tais que LC (e) < LC (e′), na˜o e´ poss´ıvel determinar se
e → e′ ou se e || e′. Como exemplo, considere os eventos e12 e e
3
0 destacados na Figura 2.3.
Como LC (e12) = 1 e LC (e
3
0) = 3, verificamos que LC (e
1







Para capturar completamente a relac¸a˜o de precedeˆncia causal precisamos acrescentar,
para cada evento, informac¸a˜o a respeito de todos os eventos da computac¸a˜o que o precedem
causalmente. Isto pode ser feito por meio de relo´gios vetoriais 2 (VC ) [12]. Cada processo pi
mante´m um vetor de n entradas que armazena o histo´rico causal completo do evento corrente,
sendo que a entrada VC [i] e´ incrementada a cada novo evento local. Toda mensagem enviada
por um processo carrega consigo, na forma de um timestamp, o relo´gio vetorial do processo
remetente no instante do envio. Quando uma mensagem e´ recebida, o processo que a recebe
compara o seu relo´gio vetorial corrente com o relo´gio vetorial recebido na mensagem e atualiza
cada entrada do seu relo´gio com o maior dentre os dois valores (existente e recebido). De
forma semelhante aos relo´gios lo´gicos, utilizamos VC (e) para representar o valor do relo´gio
vetorial de um processo apo´s a ocorreˆncia do evento e e VC (m) para representar o relo´gio
vetorial enviado como timestamp na mensagem m. A Figura 2.4 apresenta a propagac¸a˜o de
relo´gios vetoriais para o diagrama de espac¸o-tempo apresentado anteriormente na Figura 2.1.
2Em ingleˆs: Vector Clocks.










[0, -1, -1] [1, -1, -1] [2, -1, -1] [3, -1, -1] [4, 3, -1] [5, 3, -1] [6, 3, -1]
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Figura 2.4: Propagac¸a˜o de relo´gios vetoriais.
Por representar todo o histo´rico causal de um evento, e´ poss´ıvel demonstrar as seguintes
relac¸o˜es entre relo´gios vetoriais e a precedeˆncia causal [12]:
e→ e′ ⇐⇒ e 6= e′ ∧ ∀i : VC (e)[i] ≤ VC (e′)[i] (2.2)
ei → ej ⇐⇒
{
VC (ei)[i] ≤ VC (ej)[i], (i 6= j)
VC (ei)[i] < VC (ej)[i], (i = j)
(2.3)
A existeˆncia destas relac¸o˜es nos permite caracterizar a precedeˆncia causal entre eventos e
afirmar, comparando seus relo´gios vetoriais, se dois eventos esta˜o relacionados causalmente
ou sa˜o concorrentes.
2.2.3 Cortes Consistentes e Propriedades Esta´veis
Um corte de uma computac¸a˜o distribu´ıda e´ um conjunto formado por prefixos das sequ¨eˆncias
de eventos executadas por cada processo [12]. Para cada processo pi, um corte C conte´m
os seus primeiros ci eventos, para um nu´mero natural ci. Sendo assim, um corte pode ser
especificado por um conjunto destes n nu´meros naturais {c0, c1, . . . , cn−1}. O conjunto dos
u´ltimos eventos de cada processo em um corte {ec00 , e
c1
1 , . . . , e
cn−1
n−1 } corresponde a` fronteira
do corte. Um estado global e´ um conjunto dos estados locais de cada um dos processos e
e´ determinado pelos estados dos processos na fronteira de um corte. Se um corte C esta´
contido em um corte C ′ (C ⊂ C ′), dizemos que C esta´ no passado de C ′ e, dualmente, que C ′
esta´ no futuro de C.
Nem todo corte corresponde a um estado consistente da computac¸a˜o [12]. Este e´ o caso,
por exemplo, quando inclu´ımos o evento de entrega de uma mensagem sem incluir o seu
respectivo evento de envio. Um corte consistente precisa ser coerente com a relac¸a˜o de
precedeˆncia causal. Se um evento faz parte de um corte consistente, enta˜o todos os eventos
que o precedem causalmente tambe´m devem fazer parte do corte. E´ interessante notar que
podem existir relac¸o˜es de precedeˆncia entre dois eventos na fronteira do corte sem que este
fato torne o corte inconsistente. Um estado global e´ consistente se for gerado pela fronteira
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de um corte consistente. Portanto, um estado global consistente pode ser visto como uma
poss´ıvel observac¸a˜o do sistema que respeita a relac¸a˜o de precedeˆncia causal. Note que um
estado consistente observado na˜o precisa ter ocorrido durante a execuc¸a˜o real do sistema
mas poderia ocorrer em uma outra execuc¸a˜o que gera o mesmo resultado final, trocando-se
apenas alguns valores na˜o-determin´ısticos como tempos de execuc¸a˜o de eventos e de envio
de mensagens [11, 12].
Definic¸a˜o 2.2 Corte Consistente — Um corte C e´ consistente se, e somente se,







































C = {2, 1, 1}
C′ = {3, 3, 2}
C′′ = {4, 5, 4}
Figura 2.5: Cortes consistentes e inconsistente.
A Figura 2.5 ilustra treˆs cortes C, C ′ e C ′′ por meio de linhas tracejadas que intersectam o
diagrama de espac¸o-tempo. Os eventos que se situam a` esquerda de uma linha fazem parte
do corte. Neste caso, o crite´rio de consisteˆncia de um corte pode ser visto graficamente da
seguinte forma: se as setas que cruzam a linha que define o corte possuem sua origem do lado
esquerdo e seu fim do lado direito, o corte e´ consistente, caso contra´rio ele e´ inconsistente.
Enta˜o, temos que os cortes C e C ′ sa˜o consistentes e C ′′ e´ inconsistente. Ale´m disso, podemos
ver que C ′ esta´ no futuro de C.
Cortes consistentes definem estados consistentes de uma computac¸a˜o distribu´ıda. Por-
tanto, a avaliac¸a˜o de propriedades distribu´ıdas deve ser baseada neles. Neste contexto,
podemos definir uma propriedade esta´vel como aquela que uma vez verdadeira, permane-
cera´ verdadeira ate´ o final da execuc¸a˜o, a menos que a computac¸a˜o sofra uma intervenc¸a˜o
externa [11, 12]. Isto equivale a dizer que se uma propriedade esta´vel e´ verdadeira em um
corte consistente C, sera´ verdadeira em todos os cortes consistentes C ′ no futuro de C.
Definic¸a˜o 2.3 Propriedade Esta´vel — Uma propriedade P e´ esta´vel se, e somente se,
uma vez que P seja va´lida em um corte consistente C, P sera´ va´lida em todo corte consistente
C ′ tal que C ⊂ C ′.
12 Cap´ıtulo 2. Checkpointing e Recuperac¸a˜o
Existem va´rios exemplos cla´ssicos de propriedades esta´veis em computac¸a˜o distribu´ıda
como a formac¸a˜o de um impasse3 e o te´rmino da execuc¸a˜o de um subconjunto dos processos.
Na˜o sa˜o propriedades esta´veis a igualdade de varia´veis alteradas pelos processos ou situac¸o˜es
de bloqueio de processos por sua baixa prioridade (problema de inanic¸a˜o4).
2.3 Checkpointing
A selec¸a˜o e o armazenamento de checkpoints envolvem diversos fatores que va˜o desde a
estrutura interna dos processos da aplicac¸a˜o ate´ a selec¸a˜o correta de estados de forma a
construir novos checkpoints globais consistentes, evitando a ocorreˆncia do efeito domino´ [29].
2.3.1 Estrutura dos Processos
Em uma aplicac¸a˜o onde um mecanismo de checkpointing e´ empregado, costuma-se estru-
turar os processos em va´rios sub-sistemas, cada um com sua func¸a˜o bem definida [5, 13].
Uma estrutura geral que comporta a implementac¸a˜o de todos os protocolos abordados nesta
















Em nosso modelo, um processo e´ um sistema estruturado em dois sub-sistemas: aplicac¸a˜o
e checkpointing. O primeiro executa as tarefas da aplicac¸a˜o enquanto o segundo intercepta as
mensagens recebidas e enviadas pelo primeiro e e´ responsa´vel pela gravac¸a˜o de checkpoints,
que pode ocorrer por requisic¸a˜o da aplicac¸a˜o ou do algoritmo de checkpointing. Desta ma-
neira, o sub-sistema de checkpointing interage com dois outros sistemas externos ao processo:
a rede de comunicac¸a˜o, para o envio e a recepc¸a˜o de mensagens atrave´s dos canais de comu-
nicac¸a˜o; e o armazenamento esta´vel, para efetuar a gravac¸a˜o dos checkpoints de forma que
eles na˜o sejam perdidos na ocorreˆncia de uma falha. Todas as interac¸o˜es entre esses sistemas
e sub-sistemas ocorrem na forma de eventos, apresentados na Figura 2.6.
Uma mensagem m e´ enviada quando o evento envio(m) e´ executado. De forma seme-
lhante, ela e´ recebida quando o evento recepc¸a˜o(m) e´ executado e entregue apo´s a execuc¸a˜o
do evento entrega(m). Portanto, uma mensagem m de pi para pj esta´ associada aos even-
tos envio(m) e enviorede(m) em pi e recepc¸a˜o(m) e entrega(m) em pj; e tais eventos esta˜o
relacionados pela precedeˆncia causal da seguinte forma:
envio(m)→ enviorede(m)→ recepc¸a˜o(m)→ entrega(m) (2.4)
Um checkpoint e´ gravado quando o evento checkpoint(σ) e´ executado pelo sub-sistema
de checkpointing, no qual σ representa o estado corrente do processo que deve ser arma-
zenado. Isto ocorre quando o sub-sistema de aplicac¸a˜o executa o evento gravar checkpoint
ou, dependendo do protocolo de checkpointing, apo´s o envio ou a recepc¸a˜o de uma men-
sagem. Em ambos os casos, existe uma dependeˆncia causal entre o evento anterior e o
evento checkpoint(σ). Especificamente, se um checkpoint e´ gravado apo´s a recepc¸a˜o de uma
mensagem m, temos a seguinte precedeˆncia causal entre os eventos:
envio(m)→ enviorede(m)→ recepc¸a˜o(m)→ checkpoint(σ)→ entrega(m) (2.5)
No entanto, como o evento recepc¸a˜o(m) na˜o influencia a execuc¸a˜o da aplicac¸a˜o e a entrega
da mensagem so´ ocorre apo´s a gravac¸a˜o do checkpoint, podemos assumir que envio(m) 6→
checkpoint(σ). Isto esta´ de acordo com a Definic¸a˜o 2.1, que leva em considerac¸a˜o a entrega
de uma mensagem ao inve´s da sua recepc¸a˜o para criac¸a˜o de uma dependeˆncia causal entre
os eventos da aplicac¸a˜o. Esta estrate´gia e´ utilizada por va´rios protocolos de checkpointing,
conforme apresentamos no Cap´ıtulo 3.
A inserc¸a˜o do sub-sistema de checkpointing entre a aplicac¸a˜o e a rede de comunicac¸a˜o
fornece a autonomia e a liberdade necessa´rias pelos protocolos para a selec¸a˜o de checkpoints.
Desta maneira, este sub-sistema pode enviar e receber mensagens de controle, inserir time-
stamps nas mensagens ou bloquear a comunicac¸a˜o de um processo temporariamente, tudo
isso de forma totalmente transparente para a aplicac¸a˜o. Ale´m disso, o algoritmo de check-
pointing pode decidir gravar um checkpoint ao receber uma mensagem de controle, depois
do envio de uma mensagem da aplicac¸a˜o ou antes de sua entrega.
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2.3.2 Padra˜o de Checkpoints e Mensagens
Um checkpoint gravado em meio esta´vel e´ chamado de checkpoint esta´vel. O γ-e´simo check-
point esta´vel gravado pelo processo pi e´ representado por s
γ
i . Todo processo pi comec¸a sua
execuc¸a˜o pela gravac¸a˜o de um checkpoint esta´vel s0i . Isto garante a existeˆncia de um es-
tado global recupera´vel, uma vez que o conjunto {s00, . . . , s
0
n−1} representa o estado inicial
da aplicac¸a˜o distribu´ıda. Ta˜o ou mais importante que este primeiro checkpoint e´ o u´ltimo
checkpoint esta´vel de cada processo. Conforme sera´ visto no Cap´ıtulo 4, ele e´ a base para
a determinac¸a˜o da linha de recuperac¸a˜o. Pela sua importaˆncia, representamos o ı´ndice do





Entretanto, em recuperac¸a˜o por retrocesso nem todos os checkpoints sa˜o esta´veis. Em
especial, quando apenas um subconjunto dos processos falha, podemos utilizar o estado
corrente dos outros processos como um checkpoint pass´ıvel de ser recuperado, aqui chamado
de checkpoint vola´til. Caso a linha de recuperac¸a˜o calculada para o retrocesso contenha
um desses checkpoints, o processo em questa˜o na˜o precisa retroceder e pode continuar a sua
execuc¸a˜o do seu estado corrente, inclusive sem precisar gravar um novo checkpoint esta´vel.
O checkpoint vola´til de um processo pi e´ representado por vi. Para simplificar o uso de
checkpoints esta´veis e vola´teis nesta dissertac¸a˜o, definimos cγi como um checkpoint geral (ou
simplesmente checkpoint) de acordo com a seguinte regra:
cγi =
{
sγi , γ ≤ last s(i);
vi , γ = last s(i) + 1.
(2.6)
O conjunto de todos os checkpoints da computac¸a˜o distribu´ıda e suas inter-dependeˆncias
causais, determinadas pela execuc¸a˜o sequ¨encial dos processos e pela troca de mensagens,
forma um padra˜o de checkpoints e mensagens5 (CCP). Um CCP facilita a visualizac¸a˜o de
propriedades relativas ao conjunto de checkpoints e mensagens representados, sendo um
recurso amplamente utilizado em provas e demonstrac¸o˜es relativas a checkpointing. Va´rias
sa˜o as formas de se representar um CCP, mas a mais comum e´ por meio de diagramas
de espac¸o-tempo que evidenciem os eventos de gravac¸a˜o de checkpoints, entrega e envio de
mensagens. A Figura 2.7 mostra um exemplo desta forma de representac¸a˜o de um CCP. Nela
podemos identificar os eventos de gravac¸a˜o de checkpoints esta´veis (quadrados preenchidos),
envio e entrega de mensagens (setas); e a representac¸a˜o dos estados correntes dos processos
como checkpoints vola´teis (triaˆngulos preenchidos).
Um intervalo entre checkpoints Iγi representa o conjunto dos eventos ocorridos em um




i , incluindo c
γ−1
i mas excluindo c
γ
i . Na Figura 2.7, o
intervalo I20 e´ apresentado como um exemplo. A importaˆncia dos intervalos entre checkpoints
vem do fato de que e´ a ocorreˆncia de eventos de entrega e envio de mensagens em um mesmo
intervalo que gera dependeˆncias entre checkpoints de processos diferentes, conforme sera´
visto nas sec¸o˜es seguintes.






















Figura 2.7: Padra˜o de checkpoints e mensagens.
2.3.3 Checkpoints Globais Consistentes
Se tomarmos um checkpoint de cada processo diferente, formaremos um conjunto de estados
dos processos que representam um estado global da computac¸a˜o, chamado de checkpoint
global. No entanto, assim como ocorre com cortes da computac¸a˜o distribu´ıda, nem todo
checkpoint global representa um estado consistente da computac¸a˜o. Quando dois checkpoints
esta˜o relacionados causalmente, eles na˜o podem formar um checkpoint global que represente
um estado consistente da computac¸a˜o distribu´ıda. Portanto, um checkpoint global sera´
consistente quando incluir um checkpoint de cada processo da aplicac¸a˜o de forma a na˜o
existirem dois checkpoints cαa e c
β








2} e´ um checkpoint




2} e´ inconsistente, uma vez que o corte definido pelo
checkpoint global inclui o evento entrega(m1) sem incluir o evento envio(m1).
Teorema 2.1 Um checkpoint global C representa um estado consistente da computac¸a˜o
distribu´ıda se, e somente se,
∀cαa , c
β





Prova: Suficieˆncia(⇐): Seja C um checkpoint global tal que ∀cαa , c
β





Suponha, por contradic¸a˜o, que o corte C, definido por C, e´ inconsistente. Pela Definic¸a˜o 2.2,
temos que existem dois eventos e ∈ C, e′ 6∈ C tais que e′ → e. Chamemos cαa o checkpoint em
C referente ao processo do evento e′ e cβb o checkpoint em C referente ao processo do evento
e. Como e′ na˜o pertence ao corte definido por C, temos que cαa → e
′. De forma ana´loga,
como e pertence ao corte, ou e = cβb , ou e → c
β
b . Em ambos os casos, pela definic¸a˜o de
precedeˆncia causal, temos que cαa → c
β
b , o que contradiz nossa considerac¸a˜o inicial.
Necessidade(⇒): Seja C um checkpoint global consistente. Suponha, por contradic¸a˜o, que
existam dois checkpoints cαa e c
β




b . Como a 6= b, existe uma mensagem
m cujo evento de envio ocorre no processo pa apo´s a gravac¸a˜o do checkpoint c
α
a e cuja entrega
precede causalmente a gravac¸a˜o do checkpoint cβb , ou seja,
cαa → envio(m)→ entrega(m)→ c
β
b .
Sendo assim, um checkpoint global incluindo cαa e c
β
b na˜o seria consistente pois o corte repre-
sentado na˜o conteria o evento envio(m), o que viola a Definic¸a˜o 2.2. 2
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Podemos definir algumas operac¸o˜es sobre checkpoints globais. Neste contexto, duas
operac¸o˜es importantes sa˜o a sua unia˜o e intersec¸a˜o. A unia˜o de dois checkpoints globais
e´ dada pelo checkpoint mais recente, em cada processo, que esta´ presente em um dos dois
checkpoints globais (Figura 2.8). De forma semelhante, a intersec¸a˜o de dois checkpoints











Figura 2.8: Unia˜o e intersec¸a˜o de checkpoints globais.
Definic¸a˜o 2.4 Unia˜o de Checkpoints Globais — A unia˜o de dois checkpoints globais,
C e C ′ e´ dada por:













Definic¸a˜o 2.5 Intersec¸a˜o de Checkpoints Globais — A intersec¸a˜o de dois check-
points globais, C e C ′ e´ dada por:













Uma propriedade interessante de checkpoints globais consistentes e´ o fechamento com
relac¸a˜o a`s operac¸o˜es de unia˜o e intersec¸a˜o. A unia˜o ou a intersec¸a˜o de dois checkpoints
globais consistentes resultara´ sempre em outro checkpoint global consistente.
Teorema 2.2 A unia˜o de dois checkpoints globais consistentes C e C ′ e´ um checkpoint
global consistente.
Prova: Suponha, por contradic¸a˜o, que C ∪ C ′ e´ inconsistente. Portanto, devem existir em
C ∪ C ′ pelo menos dois checkpoints cαa e c
β




b . Devido a esta dependeˆncia
causal, sabemos que esses dois checkpoints na˜o podem pertencer ao mesmo checkpoint global
consistente original (C ou C ′). Dessa forma, suponha, sem perda de generalidade, que cαa ∈ C
e cβb ∈ C
′; e seja cιa a componente do processo pa em C
′. Sendo assim, pela Definic¸a˜o 2.4,
ι ≤ α e cιa → c
β
b , o que contradiz nossa considerac¸a˜o inicial de que C
′ e´ consistente. 2
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Teorema 2.3 A intersec¸a˜o de dois checkpoints globais consistentes C e C ′ e´ um checkpoint
global consistente.
Prova: Suponha, por contradic¸a˜o, que C ∩ C ′ e´ inconsistente. Portanto, devem existir em
C ∩ C ′ pelo menos dois checkpoints cαa e c
β




b . Devido a esta dependeˆncia
causal, sabemos que esses dois checkpoints na˜o podem pertencer ao mesmo checkpoint global
consistente original (C ou C ′). Dessa forma, suponha, sem perda de generalidade, que cαa ∈ C
e cβb ∈ C
′; e seja cιb a componente do processo pb em C. Sendo assim, pela Definic¸a˜o 2.5,
ι ≥ β e cαa → c
ι
b, o que contradiz nossa considerac¸a˜o inicial de que C e´ consistente. 2
As dependeˆncias entre checkpoints decorrentes das mensagens trocadas pelos processos
dificultam a recuperac¸a˜o por retrocesso de estado. Uma vez que um ou mais processos falhem,
estas dependeˆncias podem forc¸ar alguns dos processos que na˜o falharam a retroceder para um
checkpoint anterior. Este procedimento e´ comumente chamado de propagac¸a˜o de retrocesso6.
Para entender como este mecanismo funciona, considere um cena´rio onde um processo p0
envia uma mensagem m para um processo p1 e esta mensagem e´ entregue corretamente. Se
p0 na˜o gravar nenhum checkpoint apo´s o envio de m e falhar, ele sera´ obrigado a retroceder
a um estado anterior ao envio de m. Neste caso, como consideramos uma execuc¸a˜o na˜o-
determin´ıstica dos processos, na˜o se tem garantia de que p0 executara´ novamente o evento
de envio dem, o que invalidaria o estado em que se encontra o processo p1. Para resolver este
problema e´ necessa´rio que p1 tambe´m retroceda, voltando a um estado anterior a` entrega de
m, mesmo que tenha gravado algum checkpoint apo´s este evento.
Se na˜o houver nenhuma forma de sincronizac¸a˜o entre os processos para a selec¸a˜o de
checkpoints, pode-se gerar alguns cena´rios onde a propagac¸a˜o de retrocesso retrocede a com-
putac¸a˜o para o seu estado inicial mesmo apo´s a gravac¸a˜o de va´rios checkpoints nos diferentes
processos, uma anomalia conhecida como efeito domino´ [29]. A Figura 2.9 apresenta um
exemplo simples de cena´rio onde este problema ocorre. Inicialmente, o processo p0 sofre
uma falha e tem que ser retrocedido a um checkpoint esta´vel, a princ´ıpio s20. No entanto, a
mensagem m4 cria uma dependeˆncia entre s
2
0 e v1, de forma que p1 tambe´m deve retroceder.




0 de forma que se p1 retroceder
para s11, p0 devera´ retroceder para s
1
0. De forma semelhante, a mensagem m2 faz com que
p1 retroceda para s
0
1 e, finalmente, a mensagem m1 forc¸a p0 a retroceder ao checkpoint s
0
0.
Portanto, neste cena´rio, a computac¸a˜o retrocede ao seu estado inicial de execuc¸a˜o.
O efeito domino´ existe devido a uma outra relac¸a˜o de dependeˆncia entre checkpoints
que estende a precedeˆncia causal e determina a possibilidade de um checkpoint ou conjunto
de checkpoints fazerem parte de algum checkpoint global consistente. As sec¸o˜es seguintes
abordam esta relac¸a˜o em maiores detalhes.
6Em ingleˆs: rollback propagation.












m1 m2 m3 m4
Figura 2.9: Propagac¸a˜o de retrocesso e efeito domino´.
2.3.4 Caminhos em Ziguezague
Apesar de necessa´ria, a auseˆncia de precedeˆncia causal entre dois checkpoints na˜o e´ condic¸a˜o
suficiente para que eles possam fazer parte de um mesmo checkpoint global consistente. Por
exemplo, no CCP apresentado na Figura 2.10, os checkpoints s10 e s
1
2 na˜o esta˜o relacionados



















Figura 2.10: Exemplos de caminhos em ziguezague.
A especificac¸a˜o de uma condic¸a˜o necessa´ria e suficiente para a existeˆncia de um check-
point global consistente contendo um conjunto de checkpoints e´ devida a Netzer e Xu [28].
Esta condic¸a˜o e´ descrita a partir de sequ¨eˆncias de mensagens denominadas caminhos em
ziguezague. Um conjunto S de checkpoints de processos diferentes pode fazer parte de algum
checkpoint global consistente se, e somente se, na˜o existir um caminho em ziguezague entre
quaisquer dois checkpoints pertencentes ao conjunto S.
Definic¸a˜o 2.6 Caminho em Ziguezague — Uma sequ¨eˆncia de mensagens [m1, . . . ,mk]
e´ um caminho em ziguezague que conecta cαa a c
β
b se, e somente se,
(i) pa envia m1 depois de c
α
a ;
(ii) se mi, 1 ≤ i < k, e´ entregue ao processo pc, enta˜o mi+1 e´ enviada por pc no mesmo
intervalo entre checkpoints ou em um intervalo posterior; e




Dois tipos de caminhos em ziguezague podem ser identificados: caminhos causais, cha-
mados de caminhos-C, e caminhos na˜o-causais, chamados de caminhos-Z [5]. Um caminho
em ziguezague e´ causal se a entrega de todas as mensagens, com excec¸a˜o da u´ltima, pre-
cede causalmente o evento de envio da pro´xima mensagem na sequ¨eˆncia. Na Figura 2.10,
[m1,m2] e [m2,m3] sa˜o exemplos de caminhos-C enquanto [m3,m4] e [m4,m1] sa˜o exemplos
de caminhos-Z. Analisando [m3,m4], vemos que m4 e´ enviada por p1 antes de m3 ser entre-
gue. Pore´m, a definic¸a˜o de caminho em ziguezague e´ satisfeita pelo fato da entrega de m3 e
o envio de m4 ocorrerem no mesmo intervalo entre checkpoints.
Como os caminhos-Z na˜o obedecem a relac¸a˜o de precedeˆncia causal, pode existir um
caminho-Z que conecte um checkpoint cγi a si pro´prio, como o caminho [m4,m1] na Fi-
gura 2.10. Este tipo especial de caminho-Z e´ chamado de ciclo-Z e impede que o checkpoint
envolvido tome parte em qualquer checkpoint global consistente. Por causa disto, um check-
point envolvido em um ciclo-Z e´ chamado de checkpoint inu´til. E´ a existeˆncia de checkpoints
inu´teis que ocasiona o efeito domino´. Portanto, para evitar este problema, deve-se impedir
a formac¸a˜o de ciclos-Z no padra˜o de checkpoints e mensagens da computac¸a˜o.
2.3.5 Relac¸a˜o de Z-Precedeˆncia entre Checkpoints
Se incorporarmos a relac¸a˜o de precedeˆncia causal a` relac¸a˜o de dependeˆncia criada por ca-
minhos em ziguezague podemos construir uma relac¸a˜o de dependeˆncia entre checkpoints
baseada apenas na noc¸a˜o de causalidade [14, 25, 27]. Desta forma temos uma ide´ia mais
geral sobre as dependeˆncias entre os checkpoints, abstraindo-se das trocas de mensagens. A
relac¸a˜o resultante recebe o nome de Z-precedeˆncia [16].







se, e somente se,
(i) cαa → c
β
b , ou









Apesar da relac¸a˜o de Z-precedeˆncia estar definida para um par de checkpoints, podemos
estender sua definic¸a˜o para conjuntos de checkpoints de forma a aumentar a clareza e facilitar
a compreensa˜o dos teoremas e provas presentes nesta dissertac¸a˜o.
Definic¸a˜o 2.8 Seja c um checkpoint e sejam R e S dois conjuntos de checkpoints. Defini-
mos as seguintes relac¸o˜es:
• cÃ S ⇐⇒ ∃ c′ ∈ S | cÃ c′;
• S Ã c ⇐⇒ ∃ c′ ∈ S | c′ Ã c;
• S Ã R ⇐⇒ ∃ c ∈ S, c′ ∈ R | cÃ c′;
• c 6Ã S ⇔ ¬(cÃ S) ; S 6Ã c⇔ ¬(S Ã c) ; S 6Ã R⇔ ¬(S Ã R).
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Conforme podemos facilmente constatar, as mesmas propriedades relativas a` consisteˆncia
entre checkpoints existentes em caminhos em ziguezague tambe´m valem para a relac¸a˜o de
Z-precedeˆncia. Sendo assim, um conjunto S de checkpoints e´ subconjunto de um checkpoint
global consistente se, e somente se, S 6Ã S; e, portanto, um checkpoint cγi e´ inu´til quando
cγi Ã c
γ
i [14, 16, 25].
Teorema 2.4 Um conjunto de checkpoints S pode fazer parte de um mesmo checkpoint
global consistente se, e somente se, S 6Ã S.
Prova: Suficieˆncia(⇐): Considere um conjunto S que satisfac¸a a condic¸a˜o acima, e seja PS
o conjunto de processos que possuem checkpoints em S. Formaremos um checkpoint global
C adicionando a S checkpoints dos processos que na˜o esta˜o em PS da seguinte forma:








Note que esta regra de construc¸a˜o esta´ bem definida pois um checkpoint vola´til e´ sempre
o u´ltimo evento de cada processo e, portanto, na˜o pode Z-preceder nenhum outro checkpoint.
Enta˜o, pelo crite´rio de minimizac¸a˜o de γ, exatamente um checkpoint de cada processo na˜o
pertencente a PS e´ escolhido para compor o conjunto C. Agora vamos supor, por contradic¸a˜o,
que C e´ inconsistente. Neste caso, pelo Teorema 2.1, existem dois checkpoints cαa e c
β
b em C
tais que cαa → c
β
b . Existem quatro possibilidades para a origem desses checkpoints :
• cαa ∈ S , c
β








b , o que contradiz nossa de
hipo´tese de que S 6Ã S.
• cαa 6∈ S , c
β




b contraria as regras de formac¸a˜o do conjunto C.
• cαa ∈ S , c
β




b , temos que β > 0, pois o primeiro checkpoint de
cada processo e´ o seu primeiro evento e, portanto, na˜o pode ser precedido por nenhum
outro checkpoint. Enta˜o, pela regra de construc¸a˜o do conjunto C, existe um checkpoint





















temos mais uma vez uma contradic¸a˜o da nossa hipo´tese inicial de que S 6Ã S.
• cαa 6∈ S , c
β
b 6∈ S: Como no caso anterior, β > 0 e existe um checkpoint c
γ
i ∈ S tal que
cβ−1b Ã c
γ












i , temos uma contradic¸a˜o com
relac¸a˜o a`s regras de formac¸a˜o de C.
Necessidade(⇒): Suponha que existem dois checkpoints cαa , c
β





definic¸a˜o de Z-precedeˆncia, temos que tal relac¸a˜o pode ser quebrada em uma se´rie de relac¸o˜es







), (cγ1−1i1 → c
γ2
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Provaremos a inconsisteˆncia entre cαa e c
β
b por induc¸a˜o no nu´mero p de precedeˆncias.
Hipo´tese: Se cαa Ã c
β
b por meio de uma sequ¨eˆncia de p − 1 relac¸o˜es de precedeˆncia causal
entre pares, cαa e c
β
b na˜o podem fazer parte de um mesmo checkpoint global consistente.
Base da Induc¸a˜o: (p = 1) Temos a u´nica relac¸a˜o cαa → c
β
b , o que impede, pelo Teorema 2.1,
que eles fac¸am parte do mesmo checkpoint global consistente.
Passo de Induc¸a˜o: (p > 1) Podemos dividir a Z-precedeˆncia cαa Ã c
β
b em uma Z-precedeˆncia
cαa Ã c
γ





Pela hipo´tese de induc¸a˜o, temos que cαa na˜o pode pertencer a um mesmo checkpoint global





cβb na˜o pode pertencer a um mesmo checkpoint global consistente que c
γ−1
i ou qualquer
checkpoint anterior a ele em pi. Como todos os checkpoints em pi sa˜o inconsistentes ou com
cαa , ou com c
β
b , e´ imposs´ıvel formar um checkpoint global consistente com ambos. 2
Se, no Teorema 2.4, fizermos S = {cγi }, obtemos a caracterizac¸a˜o de um checkpoint u´til.
Corola´rio 2.1 Um checkpoint cγi pode fazer parte de um checkpoint global consistente se,
e somente se, cγi 6Ã c
γ
i .
A relac¸a˜o de Z-precedeˆncia na˜o fornece apenas uma condic¸a˜o necessa´ria e suficiente para
a construc¸a˜o de checkpoints globais consistentes. Mais do que isso, ela estabelece uma relac¸a˜o
de dependeˆncia entre os checkpoints de forma que, se cαa Ã c
β
b , enta˜o c
α
a deve ser observado
antes de cβb , o que significa que todo checkpoint global consistente que conte´m c
α
a , conte´m
um checkpoint do processo pb anterior a c
β
b [16]. Dessa forma nenhum checkpoint global
consistente contendo cαa pode estar no futuro de um checkpoint global consistente contendo
cβb e um monitor externo da computac¸a˜o [11, 12, 15] observara´ c
α
a antes de c
β
b .
2.3.6 Protocolos para Checkpointing
Por questo˜es de autonomia, a pro´pria aplicac¸a˜o deve poder selecionar estados a serem gra-
vados como checkpoints, chamados de checkpoints ba´sicos. No entanto, sabemos que se nada
mais for feito, estes checkpoints podem se tornar inu´teis e ocasionar o efeito domino´. Isto
e´ evitado por meio de algoritmos que impedem a formac¸a˜o de ciclos-Z no padra˜o de check-
points e mensagens da computac¸a˜o distribu´ıda. Estes algoritmos sa˜o implementados no
sub-sistema de checkpointing de um processo (Figura 2.6) e se baseiam no envio de men-
sagens de controle, na propagac¸a˜o de timestamps nas mensagens da pro´pria aplicac¸a˜o e na
gravac¸a˜o de checkpoints forc¸ados, que na˜o sa˜o escolhidos pela aplicac¸a˜o mas servem para
garantir o avanc¸o da linha de recuperac¸a˜o e a auseˆncia do efeito domino´.
Existem va´rios tipos de protocolos para checkpointing, cada um com suas caracter´ısticas
positivas e negativas. Eles sa˜o classificados de acordo com o grau de autonomia oferecido a`
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aplicac¸a˜o e a impossibilidade de ocorreˆncia do efeito domino´. Podemos identificar treˆs classes
distintas de protocolos: ass´ıncronos, s´ıncronos e quase-s´ıncronos [27]. Na literatura voltada
a toleraˆncia a falhas por retrocesso de estado, tambe´m encontramos estas mesmas classes
com os nomes de protocolos na˜o-coordenados, coordenados e induzidos pela comunicac¸a˜o7,
respectivamente [13].
A abordagem ass´ıncrona oferece o ma´ximo de autonomia poss´ıvel aos processos que
compo˜em a aplicac¸a˜o com relac¸a˜o a` selec¸a˜o de checkpoints. Neste tipo de protocolo, os
processos gravam checkpoints independentemente, sem qualquer forma de sincronizac¸a˜o [9].
Pore´m, conforme ja´ comentamos, este tipo de comportamento pode levar a` ocorreˆncia do
efeito domino´. Protocolos s´ıncronos resolvem este problema fazendo com que, sempre que
um processo grave um checkpoint ba´sico, todos os processos da aplicac¸a˜o se sincronizem
e construam um novo checkpoint global consistente. No entanto, devido a` necessidade de
sincronizac¸a˜o expl´ıcita existente neste me´todo, tais protocolos possuem um custo extra de
comunicac¸a˜o devido a mensagens de controle, podem suspender os processos envolvidos du-
rante o per´ıodo de sincronizac¸a˜o e diminuem a autonomia dos processos por exigir um grande
nu´mero de checkpoints forc¸ados.
A abordagem quase-s´ıncrona aparece como um compromisso entre as abordagens s´ıncrona
e ass´ıncrona. Nela, os processos ficam livres para gravarem seus checkpoints ba´sicos e,
eventualmente, sa˜o obrigados a gravar checkpoints forc¸ados para evitar a ocorreˆncia do efeito
domino´, de acordo com o algoritmo empregado. A decisa˜o de quando forc¸ar a gravac¸a˜o de
checkpoints e´ baseada em informac¸o˜es de controle que sa˜o propagadas como timestamps nas
mensagens da pro´pria aplicac¸a˜o. Sendo assim, tal classe de protocolos na˜o possui custo extra
pelo envio de mensagens de controle ou suspensa˜o dos processos da aplicac¸a˜o.
Falaremos sobre os protocolos para checkpointing em maiores detalhes no Cap´ıtulo 3.
2.4 Recuperac¸a˜o de Falhas por Retrocesso de Estado
O mecanismo de recuperac¸a˜o e´ acionado quando um conjunto de processos falhos e´ iden-
tificado. Sua principal func¸a˜o e´ determinar, por meio deste conjunto e das dependeˆncias
existentes entre os checkpoints, qual sera´ a linha de recuperac¸a˜o a ser utilizada no retro-
cesso. Uma vez que isto tenha sido determinado, resta coordenar o trabalho de recuperac¸a˜o,
de forma a garantir que todos os processos retrocedam de maneira consistente para que a
computac¸a˜o possa continuar a sua execuc¸a˜o.
7Em ingleˆs: communication-induced.
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2.4.1 Captura das Dependeˆncias entre os Checkpoints
Conforme vimos na Sec¸a˜o 2.3.3, a relac¸a˜o de precedeˆncia causal cria dependeˆncias entre os
checkpoints que impedem que eles fac¸am parte de um mesmo checkpoint global consistente.
Enta˜o, em caso de falha, e´ necessa´rio capturar estas dependeˆncias para poder determinar a
linha de recuperac¸a˜o. Existem duas formas de se capturar as dependeˆncias entre os check-
points de uma computac¸a˜o distribu´ıda: direta e transitiva.
Na captura por dependeˆncias diretas, o ı´ndice do intervalo entre checkpoints corrente
de um processo e´ anexado a cada mensagem enviada na forma de um timestamp. Ale´m
disso, durante um intervalo entre checkpoints, um processo armazena todas as dependeˆncias
recebidas e as grava juntamente com o pro´ximo checkpoint armazenado [9]. Desta forma,
durante o processo de recuperac¸a˜o, esta informac¸a˜o pode ser utilizada para construir um
CCP completo da computac¸a˜o distribu´ıda, montado pela unia˜o das dependeˆncias diretas
armazenadas juntamente com os checkpoints de todos os processos.
A captura por dependeˆncias transitivas utiliza um esquema muito semelhante aos relo´gios
vetoriais vistos na Sec¸a˜o 2.2.2, chamados vetores de dependeˆncias8 (DV ) [32, 36]. Cada
processo mante´m um vetor DV com n elementos, onde a i-e´sima entrada representa o valor
do u´ltimo intervalo entre checkpoints do processo pi do qual o evento corrente depende
causalmente. Este vetor e´ propagado juntamente com as mensagens enviadas e e´ incorporado
ao vetor do processo receptor da mensagem que o atualiza tomando para cada entrada o
valor ma´ximo entre o vetor recebido na mensagem e o mantido pelo processo. Quando um
checkpoint e´ gravado, o vetor corrente e´ gravado juntamente com ele, de forma a permitir
que todas as suas dependeˆncias causais possam ser reconstru´ıdas, mesmo na ocorreˆncia de
uma falha. Apo´s a gravac¸a˜o de um checkpoint por um processo pi, a sua entrada DV [i] e´
incrementada para referenciar o novo intervalo entre checkpoints criado. Utilizamos DV (c)
para referenciar o vetor de dependeˆncias do checkpoint c e DV (m) para referenciar o vetor
de dependeˆncias enviado como timestamp na mensagem m. A Figura 2.11 ilustra o uso
de vetores de dependeˆncias, identificando os vetores gravados com os checkpoints esta´veis e
propagados nas mensagens da aplicac¸a˜o.
Os vetores de dependeˆncias representam todo o histo´rico causal de um checkpoint. Desta
maneira, podemos chegar a`s seguintes relac¸o˜es entre vetores de dependeˆncias e a precedeˆncia
causal entre checkpoints em um padra˜o de checkpoints e mensagens:
cαa → c
β





b ⇐⇒ DV (c
α
a )[a] < DV (c
β
b )[a] (2.8)
Apesar de representar um custo maior com relac¸a˜o aos timestamps das mensagens da
aplicac¸a˜o e ao armazenamento e atualizac¸a˜o de um vetor durante a execuc¸a˜o dos processos,
a captura por dependeˆncias transitivas permite a construc¸a˜o de algoritmos eficientes para a
determinac¸a˜o da linha de recuperac¸a˜o e controle do retrocesso [13].
8Em ingleˆs: Dependency Vector.





[0, 0, 0] [1, 1, 1]
[0, 0, 0] [0, 1, 1] [2, 2, 1]
[0, 0, 0] [0, 2, 1]
[0, 0, 1]
[0, 1, 1] [2, 1, 1]
[0, 2, 1]
Figura 2.11: Propagac¸a˜o de vetores de dependeˆncias.
2.4.2 Mecanismo de Recuperac¸a˜o
Uma sessa˜o de recuperac¸a˜o tem in´ıcio quando uma falha e´ percebida. Neste ponto, o sistema
de recuperac¸a˜o deve fazer com que a computac¸a˜o seja retrocedida para o checkpoint global
consistente mais recente, tendo em vista as dependeˆncias existentes entre os checkpoints. De-
pendendo da forma como e´ implementado, o mecanismo de recuperac¸a˜o pode ser classificado
como s´ıncrono ou ass´ıncrono [13].
Quando um esquema s´ıncrono de recuperac¸a˜o e´ utilizado, um processo especial denomi-
nado gerente de recuperac¸a˜o e´ encarregado de controlar o retrocesso dos processos, garan-
tindo a consisteˆncia do estado global recuperado e da continuidade da execuc¸a˜o. O gerente
de retrocesso pode ser implementado por meio de um processo comum da aplicac¸a˜o (como
um processo falho ja´ recuperado) utilizando um algoritmo de validac¸a˜o atoˆmica (como o
two-phase commit [8]) para garantir a atomicidade do retrocesso e impedir a interfereˆncia
entre va´rios retrocessos concorrentes [9, 23]. Em uma primeira fase, o gerente de retrocesso
obte´m as dependeˆncias entre os checkpoints e avisa os demais processos para interromperem
parcial ou totalmente sua execuc¸a˜o de forma a na˜o criar dependeˆncias novas. Com as de-
pendeˆncias adquiridas, o gerente e´ capaz de determinar a linha de recuperac¸a˜o a ser utilizada
pelos processos em func¸a˜o das falhas ocorridas. Em uma segunda fase, ele propaga a linha de
recuperac¸a˜o e avisa para os processos efetuarem o retrocesso e recomec¸arem sua execuc¸a˜o.
Mecanismos de recuperac¸a˜o ass´ıncronos se desenvolvem por meio de um efeito cascata
entre os retrocessos [26, 32]. Um processo falho, ao ser reiniciado, envia uma mensagem
aos demais processos avisando sobre seu retrocesso ao seu u´ltimo checkpoint esta´vel. Os
processos que recebem este aviso e percebem uma dependeˆncia com relac¸a˜o a este retrocesso
tambe´m retrocedem de forma a garantir a consisteˆncia do estado global da computac¸a˜o dis-
tribu´ıda. Ao retrocederem, estes processos tambe´m enviam um aviso aos demais anunciando
seu retorno de estado. Este processo continua ate´ que um checkpoint global consistente seja
recuperado. Nestes casos, a auseˆncia de uma coordenac¸a˜o direta da recuperac¸a˜o e a possi-
bilidade de falhas concorrentes ou falhas durante a sua execuc¸a˜o torna os algoritmos mais
complicados e, muitas vezes, menos eficientes.
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Quando a aplicac¸a˜o distribu´ıda e´ baseada em canais de comunicac¸a˜o confia´veis, a recu-
perac¸a˜o de um estado global consistente deve levar em conta as mensagens que se encontram
em traˆnsito, isto e´, as mensagens que tenham sido enviadas mas que ainda na˜o tenham
sido entregues em tal estado [13]. Ao recomec¸ar a execuc¸a˜o da computac¸a˜o, tais mensagens
devem ser reenviadas ou reaplicadas no processo receptor, garantindo assim que elas na˜o
sejam perdidas. No entanto, para se fazer isto e´ necessa´rio gravar as mensagens em meio
de armazenamento esta´vel (na forma de logs) e promover o retrocesso da computac¸a˜o na˜o
apenas para um checkpoint global consistente, mas para um distributed snapshot consistente,
que e´ um checkpoint global consistente onde as mensagens em traˆnsito esta˜o devidamente
armazenadas em meio esta´vel e podem ser recriadas durante a execuc¸a˜o [11, 20].
Protocolos s´ıncronos para checkpointing podem ser facilmente estendidos para criar dis-
tributed snapshots consistentes [11, 30, 31]. Em protocolos ass´ıncronos e quase-s´ıncronos a
situac¸a˜o e´ um pouco diferente devido a` falta de coordenac¸a˜o expl´ıcita entre os processos,
existindo poucos trabalhos que abordam este problema [20, 26]. Uma alternativa simples
e´ garantir que todo checkpoint global consistente seja um distributed snapshot consistente.
Isto pode ser realizado gravando-se em meio esta´vel todas as mensagens propagadas pela
aplicac¸a˜o. No caso de um retrocesso, todas as mensagens cujo evento de envio na˜o tenha sido
retrocedido e cujo evento de entrega na˜o tenha ocorrido ou tenha sido retrocedido devera˜o
ser reaplicadas ao processo receptor. Uma versa˜o otimizada deste algoritmo foi proposta por
Manivannan e Singhal [26].
2.4.3 Determinac¸a˜o da Linha de Recuperac¸a˜o
A linha de recuperac¸a˜o corresponde ao estado recupera´vel mais recente da computac¸a˜o dis-
tribu´ıda. Em recuperac¸a˜o de falhas por retrocesso de estado baseada em checkpointing, e´ o
checkpoint global consistente mais ao futuro dentro do padra˜o de checkpoints e mensagens
gerado ate´ o momento da identificac¸a˜o da falha. Obviamente, a linha de recuperac¸a˜o na˜o
podera´ conter um checkpoint vola´til de um processo falho pois o conteu´do de sua memo´ria
vola´til, que corresponde ao seu estado de execuc¸a˜o, e´ perdido. A determinac¸a˜o do checkpoint
global consistente a ser utilizado e´ feita com base na quantidade de trabalho perdido, medida
pelo nu´mero de checkpoints retrocedidos.
Definic¸a˜o 2.9 Custo de Retrocesso — Dado um checkpoint global consistente para o
qual a computac¸a˜o pode ser retrocedida apo´s uma falha, seu custo de retrocesso corresponde
ao nu´mero de checkpoints que esta˜o apo´s o estado global representado.
Definic¸a˜o 2.10 Linha de Recuperac¸a˜o — Dados um padra˜o de checkpoints e mensagens
e um conjunto F ⊆ P de processos falhos, a linha de recuperac¸a˜o RF e´ o checkpoint global
consistente que na˜o inclui um checkpoint vola´til de um processo falho e que minimiza o custo
de retrocesso.
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O crite´rio de minimizac¸a˜o do custo de retrocesso existente na definic¸a˜o da linha de recu-
perac¸a˜o garante que ela e´ u´nica para um determinado CCP e um conjunto F de processos
falhos.
Teorema 2.5 A linha de recuperac¸a˜o RF criada por um conjunto F ⊆ P de processos
falhos em um padra˜o de checkpoints e mensagens e´ u´nica.
Prova: Suponha, por contradic¸a˜o, que existem duas linhas de recuperac¸a˜o diferentes RF e
R′F para um mesmo conjunto F de processos falhos, ambas com o mesmo custo de retro-
cesso. Como RF e R
′
F sa˜o diferentes, deve existir pelo menos um processo pk para o qual os
checkpoints desses dois conjuntos diferem. Sendo assim, suponha sem perda de generalidade




F e que α < β. Desta forma, pela Definic¸a˜o 2.4, podemos concluir que
o custo de retrocesso do checkpoint global consistente RF ∪ R
′
F e´ menor do que os custos
de RF e R
′
F , o que e´ uma contradic¸a˜o pois, por definic¸a˜o, RF e R
′





































C = RFC ′
Figura 2.12: CCP apo´s uma falha e sua linha de recuperac¸a˜o.
A Figura 2.12 apresenta um exemplo de padra˜o de checkpoints e mensagens identificado
pelo sistema de recuperac¸a˜o depois de uma falha e antes de sua recuperac¸a˜o. A recuperac¸a˜o
dar-se-a´ sobre este CCP, identificando-se a linha de recuperac¸a˜o a ele associada. Note que
na˜o e´ feita nenhuma considerac¸a˜o sobre os instantes de identificac¸a˜o das falhas e de captura
dos estados vola´teis dos processos na˜o-falhos. Nossa u´nica considerac¸a˜o e´ a auseˆncia de
dependeˆncias entre os checkpoints vola´teis dos processos, o que pode ser facilmente obtido
pela suspensa˜o dos processos logo apo´s a captura de seu estado vola´til. Podemos identificar
pelo menos dois checkpoint globais consistentes, C ′ e C, para os quais a computac¸a˜o poderia
retroceder, com custos de retrocesso 11 e 4 respectivamente. Podemos facilmente verificar
que C ′ na˜o corresponde a` linha de recuperac¸a˜o. Na verdade, R{p1,p3} = C neste CCP.
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Uma forma simples de se determinar a linha de recuperac¸a˜o e´ por meio de uma es-
trutura de dados conhecida como grafo de dependeˆncias de retrocesso9, ou simplesmente
R-graph [9, 35, 36]. Este grafo apresenta um ve´rtice para cada checkpoint existente no
padra˜o de checkpoints e mensagens e uma aresta dirigida conecta cαa a c
β
b quando:
• a 6= b e existe uma mensagem m enviada no intervalo Iαa e entregue em I
β
b , ou
• a = b e β = α+ 1.
Esta estrutura recebe este nome pelo fato de que a existeˆncia de uma aresta conectando cαa a
cβb significa que o retrocesso do checkpoint c
α
a deve forc¸ar o retrocesso do checkpoint c
β
b para
na˜o deixar a computac¸a˜o em um estado global inconsistente pela entrega de uma mensagem
m cujo evento de envio foi retrocedido.
Para determinar a linha de recuperac¸a˜o a partir de um R-graph basta realizar uma busca
no grafo, marcando todos os ve´rtices para os quais existe um caminho a partir dos ve´rtices que
representam os checkpoints vola´teis dos processos falhos, os quais sa˜o perdidos durante a falha
e, necessariamente, precisam ser retrocedidos. Por definic¸a˜o, todos os ve´rtices alcanc¸a´veis a
partir deles no R-graph devera˜o ser retrocedidos tambe´m [9]. Depois desta operac¸a˜o, a unia˜o
dos u´ltimos checkpoints na˜o marcados de cada processo corresponde a` linha de recuperac¸a˜o
da computac¸a˜o distribu´ıda. Como exemplo, considere a Figura 2.13(a), que apresenta o
R-graph referente ao CCP da Figura 2.12 com os checkpoints vola´teis dos processos falhos
inicialmente marcados. Apo´s o procedimento de busca, obtemos o grafo da Figura 2.13(b),
onde os ve´rtices na˜o preenchidos representam aqueles marcados durante a busca. Como
resultado obtemos a linha de recuperac¸a˜o da computac¸a˜o RF , que corresponde ao checkpoint



















































Figura 2.13: Determinac¸a˜o da linha de recuperac¸a˜o atrave´s de R-graphs.
9Em ingleˆs: rollback-dependency graph.
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Um R-graph pode ser constru´ıdo pela unia˜o das dependeˆncias diretas entre os checkpoints
armazenadas durante a execuc¸a˜o, conforme foi visto na Sec¸a˜o 2.4.1. Pore´m, dependendo dos
protocolos para checkpointing e recuperac¸a˜o utilizados, na˜o e´ necessa´rio constru´ı-lo explici-
tamente [36]. Especificamente, quando utilizamos algoritmos de recuperac¸a˜o ass´ıncrona, a
busca no grafo e´ realizada de forma impl´ıcita pela propagac¸a˜o de retrocessos na forma de
mensagens entre os processos avisando sobre as dependeˆncias existentes [32]. De qualquer
forma, a importaˆncia de R-graphs vai ale´m de sua utilizac¸a˜o pra´tica. Por fornecer um algo-
ritmo determin´ıstico para o ca´lculo da linha de recuperac¸a˜o em um CCP, esta estrutura tem
uma grande importaˆncia teo´rica, podendo ser utilizada em diversos teoremas e provas sobre
checkpointing [35, 36, 37, 38].
Cap´ıtulo 3
Protocolos para Checkpointing
Protocolos para checkpointing podem ser classificados como ass´ıncronos, s´ıncronos e quase-
s´ıncronos. A abordagem ass´ıncrona oferece o ma´ximo de autonomia na selec¸a˜o de checkpoints
pelos processos. Entretanto, alguns dos checkpoints selecionados podem ficar impossibilita-
dos de pertencer a um checkpoint global consistente, perdendo totalmente sua utilidade.
Nos protocolos s´ıncronos, no entanto, os processos sincronizam seus checkpoints de forma a
sempre construir um novo checkpoint global consistente da computac¸a˜o. Esta tarefa de sin-
cronizac¸a˜o, pore´m, envolve a troca de mensagens de controle e, muitas vezes, a suspensa˜o da
execuc¸a˜o dos processos, o que pode prejudicar o desempenho de toda a aplicac¸a˜o. Protocolos
quase-s´ıncronos se apresentam como um h´ıbrido das duas abordagens anteriores, reunindo
suas principais vantagens: auseˆncia de mensagens de controle, na˜o suspensa˜o dos processos
e inexisteˆncia de checkpoints inu´teis. Isto e´ conseguido pela quebra das Z-precedeˆncias na˜o
causais que possam gerar checkpoints inu´teis. Quando tais Z-precedeˆncias sa˜o percebidas em
um determinado intervalo entre checkpoints, um checkpoint forc¸ado e´ gravado pelo protocolo.
Neste cap´ıtulo apresentamos as principais caracter´ısticas e protocolos para as classes
s´ıncrona e quase-s´ıncrona. Os protocolos ass´ıncronos na˜o sa˜o abordados pelo fato da auseˆncia
de coordenac¸a˜o entre os processos praticamente impedir a existeˆncia de variantes dentro desta
abordagem. A diferenc¸a existente entre os protocolos desta classe reside apenas no modelo
de computac¸a˜o e mecanismo de recuperac¸a˜o adotados [9, 22, 32].
3.1 Protocolos S´ıncronos
Em checkpointing s´ıncrono, os processos se coordenam por meio de troca de mensagens para
construir um checkpoint global consistente da computac¸a˜o sempre que um processo desejar
gravar um checkpoint local. Esta estrate´gia simplifica o mecanismo de retrocesso e na˜o sofre
de efeito domino´, uma vez que os processos retrocedem, no ma´ximo, ao u´ltimo checkpoint
global consistente gravado. Um algoritmo muito simples e pra´tico consiste em bloquear a
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comunicac¸a˜o entre os processos enquanto o protocolo executa [30, 31]. A Figura 3.1 apresenta
um poss´ıvel diagrama de execuc¸a˜o para um algoritmo deste tipo. Um coordenador externo,
que tambe´m pode ser implementado como um processo da aplicac¸a˜o, envia uma mensagem a
todos os processos avisando-os para gravarem um checkpoint. Ao receberem esta mensagem,
os processos gravam um checkpoint proviso´rio, suspendem as comunicac¸o˜es com os demais
processos e enviam uma mensagem de confirmac¸a˜o ao coordenador. Este, ao receber a
confirmac¸a˜o de todos os processos, envia-os uma nova mensagem de finalizac¸a˜o, avisando-os









Figura 3.1: Exemplo de protocolo s´ıncrono.
A suspensa˜o da comunicac¸a˜o entre os processos durante a execuc¸a˜o do protocolo garante a
inexisteˆncia de dependeˆncias entre os checkpoints que esta˜o sendo gravados, o que implica na
criac¸a˜o de um checkpoint global consistente. No entanto, em muitos casos a pro´pria execuc¸a˜o
do processo depende do envio ou recebimento de mensagens, o que pode resultar em sua
suspensa˜o completa ate´ o protocolo terminar. Isto pode representar um atraso significativo
na execuc¸a˜o da computac¸a˜o, principalmente se a frequ¨eˆncia de selec¸a˜o de checkpoints for alta,
o que na˜o e´ uma caracter´ıstica deseja´vel em um protocolo para checkpointing. A soluc¸a˜o para
este problema esta´ na utilizac¸a˜o de protocolos na˜o-bloqueantes.
Se na˜o houvesse o bloqueio dos processos, um deles poderia enviar uma mensagem a
outro apo´s gravar o seu checkpoint de forma que esta mensagem pudesse ser entregue ao
receptor antes dele gravar o seu checkpoint, o que tornaria os checkpoints dos dois processos
inconsistentes um com o outro. Chandy e Lamport [11] resolveram este problema pela
utilizac¸a˜o de canais de comunicac¸a˜o FIFO confia´veis e o envio de mensagens de controle
contendo uma marca especial por todos os canais de comunicac¸a˜o de um processo quando este
grava um checkpoint. Dessa forma, sempre que um processo receber uma mensagem dessas
proveniente de qualquer canal de comunicac¸a˜o, ele grava o seu checkpoint. As mensagens de
controle seguintes, provenientes dos outros canais podem ser simplesmente desconsideradas
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ou utilizadas para auxiliar na captura do estado dos canais de comunicac¸a˜o [11]. Esta
estrate´gia garante que nenhuma mensagem enviada apo´s a gravac¸a˜o de um checkpoint de
um processo sera´ entregue ao processo receptor antes da gravac¸a˜o do seu checkpoint em uma
mesma instaˆncia de execuc¸a˜o do protocolo. Sendo assim, um checkpoint global consistente
pode ser constru´ıdo sem que um processo tenha que ficar bloqueado esperando alguma
confirmac¸a˜o ou resposta proveniente de algum outro processo.
O Algoritmo 3.1 apresenta o protocolo s´ıncrono para checkpointing na˜o-bloqueante de
Chandy e Lamport. Um processo que deseja gravar um checkpoint deve fazeˆ-lo e enviar a
mensagem de controle com a marca a todos os outros. A varia´vel instaˆncia e´ utilizada para
que um processo atenda apenas a primeira mensagem de controle referente a cada instaˆncia.
Como os canais sa˜o FIFO, sabe-se que se o valor recebido for maior que aquele mantido
no processo, ele certamente tera´ apenas uma unidade a mais. A corretude deste algoritmo
depende do fato dos canais serem FIFO e confia´veis. Se eles na˜o tivessem esta caracter´ıstica,
a simples perda ou a entrega fora de ordem de uma mensagem de controle poderia invalidar
sua execuc¸a˜o. Uma otimizac¸a˜o poss´ıvel para sobrepor esta restric¸a˜o e´ enviar os dados da
mensagem de controle como um timestamp presente em todas as mensagens enviadas pelo
processo apo´s a gravac¸a˜o do checkpoint [13]. No entanto, esta otimizac¸a˜o pode gerar um
cena´rio onde o ı´ndice da instaˆncia recebido seja duas ou mais unidades maior que o ı´ndice
atual. Neste caso, o checkpoint gravado vale por todas as instaˆncias neste intervalo e o valor
da instaˆncia atual passa a ser aquele recebido pela mensagem de controle. Esta te´cnica e´
muito semelhante ao protocolo quase-s´ıncrono BCS que sera´ visto na Sec¸a˜o 3.2.3.




Inicializac¸a˜o {inicializac¸a˜o realizada em todos os processos}
1: instaˆncia ← 0
Ao gravar checkpoint
1: instaˆncia ← instaˆncia +1
2: envia (CKPT, instaˆncia) para todos {requisic¸a˜o para gravar checkpoint}
Ao receber (CKPT, instaˆncia req)
1: if instaˆncia req > instaˆncia then {testa se instaˆncia req = instaˆncia+1}
2: grava checkpoint {evento anterior, o qual envia mensagens de controle}
3: end if
4: continua execuc¸a˜o normal
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Protocolos s´ıncronos requerem a criac¸a˜o de um checkpoint global consistente em cada
execuc¸a˜o sua, o que pode exigir a coordenac¸a˜o de todos os processos e a gravac¸a˜o de no-
vos checkpoints em cada um deles, como ocorre nos algoritmos que comentamos. Esta
coordenac¸a˜o pode deixar lenta a execuc¸a˜o de tais protocolos, principalmente se eles forem
bloqueantes. E´ interessante reduzir o nu´mero de processos envolvidos em tal coordenac¸a˜o
apenas a`queles que realmente precisam gravar um novo checkpoint, ou seja, os processos que
se comunicaram direta ou indiretamente com o iniciador da nova instaˆncia desde a gravac¸a˜o
de seu u´ltimo checkpoint. O algoritmo proposto por Koo e Toueg atinge esta coordenac¸a˜o
minimal em uma abordagem de duas fases recursiva, onde um processo coordena a ac¸a˜o da-
queles que com ele se comunicaram diretamente no u´ltimo intervalo entre checkpoints [23].
3.2 Protocolos Quase-s´ıncronos
A coordenac¸a˜o necessa´ria entre os processos e´ a maior desvantagem dos protocolos s´ıncronos.
Ale´m disso, por questo˜es de eficieˆncia, va´rias implementac¸o˜es deste tipo de protocolo utilizam
um processo coordenador, o qual decide de maneira unilateral quando o protocolo deve
ser executado [30, 31]. Esta estrate´gia, no entanto, diminui ainda mais a autonomia dos
processos quanto a` selec¸a˜o dos seus checkpoints. O ideal seria que cada processo pudesse
escolher os estados que devem ser gravados em meio esta´vel como e´ feito em protocolos para
checkpointing ass´ıncronos. Pore´m, sabemos que a selec¸a˜o de checkpoints sem coordenac¸a˜o
pode gerar checkpoints inu´teis e levar ao efeito domino´. Na figura 3.2, por exemplo, apenas
os checkpoints iniciais sa˜o u´teis e qualquer falha faria a computac¸a˜o retroceder ao seu estado
inicial. Protocolos quase-s´ıncronos deixam os processos selecionarem seus checkpoints ba´sicos
de forma autoˆnoma, mas podem obriga´-los a gravar checkpoints forc¸ados na ocorreˆncia de
eventos como envio ou recepc¸a˜o de mensagens para evitar a formac¸a˜o de Z-precedeˆncias que











Figura 3.2: Checkpoints ba´sicos.
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Os protocolos quase-s´ıncronos mais comuns enviam timestamps nas mensagens da pro´pria
aplicac¸a˜o para auxiliar na selec¸a˜o dos checkpoints forc¸ados de forma a minimizar o seu
nu´mero. Dependendo dos timestamps e das condic¸o˜es utilizadas por estes algoritmos, os
padro˜es de checkpoints e mensagens gerados podem ser mais ou menos restritivos com relac¸a˜o
aos tipos de Z-precedeˆncia permitidos, podendo gerar condic¸o˜es mais fortes do que apenas
a auseˆncia de checkpoints inu´teis [27]. De acordo com as restric¸o˜es do padra˜o gerado, po-
demos identificar pelo menos quatro classes de protocolos quase-s´ıncronos: SZPF(Strictly
Z-Path Free), ZPF(Z-Path Free), ZCF(Z-Cycle Free) e PZCF(Partially Z-Cycle Free). A
primeira classe e´ a mais restritiva e impede a ocorreˆncia de qualquer caminho-Z. A segunda
classe impede que existam Z-precedeˆncias na˜o-causais entre os checkpoints. A classe ZCF e´
a menos restritiva dentro daquelas que garantem a auseˆncia de checkpoints inu´teis, uma vez
que os protocolos da classe PZCF apenas realizam algum esforc¸o na tentativa de quebrar
os ciclos-Z existentes no padra˜o, mas na˜o garantem a quebra de todos. A Figura 3.3 mos-
tra o relacionamento entre estas classes de protocolos. Como podemos verificar, as menos
restritivas englobam as mais restritivas de forma que as caracter´ısticas de uma tambe´m sa˜o
va´lidas na outra. As sec¸o˜es seguintes apresentam a definic¸a˜o, as caracter´ısticas e exemplos







Figura 3.3: Classes de protocolos quase-s´ıncronos.
3.2.1 Classe SZPF
Os protocolos da classe SZPF impedem a formac¸a˜o de qualquer caminho-Z no padra˜o de
checkpoints e mensagens da computac¸a˜o. Os padro˜es gerados por estes protocolos tambe´m
sa˜o chamados de SZPF e sa˜o definidos formalmente da seguinte forma:
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Definic¸a˜o 3.1 Padro˜es SZPF — Um padra˜o de checkpoints e mensagens e´ SZPF se, e
somente se, ele na˜o possui nenhum caminho-Z.
Garantir esta propriedade na˜o e´ nem um pouco complicado, uma vez que ela esta´ dire-
tamente relacionada com a ordem entre os eventos de envio e entrega de mensagens dentro
de um intervalo entre checkpoints, conforme apresentamos no Teorema 3.1.
Teorema 3.1 Um padra˜o de checkpoints e mensagens e´ SZPF se, e somente se, em cada
intervalo entre checkpoints, todos os eventos de entrega de mensagens ocorrem antes de
qualquer evento de envio de mensagem.
Prova: Suficieˆncia(⇐): Considere um padra˜o onde todas as entregas de mensagens ocorrem
antes dos envios de mensagens dentro de cada intervalo entre checkpoints. Suponha por
contradic¸a˜o que este padra˜o na˜o e´ SZPF, ou seja, ele possui pelo menos um caminho-Z. No
entanto, um caminho-Z apresenta, por definic¸a˜o, pelo menos um par de mensagens mi e mi+1
consecutivas dentro do caminho tais que entrega(mi) 6→ envio(mi+1), sendo que estes dois
eventos ocorrem no mesmo intervalo entre checkpoints. Este fato, pore´m, e´ uma contradic¸a˜o
com a nossa suposic¸a˜o inicial a respeito do padra˜o de checkpoints e mensagens.
Necessidade(⇒): Considere um padra˜o de checkpoints e mensagens SZPF. Suponha por
contradic¸a˜o que existe um intervalo entre checkpoints no qual a entrega de uma mensagem
ma ocorre apo´s o envio de uma mensagem mb. Neste caso [ma,mb] forma um caminho-Z e,
portanto, o padra˜o na˜o pode ser SZPF. 2
Em tais padro˜es, como todos os caminhos em ziguezague sa˜o caminhos-C, todas as Z-
precedeˆncias existentes sa˜o causais. Este fato automaticamente impede a existeˆncia de check-
points obsoletos uma vez que um evento na˜o pode preceder causalmente a si pro´prio. Os
protocolos desta classe costumam ser muito simples, uma vez que a decisa˜o de forc¸ar um
checkpoint pode ser baseada apenas no regime de troca de mensagens e na˜o nas relac¸o˜es de
dependeˆncia entre os checkpoints. Por este motivo tais protocolos tambe´m sa˜o chamados de
baseados em modelo1 [13]. Apesar de serem fa´ceis de desenvolver, os protocolos desta classe
apresentam um nu´mero excessivo de checkpoints forc¸ados, necessa´rios para quebrar todos os
caminhos-Z existentes. Isto pode gerar um atraso considera´vel na execuc¸a˜o da computac¸a˜o
distribu´ıda e degradar completamente o seu desempenho.
Um dos protocolos mais conhecidos desta classe e´ o NRAS (No-Receive-After-Send) [36],
o qual forc¸a um checkpoint antes de entregar uma mensagem caso ja´ tenha ocorrido um
evento de envio dentro do mesmo intervalo. O Algoritmo 3.2 mostra como este protocolo
e´ implementado em um processo pi. Note que e´ necessa´rio apenas manter uma varia´vel
booleana para indicar se um evento de envio ja´ ocorreu no intervalo corrente. Inicialmente,
esta varia´vel e´ inicializada com o valor falso e sempre que uma mensagem for enviada, ela
1Em ingleˆs: model-based.
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1: enviou ← falso
Ao enviar mensagem m
1: enviou ← verdadeiro
2: enviarede(m)
Ao receber mensagem m





1: enviou ← falso
se torna verdadeira. Sendo assim, ao receber uma mensagem, basta testar o conteu´do da
varia´vel e se ela for verdadeira, forc¸ar a gravac¸a˜o de um checkpoint antes de sua entrega
para a aplicac¸a˜o. Ale´m disso, sempre que um checkpoint (ba´sico ou forc¸ado) e´ gravado, esta
varia´vel recebe o valor falso pois um novo intervalo entre checkpoints acabou de ser criado.
E´ fa´cil verificar que o padra˜o de checkpoints e mensagens gerado pelo protocolo NRAS sa-
tisfaz a condic¸a˜o do Teorema 3.1 pois nenhuma mensagem pode ser entregue apo´s um evento
de envio ter ocorrido em um mesmo intervalo entre checkpoints. A Figura 3.4 apresenta
o padra˜o gerado pelo protocolo NRAS para o mesmo CCP da Figura 3.2. Os checkpoints
forc¸ados esta˜o representados pelos quadrados com um hachurado diferente. Note que agora












Figura 3.4: Exemplo de padra˜o gerado pelo protocolo NRAS.
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Outro protocolo SZPF que merece ser comentado e´ o CAS (Checkpoint-After-Send) [36],
o qual e´ apresentado no Algoritmo 3.3. Este protocolo induz um processo a gravar um
checkpoint forc¸ado sempre apo´s o envio de uma mensagem. Isto garante que havera´ no
ma´ximo um evento de envio por intervalo entre checkpoints e que este sera´ o u´ltimo evento
do intervalo, satisfazendo a definic¸a˜o de padra˜o SZPF. Esta estrate´gia e´ muito mais simples
que a utilizada pelo NRAS mas gera um nu´mero maior de checkpoints forc¸ados no padra˜o
de checkpoints e mensagens. Na realidade o nu´mero de checkpoints forc¸ados gerados pelo
protocolo CAS corresponde exatamente ao nu´mero de mensagens propagadas pela aplicac¸a˜o
distribu´ıda.
Algoritmo 3.3 Protocolo CAS em um processo pi.
Ao enviar mensagem m
1: enviarede(m)
2: grava checkpoint
A grande vantagem do padra˜o gerado por este protocolo esta´ no fato de que o u´ltimo
checkpoint esta´vel de um processo na˜o precede nenhum checkpoint de outro processo pois
nenhuma mensagem pode ser enviada depois dele. Se uma mensagem e´ enviada, um check-
point forc¸ado e´ gravado e este passara´ a ser o u´ltimo checkpoint esta´vel do processo. Por
causa disso, o retrocesso do estado de um processo ao seu u´ltimo checkpoint esta´vel na˜o
forc¸a o retrocesso de estado de nenhum outro processo. Desta maneira, ao se recuperar
de uma falha um processo precisa apenas retroceder ao seu u´ltimo checkpoint esta´vel, sem
se coordenar ou forc¸ar o retrocesso de qualquer outro processo. Isto garante tambe´m que
nenhum outro checkpoint esta´vel ale´m do u´ltimo sera´ necessa´rio no futuro e, portanto, ape-
nas um checkpoint por processo precisa ser mantido ao longo da execuc¸a˜o. No entanto, na
pra´tica, para garantir que o u´ltimo checkpoint de um processo realmente na˜o possa preceder
algum checkpoint de outro processo e´ necessa´rio que as linhas 1 e 2 do Algoritmo 3.3 sejam
executadas atomicamente, ou seja, sem a possibilidade de ocorreˆncia de uma falha entre elas
ou durante sua execuc¸a˜o parcial. Em geral, como o evento de envio de uma mensagem na˜o
altera o estado de um processo, pode-se obter este efeito apenas trocando a ordem das duas
linhas e enviando a mensagem apo´s a gravac¸a˜o do checkpoint.
3.2.2 Classe ZPF e Propriedade RDT
A principal caracter´ıstica dos protocolos da classe SZPF e´ o fato de todas as Z-precedeˆncias
serem causais, o que impede a formac¸a˜o de ciclos-Z e permite a construc¸a˜o de algoritmos
eficientes para a construc¸a˜o de checkpoints globais consistentes [36]. No entanto, para obter
esta propriedade na˜o e´ necessa´rio quebrar todos os caminhos-Z que estejam para se for-
mar. Especificamente, caminhos-Z que estejam duplicados por um caminho-C na˜o precisam
3.2. Protocolos Quase-s´ıncronos 37
ser quebrados. Os protocolos da classe ZPF, portanto, garantem apenas que todas as de-
pendeˆncias entre os checkpoints dentro do padra˜o sa˜o causais, sem restric¸o˜es com relac¸a˜o
aos caminhos-Z duplicados causalmente.
Definic¸a˜o 3.2 Padro˜es ZPF — Um padra˜o de checkpoints e mensagens e´ ZPF se, e
somente se, dados dois checkpoints cαa e c
β








Wang identificou uma propriedade presente em uma se´rie de protocolos para checkpointing
que possibilitam a captura on-line das dependeˆncias entre os checkpoints por meio de veto-
res de dependeˆncias [36]. Esta propriedade recebeu o nome de propriedade RDT (Rollback-
Dependency Trackability). Conforme vimos na Sec¸a˜o 2.4.1, vetores de dependeˆncias captu-
ram as precedeˆncias causais, de forma que esta propriedade se torna equivalente a` construc¸a˜o
de um padra˜o ZPF [27]. O nome RDT, no entanto, e´ utilizado com uma frequ¨eˆncia muito
maior do que ZPF na literatura para designar tanto protocolos quanto padro˜es que pos-
suem esta caracter´ıstica [4, 5, 6, 18, 19, 33, 36]. Sendo assim, utilizaremos ZPF apenas
para designar esta classe de protocolos em comparac¸o˜es entre as diferentes classes de proto-
colos quase-s´ıncronos, e RDT para a designac¸a˜o de uma definic¸a˜o, propriedade, padra˜o ou
protocolo relativo a esta classe.
E´ fa´cil verificar que os protocolos RDT, assim como os protocolos SZPF, impedem a
ocorreˆncia de checkpoints inu´teis e evitam, portanto, o efeito domino´. Este fato pode ser
verificado pelo Teorema 3.2, apresentado a seguir.
Teorema 3.2 Todos os checkpoints de um padra˜o RDT sa˜o u´teis.
Prova: Vamos supor, por contradic¸a˜o, que exista um checkpoint inu´til cγi . Sabemos, enta˜o,
que cγi Ã c
γ




i , o que e´ imposs´ıvel. 2
Um protocolo RDT e´ o´timo se a eliminac¸a˜o de qualquer checkpoint forc¸ado resulta em
uma relac¸a˜o cαa Ã c
β




b . Projetar um protocolo RDT o´timo parece imposs´ıvel,
pois deveria levar em considerac¸a˜o informac¸a˜o futura [27]. A Figura 3.5 apresenta um cena´rio
onde p1 na˜o tem como saber que na˜o ha´ a necessidade de um checkpoint forc¸ado para prevenir
a formac¸a˜o da Z-precedeˆncia na˜o-causal c02 Ã c
1
0, visto que a mensagem m que duplica
causalmente esta Z-precedeˆncia so´ sera´ enviada no futuro da execuc¸a˜o.
No entanto, um grande esforc¸o tem sido realizado na busca de protocolos que utilizem
condic¸o˜es cada vez mais fortes para a tomada de decisa˜o sobre gravar ou na˜o um checkpoint
forc¸ado. Neste contexto, os resultados mais importantes sa˜o aqueles relacionados com a
busca de uma caracterizac¸a˜o minimal dos padro˜es de checkpoints e mensagens que satisfazem
a propriedade RDT [5, 6, 18]. Tal caracterizac¸a˜o fornece a condic¸a˜o mais forte poss´ıvel a ser
testada localmente por um processo para verificar a necessidade de gravac¸a˜o de um checkpoint









Figura 3.5: Dificuldade de se projetar um protocolo RDT o´timo.
forc¸ado. No entanto, mesmo com a sua descoberta realizada por Garcia e Buzato [18], e´
imposs´ıvel construir um protocolo RDT que grave menos checkpoints forc¸ados que todos os
outros protocolos em todos os cena´rios de execuc¸a˜o poss´ıveis [33]. Isto ocorre basicamente
porque a gravac¸a˜o de um checkpoint forc¸ado em um determinado momento pode diminuir
a necessidade de gravac¸a˜o de outros checkpoints forc¸ados no futuro. Nestas condic¸o˜es, um
protocolo que utilize uma condic¸a˜o forte poderia deixar de gravar um checkpoint forc¸ado que
na˜o seja necessa´rio em um determinado momento, mas ter que gravar um ou mais checkpoints
forc¸ados no futuro por causa disso.
Apresentaremos agora o protocolo RDT chamado FDAS (Fixed-Dependency-After-Send),
o qual foi proposto juntamente com a definic¸a˜o da propriedade RDT [36]. Este protocolo
utiliza um vetor de dependeˆncias para capturar as precedeˆncias causais entre os checkpoints.
Quando uma mensagem e´ enviada, o protocolo evita que o vetor de dependeˆncias do processo
emissor se altere ate´ o final do intervalo entre checkpoints corrente. Se o vetor deve ser
alterado pela recepc¸a˜o de uma mensagem com nova informac¸a˜o causal, um checkpoint forc¸ado
e´ gravado. Isto garante que as mensagens enviadas na˜o formara˜o Z-precedeˆncias que na˜o
possam ser capturadas diretamente pelos vetores de dependeˆncias, isto e´, que na˜o sejam
causais. Ao mesmo tempo, este protocolo evita a gravac¸a˜o de checkpoints forc¸ados para
quebrar alguns caminhos-Z que ja´ tenham sido duplicados causalmente. Como exemplo,
considere a Figura 3.6, onde o processo p1, ao receber m3, ja´ sabe que o caminho-Z [m3,m2]
e´ duplicado causalmente pelo caminho-C [m1,m2] e portanto, pela estrate´gia do FDAS, na˜o








Figura 3.6: Exemplo de caminho-Z que na˜o e´ quebrado pelo FDAS.
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O Algoritmo 3.4 apresenta a estrutura do protocolo FDAS dentro de um processo. E´
necessa´rio manter durante a sua execuc¸a˜o um vetor de dependeˆncias e uma varia´vel booleana
como a utilizada pelo NRAS. As ac¸o˜es executadas durante a inicializac¸a˜o e o envio de uma
mensagem sa˜o triviais com relac¸a˜o a estas estruturas. Como o vetor de dependeˆncias deve
ser enviado na forma de um timestamp nas mensagens da aplicac¸a˜o, utilizamos m.DV para
representar tal estrutura dentro de uma mensagem. Ao receber uma mensagem proveniente
de um processo pk deve-se testar se existe alguma nova precedeˆncia causal com relac¸a˜o ao
vetor mantido. Neste ponto uma pequena otimizac¸a˜o pode ser realizada, comparando-se
apenas a entrada DV [k] dos dois vetores (linha 1), uma vez que qualquer precedeˆncia causal
nova exige a alterac¸a˜o desta entrada no protocolo FDAS [17]. Enta˜o, se uma nova precedeˆncia
causal e´ recebida e alguma mensagem foi enviada no intervalo entre checkpoints corrente,
um checkpoint forc¸ado e´ gravado (linha 3). Independentemente do envio de mensagens, o
vetor de dependeˆncias deve ser atualizado quando uma nova precedeˆncia causal e´ percebida
(linhas 5-9). Ao gravar um checkpoint ba´sico ou forc¸ado deve-se apenas atualizar a varia´vel
enviou e a entrada DV [i] do vetor de dependeˆncias.
A Figura 3.7 mostra o padra˜o gerado pelo protocolo FDAS para o mesmo CCP mostrado
na Figura 3.2. Note que o nu´mero de checkpoints forc¸ados e´ menor do que no cena´rio de
execuc¸a˜o do protocolo NRAS. Isto ocorre porque nem todos os caminhos-Z sa˜o quebrados.
No entanto, o protocolo FDAS na˜o apresenta o melhor desempenho dentre os protocolos
RDT com relac¸a˜o ao nu´mero de checkpoints forc¸ados. Comparac¸o˜es baseadas em simulac¸o˜es
mostram que protocolos baseados em condic¸o˜es mais fortes como o BHMR [4] e o RDT-












Figura 3.7: Exemplo de padra˜o gerado pelo protocolo FDAS.
3.2.3 Classe ZCF
Protocolos desta classe livram o padra˜o de checkpoints e mensagem dos ciclos-Z, garantindo
apenas a inexisteˆncia de checkpoints inu´teis. Por esta raza˜o, esta e´ a classe mais fraca que
garante o aproveitamento de todos os checkpoints selecionados pelos processos em pelo menos
um checkpoint global consistente.
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3: DV : array[0 . . . n− 1] of inteiro
Inicializac¸a˜o
1: enviou ← falso
2: for i ← 0 to n− 1 do
3: DV [i]← 0
4: end for
Ao enviar mensagem m
1: enviou ← verdadeiro
2: for j ← 0 to n− 1 do
3: m.DV [j] ← DV [j]
4: end for
5: enviarede(m)
Ao receber mensagem m de pk
1: if m.DV [k] > DV [k] then
2: if enviou then
3: grava checkpoint
4: end if
5: for j ← 0 to n− 1 do
6: if m.DV [j] > DV [j] then






1: enviou ← falso
2: DV [i] ← DV [i] + 1
Definic¸a˜o 3.3 Padro˜es ZCF — Um padra˜o de checkpoints e mensagens e´ ZCF se, e
somente se, ele na˜o possui nenhum ciclo-Z.
Um protocolo ZCF e´ o´timo se a eliminac¸a˜o de qualquer checkpoint forc¸ado resulta em um
ciclo-Z. Projetar um protocolo ZCF o´timo parece ser imposs´ıvel pois os processos deveriam
ser capazes de capturar de forma on-line Z-precedeˆncias na˜o-causais para poder identificar
corretamente a formac¸a˜o de um ciclo-Z e, assim, quebra´-lo [27].
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Os protocolos ZCF sa˜o, em geral, bem simples e eficientes em termos da informac¸a˜o de
controle mantida e propagada e sa˜o comumente chamados de baseados em ı´ndice2 [13]. A
raza˜o deste nome decorre da utilizac¸a˜o de relo´gios lo´gicos (Sec¸a˜o 2.2.2) para controlar a
poss´ıvel formac¸a˜o de ciclos-Z. Em geral isto e´ garantido por tais protocolos pela seguinte
propriedade presente nos padro˜es de checkpoints e mensagens gerados por eles:
cÃ c′ ⇒ LC (c) < LC (c′) (3.1)
Mostramos no Teorema 3.3 que um padra˜o com esta propriedade e´ ZCF.
Teorema 3.3 Um padra˜o de checkpoints e mensagens que satisfac¸a a condic¸a˜o apresentada
na Equac¸a˜o 3.1 e´ ZCF.
Prova: Vamos supor, por contradic¸a˜o que o padra˜o gerado na˜o e´ ZCF. Neste caso, existe




i . No entanto, pela Equac¸a˜o 3.1, temos que
LC (cγi ) < LC (c
γ
i ), o que e´ uma contradic¸a˜o. 2
Um dos primeiros protocolos da classe ZCF proposto foi o BCS (Briatico-Ciuffoletti-
Simoncini) [10]. Este protocolo e´ baseado em relo´gios lo´gicos e garante a propriedade da
Equac¸a˜o 3.1. O relo´gio mantido pelo processo e´ incrementado sempre que um checkpoint
e´ gravado. A propriedade e´ garantida pela gravac¸a˜o de um checkpoint forc¸ado antes da
entrega de uma mensagem que contenha um relo´gio maior que aquele mantido pelo pro´prio
processo. Fazendo isso, todas as precedeˆncias decorrentes de alguma mensagem enviada
antes e que continham um valor de relo´gio menor sa˜o quebradas. Algumas otimizac¸o˜es sa˜o
poss´ıveis em cima da ide´ia ba´sica do algoritmo. Uma das mais simples consiste em evitar de
gravar um checkpoint forc¸ado caso nenhuma mensagem tenha sido enviada no intervalo entre
checkpoints, o que tambe´m e´ feito no NRAS e no FDAS. Esta e outras otimizac¸o˜es foram
apresentadas pela primeira vez juntamente com um outro protocolo, chamado BQF [7]. Nesta
dissertac¸a˜o, a exemplo de trabalhos anteriores [34], utilizaremos o nome BCS-Aftersend para
o protocolo BCS apenas com a otimizac¸a˜o comentada acima.
O Algoritmo 3.5 apresenta a descric¸a˜o do protocolo BCS-Aftersend. Inicialmente, o
relo´gio lo´gico recebe valor −1; pore´m, sabemos que a primeira ac¸a˜o de um processo e´ gravar
um checkpoint ba´sico, de forma que seu valor passa a ser 0. O relo´gio corrente de um processo
e´ enviado na forma de um timestamp nas mensagens da aplicac¸a˜o. Ao receber uma mensagem
com o valor do relo´gio maior que o corrente (linha 1), o protocolo verifica a varia´vel enviou
(linha 2) para saber se deve gravar um checkpoint forc¸ado. Independentemente da gravac¸a˜o
de um checkpoint forc¸ado, o valor do relo´gio corrente e´ atualizado (linha 5). Ao gravar
um checkpoint ba´sico ou forc¸ado o relo´gio e´ incrementado. A varia´vel enviou e´ atualizada
exatamente da mesma que nos protocolos NRAS e FDAS.
2Em ingleˆs: index-based.
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3: LC : inteiro
Inicializac¸a˜o
1: enviou ← falso
2: LC ← −1
Ao enviar mensagem m
1: enviou ← verdadeiro
2: m.LC ← LC
3: enviarede(m)
Ao receber mensagem m
1: if m.LC > LC then
2: if enviou then
3: grava checkpoint
4: end if




1: enviou ← falso
2: LC ← LC + 1
A Figura 3.8 apresenta o padra˜o gerado pelo protocolo BCS-Aftersend para o CCP mos-
trado na Figura 3.2. Note que o nu´mero de checkpoints forc¸ados e´ menor que o gerado
pelos protocolos NRAS e FDAS pois nem todos os caminhos-Z sa˜o quebrados, incluindo ate´
mesmo alguns caminhos-Z na˜o duplicados causalmente. Mesmo assim, todos os checkpoints
sa˜o u´teis e o efeito domino´ e´ evitado.
3.2.4 Classe PZCF
Os protocolos PZCF na˜o garantem a auseˆncia de ciclos-Z, mas se esforc¸am para evita´-
los [27]. Eles se aproximam dos algoritmos ass´ıncronos em relac¸a˜o a` dificuldade de se obter
um checkpoint global consistente, mas procuram dar algumas garantias estat´ısticas sobre o
impacto da ocorreˆncia de checkpoints inu´teis.
Definic¸a˜o 3.4 Padro˜es PZCF — Um padra˜o de checkpoints e mensagens e´ PZCF se
nem todos os ciclos-Z sa˜o quebrados.












Figura 3.8: Exemplo de padra˜o gerado pelo protocolo BCS-Aftersend.
Os poucos protocolos da classe PZCF conhecidos diferem bastante com relac¸a˜o a`s Z-
precedeˆncias restringidas por eles [27]. Sendo assim, na˜o e´ poss´ıvel atribuir ou verificar
alguma propriedade global da classe. A principal vantagem deste tipo de protocolo esta´ no
menor nu´mero de checkpoints forc¸ados com relac¸a˜o a todas as outras. Entretanto, a presenc¸a
de checkpoints inu´teis pode levar a` ocorreˆncia do efeito domino´. Esta desvantagem, de certa
forma, inviabiliza sua utilizac¸a˜o pra´tica. Por este motivo, na˜o estamos muito interessados
em tais protocolos nesta dissertac¸a˜o.
3.3 Comparac¸o˜es e Conclusa˜o
A forma de comparac¸a˜o mais simples entre os protocolos para checkpointing refere-se ao
nu´mero de checkpoints induzidos produzidos por eles. Em um extremo temos os protocolos
ass´ıncronos que na˜o induzem nenhum checkpoint ale´m dos ba´sicos selecionados pelos pro´prios
processos. Em outro extremo temos os protocolos s´ıncronos, onde cada checkpoint ba´sico
de um processo pode gerar ate´ n − 1 checkpoints forc¸ados, ou seja, um para cada um dos
demais processos. O nu´mero de checkpoints induzidos nos protocolos quase-s´ıncronos e´
varia´vel e depende, entre outras coisas, da classe de protocolos e da condic¸a˜o testada para
gravar um checkpoint forc¸ado. Vieira [34] apresenta uma ampla comparac¸a˜o entre protocolos
quase-s´ıncronos das diferentes classes existentes com relac¸a˜o a este paraˆmetro. Segundo
seus resultados, temos que o nu´mero de checkpoints forc¸ados em protocolos SZPF e ZPF
esta´ intimamente relacionado com a quantidade de mensagens trocadas pelos processos. Os
protocolos da classe ZCF apresentam um nu´mero bem menor de checkpoints forc¸ados em
geral. Especificamente, protocolos que utilizam relo´gios lo´gicos podem gerar no ma´ximo
n − 1 checkpoints forc¸ados por checkpoint ba´sico. Isto ocorre porque o relo´gio propagado
a partir de um checkpoint ba´sico so´ sera´ incrementado pela ocorreˆncia de outro checkpoint
ba´sico em seu caminho, podendo gerar no ma´ximo um checkpoint forc¸ado para cada um
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dos demais processos caso seja propagado para todos eles e todos mantenham um relo´gio
de valor menor. Esta caracter´ıstica coloca a classe de protocolos ZCF em um patamar de
comparac¸a˜o igual ou melhor que os protocolos s´ıncronos.
Outro paraˆmetro de comparac¸a˜o importante e´ o custo extra causado pelo protocolo no
mecanismo de comunicac¸a˜o. Os protocolos s´ıncronos exigem a troca de mensagens de con-
trole entre os processos toda vez que o algoritmo for executado, o que pode gerar conflitos no
meio de comunicac¸a˜o e causar perda ou atraso na entrega das mensagens da aplicac¸a˜o. Esta
caracter´ıstica se torna mais prejudicial a` medida que a escala do sistema e´ aumentada [13].
Protocolos quase-s´ıncronos na˜o trocam mensagens de controle, mas as classes ZPF, ZCF e
PZCF enviam dados na forma de timestamps nas mensagens da pro´pria aplicac¸a˜o. Proto-
colos ZPF tendem a utilizar estruturas maiores, principalmente pela propagac¸a˜o de vetores
de dependeˆncias, enquanto os protocolos ZCF em geral propagam apenas alguns valores
inteiros [34]. Os timestamps utilizados em protocolos PZCF variam de algoritmo para algo-
ritmo [27].
O tamanho dos timestamps utilizados nos protocolos quase-s´ıncronos influencia direta-
mente na complexidade de tempo das ac¸o˜es executadas pelos protocolos. Protocolos SZPF
como o NRAS e o CAS apresentados nos Algoritmos 3.2 e 3.3, respectivamente, possuem
complexidade O(1) em todos os seu eventos uma vez que nenhum timestamp precisa ser
propagado ou tratado. Ja´ protocolos ZPF como o FDAS apresentado no Algoritmo 3.4 ge-
ralmente apresentam complexidade Ω(n) em praticamente todos os eventos em virtude da
manutenc¸a˜o do vetor de dependeˆncias. Com a otimizac¸a˜o que mostramos no FDAS para
o evento de recebimento de uma mensagem, ainda conseguimos uma complexidade O(1)
quando nenhuma nova precedeˆncia causal e´ percebida. Finalmente, como a maioria dos pro-
tocolos ZCF propagam apenas alguns inteiros, tais protocolos executam com complexidade
O(1) em todos os eventos tratados, assim como o protocolo BCS-Aftersend mostrado no
Algoritmo 3.5.
Protocolos s´ıncronos favorecem o mecanismo de recuperac¸a˜o de falhas. Como cada
execuc¸a˜o do protocolo gera um checkpoint global consistente em meio esta´vel, na pior das
hipo´teses o retrocesso levara´ a computac¸a˜o para o checkpoint global gerado pela u´ltima
execuc¸a˜o completa do protocolo [30, 31]. Algum esforc¸o pode ser realizado para na˜o retroce-
der os processos que na˜o precisem [23]. Protocolos ass´ıncronos e quase-s´ıncronos necessitam
de um mecanismo de recuperac¸a˜o mais sofisticado, capaz de capturar as Z-precedeˆncias entre
os checkpoints e determinar a linha de recuperac¸a˜o a ser utilizada. Neste caso, os protocolos
da classe ZPF levam vantagem uma vez que todas as Z-precedeˆncias existentes sa˜o causais
e podem ser facilmente capturadas. A facilidade de construir a linha de recuperac¸a˜o foi a
primeira grande motivac¸a˜o para a utilizac¸a˜o dos protocolos desta classe [36].
Recentemente descobriu-se tambe´m que os protocolos para checkpointing podem ser clas-
sificados de acordo com a distaˆncia de retrocesso [1]. O melhor protocolo segundo esta
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me´trica e´ o CAS, uma vez que um processo pode se recuperar de uma falha sem retro-
ceder nenhum outro processo. Ale´m disto, foi provado que os protocolos s´ıncronos e os
quase-s´ıncronos da classe ZPF apresentam um retrocesso ma´ximo n− 1 vezes menor que os
protocolos ZCF, o que vem a se somar nas vantagens da utilizac¸a˜o de protocolos ZPF ao
inve´s de ZCF em recuperac¸a˜o por retrocesso. Como os protocolos PZCF sa˜o suscet´ıveis ao
efeito domino´, eles na˜o apresentam limite para a distaˆncia de retrocesso.
Uma preocupac¸a˜o existente com relac¸a˜o ao mecanismo de checkpointing e´ o espac¸o ne-
cessa´rio em meio de armazenamento esta´vel para guardar os checkpoints gravados. O pro-
blema de liberar espac¸o em meio esta´vel eliminando os checkpoints que na˜o podem ser mais
utilizados (obsoletos) e´ chamado de coleta de lixo. Em geral, protocolos s´ıncronos na˜o
precisam armazenar mais do que dois checkpoints por processo durante a execuc¸a˜o da com-
putac¸a˜o [23]. No entanto, para os protocolos quase-s´ıncronos na˜o era conhecida uma forma
de limitar o nu´mero de checkpoints utilizados sem sincronizar os processos, o que e´ uma
contradic¸a˜o com a definic¸a˜o deste tipo de protocolo. Este fator chegou a ser apresentado
como uma importante desvantagem para a utilizac¸a˜o destes protocolos na pra´tica [2]. O
problema de coleta de lixo e´ abordado nos dois cap´ıtulos seguintes e no Cap´ıtulo 5 apre-
sentamos um protocolo de coleta de lixo para a classe ZPF que garante um limite para o
nu´mero de checkpoints mantidos em meio de armazenamento esta´vel sem a necessidade de
sincronizac¸a˜o entre os processos.
Por fim, acreditamos que a escolha por uma determinada classe de protocolo para check-
pointing deve envolver um estudo das vantagens de cada uma delas para o modelo de com-
putac¸a˜o utilizado e propriedades desejadas para o sistema de recuperac¸a˜o. Conforme vi-
mos neste cap´ıtulo, cada classe possui suas vantagens e desvantagens com relac¸a˜o a estes
paraˆmetros de forma que na˜o existe uma classe ou protocolo superior em todos os aspectos.
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Cap´ıtulo 4
Coleta de Lixo
A` medida que a computac¸a˜o progride, novos checkpoints sa˜o selecionados e novas linhas de
recuperac¸a˜o sa˜o formadas para os poss´ıveis conjuntos de processos falhos. Este processo
acaba tornando os checkpoints esta´veis mais antigos obsoletos. Desta maneira, tais check-
points devem ser descartados para liberar espac¸o em meio de armazenamento esta´vel. Este
problema e´ conhecido como coleta de lixo.
O primeiro passo para desenvolver um algoritmo de coleta de lixo e´ definir formalmente
o que e´ um checkpoint obsoleto. Depois de ter este conceito definido, e´ poss´ıvel desenvolver
algoritmos capazes de identificar e eliminar este tipo de checkpoint baseado em condic¸o˜es
suficientes. Dizemos que um algoritmo para coleta de lixo e´ o´timo quando ele e´ capaz de iden-
tificar e eliminar todos os checkpoints obsoletos de um CCP. Entretanto, o desenvolvimento
de tal algoritmo esta´ ligado a` obtenc¸a˜o de uma caracterizac¸a˜o dos checkpoints obsoletos, ou
seja, uma condic¸a˜o necessa´ria e suficiente para sua identificac¸a˜o.
4.1 Checkpoints Obsoletos
O conceito de checkpoint obsoleto e´ va´lido apenas para checkpoints esta´veis pois esta´ dire-
tamente associado a` coleta de lixo. Um checkpoint se torna obsoleto quando na˜o for mais
u´til ao sistema de recuperac¸a˜o de falhas, isto e´, quando na˜o puder mais fazer parte de uma
linha de recuperac¸a˜o no futuro da execuc¸a˜o da computac¸a˜o distribu´ıda.
Definic¸a˜o 4.1 Checkpoint Obsoleto — Um checkpoint esta´vel e´ obsoleto se, e somente
se, ele na˜o pode tomar parte em qualquer linha de recuperac¸a˜o presente ou futura, mesmo
depois de um ou mais retrocessos.
As pro´ximas sec¸o˜es exploram esta definic¸a˜o, apresentando alguns algoritmos conhecidos
para coleta de lixo e uma caracterizac¸a˜o do conjunto de checkpoints obsoletos em um padra˜o
de checkpoints e mensagens, a qual pode ser utilizada para a realizac¸a˜o de uma coleta de
lixo o´tima.
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4.2 Coleta de Lixo para Checkpointing S´ıncrono
Uma condic¸a˜o suficiente bastante simples para um checkpoint ser considerado obsoleto e´ estar
no passado de um checkpoint global consistente composto apenas por checkpoints esta´veis.
Este checkpoint global funciona como uma barreira que impede os processos de retrocederem
para qualquer checkpoint anterior a ela.
Teorema 4.1 Um checkpoint e´ obsoleto se estiver no passado de um checkpoint global
consistente C formado por checkpoints esta´veis.
Prova: Para provar este teorema e´ necessa´rio apenas mostrar que nenhuma linha de re-
cuperac¸a˜o pode conter um checkpoint que esteja no passado de C. Dessa forma, nenhum
checkpoint de C pode ser retrocedido e a barreira persistira´ mesmo depois de um ou va´rios
retrocessos. Vamos supor, por contradic¸a˜o, que exista uma linha de recuperac¸a˜o RF con-
tendo um checkpoint anterior a C. Neste caso, RF ∪ C teria um custo de retrocesso menor









Figura 4.1: Barreira de checkpoints esta´veis.
Esta condic¸a˜o e´ a base para o desenvolvimento de um algoritmo eficiente de coleta de
lixo para protocolos de checkpointing s´ıncronos, uma vez que eles constroem um checkpoint
global consistente completo da computac¸a˜o ao final de sua execuc¸a˜o. Dessa forma, todos
os checkpoints anteriores ao novo checkpoint global criado podem ser eliminados. Se os
checkpoints sa˜o selecionados por meio de execuc¸o˜es sucessivas de um protocolo s´ıncrono,
ao completar uma execuc¸a˜o podemos eliminar os checkpoints criados na sessa˜o anterior,
mantendo apenas um checkpoint armazenado por processo durante o per´ıodo entre duas
execuc¸o˜es do protocolo para checkpointing.
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Quando o protocolo esta´ sendo executado pode ser necessa´rio manter dois checkpoints
por processo. Considere a Figura 4.2(a), a qual apresenta um CCP durante a execuc¸a˜o de um
protocolo para checkpointing s´ıncrono. Por simplicidade, sa˜o mostradas apenas as mensagens
da pro´pria aplicac¸a˜o distribu´ıda, abstraindo-se das mensagens de controle enviadas pelo
protocolo utilizado. Na figura podemos ver um checkpoint global consistente C1, gravado
durante a execuc¸a˜o anterior do protocolo para checkpointing. Ale´m disso, existem dois
novos checkpoints nos processos p0 e p1 que ja´ foram gravados durante a execuc¸a˜o atual do
protocolo. Note que na˜o e´ poss´ıvel apagar os checkpoints anteriores destes processos porque
C2 ainda na˜o esta´ completo. Se o processo p2 falhasse antes do protocolo terminar, a linha
de recuperac¸a˜o seria formada pelos checkpoints de C1 pois o u´ltimo checkpoint esta´vel de p2


















Figura 4.2: Coleta de lixo para protocolos s´ıncronos.
Somente quando o protocolo termina, gerando o checkpoint global consistente C2, e´ que os
checkpoints que compo˜em C1 podem ser coletados, liberando o espac¸o no meio de armazena-
mento esta´vel, conforme pode ser visto na Figura 4.2(b) onde os checkpoints obsoletos esta˜o
representados por quadrados na˜o preenchidos. Podemos concluir que e´ necessa´rio manter os
checkpoints anteriores ate´ o final da execuc¸a˜o de um protocolo s´ıncrono para checkpointing
pois so´ enta˜o teremos formado a barreira de checkpoints esta´veis. Entretanto, alguns pro-
tocolos, especialmente os na˜o-bloqueantes [11], na˜o avisam a todos os processos quando o
algoritmo terminou a sua execuc¸a˜o, isto e´, quando todos os checkpoints ja´ foram gravados.
Nestes casos se faz necessa´rio um passo extra de sincronizac¸a˜o de forma que os processos se
avisem uns aos outros que eles ja´ gravaram seu estado. Ao receber a notificac¸a˜o de te´rmino
de todos os outros processos, um processo pode eliminar o seu checkpoint anterior.
A u´nica complicac¸a˜o com relac¸a˜o ao limite de dois checkpoints por processos e´ a possibi-
lidade de execuc¸a˜o concorrente de duas ou mais instaˆncias do protocolo para checkpointing
(por exemplo, quando dois processos iniciam o protocolo ao mesmo tempo), pois neste caso
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podem haver dependeˆncias entre os checkpoints das diferentes instaˆncias e mais do que dois
checkpoints teriam de ser armazenados. No entanto, isto pode ser resolvido pela utilizac¸a˜o de
um u´nico processo capaz de invocar o protocolo [30, 31] ou pela utilizac¸a˜o de um protocolo
capaz de identificar e cancelar execuc¸o˜es concorrentes [23].
4.3 Coleta de Lixo Ingeˆnua
A linha de recuperac¸a˜o mais antiga para a qual a computac¸a˜o poderia retroceder e´ aquela
obtida por uma falha de todos os processos (F = P ) pois ela incorpora os retrocessos causa-
dos pela falha de cada um dos processos da aplicac¸a˜o. Precisamente, a linha de recuperac¸a˜o
referente a uma falha de todos os processos na˜o conte´m nenhum checkpoint vola´til e cor-
responde ao checkpoint global consistente mais recente composto somente por checkpoints
esta´veis. Desta forma, pelo Teorema 4.1, ela pode ser utilizada para identificar e eliminar
checkpoints obsoletos por meio do que chamamos de coleta de lixo ingeˆnua [9, 22, 32]. A
Figura 4.3 apresenta a linha de recuperac¸a˜o RP para um padra˜o de checkpoints e mensagens.
Os checkpoints c71 e c
6







































Figura 4.3: Exemplo de coleta de lixo ingeˆnua.
Este me´todo para coleta de lixo pode ser utilizado com qualquer protocolo para check-
pointing ass´ıncrono ou quase-s´ıncrono. Uma implementac¸a˜o simples segue os passos do
algoritmo de recuperac¸a˜o s´ıncrono descrito na Sec¸a˜o 2.4.2 [9]. Em uma primeira fase, o
coordenador coleta informac¸o˜es sobre as dependeˆncias existentes entre os checkpoints dos
diferentes processos e monta uma fotografia do padra˜o de checkpoints e mensagens da com-
putac¸a˜o distribu´ıda, possivelmente utilizando um R-graph. Depois de fazer isto, basta cal-
cular localmente a linha de recuperac¸a˜o RP e propaga´-la para os demais processos de forma
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que eles possam eliminar todos os checkpoints anteriores a ela. Obviamente, todos os check-
points eliminados na˜o precisam aparecer nos CCPs futuros da computac¸a˜o e podem ter
suas informac¸o˜es de dependeˆncias eliminadas tambe´m. Assim, tais checkpoints na˜o estara˜o
presentes nos R-graphs futuros a serem utilizados para retrocesso ou coleta de lixo.
A coleta de lixo ingeˆnua pode ser facilitada pela presenc¸a de um monitor da computac¸a˜o
distribu´ıda [16]. Neste caso, a` medida que novos checkpoints sa˜o selecionados e suas in-
formac¸o˜es sa˜o enviadas ao monitor, este pode construir progressivamente a linha de recu-
perac¸a˜o para uma falha total dos processos e propagar esta informac¸a˜o aos demais processos
para que estes possam eliminar os checkpoints mais antigos [15, 22]. Ale´m disso, como a
linha de recuperac¸a˜o e´ calculada de forma progressiva, o monitor pode avisar um processo
apenas quando a sua componente seja alterada, economizando mensagens de controle extras.
Apesar de simples, a coleta de lixo ingeˆnua apresenta dois grandes problemas. O primeiro
e´ que o ca´lculo da linha de recuperac¸a˜o para uma falha de todos os processos requer o
conhecimento de informac¸a˜o global do sistema. Isto quer dizer que um processo na˜o consegue
realiza´-lo sem o recebimento de mensagens dos outros processos. Como exemplo considere a
Figura 4.4(a), na qual apenas uma mensagem e´ trocada no in´ıcio da execuc¸a˜o. Neste caso,
o processo p0 na˜o tem como saber se o processo p1 gravou algum outro checkpoint depois
de c01 e, portanto, na˜o pode eliminar nenhum de seus checkpoints apesar de todos exceto o
u´ltimo serem obsoletos. Sendo assim, a coleta de lixo ingeˆnua necessita que mensagens de
controle sejam trocadas entre os processos ale´m das mensagens da pro´pria aplicac¸a˜o, o que vai
totalmente de encontro a` principal vantagem dos protocolos ass´ıncronos e quase-s´ıncronos,











Figura 4.4: Problemas da coleta de lixo ingeˆnua.
O outro problema refere-se ao nu´mero ma´ximo de checkpoints na˜o coletados, isto e´,
a quantidade ma´xima de checkpoints que e´ mantida em meio de armazenamento esta´vel
durante a execuc¸a˜o da computac¸a˜o. A existeˆncia de um limite e´ importante para sistemas
onde a memo´ria esta´vel e´ escassa ou possui um custo elevado, de forma que na˜o possa ser
desperdic¸ada. Na Figura 4.4(b) temos um exemplo em que todos os checkpoints do processo
p0 seriam preservados pela coleta ingeˆnua, na˜o importando quantos eles sejam. Note que a
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auseˆncia de um checkpoint do processo p1 posterior ao envio da mensagem m impede que a
barreira de checkpoints esta´veis avance.
Ale´m disso, podemos facilmente verificar que a coleta de lixo ingeˆnua na˜o elimina todos
os checkpoints obsoletos. Na figura 4.4(b), todos os checkpoints de p0 posteriores a` entrega
de m com excec¸a˜o do u´ltimo sa˜o obsoletos. A auseˆncia de eventos de comunicac¸a˜o entre os
checkpoints implica na possibilidade de eles serem substitu´ıdos pelo u´ltimo em um checkpoint
global consistente, o que minimizaria o custo de retrocesso de qualquer linha de recuperac¸a˜o
que os contivesse. Ale´m disso, nada impede que existam checkpoints inu´teis apo´s RP , os
quais sa˜o obsoletos por definic¸a˜o. Sendo assim, devemos buscar uma identificac¸a˜o completa
dos checkpoints obsoletos de forma a obter um algoritmo o´timo para coleta de lixo.
4.4 Caracterizac¸a˜o dos Checkpoints Obsoletos
Para melhorar os mecanismos para coleta de lixo e´ necessa´rio um melhor entendimento sobre
a formac¸a˜o dos checkpoints obsoletos. Se conseguirmos entender o processo pelo qual um
checkpoint se torna obsoleto, conseguiremos desenvolver algoritmos capazes de identificar
e eliminar todos eles, independente de estarem no passado ou no futuro de um checkpoint
global consistente formado por checkpoints esta´veis.
4.4.1 Linha de Recuperac¸a˜o Baseada em Z-Precedeˆncia
Uma outra forma de se determinar a linha de recuperac¸a˜o da computac¸a˜o e´ por meio da
relac¸a˜o de Z-precedeˆncia. Neste caso, ao inve´s de utilizarmos as dependeˆncias de retrocesso
entre os checkpoints (caminho em um R-graph), utilizamos as dependeˆncias de visualizac¸a˜o
existentes entre eles (Z-precedeˆncia). As duas formas sa˜o equivalentes para padro˜es de check-
points e mensagens gerais com todas as formas poss´ıveis de dependeˆncias entre checkpoints.
No entanto, protocolos para checkpointing quase-s´ıncronos sa˜o classificados de acordo com
as formas de dependeˆncias permitidas em um CCP da computac¸a˜o, conforme apresentamos
no Cap´ıtulo 3. Neste caso, a utilizac¸a˜o de uma estrutura mais abstrata como um R-graph
pode impedir a visualizac¸a˜o de algumas propriedades com relac¸a˜o a` linha de recuperac¸a˜o
que sa˜o espec´ıficas de alguns protocolos onde nem todas as dependeˆncias sa˜o permitidas.
Comec¸aremos nossa caracterizac¸a˜o da linha de recuperac¸a˜o baseada em Z-precedeˆncia
pelo Teorema 4.2, que mostra como determinar a linha de recuperac¸a˜o para um u´nico pro-
cesso falho. Informalmente, a linha de recuperac¸a˜o e´ composta pelo u´ltimo checkpoint de
cada processo, vola´til ou na˜o, que na˜o e´ Z-precedido pelo u´ltimo checkpoint esta´vel do pro-
cesso falho.
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Teorema 4.2 Dados um padra˜o de checkpoints e mensagens e um processo falho pf , a linha











Prova: Treˆs coisas precisam ser evidenciadas a respeito do conjunto R{pf}: ele esta´ bem
definido, corresponde a um checkpoint global consistente, e minimiza o custo de retrocesso.
A primeira parte e´ a mais simples de ser verificada, uma vez que o primeiro checkpoint de
cada processo, s0i , na˜o pode ser Z-precedido por nenhum outro checkpoint. Sendo assim, pela
condic¸a˜o de maximizac¸a˜o da varia´vel k para cada processo, podemos facilmente verificar que
R{pf} e´ composto por exatamente um checkpoint de cada processo pi ∈ P .
Agora vamos supor, por contradic¸a˜o, que R{pf} e´ inconsistente. Neste caso, existem
dois checkpoints, cαa e c
β




b . Esta precedeˆncia causal implica que c
α
a na˜o
e´ um checkpoint vola´til e, portanto, existe um checkpoint cα+1a que e´ Z-precedido por s
last
f .











que contradiz a definic¸a˜o do conjunto R{pf}.
Finalmente, vamos supor que R{pf} na˜o minimiza o custo de retrocesso. Sendo assim,
existe um outro checkpoint global consistente R′{pf} que possui pelo menos um checkpoint c
²′
e
tal que, dado o u´nico checkpoint c²e ∈ R{pf} do processo pe, ²
′ > ². Pela definic¸a˜o de R{pf},
slastf Ã c
²′
e , caso contra´rio c
²′
e teria sido escolhido para compor R{pf}. Como pf e´ um processo
falho, ele precisa ser retrocedido para um de seus checkpoints esta´veis. Pore´m, se slastf Ã c
²′
e
enta˜o todos os checkpoints esta´veis de pf Z-precedem c
²′
e e, portanto, na˜o podem fazer parte
de um mesmo checkpoint global consistente que ele. Isto contradiz nossa suposic¸a˜o sobre a
existeˆncia de R′{pf}. 2
Depois de entendermos como a linha de recuperac¸a˜o e´ determinada para um u´nico pro-
cesso falho fica mais fa´cil de estender o racioc´ınio para qualquer conjunto F ⊆ P de processos
falhos. Neste caso, queremos os checkpoints mais recentes de cada processo que na˜o violem
a regra para composic¸a˜o da linha de recuperac¸a˜o para qualquer um dos processos presentes
no conjunto F . Isto pode ser obtido pela operac¸a˜o de intersec¸a˜o entre checkpoints globais
apresentada na Definic¸a˜o 2.5.
Teorema 4.3 Dados um padra˜o de checkpoints e mensagens e um conjunto de processos





Prova: Pelo Teorema 2.3, temos que RF e´ um checkpoint global consistente. Ale´m disso,
pela definic¸a˜o de intersec¸a˜o de checkpoints globais sabemos que RF na˜o inclui o checkpoint
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vola´til de nenhum processo falho uma vez que R{pf} na˜o inclui vf . Sendo assim, e´ necessa´rio
apenas provar que ele minimiza o custo de retrocesso. Vamos supor, por contradic¸a˜o, que RF
na˜o minimiza o custo de retrocesso. Neste caso, existe um outro checkpoint global consistente
R′F que possui pelo menos um checkpoint c
²′
e tal que, dado o u´nico checkpoint c
²
e ∈ RF do
processo pe, ²
′ > ². Pela definic¸a˜o de RF , temos que c
²
e ∈ R{pf} para algum processo pf ∈ F
e, portanto, slastf Ã c
²′
e , o que impede que qualquer checkpoint esta´vel de pf fac¸a parte de
R′F . Como pf e´ um processo falho e precisa ser retrocedido, temos uma contradic¸a˜o com
relac¸a˜o a` existeˆncia de R′F . 2
Se juntarmos o Teorema 4.3 com o Teorema 4.2 obtemos uma caracterizac¸a˜o da linha
de recuperac¸a˜o diretamente baseada na Z-precedeˆncia com relac¸a˜o aos u´ltimos checkpoints
esta´veis dos processos falhos. De uma forma geral, a linha de recuperac¸a˜o e´ composta pelo
checkpoint mais recente de cada processo, vola´til ou na˜o, que na˜o e´ Z-precedido pelo u´ltimo
checkpoint esta´vel de algum processo falho.
Corola´rio 4.1 Dados um padra˜o de checkpoints e mensagens e um conjunto de processos











Prova: Pelos Teorema 4.2 e 4.3, e pela definic¸a˜o de intersec¸a˜o de checkpoints globais con-
sistentes (Definic¸a˜o 2.5). 2
A Figura 4.5 exemplifica o uso destes teoremas e corola´rio. O padra˜o de checkpoints e
mensagens completo utilizado como exemplo e´ apresentado na Figura 4.5(a). A Figura 4.5(b)
mostra a linha de recuperac¸a˜o R{p0}, constru´ıda com base no Teorema 4.2. Note que s
last
0 =
c80, de forma que devemos procurar pelo u´ltimo checkpoint de cada processo que na˜o e´ Z-
precedido por este checkpoint. Naturalmente, c80 → c
9












































3}. As Figuras 4.5(c), 4.5(d) e 4.5(e) apresentam, respectivamente, as linhas de
recuperac¸a˜o R{p1}, R{p2} e R{p3} utilizando o mesmo racioc´ınio. Ja´ a Figura 4.5(f) mostra
um exemplo de composic¸a˜o de linha de recuperac¸a˜o para a falha conjunta dos processos p1 e
p3. Conforme descrito pelo Teorema 4.3, temos que R{p1,p3} = R{p1}∩R{p3}. Como podemos
verificar, este mesmo conjunto pode ser obtido pela aplicac¸a˜o do Corola´rio 4.1.

















































































































































































































































Figura 4.5: Exemplos de determinac¸a˜o da linha de recuperac¸a˜o.
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Esta nossa caracterizac¸a˜o da linha de recuperac¸a˜o pode ser adaptada aos tipos de pre-
cedeˆncias permitidas pelo protocolo para checkpointing utilizado. Conforme foi apresentado
no Cap´ıtulo 3, as diferentes classes de protocolos quase-s´ıncronos restringem os tipos de Z-
precedeˆncias permitidos dentro do padra˜o gerado. Portanto, teremos regras diferentes para a
construc¸a˜o da linha de recuperac¸a˜o em cada uma dessas classes. Nas sec¸o˜es seguintes, apre-
sentamos uma caracterizac¸a˜o dos checkpoints obsoletos baseada em nossa caracterizac¸a˜o de
linha de recuperac¸a˜o. Desta maneira, tambe´m e´ poss´ıvel adapta´-la para as precedeˆncias
permitidas pelos protocolo para checkpointing, o que pode facilitar o desenvolvimento de
algoritmos para coleta de lixo.
4.4.2 Checkpoints Desnecessa´rios
O Teorema 4.3 fornece uma maneira de facilmente identificar todos os checkpoints que fazem
parte de alguma linha de recuperac¸a˜o para qualquer conjunto F de processos falhos, conforme
podemos verificar no Corola´rio 4.2.
Corola´rio 4.2 Um checkpoint cγi faz parte de uma linha de recuperac¸a˜o RF para um con-
junto F qualquer de processos falhos se, e somente se, cγi pertence a uma das n linhas de
recuperac¸a˜o para falhas unita´rias de processos R{pf}.
Prova: Pelo Teorema 4.3 e a definic¸a˜o de intersec¸a˜o de checkpoints globais consistentes
(Definic¸a˜o 2.5). 2
Neste contexto, verificamos que uma condic¸a˜o necessa´ria para um checkpoint ser obsoleto
e´ na˜o fazer parte de qualquer linha de recuperac¸a˜o RF . Definimos um checkpoint com esta
propriedade em um determinado instante da execuc¸a˜o como um checkpoint desnecessa´rio
naquele instante. No entanto, pelo menos a princ´ıpio, esta condic¸a˜o na˜o exime o checkpoint
de tomar parte em uma linha de recuperac¸a˜o qualquer em outro momento da execuc¸a˜o.
Definic¸a˜o 4.2 Checkpoint desnecessa´rio — Um checkpoint esta´vel sγi e´ desnecessa´rio
em um corte consistente C (aqui chamado C-desnecessa´rio) se, e somente se, ele pertence ao
corte e na˜o faz parte de nenhuma linha de recuperac¸a˜o poss´ıvel no padra˜o de checkpoints e
mensagens definido por ele.
Podemos utilizar o Corola´rio 4.2 para identificar todos os checkpoints desnecessa´rios em
um padra˜o de checkpoints e mensagens definido por um corte C na execuc¸a˜o da computac¸a˜o
distribu´ıda. Um checkpoint sera´ desnecessa´rio quando na˜o fizer parte de nenhuma das n
linhas de recuperac¸a˜o referentes a`s falhas unita´rias dos processos, conforme apresentamos no
Corola´rio 4.3.
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Corola´rio 4.3 Um checkpoint esta´vel sγi e´ desnecessa´rio em um corte consistente C se, e
somente se, sγi na˜o pertence a uma das n linhas de recuperac¸a˜o para falhas unita´rias de
processos R{pf}.
Prova: Pela Definic¸a˜o 4.2 e pelo Corola´rio 4.2. 2
A Figura 4.6 apresenta todos os checkpoints desnecessa´rios no padra˜o de checkpoints
e mensagens da Figura 4.5(a), representados pelos quadrados na˜o preenchidos. Podemos
verificar que tais checkpoints na˜o sa˜o utilizados em nenhuma das linhas de recuperac¸a˜o para
falhas unita´rias apresentadas na Figura 4.5 e, portanto, na˜o pertencem a nenhuma linha de
recuperac¸a˜o para qualquer conjunto F de processos falhos. Ale´m disso, verificamos que o
checkpoint v2 tambe´m na˜o faz parte de nenhuma linha de recuperac¸a˜o neste CCP; pore´m,
o conceito de checkpoint desnecessa´rio se aplica apenas para checkpoints esta´veis, de forma































Figura 4.6: Checkpoints desnecessa´rios.
4.4.3 Estabilidade da Propriedade
A propriedade de um checkpoint ser desnecessa´rio possui um papel importante na caracte-
rizac¸a˜o dos checkpoints obsoletos, sendo que sua maior importaˆncia esta´ no fato de ser uma
propriedade esta´vel, conforme sera´ demonstrado no Teorema 4.4. Antes, pore´m, apresenta-
remos uma importante caracter´ıstica dos checkpoints desnecessa´rios que e´ a grande raza˜o da
estabilidade desta propriedade. Pelo Teorema 4.2, temos que um checkpoint esta´vel s²e fara´








e, pois neste caso s
²
e
sera´ o u´ltimo checkpoint do processo pe que na˜o e´ Z-precedido por s
last
f . O Lema 4.1 demons-
tra que todas as Z-precedeˆncias deste tipo, capazes de fazer um checkpoint C-desnecessa´rio
pertencer a uma linha de recuperac¸a˜o presente ou futura, esta˜o completamente contidas e
fechadas no corte C.
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que sγi 6Ã s
²
e pertencera´ inteiramente ao corte C, juntamente com o checkpoint s
γ+1
i .




e) a prova e´ trivial pois toda precedeˆncia
sγi Ã c
²+1




e, o que na˜o satisfaz as condic¸o˜es impostas pelo
lema. Consideremos enta˜o o caso em que s²e e´ um checkpoint u´til. Como s
²
e e´ C-desnecessa´rio,
pelo Teorema 4.2 podemos concluir que s²e na˜o e´ o u´ltimo checkpoint esta´vel do processo pe
dentro do corte C, caso contra´rio ele tomaria parte na linha de recuperac¸a˜o R{pe}. Desta
forma, temos que c²+1e e´ esta´vel e pertence ao corte C. Ale´m disto, pela definic¸a˜o de Z-
precedeˆncia, podemos quebrar a relac¸a˜o sγi Ã s
²+1
e em uma se´rie de relac¸o˜es de precedeˆncia







), (cγ1−1i1 → c
γ2
i2










Provaremos por induc¸a˜o no nu´mero p de precedeˆncias que a Z-precedeˆncia sγi Ã s
²+1
e e o
checkpoint sγ+1i devem estar totalmente contidos no corte C.






e por meio de uma sequ¨eˆncia de p−1 relac¸o˜es de precedeˆncia
causal entre pares, enta˜o a relac¸a˜o sγi Ã s
²+1
e e o checkpoint s
γ+1
i esta˜o totalmente contidos
no corte C.
Base da Induc¸a˜o: (p = 1) Temos a u´nica relac¸a˜o sγi → s
²+1
e . Como s
²+1
e ∈ C, pela definic¸a˜o
de corte consistente temos que todos os eventos que o precedem causalmente tambe´m devem
pertencer a C. Sendo assim, a relac¸a˜o sγi → s
²+1
e deve estar totalmente contida em C,




i fosse o u´ltimo checkpoint
esta´vel do processo pi em C, pelo Teorema 4.2, ter´ıamos que s
²
e ∈ R{pi} no corte C, o que e´
uma contradic¸a˜o com fato de s²e ser C-desnecessa´rio. Desta forma, tambe´m conclu´ımos que


























Figura 4.7: Base da induc¸a˜o.
Passo de Induc¸a˜o: (p > 1) Podemos dividir a Z-precedeˆncia sγi Ã s
²+1
e em duas partes: uma
dependeˆncia causal sγi → c
ι+1




e composta por p−1 relac¸o˜es de
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precedeˆncia causal. Sabemos que sιj 6Ã s
²
e, caso contra´rio, pela definic¸a˜o de Z-precedeˆncia,
ter´ıamos que sγi Ã s
²
e. Desta maneira, a Hipo´tese de Induc¸a˜o garante que a Z-precedeˆncia
sιj Ã s
²+1
e e o checkpoint s
ι+1
j esta˜o totalmente contidos no corte C. Ale´m disso, pela definic¸a˜o
de corte consistente, temos que todas as precedeˆncias causais de sι+1j devem pertencer a C,
incluindo a relac¸a˜o sγi → s
ι+1




e esta´ totalmente contida no
corte C, conforme e´ mostrado na Figura 4.8(a) onde a curva em formato de Z representa uma
relac¸a˜o de Z-precedeˆncia. Para provar que sγ+1i tambe´m pertence ao corte C basta utilizar




i fosse o u´ltimo
checkpoint esta´vel do processo pi em C, pelo Teorema 4.2, ter´ıamos que s
²
e ∈ R{pi} no corte
C, o que e´ uma contradic¸a˜o com fato de s²e ser C-desnecessa´rio. Desta forma provamos que



































Figura 4.8: Passo da induc¸a˜o.
Com base no Lema 4.1 fica muito fa´cil provar que um checkpoint desnecessa´rio perma-
necera´ desnecessa´rio durante um per´ıodo de execuc¸a˜o normal da computac¸a˜o.
Teorema 4.4 Se um checkpoint s²e e´ C-desnecessa´rio, ele tambe´m sera´ L-desnecessa´rio para
todo corte consistente L no futuro de C (C ⊂ L).
Prova: Vamos supor, por contradic¸a˜o, que s²e e´ C-desnecessa´rio e que existe um corte con-
sistente L no futuro de C (C ⊂ L) no qual s²e faz parte de uma linha de recuperac¸a˜o. Desta









dentro do corte L. Acontece que o Lema 4.1 demonstra que, como s²e e´ C-desnecessa´rio, a
Z-precedeˆncia slastf Ã s
²+1
e deve estar totalmente contida no corte C. Mais do que isto, o
pro´ximo checkpoint esta´vel de pf apo´s s
last
f tambe´m deveria pertencer a C o que representa
uma contradic¸a˜o pois slastf e´, por definic¸a˜o, o u´ltimo checkpoint esta´vel de pf no corte L
conforme apresentamos na Figura 4.9. 2









Figura 4.9: Contradic¸a˜o com a definic¸a˜o de slastf .
4.4.4 Checkpoints Desnecessa´rios apo´s um Retrocesso
Os checkpoints desnecessa´rios, ale´m de permanecerem nesta condic¸a˜o durante todo um
per´ıodo de execuc¸a˜o normal, se manteˆm neste estado mesmo depois de um retrocesso. Na re-
alidade, apo´s um retrocesso, um checkpoint que seja desnecessa´rio ou sera´ retrocedido e apa-
gado, ou continuara´ desnecessa´rio. A principal raza˜o deste fato e´ que todas as Z-precedeˆncias
dos checkpoints esta´veis que na˜o sa˜o retrocedidos sa˜o mantidas durante a recuperac¸a˜o de uma
falha.









e sera´ mantida caso haja um
retrocesso para qualquer linha de recuperac¸a˜o RF em C que na˜o elimine o checkpoint s
²
e.
Prova: Vamos supor, por contradic¸a˜o, que exista uma Z-precedeˆncia sγi Ã s
²
e no corte C
que na˜o e´ mantida apo´s o retrocesso a uma linha de recuperac¸a˜o RF que na˜o elimine o
checkpoint s²e. Para a Z-precedeˆncia ter sido eliminada durante o retrocesso, e´ necessa´rio













tenha sido retrocedido durante o processo. Portanto, pelos Teoremas 4.2 e 4.3, sabemos que













definic¸a˜o da relac¸a˜o de Z-precedeˆncia podemos verificar que slastf Ã s
²
e, o que implicaria no
retrocesso de s²e. Isto e´ uma contradic¸a˜o pois definimos que s
²
e na˜o era retrocedido. 2
Sa˜o as Z-precedeˆncias de um checkpoint esta´vel e de seu sucessor que o tornam desne-
cessa´rio. Se tais precedeˆncias sa˜o mantidas em um retrocesso, podemos verificar que esta
propriedade tambe´m se mante´m, conforme e´ apresentado no Teorema 4.5.
Teorema 4.5 Se um checkpoint esta´vel s²e e´ C-desnecessa´rio, ele sera´ retrocedido ou conti-
nuara´ desnecessa´rio apo´s a recuperac¸a˜o de uma falha a partir do corte C.
Prova: Seja C ′ o corte consistente mı´nimo que conte´m o checkpoint s²e. Desta forma, sa-
bemos que todos os cortes consistentes que conteˆm s²e esta˜o no futuro de C
′. Vamos supor,
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por contradic¸a˜o, que existe uma linha de recuperac¸a˜o RF em C que forc¸a a computac¸a˜o a
retroceder a um estado consistente no qual s²e existe e na˜o e´ desnecessa´rio, ou seja, e´ utili-
zado em alguma linha de recuperac¸a˜o. Como s²e e´ C-desnecessa´rio, conclui-se que RF na˜o
o conte´m. Portanto, o corte R definido por RF deve estar no futuro de C
′ e no passado
de C (C ′ ⊂ R ⊂ C). Ale´m disso, como s²e na˜o e´ R-desnecessa´rio, pelo Teorema 4.2 e pelo








e dentro do corte
R. A presenc¸a da precedeˆncia slastf Ã s
²+1
e no corte R implica que o checkpoint do processo
pf em RF e´ vola´til, conforme e´ mostrado na Figura 4.10; e se ele e´ vola´til, representa o












e no corte C, enta˜o s
²
e ∈ R{pf} e portanto na˜o e´ C-desnecessa´rio, o que








Figura 4.10: Checkpoints desnecessa´rios em um retrocesso.
4.4.5 Relac¸a˜o entre Checkpoints Desnecessa´rios e Obsoletos
As sec¸o˜es anteriores apresentaram va´rios resultados que nos permitem facilmente caracterizar
os checkpoints obsoletos. Na realidade, o fato de um checkpoint desnecessa´rio permanecer
desnecessa´rio durante um per´ıodo de execuc¸a˜o normal associado com o fato de que esta
propriedade na˜o pode ser perdida durante um retrocesso cria uma relac¸a˜o de equivaleˆncia
entre checkpoints desnecessa´rios e checkpoints obsoletos.
Teorema 4.6 Um checkpoint esta´vel s²e e´ obsoleto em um corte consistente C se, e somente
se, ele for C-desnecessa´rio.
Prova: Suficieˆncia(⇐): Pelo Teorema 4.4 verificamos que um checkpoint esta´vel que se
torna desnecessa´rio permanecera´ desnecessa´rio durante todo um per´ıodo de execuc¸a˜o normal.
Ale´m disso, o Teorema 4.5 nos mostra que um checkpoint desnecessa´rio ou e´ retrocedido ou
permanece desnecessa´rio apo´s a recuperac¸a˜o de uma falha. Desta maneira, podemos concluir
que um checkpoint desnecessa´rio s²e permanecera´ desnecessa´rio ate´ o final da execuc¸a˜o da
62 Cap´ıtulo 4. Coleta de Lixo
computac¸a˜o ou sera´ eliminado durante um retrocesso; portanto s²e na˜o podera´ fazer parte de
nenhuma linha de recuperac¸a˜o futura, sendo considerado obsoleto.
Necessidade(⇒): Se um checkpoint esta´vel s²e na˜o e´ desnecessa´rio, ele esta´ presente em pelo
menos uma linha de recuperac¸a˜o unita´ria R{pf} em C. Sendo assim, se pf falhar, s
²
e sera´
utilizado na linha de recuperac¸a˜o, de onde podemos concluir que ele na˜o e´ obsoleto. 2
O Teorema 4.6 pode ser reescrito de uma forma mais direta, baseada apenas nas Z-
precedeˆncias existentes entre um checkpoint e seu sucessor, conforme apresentamos no Co-
rola´rio 4.4.
Corola´rio 4.4 Um checkpoint esta´vel s²e e´ obsoleto em um corte consistente C se, e somente









Prova: Pelo Corola´rio 4.3 e pelo Teorema 4.2. 2
Como exemplo considere a Figura 4.11, onde todos os checkpoints obsoletos esta˜o re-
presentados pelos quadrados na˜o preenchidos. Note que a caracterizac¸a˜o abrange todas as
condic¸o˜es suficientes apresentadas anteriormente. Verificamos que os checkpoints s71 e s
6
3 esta˜o







ale´m disso, o checkpoint s82 e´ inu´til e, portanto, obsoleto, e o intervalo entre checkpoints I
10
1
na˜o apresenta eventos de comunicac¸a˜o, o que torna o checkpoint s91 obsoleto. Ale´m de todos
estes checkpoints identificados por condic¸o˜es suficientes comentadas anteriormente, tambe´m































Figura 4.11: Checkpoints obsoletos.
4.5 Coleta de Lixo O´tima
Uma vez que obtivemos uma caracterizac¸a˜o dos checkpoints obsoletos dentro de um padra˜o
de checkpoints e mensagens, torna-se poss´ıvel desenvolver um algoritmo o´timo para coleta
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de lixo, capaz de eliminar todos os checkpoints obsoletos existentes. Basta capturar o CCP
da computac¸a˜o e identificar todos os checkpoints esta´veis que fazem parte de alguma linha
de recuperac¸a˜o R{pf}; todos os outros checkpoints esta´veis sera˜o obsoletos.
4.5.1 Descric¸a˜o do Algoritmo
Uma ide´ia muito simples para um algoritmo o´timo para coleta de lixo consiste em uma
pequena modificac¸a˜o no algoritmo de coleta ingeˆnua apresentado na Sec¸a˜o 4.3. Durante
a primeira fase, o coordenador coleta informac¸o˜es sobre as dependeˆncias existentes entre
os checkpoints dos diferentes processos e monta uma fotografia do padra˜o de checkpoints
e mensagens da computac¸a˜o distribu´ıda, possivelmente utilizando um R-graph. Depois de
fazer isto, basta calcular localmente as n linhas de recuperac¸a˜o para falhas unita´rias R{pf}
e identificar os checkpoints esta´veis a serem utilizados em cada uma delas. Finalmente, o
coordenador deve enviar a todos os processos o conjunto de checkpoints identificados, os
quais devem ser mantidos. Ao receber este conjunto, um processo deve identificar e eliminar
todos os checkpoints locais que na˜o pertencem a ele. A ide´ia de utilizac¸a˜o de tal algoritmo
consiste em deixar a aplicac¸a˜o e o protocolo de checkpointing executarem normalmente, ate´
que um nu´mero excessivo de checkpoints armazenados seja percebido. Neste momento, a
coleta de lixo e´ invocada pelo coordenador e todos os checkpoints obsoletos sa˜o coletados.
O Algoritmo 4.1 apresenta uma versa˜o do algoritmo comentado acima. Assumimos que
todos os processos armazenam as dependeˆncias de seus checkpoints locais em um conjunto
DEP i tambe´m armazenado localmente. Este conjunto pode representar as dependeˆncias
de forma direta ou transitiva conforme foi visto na Sec¸a˜o 2.4.1. De posse de todas as
dependeˆncias entre os checkpoints da computac¸a˜o distribu´ıda, o coordenador consegue fa-
cilmente construir um R-graph do padra˜o de checkpoints e mensagens. Bhargava e Lian [9]
apresentam uma forma eficiente de manter e construir dependeˆncias diretas e R-graphs da
computac¸a˜o.
Um cuidado extra deve ser tomado durante a eliminac¸a˜o de um checkpoint caso um me-
canismo de captura de dependeˆncias diretas esteja sendo utilizado. Se o checkpoint obsoleto
for anterior a uma linha de recuperac¸a˜o composta por checkpoints esta´veis, todas as suas
dependeˆncias podem ser eliminadas sem problemas. No entanto, se o checkpoint na˜o satisfi-
zer a condic¸a˜o para coleta ingeˆnua, suas dependeˆncias diretas devem ser repassadas para o
pro´ximo checkpoint que na˜o tenha sido coletado. Ale´m disso, as dependeˆncias devem ser mo-
dificadas para referirem ao u´ltimo checkpoint na˜o-obsoleto antes do envio da mensagem, caso
a dependeˆncia original refira-se a um checkpoint obsoleto. Todas essas modificac¸o˜es podem
ser realizadas localmente uma vez que o conjunto N OBSOL conte´m todos os checkpoints
na˜o-obsoletos de todos os processos. Note que a utilizac¸a˜o de captura por dependeˆncias
transitivas na˜o requer este cuidado extra pois, neste caso, um checkpoint armazena tambe´m
uma estrutura que representa todas as suas dependeˆncias causais, e na˜o apenas as do u´ltimo
intervalo.
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Algoritmo 4.1 Coleta de lixo o´tima.
Coordenador
1: envia REQ para todos {requisic¸a˜o de dependeˆncias}
2: DEP ← ∅ {conjunto de checkpoints e suas dependeˆncias}
3: for i ← 0 to n− 1 do
4: recebe DEP i de pi {recebe informac¸o˜es de dependeˆncias de pi}
5: DEP ← DEP ∪ DEP i {e as acumula em DEP}
6: end for
7: cria R-graph RG a partir de DEP
8: N OBSOL ← ∅ {conjunto de checkpoints na˜o obsoletos}
9: for i ← 0 to n− 1 do
10: calcula R{pi} a partir de RG {linhas de recuperac¸a˜o para falhas unita´rias}
11: N OBSOL ← N OBSOL ∪ R{pi} {representam checkpoints na˜o obsoletos}
12: end for
13: retira checkpoints vola´teis de N OBSOL
14: envia N OBSOL para todos {propaga informac¸o˜es a todos os processos}
Processo pi ao receber REQ
1: envia DEP i para coordenador {envia dependeˆncias locais ao coordenador}
2: bloqueia ate´ receber N OBSOL do coordenador {e fica bloqueado aguardando resposta}
3: for all sγi armazenado do
4: if sγi 6∈ N OBSOL then
5: elimina sγi {coleta todos os checkpoints obsoletos}
6: end if
7: end for
8: continua execuc¸a˜o normal
Por fim, o motivo pelo qual o conjunto identificado e propagado pelo coordenador e´ o
de checkpoints na˜o-obsoletos e´ que este conjunto apresenta um limite ma´ximo para o seu
tamanho, conforme veremos na pro´xima sec¸a˜o. Sendo assim, para um nu´mero elevado de
checkpoints existente estaremos economizando no tamanho ma´ximo das informac¸o˜es propa-
gadas se usarmos os checkpoints utiliza´veis ao inve´s dos obsoletos.
4.5.2 Limite Ma´ximo de Checkpoints Mantidos
Conforme podemos facilmente verificar, esta abordagem possui algumas semelhanc¸as com a
coleta de lixo ingeˆnua apresentada anteriormente. Sua principal desvantagem e´ a necessi-
dade de sincronizac¸a˜o e mensagens de controle. Pore´m, diferentemente da coleta ingeˆnua, o
algoritmo o´timo possui um limite ma´ximo para nu´mero de checkpoints na˜o coletados durante
a sua execuc¸a˜o. Desta forma, pode-se desenvolver um sistema com limite para a quantidade
ma´xima necessa´ria de armazenamento esta´vel.
Sabemos que os checkpoints na˜o-obsoletos sa˜o aqueles que pertencem a pelo menos uma
das linhas de recuperac¸a˜o para falhas unita´rias dos processos. No pior caso, cada processo
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podera´ ter que manter um checkpoint esta´vel para cada uma destas linhas de recuperac¸a˜o,
o que resulta em um limite de n checkpoints por processo. Como existem n processos,
temos um limite ma´ximo de n2 checkpoints na˜o-obsoletos. No entanto, este cena´rio global
pessimista na˜o pode ocorrer na pra´tica o que faz diminuir aproximadamente pela metade
este limite ma´ximo global conforme e´ apresentado no Teorema 4.7.
Teorema 4.7 O nu´mero ma´ximo de checkpoints na˜o-obsoletos em um padra˜o de check-
points e mensagens e´ menor ou igual a n(n+ 1)/2.
Prova: Provaremos este teorema por induc¸a˜o no nu´mero de processos da seguinte forma:
Hipo´tese: O nu´mero ma´ximo de checkpoints na˜o-obsoletos em um CCP com n− 1 processos
e´ menor ou igual a (n− 1)n/2.
Base da Induc¸a˜o: (n = 1) Com apenas um processo, somente o u´ltimo checkpoint gravado




Passo de Induc¸a˜o: (n > 1) Considere um CCP com n − 1 processos (p0, . . . , pn−2). Pela
hipo´tese de induc¸a˜o, sabemos que o nu´mero ma´ximo de checkpoints na˜o-obsoletos e´ menor
ou igual a (n− 1)n/2. Ao acrescentarmos um novo processo pn−1 certamente teremos mais
um checkpoint na˜o-obsoleto, correspondente ao checkpoint de pn−1 em R{pn−1}. Ale´m disso,
para cada processo pi (i < n−1), temos a possibilidade de inserc¸a˜o de um checkpoint esta´vel
de pn−1 em R{pi} e de um checkpoint esta´vel de pi em R{pn−1}, o que resulta em mais dois
checkpoints na˜o-obsoletos para cada dupla (pn−1, pi). Na verdade, o limite de n
2 e´ obtido
quando as duas opc¸o˜es sa˜o consideradas juntamente. No entanto, podemos verificar que isto
e´ imposs´ıvel de acontecer.
Sejam sαn−1 o checkpoint de pn−1 em R{pn−1} e s
β
i o checkpoint de pi em R{pi}. Pelo
Teorema 4.2, verificamos que estes sa˜o os u´ltimos checkpoints esta´veis u´teis destes processos.
Um checkpoint esta´vel de pn−1 em R{pi} certamente estaria antes de s
α
n−1 e, da mesma
forma, um checkpoint esta´vel de pi em R{pn−1} estaria antes de s
β
i , conforme e´ mostrado na





o que e´ uma contradic¸a˜o pois slastn−1 6Ã s
α
n−1. Sendo assim, na˜o e´ poss´ıvel aplicar as duas
considerac¸o˜es ao mesmo tempo. Portanto, para cada dupla (pn−1, pi) ou podemos incluir um
checkpoint esta´vel de pn−1 em R{pi} ou um checkpoint esta´vel de pi em R{pn−1}, o que resulta
em no ma´ximo um checkpoint na˜o-obsoleto para cada uma das n− 1 duplas existentes. Ao
somarmos os valores obtidos, verificamos o seguinte limite para o nu´mero de checkpoints
obsoletos em um CCP com n processos:
















Figura 4.12: Ocorreˆncia das duas condic¸o˜es simultaneamente.
Ale´m disso, o limite apresentado e´ justo pois e´ poss´ıvel construir um padra˜o de checkpoints
e mensagens que o atinja, conforme e´ demonstrado no Teorema 4.8.
Teorema 4.8 Existe um padra˜o de checkpoints e mensagens para um conjunto de n pro-
cessos com n(n+ 1)/2 checkpoints na˜o-obsoletos.
Prova: Considere o padra˜o de checkpoints e mensagens definido recursivamente da seguinte
maneira:
Base: (p0) O processo p0 apresenta um u´nico checkpoint esta´vel e envia uma u´nica mensagem
para p1 imediatamente apo´s sua gravac¸a˜o.
Passo Recursivo: (pi, i > 0) O processo pi entrega as mensagens de pi−1 na mesma ordem
em que elas foram enviadas. Ale´m disso, um checkpoint e´ gravado imediatamente antes e
uma mensagem e´ enviada para pi+1 imediatamente depois da entrega de cada mensagem
proveniente de pi−1. Um u´ltimo checkpoint e´ gravado apo´s todas as mensagens de pi−1 terem
sido entregues e imediatamente depois uma nova mensagem e´ enviada para pi+1.
Fechamento: Um processo, checkpoint ou mensagem pertence ao CCP somente se puder ser
obtido a partir do caso base por meio de um nu´mero finito de aplicac¸o˜es do passo recursivo.
A Figura 4.13 apresenta um exemplo deste padra˜o para 4 processos. Conforme podemos
facilmente verificar pelo Teorema 4.2, a linha de recuperac¸a˜o R{pi} e´ composta pelo checkpoint
vola´til dos processos {p0, . . . , pi−1} e pelo (i + 1)-e´simo checkpoint esta´vel dos processos




{ vj } ∪
n−1⋃
j=i
{ si+1j }. (4.3)
Desta forma, todos os checkpoints esta´veis do CCP sa˜o na˜o-obsoletos. Pela definic¸a˜o re-
cursiva, verificamos que cada processo pi apresenta i+ 1 checkpoints esta´veis e, portanto, a
quantidade total e´ dada por
∑n
i=1 i = n(n + 1)/2, conforme quer´ıamos demonstrar. Ale´m
disto, note que este padra˜o e´ SZPF, a classe mais restrita de padro˜es de checkpoints e men-
sagens conforme foi visto no Cap´ıtulo 3, de forma que o limite estabelecido vale para todos
os protocolos para checkpointing ass´ıncronos e quase-s´ıncronos. 2























R{p0} R{p1} R{p2} R{p3}
Figura 4.13: Pior caso para o nu´mero de checkpoints na˜o-obsoletos.
Portanto, como todos os checkpoints obsoletos sa˜o coletados durante a execuc¸a˜o do algo-
ritmo o´timo, conclu´ımos que o nu´mero de checkpoints mantidos apo´s a coleta e´, no ma´ximo,
n(n+1)/2. Note pore´m, que o limite ma´ximo de checkpoints mantidos em um u´nico processo
continua igual a n, a exemplo do processo p3 da Figura 4.13. Sendo assim, e´ necessa´rio que
cada processo tenha espac¸o em meio esta´vel para armazenar pelo menos estes n checkpoints.
Mais do que isto, para minimizar as perdas devido a` sincronizac¸a˜o realizada pela coleta de
lixo, e´ importante ter um limite para armazenamento algumas vezes maior do que n check-
points, de forma a oferecer uma boa folga para a aplicac¸a˜o executar antes de invocar a coleta
de lixo novamente. Um processo pode aciona´-la quando seu armazenamento esta´vel estiver
muito utilizado com a garantia de que restara˜o no ma´ximo n checkpoints armazenados apo´s
a sua execuc¸a˜o.
4.5.3 Ana´lise e Conclusa˜o
Assim como a coleta ingeˆnua, o algoritmo o´timo utiliza informac¸o˜es globais referentes ao
padra˜o de checkpoints e mensagens da computac¸a˜o e requer, portanto, a troca de mensagens
de controle. Especificamente, para a versa˜o que apresentamos ha´ um total de 3n mensagens
trocadas. Esta caracter´ıstica na˜o e´ deseja´vel em protocolos para checkpointing ass´ıncronos e
quase-s´ıncronos. No entanto, dentro de nosso conhecimento, o u´nico algoritmo para coleta de
lixo que na˜o se utiliza de mensagens de controle e´ aquele que apresentamos no Cap´ıtulo 5 e,
portanto, a presenc¸a de tais mensagens nunca chegou a ser colocada como uma caracter´ıstica
negativa para a coleta de lixo o´tima pois tambe´m estava presente nos outros algoritmos exis-
tentes. Na realidade, Manivannan sugere uma coleta de lixo que na˜o se utiliza de mensagens
de controle mas depende fortemente da existeˆncia de sincronismo de relo´gio entre os processos
e de uma frequ¨eˆncia bem definida para a selec¸a˜o dos checkpoints ba´sicos [26], condic¸o˜es que
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consideramos muito acima das fornecidas pelo modelo usualmente adotado dentro de check-
pointing e recuperac¸a˜o de falhas por retrocesso de estado, o que dificultaria sua utilizac¸a˜o
na pra´tica.
A mensagem REQ enviada pelo coordenador no in´ıcio do algoritmo tem tamanho cons-
tante. No entanto, o tamanho das mensagens DEP i e N OBSOL depende das estruturas de
dados enviadas em seu conteu´do. Na sec¸a˜o anterior, vimos que o conjunto de checkpoints
na˜o-obsoletos possui um tamanho ma´ximo de n(n+1)/2, o que limita o tamanho da mensa-
gem N OBSOL. Pore´m, o tamanho da mensagem DEP i depende do nu´mero de checkpoints e
dependeˆncias criados desde a u´ltima coleta de lixo, o que na˜o pode ser limitado pois depende
da execuc¸a˜o da aplicac¸a˜o. Sendo assim, se o volume de informac¸o˜es for elevado, pode na˜o
ser poss´ıvel enviar toda a informac¸a˜o em uma u´nica mensagem (caso o seu tamanho ma´ximo
seja limitado), o que aumentaria ainda mais o nu´mero de mensagens de controle.
O algoritmo utilizado pelo coordenador para o ca´lculo da linha de recuperac¸a˜o consiste
de uma busca simples sobre um R-graph e pode ser implementada de forma a executar em
tempo O(n + m), onde n representa o nu´mero de processos e m representa o nu´mero de
mensagens no CCP. Sendo assim, como sa˜o executadas n buscas, temos uma complexidade
total de tempo O(n(n+m)). A situac¸a˜o se complica com o fato da aplicac¸a˜o inteira ter que
ficar bloqueada durante a coleta de lixo. Esta sincronizac¸a˜o e´ o maior dos problemas do al-
goritmo o´timo. Em sistemas onde o meio de armazenamento esta´vel na˜o possui uma lateˆncia
para gravac¸a˜o muito alta, pode ser mais eficiente executar um protocolo para checkpointing
s´ıncrono periodicamente ao inve´s do algoritmo o´timo para coleta de lixo, com a vantagem
de manter apenas n checkpoints armazenados no final da sua execuc¸a˜o.
Algumas estrate´gias podem ser adotadas para evitar o bloqueio dos processos causado
pela coleta de lixo o´tima, como a utilizac¸a˜o de um protocolo na˜o-bloqueante [11] para cap-
turar de forma consistente as dependeˆncias entre os checkpoints ou o desbloqueio antecipado
dos processos, logo apo´s o coordenador receber as suas dependeˆncias mas antes do ca´lculo do
conjunto N OBSOL. Pore´m, o custo dessas estrate´gias e´ um aumento considera´vel no nu´mero
de mensagens de controle propagadas. Ale´m disso, nestes casos, deve-se tomar o cuidado
de na˜o eliminar os checkpoints que eventualmente tenham sido gravados apo´s um processo
ter enviado suas informac¸o˜es de coleta de lixo para o coordenador pois tais checkpoints na˜o
fazem parte da fotografia do sistema utilizada para a identificac¸a˜o dos checkpoints obsoletos.
O algoritmo o´timo foi apresentado originalmente por Wang, Chung e Fuchs [37, 38].
Entretanto, apesar do algoritmo final para coleta de lixo ser praticamente o mesmo, a abor-
dagem original caracterizava a linha de recuperac¸a˜o e os checkpoints obsoletos baseada em
estruturas de dados gerais para armazenamento de dependeˆncias entre checkpoints, como R-
graphs, e na˜o em Z-precedeˆncia conforme fazemos nesta dissertac¸a˜o. A principal vantagem de
nossa abordagem e´ um melhor entendimento das condic¸o˜es que levam um checkpoint a fazer
parte de uma linha de recuperac¸a˜o ou se tornar obsoleto dentro de um padra˜o de checkpoints
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e mensagens baseado nas precedeˆncias existentes. Como tais precedeˆncias sa˜o restringidas
pelos protocolos para checkpointing quase-s´ıncronos, conforme vimos no Cap´ıtulo 3, acredi-
tamos que nossa abordagem possa ser utilizada para desenvolver algoritmos de coleta de lixo
eficientes para as diversas classes de protocolos existentes.
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Cap´ıtulo 5
Coleta de Lixo para Padro˜es RDT
Padro˜es de checkpoints e mensagens que satisfazem a propriedade RDT apresentam apenas
dependeˆncias causais entre os seus checkpoints, ou seja, esta˜o livres dos caminhos-Z que
impedem a captura das dependeˆncias durante a execuc¸a˜o da computac¸a˜o. Esta caracter´ıstica
simplifica a determinac¸a˜o da linha de recuperac¸a˜o, o que pode facilitar o mecanismo de
recuperac¸a˜o por retrocesso [36] ou mesmo a coleta de lixo, conforme apresentaremos neste
cap´ıtulo.
Primeiramente, mostramos como e´ poss´ıvel simplificar a determinac¸a˜o da linha de recu-
perac¸a˜o em padro˜es RDT e as vantagens que esta simplificac¸a˜o proporciona aos algoritmos
de coleta ingeˆnua e o´tima em tais padro˜es. Na sequ¨eˆncia, exploramos a caracterizac¸a˜o dos
checkpoints obsoletos apresentada no Cap´ıtulo 4 e relaxamos nossas considerac¸o˜es sobre o
conhecimento do estado global da computac¸a˜o de forma a criar uma nova condic¸a˜o suficiente
para coleta de lixo.
Mesmo na˜o identificando todos os checkpoints obsoletos, esta nova condic¸a˜o apresenta um
limite ma´ximo para o nu´mero de checkpoints na˜o identificados. Desta maneira, conseguimos
desenvolver um algoritmo para coleta de lixo em padro˜es RDT com caracter´ısticas ine´ditas,
tais como coleta on-line durante a execuc¸a˜o da computac¸a˜o, auseˆncia de mensagens de
controle e limite ma´ximo de n checkpoints armazenados por processo em qualquer momento
da execuc¸a˜o da computac¸a˜o. Este novo algoritmo foi batizado com o nome de RDT-LGC1.
5.1 Linha de Recuperac¸a˜o em Padro˜es RDT
O fato de so´ existirem Z-precedeˆncias causais em um padra˜o de checkpoints e mensagens que
satisfac¸a a propriedade RDT permite simplificar o Teorema 4.2, que caracteriza uma a linha
de recuperac¸a˜o na falha de um u´nico processo pf . Obtemos, enta˜o, o Teorema 5.1.
1LGC e´ o acroˆnimo de Local Garbage Collection.
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Teorema 5.1 Dados um padra˜o de checkpoints e mensagens RDT e um processo falho pf ,











Prova: Pelo Teorema 4.2 e a Definic¸a˜o 3.2. 2
Uma outra caracter´ıstica importante sobre a linha de recuperac¸a˜o e que se vale na˜o so´
para padro˜es RDT, como tambe´m para qualquer padra˜o ZCF e´ o fato de que o u´ltimo
checkpoint esta´vel de um processo pf sempre pertence a R{pf}, conforme apresentamos no
Teorema 5.2.
Teorema 5.2 Dados um padra˜o de checkpoints e mensagens ZCF e um processo falho pf ,
a linha de recuperac¸a˜o R{pf} conte´m o checkpoint esta´vel s
last
f .
Prova: O Teorema 4.2 explica que o checkpoint de pf que faz parte da linha de recuperac¸a˜o
R{pf} e´ o checkpoint c
ι




f . Sabemos que s
last
f → vf e que
slastf 6Ã s
last
f pela definic¸a˜o de padra˜o ZCF. Sendo assim, s
last
f e´ o checkpoint mais recente de
pf que na˜o e´ Z-precedido por s
last
f e, portanto, pertence a R{pf}. 2
5.2 Coleta de Lixo Ingeˆnua para Padro˜es RDT
A coleta de lixo ingeˆnua pode ser otimizada para protocolos quase-s´ıncronos que satisfazem
a propriedade RDT, de forma que na˜o seja necessa´rio coordenar ou suspender os processos
durante a sua execuc¸a˜o. De acordo com a caracterizac¸a˜o de linha de recuperac¸a˜o unita´ria
para padro˜es RDT descrita no Teorema 5.1 e a caracterizac¸a˜o de linha de recuperac¸a˜o geral
apresentada no Teorema 4.3, temos que o checkpoint de um processo que faz parte de RP em
um padra˜o RDT e´ aquele mais recente que na˜o depende causalmente de nenhum checkpoint
slastf . Como as dependeˆncias causais podem ser capturadas durante a execuc¸a˜o por meio
de relo´gios vetoriais ou vetores de dependeˆncias, se um processo souber o ı´ndice do u´ltimo
checkpoint esta´vel slastf de todos os processos, ele podera´ executar a coleta de lixo ingeˆnua
de maneira autoˆnoma, eliminando todos os checkpoints anteriores a`quele necessa´rio para
compor a linha de recuperac¸a˜o de uma falha total.
Considere inicialmente que cada processo tem acesso a um vetor UC (U´ltimo Checkpoint)
de n elementos, um para cada processo da aplicac¸a˜o, onde cada elemento conte´m o ı´ndice do
u´ltimo checkpoint esta´vel daquele processo (UC [j] = last s(j)). Ale´m disso, cada processo
deve manter e propagar um vetor de dependeˆncias DV , de forma que cada checkpoint tenha
um vetor DV associado, contendo o ı´ndice do u´ltimo intervalo entre checkpoints de cada
processo do qual depende causalmente. Conforme ja´ dissemos, o checkpoint de um processo
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pi que faz parte da linha de recuperac¸a˜o de uma falha total e´ o checkpoint c
γ
i mais recente
que na˜o depende causalmente de nenhum checkpoint slastf para todos os valores 0 ≤ f ≤ n.
Traduzindo esta condic¸a˜o em vetores de dependeˆncias, procuramos pelo checkpoint cγi tal
que UC [f ] ≥ DV (cγi )[f ] para todos os valores de f . Depois de identifica´-lo, basta eliminar
todos os anteriores a ele. A Figura 5.1 apresenta um exemplo de como este algoritmo
funciona. Os quadrados na˜o-preenchidos indicam os checkpoints obsoletos. Note que a
linha de recuperac¸a˜o RP pode ser identificada por meio dos vetores de dependeˆncias dos






[0000] [1000] [2002] [3002]
[0000] [1100] [2202] [3302] [3453]
[0000] [1111] [1121] [1133] [1143] [3453]










UC = [2, 3, 4, 2]
Figura 5.1: Coleta de lixo ingeˆnua para padro˜es RDT.
Como e´ imposs´ıvel manter um vetor UC com informac¸o˜es de todos os processos, cada
processo pi deve manter seu pro´prio vetor UC i. Neste caso, pode acontecer de pi demorar
mais a receber a informac¸a˜o de que um processo pj gravou um novo checkpoint esta´vel. Se
isso acontecer, pi apenas demorara´ mais para avanc¸ar com o algoritmo de coleta de lixo,
sem eliminar um checkpoint que na˜o seja obsoleto, uma vez que cada entrada do vetor UC i
sera´ atualizada ao longo do tempo de forma monotonicamente crescente. A atualizac¸a˜o do
vetor UC i pode ser feita de va´rias maneiras. Um processo pode avisar os outros toda vez
que gravar um checkpoint ou os processos podem trocar seus vetores periodicamente. Este
algoritmo foi apresentado originalmente no contexto de message logging otimista [32] mas,
conforme apresentamos, aplica-se muito bem a protocolos quase-s´ıncronos RDT.
5.3 Coleta de Lixo O´tima para Padro˜es RDT
Assim como a determinac¸a˜o da linha de recuperac¸a˜o, a caracterizac¸a˜o de checkpoints obsole-
tos (Corola´rio 4.4) pode ser simplificada em padro˜es que satisfac¸am a propriedade RDT. Em
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tais padro˜es um processo pi precisa manter apenas o checkpoint esta´vel mais recente que na˜o
e´ precedido causalmente por slastf para todo processo pf tal que s
last
f → vi. Todos os outros
checkpoints esta´veis de pi sa˜o obsoletos e podem ser eliminados, conforme apresentamos no
Corola´rio 5.1. Claramente podemos ver que o checkpoint slasti de pi na˜o e´ obsoleto uma vez





Corola´rio 5.1 Um checkpoint s²e e´ obsoleto em um padra˜o de checkpoints e mensagens que








Prova: A prova deriva diretamente do Corola´rio 4.4 e da definic¸a˜o da propriedade RDT.2
Se os processos mantiverem e propagarem um vetor de dependeˆncias DV podemos re-
escrever o Corola´rio 5.1 de outra maneira, com sua condic¸a˜o baseada nos vetores de de-
pendeˆncias atribu´ıdos aos checkpoints e o ı´ndice do u´ltimo checkpoint esta´vel de cada processo
pf ∈ P , identificado pela func¸a˜o last s(f). Com esta nova condic¸a˜o, se os processos tiverem
acesso aos valores da func¸a˜o last s(f), eles podera˜o realizar a coleta de lixo localmente, sem
que a identificac¸a˜o dos checkpoints obsoletos tenha que ser feita em um coordenador externo.
Corola´rio 5.2 Um checkpoint s²e e´ obsoleto em um padra˜o de checkpoints e mensagens que
satisfaz a propriedade RDT se, e somente se, na˜o existe um processo pf tal que
last s(f) < DV (c²+1e )[f ] ∧ last s(f) ≥ DV (s
²
e)[f ].
Prova: Pelo Corola´rio 5.1 e a definic¸a˜o de vetores de dependeˆncias. 2
Infelizmente, a func¸a˜o last s(f) representa uma informac¸a˜o global da computac¸a˜o dis-
tribu´ıda e e´ necessa´rio sincronizar os processos de alguma maneira para obteˆ-la de forma
consistente. Sendo assim, o Algoritmo 5.1 apresenta um poss´ıvel algoritmo de coleta de lixo
o´tima para padro˜es RDT. Inicialmente, o coordenador envia requisic¸o˜es para todos os proces-
sos, pedindo a eles o ı´ndice de seu u´ltimo checkpoint esta´vel. Cada processo responde a esta
requisic¸a˜o e se mante´m bloqueado para manter a informac¸a˜o consistente. Ao receber a res-
posta de todos os processos o coordenador constro´i um vetor UC , onde UC [j] = last s(j),
e o propaga a todos os processos da aplicac¸a˜o. Finalmente, com esta informac¸a˜o global,
cada processo pode realizar a coleta de lixo o´tima com base na condic¸a˜o apresentada no
Corola´rio 5.2.
O Algoritmo 5.1 e´ muito semelhante ao Algoritmo 4.1 mas possui algumas vantagens
importantes. Primeiramente, a informac¸a˜o enviada pelos processos ao coordenador consiste
apenas de um inteiro. Na realidade, para um processo pi o valor enviado corresponde a
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Algoritmo 5.1 Coleta de lixo o´tima para padro˜es RDT.
Coordenador
1: envia REQ para todos {requisic¸a˜o do ı´ndice do u´ltimo checkpoint}
2: for i ← 0 to n− 1 do
3: recebe last s(i) de pi {recebe ı´ndice do u´ltimo checkpoint de pi}
4: UC [i]← last s(i) {e atribui ao ı´ndice i do vetor UC}
5: end for
6: envia UC para todos {propaga UC para todos os processos}
Processo pi ao receber REQ
1: envia last s(i) para coordenador {envia ı´ndice do u´ltimo checkpoint ao coordenador}
2: bloqueia ate´ receber UC do coordenador {e fica bloqueado aguardando resposta}
3: for all sγi armazenado do
4: if 6 ∃f | (UC [f ] < DV (cγ+1i )[f ] ∧ UC [f ] ≥ DV (s
γ
i )[f ]) then
5: elimina sγi {coleta todos os checkpoints obsoletos}
6: end if
7: end for
8: continua execuc¸a˜o normal
DV [i] − 1. Outra importante vantagem e´ a determinac¸a˜o dos checkpoints obsoletos local-
mente por parte dos processos da aplicac¸a˜o. Desta forma, na˜o ha´ um bloqueio global da
computac¸a˜o durante a execuc¸a˜o desta tarefa, o que tende a acelerar o processo. Finalmente,
a complexidade de tempo da coleta ficou dividida entre os va´rios processos. Se o limite para
o nu´mero de checkpoints armazenados for kn, para uma constante qualquer k, temos que um
processo coleta todos os seus checkpoints obsoletos em tempo O(n2), uma vez que a linha 4
executa em tempo O(n).
A Figura 5.2 apresenta um CCP que satisfaz a propriedade RDT. Para cada checkpoint
apresentamos, ale´m de sua identificac¸a˜o, o conteu´do do seu vetor de dependeˆncias. Se o
Algoritmo 5.1 fosse aplicado sobre este padra˜o, ter´ıamos que UC = [0, 3, 3] e os checkpoints
representados pelos quadrados na˜o preenchidos seriam coletados, conforme a condic¸a˜o apre-









e {s32} compo˜em R{p0}, R{p1} e R{p2} respectivamente e, por este motivo, na˜o devem ser
eliminados pelo algoritmo.
5.4 Condic¸a˜o Suficiente para Coleta em Padro˜es RDT
Podemos relaxar um pouco a condic¸a˜o necessa´ria e suficiente obtida na sec¸a˜o anterior de
forma a conseguir uma condic¸a˜o apenas suficiente, mas com vantagens semelhantes a`s da
coleta o´tima. Seja last k i(j) o ı´ndice do u´ltimo checkpoint esta´vel do processo pj conhecido
pelo processo pi, isto e´, o u´ltimo checkpoint de pj que precede causalmente o checkpoint vola´til





























Figura 5.2: Checkpoints obsoletos em um padra˜o RDT.
atual de pi. Caso nenhum checkpoint de pj preceda causalmente o checkpoint vola´til atual
de pi, last k i(j) possui valor −1. Podemos verificar facilmente que last k i(j) ≤ last s(j).
Sendo assim, se last k i(j) < last s(j), pelo Teorema 5.1, sabemos que vi ∈ R{pj}; caso
contra´rio (last k i(j) = last s(j)) o u´ltimo checkpoint esta´vel de pi que na˜o seja causalmente
precedido por s
last k i(j)
j pertencera´ a` linha de recuperac¸a˜o R{pj} e na˜o podera´ ser coletado.
Portanto, se deixarmos de coletar apenas o u´ltimo checkpoint esta´vel do processo pi na˜o
precedido causalmente pelo checkpoint s
last k i(j)
j para todo processo pj tal que last k i(j) ≥ 0,
na˜o eliminaremos nenhum checkpoint que na˜o seja obsoleto, como podemos verificar no
Teorema 5.3.
Teorema 5.3 Um checkpoint s²e e´ obsoleto em um padra˜o de checkpoints e mensagens que
satisfaz a propriedade RDT se na˜o existe um processo pf tal que









Prova: Vamos supor, por contradic¸a˜o, que exista um checkpoint esta´vel s²e que satisfac¸a











e , pe conhece s
last
f e last s(f) = last k e(f).








e, o que contradiz nossa
hipo´tese inicial. 2
Em outras palavras, esta condic¸a˜o diz que um processo pe pode manter apenas o check-
point esta´vel anterior a` criac¸a˜o da u´ltima precedeˆncia causal proveniente de um processo pf
para todos os processos da aplicac¸a˜o. Desta maneira, um processo que realize a coleta de
lixo baseada nesta nova condic¸a˜o suficiente mantera´ em meio esta´vel no ma´ximo n check-
points, uma vez que, na pior das hipo´teses, podera´ ser obrigado a reter um checkpoint esta´vel
diferente para cada processo existente na aplicac¸a˜o.
Ale´m disso, se os processos mantiverem e propagarem um vetor de dependeˆncias DV , o
valor da func¸a˜o last k e(f) pode ser obtido por DV (ve)[f ]−1. Sendo assim, da mesma forma
que fizemos com o Corola´rio 5.1 na sec¸a˜o anterior, podemos reescrever o Teorema 5.3 com
sua condic¸a˜o baseada apenas nos vetores de dependeˆncias atribu´ıdos aos checkpoints locais
de pe conforme apresentamos no Corola´rio 5.3.
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Corola´rio 5.3 Um checkpoint s²e e´ obsoleto em um padra˜o de checkpoints e mensagens que
satisfaz a propriedade RDT se na˜o existe um processo pf tal que
DV (ve)[f ] > 0 ∧ DV (ve)[f ] ≤ DV (c
²+1
e )[f ] ∧ DV (ve)[f ] > DV (s
²
e)[f ].
Prova: Pelo Teorema 5.3 e a definic¸a˜o de vetores de dependeˆncias. 2
Podemos simplificar ainda mais a condic¸a˜o apresentada no Corola´rio 5.3 se levarmos em
considerac¸a˜o algumas propriedades relativas a` inicializac¸a˜o e propagac¸a˜o de um vetor de
dependeˆncias, conforme apresentamos no Corola´rio 5.4.
Corola´rio 5.4 Um checkpoint s²e e´ obsoleto em um padra˜o de checkpoints e mensagens que
satisfaz a propriedade RDT se na˜o existe um processo pf tal que
DV (ve)[f ] = DV (c
²+1
e )[f ] ∧ DV (ve)[f ] > DV (s
²
e)[f ].
Prova: Como uma entrada DV [i] e´ atualizada de forma monotonicamente crescente dentro
de um processo, e´ imposs´ıvel que tenhamos DV (ve)[f ] < DV (c
²+1
e )[f ], o que explica a
substituic¸a˜o do ≤ por = na segunda condic¸a˜o do Corola´rio 5.3. Ale´m disso, como todas
as entradas de DV sa˜o inicializadas com valor 0, se a primeira condic¸a˜o do Corola´rio 5.3
(DV (ve)[f ] > 0) na˜o for verdadeira, a u´ltima (DV (ve)[f ] > DV (s
²
e)[f ]) tambe´m na˜o sera´,
de forma que a primeira se torna supe´rflua e pode ser retirada. 2
Note que a condic¸a˜o apresentada no Corola´rio 5.4 e´ baseada totalmente em dados locais
do processo pe. Desta maneira, cada processo pode realizar coleta de lixo localmente, sem
precisar sincronizar ou mesmo trocar mensagens de controle com os demais e, acima de tudo,
com a certeza de que no ma´ximo n checkpoints restara˜o armazenados. Este limite ma´ximo
e´ o´timo por processo mas gera um limite ma´ximo global de n2 checkpoints que e´ maior que
o limite o´timo global apresentado na Sec¸a˜o 4.5.2.
O Algoritmo 5.2 utiliza esta condic¸a˜o para realizar coleta de lixo localmente. Note que
na˜o ha´ troca de mensagens de controle ou qualquer outra forma de sincronizac¸a˜o. O processo
apenas pa´ra temporariamente sua execuc¸a˜o para testar a condic¸a˜o do Corola´rio 5.4 em todos
os seus checkpoints esta´veis armazenados. A linha 2 executa em tempo O(n) o que implica
em uma complexidade de tempo O(n2) se o limite para o nu´mero de checkpoints armazenados
for kn, para uma constante qualquer k.
A Figura 5.3 representa o mesmo padra˜o RDT apresentado anteriormente na Figura 5.2.
Se o Algoritmo 5.2 fosse executado em todos os processos para este padra˜o, todos os check-
points representados por quadrados na˜o preenchidos seriam considerados obsoletos e cole-
tados. Note que a condic¸a˜o e´ suficiente mas na˜o necessa´ria, uma vez que o checkpoint s11 e´
obsoleto mas na˜o foi identificado pelo algoritmo.
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Algoritmo 5.2 Coleta de lixo local para padro˜es RDT.
Processo pi ao identificar uso excessivo do meio esta´vel
1: for all sγi armazenado do
2: if 6 ∃f | (DV (vi)[f ] = DV (c
γ+1
i )[f ] ∧ DV (vi)[f ] > DV (s
γ
i )[f ]) then
3: elimina sγi {checkpoint obsoleto}
4: end if
5: end for





























Figura 5.3: Coleta de lixo local em um padra˜o RDT.
5.5 Descric¸a˜o do Algoritmo RDT-LGC
E´ poss´ıvel, ainda, melhorar o desempenho da coleta de lixo local se os checkpoints forem
coletados no exato momento em que se tornam obsoletos pela condic¸a˜o apresentada no
Corola´rio 5.4. Nesta sec¸a˜o apresentamos um algoritmo com esta propriedade, batizado de
RDT-LGC.
5.5.1 Estruturas de Dados
Sabemos que todos os checkpoints que na˜o satisfac¸am a condic¸a˜o imposta pelo Teorema 5.3
devem ser mantidos pelo algoritmo de coleta de lixo. Ale´m disso, sabemos que um processo
pf podera´ forc¸ar a retenc¸a˜o de no ma´ximo um checkpoint esta´vel de um processo pi: aquele
que talvez fac¸a parte de R{pf} se pf falhar. Sendo assim, podemos manter em pi, para cada
processo pf ∈ P , uma refereˆncia ao checkpoint esta´vel mantido por causa de pf . Isto pode
ser feito por meio de um vetor CM (Checkpoints Mantidos) de n entradas armazenado por
pi, onde CM [f ] indica o checkpoint de pi que na˜o satisfaz a condic¸a˜o do Teorema 5.3 por
causa de pf , ou seja, o checkpoint s
γ









maneira, quando um checkpoint deixar de ser referenciado por todas as entradas de CM ele
podera´ ser coletado, de acordo com o Teorema 5.3. O Algoritmo 5.3 apresenta as estruturas
e procedimentos auxiliares para a manutenc¸a˜o do vetor CM.
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Algoritmo 5.3 Estruturas de dados e procedimentos utilizados pelo RDT-LGC.
Estruturas de Dados
1: Type
2: BCC : record of {Bloco de Controle do Checkpoint}
3: IND : inteiro {´ındice local}
4: CR: inteiro {contador de refereˆncias}
5: end
6: Var
7: CM : array[0 . . . n− 1] of ↑BCC {Ponteiros para BCC s dos checkpoints mantidos}
8: DV : array[0 . . . n− 1] of inteiro {Vetor de Dependeˆncias}
Procedure inicializa() {inicializa vetores CM e DV }
1: for i ← 0 to n− 1 do
2: CM [i] ← Null
3: DV [i]← 0
4: end for
Procedure libera(i :inteiro) {libera CM [i ]}
1: if CM [i ] 6= Null then
2: CM [i ]↑.CR ← CM [i ]↑.CR−1 {decrementa o contador de refereˆncias}
3: if CM [i ]↑.CR = 0 then {se na˜o possui mais nenhuma refereˆncia}
4: elimina checkpoint CM [i ]↑.IND {tornou-se obsoleto e precisa ser eliminado}
5: desaloca CM [i ] {desaloca ponteiro}
6: end if
7: CM [i ] ← Null
8: end if
Procedure liga(i :inteiro, j :inteiro) {faz CM [i ] apontar para CM [j ]}
1: CM [i ] ← CM [j ]
2: CM [i ]↑.CR ← CM [i ]↑.CR+1 {incrementa o contador de refereˆncias}
Procedure novo ckpt(i :inteiro, ind :inteiro) {cria um novo ponteiro para CM [i ]}
1: CM [i ] ← novo BCC {aloca espac¸o para o ponteiro}
2: CM [i ]↑.IND ← ind {atribui o ı´ndice do checkpoint e}
3: CM [i ]↑.CR ← 1 {inicializa o contador de refereˆncias}
Um processo pf pode na˜o forc¸ar a retenc¸a˜o de nenhum checkpoint esta´vel de um processo
pi (caso last k i(f) < 0). Ale´m disso, va´rias entradas de CM podem referenciar o mesmo
checkpoint. Para resolver estes problemas e aumentar a eficieˆncia do algoritmo, utilizamos
ponteiros para estruturas que representam um checkpoint mantido, chamadas de Blocos de
Controle de Checkpoints(BCC). Um BCC pode ser usado para armazenar qualquer dado
vola´til de um checkpoint. Para o algoritmo RDT-LGC, no entanto, se faz necessa´rio apenas
seu ı´ndice e um contador de refereˆncias, o qual representa o nu´mero de entradas CM [f ] que
apontam para o BCC em questa˜o.
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O procedimento libera e´ utilizado para liberar uma entrada CM [i], isto e´, apagar a
refereˆncia desta entrada a um BCC existente. Este procedimento primeiramente decrementa
o valor do contador de refereˆncias do BCC apontado e, caso o contador chegue a zero,
automaticamente elimina o checkpoint do meio de armazenamento esta´vel e desaloca o espac¸o
de memo´ria utilizado pelo BCC. O procedimento liga faz com que uma entrada CM [i] aponte
para o mesmo BCC apontado por uma entrada CM [j] e automaticamente incrementa o
contador de refereˆncias deste BCC. Finalmente, o procedimento novo ckpt cria um novo
BCC referente ao checkpoint com ı´ndice de valor ind e faz a entrada CM [i] apontar para ele.
Este procedimento e´ utilizado apenas quando um novo checkpoint e´ gravado pelo processo.
5.5.2 Per´ıodo de Execuc¸a˜o Normal
De posse das estruturas de dados e procedimentos apresentados na sec¸a˜o anterior fica fa´cil
desenvolver um algoritmo capaz de manter armazenados apenas os checkpoints que na˜o
satisfazem a condic¸a˜o apresentada no Corola´rio 5.4 durante toda a execuc¸a˜o de um processo e
na˜o apenas apo´s a execuc¸a˜o de um determinado procedimento como e´ feito no Algoritmo 5.2.
Note que a condic¸a˜o do Corola´rio 5.4 e´ baseada totalmente nos vetores de dependeˆncias dos
checkpoints esta´veis e do checkpoint vola´til de cada processo. Sendo assim, o conjunto de
checkpoints a serem mantidos so´ pode ser alterado quando um novo checkpoint e´ gravado
ou quando o vetor de dependeˆncias vola´til do processo se altera, o que so´ pode ocorrer
na recepc¸a˜o de uma mensagem. Desta maneira, podemos executar procedimentos especiais
nestes eventos de forma a manter a consisteˆncia das estruturas apresentadas na sec¸a˜o anterior
e garantir que os checkpoints sejam coletados ta˜o logo satisfac¸am a condic¸a˜o imposta pelo
Corola´rio 5.4, conforme e´ apresentado no Algoritmo 5.4.
Ao enviar uma mensagem, o vetor de dependeˆncias e´ propagado na forma de um time-
stamp de forma a permitir a captura de novas dependeˆncias causais. Quando um processo pi
recebe uma mensagem ele atualiza o seu vetor de dependeˆncias baseado no vetor recebido.
Sendo assim, se uma entrada for alterada, e´ necessa´rio modificar as estruturas mantidas pelo
algoritmo RDT-LGC, uma vez que algum checkpoint pode ter se tornado obsoleto. Ja´ sa-
bemos que uma entrada DV [j] e´ alterada quando uma nova dependeˆncia causal do processo
pj e´ percebida. Neste caso apo´s a alterac¸a˜o temos, pelo pro´prio algoritmo de propagac¸a˜o do
vetor de dependeˆncias, que
DV (vi)[j] = DV (vi)[j] ∧ DV (vi)[j] > DV (s
last
i )[j]. (5.1)
Portanto, o processo pj esta´ impedindo que o checkpoint s
last
i seja considerado obsoleto pelo
Corola´rio 5.4. Devemos, enta˜o, liberar a antiga entrada CM [j] (linha 4) e fazeˆ-la apontar
para o BCC do checkpoint slasti . Conforme veremos na sequ¨eˆncia, sabemos que CM [i] sempre
aponta para o BCC de slasti . Enta˜o, para atualizar corretamente CM [j], basta fazeˆ-lo apontar
para o mesmo BCC apontado por CM [i] (linha 5).
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Algoritmo 5.4 RDT-LGC durante um per´ıodo de execuc¸a˜o normal em um processo pi.
Inicializac¸a˜o
1: inicializa() {Inicializa CM e DV }
Ao enviar mensagem m
1: for j ← 0 to n− 1 do
2: m.DV [j] ← DV [j] {envia DV em m como um timestamp}
3: end for
4: enviarede(m)
Ao receber mensagem m
1: for j ← 0 to n− 1 do
2: if m.DV [j] > DV [j] then {nova dependeˆncia causal}
3: DV [j] ← m.DV [j] {atualiza DV }
4: libera(j) {libera CM [j]}





1: armazena DV junto com o checkpoint {para recuperar durante um retrocesso}
2: libera(i) {libera CM [i]}
3: newckpt(i,DV [i]) {liga CM [i] com o novo checkpoint}
4: DV [i] ← DV [i] + 1 {atualiza DV }
Por definic¸a˜o, a entrada DV [i] e´ alterada quando um novo checkpoint e´ gravado. Apo´s a
gravac¸a˜o do checkpoint e atualizac¸a˜o de DV [i], temos que
DV (vi)[i] = DV (vi)[i] ∧ DV (vi)[i] > DV (s
last
i )[i]. (5.2)
Desta forma, o processo pi esta´ impedindo que o checkpoint s
last
i seja considerado obsoleto
pelo Corola´rio 5.4. Assim como no caso anterior, devemos liberar a antiga entrada CM [i]
(linha 2) e fazeˆ-la apontar para o BCC do checkpoint slasti . Como s
last
i acabou de ser criado
ele na˜o possui um BCC e podemos criar um utilizando o procedimento novo ckpt, onde o
ı´ndice do checkpoint e´ a pro´pria entrada DV [i] antes da atualizac¸a˜o. Note que desta maneira
CM [i] sempre ira´ apontar para o BCC de slasti conforme hav´ıamos comentado no para´grafo
anterior.
A Figura 5.4 apresenta um exemplo de execuc¸a˜o do algoritmo RDT-LGC. Para cada
evento detalhado, apresentamos os valores dos vetores DV e CM, um acima do outro, res-
pectivamente. No vetor CM , por simplicidade, mostramos apenas o ı´ndice local do checkpoint
referente a cada BCC e representamos um ponteiro nulo por um *. Neste caso, duas entradas
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de mesmo valor no vetor CM representam duas entradas apontando para o mesmo BCC.
Os quadrados na˜o preenchidos representam os checkpoints obsoletos identificados e coleta-
dos durante a execuc¸a˜o do algoritmo. Note que sa˜o os mesmos checkpoints apresentados
na Figura 5.3. Isto se deve ao fato da mesma condic¸a˜o suficiente estar sendo testada pelos
dois algoritmos. A diferenc¸a do RDT-LGC e´ que a coleta e´ feita de forma on-line, durante
a execuc¸a˜o da computac¸a˜o e, desta forma, um checkpoint e´ coletado ta˜o logo satisfac¸a a








































Figura 5.4: Execuc¸a˜o do algoritmo RDT-LGC.
5.5.3 Recuperac¸a˜o de uma Falha
Vimos na Sec¸a˜o 2.4.2 que o retrocesso para recuperac¸a˜o de uma falha resulta de uma ac¸a˜o co-
ordenada entre os processos que pode ser classificada como s´ıncrona ou ass´ıncrona. Quando
um algoritmo de recuperac¸a˜o s´ıncrono e´ utilizado, na˜o e´ errado supor que os processos
recebam informac¸o˜es completas sobre o checkpoint global consistente para o qual a com-
putac¸a˜o distribu´ıda ira´ retroceder. Assumindo esta hipo´tese e´ poss´ıvel realizar uma coleta
de lixo o´tima durante o retrocesso sem prejudicar a consisteˆncia das estruturas utilizadas
pelo algoritmo RDT-LGC. Vamos supor inicialmente que informac¸o˜es globais sobre a linha
de recuperac¸a˜o sa˜o repassadas aos processos durante a sessa˜o de recuperac¸a˜o na forma de
um vetor de u´ltimos intervalos UI. Este vetor e´ ana´logo ao vetor UC descrito nas Sec¸o˜es 4.3
e 5.3, apenas representando os u´ltimos intervalos entre checkpoints ao inve´s dos u´ltimos
checkpoints de cada processo. Na verdade, temos que UI[j] = UC [j] + 1. A Figura 5.5
apresenta um exemplo de vetor UI. A raza˜o de utilizarmos este vetor e´ a sua identificac¸a˜o
mais direta com o vetor de dependeˆncias.
Um processo pi que esteja em um per´ıodo de execuc¸a˜o normal, de posse do vetor UI,
pode realizar uma coleta de lixo o´tima em seus checkpoints utilizando as mesmas estruturas
do algoritmo RDT-LGC baseando-se na condic¸a˜o apresentada no Corola´rio 5.1, conforme
e´ apresentado no Algoritmo 5.5. Neste caso, quando DV [j] < UI[j], temos que slastj 6→ vi
e, portanto, nenhum checkpoint de pi deve ser retido por causa de pj e a entrada CM [j]
























UI = [1, 4, 4]
Figura 5.5: Exemplo de vetor UI em um retrocesso.
Algoritmo 5.5 Coleta o´tima com as estruturas do RDT-LGC.
Procedure coleta o´tima(UI : array[0 . . . n− 1] of inteiro)
1: for j ← 0 to n− 1 do
2: if DV [j] < UI [j] then
3: libera(j) {libera entradas obsoletas}
4: end if
5: end for
pode ser liberada. Desta maneira, um processo que utilize o seu checkpoint vola´til em uma
linha de recuperac¸a˜o, como p0 na Figura 5.5, na˜o precisa retroceder, mas pode utilizar o
procedimento coleta o´tima para eliminar todos os seus checkpoints obsoletos.
Diferentemente, processos que precisem retroceder a um checkpoint esta´vel devem exe-
cutar o Algoritmo 5.6. Neste caso, ale´m do vetor UI, o gerente de retrocesso informa ao
processo pi o ı´ndice do checkpoint esta´vel para o qual ele deve retroceder, aqui chamado
ı´ndice de retrocesso, ou IR. Logo apo´s o procedimento de recuperac¸a˜o ser iniciado, pi eli-
mina todos os checkpoints posteriores a` linha de recuperac¸a˜o e reconstro´i o seu vetor de
dependeˆncias a partir do vetor de sIRi (linhas 4-6). Se pi corresponde a um processo falho,
e´ necessa´rio criar os BCCs dos checkpoints armazenados em meio esta´vel (linha 7). Este
passo na˜o e´ necessa´rio se pi na˜o falhou pois pois todos os BCCs ja´ esta˜o criados na memo´ria.
Neste caso, entretanto, e´ necessa´rio zerar os seus contadores de refereˆncias. Depois disso,
para cada processo pf o algoritmo procura o checkpoint de pi que deve ser mantido em meio
esta´vel por causa de pf utilizando como base para a busca a propriedade do Corola´rio 5.2
(linha 9). Note que isto so´ e´ poss´ıvel porque os vetores de dependeˆncias sa˜o armazenados
juntamente com os checkpoints. Se a busca for bem sucedida, faz-se CM [f ] apontar para
o BCC do checkpoint encontrado (linhas 11-12); caso contra´rio a entrada CM [f ] e´ simples-
mente invalidada pois nenhum checkpoint esta´vel de pi precisa ser mantido por causa de pf .
Ao final deste passo, o vetor CM encontra-se corretamente inicializado. Sendo assim, basta
eliminar cada checkpoint cujo BCC na˜o e´ referenciado (linhas 17-20) pois tais checkpoints
sa˜o obsoletos segundo o Corola´rio 5.2. A Figura 5.6 apresenta o mesmo cena´rio da Figura 5.5
apo´s a execuc¸a˜o do Algoritmo 5.6.
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Algoritmo 5.6 RDT-LGC durante um retrocesso em um processo pi.
1: Input
2: UI : array[0 . . . n− 1] of inteiro {vetor de u´ltimos intervalos}
3: IR: inteiro {´ındice da componente de pi em RF }
4: elimina checkpoints sγi | γ > IR {elimina checkpoints que esta˜o apo´s RF }
5: DV ← DV (sIRi ) {recupera DV do checkpoint armazenado}
6: DV [i] ← DV [i] + 1 {novo checkpoint vola´til}
7: cria um novo BCC para cada checkpoint sγi armazenado
8: for f ← 0 to n− 1 do
9: encontra γ | (UI [f ] = DV (cγ+1i )[f ] ∧ UI [f ] > DV (s
γ
i )[f ]) {condic¸a˜o do Corola´rio 5.2}
10: if encontrou then
11: CM [f ] ← BCC de sγi {atribui CM [f ] corretamente e}
12: CM [f ]↑.CR ← CM [f ]↑.CR + 1 {incrementa o contador de refereˆncias}
13: else
14: CM [f ] ← Null
15: end if
16: end for
17: for all {BCC | CR = 0} do




























Figura 5.6: Cena´rio apo´s execuc¸a˜o do retrocesso.
Caso o mecanismo de retrocesso seja ass´ıncrono, na˜o ha´ a propagac¸a˜o de informac¸a˜o
global sobre a linha de recuperac¸a˜o (vetor UI). Neste caso, um processo que na˜o precise
retroceder tambe´m na˜o precisa alterar as estruturas de dados utilizadas pelo RDT-LGC,
uma vez que seu estado vola´til e´ consistente com o estado dos processos que precisam ser re-
trocedidos. Ja´ os processos que precisam retroceder podem executar o pro´prio Algoritmo 5.6
substituindo UI por DV na linha 9. Neste caso, tanto a coleta de lixo quanto a inicializac¸a˜o
de CM sera˜o feitas com base no Corola´rio 5.4 ao inve´s do Corola´rio 5.2, o que tambe´m
esta´ correto apesar de na˜o coletar todos os checkpoints obsoletos. Note que esta modificac¸a˜o
mante´m a coereˆncia entre a condic¸a˜o utilizada para a coleta durante um per´ıodo de execuc¸a˜o
normal e durante o retrocesso. A Figura 5.7 apresenta o mesmo cena´rio da Figura 5.5 apo´s
a execuc¸a˜o do Algoritmo 5.6 com esta modificac¸a˜o.


























Figura 5.7: Cena´rio apo´s execuc¸a˜o do retrocesso utilizando apenas informac¸a˜o local.
Finalmente, o Algoritmo 5.5 na˜o precisa ser usado apenas durante a recuperac¸a˜o de
uma falha. Sempre que houver alguma sincronizac¸a˜o entre os processos e um vetor UI
possa ser constru´ıdo e propagado entre eles, um processo pi que o receba podera´ executar
o procedimento coleta o´tima localmente com a garantia de eliminar todos os checkpoints
obsoletos apo´s a sua execuc¸a˜o. Note que desta maneira, assim como no retrocesso dos
processos, estamos alternando entre a utilizac¸a˜o de uma condic¸a˜o apenas suficiente e outra
necessa´ria e suficiente para a realizac¸a˜o da coleta de lixo, o que poderia comprometer a
corretude do algoritmo. Na pro´xima sec¸a˜o apresentamos uma prova de que isso na˜o ocorre
uma vez que existe uma propriedade invariante do algoritmo que garante a sua corretude.
5.6 Prova de Corretude
Esta sec¸a˜o apresenta uma prova formal da corretude do algoritmo RDT-LGC. A prova e´
baseada em uma propriedade invariante do algoritmo que ajuda, inclusive, a compreender o
seu funcionamento. Para facilitar o entendimento, dividimos esta sec¸a˜o em treˆs partes. A
primeira subsec¸a˜o apenas apresenta a propriedade e demonstra a sua importaˆncia, enquanto
as duas subsec¸o˜es seguintes comprovam que sua veracidade e´ mantida ao longo da execuc¸a˜o
da computac¸a˜o.
5.6.1 Propriedade Invariante do Algoritmo
A corretude do protocolo RDT-LGC deriva da seguinte propriedade invariante mantida du-







i ⇒ CM i[f ] = BCC de s
γ
i (5.3)
O que esta propriedade quer dizer e´ que todos os checkpoints na˜o-obsoletos de um processo
sa˜o referenciados por pelo menos uma entrada de seu vetor CM . Ale´m disso, por ana´lise do
algoritmo RDT-LGC sabemos que nenhum checkpoint referenciado por uma entrada do vetor
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CM pode ser coletado. Desta forma, temos uma garantia de que nenhum checkpoint que na˜o
seja obsoleto e´ eliminado pelo algoritmo e portanto ele esta´ correto, conforme apresentamos
no Teorema 5.4.
Teorema 5.4 Se a propriedade apresentada na Equac¸a˜o 5.3 se mante´m durante a sua
execuc¸a˜o, enta˜o todo o checkpoint esta´vel eliminado pelo algoritmo RDT-LGC e´ obsoleto.
Prova: Sabemos pelo Corola´rio 5.1 que um checkpoint sγi e´ na˜o-obsoleto se, e somente se,








i . Portanto, se a invariante for
verdadeira, temos que a entrada CM [f ] em pi aponta para o BCC de s
γ
i . Analisando o
algoritmo RDT-LGC vemos que um checkpoint so´ e´ coletado quando nenhuma entrada do
vetor CM aponta para o seu BCC, isto e´, quando seu contador de refereˆncias esta´ zerado.
Sendo assim, podemos concluir que nenhum checkpoint na˜o-obsoleto pode ser eliminado pelo
algoritmo. 2
Desta maneira, precisamos apenas provar que a propriedade apresentada na Equac¸a˜o 5.3
realmente se mante´m durante a execuc¸a˜o do algoritmo. Apo´s a inicializac¸a˜o das varia´veis
sua veracidade e´ trivialmente verificada uma vez que na˜o existe nenhum checkpoint gra-
vado e, portanto, nenhum checkpoint obsoleto. Resta apenas provar que a propriedade se
mante´m nos per´ıodos de execuc¸a˜o normal e nas sesso˜es de recuperac¸a˜o, onde podem ocorrer
retrocessos. As duas sec¸o˜es seguintes abordam estes dois casos, respectivamente.
5.6.2 Per´ıodo de Execuc¸a˜o Normal
Para verificar se a propriedade se mante´m durante um per´ıodo de execuc¸a˜o normal devemos
analisar todos os pontos onde as varia´veis presentes na Equac¸a˜o 5.3 podem ser alteradas.











criada ou quando pf grava um novo checkpoint esta´vel que sobrepo˜e o s
last
f anterior. O
termo (CM [f ] = BCC de sγi ) pode ser alterado pelo Algoritmo 5.4 ao executar as linhas 3-5
do evento receber mensagem que correspondem a` identificac¸a˜o de uma nova precedeˆncia
causal proveniente de pf , ou ao executar as linhas 2 e 3 do evento gravar checkpoint .
Ale´m disso, conforme foi colocado anteriormente, um processo pode executar o procedimento
coleta o´tima (Algoritmo 5.5) sempre que o vetor UI estiver dispon´ıvel. Sendo assim, como
ha´ intersec¸o˜es entre alguns dos eventos mencionados, precisamos analisar apenas os seguintes:
• identificac¸a˜o de uma nova precedeˆncia causal de pf em pi.
• gravac¸a˜o de um novo checkpoint em pi.
• gravac¸a˜o de um novo checkpoint em pf .
• execuc¸a˜o do procedimento coleta o´tima em pi.
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Os lemas seguintes abordam a veracidade da invariante em cada um desses eventos se-
paradamente.
Lema 5.1 A Equac¸a˜o 5.3 se mante´m verdadeira apo´s a identificac¸a˜o de uma nova pre-
cedeˆncia causal em pi proveniente de um processo pf .
Prova: Quando o RDT-LGC recebe uma nova precedeˆncia causal relativa a um checkpoint
sιf de um processo pf , ele atualiza a entrada CM [f ] fazendo-a referenciar o u´ltimo checkpoint




f , a atualizac¸a˜o simplesmente mante´m a propriedade invariante.
Caso contra´rio (sιf 6= s
last
f ), a atualizac¸a˜o na˜o compromete a propriedade pois neste caso
sabemos que slastf e´ posterior a s
ι
f e na˜o precede causalmente nenhum checkpoint de pi, sem
poder satisfazer o termo da esquerda na Equac¸a˜o 5.3. 2
Lema 5.2 A Equac¸a˜o 5.3 se mante´m verdadeira apo´s a gravac¸a˜o de um novo checkpoint
no processo pi.
Prova: Quando o processo pi grava um novo checkpoint, o RDT-LGC faz com que a entrada
CM [i] referencie o novo checkpoint gravado. Esta alterac¸a˜o mante´m a invariante uma vez
que apo´s a gravac¸a˜o de slasti temos que s
last





Lema 5.3 A Equac¸a˜o 5.3 se mante´m verdadeira no processo pi apo´s a gravac¸a˜o de um novo
checkpoint em um processo pf .






i ) pode ter sido que-
brada. Pore´m, o novo checkpoint slastf acabou de ser criado e na˜o precede nenhum checkpoint
de pi sem poder satisfazer o termo da esquerda na Equac¸a˜o 5.3 e tornando-a trivialmente
verdadeira independente do valor da entrada CM [f ]. 2
Lema 5.4 A Equac¸a˜o 5.3 se mante´m verdadeira no processo pi apo´s a execuc¸a˜o do procedi-
mento coleta o´tima.
Prova: O procedimento coleta o´tima utiliza informac¸a˜o global da computac¸a˜o e libera uma
entrada CM [f ] somente se na˜o existir um checkpoint sγi que satisfac¸a o termo da esquerda
na Equac¸a˜o 5.3, mantendo-a verdadeira. 2
Uma vez que a propriedade e´ satisfeita apo´s todos os eventos mencionados conclui-se
que ela se mante´m verdadeira por todo um per´ıodo de execuc¸a˜o normal da computac¸a˜o,
conforme apresentamos no teorema seguinte.
Teorema 5.5 A propriedade representada pela Equac¸a˜o 5.3 se mante´m verdadeira em um
processo pi durante um per´ıodo de execuc¸a˜o normal.
Prova: Pela aplicac¸a˜o conjunta dos Lemas 5.1, 5.2, 5.3 e 5.4. 2
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5.6.3 Recuperac¸a˜o de uma Falha
Durante a recuperac¸a˜o de uma falha, um processo pi pode ser obrigado a retroceder ou na˜o.
Se ele na˜o precisar retroceder, seu estado vola´til e´ consistente com a linha de recuperac¸a˜o
e nenhuma precedeˆncia slastj → c
γ+1
i pode ter sido quebrada, de forma que a invariante
permanece verdadeira. Ale´m disso, caso o procedimento coleta o´tima seja executado, ja´
sabemos pelo Lema 5.4 que a propriedade se mante´m verdadeira.
Diferentemente, para os processos que retrocedem o RDT-LGC executa um algoritmo
simples (Algoritmo 5.6) e local ao processo. Desta maneira fica fa´cil demonstrar que a pro-
priedade tambe´m se mante´m verdadeira nesta ocasia˜o, conforme apresentamos no seguinte
teorema:
Teorema 5.6 A propriedade representada pela Equac¸a˜o 5.3 se mante´m verdadeira em um
processo pi durante a realizac¸a˜o de um retrocesso.
Prova: Como o Algoritmo 5.6 utiliza informac¸a˜o global, sempre que e´ encontrado um check-
point sγi que satisfac¸a a condic¸a˜o da propriedade invariante para um processo pf , a entrada
CM [f ] e´ atribu´ıda corretamente. Caso tal checkpoint na˜o exista para um determinado pro-
cesso pf , a entrada CM [f ] e´ anulada. Este procedimento obviamente garante a manutenc¸a˜o
da propriedade invariante. 2
Se na˜o houver acesso ao vetor UI durante a recuperac¸a˜o, a utilizac¸a˜o do vetor DV na˜o
prejudica a corretude do algoritmo. Neste caso, se houver um processo pf e um checkpoint s
γ
i








i , enta˜o temos que a entrada DV [f ] do vetor mantido
por pi e´ igual a UI[f ] e a atribuic¸a˜o feita pelo algoritmo se mantera´ correta com relac¸a˜o a`
propriedade invariante.
5.7 Ana´lise e Conclusa˜o
Esta sec¸a˜o apresenta uma ana´lise do desempenho do algoritmo RDT-LGC com relac¸a˜o a di-
ferentes aspectos como nu´mero de checkpoints mantidos, complexidades de espac¸o e tempo e
poss´ıveis otimizac¸o˜es em sua implementac¸a˜o, incluindo a implementac¸a˜o conjunta com pro-
tocolos para checkpointing que satisfac¸am a propriedade RDT. Apo´s esta ana´lise, conclu´ımos
que o RDT-LGC oferece o limite o´timo para o nu´mero de checkpoints armazenados por pro-
cesso sem aumentar as complexidades de tempo ou espac¸o dos protocolos RDT mais eficientes
e, principalmente, utilizando-se dos mesmos timestamps nas mensagens da aplicac¸a˜o, sem
mensagens de controle adicionais.
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5.7.1 Limite Ma´ximo de Checkpoints Mantidos
Pode ser facilmente verificado que o RDT-LGC mante´m no ma´ximo n checkpoints na˜o co-
letados em cada processo, uma vez que um checkpoint esta´vel so´ e´ mantido se seu BCC
for referenciado por uma das n entradas do vetor CM. Este limite por processo gera um
limite global de no ma´ximo n2 checkpoints na˜o coletados pelo algoritmo. Pode-se pensar
que e´ poss´ıvel reduzir este limite de maneira semelhante ao que foi feito na Sec¸a˜o 4.5.2.
No entanto, como o RDT-LGC leva em considerac¸a˜o apenas o passado conhecido de cada
processo, tal reduc¸a˜o na˜o e´ poss´ıvel.
Considere como exemplo o cena´rio apresentado na Figura 5.8, onde os checkpoints cole-
tados pelo algoritmo sa˜o representados por quadrados na˜o preenchidos. Neste cena´rio, cada
processo pi recebe no intervalo I
j
i (i 6= j−1) pela primeira vez a u´nica informac¸a˜o conhecida
proveniente do processo pj−1. Isto faz com que o seu checkpoint s
j−1
i seja mantido por na˜o
satisfazer a condic¸a˜o imposta pelo Teorema 5.3, utilizada para coleta de lixo pelo RDT-LGC
durante um per´ıodo de execuc¸a˜o normal. Por fim, o checkpoint sni de cada processo pi e´
mantido por ser o seu u´ltimo checkpoint esta´vel e fazer parte da linha de recuperac¸a˜o no
caso de pi falhar. Resumidamente, temos que para todo processo pi, CM [j] referencia o BCC
do checkpoint sji quando i 6= j e o BCC de s
n
i quando i = j. Como todas as entradas sa˜o






























Figura 5.8: Cena´rio onde n2 checkpoints esta´veis sa˜o retidos pelo RDT-LGC.
Apesar da coleta de lixo o´tima apresentar um limite global para o nu´mero de checkpoints
mantidos menor que n2 (como vimos na Sec¸a˜o 4.5.2, seu limite e´ n(n+1)/2), o limite ma´ximo
por processo e´ igual n. Desta maneira, como na˜o e´ poss´ıvel saber que processo podera´ ficar
com n checkpoints armazenados apo´s a coleta, todos eles devem ter espac¸o suficiente em meio
esta´vel para armazena´-los, o que nos leva na pra´tica a um espac¸o mı´nimo global necessa´rio de
n2 checkpoints em meio de armazenamento esta´vel. O RDT-LGC respeita o limite ma´ximo
de n checkpoints mantidos por processo com vantagens pra´ticas inexistentes na coleta de lixo
o´tima como a coleta em tempo de execuc¸a˜o e a auseˆncia de sincronizac¸a˜o entre os processos
ou troca de mensagens de controle.
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Finalmente, um pequeno detalhe pra´tico do RDT-LGC pode fazer com que um processo
tenha que armazenar n + 1 checkpoints por um breve per´ıodo de tempo. Isto ocorreria
exatamente entre as linhas 1 e 2 do evento gravar checkpoint no Algoritmo 5.4. Neste caso,
as n entradas do vetor CM poderiam estar referenciando checkpoints diferentes enquanto um
novo checkpoint deve ser gravado. Sabemos que o checkpoint referenciado pela entrada de
CM referente ao pro´prio processo sera´ eliminado mas se a gravac¸a˜o do novo checkpoint fosse
feita em cima do anterior, uma falha que ocorresse durante a gravac¸a˜o invalidaria ambos.
Podemos resolver isto com uma pequena a´rea extra de memo´ria esta´vel tempora´ria a ser
utilizada somente neste breve per´ıodo ou enta˜o relaxando o modelo e assumindo que falhas
na˜o ocorrem durante a gravac¸a˜o de um checkpoint.
5.7.2 Ana´lise de Complexidade
O RDT-LGC utiliza apenas dois vetores de n entradas, DV e CM , durante a sua execuc¸a˜o.
Ale´m disso, por ana´lise do algoritmo verificamos que todo BCC alocado e´ referenciado por
pelo menos uma entrada do vetor CM . Portanto, conclu´ımos que ele utiliza apenas O(n)
espac¸o de memo´ria vola´til em um per´ıodo de execuc¸a˜o normal. Ja´ o espac¸o utilizado durante
um retrocesso dependera´ do nu´mero de checkpoints esta´veis armazenados, uma vez que sera´
alocado um BCC para cada um deles durante a inicializac¸a˜o do vetor CM . No entanto, como
o RDT-LGC garante que o nu´mero ma´ximo de checkpoints mantidos em um processo e´ n,
obtemos tambe´m um limite de O(n) memo´ria utilizada durante este procedimento.
Com excec¸a˜o de inicializa, todos os procedimentos apresentados no Algoritmo 5.3 exe-
cutam em tempo O(1). Isto possibilita uma fa´cil ana´lise da complexidade de tempo do
RDT-LGC durante uma execuc¸a˜o normal. Verificamos que todos os eventos apresentados
no Algoritmo 5.4 executam em tempo O(n). Especificamente, o evento gravar checkpoint
tem esta complexidade apenas por causa da gravac¸a˜o do vetor DV em meio esta´vel uma vez
que supomos uma taxa de gravac¸a˜o proporcional ao tamanho da estrutura. Estas complexi-
dades ainda podem ser reduzidas por meio de uma implementac¸a˜o conjunta com o protocolo
para checkpointing conforme veremos na sec¸a˜o seguinte.
Analisar a complexidade de tempo do RDT-LGC durante um retrocesso (Algoritmo 5.6)
tambe´m na˜o e´ complicado. E´ fa´cil verificar que o passo dominante do algoritmo corresponde
a` sua linha 9, onde e´ feita uma busca pelo checkpoint esta´vel que devera´ ser referenciado
pela entrada CM [f ]. Vamos supor que os checkpoints esta˜o apresentados de forma ordenada
crescente pelos seus ı´ndices. A maneira mais simples de realizar esta busca e´ comparando um
a um os vetores de dependeˆncias de um checkpoint e seu sucessor o que tomaria tempo O(n).
No entanto, uma dependeˆncia causal sempre e´ transmitida de um checkpoint para o seu
sucessor por definic¸a˜o. Desta forma, podemos encontrar o checkpoint desejado utilizando
uma busca bina´ria simples procurando o intervalo entre checkpoints onde a dependeˆncia
aparece pela primeira vez. Esta otimizac¸a˜o reduziria o tempo de execuc¸a˜o deste passo
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para O(log n). Como esta busca encontra-se dentro de um lac¸o de repetic¸a˜o, temos uma
complexidade total de tempo da ordem de O(n log n).
Uma outra otimizac¸a˜o poss´ıvel no Algoritmo 5.6 se refere aos processos que na˜o falham
mas que precisam retroceder por causa de algum outro processo. Neste caso, o vetor CM
ja´ se encontra parcialmente preenchido e este fato pode ser aproveitado para melhorar o
desempenho do algoritmo. Em tais processos, e´ necessa´rio apenas ajustar a entrada de CM
referente ao pro´prio processo de forma a apontar ao BCC do checkpoint utilizado no retro-
cesso, liberar as demais entradas referentes aos checkpoints ja´ retrocedidos e ao checkpoint
utilizado no retrocesso, e finalmente, se o vetor UI estiver dispon´ıvel, executar o procedi-
mento coleta o´tima. Todas estas operac¸o˜es executam em tempo O(n), o que e´ um pouco
melhor que a complexidade O(n log n) do algoritmo para o caso geral. Note que para ajustar
a entrada referente ao pro´prio processo basta procurar a entrada CM [f ] que aponta para o
BCC do checkpoint utilizado, uma vez que este checkpoint e´ mantido por causa de um dos
processos que falhou.
5.7.3 Implementac¸a˜o Conjunta com Protocolos RDT
A implementac¸a˜o do algoritmo RDT-LGC muito se assemelha com a implementac¸a˜o de
protocolos quase-s´ıncronos, mais especificamente com aqueles da classe ZPF que satisfaz a
propriedade RDT. Os protocolos mais eficientes desta classe tambe´m se utilizam de vetores
de dependeˆncias, o que cria uma intersec¸a˜o considera´vel entre eles e o RDT-LGC. Sendo
assim, e´ poss´ıvel implementar as duas coisas em conjunto, aproveitando as estruturas de
dados, comandos e propriedades comuns. Como exemplo, considere o Algoritmo 5.7 que
apresenta uma poss´ıvel implementac¸a˜o conjunta do algoritmo RDT-LGC com o protocolo
FDAS apresentado na Sec¸a˜o 3.2.2.
A inicializac¸a˜o apenas une as inicializac¸o˜es dos dois algoritmos, uma vez que DV e´ au-
tomaticamente inicializado dentro do procedimento inicializa. O envio de mensagens e´
praticamente o mesmo, sendo que a u´nica diferenc¸a e´ que o FDAS requisita que a varia´vel
enviou receba o valor verdadeiro para indicar a ocorreˆncia de um envio de mensagem. Ao
receber uma mensagem, pode-se utilizar a mesma otimizac¸a˜o do FDAS para constatar a
existeˆncia de uma nova dependeˆncia causal (linha 1). O u´nico cuidado que deve ser tomado
e´ a gravac¸a˜o do checkpoint forc¸ado antes da coleta de lixo, para que a entrada CM [i] seja cor-
retamente atualizada antes de modificar as entradas CM [j] referentes a`s novas dependeˆncias
causais identificadas. O co´digo executado durante a gravac¸a˜o de um checkpoint e´ apenas
uma unia˜o entre os co´digos do FDAS e do RDT-LGC. Note que como a entrada DV [i] indica
o ı´ndice do checkpoint gravado, sua atualizac¸a˜o deve ser feita por u´ltimo (linha 3).
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Algoritmo 5.7 FDAS com RDT-LGC em um processo pi.




1: enviou ← falso
2: inicializa()
Ao enviar mensagem m
1: enviou ← verdadeiro
2: for j ← 0 to n− 1 do
3: m.DV [j] ← DV [j]
4: end for
5: enviarede(m)
Ao receber mensagem m de pk
1: if m.DV [k] > DV [k] then
2: if enviou then
3: grava checkpoint
4: end if
5: for j ← 0 to n− 1 do
6: if m.DV [j] > DV [j] then








1: enviou ← falso
2: armazena DV junto com o checkpoint
3: libera(i)
4: newckpt(i,DV [i])
5: DV [i] ← DV [i] + 1
Conforme as ana´lises feitas na sec¸a˜o anterior sobre a complexidade dos procedimentos
utilizados pelo RDT-LGC e a complexidade do pro´prio algoritmo FDAS, podemos verificar
que a implementac¸a˜o conjunta na˜o aumentou a complexidade de tempo ou espac¸o ja´ existente
no FDAS. Isto significa que a utilizac¸a˜o do algoritmo RDT-LGC para coleta de lixo implica
em uma perda de desempenho desprez´ıvel, com a vantagem de limitar o espac¸o necessa´rio
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em meio de armazenamento esta´vel. Este mesmo tipo de implementac¸a˜o conjunta pode ser
realizada com outros protocolos RDT eficientes como o RDT-Partner [19] e o BHMR [4].
5.7.4 Conclusa˜o
O RDT-LGC e´, dentro de nosso conhecimento, o u´nico algoritmo para coleta de lixo que
realiza esta tarefa sem sincronizar os processos ou trocar mensagens de controle. Este al-
goritmo funciona em qualquer padra˜o de checkpoints que satisfac¸a a propriedade RDT e
na˜o esta´ limitado a um protocolo para checkpointing espec´ıfico. Ale´m disso, ele garante que
cada processo mantera´ no ma´ximo n checkpoints armazenados durante sua execuc¸a˜o normal,
o que limita a quantidade de armazenamento esta´vel necessa´ria em um processo ao o´timo
teo´rico. Isto significa que na˜o e´ poss´ıvel criar um protocolo com limite menor por processo.
Ale´m disso, os timestamps e estruturas utilizados pelo RDT-LGC sa˜o muito semelhantes
a`queles utilizados por protocolos para checkpointing que satisfazem a propriedade RDT, o
que permite uma implementac¸a˜o eficiente e sem degradac¸a˜o de desempenho com relac¸a˜o a`
utilizac¸a˜o de um protocolo RDT apenas (sem coleta de lixo).
Todos os algoritmos para coleta de lixo anteriores ao RDT-LGC sa˜o baseados em alguma
forma de sincronizac¸a˜o expl´ıcita entre os processos para identificac¸a˜o dos checkpoints obsole-
tos. Mesmo a coleta ingeˆnua, que na˜o oferece um limite ao nu´mero de checkpoints mantidos,
necessita que mensagens de controle sejam trocadas entre os processos. Desta maneira a uti-
lizac¸a˜o de protocolos quase-s´ıncronos para checkpointing na pra´tica esbarra na contradic¸a˜o
existente entre a auseˆncia de sincronizac¸a˜o para a selec¸a˜o dos checkpoints e a sua necessidade
para efetuar a coleta de lixo. Isso e´ provavelmente uma das razo˜es pelas quais protocolos
s´ıncronos sa˜o mais utilizados na pra´tica [2, 30, 31]. Conforme foi apresentado antes o RDT-
LGC na˜o apresenta este problema, ale´m de ser um algoritmo de implementac¸a˜o simples.
Por este motivo, acreditamos que ele rompe uma grande barreira para a utilizac¸a˜o pra´tica
deste tipo de protocolo em sistemas de recuperac¸a˜o de falhas por retrocesso de estado, o que
aumenta ainda mais sua importaˆncia.
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Cap´ıtulo 6
Conclusa˜o
Esta dissertac¸a˜o abordou em detalhes o problema de coleta de lixo para protocolos de check-
pointing. Este problema, apesar de ter uma definic¸a˜o simples, influencia diretamente na
eficieˆncia e desempenho de um sistema de toleraˆncia a falhas baseado em recuperac¸a˜o por
retrocesso de estado. Neste contexto, nos deparamos com a inexisteˆncia de um algoritmo
de coleta de lixo capaz de acompanhar as vantagens existentes na utilizac¸a˜o de protocolos
para checkpointing quase-s´ıncronos. Em geral, os algoritmos existentes exigem um alto grau
de sincronismo e contradizem a autonomia oferecida por tais protocolos para a selec¸a˜o de
checkpoints. Este fato foi a principal motivac¸a˜o deste trabalho que culminou na elaborac¸a˜o
de um algoritmo de coleta de lixo eficiente que funciona para uma classe inteira de protocolos
quase-s´ıncronos.
Inicialmente apresentamos todo um embasamento teo´rico necessa´rio para a compreensa˜o
do problema e o seu entorno. O contexto dos mecanismos para checkpointing e recuperac¸a˜o
sa˜o explicados em detalhes no Cap´ıtulo 2 evidenciando os resultados mais importantes en-
contrados na literatura sobre estes temas. Nossa proposta visa a especializac¸a˜o da coleta
de lixo para os diferentes protocolos de checkpointing existentes na busca de soluc¸o˜es mais
eficientes. Desta maneira, para ambientar o leitor, apresentamos no Cap´ıtulo 3 uma clas-
sificac¸a˜o desses protocolos com a identificac¸a˜o das principais caracter´ısticas e propriedades
dos diferentes grupos existentes.
As duas maiores contribuic¸o˜es desta dissertac¸a˜o sa˜o apresentadas nos Cap´ıtulos 4 e 5
e consistem de uma caracterizac¸a˜o do problema de coleta de lixo baseada na relac¸a˜o de
Z-precedeˆncia e va´rios algoritmos eficientes e ine´ditos para coleta de lixo em padro˜es que
satisfac¸am a propriedade RDT, respectivamente. O Cap´ıtulo 4 comec¸a com uma revisa˜o
dos algoritmos mais cla´ssicos conhecidos para coleta de lixo. Depois desta apresentac¸a˜o,
revisitamos o problema da caracterizac¸a˜o dos checkpoints obsoletos em um CCP, com um
enfoque voltado a`s relac¸o˜es de Z-precedeˆncia existentes entre os checkpoints. Vale lembrar
que os protocolos para checkpointing quase-s´ıncronos diferem nos tipos de Z-precedeˆncia
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permitidos dentro de um padra˜o, de forma que nossa caracterizac¸a˜o pode ser mais facilmente
especializada aos padro˜es gerados em tais protocolos. As caracterizac¸o˜es anteriores [37, 38]
eram baseadas em estruturas gerais de representac¸a˜o de um CCP e na˜o permitem este tipo
de especializac¸a˜o facilmente. Este cap´ıtulo termina com a apresentac¸a˜o do algoritmo o´timo
para coleta de lixo e sua ana´lise. Apesar de tal algoritmo ja´ ser conhecido, procuramos dar
um enfoque diferente a` sua apresentac¸a˜o, com uma abordagem pra´tica e uma ana´lise mais
completa tendo em vista os algoritmos eficientes que apresentamos no Cap´ıtulo 5.
Ao especializarmos a nossa caracterizac¸a˜o dos checkpoints obsoletos para os padro˜es gera-
dos pelos protocolos RDT, obtivemos uma se´rie de algoritmos mais eficientes para coleta de
lixo em tais padro˜es, apresentados no Cap´ıtulo 5. Primeiramente mostramos como os algo-
ritmos de coleta ingeˆnua e o´tima podem ser simplificados. Depois disso, apresentamos uma
condic¸a˜o suficiente que permite uma coleta de lixo local por parte dos processos e garante o
limite ma´ximo o´timo para o nu´mero de checkpoints mantidos em um processo. Finalmente,
constru´ımos um algoritmo baseado nesta condic¸a˜o que e´ capaz de coletar os checkpoints
obsoletos durante a execuc¸a˜o da computac¸a˜o, eliminando-os ta˜o logo possam ser identifica-
dos. Este algoritmo, que recebeu o nome de RDT-LGC, permite que um processo limite ao
ma´ximo a quantidade de memo´ria esta´vel necessa´ria para o armazenamento de checkpoints.
Ale´m disso, mostramos que o RDT-LGC na˜o apresenta uma queda de desempenho signifi-
cativa pela sua utilizac¸a˜o, uma vez que se utiliza das mesmas estruturas e timestamps dos
protocolos RDT.
Quando a propriedade RDT foi apresentada pela primeira vez [36], suas vantagens in-
clu´ıam apenas a facilidade de construc¸a˜o de checkpoints globais consistentes contendo um
conjunto de checkpoints, o que e´ uma vantagem particularmente importante para o meca-
nismo de retrocesso e ca´lculo da linha de recuperac¸a˜o. Recentemente concluiu-se que tais
padro˜es de checkpoints apresentam um limite de retrocesso n − 1 vezes menor que padro˜es
onde apenas e´ garantida a auseˆncia de ciclos-Z [1]. A existeˆncia de um protocolo para co-
leta de lixo descentralizada, sem sincronizac¸a˜o e com limite para o nu´mero de checkpoints
mantidos em meio esta´vel e´ uma importante vantagem para a utilizac¸a˜o de protocolos para
checkpointing RDT na pra´tica e, conforme dissemos anteriormente, somente o RDT-LGC
apresenta tais caracter´ısticas.
Acreditamos que existam va´rias possibilidades de extensa˜o deste trabalho. A primeira
delas seria uma ana´lise mais pra´tica das caracter´ısticas do protocolo RDT-LGC como a taxa
me´dia de checkpoints mantidos ou a queda de desempenho real ocasionada em um processo.
Do ponto de vista teo´rico, acreditamos que e´ poss´ıvel obter algoritmos eficientes de coleta
de lixo para as outras classes de protocolos quase-s´ıncronos (ZCF e PZCF), por meio de um
racioc´ınio semelhante ao utilizado para a construc¸a˜o do RDT-LGC. No entanto, como estas
classes sa˜o menos restritas, julgamos que talvez seja necessa´rio um estudo mais profundo na
busca de novas caracter´ısticas comuns a` classe ou espec´ıficas de um ou outro algoritmo.
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