Abstract. We prove that 2 r+1 · π * (P m (2 r )) = 0 provided m ≥ 4 and r ≥ 6. This is best possible. As well, for 2 ≤ r ≤ 5 we obtain upper bounds on the homotopy exponent of P m (2 r ).
Introduction
Let p be a prime and assume all spaces and maps have been localized at p. (2) has order 4. When p is odd and m ≥ 3 [N2] proves that the homotopy exponent of P m (p r ) is p r+1 , as predicted. The purpose of this paper is to consider the case of the 2-primary Moore space. It is known [C1, §21] that π * (P m (2 r )) contains elements of order 2
r+1
. We prove that when r ≥ 6 there can be no elements of higher order. Theorem 1.1 therefore satisfies the prediction of Barratt's conjecture if r ≥ 6. In all cases (r ≥ 2) we improve on the upper bound of 2 2r+4 for the homotopy exponent given in [C2] . It is likely that both Theorems 1.1 and 1.2 are valid when m = 3 as well, but much of our argument relies heavily on the fact that P m (2 r ) is a double suspension if m ≥ 4. Finally it should be noted that while the conjectured homotopy exponent of P m (2) is 8, no upper bound for the homotopy exponent is known to exist, and the techniques used in this paper seem to completely break down in this case. This paper is organized as follows: Section 2 establishes some global notation and lists facts which will be assumed throughout. Section 3 constructs mod-2 The author would like to thank Fred Cohen for his many comments and constant encouragement, and the referee for several helpful suggestions.
Global definitions and facts
The statements in this section will hereafter be assumed.
Throughout, the ring of homology coefficients will be Z/2Z and H * (X; Z/2Z) will be written as H * (X). ) is not divisible by 2 (see [C2] 
where f r is a representative of the cohomology class u
where Sq
) is a three-cell complex and, as coalgebras,
The construction of τ r (S 2n ) is natural with respect to the maps ω and ρ. That is, for 1 < s < r, there is a homotopy fibration diagram
and a homotopy pullback diagram
Restricting to the (4n − 1)-skeletons of the X's defines, respectively, maps
). Restricting in turn to the 2n-skeletons gives homotopy commutative diagrams
Next, observe that by connectivity there is a homotopy commutative diagram
which defines q r . Note that q r extends the pinch map P
. Moreover, q r is natural with respect to ω τ and ρ τ in the same way q is natural with respect to ω and ρ. Altogether, we obtain the following two Lemmas.
Lemma 3.1. If r ≥ 1 then there is a homotopy fibration sequence
Proof. Since (q r ) * is an epimorphism, the homotopy fiber of q r has the homology of
and so is therefore homotopy equivalent to S 
In the ω τ -fibration of Lemma 3.3, let
be the homotopy fibration connecting map. This map has interesting properties.
Corollary 3.4. For r > s ≥ 1 there is a homotopy pullback diagram
where g r is defined as H • Ωq r , the pullback defines ξ r , and ξ r fits in a homotopy
Proof. Consider the following diagram
where the leftmost and rightmost vertical maps are the usual fibration maps and ξ r is to be defined momentarily. The ω τ pullback diagram proves that for r > s ≥ 1, ∂ r 2 s
• ∂ r−s . Thus the righthand square in the diagram above is a homotopy pullback.
, the pullback property implies the map S
Moreover, the definition of ρ implies the outer diagram is now also a homotopy pullback. Hence the lefthand square above is also a homotopy pullback. The assertions of the Lemma now follow. 
which defines Z r , Y r , and A r .
A Serre spectral sequence calculation shows that a basis for
where ∂ : ΩQ(P 2n (2 r )) −→ Z r is the homotopy fibration connecting map. As well, we have Sq
Since Y r is the homotopy fiber of the inclusion P 2n (2
), it is (4n − 3)-connected and has a single (4n − 2)-cell. Let r be the composite
Let r be the composite
Note that τ r (S 2n ) is the homotopy cofiber of r . As well, the homotopy decomposition
can be chosen so that the inclusion of S 4n−2 is r .
We aim first for Proposition 4.3, which is concerned with lifting the Whitehead product w 2 on S 2n to τ r (S 2n ). This is a consequence of the r = 1 case, so we concentrate on it.
Let 2r be the order of 1 . (We know the order is finite because the homotopy
(2)) is rationally trivial.) This implies the left square in the following diagram homotopy commutes for some map α,
and so the right square homotopy commutes for some map γ because the top row is a cofibration and the bottom row is a fibration. Proof.
, there is a homotopy fibration
where, as usual, q is the pinch map. Note that B (4n − 2)-connected and that of Section 3, defined as the composite
, where H is the second James-Hopf invariant.
Corollary 4.4. For r ≥ 1, there is a homotopy commutative diagram
Proof. By [C2, 2.5], the composite ΩS
is homotopic to Ω2.
The Corollary now follows from Lemma 4.3.
Remark 4.5. Proposition 4.3 can sometimes be strengthened in cases of Hopf invariant one. Computations regarding the order of r as in [C1, 21.3] lead to a map
) which when composed with q r into S 2n is of Hopf invariant one provided r ≥ 3 and n = 2 or r ≥ 4 and n = 4. Thus Ωτ r (S
and Ωτ r (S
We next aim towards Proposition 4.7. By the definition of the stabilization, there is a homotopy pullback diagram
Observe that the (4n
which maps to P Lemma 4.6. For r ≥ 1, there is a homotopy commutative diagram
where the vertical maps are skeletal inclusions; c restricted to
where ρ is the mod-2 reduction (taken to be the identity when r = 1) and q is the pinch map; and b = * + 2.
Proof. In the homotopy fibration M r −→ Z r −→ W r , the space W r is (4n − 3)-connected. Thus for connectivity reasons, a must be the identity on the (4n − 3)-cell and so a is forced to be homotopic to ρ when pinched to P 4n−2
(2).
Let ν and µ be the identity and Bockstein maps on P 2n (2 r ). When adjointed, (2). The only possibility for this map, besides being trivial, is the compositeη :
(2). But if this were the case then as a is the identity on the (4n − 3)-cell,η would lift to P
implying that the inclusion of the right summand in P
was nontrivial when pinched to the left summand. Thus b pinched to P
Proof. By induction on k it suffices to show w 3 * . We do this by showing there is a homotopy equivalence
for which each Moore space summand composes trivially with i • w 3 .
We make use of some information regarding the deviations of anti-symmetry and Jacobi identities for mod-2 r Whitehead products. These identities do not hold in general, for the following reason. Let (1, 2) : ΣX
be the map which interchanges the smash factors. The anti-symmetry identity fails because the com- 
, where the lefthand map is the skeletal inclusion. Let g be the composite P
where the lefthand map is the skeletal inclusion. By Lemma 4.6 there is a homotopy
Observe that the Whitehead product [ν, f ] factors through w 3 and does so by including
. Thus it suffices to show that
Lemma 4.6 also shows that in the homotopy commutative diagram
the map φ is represented by a 3 × 3 matrix (with entry (i, j) corresponding to the i th summand of the domain mapping to the j th summand of the range):
The identity map on P m (2) has order 4 but the composite P 
5. James-Hopf invariants, Whitehead products, and the spaces τ r (S 2n )
In this section we construct maps with which we will later muscle out much of the exponent information used to prove Theorem 1.1. be the second JamesHopf invariant.
Theorem 5.1. Suppose X = ΣX where X is connected. Consider the composite
. In particular, when
.
Proof. The proof that h 2 • Ωw k is a loop map can be found in [W1, 3.10] . This follows as a consequence of properties of a certain subgroup of [X n , J(X)] called K n . The author has been alerted by Fred Cohen that these groups can be used to directly prove the formulas for h 2 • Ωw k given above, using the facts that
where each
To belabor a point in Theorem 5.1, consider the k = 2j case. Let ΣY . Theorem 5.1 provides us with a map ΣX
which is a finite sum, φ k ⊕ α w . We record all this information in the following appendix to Theorem 5.1.
Lemma 5.2. With notation as in Theorem 5.1, when k
where λ is a homotopy equivalence on Y (j) and w j is the (j−1)-fold Whitehead product of the identity map on ΣY = ΣX
We begin now to define maps into and out of ΩP 2n+1 (2 r ). The maps out come from James-Hopf invariants, the maps in come from looped Whitehead products, but must be chosen with some care. This stems from the fact that we will eventually want to compose the looped Whitehead products with the James-Hopf invariants, apply 
The naturality of the James-Hopf invariant immediately implies the following Lemma. 
where φ w 2 • Σλ; w 2 is the 2-fold Whitehead product of the identity on
; and λ is a homotopy equivalence on (P
We wish to choose an inclusion i j : P 
is the pinch map (to ensure that in our application of Theorem 5.1 going from a low k to a higher j is trivial). 
for some inclusion i. Now define i j by the composite
where a and b are chosen so that a • b 1 ΣC and Σ((t ∧ t ) + s ) • b * . By construction, the map i j satisfies conditions (i) through (iii).
For k ≥ 2, define θ k as the composite
Lemma 5.4. Let n ≥ 2. For k, j ≥ 2, consider the composite
, where φ k,j is a finite sum of Whitehead products
. But if k = j + 1 then φ j+1,j * .
Proof. The description of φ k,j in the k > j case follows from induction on Theorem 5.1 and the definitions of θ k and ψ j . When k = j + 1 the null homotopy φ j+1,j * follows from condition (i) in selecting the map i k used to define θ k .
For the remaining cases, let X = (P 2n (2 r ))
. Induction on Theorem 5.1 implies 1 − (1, 2) )), where e is some self-equivalence of ΣX ∧ X and (1, 2) is the map switching coordinates in ΣX ∧X. If k = j then the twist map (1, 2) implies by parity that ψ k • Ωθ k Ω2. If k < j then (suppressing dimensional parameters so 1 − (1, 2) )).
By Lemma 5.3, ψ j factors through h j and so
But θ k begins by using i k to include P
while ψ j begins by
. Condition (iii) in the definition of i k implies the inclusion followed by the pinch is trivial. Hence
Using Proposition 3.5 we can define the composite
Theorem 5.5. Let n ≥ 2 and r ≥ 2. Consider the composite
Proof. Since ζ j is defined by a factorization through ψ j we can apply Lemma 5.4. Let : Π 2 −→ Π r be the product of the maps S
Looping in order to multiply through the Hopf maps, Proposition 5.5 implies there is a null homotopy
where i is the inclusion of the bottom cell. For the exponent purposes we have in mind, this sequence of looped maps would suffice. However, it would be optimal if this null homotopy could be delooped. That this is the case is a consequence of the following Lemma, which describes a modularity property for Whitehead products and James-Hopf invariants.
Lemma 5.6. Let X = ΣX where X is connected. Then for k ≥ 2, there is a homotopy commutative diagram
where 1 is the identity map on ΩΣX and µ is multiplication.
Proof. See [W1, 3.12 ].
Corollary 5.7. For n ≥ 2 and r ≥ 2, there is a null homotopy
Some preparatory homotopy fibrations
This section constructs some homotopy fibrations which will be used in Section 7 to determine upper bounds for the homotopy exponent of P 
We wish to translate the null composite of Corollary 5.7 into a corresponding
Lemma 6.3. Let n ≥ 2 and r ≥ 2. 
. Let v and u be the adjoints of ν and µ respectively, and letv andū be the adjoints ofν andμ respectively. We wish to show that v,v] and v,ū] . First, observe that by [N1, §8,9] , anti-symmetry and Jacobi identities hold for [[[u, v] , u], u], and these show that [[[u, v] u, v] , [u, u] ]. Second, observe that [u, u] is homotopic to the composite
where i is the inclusion of the bottom Moore space. By definition, ψ is the composite • ψ ([[[u, v] 
As β [[[u, v] ) is trivial and so we have a homotopy commutative diagram Here we have to back up a step and consider the Whitehead product w 2 on P 4n
(2), as there is no mod-2 Whitehead product [ν,ν] . On the other hand, w 2 is natural with
). This extends so the diagram in Lemma 4.6 is natural.
We can now use this together with Lemmas 4.1 and 4.2 to show that γ can be chosen to factor through τ 1 (S
4n
).
In all cases, then, we have ζ j • Ωs α * for each j ≥ 2. Hence Ψ • Ωs α * .
LetΨ be the composite
Lemma 6.4. For n ≥ 2 and r ≥ 2, there is a homotopy commutative diagram
Proof. It suffices to show that the composite θ : ΩR ). Since Ψ is defined using James-Hopf invariants, the modularity property of Lemma 5.6 implies that
Hence Ψ will factor through T 
Lemma 6.2 implies this is a homotopy fibration of H-spaces and H-maps.
Corollary 6.5. For n ≥ 2 and r ≥ 2, there is a homotopy fibration
Proof. By Corollary 5.7, the composite This implies there is a null homotopic composite S
Recall from Section 5 that the maps θ k were chosen (via the maps i k ) so their adjoints have Hurewicz images -up to perterbation by linearly independent elements -ad
). Now calculations as in [C2] and [CMN1] show that λ * is a homology isomorphism and hence a homotopy equivalence.
gives the pinch map q. Letφ be the composite T
There is a homotopy pullback diagram
The double suspension gives a homotopy fibration
which defines C(n) and χ.
Lemma 6.6. If n ≥ 2 and r ≥ 2 there is a homotopy pullback diagram
Proof. The middle horizontal fibration is from Corollary 6.5. The top horizontal fibration follows as in [CMN2] .
7. An upper bound on the exponent of P {2} is known to have its homotopy exponent bounded above by 8 [W2, 2.34] and is conjectured to have homotopy exponent equal to 4.
Lemma 7.1. For n ≥ 2 and r ≥ 2 there is a homotopy fibration
Proof. Using the maps
By Lemma 6.6, the top horizontal row identifies X as C(n) × Π 2 . 
Proof. The homotopy fibration of Lemma 7.1 leads to a homotopy fibration diagram
where π 1 is the projection onto the first factor. The Theorem follows from the lower leftmost square.
We now move to the even dimensional case, T . Let H be the composition of the second James-Hopf invariant ΩP
with the loop of a pinch map from Σ(P
to P
Lemma 7.4. For n ≥ 2 and r ≥ 2, there is a homotopy pullback diagram
Proof. The naturality of the Hopf map gives a homotopy commutative diagram of second Hopf-invariants
factors throughq by Lemma 6.2. This then determines a map from ΩP
the homotopy pullback X of g r andq.
Restricting to T 2n (2 r ) then gives a homotopy pullback
where the homotopy fiber of H has been identified as S C2, 2.7] , and the pullback defines the map f . Since f is an isomorphism in H 2n ( ) by connectivity, it is a homotopy equivalence since S
In what follows, the product spaces Π i will have an extra dimensional parameter to indicate with which spaces they are associated. For example, Π Lemma 7.5. For n ≥ 2 and r ≥ 2, there is a homotopy fibration
where the lefthand map restricted to S
r−1 . First, by Lemma 7.1 there is a homotopy pullback diagram
By Lemma 6.6, θ factors through S 
The 2-primary Whitehead product is natural with the map P 2n+1 (2
For example, for any 
Since the inclusion S
) is also natural with respect to the maps ω and ρ of Section 2, for each j ≥ 2 we obtain a homotopy commutative diagram
where f j is the composite S
. This is because the naturality of mod-2 r Whitehead products with ω implies there is a homotopy fibration diagram
Since ω is a suspension, Ωω is natural with respect to James-Hopf invariants. In particular, for each j ≥ 2, there is a homotopy commutative diagram
In Section 3 we saw that the inclusions P (2
where g j is the composite S
. By Lemma 6.4 this last diagram also homotopy commutes
Altogether, noting as well that the homotopy fibration of Lemma 7.1 can be modified to give a homotopy fibration S 2n−1
obtain the following Lemma.
Lemma 8.1. For n ≥ 2 and 2 ≤ s < r, there is a homotopy fibration diagram
Corollary 8.2. For n ≥ 2, s ≥ 2, and r−s ≥ 2 there is a homotopy fibration diagram
we have Ω } Ω 4 ω v v n n n n n n n n n n n n
Before pressing on with the application of the previous naturality results to the homotopy exponent of P Remark 8.5. In the odd primary case, [N3] shows that D(n, r) is a retract of 
When r ≥ 4, the homotopy fibration of Lemma 7.1 can be weakened slightly to give a homotopy fibration
Lemma 8.6. If n ≥ 2 and r ≥ 4 then there is a homotopy fibration
where the right hand map projected to the first factor is the thrice-looped composite
Proof. Consider the homotopy pullback diagram We use some of the varying torsion arguments of Section 8 but they alone do not suffice. A new space, to be named K r , makes an appearance and most of this section is concerned with analyzing its exponent before returning to the exponent of T 2n (2 r ).
We begin by affixing torsion parameters to two of the maps of Section 2. Let 1 ≤ s < t. The maps ω and ρ will now be denoted by ω
Lemma 9.1. If r ≥ 2, there is a homotopy fibration
Proof. Consider the homotopy pullback
Since r ≥ 2, we have ρ 2 r+2 • ω r+2 2 * and the Lemma follows.
Define K r by the homotopy pullback diagram
where g r is the map introduced in Section 3. We wish to show that K r has homotopy exponent 2 r+1 provided r ≥ 4. Proof. The factorization of ρ in Lemma 3.3 implies there is a homotopy pullback 
