We prove error bounds in a central limit theorem for solutions of certain convolution equations. The main motivation for investigating these equations stems from applications to lace expansions, in particular to weakly self-avoiding random walks in high dimensions. As an application we treat such self-avoiding walks in continuous space. The bounds obtained are sharper than the ones obtained by other methods.
Introduction
Let φ be the standard normal density in R d , B = {B k } k≥1 be a sequence of rotationally invariant integrable functions, and λ > 0 a (small) parameter. Define recursively
1)
C n = C n−1 * φ + λ n k=1 c k B k * C n−k , n ≥ 1, where c n def = C n (x) dx. δ 0 denotes the Dirac "function". All our (signed) distributions will have densities, except those at index 0. As written above, the sequence C = {C n } n≥0 is not quite recursively defined as the right hand side contains the summand c n B n . The sequence {c n } itself satisfies
2)
where b k = B k (x) dx. Therefore, if λ |b n | < 1 for all n, these equations define the sequence {c n } uniquely, and then, also C is well-defined. We will always assume that we are in this situation.
The main assumption is a decay property of the B n for large n. We will also assume Gaussian decay properties in space which are natural for the applications to self-avoiding walks. The method we present here can probably be adapted to treat situations with less severe decay assumptions in space, but we have not worked that out.
Our main interest is to prove a local central limit theorem for C n /c n under appropriate conditions on B and λ. Of course, the parameter λ can be incorporated into B. However, the approach we follow is purely perturbative. We will give conditions on B, and then state that if in addition λ is small enough a CLT holds.
We use φ as the convoluting factor in (1.1) with C n−1 , so that for λ = 0, C n simply is the normal density with covariance matrix n × identity . At the expense of a few complications, we could also investigate the case where the first summand in (1.1) is C n−1 * S with a rotationally invariant density S. We however feel that this generalization would somehow obscure the main line of the argument. To step out from the rotationally invariant case however leads to new, complicated, and interesting problems which will be presented elsewhere.
The main motivation for our investigation of the equations comes from weakly selfavoiding random walks, as first investigated by Brydges and Spencer in the seminal paper [2] . Their results are for random walks on the d-dimensional lattice Z d , d ≥ 5. In contrast, we investigate weakly self-avoiding random walks on R d with standard normal increments. The model has two parameters λ, ρ > 0, ρ being the range of the interaction, and λ the strength. We set I ρ (x) def = 1 {|x|≤ρ} , and if x = (x 1 , . . . , x n ) ∈ R d n , and 0 ≤ i < j ≤ n, we set U ρ ij (x) def = I ρ (x j − x i ), where x 0 = 0. Then, for 0 ≤ λ ≤ 1, define the probability measure P n,λ,ρ on R d n by its density with respect to Lebesgue measure:
p n,λ,ρ (x) = 1 Z n,λ,ρ Z n,λ,ρ is the usual partition function, i.e. the norming factor which makes p n,β,ρ into a probability density. The main interest is to prove a central limit theorem for this measure, in the simplest case for the last marginal measure. It is convenient to consider first the unnormalized kernel C SAW n (x) , x ∈ R d , which is defined to be the last marginal density of Z n,β p n,β,ρ (x), i.e.
By a lace expansion, the C SAW n satisfy an equation
where the kernels Π k describe the interactions through the weak self-avoidance. The Π k are complicated functions and are hard to evaluate precisely. However, one crucial property is that the leading order decay is the same as that of the C SAW k . It therefore looks natural to write Π k = λc SAW k B k , and one seeks for condition on the B k ensuring a CLT for solutions of (1.1). We can then apply the central limit theorem obtained for (1.1), Theorem 2.2, provided we can check the conditions on the sequence B. The theorem we obtain as a corollary of Theorem 2.2 is
b) The theorem does not give a local CLT as at x = 0 both φ nδ (0) and the bound are of order n −d/2 . A moments reflection however reveals that there cannot be a local CLT as the starting point keeps to have a noticeable influence on C n (x) /c n for points x at distance of order 1 from the origin. However, our bound proves
So the result comes as close as possible to a local CLT.
c) The summation up to ⌈n/2⌉ is somewhat arbitrary, and can be replaced by ⌈αn⌉ for any α ∈ (0, 1) , adapting K. In fact, for 0 < α < 1
We have chosen α = 1/2 for convenience. The second summand however is important and it takes care of the failure of the local CLT for x near the origin.
Self-avoiding random walks in continuous space have never been investigated, to our knowledge. For our approach, continous space is actually more convenient than the lattice. The method we use is the one developed originally in the thesis of Christine Ritzmann [3] , [1] , but there are a number of improvements, generalizations, and simplifications presented here.
There is a huge literature on the lace expansions and applications to many types of models. For a survey of the state of art around 2006, see [4] , but there were still many developments since then. The emphasize here is to present an elementary and completely self-contained proof of a sharp CLT for solutions of (1.1), together with the perhaps simplest possible application. No knowledge of earlier versions of lace expansions or [3] are assumed.
The basic analysis of (1.1) here is independent of the application to self-avoiding walks, and goes through in all dimensions.
Main results
We fix some notations: N is the set of natural numbers {1, 2, . . . , } and N 0 def = N∪ {0} . For t > 0, φ t is the centered normal density in R d with covariance matrix t × identity. We write φ for φ 1 . For a ∈ R we write a for the sequence identical to a.
We typically drop * for the convolution, so we just write AB instead of A * B for two integrable functions A, B.
We write C * R d for the set of continuous, integrable functions f : R d → R, vanishing at ∞, which are of the form f (x) = f 0 (|x|) for some continuous function f 0 : [0, ∞) → R. We also write C + * R d for the strictly positive ones. Occasionally, we simply write C * and C + * . Here are the conditions we need for B:
We assume that the functions B m ∈ C * R d are dominated in absolute value by functions Γ m ∈ C + * R d which satisfy the following conditions:
B1 There exist numbers χ n (s) > 0, 1 ≤ s ≤ n, satisfying χ n (s) = χ n (n − s) , and for some constant
B2 There exists a constant K 2 > 0 such that for t ≤ s ≤ 2t one has
B3 There exists K 3 > 0 such that for m ≤ t, m ∈ N, t ∈ R + , k = 0, 1, 2, one has
4)
where
A simple example where the conditions are satisfied is Γ n = n −a φ n/2 , a > 2, but unfortunately, the application to self-avoiding walks needs a slightly more complicated choice, as will be discussed later.
We occasionally use γ n instead of γ (0) (n) . We remark that under the above condition, one has for
We formulate our basic result:
We fix an arbitrary positive ε > 0, and write
with δ defined below in (2.16).
In the rest of this section, we will use L as a positive constant, not necessarily the same at different occurences, which may depend on d, ε, K 1 − K 6 , but not on n, λ.
Let
Because of (2.3) and (2.5) we have 
10)
In the example Γ n (x) = n −a φ n/2 (x) , 2 < a < 3, one has ζ 1 (n) = const ×n 3−a , ζ 2 (n) = const ×n 2−a , and therefore ζ (n) = const ×n 2−a , and therefore
giving a local CLT with error estimate. For a > 3, we get
As remarked above, this Γ n cannot work for the application to self-avoiding walks, and in fact, a pure local CLT is not possible in that case. A first question we address is about the behavior of the sequence {c n } :
Proposition 2.3 Assume Condition 2.1 and let c be the sequence defined by (1.2). Then if λ is small enough the following holds:
a) There exists a unique µ > 0 such that
Remark 2.4 a) Plugging the expression (2.12) into (1.2), we see that a = {a n } n∈N 0 satisfies a 0 = 1, and a n = a n−1 − λa n−1
Proof of Proposition 2.3. Let l 1 (N) be the Banach space of absolutely summable sequences x = {x n } n∈N , and l γ (N) be the set of sequences with
, · γ is a Banach space, too, and by (2.5), l γ ⊂ l 1 , and the embedding is continuous. The linear map s :
We also define the affine mapping S :
. We define two mappings ψ 1 , ψ 2 from l 1 (N) to the set of sequences with index set N. ψ 1 (x) 1 = ψ 2 (x) 1 = 0, and
Similarly, for n ≥ 2, by resummation
In the first summand, we estimate
where we have used (2.6), and where δ (s, t) is the number of indices j satisfying 1
, and using (2.1), we get for the first summand of (2.15) an estimate ≤ L x γ x − y γ γ (n) . In a similar way, we get for the second summand an estimate ≤ L 1 + y γ x − y γ γ (n) and therefore
From that and ψ (0) ∈ l γ , it follows that ψ maps l γ continuously into itself, and furthermore, if λ is small enough, by the Banach fixed point theorem, the iterates ψ n (0) converge in l γ to an element ξ with ξ γ ≤ Lλ which is a fixed point of ψ. If we write η
then it is readily checked, using the fact that ξ is a fixed point of ψ, that the sequence {η n ̟ n } satisfies (1.2), and therefore it is this sequence. So it follows that ̟ = µ, and µ −n c n satisfies the properties listed in a)-c).
Let f = {f n } be a sequence of functions in C + * which satisfy lim n→∞ sup x f n (x) = 0. For any sequence g = {g n }, g n ∈ C * define
, and write B f def = {g : g f < ∞} which equipped with · f is a Banach space. As B m ∈ C * , the "covariance" matrix satisfies
, and by Conditions 2.1 (2.5), the following number is well defined (for small enough λ)
By choosing λ > 0 small enough, we can achieve that
and also 1/2 ≤ a n ≤ 3/2, ∀n, which we assume henceforward. Let C be the solution of (1.1). We put A n def = C n µ −n where µ is given by (2.12). This sequence satisfies A 0 = δ 0 and
Then a n = A n (x) dx, and A n /a n = C n /c n . Proof of Theorem 2.2. Evidently, the statement is the same (given Proposition 2.3) as to bound |A n (x) − a n φ nδ (x)| in the same way.
We define an operator Ψ on sequences of functions
From that it follows that if A satisfies A 0 = δ 0 and (2.18), then Ψ (A) = A, and vice versa: If A 0 = δ 0 , and A satisfies the fixed point equation, then (2.18) follows by induction on n.
We consider the Banach space (B f , · f ) where
We apply Lemma 3.2 and Lemma 3.1, (3.5), we see that
We therefore conclude that for small enough λ > 0 the iterates Ψ n (E) converge to a a fixed point which we know has to be the sequencs A, which therefore satisfies A − E f ≤ Lλ. So, we have proved the theorem.
Technical Lemmas
We recall some properties of the semigroup {φ t }. Of course, φ t (x) = t −d/2 φ x/ √ t . We often writeφ t for the derivative in t, and we write ∂ i φ t for the partial derivatives in x i , and ∂ 2 ij φ t for the second partial derivatives, etc. We also write ∆φ t
ii φ t , as usual. We will often use the heat equationφ t = 1 2 ∆φ t . The partial derivatives in x of φ are all of the form pφ for a polynomial in x whose exact form is of no concern for us. Here are some elementary properties we will use:
• If p is any polynomial in x, then for any ε > 0, there exists C ε,p > 0 such that
From this, see that derivatives in x of k-th order of φ t (x) are bounded by C ε,k t −k/2 φ t(1+ε) (x) , and derivatives in t of k-th order are bounded by C ε,k t −k φ t(1+ε) (x) . 
with f n given by (2.20)
Proof. Using (2.12) and (2.13), we can rewrite ∆ (k, j) as
We use the convention
As {a m } is bounded, we can estimate
From that we see that (3.4) and (3.5) hold for ∆ 2 instead of ∆, and so it remains to check these inequalities for ∆ 1 :
To estimate X 1 , we use a Taylor approximation:
where E θ refers to an expectation under the probability measure with density 4 (1 − θ)
is the fourth derivative of φ at z in the direction y. For the error term, we use (2.4) (for m ≤ k/2): The third summand on the right hand side is by (2.17) ). Furthermore
So we get
The choice of δ was made such that the expression in square brackets is 0 if we extend the sum to ∞. Therefore, we get
For X 2 , we simply use φ (k−1)δ+1 = φ kδ + O λk −1 ψ k , and Proposition 2.3 c) to get
and in a similar fashion, we get
Using these estimates for X 1 , X 2 , X 3 , we get
i.e. the estimate (3.4) for ∆ 1 , and (3.5) is evident, too:
Lemma 3.2 Assume Condition 2.1 and let
Proof. Recall (2.20), write f 1 (n) for the the first of the two terms of f n , f 2 (n) for the second, and similarly, we split κ (n) = κ 1 (n) + κ 2 (n) .
If we fix j − s = k, then if k ≤ (n − r) /2, there are evidently only k possible pairs (j, s) satisfying the condition, and if k ≥ (n − r) /2, this number is at most n − r − k. Therefore we get
So we have proved
For the summands with j − s ≤ [n/2] we have by (2.4)
2 ψ n and by (2.9) ζ (n − j) ≤ Lζ (n) , so we get for this part of the sum on the rhs
For the summands with j − s > [n/2] , we get, by substituting k for n − j + s that this part of the rhs of (3.7) is ≤
so that we have proved
is proved in a similar way. Finally, it remains
The summation over j ≤ n/2 is ≤ Lζ (n) j ζ (j) /j ≤ Lζ (n) by (2.9), and the summa-
Combining (3.6), (3.8), (3.9), and (3.10) proves the claim.
4 Application to weakly self-avoiding walks. Proof of Theorem 1.1
We change our convention concerning the generic constant L: For the rest of the paper it denotes a constant which may depend only on the dimension d:
We derive Theorem 1.1 by applying the main Theorem 2.2 with
where L 1 is from (4.18) and L 2 from (4.22) below. Proof. B2 and B4 are readily checked. B1:
Γ n+m , which proves B1. B3: We use the fact that |y| 2k φ j ≤ Lj k φ 3j/2 for j ∈ N and k = 0, 1, 2. Therefore,
With this choice of Γ, we haveζ (n) = O (r n ) , r n from (1.7), and therefore the bound in Theorem 2.2 is
In order to prove Theorem 1.1 we have to show that the connectivity function in (1.5) satisfies the recursion in (1.6). This is done in Section 4.1. Finally, we have to show that the B n 's, defined through Π n = λc SAW n B n , are bounded from above by the Γ n sequence in (4.1). This is the content of Section 4.2.
Definition of the Lace Functions
This section contains standard material on the lace expansion adapted to the model in continuous space.
Given an interval I = [a, b] ⊂ Z of integers with 0 ≤ a ≤ b, we refer to a pair {s, t} (s < t) of elements of I as an edge. To abbreviate the notation, we write st for {s, t}. A lace ℓ = {s 1 t 1 , . . . , s N t N } on [0, n], with s 1 = 0, t N = n, satisfies s i < t i−1 , i = 2, . . . , N, and t i ≤ s i+2 , i = 1, . . . , N − 2. We can describe the lace by the interdistances m 1 , . . . , m 2N −1 between the points s i , t i ordered increasingly, 
For the moment, we need G only at integer values, but the more general situation is needed below. Given a connected graph Γ on [a, b], the following prescription associates to Γ a unique lace ℓ Γ . The lace consists of edges s 1 t 1 , s 2 t 2 , . . . , with t 1 , s 1 , t 2 , s 2 , . . . determined (in that order) by
Given a lace ℓ, the set of all edges st / ∈ ℓ such that ℓ ℓ∪{st} = ℓ is denoted C(ℓ). Edges in C(ℓ) are said to be compatible with ℓ. With this formalism, we can expand the product in (1.3), obtaining
We also define an analogous quantity, in which the sum over graphs is restricted to connected graphs, namely,
Recalling (1.4), this allows us to define the lace functions, which are the key quantities in the lace expansion:
for any n ≥ 1 and x n ∈ R d . The identity (1.6) is shown in the following lemma.
Lemma 4.2
For n ≥ 1,
Proof. It suffices to show that for each path x we have (suppressing x in the formulas):
(4.9)
Then (1.6) is obtained after insertion of (4.9) into (1.5) followed by factorization of the integral over x. To prove (4.9), we note from ( 
With (4.7) this proves (4.9). We next rewrite (4.8) in a form that can be used to obtain good bounds on Π n (x). First, splitting the sum over Γ ∈ G [a, b] according to the number of bonds in ℓ Γ , we get
Implementing into (4.8), we get a splitting
where Π An important point is that we obtain an upper bound for Π (N ) n by dropping in (4.11) the factors (1 − λU s ′ t ′ ) for all s ′ t ′ which cross an endpoint of any st bond of the lace ℓ. This gives the upper bound (4.12) for N ≥ 2, where C = {C n } . For N = 1, there is the slight modification from "restoring" the 0n bond: Π
(1)
Bounds on the lace function
We need below a slight generalization of the notion in (4.5). Given G t , defined for real t > 0, we define for an additional sequence t = (t 1 , . . . , t 2N −1 ) , Ξ ℓ (G, ρ, t) (x) by replacing m i on the right hand side of (4.5) by m i + t i . Also, given an arbitrary sequence r = (r 1 , . . . , r 2N −1 ) of elements in N 0 , we write
Of course, finally we are interested only in the case where the r i are the "natural" ones from the restriction of the laces, i.e. r 1 = r 2 = 1, r 3 = 0 (if N ≥ 3) etc. We write r (0) for this starting sequence. If t = 0 and r = r (0) , we drop these arguments in the notation. We will need the more general ones in an induction argument. We first state a simple lemma regarding normal densities.
(4.13)
Proof. By Cauchy-Schwarz the left hand side is
which equals the rhs of (4.13) by an elementary computation. Let us fix some more notation. We saw that an N -lace is nothing but a sequencs m = (m 1 , . . . , m 2N −1 ) with i m i = n, and satisfying some restrictions, like m 1 ≥ 1, m 2 ≥ 1, m 3 ≥ 0 . We write r (0) = (1, 1, 0, 1, 0 
Lemma 4.4 If
where r ′ def = (r 3 , r 1 + r 4 , r 2 + r 5 , r 6 , . . . , r 2N −1 ) , t ′ def = (t 3 , t 1 + t 4 , t 2 + t 5 , t 6 , . . . , t 2N −1 ) which both have 2N − 3 components.
In case N = 3, we have x 3 = x 2 . Using the previous lemma for the integration over x 1 , and summing over m 1 , m 2 , m 4 , m 5 , keeping m 1 + m 4 = m ′ 2 , m 2 + m 5 = m ′ 3 fixed, we get for the x 1 -integration and this restricted summation of the above expression a bound 
14)
Γ given by (4.1).
Proof. We choose ν ′ def = 20ν/19. Remark that ν ′′ def = ν ′ + 1/100 < 6/5, and therefore 2ν ′′ /3 < 4/5.
The assumption (4.14) implies
where φ (ν) = {φ νt } . We first want to get rid of the I ρ . In Ξ ℓ φ (ν) , ρ (x) , if all the m i are ≥ 1, we can simply use φ mν (x) ≤ Lφ mν ′ (x ′ ) for |x − x ′ | ≤ ρ ≤ 1 from which we easily get
There is however a complication due to the possibility of having m i = 0 in the summation. Such i have to be odd, and the possibility is not present for m 1 and m 2N −1 . Using the fact that if m i = 0 then m i−1 , m i+1 ≥ 1, we get 
For N = 2, there is t (0) i = 0 for all i = 1, 2, 3 and no integration:
For N ≥ 3, we apply Lemma 4.4. Starting with r (0) and t (0) , we recursively define
Applying the lemma N − 2 times we arrive at (1, 1, 1) . Therefore, the only case where anr i can be 0 is N = 3. Here one estimates by a similar expression as on the right hand side of (4.17) with the only difference that summation over k starts at 0, but instead of φ kν ′ one has φ kν ′ +1/200 . However, for k = 0, one estimates φ , so one gets the same estimate as in (4.17) replacing ν ′ by ν ′′ . As ν ′′ < 6/5, the argument is the same, leading to the desired estimate.
Proof of Theorem 1. jφ jδ(1+ε) .
As sup n |ā n − 1| ≤ Lλ, we haveC n ≤ Lμ n φ nδ(1+ε) (4.19) for λ small enough. AsB k = B k for k < m, we haveC n = C n for n < m. Remark also that by (1. 
