Abstract-This paper studies a constrained optimization problem over networked systems with an undirected and connected communication topology. The algorithm proposed in this work utilizes singular perturbation, dynamic average consensus, and saddle point dynamics methods to tackle the problem for a general class of objective function and affine constraints in a fully distributed manner. It is shown that the private information of agents in the interconnected network is guaranteed in our proposed strategy. The theoretical guarantees on the optimality of the solution are provided by rigorous analyses. We apply the new proposed solution into energy networks by a demonstration of two simulations.
I. INTRODUCTION
In recent years, distributed interconnected multi-agent systems have drawn a large amount of researchers' attention due to their prospects. Of the problems arising in the distributed networked systems, distributed constrained optimization problem (DCOP), in which the feasible solutions are confined to a certain region, appears in various network decision tasks, including optimal resource allocation problem (ORAP) [3] , [12] , [26] - [27] , economic dispatch problem (EDP) in power grids [5] - [12] , and robot motion planning (RMP) in robotic networks [16] , [37] . The goal of the distributed constrained optimization problem over the networked systems is to seek the optimal values for each agent in a distributed way such that the overall cost of operation of the systems is minimized while respecting constraints.
Distributed constrained optimization and consensus problem in multi-agent networks has been extensively studied recently, see [17] , [29] - [35] and references therein. In the optimization problem investigated in the aforementioned works, the agents' task is to cooperatively minimize the total objective cost while honoring constraints and reaching a consensus for all agents. In [17] , Nedić et al. tackle the problem in a discontinuous-time fashion based on a distributed projected subgradient method in which the private information of agents in the interconnected network is not guaranteed. The privacyguaranteed property is also not kept in the proposed strategies presented in [29] - [34] . Our studied problem, which can be found in ORAP, EDP, and RMP, is slightly different that each agent has its own state in the minimizing process. By formulating the problem as our way, the privacy-guaranteed property can be kept during the interaction in the networked systems. In the literature, optimization problems are solved by † P. H. Hoang and H.-S. Ahn are with School of Mechanical Engineering, Gwangju Institute of Science and Technology, 500-712, Gwangju, Republic of Korea. Emails: {phuonghoang,hyosung}@gist.ac.kr numerous discrete-time paradigms [21] , [23] . Thanks to the well-developed continuous-time stability theory and various powerful mathematical tools, the continuous-time optimization has seen a resurgence of interest in recent years [2] - [12] , [28] - [32] , [34] - [35] . The idea of using continuous-time saddle point dynamics to find the optimal value of constrained optimization problem has been recently proposed in the works [19] - [20] . In these works, a dynamical system is constructed to seek saddle points of Lagrange functions yielding the optimal values. The works, however, consider the problem in a centralized way without equality constraints. Note that in distributed approaches, since each agent only knows its own and its neighbors' information, it is considered more challenging.
As mentioned previously, applications of our studied DCOP are ORAP [3] , [12] , [26] - [27] and EDP [5] - [12] . In [3] , [27] , inequality constraints are not of their interests, which is unrealistic in practice, while the objective functions are confined to the quadratic function class in [5] - [8] . In addition, the work [5] does not provide rigorous theoretical guarantees on the optimality of the solution. There are works investigating more general classes of objective function such as strictly convex functions in [10] - [12] . To tackle the EDP, Cherukuri and Cortés [10] propose an algorithm in which they modify the original problem into an equivalent one and assume that there exists one node which can obtain the total load capacity of the power network. Moreover, the coincidence of solutions to the original problem and modified one is guaranteed by examining a parameter, namely ǫ, which is computed by obtaining information of all agents. The strategy presented in [11] also encounters a similar drawback in solving the EDP that the convergence depends on a parameter, namely k, which is global information. Such aforementioned flaws in [10] - [11] make the authors' algorithms seem to be ostensibly distributed. In [12] , a projection-based method is proposed and discussed to tackle the ORAP. The method is non-smooth and may not be beneficial in terms of computation, projections on complicated sets for instance [38] .
In this work, we propose a new fully distributed solution to solve the widely-applied DCOP with affine constraints. We consider to tackle the problem in a distributed and smooth manner with privacy-guaranteed property utilizing the saddle point dynamics idea [19] - [20] , singular perturbation method [24] , and dynamic average consensus algorithm [13] . Moreover, we take advantage of multi-time-scale property of the singular perturbation method [18] , [24] to design our algorithm. In essence, our work that can be considered to be a generalization of ORAP and EDP studies strictly convex cost functions with equality and inequality constraints. By confining the objective functions to strictly convex ones, we can obtain the uniqueness of optimal solutions. Additionally, non-local stability is provided by the proposed algorithm. We rely upon the well-developed singular perturbation theory to provide rigorous theoretical guarantees of our proposed strategy.
The remainder of this paper is organized as follows. In Section II, we provide some notations used throughout this work and for the sake of completeness we briefly present graph theory and dynamic average consensus algorithm used in this paper. We formulate the DCOP in Section III with some assumptions and provide some standard results in convex analysis. Section IV is dedicated to present our distributed solutions along with analyses. We demonstrate the correctness of the new approach by numerical simulations in energy networks in Section V. Section VI ends this paper with conclusions and future directions.
II. PRELIMINARIES
We first present notations and basic concepts. Let R, R ≥0 , R >0 , N, and Z ≥1 correspondingly denote the real, nonnegative real, positive real, non-negative integer, and positive integer numbers. In addition, R n >v denotes the set of all vectors in R n with components greater than the respective components of v ∈ R n . Let I n represent for the n × n identity matrix. A matrix A ∈ R n×n is denoted to be negative definite by A ≺ 0 (resp. semi-negative definite A 0). Let ⊗ represent the Kronecker product operator and the superscript ⊤ denotes a transpose of a matrix or a vector. Let
⊤ ∈ R n , while 0 represents for all-zero-entry vectors with an appropriate dimension. Given a vector x = [x 1 , ..., x n ]
⊤ , x represents for 1 n n i=1 x i . Additionally, ∂f ∂x (y) means the derivative of function f with respect to x, and then replacing the variable x by y.
We continue to present some basic graph theory [16] . A graph is a triplet G = (V, E, A), where V = {1, ..., n} is the node set and E ⊆ V × V is the edge set. The adjacency matrix A = [a ij ] ∈ R n×n is defined as a ij = 1 if node j is connected to node i, else, a ij = 0. The graph is undirected if for every (i, j) ∈ E, (j, i) ∈ E. An undirected graph is connected if there exists a path between any pair of distinct vertices. The neighboring set of agent i is defined as
where D is a diagonal matrix whose i−th diagonal element is equal to n j=1 a ij . We then briefly review the dynamic average consensus algorithm presented in [13] . Let G be an undirected and connected graph and L be its Laplacian matrix. Then, for any constant u ∈ R n , the state of the following system:
with arbitrary initial conditions ξ(0), ζ(0) ∈ R n remains bounded and ξ(t) converges exponentially to
III. PROBLEM FORMULATION
We consider a set of n ∈ Z ≥1 agents communicating over an undirected and connected graph G = (V, E, A). Each agent is represented by a corresponding vertex in the graph. Let x i ∈ R be the state of agent i. The objective function of agent i is measured by f i (x i ) : R → R assumed to be strictly convex and continuously differentiable. Each agent can measure only its own objective function values and the derivative values of the function. The states of agents in the networked system are confined by l ∈ N equality constraints h e (x) = 0, e ∈ H = {1, ..., l}. In addition, agent i has m i ∈ N local inequality constraints g iji (x i ) ≤ 0, j i ∈ G i = {1, ..., m i }. If the set H is empty, i.e., H = ∅, then there is no equality constraint in the networked system. Similarly, G i = ∅ means agent i does not have any inequality constraint. In this work, we assume that the constraints are affine such that
The considered problem can be viewed as a generalization of the EDP [5] - [12] , in which its supply-demand balance is an equality constraint and limit capacity constraints are inequality ones, and the ORAP [3] , [12] , [27] . Compared to [3] and [27] , our work considers inequality constraints which is more challenging. The agents aim to cooperatively minimize the total cost n i=1 f i (x i ) while respecting the constraints. Let
We mathematically state the DCOP as
We define the associated Lagrangian of the optimization problem (1) as
where µ e ∈ R, e ∈ H, λ iji ∈ R ≥0 , i ∈ V and j i ∈ G i , are Lagrange multipliers and
. It is well-known that the Lagrange multiplier λ iji is non-negative [19] - [20] , [21] , [23] . We next present some standard results from convexity and optimization in the literature [19] - [23] . Let x, y ∈ R n and f : R n → R. The following statements are equivalent for
. The DCOP outlined in (1) is said to be satisfied the Slater condition qualification if there exists some feasible primal solution
at which g iji (x * i ) < 0 and h e (x * ) = 0, i ∈ V, j i ∈ G i , and e ∈ H. We now state the following two theorems [19] - [23] which are used in our paper.
Theorem 3.1:
in (2), then x * solves (1). Conversely, if x * is a solution to (1) at which the Slater condition qualification is satisfied, then there exist µ * ∈ R l and λ
is a saddle point for the Lagrangian L(x, µ, λ).
is a saddle point of L in (2) if and only if the following conditions are satisfied for i ∈ V, e ∈ H, and j i ∈ G i :
where
⊤ . The conditions (3a)-(3d) are referred to Karush-KuhnTucker (KKT) optimality conditions [20] , [21] . Moreover, condition (3d) is known as complementary slackness in the sense of λ *
We continue by stating some assumptions in this work. Assumption 3.1: The objective cost function f i , for all i ∈ V, is strictly convex and continuously differentiable.
, h e (x) = 0, e ∈ H} be the feasible set and S * be the set of solutions for the problem (1).
Assumption 3.2:
The set S is nonempty and there exists x ∈ S such that the Slater's condition is satisfied.
Let
⊤ ∈ R n , i ∈ V and j i ∈ G i . For the sake of convenience, we define the sets
Assumption 3.3:
The matrix Ψ has a full column rank. As shown in later that Assumption 3.3 is required to guarantee the uniqueness of saddle point of L in (2) .
Assumption 3.4:
The communication graph G is undirected and connected.
IV. MAIN RESULTS

A. Distributed Solution
To tackle the problem (1) in a fully distributed and privacyguaranteed manner, we propose a solution described in (4)-(6) which operate simultaneously. We would like to estimate the average
, for each i ∈ V and e ∈ H, by the following dynamical equationṡ
where ξ h ie and ζ h ie ∈ R. We also estimate the Lagrange multiplier µ e , for each i ∈ V and e ∈ H, bẏ
where ξ µ ie , ζ µ ie , and µ ie ∈ R. The following is called slow dynamics aiming to seek the optimal value for x i , i ∈ V:
where k
and ǫ is a small real positive number.
Remark 4.1:
The equations (4) and (5), which utilize the average dynamic consensus algorithm mentioned in Section II, are considered as fast dynamics, while (6) is slow dynamics with sufficiently small ǫ ∈ R >0 . As can be seen in (4)- (6), agent i needs only its local information and its neighbors' information; so the proposed algorithm is fully distributed. Furthermore, the strategy also guarantees the privacy; each agent knows only the average estimate during the information exchange. Since µ e is global information, the subsystem (6b) aims to reach a consensus value µ ie = µ je , for all i, j ∈ V. Additionally, it is stated in [19] - [20] that if λ iji has positive initialization, then it stays non-negative.
B. Convergence Analysis
Lemma 4.1: Let L(x, µ, λ) be strictly convex in x and suppose it possesses at least one saddle point (x * , µ * , λ * ). 
Proof:
According to Lemma 4.2, there exists a unique optimal solution x * of (1) and there also exists a saddle point (x * , µ * , λ * ) for L. We then prove this saddle point is unique.
The KKT condition (3a) can be rewritten as We now go further to investigate the convergence of our proposed strategy to the unique solution of (1). Let ǫ tends to 0 and Assumptions 3.4 be satisfied, then ξ µ ie and ξ h ie become instantaneous [24] as discussed in Section II; that is ξ h ie in (4) converges to 
where µ e = 1 n n i=1 µ ie and h e = (7) is globally asymptotically stable.
Proof: We introduce the coordinate transformationx
ie ) = 0 and we also have (3a). Then, (7) can be rewritten as
For the sake of presentation, we also denoteŵ
Inspired by the Lyapunov function proposed in [19] - [20] , we consider the following Lyapunov function:
It is straightforward to see that
. Then the sum of the third and the fourth term of V (ŵ) can be rewritten as
. Taking the derivatives of V (ŵ) along the trajectories of (8) and noticing that
It is worth mentioning that
It is also worth noticing that 2)μ ie =μ je for all i, j ∈ V, e ∈ {1, ..., l}. 
which satisfies the condition (3a). Second, from 3) and the complementary slackness condition λ *
It can also be seen that λ iji ≥ 0 and since
Hence, the largest invariant set in the original coordinate contains elements that satisfy the KKT conditions (3a)-(3d). Then, the largest invariant set in the original coordinate is characterized by 1') x i = x * i for all i ∈ V. 2') µ ie = µ je = µ e = µ * e for all i, j ∈ V, e ∈ H. 3') λ iji = λ * iji , i ∈ V and j i ∈ G i . As proved in Lemma 4.3, the saddle point (x * , µ * , λ * ) is unique. We therefore can conclude that the reduced model (7) is globally asymptotically stable.
Suppose (ξ * ,h ie , ζ * ,h ie ) and (ξ * ,µ ie , ζ * ,µ ie ) in order are equilibrium points of boundary-layer (4) and (5) 
ǫ dξ
ǫ dζ
For the sake of presentation, we denote some variables as follows.
. We can have the concatenated form for (9)- (10) as 
Lemma 4.5: Let Assumptions 3.1-3.4 be satisfied. Additionally, λ iji has positive initialization for all i ∈ V and j i ∈ G i . Then, the origin of the boundary-layer model
is globally exponentially stable, uniformly in (t,v).
Proof:
Let us define an orthogonal matrix
, where u i ∈ R n , U 1 ∈ R n×(n−1) , u ⊤ i u j = 0 and u n = δ1 n , where δ > 0 is a positive constant, i, j ∈ {1, ..., n} and i = j.
and
Define [(ζ 
Hence, in t-time scale
In time t scale, letting ǫ = 0 and due to (16), we can have
Since the matrix A is Hurwitz by Lemma 3 in [20] , the origin of the boundary-layer model (13) is globally exponentially stable, uniformly in (t,v).
The following theorem studies the semi-globally practically asymptotically (SPA) stability [24] of the proposed model. Theorem 4.1: Let Assumptions 3.1-3.4 be satisfied. Additionally, λ iji has positive initialization for all i ∈ V and j i ∈ G i . Then, the system described by (4), (5) and (6) is SPA stable. Proof: Lemma 4.4 points out that the reduced model (7) is globally asymptotically stable. We also have Lemma 4.5 which implies that the origin of the boundary-layer model (13) is globally exponentially stable, uniformly in (t,v). Then, we can apply Lemma 1 in the Appendix of [24] and can conclude that the system described by (4), (5) and (6) is SPA stable.
Roughly speaking, the SPA stability can be interpreted as given a sufficiently large set of initial conditions B I for (x, µ 11 , ..., µ n1 , ..., µ 1l , ..., µ nl , λ) and a sufficiently small neighborhood B N of (x * , µ * 1 , ..., µ * 1 n elements , ..., µ * l , ..., µ * l n elements , λ * ), it is possible to adjust the parameter ǫ so that all solutions starting from the set B I eventually converge to B N . 
V. APPLICATION TO ENERGY NETWORK VIA NUMERICAL SIMULATION
We consider a network of 8 generators communicating over an undirected and connected graph as depicted in Fig. 1 . Let x i be the power generation and x d i be the power demand of node i. Each generator has a generation cost function
It is straightforward to see that the considered quadratic cost function is strictly convex. We set {a 1 , ..., a 8 } = {1, 3, 1, 1, 1, 2, 1, 1}, {b 1 , ..., b 8 } = {−5, −10, −10, −5, −2, −5, −5, −5}, and c i = 0 for all i ∈ V. We now study two cases which can be encountered in real energy networks.
A. Simulation Case 1
We consider the case in which the 8 generators cooperatively minimize the total generation cost function in a distributed manner while satisfying supply-demand balance constraint as . By setting up the scenario, the 8 generators can be divided into 2 clusters; the first cluster has generators 1, 2, and 3, while generators 4, 5, 6, 7, and 8 are in the second one. Each cluster should be able to supply power for it. The simulation results for this case are shown in Fig. 2 and Fig. 3 . As can be seen, by applying our algorithm the generators can find the optimal values to minimize the overall cost of generation, while the supply-demand balance for each cluster is satisfied in Fig. 3 .
B. Simulation Case 2
We suppose that each generator has a lower and an upper limit capacity, i.e., x m i ≤ x i ≤ x M i . The limit generation capacity (in p.u.) at each generator is given by 0.7 ≤ x 1 ≤ 0.9, 0.3 ≤ x 2 ≤ 0.9, 0.4 ≤ x 3 ≤ 0.9, 0.1 ≤ x 4 ≤ 1.0, 0.1 ≤ x 5 ≤ 1.0, 0.1 ≤ x 6 ≤ 1.0, 0.1 ≤ x 7 ≤ 0.9, and 0.1 ≤ x 8 ≤ 0.7. The power demand is given the same as in the simulation case 1. The energy networked system has supply-demand balance constraint
i that the simulation results shown in Fig. 5 demonstrate the correctness. Fig. 4 depicts the optimal power generation seeking. As can be seen in Fig.  4 , the generators' power generations converge to the optimal values while honoring the limit capacity constraints. 
VI. CONCLUSION AND FUTURE WORK
We have presented a distributed algorithm for constrained optimization with affine constraints. The fully distributed algorithm is inspired from singular perturbation, dynamic average consensus, and saddle point dynamics methods. The private information of agents in the networked system is guaranteed because we use the dynamic average consensus protocol to estimate average information in boundary-layer systems. The well-developed singular perturbation theory allows us to provide a rigorous analysis on the non-local stability of our proposed algorithm. As demonstrated in the two simulations, the distributed solution can be applied into energy networks. As a future work, we will consider some uncertainties in exchanged information between neighboring nodes. 
