, Probab. Statist. Group Manchester (23 pp) We first show that a smooth fit between the value function and the gain function at the optimal stopping boundary for a two-dimensional diffusion process implies the absence of boundary's discontinuities of the first kind (the right-hand and left-hand limits exist but differ). We then show that the smooth fit itself is satisfied over the flat portion of the optimal stopping boundary arising from any of its hypothesised jumps. Combining the two facts we obtain that the optimal stopping boundary is continuous whenever it has no discontinuities of the second kind. The derived fact holds both in the parabolic and elliptic case under the sole hypothesis of Hölder continuous coefficients, thus improving upon all known results in the parabolic case, and establishing the fact for the first time in the elliptic case. The method of proof relies upon regularity results for the second order parabolic/elliptic PDEs and makes use of the local time-space calculus techniques.
Introduction
A challenging question in problems of optimal stopping is to establish regularity of the optimal stopping boundary separating the continuation set from the stopping set in the problem. By regularity we mean continuity, Lipschitz/Hölder continuity, differentiability, and/or a higher degree of smoothness. The problem has a long history and we refer to [14] and [7] for further historical facts/details and references.
In this paper we consider a general optimal stopping problem for a two-dimensional diffusion process and focus on the question of establishing continuity of the optimal stopping boundary. This is motivated by the fact that in recent years several specific problems of this kind have appeared in the literature (cf. [6] , [8] , [10] , [12] , [16] , [17] ) and further ones are on their way. Often these papers are motivated by real-world applications where dimension two (or higher) plays a crucial role (cf. [16] , [17] ). This necessitates in establishing general results implying continuity of the optimal stopping boundary that would be applicable in these and similar other problems. Moreover, the known uniqueness arguments [22, Chap. VI-VIII], originally established in [19] and further refined in [11] , extend to this fully two-dimensional case as well (cf. [6] , [8] , [12] , [16] , [17] ) and this enables one to characterise the optimal stopping boundary as the unique solution to a nonlinear integral equation in the class of continuous functions (with the value function being expressed in terms of the optimal stopping boundary itself). This characterisation of the optimal stopping boundary is known to be sufficient for practical purposes of optimal stopping (using Picard iteration for numerics for instance) and higher degrees of regularity can then be studied subsequently as/if needed. The question of continuity is also of interest in itself due to its deep connections to the interplay between probability (stochastic processes) and analysis (differential equations) yielding the combined results presented at the end of the paper.
Despite the fact that continuity of the optimal stopping boundary has been established in quite a few specific optimal stopping problems studied in the literature, often the arguments used are ad-hoc and a more systematic approach yielding general results of this kind has not been fully developed in the literature. An early paper of this kind, addressing higher degrees of regularity, is due to Friedman [14] (see also [3] and [4, Chapter 8] for related results in higher dimensions). A recent paper of this kind, addressing continuity of the optimal stopping boundary, is due to De Angelis [7] . Both papers deal only with the case when the infinitesimal generator of the process is parabolic while in the elliptic case there are only a few isolated examples (see e.g. [6] and [8] among others).
The purpose of the present paper is to fill in this gap in the literature. In contrast to [7] where the method of proof makes use of the adjoint infinitesimal generator and thus requires a higher degree of smoothness on the coefficients, we develop a new method of proof which relies upon regularity results for the second order parabolic/elliptic PDEs and requires only Hölder continuous coefficients. Moreover, unlike [7] we connect the continuity problem to the principle of smooth fit (stating that the first-order partial derivatives of the value function and the gain function coincide at the optimal stopping boundary). The reason for invoking this connection is twofold. Firstly, the smooth fit is known to be a key variational principle with the power of determining the optimal stopping boundary uniquely among all admissible candidates. In the light of this fact we show that the smooth fit itself implies the continuity of the optimal stopping boundary whenever it has no discontinuities of the second kind. Secondly, regularity of the points at the optimal stopping boundary (for the stopping set) is known to imply the smooth fit under further regularity conditions on the process (cf. [9] ). Given that any hypothesised jumps of the first kind correspond to flat portions of the optimal stopping boundary which therefore ought to be regular for the stopping set, we show that the smooth fit itself is satisfied in this setting. To avoid imposing the additional regularity conditions on the process mentioned above, we derive this fact differently by making use of the (semimartingale) local time-space calculus techniques instead. Combining the two facts we obtain that the optimal stopping boundary is continuous whenever it has no discontinuities of the second kind. The derived fact holds both in the parabolic and elliptic case under the sole hypothesis of Hölder continuous coefficients, thus improving upon all known results in the parabolic case, and establishing the fact for the first time in the elliptic case.
More specifically, the paper is organised as follows. In Section 2 we introduce the setting of the problem and explain its background in terms of general hypotheses. These hypotheses are further refined in the following sections. In Section 3 we show that a horizontal smooth fit between the value function and the gain function at the optimal stopping boundary implies the absence of boundary's discontinuities of the first kind (the right-hand and left-hand limits exist but differ). The method of proof in the parabolic case relies upon regularity results for the second order parabolic PDEs that make it possible to calculate the vertical partial derivatives of the value function along the flat portion of the optimal stopping boundary arising from any of its hypothesised jumps. This argument breaks down for elliptic equations due to the existence of the second horizontal derivative in that case. The method of proof in the elliptic case relies upon a trick which makes it possible to apply Hopf's boundary point lemma for elliptic equations in the perpendicular direction to the flat portion of the optimal stopping boundary arising from any of its hypothesised jumps. It is interesting to note that this argument in turn breaks down for parabolic equations due to the absence of an interior sphere condition in that direction. In the parabolic case we also derive a general sufficient condition for the absence of boundary's discontinuities of the first kind that goes beyond smooth fit. In Section 4 we show that a horizontal smooth fit between the value function and the gain function is satisfied over the flat portion of the optimal stopping boundary arising from any of its hypothesised jumps. In essence this can be seen as a consequence of the fact that points at the flat boundary ought to be regular for the stopping set. In this section we develop a different line of argument in the elliptic case and show that this can be also derived under weaker hypotheses from the fact that the first component of the process develops a nontrivial (semimartingale) local time having a square-root growth at zero after starting at the flat boundary. This argument relies upon the change-of-variable formula with local times on surfaces [21] and has been used in an earlier proof of [19, p. 178] when the infinitesimal generator is parabolic. Given that this formula holds for 'semimartingale' surfaces (whose points are not necessarily regular for the stopping set) the local time argument itself highlights an interesting connection between the regularity of boundary points and the existence of a nontrivial local time (cf. [2, p. 216]). The paper concludes with corollaries obtained by merging the results of Sections 3 and 4.
Optimal stopping problem
In this section we introduce the setting of the problem and explain its background in terms of general hypotheses. These hypotheses will be further refined in the next section.
1. We consider the optimal stopping problem
where (X, Y ) is a two-dimensional diffusion process solving
under the probability measure P x,y where
) is a standard two-dimensional Brownian motion. Setting Z = (Z 1 , Z 2 ) := (X, Y ) we see that the system (2.2)+(2.3) can be written in a compact matrix form as follows
where µ = (µ 1 , µ 2 ) denotes the drift vector and σ = (σ 11 σ 12 ; σ 21 σ 22 ) denotes the diffusion coefficient matrix (written as a sequence of two of its rows). We will assume that Z is a unique weak solution to (2.4) so that Z is a strong Markov process with respect to the underlying filtration that makes B a standard two-dimensional Brownian motion. The assumption that Z solves (2.4) is not crucial and on more careful inspection one can see that the results below hold for general continuous (strong) Markov processes with drift µ and diffusion coefficient σ given that the other hypotheses ( on µ and σ ) introduced below are satisfied.
2. The supremum in (2.1) is taken over all stopping times τ of Z = (X, Y ) ( i.e. stopping times with respect to the natural filtration of Z ), or equivalently, over all stopping times τ with respect to a filtration that makes Z a strong Markov process (as in the weak solution description of Z above). All stopping times considered throughout are assumed to be finite valued, and we impose no upper bound on τ in the optimal stopping problem (2.1), i.e. its horizon is infinite unless µ 1 ≡ 1 and σ 11 = σ 12 ≡ 0 (when Z is a time-space diffusion process) in which case the horizon can also be finite. The functional Λ in (2.1) is defined by
where λ is a continuous function with values in [0, ∞) . The real-valued functions G and H are also assumed to be continuous. Under these hypotheses it is known (cf. [22, p. 46] and [24, p. 127] ) that the first entry time of Z into the (stopping) set D where V equals G is optimal in (2.1) provided that G(Z) and H(Z) satisfy mild integrability conditions. This is true for example if λ > 0 and both G and H are bounded but this sufficient condition can be considerably strengthened (see [22] and [24] for details). The (continuation) set where V is strictly larger than G will be denoted by C . The (optimal stopping) boundary between the sets C and D will be denoted by ∂C . Moreover, we will assume that G satisfies in the state space of Z . The process A in (2.6) is assumed to be continuous with A 0 = 0 (under each P x,y ), adapted to the natural filtration of Z , and satisfying that for every z ∈ ∂C and ε > 0 there exist z ∈ b(z, ε) ∩ ∂C and ε > 0 (small enough) such that A is constant (zero) while Z is in b(z , ε ) (throughout the paper b(c, r) denotes the open ball in Euclidean topology with centre at c and radius r ). Itô's formula and the optional sampling theorem imply that (2.6) holds (with
Using the change-of-variable formula with local time on curves/surfaces (see [20] and [21] ) one sees that (2.6) holds with A satisfying the specified conditions (as the integral with respect to a local time) even when G x , G y , G xx , G yy have discontinuities (of the first kind) over finitely many continuous curves which intersect ∂C in b(z, r) at finitely many points for z ∈ ∂C and r > 0 sufficiently small.
3. Due to (2.6) we know that the Bolza formulated problem (2.1) can be reformulated in the Lagrange form (see [22, p. 141] for the terminology). This is obtained by setting (2.9)Ĥ := IL Z G − λG + H and considering the optimal stopping problem
where the supremum is taken over all stopping times τ of Z = (X, Y ) and (x, y) belongs to the state space of Z . From (2.1) and (2.6) we then see that
for all (x, y) in the state space of Z and a stopping time is optimal in (2.1) if and only if it is optimal in (2.10). We thus focus on the optimal stopping problem (2.10) in the sequel. 
which shows that the partial differential operator (2.7) is of parabolic type when det(σ) = 0 and elliptic type when det(σ) = 0 . In the former (parabolic) case there is no restriction in assuming that α ≡ 0 and β ≡ 0 . Indeed, this can be achieved by passage to the canonical equation. For this, consider the characteristic curves equation dy/dx = β/α and (upon assuming that y → (β/α)(x, y) is locally Lipschitz) write down its general solution in the form S(x, y) = c where c is an arbitrary constant. Changing then variables as x = S(x, y) and y = y it can be verified using (2.8) above that the diffusion coefficient matrix of the resulting process Z = (X , Y ) yields α ≡ 0 and β ≡ 0 as claimed. In the latter (elliptic) case there is no restriction in assuming that α ≡ γ and β ≡ 0 . Indeed, this can be similarly achieved by passage to the canonical equation. For this, consider the characteristic curves equation dy/dx = (β ± β 2 −αγ )/α and (upon assuming that y → ((β ± β 2 −αγ )/α)(x, y) is locally Lipschitz) write down its general solution as S ± (x, y) = c ± where c ± is an arbitrary constant. Changing then variables as
can be verified using (2.8) above that the diffusion coefficient matrix of the resulting process Z = (X , Y ) yields α ≡ γ and β ≡ 0 as claimed. We will see in the proof below however that the passage to the canonical equation is not needed in the elliptic case.
5. The optimal stopping boundary ∂C in (2.1) can generally take various shapes and forms. In this paper we will focus on the case when ∂C can be locally represented as the graph of a function b in the state space of Z = (X, Y ) . This fact is known to be satisfied in specific problems of optimal stopping and leads to characterisations of the optimal stpping boundaries as unique solutions to nonlinear integral equations (cf. Section 1). Without loss of generality we will assume that b is a function of the first coordinate x belonging to a (sufficiently small) open interval I . The problem then arises to determine whether the function b is continuous at a given point x 0 in I . The first step in this direction may consist of showing that the function b has no discontinuities of the second kind. In specific optimal stopping problems 
this fact is frequently established by showing that the function b is (locally) monotone or (locally) of bounded variation. The question of finding general conditions under which b has no discontinuities of the second kind at x 0 will not be considered in the present paper (see [14] for general results of this kind). The second step in deriving the continuity of b then reduces to showing that b has no discontinuities of the first kind at x 0 . This amounts to disproving the existence of vertical segments in the state space of Z which form part of the optimal stopping boundary ∂C . Indeed, if b has a discontinuity of the first kind at x 0 , it means that both b(x 0 −) and
] then forms part of the optimal stopping boundary which vertically separates the continuation set C from the stopping set D . Without loss of generality (due to the general sign of µ 1 in the parabolic case) we will assume that the points on the left from the segment locally belong to C and the points on the right from the segment locally belong to D . Renaming x 0 to b (which now denotes a real number and should not be confused with the entire function) this yields a rectangle R : Figure 1 above) and A from (2.10) is constant (zero) while Z is in R . Due to a local character of the continuity question under consideration we will see below that for the latter reason there is no restriction in assuming that A ≡ 0 when referring to the optimal stopping problem (2.10).
6. The problem of showing that b has no discontinuities of the first kind therefore reduces to disproving the existence of a rectangle R with the properties specified above. To this end, in the parabolic case at least, we could also assume thatĤ(z) = 0 for at least one z in {b}× [c, d] . SinceĤ is continuous and the interval [c, d] can be taken arbitrarily small (with c = d ) we see that this assumption is equivalent to assuming that
where we recall that {b}× [c, d] is contained in ∂C . The latter assumption cannot generally be improved in the parabolic case. Indeed, the example discussed in [5, Remark 17] shows that the optimal stopping boundary b can have discontinuities of the first kind whenĤ equals zero on {b}× [c, d] . Moreover, ifĤ is strictly positive at some z ∈ {b}× [c, d] , then the first exit time from a sufficiently small ball with the centre at z would produce a larger value in (2.10) than stopping at once, which contradicts the fact that z belongs to D . This shows that we could also assume thatĤ < 0 in (2.13) but this will not be needed in the sequel.
7. In addition to the regularity hypotheses imposed throughout this section, we will also assume that V is continuous (on R). This fact can normally be established in specific examples of optimal stopping problems without difficulty and the question of specifying general conditions under which the value function V is continuous will not be considered in the present paper.
Recalling that G is continuous we see that this is equivalent to assuming that
where C(R) denotes the family of continuous real-valued functions on R .
8. When the standard regularity hypotheses discussed in this section (including any of the sufficient conditions) are satisfied, we will say that the optimal stopping problem (2.1) is well posed. This will be a standing premise for the rest of the paper. The assumptions (2.13) and (2.14) will always be invoked explicitly in statements of the results below when needed.
Smooth fit implies continuity
Consider the optimal stopping problem (2.1) upon assuming that it is well posed as discussed in the previous section. In this section we show that a horizontal smooth fit between the value function V and the gain function G at the optimal stopping boundary implies the absence of boundary's discontinuities of the first kind.
1. To formulate the results we will first introduce some definitions. For z 1 = (x 1 , y 1 ) and
we define the distance function
where there is no loss of generality in assuming that σ 11 = σ 12 = 0 when det(σ) = 0 . Let S be a subset of IR 2 and let F : S → IR be a function. We say that F is (uniformly) Hölder continuous on S (with exponent p > 0 ) if there exists K > 0 such that
We say that F is locally Hölder continuous on S (with exponent p > 0 ) if for every z ∈ S there exist r > 0 and K r > 0 such that
The family of all (uniformly) Hölder continuous functions on S (with exponent p > 0 ) will be denoted by C p (S) .
2. Parabolic case. If det(σ) = 0 (parabolic equation) then there is no loss of generality in assuming that the infinitesimal generator of Z = (X, Y ) solving (2.2)-(2.4) is given by
as discussed in Section 2 (recall that γ > 0 is given by (2.8) above). Recalling further that
For z ∈ R we define its d σ -distance to the parabolic boundary ∂ p R by
In the sequel we set R 
for q ≥ 0 given and fixed. Note that F from C p,q (R 
for p > 0 given and fixed. Note that this condition is equivalent to
Clearly this is a horizontal smooth fit from the left (which we treat) and one can analogously define (and treat) a horizontal smooth fit from the right. The main result of this section in the parabolic case can now be stated as follows (see also Remark 4 and Corollary 5 below).
Theorem 3. Consider the optimal stopping problem (2.1) when det(σ) = 0 upon assuming that it is well posed so that (2.13) and (2.14) are satisfied. Assume moreover that we have
for some p > 0 with some a < b and
If the horizontal smooth fit holds at (b, e) ∈ ∂C , then the optimal stopping boundary ∂C has no discontinuity of the first kind at b . 
has a unique solutionṼ in C 1,2 (Z) stopped at τ 1 and the optional sampling theorem (recalling also that A from (2.6) stopped at τ 1 equals zero), we find using (3.13) and (3.14) that
where in the final equality we use that e −Λ t∧τ 1V (Z t∧τ 1 )+ Remark 4. It can be shown using the methods/hypotheses from [9] that when µ 1 > 0 at (b, e) ∈ ∂C then the horizontal smooth fit (from the left) holds at (b, e) so that the conclusion of Theorem 3 that the optimal stopping boundary ∂C has no discontinuity of the first kind at b is always satisfied in this case (note that this also follows from (3.20) below sinceV x (b−, e) ≤ 0 andĤ(b, e) < 0 as explained following (2.13) above). Moreover, we will see in Example 12 below that the horizontal smooth fit can break down at (b, e) ∈ ∂C when µ 1 < 0 and the optimal stopping boundary ∂C has a discontinuity of the first kind at b in this case.
The following extract from the proof above addresses all signs of µ 1 simultaneously with no reference to smooth fit being in place.
Corollary 5. Consider the optimal stopping problem (2.1) when det(σ) = 0 upon assuming that it is well posed so that (2.14) is satisfied. Assume moreover that (3.12) holds as stated above and that the following condition is satisfied
for at least one point e ∈ (c, d) . Then the optimal stopping boundary ∂C has no discontinuity of the first kind at b .
Proof. Proceeding as in the proof of Theorem 3 above and evaluating both sides in (3.19) at (b n , e) for b n ↑ b as n → ∞ and e ∈ (c, d) at which (3.20) holds, we find that µ 1Vx = −Ĥ at (b, e) . This conclusion, however, contradicts (3.20) itself and completes the proof. 
Recalling Definitions 1 and 2 above the first main result of this section in the elliptic case can now be stated as follows (see also Corollary 16 below).
Theorem 7.
Consider the optimal stopping problem (2.1) when det(σ) = 0 upon assuming that it is well posed so that (2.14) is satisfied. Assume moreover that we have
for some p > 0 with some a < b(w, r) ) ), and recalling thatV is continuous on R , by the existence and uniqueness result for elliptic equations based on the a priori interior estimates of Schauder type [15, Theorem 6.13, p. 106] we can conclude using (3.22) that the boundary value problem
b and c < d such that [a, b)×[c, d] ⊆ C and {b}×[c, d] ⊆ D , and that either of the two conditions is satisfied
2. Letting τ 1 = inf { t ≥ 0 | Z t ∈ ∂R } denote the first entry time of Z to ∂R , and using exactly the same arguments as in (3.15) above, we find thatV =Ṽ on R and henceV belongs to C
3. Moreover, we claim that , r)) ). These facts show that Hopf's boundary point lemma for elliptic equations (see e.g. [15, Lemma 3.4, p. 34]) is applicable in this setting and hence the outer normal derivative ofV at z = (b, e) must be strictly negative. In other words, we haveV x (b−, e) < 0 which contradicts the assumption that a horizontal smooth fit holds at z = (b, e) . Hence the optimal stopping boundary ∂C cannot have a discontinuity of the first kind at b as claimed.
Remark 9. The proof above shows that the second derivative conditions (3.23) and (3.24) are equivalent to each other when both the horizontal smooth fitV x (b, e) = 0 and the vertical smooth fitV y (b, e) = 0 hold. In view of (3.24) therefore the result of Theorem 7 tells us that the optimal stopping boundary ∂C has no discontinuity of the first kind at b whenever the 'proper' smooth fit holds in the vertical direction at b (i.e.V y (b, e) = 0 butV yy (b, e) = 0 ).
While the second derivative conditions (3.23) and (3.24) can be verified in some specific examples, establishing either of them may also be more challenging in general. For this reason it is desirable to obtain sufficient conditions expressed in terms of the first partial derivatives which are easier to verify. The following theorem derives such sufficient conditions under more regularity on the coefficients in (3.22) above (see also Corollary 18 below).
Theorem 10.
for some p > 0 with some a < ) . Taking the partial derivative ∂ y on both sides of (3.28) we find that 
b and c < d such that [a, b)×[c, d] ⊆ C and {b}×[c, d] ⊆ D , and that either of the two conditions is satisfied
Since α, β, γ ∈ C(R) with α and β being strictly positive we see that the differential operator IL Z is uniformly elliptic on R holds. Finally, it is evident that an interior sphere condition holds at (b, e) ∈ ∂C . These facts show that Hopf's boundary point lemma for elliptic equations (see e.g. [15, Lemma 3.4, p. 34]) is applicable in this setting and hence the outer normal derivative ofṼ at (b, e) must be strictly negative when (3.30) holds and must be strictly positive when (3.31) holds. In other words, we must either haveṼ x (b−, e) =V xy (b−, e) < 0 orṼ x (b−, e) =V xy (b−, e) > 0 respectively. This conclusion, however, contradicts the fact that a horizontal smooth fit holds at (b, e) so that V xy (b−, e) = 0 in both cases due toV ∈ C 2 (R 1 ) . Hence the optimal stopping boundary ∂C cannot have a discontinuity of the first kind at b as claimed.
Remark 11. Note that the result of Theorem 10 implies continuity of the optimal stopping boundary studied in the simpler setting of [8, pp. 15-19] where an ad-hoc argument based on the Feynman-Kac formula was used instead.
The monotonicity conditions (3.30) and (3.31) are usually verifiable in specific examples unless A ≡ 0 in (2.10) when such a verification may be more challenging (due to the presence of local times). In the latter case it may be possible to exploit the (local) convexity/concavity of the value function instead. The following theorem accomplishes that aim by extending the rationale of Theorem 10 to the second partial derivatives (in the vertical direction) under additional regularity on the coefficients in (3.29) above (see also Corollary 19 below).
Theorem 12.
Consider the optimal stopping problem (2.1) when det(σ) = 0 upon assuming that it is well posed so that (2.14) is satisfied. Assume moreover that we have Proof. Arguing in exactly the same way as in the proof of Theorem 10 upon using (3.35) in place of (3.29) we can conclude thatV solves (3.28) and belongs to C ) . Taking the partial derivative ∂ y on both sides of (3.32) we find that 
Arguing in exactly the same way as following (3.33) above, we see that evaluating both sides of (3.39) For instance, if ∂ y (Ĥ/α) in (3.30)/(3.31) or ∂ yy (Ĥ/α) in (3.36)/(3.37) equals zero, and all the terms but the first two on the right-hand side of (3.32) or all the terms but the first three on the right-hand side of (3.38) produce a non-positive/non-negative sum, then on careful examination of the proofs above (by letting ε be zero) one sees that the conclusion of Theorem 10 or Theorem 12 is still valid if one has that ∂ yV in (3.30)/(3.31) or ∂ yyV in (3.36)/(3.37) is strictly positive/strictly negative respectively (note that this also leads to extensions of Corollary 18 and Corollary 19 below using Theorem 12 below).
Regularity implies smooth fit
Consider the optimal stopping problem (2.1) upon assuming that it is well posed as discussed in Section 2 above. In this section we show that a horizontal smooth fit between the value function V and the gain function G is satisfied over the flat portion of the optimal stopping boundary arising from any of its hypothesised jumps. This fact holds in the elliptic case (det(σ) = 0) while the parabolic case (det(σ) = 0) is settled by Corollary 5 as we show first.
1. Parabolic case. If det(σ) = 0 (parabolic equation) and µ 1 > 0 at (b, e) ∈ ∂C then as stated in Remark 4 we know by (3.20) and the result of Corollary 5 that the optimal stopping boundary ∂C has no discontinuity of the first kind at b . The same argument also applies to the case µ 1 = 0 on {b}×[c, d] wheneverĤ = 0 at one point form {b}× [c, d] . We will now show, as indicated in Remark 4, that the horizontal smooth fit can break down at (b, e) ∈ ∂C when (i) µ 1 (b, e) < 0 and (ii) the optimal stopping boundary ∂C has a discontinuity of the first kind at b . In other words, in the absence of a horizontal smooth fit it is possible that the optimal stopping boundary develops discontinuities of the first kind, thus confirming that the two phenomena are intimately related.
Example 12. Consider the optimal stopping problem
where the supremum is taken over stopping times τ of a standard Brownian motion B . (Note that (t, B t ) = (X t , Y t ) for t ∈ [0, 1] in the notation of Section 2 above.) Enabling the process to start at arbitrary points, and making use of the optional sampling theorem, we find that 
for x ∈ IR . This shows that the horizontal smooth fit breaks down at the vertical flat portion of the optimal stopping boundary as claimed.
2. Elliptic case. If det(σ) = 0 (elliptic equation) then a horizontal smooth fit between the value function V and the gain function G is satisfied over the flat portion of the optimal stopping boundary whenever proper in the sense described below. The first step in the proof consists of showing that the first component X of the process Z = (X, Y ) develops a nontrivial local time having a square-root growth at zero after starting at the flat boundary.
Recall that the (semimartingale) local time of X at b in IR is defined by 
where 
for t ≥ 0 with some c > 0 . This shows that
for t ≥ 0 . Using that sup 0≤s≤ct B s ∼ |B ct | ∼ √ ct |B 1 | and taking expectations in (4.9) and (4.11) we find that
for t ≥ 0 with c 1 > 0 and c 2 = 2c/π > 0 . Finally, by the Hölder inequality we find that
for t ≥ 0 . Combining (4.12) and (4.13), and using that P(ρ 1 ≤ t) → 0 as t ↓ 0 , we obtain (4.14) lim inf
This establishes (4.6) and completes the proof.
Remark 14. Note that some precision is needed in the proof (see (4.11) above) to establish the inequality (4.6) since the non-modulus Burkholder-Davis-Gundy inequalities (to be applied to (4.8) or its time-changed version) generally break down for the power one (see [18, p. 540 ]) while we wish to impose no lower or upper bound on σ 2 11 +σ 2 12 globally (thus going beyond uniformly elliptic PDEs). Note also that the known (Burkholder-Davis-Gundy type) inequalities for the semimartingale local times usually contain another supremum (over all b ) under the expectation sign in (4.6) (see [1] ). The lower bound established in (4.6) is of a different kind and cannot be derived from these maximal inequalities. Note that the hypotheses in Theorem 15 differ from the hypotheses of Theorem 7 where a non-trivial rectangle to the right from the boundary point is not assumed to be contained in the stopping set. Adding this hypothesis implies the horizontal smooth fit and therefore can replace it. The same argument applies in the setting of Corollary 8, Theorem 10 and Theorem 12. In this way we obtain the following combined results.
