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Abstract
An important quality criterion of cubature formulae is their algebraic or trigonometric degree of exactness. The invariant
theory is a powerful tool to construct cubature formulae of a given degree. In this paper, a quantitative expression is
established for the classical invariant cubature formulas (ICFs). Motivated by this expression (or structure), we generalize
the concept of ICFs and extend the famous Sobolev’s Theorem on ICFs. The transformations allowed are no longer just
orthogonal transformations. We illustrate the concepts and the constructions of the generalized ICFs by several examples.
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1. Introduction
Evaluation of integrals is a common computational problem occurring in many areas of science
and engineering. Consider the integral
I(f) :=
∫

f(x)w(x) dx; (1)
where the region ⊂Rn and the weight function w(x)¿0. It is often desirable to approximate the
integral I(f) by a weighted sum
I(f) ≈ Q(f) :=
N∑
j=1
wjf(xj); (2)
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where the nodes xj and the weights wj ∈ R are suitably chosen, such that the formula gives a good
approximation for some classes of functions.
An important quality criterion of cubature formulae is their algebraic polynomial degree or trigono-
metric polynomial degree of exactness [1–3,6]. The constructions of cubature formulae with a given
polynomial degree of exactness require the solution of moment equations. More precisely, let Pnd
denote the vector space of all (algebraic or trigonometric) polynomials in n variables of degree at
most d. To construct a cubature formula with polynomial degree d, one has to solve the following
moment equations:
Q(fi) = I(fi); i = 1; 2; : : : ; dim(Pnd); (3)
where the functions {fi} form a basis for Pnd and dim(Pnd) is the dimension of Pnd. Note that the
equations in (3) are nonlinear with respect to the unknown nodes xi and the number of moment
equations can be very large. The higher the desired degree of exactness, the greater becomes the
size of system (3). Note that the number of moment equations for the algebraic degree of exactness
d= 5 and dimension n= 10 is 3003. The huge size of these systems of nonlinear equations makes
their exact solution (or even numerical solution) very diFcult or even not possible.
To overcome the diFculty, Sobolev suggested a powerful method for the constructions of the
so-called invariant cubature formulas (ICFs) using the invariant theory [9], which is possible to
reduce substantially the size of the systems to be solved. The original idea is that because many
integration regions (such as the unit cube, the unit sphere, the unit simplex, etc.) exhibit a high
degree of symmetry, it seems reasonable to look for cubature formulae which share the symmetry
of the integration problem. Many authors have contributed to the constructions of ICFs (see [1,5,10]
and references therein). The constructions of ICFs are still the issues of active research.
In this paper, we establish a general quantitative expression for the classical ICFs, where the
transformations are orthogonal. Motivated by this expression (or structure), we generalize the concept
of ICFs and extend the famous Sobolev’s Theorem on ICFs. The transformations allowed are no
longer only orthogonal transformations. They can be very general. We illustrate the concepts and
the constructions of the generalized ICFs by several concrete examples.
Completely diGerent methods for numerical integration are Monte Carlo methods, quasi-Monte
Carlo methods and Lattice rules (see [7,8]). In Monte Carlo methods the nodes are supposed to be
independent samples of random variables, whereas in quasi-Monte Carlo methods and Lattice rules
the nodes are generated by deterministically deIned mechanisms.
2. Preliminary
In this section we brieJy describe the part of invariant theory needed to understand the sequel
(see [1,5,10] for details). Let G be a Inite group of orthogonal transformations g : Rn → Rn, and
let |G| denote the order of the group.
Denition 1. A set ⊂Rn is said to be invariant with respect to a group G, if  is left unchanged
by each transformation of the group, that is, g() =  for all g ∈ G.
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Denition 2. A function f(x), deIned on , is said to be invariant with respect to a group G, if it
is left unchanged by each transformation of the group, that is, f(g(x)) = f(x) for all g ∈ G. Later
on, for simplicity, g(x) is also written as gx.
Denition 3. The G-orbit of a point x ∈ Rn is the set {gx: g ∈ G}, and is denoted by G(x). The
point x is called the generator of the G-orbit G(x). Obviously, G(x) is invariant with respect to G.
Denition 4. The cubature formula (2) is said to be invariant with respect to a group G, or simply,
G-invariant, if the region  and the weight function w(x) are invariant with respect to G, and if
the set of knots is a union of G-orbits, the knots of one and the same orbit have the same weights.
Let  be a Inite dimensional vector space of functions, which is invariant with respect to G, that
is, ∀f(x) ∈ , and ∀g ∈ G, the relation f(gx) ∈  holds. In practice, we usually take  = Pnd,
because Pnd is invariant with respect to all aFne transformations of space Rn.
The usefulness of invariant theory is highlighted by the Sobolev’s Theorem.
Theorem 5 (Sobolev’s Theorem [9]). Let the cubature formula (2) be invariant with respect to
G. In order that formula (2) be exact for all functions of ; it is necessary and su9cient that
formula (2) be exact for those functions of  which are invariant with respect to G.
Sobolev’s Theorem plays a very important role in the constructions of cubature formulae. Let
(G) denote the vector space of all invariant functions in . Sobolev’s Theorem suggests that we
can look for ICFs that are exact for all functions of  by solving the following reduced system of
nonlinear equations
Q(’i) = I(’i); i = 1; 2; : : : ; dim((G));
where the functions ’i(x) form a basis for (G). A comparison with the system of moment equations
(3) for general cubature formulae shows that the number of nonlinear equations to be solved is
reduced from dim() to dim((G)), and so the systems of nonlinear equations are simpliIed.
It should be pointed out at once that the Sobolev’s Theorem was proved in the case where the
transformations of the group G are orthogonal and linear [9] (or see [5,10]). Our goal in this paper
is to generalize the concepts of ICFs and extend the Sobolev’s Theorem to more general cases.
3. A general structure for classical invariant cubature formulae
In this section G will be supposed to be a group of linear orthogonal transformations. Let us Ix
a point x ∈ Rn, and consider the G-orbit G(x)= {gx: g ∈ G}. The number of diGerent points in the
G-orbit G(x) depends on the given point x.
Denition 6. If y ∈ G(x), and there exist s diGerent transformations (and no more) g(i) ∈ G; i =
1; 2; : : : ; s, such that g(1)x= g(2)x= · · ·= g(s)x= y, then the number s is called the multiplicity of the
point y.
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Lemma 7. All points in the same G-orbit G(x) have the same multiplicity.
Proof. If there is only one point x in the G-orbit G(x), then the conclusion is obvious.
Now assume that there exists y ∈ G(x) with y = x, and suppose that the points x and y have
multiplicities s and t, respectively. We must prove s= t.
Without loss of generality, let g1 be the identity transformation, and
x= g1x= g2x= · · ·= gsx; (4)
y= gs+1x= gs+2x= · · ·= gs+tx; (5)
where gi = gj for i = j; 16i; j6s+ t: From (5), we have
x= g−1s+1gs+1x= g
−1
s+1gs+2x= · · ·= g−1s+1gs+tx: (6)
Obviously, the following t transformations
g−1s+1gs+1; g
−1
s+1gs+2; : : : ; g
−1
s+1gs+t :
are diGerent. Comparing (6) with (4), we have t6s.
On the other hand, (4) yields
y= gs+1g1x= gs+1g2x= · · ·= gs+1gsx: (7)
Note that the following s transformations
gs+1g1; gs+1g2; : : : ; gs+1gs
are diGerent. Comparing (7) with (5), we have s6t.
Hence t = s. This means the points x and y have the same multiplicity.
Denition 8. For a given function f(x), its average value over the group G is deIned as
f(x) =
1
|G|
∑
g∈G
f(gx): (8)
Obviously, based on Lemma 7, the average value f(x) can be rewritten as
f(x) =
1
v
∑
y∈G(x)
f(y):
where v is the number of diGerent points in the G-orbit G(x). Based on Lemma 7 and DeInition
4, we have
Theorem 9. Let the region  and the weight function w(x) be invariant with respect to the group
G. Then the cubature formula (2) is invariant with respect to G if and only if it can be written
in the standard form:∫

f(x)w(x) dx ≈
K∑
i=1
Ci f(yi); (9)
where y1; : : : ; yK form a generator set for the integration formula (9); that is; G(yi) ∩ G(yj) = ∅
for i = j; and G(y1) ∪ · · · ∪ G(yK) = {x1; : : : ; xN}.
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The standard form (9) gives a very simple quantitative structure for the classical ICFs. With this
form in hand, it is natural to generalize the concepts of ICFs to more general cases where the
transformations of G need not be linear orthogonal.
4. The generalized ICFs and generalized Sobolev’s Theorem
In this section we assume that G is an arbitrary Inite group of transformations g: Rn → Rn, where
the transformations need not be linear orthogonal. We also suppose that each transformation g ∈ G
has Jacobian |Jg(x)|. In this case, the concepts of invariance are similar with these of the classical
case in Section 2 (see DeInitions 1–3).
Denition 10. The generalized average value of a function f(x) over the group G is deIned as
f(x) =
1∑
g∈G |Jg(x)|
∑
g∈G
f(gx)|Jg(x)|: (10)
The generalized average value of a function is the weighted average of the function values. Note
that |JE(x)| ≡ 1, where E is the identity transformation (which is surely contained in any group
G), so
∑
g∈G |Jg(x)|¿1, and the generalized average value in (10) is always well-deIned. It is
obvious that if all transformations are linear orthogonal, then |Jg(x)| ≡ 1 for any g ∈ G, and so∑
g∈G |Jg(x)|= |G|. In this case the generalized average value of a function reduces to its ordinary
(arithmetic) average value as deIned in (8).
Illuminated by Theorem 9, we generalize the classical concept of ICFs as follows.
Denition 11. A cubature formula
I(f):=
∫

f(x)w(x) dx ≈ Q(f) (11)
is called a generalized invariant cubature formula (GICF) with respect to the group G, if the region
 and the weight function w(x) are invariant with respect to G and the sum Q(f) can be written
in the form
Q(f) =
K∑
i=1
Ci f(yi): (12)
Note that, for a GICF, the set of knots is still a union of some G-orbits: G(yi); i = 1; 2; : : : ; K ,
but knots belonging to the same orbit may have diGerent weights, this can be seen from (10) and
(12), because the transformations of the group G may have diGerent Jacobians.
We can extend the classical Sobolev’s Theorem to the case of GICFs. We begin with several
lemmas that are needed later on. From the formula for the Jacobian of compound transformations,
we have the following.
Lemma 12. Let G be a <nite group of transformations acting on Rn. Then for all transformations
g; h ∈ G; we have
|Jg(hx)| · |Jh(x)|= |Jgh(x)| ;
where |Jg(x)| is the Jacobian of the transformation g.
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Lemma 13. Let f(x) be a function de<ned on ; then the generalized average value function f(x)
is invariant with respect to the group G.
Proof. For any h ∈ G, according to the DeInition 10 and using Lemma 12, we have
f(hx) =
1∑
g∈G |Jg(hx)|
∑
g∈G
f(ghx)|Jg(hx)|
=
|Jh(x)|∑
g∈G |Jgh(x)|
∑
g∈G
f(ghx)
|Jgh(x)|
Jh(x)
=
1∑
g∈G |Jgh(x)|
∑
g∈G
f(ghx)|Jgh(x)|
=f(x):
Thus, f(x) is invariant with respect to G. In the last step of the above derivation we have used the
fact that if the transformation g runs through all elements of G, then for Ixed h, the collection of
all elements {gh: g ∈ G} coincides with G.
Lemma 14. Let the cubature formula (10) be invariant with respect to G; then the functions f(x)
and f(x) have the same sum and the same integration over the region ; that is;
Q(f) = Q( Nf); (13)
I(f) = I( Nf): (14)
Proof. Based on Lemma 13, the generalized average f(x) is invariant with respect to G, from (12)
for the sum Q(f), we can immediately obtain relation (13).
Next, for arbitrary Ixed g ∈ G, consider the integral
Ig =
∫

|Jg(x)|∑
h∈G |Jh(x)|
f(gx)w(x) dx: (15)
By introducing a transformation of variables y= gx, using the invariance of the region  and the
weight function w(x), we have
Ig =
∫

1∑
h∈G |Jh(g−1y)|
f(y)w(y) dy
=
∫

|Jg−1 (y)|∑
h∈G |Jhg−1 (y)|
f(y)w(y) dy=
∫

|Jg−1 (y)|∑
h∈G |Jh(y)|
f(y)w(y) dy:
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Summing up the left- and the right-hand side of this equality over g ∈ G, we obtain
∑
g∈G
Ig =
∫

∑
g∈G |Jg−1 (y)|∑
h∈G |Jh(y)|
f(y)w(y) dy=
∫

f(y)w(y) dy= I(f):
On the other hand, from (15) and DeInition 10, it follows that
∑
g∈G
Ig =
∫

∑
g∈G |Jg(x)|f(gx)∑
h∈G |Jh(x)|
w(x) dx=
∫

f(x)w(x) dx= I( Nf):
Thus, we have I(f) = I( Nf). This completes the proof.
Now, we are ready to extend the Sobolev’s Theorem.
Theorem 15. Let  be a <nite dimensional space of functions; and let f1(x); f2(x); : : : ; fM (x)
form a basis for . Then in order that the generalized invariant cubature formula (11) be exact
for all functions of the space ; it is necessary and su9cient that formula (11) be exact for each
function of the set {fi(x)}Mi=1.
Proof. If the GICF (11) is exact for fi(x), then
I(fi) = Q(fi); i = 1; : : : ; M: (16)
For any f(x) ∈ , there exist constants k1; k2; : : : ; kM , such that
f(x) =
M∑
i=1
kifi(x):
By taking generalized average value over G on both sides, we have
f(x) =
M∑
i=1
kifi(x):
Because both the functionals I(f) and Q(f) are linear, from (16) it follows that
I( Nf) = Q( Nf):
According to Lemma 14, this is equivalent to
I(f) = Q(f);
that is, the GICF (11) is exact for arbitrary function f(x) of space .
On the other hand, if the GICF (11) is exact for arbitrary function f(x) of , then it is exact
for the basis functions fi(x); i = 1; : : : ; M . Based on Lemma 14, this means that the GICF is exact
for the generalized average value functions fi(x); i = 1; : : : ; M .
Remark. In the classical Sobolev’s Theorem, each fi(x) (i = 1; : : : ; M) is G-invariant and belongs
to . Moreover, any G-invariant function in  can be written as a linear combination of f1; : : : ; fM
[11], so if a classical ICF is exact for f1; : : : ; fM , it is exact for all G-invariant functions in , and
vice versa. Therefore, the classical Sobolev’s Theorem is a special case of our generalized Sobolev’s
Theorem.
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The generalized Sobolev’s Theorem plays a similar role to the classical Sobolev’s Theorem: it
is essential to reduce the size of the system of nonlinear equations by imposing some structure
on the cubature formulae. The transformations allowed in the generalized Sobolev’s Theorem are
no longer just orthogonal transformations. They can be very general. Note that in the generalized
Sobolev’s Theorem the functions f1; : : : ; fM are linearly dependent. Among them the number of
linearly independent functions (denoted by S) may be much smaller than the dimension of . It
is desirable to make the numbers S as small as possible. One way of doing this is to look for an
appropriate group G such that the relation fi = constant holds for as many as possible functions
from the set {fi}Mi=1 (see Examples 1 and 2 below).
Ermakov and Zolotukhin (see [4]) proposed a Monte Carlo procedure for constructing random
interpolatory cubature formulae, which are exact for a given set of functions, and the knots are
distributed with a special probability density function. This procedure is very Jexible and adapt-
able. Combining the generalized Sobolev’s Theorem with the Ermakov–Zolotukhin method, we can
construct (see examples below) the so-called random generalized invariant cubature formulae (i.e.,
GICFs with random generator set), which are exact for a given set of functions.
5. Examples
Example 1. Let  = [ − 1; 1] and f1(x) =
√
2
2 , f2(x) =
√
3
2x, f3(x) =
√
10
4 (3x
2 − 1) (the Irst three
normalized Legendre orthogonal polynomials). Consider the integral I(f) =
∫
 f(x)f1(x) dx. We
shall construct GICFs, which are exact for fi(x); i = 1; 2; 3.
Take G = {E; g2}, where E is the identity transformation, and g2 is deIned by g2x= y(x), where
y(x) =


√
1− x2; x ∈ [− 1; 0];
−
√
1− x2; x ∈ [0; 1]:
(17)
The generalized average value of f(x) over the group G is given by
f(x) =
1
|x|+ |y| [|y|f(x) + |x|f(y)];
where y is deIned by (17). Given the group G as above, it is easy to obtain that
f1(x) = f1(x); f2(x) = 0 and f3(x) =
√
10
4
(3|xy| − 1):
According to the generalized Sobolev’s Theorem, in order that a GICF be exact for fi(x); i=1; 2; 3,
it is suFcient that this GICF be exact for ’1(x):=f1(x) and ’2(x):=(
√
10=2)(3|xy|−1) (normalized).
By solving the following system of equations
w1’i(x1) =
∫

’i(x)f1(x) dx; i = 1; 2;
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with two unknown parameters w1 and x1, we obtain the required GICF∫

f(x)f1(x) dx ≈
√
2 f(x1);
where x1 = 16(±
√
3±√15).
Another method of constructing GICF which is exact for ’1 and ’2 is based on the Ermakov–
Zolotukhin procedure mentioned above. DeIne a random estimator
Q[f; x1; x2] =
√
2
|x2y2| − |x1y1|
[(
x2y2 − 13
)
f(x1)−
(
x1y1 − 13
)
f(x2)
]
;
where y1 = y(x1); y2 = y(x2), and the points (x1; x2) are distributed with density
W (x1; x2) = 458 (|x2y2| − |x1y1|)2:
Note that the estimator Q[f; x1; x2] has the standard form (12) (with two random G-orbits corre-
sponding to generators x1 and x2, respectively) and is unbiased for integral I(f). The corresponding
GICF is exact not only for functions fi(x); i=1; 2; 3; but also for those functions, whose generalized
average value is equal to constant. For example, it is exact for functions of the form
f(x) = (x2 + xy)F(|xy|); ∀F(x) ∈ L2():
Example 2. Let  = [ − 1; 1] and let fi(x) be the normalized Legendre orthogonal polynomial of
degree i − 1; i = 1; : : : ; 6. Consider the same integral I(f) as in Example 1. We shall construct
GICFs, which have algebraic degree 3 and 5, respectively.
Take G = {T 0; T 1; T 2; T 3}, where T is a transformation from  to , deIned by
T (x) =


1=2(x +
√
4− 3x2); x ∈ [− 1;−
√
3=3);
−1=2(x +
√
4− 3x2); x ∈ [−
√
3=3; 0);
−1=2(x −
√
4− 3x2); x ∈ [0;
√
3=3);
1=2(x −
√
4− 3x2); x ∈ [
√
3=3; 1]:
It is important to note that T 2 =−T 0 =−E and T 4 = T 0 =E (E is the identity transformation), thus
the set G is indeed a group [4]. The generalized average value of f(x) over G is given by
f(x) =
1
6(|x|+√4− 3x2) [2
√
4− 3x2(f(x) + f(−x)) + (3|x|+
√
4− 3x2)(f(y) + f(−y))];
where y=T (x). The group G deIned above has a nice property: for any odd function, its generalized
average value over G equals to zero. In particular,
f2k = 0; k = 1; 2; : : : : (18)
Moreover, one can verify that f1(x)=f1(x), and f3(x)=0. So according to the generalized Sobolev’s
Theorem, in order that a GICF has algebraic degree 3, that is, in order that a GICF be exact for
fi; i=1; : : : ; 4, it is suFcient that it be exact for f1(x)=f1(x) (since f2 =f3 =f4 = 0). Therefore,
the GICF with algebraic degree 3 is∫

f(x)f1(x) dx ≈
√
2 f(x1); (19)
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where x1 is an arbitrary point in . This GICF has only one G-orbit G(x1). Note that the GICF
(19) is exact for all odd functions. It is interesting to point out that when x1 = −1; 0 or 1, the
corresponding GICF (19) reduces to the (same) classical well-known Simpson’s rule∫

f(x)f1(x) dx ≈
√
2
6
[f(−1) + 4f(0) + f(1)]:
Now we construct GICF with algebraic degree 5. Let ’1(x) = f1(x) and ’2(x) = f5. It follows
from (18) and from the generalized Sobolev’s Theorem that in order that a GICF have algebraic
degree 5, it is suFcient that this GICF be exact for ’1(x) and ’2(x). The Ermakov–Zolotukhin
procedure leads to the following unbiased Monte Carlo estimator:
Q[f; x1; x2] =
√
2
’2(x2)− ’2(x1) [’2(x2)f(x1)− ’2(x1)f(x2)]; (20)
where the points (x1; x2) are distributed with density
W (x1; x2) = c(’2(x2)− ’2(x1))2;
where c is a normalized constant. Estimator (20) has the standard form (12) (with two random
G-orbits: G(xi); i = 1; 2) and is exact for polynomials up to degree 5. Moreover, it is exact for all
odd functions. An advantage of the Monte Carlo estimator (20) is that it permits a simple statistical
assessment of the integration error.
These examples are simple, but they show the existence of GICFs and illustrate some practical
ways of constructing them.
The concept of GICFs and the generalized Sobolev’s Theorem provide a new possible method for
the constructions of cubature formulae with a given degree of exactness. Of course, the GICFs have
their merits and intrinsic problems. More work is needed to develop practical and eFcient methods
for the constructions of GICFs, especially in high dimensions and for various regions. These are the
topics of ongoing research.
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