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Resumen
Es sabido que el nacimiento del algebra homologica se debio en gran parte a los resulta-
dos que en su tiempo se dieron sobre topologa algebraica generando as las deniciones de
complejos, homologa y homotopa. Durante este trabajo se analiza la generalizacion de un
modulo N -diferencial como en [5], donde el operador diferencial no satisface d2 = 0, sino
dN = 0 para algun entero N  3 jo, en el transcurso de esta discusion se adentra en los
terminos de homologa, homotopa y algebra N -diferencial. El analisis de estos conceptos
esta intimamente relacionada con el q-calculo y sus propiedades por lo que es conveniente
estudiar algunos de sus principales resultados. Por ultimo y con el n de llevar esta teora
a la topologa algebraica, se estudia el complejo de q-simplices, un ejemplo bastante natural
de un modulo N -diferencial y ademas restringiendonos a variedades convexas denimos el
producto conico convexo el cual hace de este N -modulo, un ejemplo de una estructura que
no cumple una regla de Leibniz ingenua.
Palabras clave: Modulo, Homologa, Simplice, operador de borde.
Abstract
It's known that the birth of homological algebra was due largely to results that gave in
its time the algebraic topology generating notions of complexes, homology and homotopy. In
this paper, the generalization of a module N -dierential is treated just like in [5], where the
dirential operator doesn't satisfy d2 = 0 but dN = 0 for some integer xed N  3, in the
course of this discussion we enter into term such as homology, homotopy and N -dierential
algebra.The analysis of these conceptsis closely related to the q-calculus and its properties so
it's advisable to study some of the main results in q-calculus. Finally in order to bring this
theory to algebraic topology, we study the complex of q-simplices, a very natural example of
a N -module and besides if we restrict us to convex manifolds and we dene the conic convex
product then this N -dierential module is an example of a structure with a Leibniz's rule
not naive.
Keywords:Module, Homology, Simplice, Border map .
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1 Preliminares
Los comienzos del q-calculo estan correlacionados con los trabajos de Leonhardt Euler so-
bre la teora de particiones y los trabajos de Carl Gustav Jacobi sobre integrales elpticas.
Recientemente este tema comienza a recibir interes al observarse su utilidad en mecanica
cuantica, por ejemplo el trabajo de R. J. Finkelstein que relaciona la dinamica del atomo de
hidrogeno y la ecuacion de Schrodinger [6].
Durante la seccion 1.1 los esfuerzos van dirigidos a entender las propiedades de los q-numeros,
q-factoriales y los q-combinatorios. Estas deniciones y propiedades nos ayudaran a denir
una regla de Leibniz apropiada para las q-cadenas [1, 2], al nal de la seccion se mostrara que
todo q-numero es invertible, lo cual sera util para analizar los morsmo que aparecen en el
estudio de la homologa del punto.
1.1. q- Numeros
En la historia del q-calculo se observa que los q-numeros han servido como un puente entre
la matematica y la fsica, y su desarrollo en gran parte se ha debido a la relacion entre estas,
en nuestro caso son de vital importancia para asegurar y entender la naturaleza y carac-
tersticas de los N -modulos. Durante esta seccion estudiaremos algunas de sus propiedades
mas relevantes para nuestros objetivos.
1.1.1. [q-Numeros] Sea q 2 C , qN = 1 con q 6= 1, N primo, N  2 y k 2 Z, k  0.
Entenderemos por el k-esimo, q-numero basico la expresion tal que
k = 1 q
k
1 q = 1 + q +   + qk 1
Observe que,
0 = 0
1 = 1
2 = 1 + q
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3 = 1 + q + q2
N = 0
En las mismas condiciones, generamos dos herramientas combinatorias, las cuales seran de
gran utilidad.
1.1.2. [q-Numeros factoriales y combinatorios] Entenderemos por el k-esimo, q-numero
factorial la expresion dada por:
k! = 1  2  3    k
Observe que,
0! = 1
1! = 1
2! = 1 + q
3! = 1 + 2q + 2q2 + q3
4! = 1 + 3q + 5q2 + 6q3 + 5q4 + 3q5 + q6
N ! = 0
Entenderemos por q-numeros combinatorios a las expresiones dadas por: 
k
l

q
= k!
l!k l!
Observe que,
k
0

q
= 1 =

k
k

q
k
k   j

q
=

k
j

q
k
1

q
= k =

k
k   1

q
Lema 1.1.3. Las siguientes relaciones se cumplen, para 1  k  n, m  N   1:
1) m+ n = m+ qmn.
2)
 
n
k

q
+ qk+1
 
n
k+1

q
=
 
n+1
k+1

q
=
 
n
k+1

q
+ qn k
 
n
k

q
.
[Dem.]
i) m+ qmn = 1 + q +   + qm 1 + qm(1 + q +   + qn 1)
= 1 + q +   + qm 1 + qm + qm+1 +   + qm+n 1 = m+ n.
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ii)
 
n
k

q
+ qk+1
 
n
k+1

q
= n!
k!n k! + q
k+1( n!
k+1!n k l!) =
n!
k!n k 1!(
1
n k +
qk+1
k+1
)
= n!
k+1!n k (k + 1 + q
k+1n  k) = n!
k+1!n k (n+ 1) =
 
n+1
k+1

q
De manera similar, para el otro lado de la ecuacion.

Proposicion 1.1.4. Los q-numeros son invertibles en el anillo Z[q].
[Dem.] Observemos que para todo k 2 Z; k > 0 tenemos
kN + 1 = 1+ q +   + qN 1 + qN +   + q2N 1 + q2N +   + q(k 1)N +   + qkN 1 + qkN =
1 + q +   + qN 1 + 1 + q +   + qN 1 +   + 1 + q +   + qN 1 + qkN = qkN = 1.
Por el lema anterior, se obtiene que k + qkk = 2k y en general, si l 2 Z; l > 0 se tiene que
lk + qlkk = (l + 1)k. Ademas como N es primo, existe m 2 Z;m > 0 tal que mk = uN + 1
para algun u 2 Z. Con lo cual 1 = mk = k + qkk + q2kk +    + q(m 1)kk = k(1 + q + q2 +
  + q(m 1)k). Como se deseaba.

2 N-Complejos
El analisis de los modulos diferenciales y de sus grupos de homologa, fue concebido co-
mo una herramienta util para la comprension de aspectos topologicos, de tal manera que
a partir de invariantes algebraicos se pueda tener una idea general de las propiedades del
espacio topologico en cuestion. Y con esa idea en mente, se intenta analizar los complejos
N -diferenciales, para encontrar invariantes que nos den informacion sobre las caractersti-
cas de un espacio topologico dado [5, 7]. Una aproximacion a esta idea son los complejos
N -diferenciales de q-formas de Kapranov, que son una extension polinomica del complejo de
De Rham usual a una raz N -esima de la unidad en C y las q-cadenas simpliciales, siendo
estas una extension de la homologa singular usual [7]. Durante el estudio de los modulos
N -diferenciales y especcamente en el estudio de las q-cadenas es necesario generar correc-
ciones polinomicas con elementos del anillo Z[q], donde qN = 1, q 6= 1 y N 2 Z con N > 0,
estas correcciones nos ayudaran a generalizar conceptos como la regla de Leibniz y homologa
del punto, entre otras.
En este captulo hablaremos sobre los N -complejos, en la seccion 2.1 se daran las deni-
ciones de estructura, de homomorsmo y de homologa. En la seccion 2.2 , daremos algunas
propiedades de la homologa en los N -complejos y discutiremos la nocion de N -homotopa.
Durante la seccion 2.3 se discutiran respectivamente las deniciones de modulo N -diferencial
graduado y de NDGq-algebra. Finalizando en la seccion 2.4 con algunas propiedades de estos
modulos graduados.
2.1. Conceptos
Al tener la nocion de modulo diferencial donde se tiene un endomorsmo d, tal que d2 = 0,
nace de manera natural la inquietud de tener modulos N -diferenciales para N > 2 donde el
endomorsmo d cumple dN = 0, y por supuesto con esto en marcha, ver cual es su utilidad
con respecto a los conceptos que se relacionan con los modulos diferenciales en la topologa
algebraica.
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Sea k un anillo conmutativo con unidad, un modulo M se entendera como un k-modu-
lo (de igual manera para los morsmos).
2.1.1. [Modulos N-diferenciales ] Para N 2 Z con N  2 tenemos,
Un modulo N-diferencial es un modulo E dotado de un endomorsmo d, denominado su
N -diferencial, el cual satisface dN = 0.
Dado dos modulos N-diferenciales (E; d) y (E 0; d0) un homomorsmo de modulos N -
diferenciales de E en E 0 es un homomorsmo ' : E ! E 0 tal que '  d = d0  '.
2.1.2. [Ciclos, bordes y homologa ] Sea E es un modulo N -diferencial con diferencial
d. Para todo entero n con 1  n  N   1 denimos:
Z(n)(E) = Ker(d
n) el conjunto de ciclos.
B(n)(E) = Im(d
N n) el conjunto de bordes.
Observemos que B(n)(E)  Z(n)(E).
Sea x 2 B(n)(E), as existe y 2 E tal que dN n(y) = x por lo que
dn(dN n(y)) = dn(x)
dN(y) = dn(x)
0 = dn(x)
as x 2 Z(n)(E). Por lo tanto H(n)(E) = Z(n)(E)B(n)(E) esta bien denido. Los modulos H(n)(E),
1  n  N   1 seran llamados la homologa de amplitud n de E.
2.1.1. Homomorsmos inducidos
Introduciremos dos homomorsmos importantes en el analisis de las homologas.
Asumamos que N  3 y sea n un entero tal que 1  n  N   2.
2.1.3. [Homomorsmo de inclusion]Como tenemos que Z(n)(E)  Z(n+1)(E) yB(n)(E) 
B(n+1)(E), pues si x 2 Z(n)(E) entonces dn(x) = 0 luego d(dn(x)) = 0 por lo que dn+1 = 0,
as x 2 Z(n)(E).
Y si z 2 B(n)(E) luego existe x tal que dN n(x) = z, as d(x) = y tal que dN (n+1)(y) = z
luego z 2 B(n+1)(E). Lo cual induce un homomorsmo llamado homomorsmo de in-
clusion dado por,
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[i] : H(n)(E)! H(n+1)(E)
[y] 7! [y]
Este homomorsmo esta bien denido, ya que si [x], [x0] 2 H(n)(E) con x 6= x0 y [x] = [x0]
entonces x  x0 2 B(n)(E)  B(n+1)(E).
2.1.4. [Homomorsmo inducido por el diferencial] Observando que dZ(n+1)(E) 
Z(n)(E) y dB(n+1)(E)  B(n)(E), pues si y 2 dZ(n+1)(E) entonces y = d(x) con x 2 Z(n+1)(E)
entonces dn+1(x) = 0 lo que implica que 0 = dn+1(x) = dn(d(x)) y d(x) 2 Z(n)(E).
Y si z 2 dB(n+1)(E) entonces existe y 2 B(n+1)(E) tal que z = d(y), por lo cual hay un
x 2 Im(dN (n+1)) tal que dN (n+1)(x) = y, as z = d(y) = d(dN (n+1)(x)) = dN n(x) luego
z 2 B(n)(E). De esta manera se induce el homomorsmo, llamado homomorsmo induci-
do por el diferencial
[d] : H(n+1)(E)! H(n)(E)
[y] 7! [d(y)]
2.2. Algunas propiedades de modulos N-diferenciales
Es necesario para nuestro estudio la busqueda de analogos para teoremas clasicos de algebra
como lo son el lema de la serpiente o el lema de los cinco, as en esta seccion se tratara de
buscar los comportamientos similares en los modulos N -diferenciales.
Lema 2.2.1. Sea l y m enteros con l  1, m  1 y l +m  N   1. Entonces el siguiente
hexagono Hl;m de homomorsmos
H
(m)
(E)
H
(l+m)
(E) H
(l)
(E)
H
(N m)(E)
H
(N (l+m))(E)H(N l)(E)
1
-
q
)
i
[i]l
[d]m
[i](N (l+m))
[d]l
[i]m
[d](N (l+m))
Hl;m
es exacto.
[Dem.] Observemos que
i) [d]m  [i]l es la funcion cero de H(m)(E) en H(l)(E).
Sea z 2 Z(m)(E) por lo que dm(z) = 0, as dl+m(z) = dl(dm(z)) = dl(0) = 0 luego
z 2 Z(m+l)(E) y [d]m  [i]l[z] = [d]m[z] = [dm(z)] = [0].
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ii) [i](N (l+m))  [d]m es la funcion cero de H(l+m)(E) en H(N m)(E).
Sea z 2 Z(l+m)(E) entonces dl+m(z) = 0 as [i]N (l+m)  [d]m[z] = [i]N (l+m)[dm(z)] =
[dm(z)] y como tenemos que dm(z) 2 B(N m)(E) entonces [dm(z)] = 0.
Como se tiene que [d]m  [i]l = 0 entonces [i]lH(m)(E)  Ker([d]m). Para probar la igual-
dad, sea [z] 2 Ker([d]m) luego z 2 Z(l+m)(E) y dm(z) 2 B(l)(E) as existe c 2 E tal que
dm(z) = dN l(c) luego dm(z)   dN l(c) = 0 por lo que dm(z   dN (l+m)(c)) = 0 con lo cual
tenemos que z   dN (l+m)(c) 2 Z(m)(E) lo que implica [z   dN (l+m)(c)] 2 H(m)(E) y como
dN (l+m)(c) 2 B(l+m)(E), entonces [z   dN (l+m)(c)] = [z] en H(l+m)(E). As [i]lH(m)(E) =
Ker([d]m).
Por otra parte, tenemos [d]mH(l+m)(E)  Ker([i]N (l+m)), ya que [i]N (l+m)  [d]m = 0.
Sea [z] 2 Ker([i]N (l+m)) luego z 2 Z(l)(E) y z 2 B(N m)(E), as z = dm(c) para algun
c 2 E y se tiene 0 = dl(z) = dl(dm(c)) = dl+m(c) luego c 2 Z(l+m)(E) y dm(c) = z, por lo
que [d]mH(l+m)(E) = Ker[i]
N (l+m).
La exactitud del hexagono Hl;m queda completa si consideramos los hexagonos Hm;N (l+m)
y HN (l+m);l y sus respectivas sucesiones
H
(N (l+m))(E) H(N l)(E) H(m)(E) H(l+m)(E)- - -
[i]m [d]N (l+m) [i]l
H
(l)
(E) H
(N m)(E) H(N (l+m))(E) H(N l)(E)- - -
[i]N (l+m) [d]l [i]m
Las cuales son exactas por lo anterior. As el lema queda demostrado. 
2.2.2. [Construccion de un morsmo inducido en homologa ] Sea ' : E ! E 0 un ho-
momorsmo de modulosN -diferenciales. Para este homomorsmo tenemos que '(Z(n)(E)) 
Z(n)(E
0), ya que si z 2 '(Z(n)(E)) entonces existe x 2 Z(n)(E) tal que z = '(x), as que
dn(z) = dn('(x)) = '(dn(x)) = '(0) = 0 luego z 2 Z(n)(E 0). Y ademas, tenemos '(B(n)(E)) 
B(n)(E
0), pues si z 2 '(B(n)(E)) entonces existe x 2 B(n)(E) tal que existe y 2 E 0 con
dN n(y) = x, por lo tanto z = '(x) = '(dN n(y)) = dN n('(y)) luego z 2 B(n)(E).
2.2.3. [Morsmos inducidos en homologa] Con lo anterior el morsmo inducido en
homologa dado por ' : H(n)(E) ! H(n)(E 0) tal que si [x] 2 H(n)(E) entonces '([x]) =
['(x)] esta bien denido para todo n con 1  n  N  1. Y tenemos que las correpondencias
E 7! H(n)(E) son funtoriales conH(n)(') = '. Adicionalmente su relacion con los morsmos
de inclusion y el diferencial son '  [i] = [i]  ' y '  [d] = [d]  '.
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Proposicion 2.2.4. Sea ' : E ! E 0 un homomorsmo de modulos N -difereciales. Supong-
amos que ' : H(1)(E) ! H(1)(E 0) y ' : H(N 1)(E) ! H(N 1)(E 0) son isomorsmos.
Entonces ' : H(n)(E)! H(n)(E 0) es un isomorsmo para todo entero n con 1  n  N 1.
[Dem.] Procederemos por induccion sobre n en la proposicion
P (n) :=00 ' : H(n)(E) ! H(n)(E 0) y ' : H(N n)(E) ! H(N n)(E 0)00 As por hipotesis ten-
emos que P (1) se cumple. Supongamos que se cumple para todo m con 1  m  n, de esta
manera consideremos los siguientes diagramas conmutativos.
H
(N n)(E)
H
(1)
(E)
H
(n+1)
(E)
H
(n)
(E)
H
(N 1)(E)
H
(N n)(E
0)
H
(1)
(E 0)
H
(n+1)
(E 0)
H
(n)
(E 0)
H
(N 1)(E
0)
?
?
?
?
?
?
?
?
-
-
-
-
-
[d]N n 1
[i]n
[d]
[i]N n 1
[d]N n 1
[i]n
[d]
[i]N n 1
'
'
'
'
'
H
(n)
(E)
H
(N 1)(E)
H
(N n 1)(E)
H
(N n)(E)
H
(1)
(E)
H
(n)
(E 0)
H
(N 1)(E
0)
H
(N n 1)(E
0)
H
(N n)(E
0)
H
(1)
(E 0)
?
?
?
?
?
?
?
?
-
-
-
-
-
[i]N n 1
[d]n
[i]
[d]N n 1
[i]N n 1
[d]n
[i]
[d]N n 1
'
'
'
'
'
Cuyas columnas resultan ser exactas, esto al analizar el hexagono Hn;1, as tenemos que por
hipotesis se tiene que ' : H(1)(E) ! H(1)(E 0) y ' : H(N 1)(E) ! H(N 1)(E 0) son isomor-
smos, como por hipotesis de induccion se tiene tambien que ' : H(N n)(E)! H(N n)(E 0)
y ' : H(n)(E) ! H(n)(E 0) son isomorsmos, se tiene por el "lema de los cinco"que
' : H(n+1)(E) ! H(n+1)(E 0) y ' : H(N (n+1))(E) ! H(N (n+1))(E 0) son isomorsmos.

2.2.5. [Morsmo conectante] Construiremos el homomorsmo diferencial asociado a una
sucesion exacta corta 0 ! E  ! F  ! G ! 0. Sea g 2 Z(n)(G), con 1  n  N   1, por
la exactitud en G existe f 2 F con (f) = g tal que (dn(f)) = dn(g) = 0, sin embargo
por la exactitud en F , existe e 2 E tal que (e) = dn(f). Este elemento e cumple que
(dN n(e)) = dN(f) = 0 lo que implica que dN n(e) = 0, es decir e 2 ZN n(E), pues 
es inyectiva. Tenemos entonces que, para todo g 2 Z(n)(G) podemos considerar un unico
e 2 ZN n(E), unicidad obtenida por la unicidad de . De esta manera podemos considerar
el siguiente operador
@ : H(n)(G)! H(N n)(E)
[g] 7! [e]
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el cual generaliza al diferencial usual.
Lema 2.2.6. Sea la sucesion exacta corta 0 ! E  ! F  ! G ! 0 de modulos N-
diferenciales con diferencial @. Entonces para cada entero n con 1  n  N   1, el siguiente
hexagono Hn de homomorsmos
H
(n)
(E)
H
(n)
(F ) H
(n)
(G)
H
(N n)(E)
H
(N n)(F )H(N n)(G)
1
-
q
)
i


@


@
Hn
es exacto.
[Dem.]
I) Im  = Ker @.
Im   Ker @, es decir que @   = 0. Por lo tanto @  [f ] = @[(f)] = [e] con
(e) = dn(f) = 0, como  es inyectiva entonces e = 0.
Ker @  Im . Sea [g] 2 Ker @, es decir g 2 Z(n)(G) y @[g] = [e] con e = dn(e0), como
 es sobre, existe f 2 F tal que (f) = g luego [g] 2 Im  .
II) Im  = Ker .
Im   Ker . Sea e 2 Z(n)(E), entonces   [e] = [((e))] = [0], lo que implica
la contenencia.
Ker   Im . Sea f 2 Z(n)(F ) tal que [f ] = [0], es decir, (f) = dN n(g) para
algun g 2 G, como  es sobre existe f 0 2 F tal que (f 0) = g por lo cual tenemos
que (f) = dN n((f 0)) = (dN n(f 0)), as 0 =    dN n(f 0) = (f   dN n(f 0)) luego
existe e 2 E tal que (e) = f   dN n(f 0), por lo tanto [e] = [f   dN n(f 0)] = [f ]
luego f 2 Im .
III) Im @ = Ker .
Im @  Ker . Sea g 2 Z(N n)(G) tal que @[g] = [e], por denicion de @, se tiene que
(e) = dN n(f) luego   @[g] = [(e)] = [dN n(f)] = [0].
Ker   Im @. Sea e 2 Z(n)(E) tal que [e] = [0], es decir, (e) = dN n(f) con
f 2 F , as (f) 2 G y como tenemos que 0 = ((e)) = (dN n(f)) = dN n((f))
entonces, por la denicion de @, tenemos que @[(f)] = [e] como deseabamos.

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2.2.1. N-Homotopa
El proposito de esta seccion es denir la nocion adecuada, segun [5], de dos homomorsmos
homotopicos sobre modulos N -diferenciales y observar que cumple con lo que tradicional-
mente se tiene [8].
2.2.7. [Homomorsmos homotopicos.] Sean E y F dos modulosN -diferenciales y supon-
ga ;  dos homomorsmos de E en F , diremos que estos homomorsmos son homotopicos
si existe una familia de homorsmos hk : E ! F con k = 0; 1;    ; N   1 tal que
   =PN 1k=0 dN k 1hkdk
Lema 2.2.8. Si  y  son homorsmos homotopicos de modulos N-diferenciales de E en
F , entonces estos homomorsmos inducen el mismo homomorsmo en homologa.
[Dem.]
Tenemos que     = PN 1k=0 dN k 1hkdk, si tomamos z 2 Z(n)(E) obtenemos que (z)  
(z) =
PN 1
k=0 d
N k 1hkdk(z) como dl(z) = 0 para todo l  n entonces
(z)  (z) =Pn 1k=0 dN k 1hkdk(z) = dN n(Pn 1k=0 dn k 1hkdk(z))
Por lo tanto (z)  (z) 2 B(n)(F ), lo que implica el resultado. 
Corolario 2.2.9. Sea E un modulo N-diferenciable. Suponga que existen hk : E ! E
para k = 0; 1;    ; N   1 endomorsmos que satisfacen PN 1k=0 dN k 1hkdk = IdE, entonces
H(n) = 0 para n con 1  n  N   1.
2.3. Modulos N-Diferenciales Graduados y
NDGq-Algebras no ingenuas
Deniremos la version graduada de los modulos N -diferenciales lo que nos permitira entender
las homologas de los modulos N -diferenciales.
2.3.1. [Modulos N-diferenciales graduados] Para N 2 Z con N  2 tenemos,
Un modulo N-diferencial graduado (DG-modulo) es un modulo graduado A con un
morsmo d : A! A de grado 1, denominado su N -diferencial, el cual satisface dN = 0.
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Dado dos modulos N-diferenciales graduados (A; d) y (A0; d0) un homomorsmo ' de
modulos N -diferenciales graduados de grado k, es un homomorsmo de Ap en A
0
p+k tal que
d  ' = '  d.
2.3.2. [Ciclos y bordes] Si A es un modulo N -diferencial graduado con diferencial d. Para
todo entero n con 1  n  N   1 denimos:
1. Z(n)(A) el modulo graduado de ciclos constituido por los modulos Z(n;k)(A) =
Z(n)(Ak) = Ker(d
n : Ak ! Ak n).
2. B(n)(A) el modulo graduado de bordes constituido por los modulos B(n;k)(A) =
B(n)(Ak) = Im(d
N n : Ak+N n ! Ak).
Al igual que en el caso no graduado tenemos que B(n)(Ak)  Z(n)(Ak), para cualquier k en
el conjunto de grados del modulos graduados, lo que motiva la siguiente denicion.
2.3.3. [Homologa] Formamos H(n)(A) el modulo graduado de homologa de ampli-
tud n con formado por los modulos H(n;k)(A) = H(n)(Ak) =
Z(n;k)(A)
B(n;k)(A)
.
2.3.4. [NDGq- Algebras ingenuas y no ingenuas] Una q-algebra N -diferencial graduada
ingenua o una NDGq-algebra ingenua es un algebra graduada E tal que su producto
cumple que  = qdeg() y dotada de un endomorsmo d, denominado su N -diferencial,
el cual satisface dN = 0 y su regla de Leibnitz
d() = d() + q(deg())d()
para todo  y todo  en el algebra, a esta regla de Leibniz la denominaremos ingenua, de
tal manera que una regla sobre el producto que no se comporte de esta forma sea una regla
de Leibniz no ingenua. Diremos que tenemos una NDGq-algebra no ingenua si la regla
de Leibnitz no es ingenua.
2.4. Propiedades de modulos graduados N-diferenciales
Al igual que en el caso no graduado, podemos considerar los homomorsmos inducidos
de inclusion [i] : H(n)(Ak) ! H(n+1)(Ak) o inducido por el diferencial [d] : H(n+1)(Ak) !
H(n)(Ak) su buena denicion se fundamenta en el mismo razonamiento del caso no graduado.
De esta manera, nos preguntamos si tenemos en el caso graduado resultados similares para
los modulos graduados.
Lema 2.4.1. Sea l y m enteros con l  1, m  1 y l +m  N   1. Entonces la siguiente
sucesion de homomorsmos
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H
(m)
(Ap)
H
(l+m)
(Ap) H(l)(Ap m)
H
(N m)(Ap m)
H
(N (l+m))(Ap m l)H(N l)(Ap m l)
H
(m)
(Ap N)

1
-
q
)

)
[d](N (l+m))
[i]l
[d]m
[i](N (l+m))
[d]l
[i]m
[d](N (l+m))
es exacta.
[Dem.] La demostracion de este hecho utiliza las mismas tecnicas del lema 2.2.1 con la
salvedad en el manejo de los grados del modulo. 
3 Un ejemplo de un regla de Leibniz no
ingenua
La homologa singular surge alrededor de 1930 de mano de Lefschetz que dene una teora
de homologa con grupos no libres y es hasta Eilenberg, hacia 1943, que se modican las
deniciones de Lefschetz buscando sortear los inconvenientes de no tener grupos libres, en
este proceso se denen los simplices singulares y las cadenas simpliciales. La homologa sin-
gular surge entonces como una gran herramienta que relaciona invariantes algebraicos con
propiedades del espacio topologico [3]. Con el n de buscar un acercamiento mas general a
estos invariantes denimos las q-cadenas simpliciales, denicion basada en las cadenas sin-
gulares usuales pero relacionadas con q una raz N -esima de la unidad y que para algunos
resultados clasicos, como la homologa del punto, se comportan de manera similar.
Durante este captulo, analizaremos el complejo de q-cadenas, comenzando en la seccion
3.1 con la denicion usual de simplice, caras simpliciales, q-cadenas simpliciales, la deni-
cion del operador de borde y observando que este operador cumple la condicion dN = 0.
Continuaremos en la seccion 3.2 con el estudio de la homologa del punto y nalizaremos con
la seccion 3.3 donde mostraremos que el modulo N -diferencial de q-cadenas con el producto
conico convexo cumple una regla de Leibniz no ingenua.
3.1. q-Analogo Simplicial
En esta seccion, hablaremos del complejo de q-cadenas y de su comportamiento con respecto
al operador de borde, jandonos hacia el nal de la seccion que este complejo con este
operador de borde genera un modulo N -diferencial y que por lo tanto podemos hablar de
homologa sobre un espacio topologico.
3.1.1. [p-Simplice regular] Un p-simplice regular 4p consiste de todos los puntos x 2
Rp+1 tal que :
i. 0  xi  1, para i = 0; 1; 2; : : : ; p
ii.
Pp
i=0 xi = 1
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donde Rp+1 es el espacio euclideo usual y fxig son las coordenadas x 2 Rp+1.
3.1.2. [Funciones lineales en simplices] Una funcion f : 4p ! Rn es una funcion
lineal si existe una funcion F : Rp+1 ! Rn tal que F j4p = f . Si P0; : : : Pp 2 Rn son puntos
arbitrarios entonces existe una unica funcion lineal f : 4 ! Rn tal que f(ei) = Pi, con lo
cual f(x) =
Pp
i=0 xiPi
Como caso particular de estas funciones, consideramos
3.1.3. [Caras simpliciales] Las funciones lineales cj = cjp : 4p 1 ! 4p tal que cj(ei) = ei
si j > i y cj(ei) = ei+1 para i  j con j = 0; 1; : : : ; p. La funcion cj sera llamada la j-esima
cara de 4p. La union de todas las caras de 4p es la frontera de 4p.
Lema 3.1.4. cjp+1c
k
p = c
k
p+1c
j 1
p si k < j.
[Dem.] Procederemos por casos.
Si i < k entonces cjp+1c
k
p(ei) = ei y c
k
p+1c
j 1
p (ei) = ei.
Si k  i < j   1 entonces cjp+1ckp(ei) = cjp+1(ei+1) = ei+1 y ckp+1cj 1p (ei) = ckp+1(ei) = ei+1.
Si j   i  i entonces cjp+1ckp(ei) = cjp+1(ei+1) = ei+2 y ckp+1cj 1p (ei) = ckp+1(ei+1) = ei+2.
Como deseabamos. 
3.1.5. [Simplices singulares] Sea X un espacio topologico. Un p-simplice singular de X
es una funcion continua  = p : 4p ! X, para p  0. Consideremos el conjunto de
p-simplices singulares Sp .
Sp = f : 4p ! X :  continua g
Consideraremos q 2 C tal que qN = 1 con N numero entero primo mayor que 2.
3.1.6. [q-Cadenas simpliciales] Denimos el grupo abeliano libre CSpX generado por el
conjunto de todos los p-simplices singulares con coecientes en Z[q]. As, todo elemento en
CSpX sera denominado una q-cadena simplicial que por denicion cumple que cp =
P
c
con c 2 Z[q].
3.1.7. [q-Operador de borde] El q-operador de borde esta denido por :
@ : CSp(X)! CSp 1(X)
 7! @() =
pX
j=0
qj(cjp);
donde cjp es la j-esima cara de 4p y  : 4p ! X; p  0.
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Lema 3.1.8. Para todo n 2 N el q-operador de borde cumple que
@n() = n! 
X
i1i2:::in
q
P
j ij(ci1p c
i2
p 1 : : : c
in
p (n 1))
[Dem.] Procederemos por induccion sobre n.
i. Observemos el caso n = 2. Tenemos
@2() = @(@()) = @(
pX
j=0
qj(cjp)) =
pX
j=0
qj(@(cjp)) =
pX
j=0
qj
p 1X
k=0
qk(cjp)c
k
p 1
=
pX
j=0
p 1X
k=0
qk+j(cjp)c
k
p 1 =
X
jk
qk+j(cjp)c
k
p 1 +
X
k<j
qk+j(cjp)c
k
p 1
=
X
jk
qk+j(cjp)c
k
p 1 +
X
k<j
qk+j(ckp)c
j 1
p 1
Observe que si consideramos k = j en la segunda sumatoria obtenemos,
@2() =
X
jk
qk+j(cjp)c
k
p 1 +
X
j<k+1
qk+j+1(cjp)c
k
p 1
=
X
jk
qk+j(cjp)c
k
p 1 +
X
jk
qk+j+1(cjp)c
k
p 1
=
X
jk
qk+j(1 + q)(cjp)c
k
p 1 = 2
X
jk
qk+j(cjp)c
k
p 1
como se deseaba.
ii. Supongamos que es cierto para n y observemos n+ 1
@n+1() = @(@n()) = @(n! 
X
i1i2:::in
q
P
j ij(ci1p c
i2
p 1 : : : c
in
p (n 1)))
= n! 
X
i1i2:::in
q
P
j ij(
X
in+1
qin+1(ci1p c
i2
p 1 : : : c
in
p (n 1))c
in+1
p n )
Observe que in+1 varia entre 0 y p  n.
Si Q =
Pn+1
j=1 ij entonces tenemos que
@n+1() = n! 
X
i1i2:::in
X
in+1
qQ(ci1p c
i2
p 1 : : : c
in
p (n 1))c
in+1
p n
= n!  (
X
i1i2:::inin+1
qQ(ci1p c
i2
p 1 : : : c
in
p (n 1))c
in+1
p n
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+
X
i1i2:::in 1in+1<in
qQ(ci1p c
i2
p 1 : : : c
in
p (n 1))c
in+1
p n
+
X
i1i2:::in 2in+1<in 1in
qQ(ci1p c
i2
p 1 : : : c
in
p (n 1))c
in+1
p n +   
  +
X
in+1<i1i2:::in
qQ(ci1p c
i2
p 1 : : : c
in
p (n 1))c
in+1
p n )
Observamos que en cada sumando tenemos
X
i1i2:::ikin+1<ik+1:::in
qQ(ci1p c
i2
p 1 : : : c
in
p (n 1))c
in+1
p n
=
X
i1i2:::ikin+1<ik+1:::in
qQ(ci1p : : : c
ik
p (k 1)c
in+1
p k c
ik+1 1
p (k+1)c
ik+2 1
p (k+2) : : : c
in 1
p n )
Esto por el lema 3.1.4. Por otra parte si hacemos el siguiente reemplazo ij por ij si
j  k a in+1 por ik+1 y ij por ij+1 +1 si j > k. Obtenemos que cada sumando se puede
escribir de la forma
X
i1:::ikik+1<ik+2+1<:::<in+1+1
q
Pk+1
j=1 ij+
Pn+1
j=k+1(ij+1+1)(ci1p : : : c
ik
p (k 1)c
ik+1
p k : : : c
in
p (n 1)c
in+1
p n )
=
X
i1i2:::inin+1
qQ+n (k+1)(ci1p c
i2
p 1 : : : c
in
p (n 1)c
in+1
p n )
Como k =  1; 0; : : : ; n  1 por su construccion entonces
@n+1() = n! 
X
i1i2:::in+1
qQ(1 + q +   + qn)(ci1p ci2p 1 : : : cin+1p n )
= n+ 1! 
X
i1i2:::in+1
qQ(ci1p c
i2
p 1 : : : c
in+1
p n )
Completando la demostracion.

Teorema 3.1.9. @N = 0.
[Dem.] Apartir del lema 3.1.8 y de las propiedades del q-factorial dadas en 1.1.2 se tiene el
teorema. 
Observacion yy 3.1.10. Con el resultado del teorema 3.1.9 tenemos que el complejo q-
simplicial con @, es una modulo N -diferencial, discutidos estos en la seccion 2.1 y por lo
tanto podemos hablar de su homologa.
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3.2. Homologa del punto
Durante esta seccion, consideraremos el espacio X = fxg, el espacio topologico de un solo
punto.
3.2.1. [Cadenas Simpliciales en el punto]
Observe que para cada p 2 Z+ existe un unico simplice regular p : 4p ! X, con lo cual
podemos identicar al grupo CSp(X) con Z[q].
De esta manera, si tomamos @ : CSp(X)! CSp 1(X) entonces
@(p) =
pX
j=0
qj(cjp) =
pX
j=0
qjp 1 = p+ 1p 1
Por lo cual, asignaremos a @ = p+ 1 : CSp(X)! CSp 1(X) .
3.2.2. [Complejo de Cadenas]
Por la forma en que se comportan las cadenas y el borde tenemos el siguiente complejo de
cadenas:
0 CS0(X) CS1(X)       CSN 2(X)    2 3 N   1 0
CSN 1(X) CSN(X)       CS2N 2(X)      1 2 N   1 0
Como n 2 Z[q] es invertible, por la proposicion 1.1.4, entonces cada uno de los homomors-
mos 2; 3; : : : ; N   1 es un isomorsmo
3.2.3. [Homologa del punto ] Con la informacion anterior entonces damos la homologa
del espacio X,
H(X) =

Hr;s(X) = Z[q] si s = r + 1  N   2;
Hr;s(X) = 0 en otro caso
3.3. Producto Conico Convexo
Durante esta seccion trabajaremos con X espacio topologico convexo. Denotaremos para
cada x = (xi)i2Z+ 2 Rn+1 a su norma con jxj =
P
i xi y entenderemos a (x; y) 2 Rn+m+2 con
el vector con x 2 Rn+1 y y 2 Rm+1 .
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3.3.1. [Producto Conico Convexo]
Sean  : 4n ! X y  : 4m ! X simplices regulares. Denimos    : 4n+m+1 ! X su
Producto Conico Convexo como:
  (x; y) = (x; y) =
8><>:
(x) si jxj = 1;
(y) si jyj = 1;
jxj( xjxj) + jyj( yjyj) si jxj 6= 1 ^ jyj 6= 1
Este producto se extendera de manera bilineal para cualesquiera n 2 CSn(X) y m 2
CSm(X).
Una posible representacion graca de este producto, es dada por
Lema 3.3.2. Sean  : 4n ! X,  : 4m ! X y l 2 N con l  minfm;ng entonces se tiene
que
@l() =
lX
k=0
qk(n (l 1)+k)

l
k

q
@l k()@k():
[Dem.] Proceremos por induccion.
i. Consideremos l = 1 entonces
@() =
n+m+1X
i=0
qi()ci =
nX
i=0
qi()ci +
n+m+1X
i=n+1
qi()ci
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=
nX
i=0
qi(ci) +
n+m+1X
i=n+1
qi(ci) =
nX
i=0
qi(ci) +
mX
j=0
qj+n+1(cj)
=
nX
i=0
qi(ci) + qn+1
mX
j=0
qj(cj) = @() + qn+1@()
ii. Supongamos que se tiene para l y observemos el caso de l + 1.
@l+1() = @l(@()) =
lX
k=0
qn (l 1)+k

l
k

q
@(@l k()@k())
=
lX
k=0
qn (l 1)+k

l
k

q
[@l k+1()@k() + qn (l k)+1@l k()@k+1()]
Consideremos el sumando que tiene como factor a @l u()@u+1(), observe que estos
elementos vienen de los pasos u y u+ 1 con 0  u  l luego su coeciente es,
qu(n (l 1)+u)

l
u

q
qn (l u)+1 + q(u+1)(n (l 1)+(u+1))

l
u+ 1

q
= q(u+1)n (u+1)l+u
2+2u+1

l
u

q
+ q(u+1)n (u+1)l+u+1+u
2+2u+1

l
u+ 1

q
= q(u+1)n (u+1)l+u
2+2u+1

l
u

q
+ q(u+1)n (u+1)l+u
2+3u+2

l
u+ 1

q
= q(u+1)n (u+1)l+u
2+2u+1[

l
u

q
+ qu+1

l
u+ 1

q
]
= q(u+1)(n l+(u+1))

l + 1
u+ 1

q
Este ultimo paso por el lema 1.1.3. De esta manera, el coeciente de @l u()@u+1()
es q(u+1)(n l+(u+1))
 
l+1
u+1

q
y evidentemente el termino de @l+1() esta acompa~nado por 
l+1
0

q
luego
@l+1() =
l+1X
k=0
qk(n l+k)

l + 1
k

q
@l k+1()@k():
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Como se deseaba. 
Para  : 4n ! X un simplice singular, notaremos por k a (ek). Y damos una denicion
util para hablar de la regla de Leibniz en q-cadenas simpliciales.
3.3.3. [Truncacion de Newton] Deniremos como Truncacion de Newton al operador
N tal que
N j() =
8<:
@j() si j  n ;
n+ 1! si j = n+ 1;
0 si j  n+ 2
Lema 3.3.4. Sean  : 4n ! X,  : 4m ! X entonces se tienen las siguientes propiedades:
a. @m() = m!
Pm
k=0 q
m kk.
b. @k(@m()) = m+ 1!kN k 1() + qkNm():N k(), si 1  k  n+ 1.
c. @k(@n()) = N k()N n() + qm+2 kn+ 1!kN k 1(), si 1  k  m+ 1.
d. @(@m()@n()) = m+ 1!@n() + qn+ 1!@m().
[Dem.]
a. Proceremos por induccion sobre m.
i. Supongamos que m = 1.
@() =
1X
i=0
qici = 1 + q0
Si m = 2 entonces
@2() = @(@()) = @(
2X
i=0
qici) = @(c0 + qc1 + q2c2)
= @(c0) + q@(c1) + q2@(c2)) = 2 + q1 + q(2 + q0) + q
2(1 + q0)
= 2 + q2 + q1 + q
21 + q
20 + q
30 = (1 + q)[2 + q1 + q
20]
.
ii. Supongamos que se tiene para m y observemos el caso m+ 1.
@m+1() = @m(@()) = @m(
m+1X
k=0
qkck) = @m(
m+1X
k=0
qk01:::bk:::m+1)
=
m+1X
k=0
qk@m(01:::bk:::m+1) =
m+1X
k=0
qk(m!
mX
j=0
qm j kj )
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Donde  kj es 01:::bk:::m+1(ej). Observe que si j < k tenemos que  kj = j, si j  k, se
tiene  kj = j+1. As el coeciente que acompa~na a j es
m!(qm j
X
k>j
qk + qm j+1
X
k<j
qk) = m!qm j(
X
k>j
qk + q
X
k<j
qk)
= m!qm j(
m+1X
i=1
qk) = m!qm j+1(
mX
i=0
qk) = m+ 1!qm j+1
Con lo cual, tenemos
@m+1() = m+ 1!
m+1X
k=0
qm k+1k
b. Procederemos por induccion sobre k.
i. Veamos el caso k = 1.
@(@m()) = @((m!
X
i
qm ii)) = m!
X
i
qm i@(i)
= m!
X
i
qm i( + qi@()) = m+ 1! + q@m()@()
Si k = 2 entonces
@2(@m()) = m+ 1!@() + q@(@m()@())
= m+ 1!@() + q(m+ 1!@() + q@m()@2())
= m+ 1!2@() + q2@m()@2()
ii. Supongamos el caso k y observemos k + 1  n+ 1.
@k+1(@m()) = @(@k(@m())) = @(m+ 1!k@k 1() + qk@m():@k())
= m+ 1!k@k()+ qk@(@m():@k()) = m+ 1!k@k()+ qk(m!
X
i
qm i@(i@k()))
= m+ 1!k@k() + qk(m!
X
i
qm i(@k() + qi@k+1()))
= m+ 1!k@k() + qk(m+ 1!@k() + q@m()@k+1())
= m+ 1!k + 1@k() + qk+1@m()@k+1()
c. Induccion sobre k.
3.3 Producto Conico Convexo 23
i. Veamos el caso k = 1.
@(@n()) = @(n!
X
j
qn jj) = n!
X
j
qn j@(j) = n!
X
j
qn j(@()j+ qm+1)
= @()@n() + qm+1n+ 1!
Si k = 2 tenemos
@2(@n()) = @(@()@n() + qm+1n+ 1!) =
= @(@()@n()) + qm+1n+ 1!@() = @(@()n!
X
j
qn jj) + qm+1n+ 1!@()
= n!
X
j
qn j@(@()j)+qm+1n+ 1!@() = n!
X
j
qn j(@2()j+qm@())+qm+1n+ 1!@()
= @2()@n() + qmn+ 1!@() + qm+1n+ 1!@()
= @2()@n() + qmn+ 1!2@()
ii. Supongamos el caso k y observemos que sucede en el caso k + 1  m+ 1.
@k+1(@n()) = @(@k()@n()) + qm+2 kn+ 1!k@k()
= n!
X
j
qn j@(@k()j) + qm+2 kn+ 1!k@k()
= n!
X
j
qn j(@k+1()j + qm k+1@k()) + qm+2 kn+ 1!k@k()
= @k+1()@n() + n+ 1!qm+1 k@k() + qm+2 kn+ 1!k@k()
= @k+1()@n() + n+ 1!qm+1 k(1 + qk)@k()
= @k+1()@n() + qm+1 kn+ 1!k + 1@k()
d. Observemos
@(@m()@n()) = @((m!
mX
k=0
qm kk)(n!
nX
j=0
qn jj))
= m!n!
mX
k=0
qm k
nX
j=0
qn j@(kj) = m!n!
mX
k=0
qm k
nX
j=0
qn j(j + qk)
= m!
mX
k=0
qm k@n() + qn!
nX
j=0
qn j@m()
= m+ 1!@n() + qn+ 1!@m()
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
Teorema 3.3.5. Sean  : 4n ! X,  : 4m ! X simplices singulares y sea k 2 Z k > 0
obtenemos la siguiente regla
@k() =
kX
j=0
qj(n (k 1)+j)

k
j

q
N k j()N j()
.
[Dem.] Procederemos por induccion sobre k dejando jos am y a n y suponiendo sin perdida
de generalidad que m < n, as debemos considerar los siguientes casos
1. Supongamos que k < m, si este es el caso k  minfm;ng y cada uno de los termi-
nos N k j()N j() es igual a @k j()@j(), lo que nos permite utilizar el lema 3.3.2,
obteniendo lo deseado. Y por la induccion tenemos que es cierto para k  m
2. Procederemos por induccion en k con m < k  n. Observemos el caso m+ 1.
@
m+1
() = @(@
m
()) = @
0@ mX
j=0
q
j(n (m 1)+j)

m
j

q
@
m j
()@
j
()
1A = mX
j=0
q
j(n (m 1)+j)

m
j

q
@(@
m j
()@
j
())
=
m 1X
j=0
q
j(n (m 1)+j)

m
j

q
(@
m j+1
()@
j
() + q
n (m j)+1
@
m j
()@
j+1
()) + q
m(n (m 1)+m)

m
m

q
@(@
m
())
m 1X
j=0
q
j(n (m 1)+j)

m
j

q
(@
m j+1
()@
j
()+q
n (m j)+1
@
m j
()@
j+1
())+q
m(n (m 1)+m)

m
m

q
(@()@
m
()+q
n+1
m + 1!)
Consideramos los coecientes del termino @m+1 u()@u para u 2 f0; 1; : : :m   1g y
obtenemos,
q(u+1)(n (m 1)+u+1)

m
u+ 1

q
+ qu(n (m 1)+u)

m
u

q
qn m+u+1
= q(u+1)n (u+1)m+u
2+3u+2

m
u+ 1

q
+ q(u+1)n (u+1)m+u
2+2u+1

m
u

q
= q(u+1)(n m+u+1)
 
m
u

q
+ qu+1

m
u+ 1

q
!
= q(u+1)(n m+u+1)

m+ 1
u+ 1

q
Reescribiendo, tenemos que
@
m+1
() =
mX
u=0
q
u(n m+u)

m + 1
u

q
@
m+1 u
()@
u
() + q
m(n (m 1)+m)

m
m

q
q
n+1
m + 1!
Como Nm+1() = m+ 1! , N 0() =  y  m
m

q
=
 
m+1
m+1

q
entonces
qm(n (m 1)+m)

m
m

q
qn+1m+ 1! = qm(n (m 1)+m)

m+ 1
m+ 1

q
qn+1Nm+1()N 0()
3.3 Producto Conico Convexo 25
= q(m+1)(n+1)

m+ 1
m+ 1

q
Nm+1()N 0() = q(m+1)(n m+m+1)

m+ 1
m+ 1

q
Nm+1()N 0()
De esta manera,
@m+1() =
m+1X
u=0
qu(n m+u)

m+ 1
u

q
Nm+1 u()N u()
lo que demuestra el caso m+ 1.
Ahora supongamos que se tiene para k y miremos el caso k + 1.
@k+1() = @(@k()) = @
 
kX
j=0
qj(n (k 1)+j)

k
j

q
N k j()N j()
!
Observemos que para k > m+2 los terminos N k j()N j() son nulos luego podemos
considerar
@
k+1
() = @(@
k
()) = @
0@m+1X
j=0
q
j(n (k 1)+j)

k
j

q
Nk j()N j()
1A
= @
0@ mX
j=0
q
j(n (k 1)+j)

k
j

q
Nk j()N j() + q(m+1)(n (k 1)+m+1)

k
m + 1

q
Nk (m+1)()Nm+1()
1A
=
mX
j=0
q
j(n (k 1)+j)

k
j

q
@(Nk j()N j()) + q(m+1)(n (k 1)+m+1)

k
m + 1

q
@
k m
()m + 1!
=
mX
j=0
q
j(n (k 1)+j)

k
j

q
(Nk j+1()N j()+qn (k j)+1Nk j()N j+1())+q(m+1)(n (k 1)+m+1)

k
m + 1

q
@
k m
()m + 1!
Consideramos los coecientes del termino @k+1 u()@u() para u 2 f0; 1; : : :mg y
obtenemos
qu(n (k 1)+u)

k
u

q
+ q(u 1)(n (k 1)+u 1)

k
u  1

q
qn (k u+1)+1
= qu(n k+1)+u)

k
u

q
+ q(u 1)(n (k 1)+u 1)+n (k u+1)+1

k
u  1

q
= qu(n k+u)
 
k
u  1

q
+ qu

k
u

q
!
= qu(n k+u)

k + 1
u

q
Por lo tanto,
@
k+1
() =
mX
u=0
q
u(n k+u)

k + 1
u

q
@
k+1 u
()@
u
()
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+
 
q
m(n (k 1)+m)

k
m

q
q
n k+m+1
+ q
(m+1)(n (k 1)+m+1)

k
m + 1

q
!
@
k m
()m + 1!
Y tenemos que
qm(n (k 1)+m)

k
m

q
qn k+m+1 + q(m+1)(n (k 1)+m+1)

k
m+ 1

q
= qmn mk+n k+m
2+2m+1

k
m

q
+ q(m+1)n (m+1)(k 1)+(m+1)
2
= q(m+1)(n k+m+1)
 
k
m

q
+ qm+1

k
m+ 1

q
!
= q(m+1)(n k+m+1)

k + 1
m+ 1

q
As,
@k+1() =
m+1X
u=0
qu(n k+u)

k + 1
u

q
@k+1 u()@u()
Hemos probado la formula para k tal que 0 < k  n+ 1.
3. Por induccion sobre k con n+ 1 < k < m+ n Consideremos el caso n+ 2,
@n+2() = @
 
n+1X
j=0
qj(n (n+1 1)+j)

n+ 1
j

q
N n+1 j()N j()
!
Observe que para j  m + 1 los terminos N n+1 j()N j() son nulos con lo cual
podemos considerar la suma hasta j = m+ 1, as
@
n+2
() =

n + 1
0

q
n + 1!@() +
m 1X
j=1
q
j2

n + 1
j

q
@(Nn+1 j()N j())
+q
m2

n + 1
m

q
@(Nn+1 m()Nm()) + q(m+1)2

n + 1
m + 1

q
m + 1!@
n+1 m
()
=

n + 1
0

q
n + 1!@() +
m 1X
j=1
q
j2

n + 1
j

q
(@
n+2 j
()@
j
() + q
j
@
n+1 j
()@
j+1
())
+q
m2

n + 1
m

q
(@
n m+2
()@
m
() + q
m
m + 1!@
n+1 m
()) + q
(m+1)2

n + 1
m + 1

q
m + 1!@
n+1 m
()
Tomemos los coecientes de los terminos @n+2 u()@u() con u 2 f2; : : : ;mg
qu
2

n+ 1
u

q
+ q(u 1)
2

n+ 1
u  1

q
qu 1
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= qu
2

n+ 1
u

q
+ qu
2 u

n+ 1
u  1

q
= qu
2 u
 
n+ 1
u  1

q
+ qu

n+ 1
u

q
!
= qu
2 u

n+ 2
u

q
Para el termino de N n+1()N () tenemos,
n+ 1
0

q
+ q

n+ 1
1

q
=

n+ 2
1

q
Para el termino de N n m+1()Nm+1() tenemos,
qm
2

n+ 1
m

q
qm + q(m+1)
2

n+ 1
m+ 1

q
= qm
2+m
 
n+ 1
m

q
+ qm+1

n+ 1
m+ 1

q
!
= qm
2+m

n+ 2
m+ 1

q
Con lo cual obtenemos
@
n+2
() =
m+1X
j=1
q
j(n (n+1)+j)

n + 2
j

q
Nn+2 j()N j() =
n+2X
j=0
q
j(n ((n+2) 1)+j)

n + 2
j

q
Nn+2 j()N j()
Consideramos el caso k > n+ 1 y observemos el caso k + 1  m+ n+ 1,
@k+1() = @(@k()) = @
 
kX
j=0
qj(n (k 1)+j)

k
j

q
N k j()N j()
!
Observemos que solo para j tal que k n 1  j  m+1 se tienen sumando no nulos,
asi que
@
k+1
() = @
0@ m+1X
j=k n 1
q
j(n (k 1)+j)

k
j

q
Nk j()N j()
1A
=

k
k   n  1

q
@(Nn+1()Nk n 1())+qk n

k
k   n

q
(@(Nn()Nk n()))+
m 1X
j=k n+1
q
j(n (k 1)+j)

k
j

q
@(Nk j()N j())
+q
m(n (k 1)+m)

k
m

q
@(Nk m()Nm()) + q(m+1)(n (k 1)+m+1)

k
m + 1

q
@(Nk m 1()Nm+1())
=

k
k   n  1

q
n + 1!@
k n
() + q
k n

k
k   n

q
(n + 1!@
k n
() + q@
n
()@
k n+1
())
+
m 1X
j=k n+1
q
j(n (k 1)+j)

k
j

q
(@
k j+1
()@
j
() + q
n k+j+1
@
k j
()@
j+1
())
+q
m(n (k 1)+m)

k
m

q
(@
k m+1
()@
m
() + q
n k+m+1
m + 1!@
k m
()) + q
(m+1)(n (k 1)+m+1)

k
m + 1

q
@
k m
()m + 1!
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Consideramos los coecientes para los terminos @k+1 u()@u() con u = k   n +
1; : : : ;m y obtenemos
qu(n (k 1)+u)

k
u

q
+ q(u 1)(n (k 1) (u 1))

k
u  1

q
qn k+u
= qun uk+u
2+u

k
u

q
+ qun uk+u
2

k
u  1

q
= qu(n k+u)
 
k
u  1

q
+ qu

k
u

q
!
= qu(n k+u)

k + 1
u

q
El coeciente del termino N n+1()N k n() es
k
k   n  1

q
+ qk n

k
k   n

q
=

k + 1
k   n

q
El coeciente de N k m()Nm+1 es
qm(n (k 1)+m)

k
m

q
qn k+m+1 + q(m+1)(n (k 1)+m+1)

k
m+ 1

q
= qmn mk+m
2+2m+n k+1

k
m

q
+ qmn mk+m
2+3m+n k+2
= q(m+1)(n k+m+1)
 
k
m

q
+ qm+1

k
m+ 1

q
!
= q(m+1)(n k+m+1)

k + 1
m+ 1

q
De esta manera, tenemos que
@k+1() =
m+1X
j=k n
qj(n k+j)

k + 1
j

q
N k+1 j()N j()
=
k+1X
j=0
qj(n k+j)

k + 1
j

q
N k+1 j()N j()
Como se deseaba. Lo que prueba el teorema hasta el caso 0 < k < m+ n+ 2
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4. Si k  m + n + 2, el resultado es inmediato, ya que el lado derecho de la ecuacion es
cero por que excede la dimension del simplice y al lado izquierdo cada sumando es cero
pues siempre se supera la dimension de alguno de los simplices, as ambos lados de la
ecuacion son cero.

Como resultado del teorema anterior, podemos ver que el modulo N -diferencial de q-cadenas
cumple una regla de Leibniz no ingenua.
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