An increasing number of cloud services are operated globally, where the service data are frequently replicated across geographically distributed datacenters to improve service quality and reliability. Such replication generates many one-to-many bulk data transfers over inter-datacenter networks from one datacenter to many receiver datacenters. To provide end-users with guaranteed services, these data transfers are usually required to be completed within designated deadlines. Despite the exponential growth in data demand, there has been little work on guaranteeing deadlines for one-to-many transfers, which is the subject of this paper. This paper proposes a centralized admission control coupled with a scheduling algorithm, named deAdline-Guaranteed transfEr (AGE), to guarantee the deadline of admitted data transfers and utilize the network capacity efficiently. The key idea is to flexibly select the source datacenter for receiver datacenters and allow the remaining receivers to obtain a replica from either the original source or the other receivers that have already received a copy. By jointly allocating the source for receivers and the bandwidth and routing paths for every data transfer, AGE maximizes the number of deadline-satisfied transfers. Our simulations show that compared to the state-of-the-art, AGE guarantees the deadline for up to 70% more transfers, achieves at least 2× higher network throughput, and reduces the completion time up to 80%.
INTRODUCTION
T ODAY, an unprecedented number of information technology companies offer Internet services to users worldwide. In order to guarantee quality and highly available services, these services are generally operated on top of multiple datacenters dispersed in different cities or countries close to regional users [1] , [2] , [3] . Given such architecture, it is necessary to replicate data, such as updated machine learning models and multimedia, across the datacenters that offer the same services to reduce the response latency to access services, enhance failure recovery, and expedite geo-distributed data analytics [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] . A representative example is the search service, where the search engines periodically synchronize their search index databases across multiple locations to improve overall search quality (e.g., relevance and precision) and user satisfaction [9] , [10] . Such replication dynamically generates oneto-many data transfers from one source datacenter, where data or content was created or uploaded, to multiple other datacenters running services that depend on or consume such data or content.
In addition to bulk size (e.g., ranging from tens of terabytes to petabytes [8] , [9] ), one key characteristic of one-to-many data transfers is that they are tolerant to some delay but are often associated with strict completion time requirements, namely deadlines [8] , [9] , [17] , [18] . According to an interview survey from Microsoft [17] , 100% of their customers claimed that they had deadline requirements on all inter-datacenter bulk data transfers and would prefer to use a network that can guarantee such deadlines. Missing deadlines would degrade or violate the service level agreements (SLAs) contracted with customers [17] , [18] .
In this paper, we focus on deadline-aware scheduling of oneto-many inter-datacenter transfers where all replicas from the source datacenter should arrive at all receiving datacenters before the specified deadlines. We consider an online scenario where transfer requests arrive at the system one-by-one, and assume that all transfers are of the same priority. So, to maximize the total network utility, we maximize the number of one-to-many transfers that meet their deadlines over some given period.
Existing research efforts on managing the inter-datacenter traffic [4] , [5] , [8] , [9] , [10] , [18] , [19] , [20] , [21] are insufficient for maximizing the performance of one-to-many transfers in either guaranteeing their deadlines or efficiently utilizing the precious inter-datacenter network capacity. Most of them [4] , [5] , [8] , [9] , [18] focus on unicast transfers. Many unicast transfer solutions [4] , [5] , [8] , [19] are not designed to guarantee transfer deadlines, let alone that of one-to-many transfers. Although some unicast transfer approaches are deadline-aware [9] , [18] , directly applying them may not guarantee the deadlines for one-to-many transfers. One possible proposal is to break one-to-many transfers into many unicast transfers, each associated with one receiver, and then use the deadline-aware unicast approaches to schedule these unicast transfers independently. When network resources are not sufficient to complete all transfers, one likely result is that no one-to-many transfer can meet deadlines as each of them only finish a subset of their receiving datacenters before deadlines. Also, this proposal could waste significant volumes of inter-datacenter network capacity due to transmitting numerous partially completed deadlinemissing one-to-many transfers.
There is a handful of proposals designed specifically for oneto-many data transfers in inter-datacenter networks [10] , [20] , [21] . Recent work [10] , [20] aims to reduce the mean or tail completion times and thus offers no deadline guarantees. In [21] , authors make the state-of-the-art proposal that focuses on guaranteeing deadlines for as many transfers as possible by transmitting data over multiple Steiner trees at a fixed rate throughout the entire transmission period. Although more straightforward, transferring at a fixed rate is unable to fully use the network capacity and adjust itself to the highly dynamic network scenarios where transfers are continuously allocated on the network as they arrive [8] , [9] , [18] . A comprehensive review of related work can be found in §8.
In this paper, we develop AGE which initially performs admission control on arriving data transfers to avoid wasting expensive network resources in case the requested deadline cannot be satisfied [9] . Our key observation is that one can adapt the source selection for the receivers of every transfer request to satisfy the deadline for more transfers. In particular, the source datacenter for a receiving datacenter can be not only the original source, but also the other receivers that have already obtained a replica. The combination of flexible source selection and the spatialtemporal routing and bandwidth allocation uniquely identifies our work. Therefore, for every one-to-many transfer, AGE tries to find a source selection together with the routing and bandwidth allocation that allows all receivers to obtain a replica before the requested deadline and admits it if such an allocation is found. AGE also optimizes the allocation for admitted transfers to improve the network resource utilization and maximize the number of deadline-satisfied transfers. Two algorithms are presented for the realization of AGE and their complexity and performance is compared through theoretical analysis and empirical evaluations.
We first formulate the computation of the deadline-guaranteed source selection, routing and bandwidth allocation for a given transfer request as a Mixed Integer Linear Program (MILP). The challenge is that the MILP would include up to tens of thousands of integer variables and constraints for transfers with a deadline far into the future, which significantly increases the computation time (e.g., up to several hours to a couple of days according to our experiments). Therefore, we propose a fast acceleration algorithm that can find a deadline-guaranteed allocation quickly no matter how far the deadline is. The main idea is to divide the lifetime of a transfer into a series of short intervals and solve a set of small MILPs that maximize the volume of data transferred per interval. By progressively solving these small MILPs, the acceleration algorithm can quickly find the earliest completion time of a transfer and know if the deadline can be satisfied.
There is still an observation that the number of receivers of transfers has a strong correlation with the time to compute a possible allocation using the proposed technique. To further speed up the admission control and allocation process, we propose a fast greedy heuristic which calculates the earliest completion time per receiver. It operates based on the observation that the earlier more receivers complete, more potential sources will be available from which the remaining receivers can obtain a replica. This objective aligns well with maximizing network utilization.
We compare AGE with recent deadline-aware one-to-many transfer management approaches through numerical evaluation and analysis. Our evaluations confirm the intuition that by performing flexible source selection, AGE can guarantee the deadlines for a significantly larger number of one-to-many transfers, while greatly improving the network utilization. The main contributions of this work are summarized as follows:
• We propose the joint application of source selection and spatial-temporal routing and bandwidth allocation for maximizing the number of deadline-satisfied one-tomany transfers over inter-datacenter networks. To the best of our knowledge, this is the first work, with deadline consideration, that relies on the flexible, adaptive source selection to maximize the performance for inter-datacenter bulk one-to-many transfers.
•
We present AGE to perform admission control for one-tomany transfers, and compute the routing and bandwidth allocation that guarantees the deadline for admitted transfers using flexible source selection. An optimization-based algorithm is developed first, which solves a series of small MILPs progressively and can quickly handle transfers with deadlines far into the future. Then a fast greedy heuristic is designed to improve the optimization-based algorithm for quickly processing transfers with many receivers. The latter approach takes advantage of flexible source selection that greedily maximizes the number of available sources as time progresses to maximize the available options for source selection.
We evaluate AGE by performing extensive simulations over real inter-datacenter network topologies and synthesized inter-datacenter transfers with various random distributions. The simulation results show that AGE outperforms prior solutions in that it provides deadline guarantees for on average 30% and up to 70% more transfers, achieves 2× higher network throughput, and reduces the transfer completion times by at least 20% and up to 80%.
MOTIVATING EXAMPLE
This section reviews three approaches to performing one-to-many transfers and compare them using an example. In this scenario, there is a one-to-many data transfer to replicate a total of two Terabytes (2TB) of data from datacenter S to three remote datacenters R 1 , R 2 and R 3 , within 150 seconds of submission (i.e., the deadline is 150s). Fig. 1 shows the simplified network topology, where the link between the forwarding node W and the site R 3 has a capacity of 10GB/s (shown using a thin line), and all other network links have a capacity of 30GB/s. One possible approach (i.e., Approach 1 in Fig. 1 ) is to handle this one-to-many transfer as multiple individual unicast transfers and process them independently using current deadline-aware approaches (e.g., Amoeba [9] ) for unicast transfers. With this approach, the one-to-many transfer is split into three unicast transfers, D 1 : {src = S, dest = R 1 }, D 2 : {src = S, dest = R 2 }, and D 3 : {src = S, dest = R 3 } with the same size of 2TB and deadlines of 150s, as shown in Fig. 1(a) . One of the most costefficient unicast transfer allocations using Approach 1 is to first deliver the required data from S to R 1 at a rate of 20GB/s and to R 3 at a rate of 10GB/s ( Fig. 1(a) ). As a result, transfers D 1 and D 3 complete at 100s and 200s, respectively, as shown in Fig. 1(d) . While for the data transfer D 2 , in order to fully use the leftover bandwidth resources, it begins to transfer immediately after the completion of D 1 (namely at the end of 100s) at a rate of 20GB/s. As shown in Fig. 1 (a), 1(d), the receiver R 2 of D 2 obtains a full replica at 200s.
Another approach (i.e., Approach 2 in Fig. 1 ) is to treat this one-to-many transfer as a whole, constructing a Steiner tree Example of allocating a one-to-many data transfer with a volume of 2TB data to be replicated from S and to three receivers R 1 , R 2 and R 3 within a deadline of 150 seconds after the submission, where the colored lines with arrows represent the directions of data flow (the numbers next to these lines show the data rates). Approach 1 decomposes the one-to-many transfer into three independent unicast transfers T R 1 , T R 2 and T R 3 and handles each of them using Amoeba [9] . Approach 2 constructs a Steiner tree to connect the source and all the receivers and assigns it the maximum achievable rate of bottleneck links. Approach 3 uses flexible source selection and is the only one that can guarantee the deadline for the entire one-to-many transfer.
rooted at the source datacenter and connected to all the receivers and delivering the data from the source along the tree at a maximum achievable rate (e.g., the rate of bottleneck links) [20] . Fig. 1(b) illustrates a possible allocation computed by Approach 2, transferring the required data from S to three receivers at a rate of 10GB/s, which is the maximum achievable rate of the bottleneck link between W and R 3 . Consequently, Approach 2 finishes this one-to-many data transfer at time 200s (see Fig. 1 (e)), giving the same completion time as Approach 1. Both Approach 1 and Approach 2 miss the required deadline as neither of them completes the data transfer to all the receivers within 150s.
We observe that there is a more efficient way that can guarantee the completion before deadline for the one-to-many transfer. By using flexible source selection, one possible solution (denoted as Approach 3 in Fig. 1 ) is to first arrange a replication from S to receiver R 2 at a rate of 30GB/s, as shown in Fig. 1 (c). Once this replication is completed which happens at time 66.7s, two additional replications are initiated, one from S to R 1 and the other from R 2 to R 3 (see Fig. 1(c) ). Since the last two replications can use link-disjoint paths to transfer data, each one of them can transmit at a full rate of 30GB/s and finally finish the replication at 133.4s, as shown in Fig. 1 (f). This approach results in a completion time of 133.4s for the entire one-to-many transfer, which is earlier than the required deadline 150s. We can see that by flexibly creating and exploiting some of the receivers as senders in addition to the original sender, one can satisfy the deadline for the requested one-to-many transfer.
Takeaways
This example gives us the insight that jointly considering the transfer source selection as well as the routing and bandwidth allocation can significantly reduce the completion time and satisfy more deadlines of one-to-many data transfers. In addition, it also 1. The total consumed network capacity is calculated by summing up the bandwidth used over all the links exercised, over the transmission period. introduces more opportunities for data delivery and saves network capacity usage by allowing many receivers to obtain their replica from other receivers nearby that already have a replica, compared to handling each one-to-many transfer as separate unicast transfers that obtains the replica all the way from the original sender. Table 1 offers a summary of how the three presented approaches compare together given a variety of metrics.
Flexible source selection relies on enabling receiver datacenters to be potential senders and forward data, which is practical from the perspective of the overhead and the requirements on forwarding. First, there is no extra storage cost at intermediate datacenters. For a one-to-many transfer, all the receivers are expected to receive and store the same copy of data from the original sender datacenter. Therefore, it is practical to forward the data replica from any receiver datacenters with a full copy to ones that have not finished yet. By limiting the potential sender datacenters (besides the original sender) to receiver datacenters, no additional storage cost is incurred. Next, it is easy to realize such forwarding, for example, using Software-Defined Networking (SDN) [4] , [5] . The only requirement on forwarding is to set up multiple data plane forwarding paths between sender datacenters and receiver datacenters. Since the central controller has a global view of network topology and direct control over data plane forwarding switches, it can provision routing paths between any two datacenters as needed by simply adding forwarding rules on forwarding elements such as network switches.
OVERVIEW OF AGE
In this section, we introduce AGE, a new approach for online oneto-many data transfers over inter-datacenter networks with the aim of guaranteeing the completion of as many transfers as possible before their deadlines. AGE operates based on the concept of Software-Defined Networks, where a logically centralized controller is employed to manage all the data transfer requests with a global view of the network state (e.g., the network topology and available bandwidth). The controller performs online admission control for transfer requests submitted to the system and reserves bandwidth for admitted transfers. Similar to related work [8] , [9] , [20] , [22] , AGE also assumes a slotted timeline where slots have an equal duration. This paper develops algorithms to compute spatial-temporal allocations with variable bandwidth allocation across timeslots but a fixed bandwidth allocation within a timeslot.
The main workflow of AGE is summarized as follows. When a new data transfer request arrives, AGE quickly determines whether it can be admitted or not using transfer allocation algorithms. Our transfer allocation algorithms take as input the leftover bandwidth resources, inter-datacenter tunneled paths, and the transfer size, and try to find a source selection schedule together with the spatial-temporal routing and bandwidth allocation that can complete the requesting data transfer before the deadline. If AGE finds a deadline-satisfying allocation, it admits the one-to-many transfer; otherwise, it rejects the transfer but allows it to be resubmitted at a later time possibly with a new deadline. If a transfer request is admitted, the controller enforces the previously computed allocation solution by dynamically changing transmission rates and routes over time as planned in a way similar to [9] . Note that this work focuses on hard deadlines where completing a transfer is only valuable if done before its deadline. Exploring the soft deadlines for one-to-many transfers where fractional completion may also bring utilities to the system (e.g., our previous work on unicast transfers [18] ) is part of the future work.
AGE performs the transfer request admission control in an online fashion. Similar to related work with support on admission control [9] , [21] , AGE schedules transfer requests on a first come first serve (FCFS) basis and does not allow preemption to avoid thrashing. In other words, we do not revoke the previously made guarantees for admitted requests and allocate the residual bandwidth to each newly arriving transfer request. Theoretically, it may be possible to accommodate more new transfer requests by rescheduling all the ongoing data transfers. However, such rescheduling is highly time-consuming and therefore impractical given that its time-complexity grows exponentially with the number of current requests.
In the following sections, we first present the overall allocation problem formulation of each transfer request as a Mixed Integer Linear Program (MILP) which may take a long time to solve. We then present two different time-efficient transfer allocation algorithms for fast admission control. The first one is based on formulating a series of many small MILPs and solving them progressively. Each small MILP is formulated for a few number of timeslots and aims to maximize the network throughput over that timespan. The second algorithm is based on a heuristic that aims to maximize the number of completed receivers as time progresses. We will later compare the performance and running time of these two algorithms using extensive simulations.
PROBLEM STATEMENT AND FORMULATION

Problem statement
Network Model: We represent the inter-datacenter network as a graph G = (V, E), where set V denotes all the datacenters and set E holds all the inter-datacenter links. We track the residual bandwidth c e,t over every link e ∈ E at the time t by deducting the allocated bandwidth for admitted transfers from the total link capacity (e.g., link's line rate). Similar to existing solutions [4] , [5] , [8] , [9] , [18] , there are several pre-established tunnels between every pair of datacenters that are used for traffic forwarding. We denote a tunnel between datacenter u and v as P u,v = (e u,i , e i,j , ..., e k,v ), where e i,j denotes a directed link connects the upstream node i and downstream node j.
One-to-Many Transfer Model:
We symbolize a one-to-many transfer request R by (s,
where s, D, f , t 1 , t 2 denote the source datacenter, the set of required receiver or destination datacenters, the size of to-betransferred data, the request arrival time and the deadline to complete this data transfer, respectively, as shown in Table 2 . Note that this paper uses the term receiver and destination interchangeably to denote the datacenter that requests for the replica in each one-to-many data transfer.
One-to-Many Transfer Allocation Problem: Given the network model and a one-to-many transfer request, the transfer allocation problem aims to find a solution consisting of the source selection, routing, and bandwidth allocation such that all the receivers of the given one-to-many transfer can obtain a full replica before the specified deadline. The system only admits a given transfer if it can find a feasible solution.
Formulation
We formulate the source selection and the routing and bandwidth allocation of a given one-to-many transfer request as a MILP using the notations shown in Table 2 . This formulation is based on the following assumptions. First, the request arrival time t 1 is the earliest possible start time for the data transfer. Next, a receiver can only serve as a new source to transfer data to other receivers when it obtains a full replica. Finally, to reduce the complexity of the problem formulation, we assume that for every one-to-many transfer, receivers can download their replica from only one source datacenter, which could be either the original source or any of the other receivers with a full replica. As a result, our formulation involves four main decisions, which are: i) Determining whether a datacenter can act as the source in every timeslot according to if it has the requesting replica.
ii) Selecting the source for receiver datacenters.
iii) Choosing the tunnels over which traffic is forwarded and allocating bandwidth on them in each timeslot.
iv) Determining whether all receivers can obtain a replica before the deadline. the set of all n nodes or datacenters in the interdatacenter network E the set of all inter-datacenter links ce,t the residual capacity of link c ∈ E at time t Pu,v the set of tunnel paths pre-established between datacenter u and v Pu,v a tunnel path between datacenter u and v I(e ∈ P ) the indicator function of whether path P goes through link e β the timeslot duration
the data size to be transferred t 1 the arrival time t 2 the deadline by which data transfer has to be completed (hard deadline)
Internal and Optimization Variables
A binary variable that is 1 only when datacenter v has a full data replica and can serve as a data source for other receivers at time t x t k,d the data volume transferred from datacenter k to datacenter d within timeslot t z k,d
A binary variable that is 1 only if the receiver datacenter d chooses datacenter k as its source y t k,d,P the transmission rate allocated along tunnel P from datacenter k to datacenter d at timeslot t w d a binary variable that is 1 if the receiver d receives a full replica before the transfer deadline
The formal optimization formulation follows.
∀t : h t s = 1 (1) ∀t, d :
Inequalities (1)-(2) determine the available sources in each timeslot, where binary h t k is used to denote whether a datacenter k ∈ {s} ∪ D can serve as the transfer source at time t ∈ [t 1 , t 2 ]. For the original source datacenter s, we certainly have equality (1) because it can serve as the transfer source during the entire lifetime of a transfer request. A destination datacenter d ∈ D can become a source in timeslot t if it has received the complete data size f by the end of the timeslot t − 1. Inequality (2) expresses such constraints.
Inequalities (3)-(6) express the decisions for the source selection.
x t k,d ≥ 0 represents the data volume received at destination d from datacenter k at the timeslot t ∈ (t 1 , t 2 ]. Inequality (3) expresses that a datacenter k is able to transfer data to destination datacenter d (d = k) at timeslot t only if it can serve as a source at that time. The binary z k,d denotes whether datacenter k is the selected transfer source for the destination datacenter d. Equality (4) ascertains that each destination can obtain its replica from only one source datacenter. Each destination can only receive data from the source selected for it as enforced by inequalities (5)- (6) .
∀e, t :
Inequalities (7)-(8) express the constraints on link capacity. Variable y t k,d,P denotes the bandwidth resources allocated along path (i.e., tunnel) P from datacenter k to datacenter d at time t. P k,d is the set of tunnels pre-populated from k to d. Equation (7) states that the allocated bandwidth should at least be capable to deliver the required volume of data where constant β denotes the timeslot duration. Equation (8) expresses that the load on each link is restricted to not exceed the capacity where expression k d P ∈P k,d I(e ∈ P ) y t k,d,P calculates the amount of traffic load on link e at time t where I(e ∈ P ) is one only if link e is on tunnel P . ∀d :
Inequalities (9)-(10) enforce the deadline constraints. Binary w d denotes whether destination d receives a full replica before the deadline t 2 . Inequality (9) expresses that guaranteeing the deadline for a destination d requires the transfer of the full replica to be completed no later than time t 1 + t 2 . Equality (10) states that guaranteeing the deadline for a one-to-many transfer requires that all destinations complete before the deadline.
Inequalities (11)- (15) are constraints that enforce the valid range of values on variables. By solving the above MILP with constraints (1)-(15), we can determine if there exists a feasible allocation that guarantees the completion of a given one-to-many transfer request before its deadline. So, a baseline algorithm (or named AGE-OPT1) is to directly employ the above MILP optimization model to compute the resource allocation for each transfer. If a feasible solution of the MILP is found, AGE admits this request and reserves bandwidth into future according to the results of variables {y t k,d,P , ∀t, k, d, P }. Moreover, we update the the residual bandwidth per link (i.e., c e,t ) to be as the results of deducting the bandwidth reserved for admitted transfer requests from the available bandwidth before the admission.
The formulated MILP is time intractable to solve due to the possibly many integer variables required to model the admission control problem because of its binary nature, i.e., admission is either possible or not, given the deadline. The detailed analysis and discussion are given in the appendix.
ACCELERATED OPTIMIZATION-BASED ALGO
Given the potentially high computational complexity of the MILP model, this section presents an algorithm to accelerate the computation of transfer allocations especially for transfers with far deadlines.
Algorithm design
As analyzed in the appendix, the potentially long lifespan of a transfer mainly throttles the computational efficiency of the optimization formulation (1)- (15) . Thus, the key idea of our acceleration algorithm is to reduce the period over which the source selection and the routing and bandwidth allocation is planned in each formulation. Instead of formulating a single large MILP that plans into the whole transfer lifetime, we divide the transfer lifetime into several shorter equal-length time intervals and formulate a series of small MILPs, each of which only plans into one interval. Algorithm 1 shows the proposed acceleration algorithm named AGE-OPT2.
Algorithm 1 Accelerated Optimization-Based Allocation
Input: A one-to-many transfer request
Output: Whether the transfer is admitted and a feasible allocation if admitted.
Formulate and solve a MILP given constraints (1)-(9), (11)- (14) and (16)- (17) with the objective of max d w d (constraints (10) and (15) are removed); 5: Obtain the results of w d ; 6: for d ∈ D do return The allocation y = {y t k,d,P | ∀t, k, d, P }. 13: end if 14: return Deadline cannot be satisfied.
Since each short time interval only contains a small number of timeslots, the MILP formulated on it has a small scale and therefore can be solved much faster. In addition, as this formulation does not plan into the transfer's whole lifetime, we can drop the binary variable w d that is used to determine whether the transfer to a receiver d meets the deadline. Therefore, we relax this binary variable to a continuous one w d ∈ [0, 1] to denote the fraction of a full replica the receiver d gets by the end of this interval. We also create a new continuous variable w d ∈ [0, 1] to maintain the value of data fraction remaining to be replicated to receiver d till the end of the last interval. At the beginning of each time interval, if w d > 0 (i.e., receiver d has not been completed yet), Algorithm 1 generates an optimization problem that maximizes the total amount of data can be transferred before the end of this time interval (Line 3-10 in Algorithm 1). For the optimization problem built for the θth (1 ≤ θ ≤ κ) time interval (T θ , T θ+1 ], the can-betransferred fraction w d in this interval and the remaining fraction w d satisfy the following inequalities:
After obtaining the transfer allocation at each iteration, the algorithm updates the volume {w d , ∀d} of data that remains to be transferred in the following time intervals according to {w d , ∀d} results. Algorithm 1 terminates when one of the following conditions is satisfied: 1) it finds a deadline-met allocation where the required data has been replicated to all the destinations (i.e., d w d = 0) or 2) the number of iterations θ reaches its limit κ, where κ indicates the deadline, and so the allocation is considered to miss the deadline.
Discussion
In §5.1, we assumed that each one-to-many transfer has a small number of destination datacenters [20] . In reality, few Internet services need replication to a large number of datacenters (e.g., in case of broadcast). As revealed in a recent work [23] , a majority (e.g., 90%) of inter-datacenter transfers in Baidu 2 are destined to at least 60% of the datacenters, and 70% are destined to more than 80% of the datacenters. Despite the high fraction of receiving datacenters, many data transfers have few receivers because the majority of inter-datacenter networks do not connect more than a couple of dozen datacenters [4] , [5] . However, interdatacenter networks are constantly growing in scale and number of datacenters they connect. For large inter-datacenter networks, the one-to-many transfers with a large fraction of receivers, which could be generated by Baidu-like service, may introduce a large number of receivers. In the cases where transfer requests have a large fraction of receivers, Algorithm 1 may become slow to find the solution. See details of complexity analysis in Appendix.
In addition, we observe that although Algorithm 1 can find a deadline-guaranteed allocation if there exists, it does not care much about the transfer completion time. As the example in Fig. 2 illustrates, Algorithm 1 completes the transfer in 266.7 seconds while there exists an allocation that can achieve a shorter completion time of 200 seconds. While meeting the deadlines, a shorter transfer completion may increase the network utility further by improving the user experience and leaves more bandwidth resources in later time to satisfy the deadlines of more future data transfers. This example inspired us to develop a fast allocation heuristic which is discussed next.
FAST ALLOCATION HEURISTIC
This section presents a heuristic that can quickly compute a feasible source selection, routing, and bandwidth allocation for a given one-to-many transfer regardless of how far the deadline is and how many receivers are involved. The main idea of this heuristic is to greedily take advantage of the source selection flexibility in increasing network capacity utilization and improving the opportunities to complete a given one-to-many transfer before deadline. To achieve this, we aim to turn as many receiver 2. Baidu is a global-scale Internet service provider [24] . Example of allocating a bulk one-to-many transfer with a volume of 3T B from S to receivers R 1 , R 2 and R 3 within a deadline of 300 seconds. Both the allocation obtained by the optimization-based algorithm (Algorithm 1) shown in Fig. 2(a) , and the one shown in Fig. 2 (b) meet the deadline, but achieve different completion times. datacenters into potential sources as possible as early as possible by maximizing the number of receivers that obtain a full replica per timeslot.
Algorithm 2 summarizes our fast allocation heuristic (or named AGE-FAST). At the high-level, it attempts to find a deadline-guaranteed transfer allocation by iteratively computing the allocation on a receiver by receiver basis and greedily allocating resources for the receiver that can complete the earliest among all the remaining receivers at every iteration, i.e., the allocation of one receiver is fixed per iteration. By doing so, we get one more potential source in the earliest time. In particular, for transfer request R = {s, D = {d 1 , · · · , d M }, f, t 1 , t 2 }, Algorithm 2 maintains a collection SrcList of available sources and a collection DestList of uncompleted receivers during its runtime. Note that SrcList records not only the available source datacenters but also the earliest time at which each of these datacenters can serve as a transfer source.
At the start, only the original source datacenter s can transfer data to receiver datacenters. Thus, SrcList is initialized to only include s as shown in the Line 1, and DestList is initialized to contain all the receivers as shown in Line 2. Next, Algorithm 2 goes into the iterative computation (Lines 4-22). In each iteration, it computes the minimum time required for every receiver in DestList to receive a full replica from each source in SrcList (Lines 5-8) by calling the function COMPUTETCT. Then, Algorithm 2 chooses the receiver d with the minimum completion time t min among all the uncompleted receivers in this iteration. If at any iteration t min is larger than the required deadline t 2 , it means that the deadline cannot be satisfied. In that case, Algorithm 2 immediately stops the computation and returns, noting that the transfer cannot be admitted. Otherwise, Algorithm 2 records the allocation solution computed by function COMPUTETCT for d and makes d a new transfer source post its completion time. Meanwhile, Algorithm 2 updates the residual link capacity by deducting the bandwidth resources allocated for d from the link capacities along the associated tunnels, removes d from DestList, and adds d to SrcList. Then, Algorithm 2 starts the next iteration in case there are receivers that remain to be completed, i.e., DestList = ∅. Algorithm 2 keeps repeating this until it finds an empty DestList. Note that we create a temporal copy c new of the residual link capacities c before the computation (Line 3) and use it to do the above computation. This is to prevent Algorithm 2 from changing to the residual link capacities if no deadline-guaranteed transfer allocation is found. In such case, Algorithm 2 just notes that the transfer cannot be admitted (Line 13). While if a deadline-guaranteed transfer allocation is found, Algorithm 2 updates the residual link capacities c to c new and returns the updated c together with the allocation {b alot u,v , u, v ∈ {s} ∪ D} (Line 24). The function COMPUTETCT computes a spatial-temporal allocation with the earliest completion time for a data transfer from a specific source v in SrcList to a receiver d in DstList using the residual bandwidth over tunnels P v,d . To this end, we first construct a time expanded forwarding graph G that consists of the datacenters and the links the tunnels P v,d go through by calling the function CONSTRUCTFORWARDGRAPH (Lines 19-20, Algorithm 2 (continued)). Every link in G has a time-varying residual capacity which is supplied by the input (c) of the function. COMPUTETCT uses the max-flow algorithm (noted as function MAXFLOW, Line 7 in Algorithm 2 (continued)) to compute the maximum flow data that can be transferred in each timeslot with the residual bandwidth. By iteratively employing MAXFLOW, COMPUTETCT can eventually obtain the earliest completion time t for the the associated receiver d along with the routing and bandwidth allocation b alot (Line 15, Algorithm 2 (continued)).
Complexity Analysis: To summarize, Algorithm 2 uses a greedy policy to look for an allocation that can finish the data transfer to every receiver of each one-to-many transfer request before their deadline and as early as possible. In contrast, Algorithm 1 does not optimize the exact transfer completion time as long as all the receivers can be completed before deadlines. Additionally, the primary computational overhead of Algorithm 2 lies in function COMPUTETCT, which is implemented using the polynomialtime MaxFlow algorithm [25] . In addition, Algorithm 2 runs function COMPUTETCT (Lines 4-22) O(M 3 ) times. Combining the two, we can see that Algorithm 2 has a polynomial running time.
EVALUATIONS
In this section, we evaluate the performance of AGE by conducting extensive simulations considering real inter-datacenter WAN
Algorithm 2 Fast Allocation Heuristic
Input: a one-to-many transfer request R = {s, D = {d 1 , · · · , d M }, f, t 1 , t 2 }}, tunnels P and link residual capacities c = {c e,t , ∀e ∈ E, t ∈ [t 1 , t 2 ]}. Output: Whether the transfer is admitted and a feasible allocation if admitted. for v ∈ SrcList do 7: 
if t min > t 2 then 12:
break the while-loop; 13: return can't find an allocation to complete the transfer before deadline. 14: end if 15: set
choose v min to be the source of data transfer to d min ; 17: set the completion time of d min to t min ; 18: allocate resources b alot vmin,dmin for the transfer to d min ; 19: update link residual capacities c new by deducting b alot vmin,dmin from c new ; 20: set DestList ← DestList.remove(d ); 21: set SrcList ← SrcList.add(d ); Equnix [27] An inter-datacenter wide-area network from Equnix. It connects 20 datacenters using 141 inter-datacenter links.
IDN [4]
Microsoft's inter-datacenter network with 40 datacenters each connected to between 2-16 other datacenters.
topologies. Results on deadline-meeting ratio, average throughput, and completion time relative to the deadline are presented.
Evaluation Setup
Network Topologies: We run simulations over three real-world inter-datacenter network topologies from large cloud service providers as shown in Table 3 . We use a uniform capacity of 160 Gbps for all links. 1 Similar to [9] , we also assume that 5%-15% of link capacities are reserved for interactive traffic. Transfer Properties: We use synthetic models to generate transfer requests similar to related work [8] , [9] , [18] , [28] . We assume a 1. We assumed that every link is a bundle of 4 × 40 Gbps fibers [26] .
Algorithm 2 Fast Allocation Heuristic (Continued)
set t span to be the time span of a timeslot; 5: set t = t, f resize = f ; 6: while f resize > 0 and t ≤ t 2 do 7: create an empty expanded forwarding graph G; 19: add nodes {u|u ∈ P v,d } to G; 20: add path links (with direction) {e|e ∈ P v,d } to G; 21: assign time-varying capacity for e ∈ G respecting c; 22: return graph G 23: end function slotted timeline, where time is measured in the number of timeslots each of which has a size of 5 minutes. Transfer requests are assumed to arrive at the system at the beginning of each timeslot. The transfer arrival time is modeled as a Poisson process where the arrival rate per timeslot is λ. Given a total of N datacenters, for each transfer request, we randomly select a datacenter as the source and γ(N − 1) other datacenters as the destinations where γ ∈ [10%, 100%]. We generate the deadline for each data transfer using the Exponential distribution with a mean of δ hours. To generate the volume for a data transfer request, we integrate the average transfer throughput over its lifetime under the Exponential distribution with a mean of 20 Gbps. To simulate different traffic loads (e.g., heavily and lightly loaded scenarios), we use a constant α > 0 to scale data transfer sizes up and down. That is, a size α × f of data is actually considered for a transfer if the data volume generated by the above method is f for this transfer. Simulation Environment: We performed all the simulations using a Python script that employs the MOSEK [29] solver for finding solutions to the optimization scenarios. Schemes Considered: We compare the following deadline-aware one-to-many transfer management schemes in our simulations:
• AGE: The approach proposed in this paper. In particular, we have three algorithms AGE-OPT1 (the algorithm that directly employs the MILP optimization model to allocate each transfer), AGE-OPT2 (see Algorithm 1) and AGE-FAST (see Algorithm 2) . They are three different versions of algorithms to compute the deadline-guaranteed transfer allocations. AGE-OPT1 and AGE-OPT2 depend on general purpose optimization frameworks and are included in an earlier version [30] of this work. AGE-FAST is a new algorithm that offers improvements in both runtime and performance.
• Offline-Optimal: The optimal solution in the offline case that all the transfer requests are known prior. It is an upper bound of the optimal solution of the online case considered in this work. We compute the optimal solution for each offline problem by solving a Mixed Integer Linear Programming formulated for it.
• MP2P: Based on the state-of-the-art deadline-aware unicast transfer allocation approach named Amoeba [9] . In particular, MP2P considers each one-to-many transfer request as multiple individual unicast transfer requests and adopts Amoeba to allocate each unicast transfer independently. Amoeba manages to obtain a deadline-guaranteed allocation for each unicast transfer by solving a min-cost flow optimization problem.
• MTree [21] : Maximizes the network throughput while meeting the deadline of transfer requests if possible. Different from many inter-datacenter traffic engineering approaches that adopt tunnel-based forwarding (e.g., [4] , [5] , [8] , [9] , [28] ), MTree assumes multicast-capable switches in the network and computes multiple parallel Steiner trees to deliver the required data for one-to-many transfers. It is the state-of-the-art technique that allocates one-to-many transfers using forwarding trees.
AGE-OPT1 vs. MP2P
We conduct a preliminary experiment to see whether the application of flexible source selection offers a benefit when only focusing on guaranteeing the deadlines for one-to-many transfer requests. In this experiment, we compare tunnel based approaches, i.e., the baseline approach AGE-OPT1 proposed in this work and the approach MP2P that builds upon the state-of-the-art deadlineaware unicast transfer management. We generate one-to-many transfer requests with a different number of receivers (from 1 to 7). In each experiment, we collect the number of transfer requests that met their deadlines denoted by N deadline−met and measure the performance metric deadline-met ratio using the metric N deadline−met N total × 100%, where N total is the total number of transfer requests submitted during the simulation runtime. Figure 3 shows the deadline-met ratio of AGE-OPT1 and that of MP2P over GScale and Equnix topologies. We see that AGE-OPT1 meets up to 40% more deadlines compared with MP2P in the two simulated networks. In addition, as the number of required destinations of a transfer increases, we find out that the deadline-met ratio of the MP2P approach decreases dramatically while AGE-OPT1 maintains a high standard. This is because AGE-OPT1 considers the already completed destinations to be possible new sources for delivering the transfer data, and thus exploits unused bandwidth resources to speed up the transfer completion. In contrast, in MP2P, the source of each transfer is fixed. When the number of destinations of a transfer grows, MP2P will generate an increasing number of unicast transfer requests with the same fixed source and schedules them independently. This cause underutilization of scattered link resources, which increases the time needed to complete all the unicast transfer requests when the resources are not sufficient and thus fails to complete the data transfer to some destinations before the deadline.
AGE-OPT1 vs. AGE-OPT2 vs. AGE-FAST
We compare the complexity and performance of algorithms AGE-OPT1, AGE-OPT2 and AGE-FAST all proposed in this paper.
Complexity
This part discusses the running time of our algorithms to compute a transfer allocation solution. As mentioned earlier, the deadline and the number of destinations of a transfer request are two key factors that impact the allocation time (or computation time) of optimization-based transfer allocation algorithms (AGE-OPT1 and AGE-OPT2). We conduct experiments with different deadlines and number of destinations for one-to-many transfers. All experiments are performed on a single machine with 8 GBs of memory and a 2.7 GHz Intel Core i5 CPU. AGE-OPT1 vs. AGE-OPT2: To demonstrate the impact of deadlines, we generate requests with variable deadlines by changing δ from 2 to 10 hours. The number of destinations of each transfer is fixed to five. Table 4 shows the average and the maximum allocation time for AGE-OPT1 and AGE-OPT2 over the GScale network. We can see that both the average and the maximum allocation time of AGE-OPT2 is less than six seconds in experiments under each setting for the deadline parameter δ. The results indicate that AGE-OPT2 has no positive correlation with the deadline and can always obtain the transfer allocation solution within seconds even when the deadline for a transfer request is very far. In contrast, we find that the allocation time of AGE-OPT1 ranges from tens to thousands of seconds and increases dramatically as the deadline increases. The results indicate that AGE-OPT1 has a strong positive correlation with the deadline. This is expected as AGE-OPT1 makes the transfer allocation decision by solving an optimization problem formulated over the maximum lifespan of a request. For an online system, it is always desirable to have fast admission control and transfer allocation to achieve timely decisions on incoming transfer requests. The allocation time of AGE-OPT1 which is comparable to transfer deadlines, is therefore unacceptable. AGE-OPT2 vs. AGE-FAST: We compare the average allocation time of AGE-OPT2 and AGE-FAST over GScale, Equnix, and IDN networks. The deadline of each request is fixed to be 2h and generate requests with γ(N − 1) number of destinations where 0.2 ≤ γ ≤ 1 to quantify the effect of the number of receivers on the running times. As shown in Table 5 , the average allocation time of both AGE-OPT2 and AGE-FAST grows as γ increases in the three simulated networks. However, the allocation time of AGE-OPT2 increases with more receivers, especially in Equnix and IDN networks. The allocation time of AGE-OPT2 in Equnix grows to be more than hundreds of seconds (e.g., 228 seconds when γ = 40%) and that in IDN quickly increases to be more than thousands of seconds (e.g., 1528.59 seconds when γ = 30%). Note that when γ = 50%, the allocation time of AGE-OPT2 is 12047.4 seconds (about 3.3 hours) in case of IDN which is far longer than the deadline of two hours and so makes the algorithm impractical. In contrast, the allocation time of AGE-FAST increases slowly and is around several seconds on average in experiments for all the simulated networks. Even under heavy load and with the maximum number of receivers (γ = 100%), AGE-FAST can obtain the transfer allocation within tens of seconds (e.g., 15.15 seconds when γ = 100%). Also, we find that AGE-FAST can quickly obtain allocation solutions for requests with a far deadline (simulation results omitted for brevity). In summary, AGE-OPT2 is highly efficient while dealing with requests with a far deadline but still computationally incapable of handling requests with a large number of destinations. In contrast, AGE-FAST can quickly deal with both far deadlines and large numbers of destinations.
Performance
We now compare the performance metrics of deadline-met ratio and average network throughput achieved by AGE-OPT1, AGE-OPT2 and AGE-FAST. Transfer requests are generated with a deadline of δ ∈ {0.5h, 1h}, γ(N − 1) receivers where γ ∈ {30%, 50%}, and each experiment covers a period of 3 hours. Fig. 4 shows the results of the deadline-met ratio and normalized average network throughput obtained over GScale. Fig.  4(a) shows that AGE-FAST achieves competitive or even a higher deadline-met ratio compared with both AGE-OPT1 and AGE-OPT2. Interestingly, AGE-OPT1 achieves the lowest deadlinemet ratio for three out of four groups of experiments. This contradicts with our intuition that the algorithm adopting the exact optimization model should offer the best performance. This happens because we are not modeling an offline problem where the properties for all transfer requests is known in advance. For the online problem considered in this paper, future transfer requests are unknown in advance while past decisions may affect future performance. In other words, the optimization-based algorithm only tries to guarantee the current request's deadline. In contrast, AGE-FAST aims to complete each transfer as early as possible leaving more bandwidth in later timeslots for subsequent transfers and achieve higher resource utilization and deadline-met ratio. Fig. 4(b) plots the results of average network throughout normalized by the results of AGE-OPT1. We only consider the admitted transfer requests and calculate the average network throughput as the result of dividing the total data size of all deadline-met requests by the total transfer time. We can see that AGE-FAST achieves the highest throughput, compared with AGE-OPT1 and AGE-OPT2. This is expected as AGE-FAST has the highest deadline-met ratio among three algorithms. In addition, we note that the throughput of AGE-OPT2 is lower than that of AGE- and {δ = 1h, γ = 50%} settings, although it has a higher deadline-met ratio. This is because AGE-OPT1 may accept several large transfers and then reject multiple smaller transfers due to insufficient remaining resources. Given the superiority of AGE-FAST in both running time and performance compared to both AGE-OPT1 and AGE-OPT2, we focus on evaluating AGE-FAST from here onward. We compare AGE-FAST with the offline-optimal solution and current deadlineaware approaches, both MP2P and MTree, for one-to-many interdatacenter transfers in the following sections. These algorithms are evaluated under different parameter settings for one-to-many transfers (e.g., the number of request destinations, the request arrival rate, and the traffic load).
AGE-FAST vs. Offline-Optimal
In this part, we evaluate how our algorithm AGE-FAST approaches the optimal solution. As mentioned before, for an online data transfer problem, it is difficult to find the optimal solution with the maximum deadline-satisfied transfer requests since we cannot know the information of data transfer requests that arrive in the future. But, it is possible to find the optimal solution with the maximum deadline-satisfied transfers for the offline problem given that all the transfer requests are known in advance. We use the offline-optimal solution as an alternative for the online optimal solution since the former is an upper bound of the latter. We formulate the offline problem as a mixed integer linear program and use the commodity optimization solvers to solve it and find the offline-optimal solution. Since there are O(mn 2 kq max ) variables and O(mn 2 q max ) constraints in the formulation of the offline problem, 2 we can see that it is time intractable to find the offline- optimal solution for transfers with a far deadline over even moderately large networks. Additionally, this offline problem is known to be hard. It is NP-Hard to compute the combination of routing and rate-allocation that maximizes the number of satisfied deadlines even if the network is non-blocking and all receivers obtain the data directly from the original source [28] , [31] . Therefore, we compare AGE-FAST and Offline-Optimal only for small-scale transfer problems. The small-scale transfer problems are generated under small network topologies (e.g., GScale), short simulation time (e.g., 2 hours), near transfer deadlines (e.g., δ = 0.2h), and given a random transfer request arrival rate of 1 ≤ λ ≤ 5. Fig. 6 shows the average results of deadline-met ratio and normalized network throughput obtained of 30 groups of smallscale transfers experiments in GScale network. We can observe that AGE-FAST achieves very close performance to the optimal solution of the offline problem in terms of both deadline-met ratio and network throughput in these small scale transfer problems. Interestingly, AGE-FAST and the Offline-Optimal obtain the same deadline-met ratio in the third, forth and ten group of experiments, however, AGE-FAST achieves a bit lower average network throughput than the Offline-Optimal. The reason is that AGE-FAST plans without knowing the future request information and admits many transfers with light traffic load. In contrast, the Offline-Optimal can compute the global optimal solution with a knowledge of all requests and achieves a higher throughput by accepting more transfers with heavy traffic.
The above sets of experiments show that our solution is very close to the optimal solution for small problems where the computation of offline-optimal solution is possible in a reasonable amount of time. Nevertheless, our approach, similar to all other online problems, cannot guarantee a bounded performance gap compared to the offline-optimal solution for general transfer allocation problems. The main reason is the complexity that is resulted due to not knowing the future transfer arrivals. Please see the appendix for more details and a formal discussion of the optimality gap. Further analysis of online algorithms with performance guarantees given additional constraints on the topology or traffic is an open problem which we leave as future work.
AGE-FAST vs. MP2P vs. MTree
The impact of the number of destination datacenters
In this group of experiments, requests are generated with different numbers of destinations by varying γ from 10% to 100% and conduct 30 runs for each experiment setting for every network topology. In every experiment, we calculate the deadline-met ratio, the average network throughput and the transfer completion time of compared approaches. Fig. 5 shows that AGE-FAST achieves a higher deadlinemet ratio than both of MP2P and MTree. The deadline-met ratio of MP2P drops quickly as the number of receivers per transfer increases, while that of AGE-FAST maintains a high standard.
The deadline-met ratio of MTree is higher than MP2P but is still lower than AGE-FAST. The reason is that MTree saves bandwidth resources on some of the shared links by introducing multicast forwarding technique but the rate of delivering data over Steiner trees is restricted to the bottleneck links. Theoretically, in MTree, the introduction of multicast forwarding technique enables a network to have more available bandwidth resources to serve more requests, compared to MP2P and AGE-FAST that adopt the widely-used tunnel forwarding technique. However, we see that this is only true for MP2P.
Interestingly, we can see that the deadline-met ratio of MTree is lower than AGE-FAST in each experiment across every network. This is thanks to the flexibility of source selection in AGE-FAST, which enables it to exploit more unused bandwidth to deliver data. In contrast, both MTree and MP2P transfer data to all the destinations from the original fixed source. These results indicate that both the flexibility of source selection and the multicast forwarding technique can improve the deadline-met ratio, but the gain of the flexibility of source selection outweighs that of the multicast forwarding technique. This motivates considering a joint work that combines the flexibility of source selection and the multicast forwarding, which may further improve the request deadline-met ratio of a system. Transferring data over multicast trees however requires that switches dynamically maintain many transfer-specific trees created using forwarding rules which may cause scalability issues and extra rule insertion or deletion overhead on switches. These issues should be carefully considered for practicality if we want to improve the deadline-met ratio for data transfers by introducing the multicast forwarding. Unfortunately, no previous work has addressed these issues. We will leave this as a potential future direction. Fig. 7 plots the results of the network throughout normalized by that of MP2P over the simulated networks. When the number of receivers is small, the average throughputs of three considered approaches are close. In particular, Fig. 7(a) shows that MTree achieves less throughput than MP2P and AGE-FAST when all requests are unicast transfers, which is when only 10% of nodes are receivers in GScale. This outcome may be due to the fixed rate-allocation of MTree, which cannot fully utilize the remaining network capacity that changes across timeslots. In contrast, MP2P and AGE-FAST perform better in using network capacity by adopting time-varying rate-allocation. As the number of receivers increases, AGE-FAST and MTree achieve a higher throughput than MP2P. Also, we can see that AGE-FAST achieves the highest throughput over all the simulated topologies on average. When there are (n − 1) receivers per transfer (i.e., broadcast), AGE-FAST can achieve between 5× to 18× the throughput of MP2P which is thanks to the high request deadline-met ratio of AGE-FAST.
Additionally, we can see that the throughput gain of AGE-FAST and that of MTree grow slowly when the number of transfer receivers is small but increases sharply as the number of transfer receivers increases. The reason is twofold. On the one hand, the throughput of MP2P drops quickly when transfers have a large number of receivers. On the other hand, AGE-FAST and MTree better adapt to transfers with more receivers. Regarding AGE-FAST, more receivers per transfer increase the number of potential data sources and thus increase the benefits of the flexibile source selection. This outcome is verified in Fig. 7 , where AGE-FAST significantly improves the network throughput, compared to MP2P, when 90%-100% of (n − 1) of nodes are receivers per transfer. Regarding MTree, more receivers per transfer allow it to save more bandwidth on the links and thus have more available bandwidth resources to deliver data for more transfers.
We compare the completion times of admitted transfers across the three considered approaches. Although applications and users explicitly specify the deadline requirement for each transfer request, completing transfers ahead of their deadlines can affect the overall network utility for example by improving the quality of user experience further. In each experiment, we collect the completion time t C R of each admitted transfer R and normalize it by its deadline via
R is R's arrival time, and t 2 R is its deadline. Fig. 8 shows the average results of transfer completion times normalized by deadlines. We can see that the normalized transfer completion times of MTree is always 100% which indicates that MTree finishes transfer requests just before their deadlines. AGE-FAST and MP2P always finish admitted transfers ahead of their deadlines. More importantly, the red curve marked with circles in Fig. 8 shows that AGE-FAST always achieves the shortest normalized completion time among the simulated approaches which indicates that AGE-FAST provides applications and users with the best experience on average.
The impact of the request arrival rate
This group of experiments simulate different request arrival rates by varying λ from 1 to 5 to quantify its effects on the performances of considered approaches. We compare the request deadline-met ratio and average network throughput of MP2P, MTree, and AGE-FAST. Fig. 9 plots the experiment results obtained over the IDN network. The results obtained over the GScale and the Equnix networks are similar to that obtained in the IDN network and are omitted here for space constraints. As shown in Fig. 9(a) , AGE-FAST admits and guarantees up to 40% and 70% more deadlines than MTree and MP2P, respectively. We can also see that both the request deadline-met ratio of MTree and that of MP2P decrease dramatically when the request arrival rate increases. In contrast, the red curve marked with circles shows that AGE-FAST can maintain a high standard in experiments under all values of λ. Fig. 9 (b) plots the results of average network throughput. We can see that AGE-FAST achieves more than 2× the throughput of both MTree and MP2P. This thanks to the high deadline-met ratio of AGE-FAST. Interestingly, as the request arrival rate increases, the request deadline-met ratio decreases for three approaches as shown in Fig. 9 (a) but the average network throughput increases as shown in Fig. 9(b) . The increasing trend of network throughput gain is due to that the total number of deadline-met requests increases as the request arrival rate increases. While, as the request arrival rate increases, the total number of requests arrived in the system also increases and grows faster than the number of deadline-met requests, which leads to a decrease in request deadline-met ratio. Also, we see that when the request arrival rate is 5, the throughput gain of AGE-FAST stops increasing. This is expected as the traffic load in the system is heavy under this setting and the network is saturated so that there is no room for more traffic. To simulate a wide range of traffic loads, we scale the traffic load factor α from 0.2 to 1. Fig. 10(a) plots the deadline-met ratio. We can see that AGE-FAST achieves above 20% higher deadline-met ratio compared to MTree and MP2P. In addition, we can also see that as the traffic load increases, the deadline-met ratio decreases for all three approaches. However, MP2P and MTree experience a more dramatic performance drop compared to AGE-FAST. Fig.  10 (b) plots the average network throughput curves. We can see that AGE-FAST achieves 2× more throughput than MTree and MP2P. Besides, as the traffic load increases, three approaches maintain a stable throughput. This is because the traffic load of each admitted request increases although the deadline-met ratio drops. The superior performance of AGE-FAST further proves that it fully takes the advantage of the resources scattered around the network to accelerate the data transfers, thanks to its flexible transfer source selections. The small throughput spike of AGE-FAST in Fig. 10 (b) at x = 0.6 indicates that it accepts more large-sized transfers than that obtained at x = 0.8. Moreover, in Fig. 7-10 , we can see some fluctuations in the performance gains of AGE-FAST and MTree, compared to MP2P. In general, the performance fluctuations occur because the transfers are generated based on a stochastic process and so every time the simulation runs, the exact values of simulation parameters for generated transfers may be different (e.g., the number of requests per timeslot and the set of destinations per request). What is important is the overall trend (like a spline/trendline that goes across all points), which shows growth and that the red curve always stays above the green and the blue.
RELATED WORK
Unicast Inter-Datacenter Transfers: The majority of existing works focus on unicast inter-datacenter transfers [4] , [5] , [8] , [9] , [18] , [19] , [22] , [28] , [32] , [33] , [34] . Nikolaos et al. [22] , [32] and Yuan et al. [33] adopt a store-and-forward mechanism to exploit the benefits of diurnal load patterns caused by timezone differences for cheaply moving large volumes of data over underutilized links. Wang et al. [35] and Wu et al. [36] also employ the store-and-forward mechanism to leverage the temporal and spacial characteristics of inter-datacenter bandwidth resources to either mitigate the network congestion by reducing the peak traffic load on links [35] or maximize the utility by timely completing data transfers [36] . Microsoft SWAN [4] and Google B4 [5] study how to maximize inter-datacenter network utilization. Google BwE [19] aims at achieving max-min fairness by applying work-conserving bandwidth allocation. Tempus [8] focuses on a fair transfer allocation by maximizing the minimum fraction of data completed before deadlines for all transfers. Amoeba [9] offers guarantees on deadlines for as many transfers as possible by performing online admission control via solving a min-cost flow optimization problem. Our previous work [18] studies the data transfers with a mix of hard and soft deadlines and presents an online algorithm that has competitive performance with the global optimal optimization. OWAN [28] , [34] considers optical inter-datacenter networks and jointly optimizes the optical layer topology and the network layer routing to reduce the transfer completion times or guarantee deadlines for as many data transfers as possible. None of these proposals are designed to optimize oneto-many transfers with deadlines.
One-to-Many Transfers without Deadlines: A few recent works have developed approaches for one-to-many bulk transfers without deadlines over inter-datacenter networks [10] , [20] . They assume that intermediate datacenters are capable of multicast forwarding and propose to deliver the required data from the source datacenter to all receiver datacenters over one or several Steiner trees. DCCast [20] aims to minimize the tail transfer completion times by adopting a single Steiner tree for every transfer. Since using a single Steiner tree can slow down all receivers because of a single slow receiver, Quickcast [10] proposes to use multiple Steiner trees attached to different receivers to reduce the average transfer completion times.
One-to-Many Transfers with Deadlines: One straightforward solution to deal with the deadline-constrained one-to-many transfer is to consider it as multiple independent unicast transfers and handle each of them with existing deadline-aware unicast transfer methods [9] , [18] . However, such a straightforward approach cannot guarantee the completion of the entire one-to-many transfer before deadline. DDCCast [37] proposes a minimalistic approach to perform admission control for one-to-many transfers by adopting a single Steiner tree. Although saves network capacity, this approach would lead to underutilization. Ji et al. [21] proposes to use multiple parallel Steiner trees to increase throughput and complete more transfers prior to deadline. Luo et al. [38] focuses on reconfigurable networks and studies on maximizing the number of satisfied deadlines via dynamically adapting topology and multicast routing. In all of these proposals, all receivers of every one-to-many transfer obtain their replica from the original sender, which may turn into a performance bottleneck. A preliminary version [30] of this paper exploits the potential advantages of allowing receivers to obtain their replica from not only the original sender but also other receivers that have already received the replica.
Multicasting: The demand pattern of one-to-many data transfers is similar to that of network-layer multicasting [39] , [40] , [41] , [42] , as both copy data from a sender to multiple receivers. The one-to-many data transfers among datacenters actually can be considered as a particular type of multicast traffic with unique characteristics. In general, network-layer multicasting considers dynamic scenarios without prior known participants, i.e., the receivers of multicast sessions may join or leave at any time [43] . It focuses on adapting the routing and rate allocation as participants change. In contrast, the one-to-many data transfers generated by data replication among datacenters often have prior known demands as well as a known and fixed set of receivers. These unique characteristics allow network operators to compute routes and rates into the future before the initiation of data transmission. There also exists multicast traffic engineering solutions that assume previously known participants. Some of them consider intra-datacenter networks and focus on scalability for supporting large group memberships [41] or reliability in routing [42] , and some of them consider the inter-datacenter networks with a focus on minimizing the completion times of receivers (e.g., DCCast [20] ). Nevertheless, these studies assume non-deadline traffic and are not designed for admission control of one-to-many data transfers over inter-datacenter networks.
CONCLUSION AND FUTURE WORK
In this paper, we studied the problem of efficiently arranging the inter-datacenter one-to-many bulk transfers with deadline requirements. We proposed the centralized approach AGE, which performs online admission control and jointly optimizes the source selection for data transfers as well as the routing and bandwidth allocation for inter-datacenter one-to-many transfers to guarantee the deadline while achieving high network utilization and throughput. AGE admits an arriving one-to-many transfer request if all the associated destinations can receive a full replica of the data before the specified deadline. We first presented a baseline algorithm using Mixed Integer Linear Programming (MILP) to find a feasible deadline-guaranteed allocation. However, we can only solve this MILP in a reasonable time for transfers with a close deadline. To find a feasible allocation for transfers with far deadlines, we presented an accelerated algorithm which splits the original transfer allocation problem into a series of small and easily-solvable MILPs. This proposal worked well for transfers with few receivers but proved slow as the number of receivers grew large. Finally, we proposed a greedy heuristic that achieves fast running time in case of both far deadlines and many receivers per transfer while offering competitive solutions. We also conducted comprehensive simulations on real-world network topologies and found that the proposed AGE approach can effectively accommodate 30% more transfer requests with deadline guarantees on average and achieves 2-18× higher network throughput, while reducing the completion times by at least 20% and up to 80%, compared to state-of-the-art candidates. We want to extend this work in a variety of ways in the future as follows: Adopting more advanced forwarding techniques: In this work, we assumed the tunnel-based forwarding similar to the most of related work [4] , [5] , [8] , [9] , [18] , [28] , [32] , [34] . To further save bandwidth resources, a future direction is to consider the adoption of multicast forwarding for inter-datacenter transfers and combine it with the flexible source selection proposed in this work. Rescheduling: Current work assumes no preemption and does not revoke the previously made admissions. A future direction is to develop efficient rescheduling schemes to increase the network utilization and improve the transfer admission rate, although it slows down the admission control and allocation process. One potential candidate would be the opportunistic rescheduling proposed by [9] for unicast transfers. Designing an efficient rescheduling scheme for one-to-many transfers remains an open problem. Batch processing of incoming transfers: In this work, we handle transfers one by one as they arrive. A future direction is to pack and handle a batch of transfers that arrive within a small period together, which may offer better opportunities for increasing network utilization. Our approach is easy to extend to this case. But, how many and which transfers should be packed and processed together is non-trivial because the number of to-beprocessed transfers largely affects both the performance and the time efficiency of allocation algorithms.
Jointly optimizing the resource allocation and the transfer scheduling policy: This work adopted the first-come-first-serve (FCFS) scheduling policy as many previous works [4] , [5] , [8] , [9] , [18] . However, other more complex scheduling policies may offer better results. A future direction is to jointly optimize the request scheduling and the resource allocation for transfers. One possible candidate is to think of the scheduling policies of Coflows, which are similar concept in intra-datacenter that a collection of parallel flows with associated semantics and a collective objective are jointly scheduled to optimize performances [44] , [45] , [46] . Considering a Peer-to-Peer like method to further optimize transfers: Since both the receivers and the data structure are known prior for private inter-datacenter networks, it might be better for the sender to split the data into smaller data blocks and enable a receiver to start sending received data blocks to other receivers before receiving the full replica [23] . Although this is certainly much more complicated for centrally controlled networks, the overall transfer time may be further reduced by enforcing pipelining and parallel data transfer.
APPENDIX
COMPLEXITY OF OPTIMIZATION SCENARIO IN §4
Although the MILP described using (1)-(15) is formulated for a single transfer request (the new request), it may already be computationally intensive to find a feasible allocation if the transfer request has a far deadline. This MILP contains O(n 2 ρq) variables and O(n 2 q) constraints, where n, ρ, and q denote the number of involved datacenters, tunnel paths, and the transfer lifetime (i.e., the number of timeslots the transfer lasts), respectively. Because of the limited size of switch forwarding table, operators commonly build only a few number of tunnels to connect pairs of datacenters [4] . Therefore, ρ is often small. For many data transfers that only involve few datacenters, n is also small. However, the deadline for a data transfer could range from hours to days [8] . The number of timeslots q is often large, e.g., from tens to thousands of five-minute timeslots. As the transfer deadline goes further into the future, the number of variables involved grows dramatically, making the problem difficult to solve in a reasonable time. For example, for a transfer request that involves five datacenters and a deadline of ten hours, the above MILP involves at least 5 2 × 5 × 10×60 5 = 15000 variables if each timeslot lasts five minutes and there exists five tunnel paths between every pair of datacenters. Such models are usually computationally intractable to solve using current optimization solvers (e.g., CPLEX, Gurobi or MOSEK).
COMPLEXITY ANALYSIS OF ALGORITHM 1
Algorithm 1 speeds up the process of finding the deadlineguaranteed allocations for transfers with far deadlines. However, its computational efficiency drops as the number of the receivers of one-to-many transfers increases.
Overall, Algorithm 1 runs at most κ iterations and solves an optimization model per iteration. The optimization model, that is solved in every iteration, has O(n 2 ρq ) variables, 3 where n, ρ, and q = t 2 −t 1 κ denote the number of receiver datacenters, number of tunnels, and the number of timeslots involved in one interval, respectively. Assuming that the complexity of solving the 3. From these variables, it has O(n 2 + nq + n) binary variables. above optimization problem is T (n, ρ, q ), Algorithm 1 will have a running time complexity of O(κ) × T (n, ρ, q ). Please note that T (n, ρ, q ) depends on the technique applied by the solver and the location of the solution in the solution space.
Note that although both ρ and q are small in the above formulation used by Algorithm 1, a large number n of potential receivers could make this transfer optimization problem challenging to solve in an acceptable time. For example, assuming that there is a data transfer destined to 80% of datacenters in a network with 20 datacenters, we will get a MILP with about (80% × 20) 2 × 5 × 10 = 12800 variables to solve in Algorithm 1 per iteration, assuming five tunnels between every pair of datacenters (ρ = 5) and ten timeslots per time interval (q = 10). Such a large MILP could take intractable amount of time to solve using current optimization solvers.
OPTIMALITY GAP
The problem we are considering here is an online problem without any future knowledge of transfer requests. That is, when a transfer arrives, we have to decide whether to admit it without knowing what other transfers will be coming in the future. In contrast, the optimal solution would only be possible having access to future knowledge. Therefore, without any constraints on the network topology and incoming traffic (i.e., distribution of transfer sizes, the transfer arrival sequence), the gap between the online and the offline-optimal solution can be unbounded, which can be shown as follows.
Take a sequence of arrivals where a massive transfer R 1 arrives at the system first. Any online algorithm has to decide if R 1 should be admitted or not. If R 1 is admitted, then an adversary can send in many tiny transfers R 2 , . . . , R n that arrive right after, which the online algorithm will have to reject. Therefore, the competitive ratio can be arbitrarily bad for this case. On the other hand, if the online algorithm rejects R 1 , then the adversary could stop sending in more transfers, i.e., the competitive ratio is unbounded as well. The latter argument can be iterated in the sense that more requests appear online, and the moment the online algorithm accepts any, it will again face the problem of needing to reject arbitrarily many much smaller requests that arrive shortly after.
Such sequences are, however, unlikely in the real scenarios and even if so, due to the parallelism in the network topologies (i.e., multiple paths between every pair of nodes) a large transfer will be unlikely to exhaust all the resources. Despite that the gap can be theoretically unbounded, we show through simulations using realistic assumptions that our approach offers excellent performance compared to the offline-optimal when computation of such a solution is tractable, i.e., for small problems.
