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a b s t r a c t
The discontinuous Galerkin method has proved to be an accurate and efficient way to
numerically solve many differential equations. In this paper, we extend this method to
solve the time-dependentMaxwell’s equationswhenmetamaterials andperfectlymatched
layers are involved. Numerical results are presented to demonstrate that our method is
not only simple to implement, but also quite effective in solving Maxwell’s equations in
complex media.
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1. Introduction
The discontinuous Galerkin (DG) method was originally introduced in 1973 by Reed and Hill for solving a neutral
transport equation; in recent years, the DG method has gained more popularity [1] in solving various differential equations
due to its great flexibility in mesh construction, and its convenience in parallel implementation. In the past decade,
there have been considerable interests in developing DG methods for Maxwell’s equations in the free space [2–8]. Very
recently, there have been some DGwork [9,10] carried out for Maxwell’s equations in dispersive media, whose permittivity
depends on the wave frequency. However, the study of the DG method for Maxwell’s equations in complex media such as
metamaterials is quite limited.
The metamaterials [11,12] are artificially structured electromagnetic nano-materials with some exotic properties such
as negative refraction index and amplification of evanescent waves. Though the study of metamaterials can be dated back
to the seminar work of Veselogo in 1968, the intense interest in metamaterials started around 2000, immediately after
the successful construction of such a metamaterial in [13]. The main interest in metamaterials comes from their potential
applications in diverse areas such as construction of a perfect lens, sub-wavelength imaging and cloaking. Since 2000,
engineers and physicists have carried out many numerical simulations for Maxwell’s equations when metamaterials are
involved. However, such simulations are almost exclusively based on either the classic finite-difference time-domain (FDTD)
method or commercial packages such as HFSS and COMSOL. Due to the constraint of the FDTDmethod (such as the difficulty
in handling complex geometries) and the black-box characteristics of the commercial packages, there is an urgent call
for developing more efficient and reliable software for metamaterial simulations. In recent years, we have made some
initial effort [14–17] in developing and analyzing some finite element methods (FEM) for time-domainMaxwell’s equations
involving metamaterials, but all our previous work were based on standard finite element methods.
This paper is our initial effort on developing DG methods for solving the Maxwell’s equations in metamaterials and the
perfectly matched layers (PMLs). The PML is a highly effective absorbing material used to truncate a wave propagation
problem in the infinite domain to a bounded domain problem. The rest of the paper is organized as follows. In Section 2,
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we present the governing equations for metamaterials. In Section 3, we develop a DG method for our metamaterial model.
In Section 4, we extend the DG method to a PML model by taking advantage of the similarity between the PML model
and our metamaterial model. Then in Section 5, we implement DG methods for the metamaterial model, the PML model
and a coupled metamaterial model. Here numerical results are presented for three cases. Finally, we conclude the paper in
Section 6.
2. The governing equations
The governing equations for modeling wave propagation in metamaterials are [14]:
ϵ0
∂E
∂t
= ∇ × H − J , inΩ × (0, T ), (1)
µ0
∂H
∂t
= −∇ × E − K , inΩ × (0, T ), (2)
∂J
∂t
+ ΓeJ = ϵ0ω2peE, inΩ × (0, T ), (3)
∂K
∂t
+ ΓmK = µ0ω2pmH, inΩ × (0, T ), (4)
where ϵ0 denotes the permittivity of free space and µ0 denotes the permeability of free space, ωpe and ωpm are the electric
and magnetic plasma frequencies, respectively, Γe and Γm are the electric and magnetic damping frequencies, respectively,
E(x, t) and H(x, t) are the electric and magnetic fields, respectively, and J(x, t) and K (x, t) are the induced electric and
magnetic currents, respectively. To make the problem well posed, we simply assume that the boundary of Ω is perfect
conducting:
nˆ× E = 0 on ∂Ω, (5)
where nˆ is the unit outward normal to ∂Ω . Furthermore, we assume that the initial conditions are
E(x, 0) = E0(x), H(x, 0) = H0(x), (6)
J(x, 0) = J0(x), K (x, 0) = K0(x), (7)
where E0,H0, J0 and K0 are some given functions.
To simplify the presentation and numerical simulation, we can non-dimensionalize the governing equations (1)–(4). To
see this clearly, we introduce the vacuum speed of light c0 and the vacuum impedance Z0 defined as
c0 = 1√
ϵ0µ0
≈ 3× 108 m/s, Z0 =

µ0/ϵ0 ≈ 120π ohms,
and unit-free variables
t˜ = c0t
L
, x˜ = x
L
,
Γ˜e = ΓeLc0 , ω˜pe =
ωpeL
c0
, Γ˜m = ΓmLc0 , ω˜pm =
ωpmL
c0
,
E˜ = E
Z0H0
, H˜ = H
H0
, J˜ = LJ
H0
, K˜ = LK
Z0H0
,
where H0 is a unit magnetic field strength, and L is some reference length, typically the wavelength of our interested
phenomena. With these variables, we can rewrite (1)–(4) to the following non-dimensionalized form:
∂ E˜
∂ t˜
= ∇˜ × H˜ − J˜ , (8)
∂H˜
∂ t˜
= −∇˜ × E˜ − K˜ , (9)
∂ J˜
∂ t˜
+ Γ˜e J˜ = ω˜2peE˜, (10)
∂K˜
∂ t˜
+ Γ˜mK˜ = ω˜2pmH˜ . (11)
It is interesting to remark that (8)–(11) have the same form as the original governing equations (1)–(4) if we set ϵ0 = µ0 = 1
and drop all those tildes in (1)–(4).
In the rest of the paper, our discussion is based on the non-dimensionalized form (8)–(11) by dropping all those tildes
and adding source functions f and g to (8) and (9), respectively.
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3. Discontinuous Galerkin methods
Using the idea of [6], we rewrite (8) and (9) with added source functions f and g in conservation form
∂q
∂t
+∇ · F(q) = S, (12)
where we denote
q =
[
E
H
]
, S ≡
[
SE
SH
]
=
[−J + f
−K + g
]
, Fi(q) =
[−ei × H
ei × E
]
,
and F(q) = [F1(q), F2(q), F3(q)]T . Here ei are the three Cartesian unit vectors.
We assume that the domain Ω is decomposed into tetrahedral (or triangular in 2D) elements Ωk, and the numerical
solution qN is represented as
qN(x, t) =
Nn−
j=1
qj(xj, t)Lj(x) =
Nn−
j=1
qj(t)Lj(x), (13)
where Lj(x) is the multivariate Lagrange interpolation polynomial of degree n. Here Nn = 16 (n + 1)(n + 2)(n + 3) in 3D;
while Nn = 12 (n+ 1)(n+ 2) in 2D.
Multiplying (12) by a test function Li(x) and integrating over each elementΩk, we obtain∫
Ωk

∂qN
∂t
+∇ · F(qN)− SN

Li(x)dx =
∫
∂Ωk
nˆ · (F(qN)− F ∗N)Li(x)dx, (14)
where nˆ is an outward normal unit vector of ∂Ωk, and F ∗N is a numerical flux. For theMaxwell’s equations, we usually choose
the upwind flux [6]
nˆ · (F(qN)− F ∗N) =

1
2
nˆ× ([HN ] − nˆ× [EN ])
1
2
nˆ× (−nˆ× [HN ] − [EN ]).
where [EN ] = E+N −E−N , and [HN ] = H+N −H−N . Here superscripts ‘+’ and ‘−’ refer to field values from the neighbor element
and the local element itself, respectively.
Substituting (13) into (14), we obtain the elementwise equations for the electric field components
N−
j=0

Mij
dEj
dt
− Sij × Hj −MijSE,j

= 1
2
−
l
Fil · nˆl × ([Hl] − nˆl × [El]), (15)
and for the magnetic field components
N−
j=0

Mij
dHj
dt
+ Sij × Ej −MijSH,j

= 1
2
−
l
Fil · nˆl × (−nˆl × [Hl] − [El]), (16)
where
Mij = (Li(x), Lj(x))Ωk , Sij = (Li(x),∇Lj(x))Ωk
represent the local mass and stiffness matrices, respectively. Furthermore,
Fil = (Li(x), Ll(x))∂Ωk
represents the face-based mass matrix.
We can rewrite (15)–(16) in a fully explicit form, while the constitutive Eqs. (10)–(11) keep the same form. In summary,
we have the following semi-discrete discontinuous Galerkin scheme:
dEN
dt
= M−1S × HN − JN + fN + 12M
−1F

nˆ× ([HN ] − nˆ× [EN ])

|∂Ωk , (17)
dHN
dt
= −M−1S × EN − KN + gN − 12M
−1F

nˆ× (nˆ× [HN ] + [EN ])

|∂Ωk , (18)
dJN
dt
= ω2eEN − ΓeJN , (19)
dKN
dt
= ω2mHN − ΓmKN . (20)
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The system (17)–(20) can be solved by various methods developed for a system of ordinary differential equations
duh
dt
= L(uh, t), (21)
whereuh is the vector of unknowns. In our implementation,we adopt the classic low-storage five-stage fourth-order explicit
Runge–Kutta method [18, Section 3.4]:
p(0) = unh, r(0) = 0,
i ∈ [1, 5] :

r(i) = air(i−1) + τL(p(i−1), nτ + ciτ),
p(i) = p(i−1) + bir(i),
un+1h = p(5),
where coefficients ai, bi and ci are fixed constants given in Table 3.2 of [18].
4. Extensions of the DG method to a PML model
In this section,we extend the aboveDGmethod developed for themetamaterialmodel to a perfectlymatched layer (PML)
model developed in [19] in 1997. Following the notation of [19], we assume that the PML is a cubical simulation domain,
the face regions have absorbing layers with only one normal direction, the edge regions are the joins of two face regions,
and the corners are the overlapping parts of three face regions. The complete PML governing equations for the corner region
are [19, Eq. (B.4)]
∂E
∂t
+ D1E = 1
ϵ0
∇ × H − 1
ϵ0
J (22)
∂J
∂t
+ D2J = ϵ0D3E (23)
∂H
∂t
+ D1H = − 1
µ0
∇ × E − 1
µ0
K (24)
∂K
∂t
+ D2K = µ0D3H (25)
where ϵ0 and µ0 are the vacuum permittivity and permeability, E(x, t) and H(x, t) are the electric and magnetic fields,
J(x, t) and K (x, t) are the induced electric and magnetic currents, respectively. Furthermore, we denote the 3× 3 diagonal
matrices D1 = diag(σy + σz − σx, σz + σx − σy, σx + σy − σz), D2 = diag(σx, σy, σz),D3 = diag((σx − σy)(σx − σz),
(σy− σx)(σy− σz), (σz − σx)(σz − σy)). Here σx, σy and σz are nonnegative functions and represent the damping variations
along the x, y and z directions, respectively. Usually, quadratic profiles are chosen for σx, σy and σz [20,19].
Note that the model (22)–(25) is the same as (5.12) of Turkel and Yefet [20] (with assumption ϵ0 = µ0 = 1) and is well
posed mathematically because it is a symmetric hyperbolic system (i.e., the standard Maxwell equations) plus lower order
terms [20, p. 545].
Through a simple modification of (17)–(20), we can obtain the following semi-discrete discontinuous Galerkin scheme
for the PML model (22)–(25) with ϵ0 = µ0 = 1:
dEN
dt
= M−1S × HN − JN − D1M−1EN + 12M
−1F

nˆ× ([HN ] − nˆ× [EN ])

∂Ωk
, (26)
dHN
dt
= −M−1S × EN − KN − D1M−1HN − 12M
−1F

nˆ× (nˆ× [HN ] + [EN ])

∂Ωk
, (27)
dJN
dt
= D3EN − D2JN , (28)
dKN
dt
= D3HN − D2KN . (29)
5. Numerical results
Our implementation is based on the package nudg provided by [18]. For simplicity, here we only consider the 2D
implementation, though 3D case is quite similar but takesmuch longer computational time. Belowwe showone example for
the metamaterial model, one example for the PML model, and one coupled metamaterial model. All our tests were carried
out using MATLAB 7.1 running on Dell Latitude D630 laptop with 2 GB of RAM and 2.50 GHz CPU.
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5.1. Example 1: the DG method for a metamaterial model
Here we consider the 2D transverse magnetic metamaterial model:
∂Hx
∂t
= −∂Ez
∂y
− Kx + gx (30)
∂Hy
∂t
= ∂Ez
∂x
− Ky + gy (31)
∂Ez
∂t
= ∂Hy
∂x
− ∂Hx
∂y
− Jz + f (32)
∂ Jz
∂t
= ω2eEz − ΓeJz (33)
∂Kx
∂t
= ω2mHx − ΓmKx (34)
∂Ky
∂t
= ω2mHy − ΓmKy (35)
where the subscripts ‘x, y’ and ‘z’ denote the corresponding components.
To check the convergence rate obtained by our implementation, we consider a problem with an exact solution. More
specifically, we construct the following exact solutions for the 2D transverse magnetic model (assuming that Γm = Γe = π,
ωm = ωe = π ) on domainΩ = (0, 1)2:
H ≡

Hx
Hy

=

sin(πx) cos(πy) exp(−π t)
− cos(πx) sin(πy) exp(−π t)

,
Ez = sin(πx) sin(πy) exp(−π t).
The corresponding magnetic and electric currents are
K ≡

Kx
Ky

=

π2t sin(πx) cos(πy) exp(−π t)
−π2t cos(πx) sin(πy) exp(−π t)

,
and
Jz = π2t sin(πx) sin(πy) exp(−π t),
respectively. The corresponding source term
f = (−3π + π2t) sin(πx) sin(πy) exp(−π t),
while g = (gx, gy) is given by
gx = π2t sin(πx) cos(πy) exp(−π t),
gy = −π2t cos(πx) sin(πy) exp(−π t).
Notice that Ez satisfies the boundary condition Ez = 0 on ∂Ω .
We solved this example with various time step sizes τ and uniformly refined meshes. In our experiments, we tested
basis functions of order Norder = 1, 2 and 3. Selected numerical results are presented in Tables 1–3. Many numerical tests
suggest that our scheme has the following error estimate:
max
m≥1
(‖Hm − Hmh ‖L∞(Ω) + ‖Em − Emh ‖L∞(Ω) + ‖Jm − Jmh ‖L∞(Ω) + ‖Km − Kmh ‖L∞(Ω)) ≤ Chk,
where Hm and Hmh denote the analytic and numerical solutions at time step m, respectively, and k ≥ 1 is the order of
the polynomial basis function. The rigorous proof of the above error estimate is currently open. Note that in Table 3 the
convergence rates degenerate when the meshes become finer. We believe that this is caused by the violation of the CFL
condition for finer meshes. Similar phenomenon happens for high order difference schemes [21]. For our Runge–Kutta
method for solving (21), the stability condition is τ maxi |λi| ≤ C , where λi are the eigenvalues of the operator L(uh, t).
Our numerical tests show that maxi |λi| = O(h−2k) for kth order basis functions. Hence the CFL constraint seems to be
τ = O(h2k). Rigorous proof of this is still open.
To confirm this argument and the long time stability of our scheme, we resolved this example with Norder = 3 and
smaller time step τ = 10−8 for 1000 time steps so that we can compare the results obtained in Table 3 at the same
ending time. Results obtained with Norder = 3, τ = 10−8 are shown in Table 4. From Tables 1–3 and the analytical
solutions, we see that errors of Hx and Hy, and errors of Kx and Ky are very similar, hence we just recorded errors of Hx
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Table 1
Example 1. L∞ errors with τ = 10−5,Norder = 1 after 1 time step.
Errors h = 1/5 h = 1/10 Rate h = 1/20 Rate h = 1/40 Rate h = 1/80 Rate
Hx 1.8436e−04 9.6816e−05 0.9292 4.8906e−05 0.9852 2.4425e−05 1.0017 1.2126e−05 1.0103
Hy 1.8436e−04 9.6816e−05 0.9292 4.8907e−05 0.9852 2.4425e−05 1.0017 1.2126e−05 1.0103
Ez 2.7212e−04 1.4489e−04 0.9093 7.3325e−05 0.9826 3.6617e−05 1.0018 1.8153e−05 1.0123
Kx 9.1017e−08 4.7815e−08 0.9287 2.4171e−08 0.9842 1.2089e−08 0.9996 6.0171e−09 1.0066
Ky 9.1017e−08 4.7815e−08 0.9287 2.4171e−08 0.9842 1.2088e−08 0.9996 6.0171e−09 1.0066
Jz 1.3433e−07 7.1549e−08 0.9088 3.6237e−08 0.9815 1.8125e−08 0.9995 9.0138e−09 1.0078
Table 2
Example 1. L∞ errors with τ = 10−5,Norder = 2 after 1 time step.
Errors h = 1/5 h = 1/10 Rate h = 1/20 Rate h = 1/40 Rate h = 1/80 Rate
Hx 3.9699e−05 1.0210e−05 1.9591 2.5685e−06 1.9910 6.4371e−07 1.9964 1.6310e−07 1.9807
Hy 3.9699e−05 1.0210e−05 1.9591 2.5684e−06 1.9910 6.4373e−07 1.9964 1.6309e−07 1.9807
Ez 4.9636e−05 1.2734e−05 1.9627 3.1865e−06 1.9986 7.8596e−07 2.0194 1.8212e−07 2.1096
Kx 1.9596e−08 5.0425e−09 1.9583 1.2696e−09 1.9898 3.1862e−10 1.9945 8.0933e−11 1.9770
Ky 1.9597e−08 5.0425e−09 1.9583 1.2696e−09 1.9898 3.1862e−10 1.9945 8.0929e−11 1.9770
Jz 2.4502e−08 6.2856e−09 1.9628 1.5726e−09 1.9989 3.8801e−10 2.0190 9.0174e−11 2.1053
Table 3
Example 1. L∞ errors with τ = 10−5,Norder = 3 after 1 time step.
Errors h = 1/5 h = 1/10 Rate h = 1/20 Rate h = 1/40 Rate h = 1/80 Rate
Hx 5.0332e−06 6.4250e−07 2.9697 8.1010e−08 2.9875 1.2167e−08 2.7351 5.1930e−09 1.2283
Hy 5.0332e−06 6.4250e−07 2.9697 8.1020e−08 2.9873 1.2163e−08 2.7358 5.1857e−09 1.2299
Ez 5.5280e−06 7.1480e−07 2.9511 9.3022e−08 2.9419 2.3658e−08 1.9752 1.9844e−08 0.2536
Kx 2.4861e−09 3.1762e−10 2.9685 4.0134e−11 2.9844 6.0105e−12 2.7393 2.4915e−12 1.2705
Ky 2.4861e−09 3.1762e−10 2.9685 4.0137e−11 2.9843 6.0095e−12 2.7396 2.4902e−12 1.2710
Jz 2.7301e−09 3.5337e−10 2.9497 4.5971e−11 2.9424 1.1388e−11 2.0132 9.4575e−12 0.2680
Table 4
Example 1. L∞ errors with τ = 10−8,Norder = 3 after 1000 time steps.
Errors h = 1/5 h = 1/10 Rate h = 1/20 Rate h = 1/40 Rate h = 1/80 Rate
Hx 5.0448e−07 6.4434e−08 2.9689 8.0940e−09 2.9929 1.0121e−09 2.9995 1.2632e−10 3.0022
Ez 5.5410e−07 7.2399e−08 2.9361 9.1035e−09 2.9915 1.1385e−09 2.9993 1.4209e−10 3.0023
Kx 2.4897e−11 3.1802e−12 2.9688 3.9956e−13 2.9926 4.9981e−14 2.9990 6.2420e−15 3.0013
Jz 2.7346e−11 3.5733e−12 2.9360 4.4938e−13 2.9912 5.6221e−14 2.9988 7.0206e−15 3.0014
CPU(s) 19.30 20.81 31.93 97.07 524.14
Table 5
Example 1. L∞ errors with τ = 10−8,Norder = 3 after 100,000 time steps.
Errors h = 1/5 h = 1/10 Rate h = 1/20 Rate h = 1/40 Rate h = 1/80 Rate
Hx 4.8844e−05 6.1600e−06 2.9872 7.3999e−07 3.0574 8.6111e−08 3.1032 9.2353e−09 3.2210
Ez 5.4499e−05 6.9040e−06 2.9807 8.4616e−07 3.0284 1.0077e−07 3.0699 1.1358e−08 3.1493
Kx 2.4345e−07 3.0796e−08 2.9828 3.7510e−09 3.0374 4.4678e−10 3.0696 5.0429e−11 3.1472
Jz 2.6941e−07 3.4588e−08 2.9615 4.2370e−09 3.0292 5.1417e−10 3.0427 5.9621e−11 3.1084
CPU(s) 2016.97 2138.72 3532.24 10050.84 51894.05
and Kx in Table 4. Comparing Table 4 with Table 3, we see that the results obtained with the smaller time step τ = 10−8
show O(h3) convergence rate very well, and the errors are more accurate (about one order magnitude) than those obtained
with τ = 10−5.
To check the long time stability, we run the scheme with Norder = 3, τ = 10−8 for 100,000 time steps. The errors
obtained at 100,000 time steps are presented in Table 5, which still showsO(h3) convergence rate verywell. The comparison
between Tables 4 and 5 shows that the errors of all fields grow linearly in time: Hx, Ez show quite clearly, but the induced
currents Kx, Jz have to be considered that their solutions are proportional to t . Furthermore, our results show that the
algorithm is quite efficient by considering that the CPU time (in seconds) recorded in Table 4. Exemplary solutions for Ez and
the corresponding pointwise errors obtained with Norder = 3, τ = 10−8 at the end of 100,000 time steps are presented
in Fig. 1.
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Fig. 1. Example 1. Results obtained with Norder = 3, τ = 10−8 after 100,000 time steps. Top row (with h = 1/10): contour plot of Ez (left) and its
pointwise error (right); bottom row (with h = 1/20): contour plot of Ez (left) and its pointwise error (right).
5.2. Example 2: the DG method for a PML model
Here we consider the 2D transverse magnetic PML model obtained from (22)–(25):
∂Hx
∂t
= −∂Ez
∂y
− Kx + (σx − σy)Hx
∂Hy
∂t
= ∂Ez
∂x
− Ky − (σx − σy)Hy
∂Ez
∂t
= ∂Hy
∂x
− ∂Hx
∂y
− Jz − (σx + σy)Ez
∂ Jz
∂t
= σxσyEz
∂Kx
∂t
= −σxKx + (σx − σy)σxHx
∂Ky
∂t
= −σyKy − (σx − σy)σyHy
where the subscripts ‘x, y’ and ‘z’ denote the corresponding components.
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Fig. 2. Example 2. Top row: contour plot of Ez (left) and H field (right) at time step 100; bottom row: contour plot of Ez (left) and H field (right) at time
step 500.
For thismodel, we assume that the physical domainΩ = (0, 1)2 is surrounded by a perfectlymatching layer of thickness
of 0.5, i.e., the real computational domain is (−1.5, 1.5)2. To test the effectiveness of the PML, we assume that there exists
an initial electric source
Ez(x, y, 0) =
cos8

πr
2r0

if r ≤ r0
0 if r ≥ r0
(36)
where r0 = 0.5, r =

x2 + y2.
The damping function σx is chosen as:
σx(x, y) =
σ0(x− 1)
2 if x ≥ 1
σ0(x+ 1)2 if x ≤ −1
0 elsewhere.
Function σy has the same form but varies with respect to the y variable.
In our test, we choose the time step τ = 10−3, the damping constant σ0 = 1, the basis function order Norder = 2 on all
elements, and the simulation time t ∈ (0, 1500τ) such that the wave front has reached the simulation boundary.
Some snapshots at various time steps are presented in Figs. 2 and 3, which shows that the PML absorbs the wave
reflections at the interfaces very well.
958 J. Li / Journal of Computational and Applied Mathematics 236 (2011) 950–961
1
0.5
0
-0.5
-1
1.5
1
0.5
0
-0.5
-1
-1.5
-1.5
-1
-0.5
0
0.5
1
1.5
0.12
0.1
0.08
0.06
0.04
0.02
0
-0.02
-0.04
-0.06
1.5
1
0.5
0
-0.5
-1
-1.5
Ez at time step = 1000 H field at time step = 1000
H field at time step = 1500Ez at time step = 1500
1
0.5
0
-0.5
-1
1.5
1
0.5
0
-0.5
-1
-1.5 -1.5
-1
-0.5
0
0.5
1
1.5
0.1
0.08
0.06
0.04
0.02
0
-0.02
-0.04
-0.06
-0.08
-0.1
1.5
1
0.5
0
-0.5
-1
-1.5
-1.5 -1 -0.5 0 -0.5 1 1.5
-1.5 -1 -0.5 0 0.5 1 1.5
Fig. 3. Example 2. Top row: contour plot of Ez (left) and H field (right) at time step 1000; bottom row: contour plot of Ez (left) and H field (right) at time
step 1500.
5.3. Example 3: the DG method for a coupled metamaterial model
In this example, we solve the 2D transverse magnetic metamaterial model of Example 1 coupled with the 2D transverse
magnetic model in vacuum:
∂Hx
∂t
= −∂Ez
∂y
(37)
∂Hy
∂t
= ∂Ez
∂x
(38)
∂Ez
∂t
= ∂Hy
∂x
− ∂Hx
∂y
. (39)
To demonstrate the simplicity and efficiency of ourmethod, we solve this coupledmodel on a complicated domainwhere
a circle (x−0.5)2+y2 = 0.52 is located inside a rectangle [−1.5, 1.5]2. The circle region is for themetamaterialmodel, while
outside of the circle is filledwith air.We excited ourmodelwith the electric source (36) initially centered at (−0.5, 0), i.e., the
other source terms gx, gy, f in themodel of Example 1 are zero.We solved this coupledmodel using various differentmeshes
and time step sizes. An exemplary result is given in Fig. 5, which is obtained with ωe = ωm = 1,Γe = Γm = 1, τ = 10−3,
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Fig. 4. Example 3. The mesh (top left); contour plot of Ez obtained with Γe = Γm = ωe = ωm = 1, τ = 10−3 at time step 400 (top right), time step 800
(bottom left), and time step 1000 (bottom right).
Norder = 1 and a mesh with 1713 nodes and 3304 elements. In Fig. 4, we presented the electric fields Ez at 400, 800
and 1000 time steps, which are obtained with CPU time (excluding the mesh preparation time) of 34.84, 70.41 and 83.00 s,
respectively. Our results show that our implementation is really efficient in solving such a coupledmodelwith a complicated
physical domain.
After many numerical tests, we find that the relative sizes of the parameters (the practical interesting case always
assumes that ωe = ωm and Γe = Γm) play an important role in the numerical solution. For simplicity, we resolve this
coupled model (i.e., same mesh, excited source, τ and Norder) with fixed Γe = 1 and a varying ωe. Numerical results show
that if ωe is less than 1, then the wave can continue propagating through the metamaterial region without much change
of the shape of the electric field Ez ; if ωe grows larger than 1, the wave gets damped when it moves into the metamaterial
region; if ωe keeps growing and gets close to 10, the wave not only damps but also reflects from the metamaterial region;
whenωe gets larger than 100, the wave propagates into themetamaterial region and damps very quickly without reflection.
Some exemplary results are shown in Fig. 5, which is obtained with τ = 10−3 running for 1000 time steps, fixed Γe = 1,
and ωe = 0.1, 5, 10, 100.
Our explanation for the observed phenomena is as follows: whenωe is relatively small, (33)–(35) tell us that the induced
fields Jz, Kx, Ky all decrease as time increases (i.e., the wave propagates into the metamaterial region), then (30)–(32)
show that Hx,Hy, Ez almost have no difference from the governing equations (37)–(39) in vacuum, which is consistent
with our observation that Ez has no shape change as showed for the case ωe = 0.1. On the other hand, when ωe is
relatively large, (33)–(35) tell us that the induced fields Jz, Kx, Ky all increase as time increases (i.e., the wave propagates
into the metamaterial region), then (30)–(32) show that Hx,Hy, Ez shall get damped a lot because of negative large Jz, Kx, Ky
compared to the governing equations (37)–(39) in vacuum, which explains our observation that Ez almost damped without
a trace in the metamaterial region for the case ωe = 100. When ωe is median compared to Γe, then we have some damping,
which explains what we obtained for the cases ωe = 5, 10. Our tests demonstrated again that solving Maxwell’s equations
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Fig. 5. Example 3. Contour plot of Ez at time step 1000 with fixed Γe = Γm = 1 and varying ωe = ωm: top left for ωe = 0.1; top right for ωe = 5; bottom
left for ωe = 10; bottom right for ωe = 100.
when metamaterials are involved is quite challenging due to the inherited multiscale characteristics. More delicate study
will be undertaken in the future.
6. Conclusions
In this paper, we develop the discontinuous Galerkin methods for solving the time-dependent Maxwell’s equations in
both metamaterials and perfectly matched layers. The algorithms are implemented and numerical results are presented for
both cases. Since this is our initial effort in this direction, in the future we will continue our exploration for more interesting
and challenging problems, which include the theoretical error analysis of the underlying DG methods and applications to
practical simulation problems involving metamaterials.
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