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Abstract-We investigate extending a chosen block or convo-
lutional code which has additive error correction capability, as
predetermined by the usual communication systems or coding
considerations. Our extension involves constructing a template
to add additional redundant bits in positions, selected to balance
the moment of the code word. Using some number theoretic
constructions in the literature, insertion/deletion correction can
then be achieved. If the template is carefully designed, the
number of additional redundant bits for the insertion/deletion
correction can be kept small - in some cases of the same order
as for Hamming codes. Our construction technique can also be
used for the systematic encoding of number theoretic codes, and
furthermore have implications for other coding techniques utiliz-
ing the moment function, such as codes correcting asymmetrical
errors, spectral shaping codes, or constant weight codes.
I. INTRODUCTION
The topic of correcting bit or symbol insertion/deletions
in coded sequences has been studied since the 1960's [1]-
[7]. However, it remains a difficult field with relatively few
published results. Some results in recent years on relevant
coding techniques include e.g. [8]-[18].
We prefer to work on deterministic code constructions, i.e.
codes with which some insertion/deletion capability within
a code word can be guaranteed, an approach introduced by
Levenshtein [6]. Note that on the other hand, the coding
techniques such as in [10] and [15] can correct multiple
insertions/deletions within coded sequences in a probabilistic
sense - however usually with few or no guarantees.
One drawback of the deterministic code constructions as in
e.g. [3]-[6], is that the boundaries, i.e. the first and last symbol
of each code word should be known. For this purpose, periodic
markers or synchronization sequences can be inserted between
code words. In fact, many practical communication systems do
insert these after a long sequence containing many code words.
However, if a synchronization word is to be inserted after
every single transmitted code word, the amount of additional
redundancy or overhead may become unattractive.
Lately there has been much interest in codes with very long
code words and superior additive error correction (sometimes,
also referred to in this context as "reversal" or "substitution"
error correction). These long codes include the important class
of low-density parity-check (LDPC) codes. For such long
codes, marking the boundaries by inserting a short synchro-
nization sequence after each code word may be tolerable in
terms of overhead.
Note also that the powerful long LDPC codes can operate
at very low signal-to-noise ratios, still with significant additive
error correction gain - a noise environment where bit synchro-
nization failures, leading to insertions/deletions, may indeed
occur more frequently.
In most communication or data storage systems additive
errors dominate. For example, on some magnetic recording
systems, errors which can be modeled as reversal erors can
occur with probability 10-6, while errors which can be
modeled as insertions or deletions occur with probability a
few orders lower. However, if insertions/deletions do occur,
the consequences can be catastrophic, with large blocks or
files of data being lost. In view of the abovementioned error
probabilities, it seems appropriate to concentrate most of the
code redundancy to correct reversal errors, but also to make
limited provision for insertion/deletion correction.
In this study, we thus develop coding systems in which
the reversal error correcting code may be firstly specified
to comply with the communication system's requirements.
Next, the reversal error correcting code is extended by adding
some additional parity or redundant bits, based on moment
balancing templates, to create the option of correcting inser-
tions/deletions if such errors are detected by means of short
synchronization sequences inserted between code words. The
constructions are applied to error correcting codes as well as
constrained codes.
The moment balancing templates in this paper were inspired
by the constructions in [11] which were developed for the
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systematic encoding of the Levenshtein and Constantin-Rao
codes. Similarly, the new templates in this paper can also be
used for the systematic encoding of other classes of number
theoretic codes in the literature such as in [3]-[6]. Other work
involving systematic encoding of insertion/deletion correcting
codes appear in [3], [4], [12].
II. MOMENT BALANCING TEMPLATES
Most codes correcting insertion/deletion errors impose a
condition of the form Zn=1 vixi _ a (mod m) for some
integers vi, a and m, where vi is the weight assigned to index
i and (X1X2 ... Xn) is a binary sequence which may be a code
word if the code is binary or it may be a function of a code
word if the code is nonbinary. Therefore, it is convenient to
define the moment of a binary sequence as follows.
Definition 1: Let x = (X1X2 ... Xn) be a binary sequence
of length n. The (first order) moment of x is defined as:
n
z vixi, (1)
i=l
where vi is the weight assigned to index i.
Typically vi = i or vi = i-1. Therefore, we define (J(x)
1 xiz and (J'(x) = E n 1(i- I)xi. In the following, we
develop the case vi = i as the other case can be similarly
developed.
Definition 2: Let C be a binary code of length n and Nc(i)
be the number of code words x such that or(x) = i. Let Sc
{i Nc(i) > O} be the set of moments of C. The moment
spectrum of the code C is given by the polynomial
Mc(y) = E: NC(i)y'. (2)
Let C be a (K, k) binary code, i.e., a binary code, which is
not necessarily linear, of length K that has 2k code words. We
are interested in mapping each code word c (ClC2 ... CK)
in the code C into a distinct sequence x (X1X2 ... Xn)
whose moment is congruent to some fixed integer modulo
some number. This is possible if and only if 2k is at most
equal to the number of sequences of length n satisfying
this condition. However, our work is motivated by practical
considerations which require both the map and its inverse
to be easily implementable. For this reason, we focus on
maps in which the code bits C1C2 ... CK appear in fixed
positions in the sequence x, i.e., ci = x(i) for some
1 < 'y(1) < 'y(2) < ... < 'y(K) < n. The remaining
bits in x, which are called balancing bits and denoted by
bj, b2, ...., bn-K are positioned in the n -K positions that
are not occupied by code bits. In particular, bi = x(i) where
I < /3(1) < /3(2) < ..< /3(n-K) < n and Ui7 (i
and Ui3(i) are disjoint sets whose union is {1, 2,.. ., n}.
Let or, (x) = E K1 ty(i)c and b(x) (i)bi. Then,
0rc(x) and Orb(x) indicate the contribution of the code bits
and the balancing bits, respectively, to the moment of x. In
particular, orc (x) + (b (X) = u (X) .
Definition 3: We define a universal moment balancing tem-
plate as a sequence of code bits and balancing bits such that
TABLE I
CODEBOOK AND MOMENTS FOR LDPC (7,3) CODE
i= 1 2
0 0
0 0
0 1
0 1
1
1
1
1
0
0
1
1
3
0
1
0
1
0
1
0
1
4
0
0
1
1
1
1
0
0
5
0
1
1
0
0
1
1
0
6
0
1
1
0
1
0
0
1
7
0
1
0
1
1
0
1
0
a
0
21
17
16
18
13
15
12
Ob can assume any integer value in the range 0 <- (b < m for
some fixed positive integer m.
In particular, the moment balancing template is specified
by the positions of the balancing bits. The number of such
positions, n- K, is clearly lower bounded by log2 mi].
For each sequence of code bits, the balancing bits are
chosen such that Or, + cOb assumes a specific value modulo
m. The collection of all sequences of code bits extended with
balancing bits forms an (n, k) code CExt. It should be noted
that this universal moment balancing template guarantees that,
with proper choice of the balancing bits, the moment of the
extended sequence can be made to assume any desired value
regardless of this value or the values of o,. Note however that
for some additive error correcting or constrained codes, or, may
have a restricted range of values, as in fact illustrated in Tables
I and II. Thus for some codes we may need fewer balancing
bits than those used in a universal moment balancing template
for the moments of the sequences to be equal or congruent to
some fixed value modulo m.
Definition 4: We define an optimized moment balancing
template as a sequence of code bits and balancing bits, such
that 7b can assume a restricted range of values, to reduce Sc
as required.
Example 1: Consider the (n, k) = (7,3) LDPC code C
from [19, p. 858]. In Table I, we list all code words,
and their corresponding moments, or. Note that Sc
{0 12. 13. 15. 16. 17, 18, 21} and
M()= I + Y12 +1y3 + 15 +16 +1p7 +18 + 21
In Table II, we extend the code to an (11, 3) code, CExt,
by using a moment balancing template with four balancing
bits bi at positions 1, 2, 4 and 8 and in the extended code
set x1 = bi, x2 = b2, X4 = b3 and x8 = b4. The code
bits C1, C2 .... , C7 from Table I are written into the remaining
positions. Note that we have chosen the balancing bits in order
to have SCEXt {0, 36} and
MCEXt (y) = 1 + 7y36. (4)
In the next sections we develop moment balancing templates
in order to extend arbitrary linear additive error correcting
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TABLE II
LDPC (7,3) CODE WITH BALANCING BITS AND MOMENTS or following [11], as a systematic encoding of the n = 11
Levenshtein code, where we wrote the code bits of the (7, 3)
code into the information bit positions of the Levenshtein code.
B. Levenshtein's second class of insertion/deletion correcting
codes:
In this class m > 2n and the code can either correct a single
insertion/deletion error or alternatively, a single reversal error.
The code's cardinality can be maximized by setting m = 2n
and a = 0. By appending one additional balancing bit, we
can set up a corresponding moment balancing template. As a
universal moment balancing template, we take 13(i) = 2-1
for i = 1, 2,..., 1log2 n] and /3( 1log2 n] + 1) = n. Indeed,
codes or constrained codes, to endow them with the option of
insertion/deletion correction.
III. TEMPLATES FOR LEVENSHTEIN'S
INSERTION/DELETION CORRECTING CODES
Levenshtein presented two classes of single inser-
tion/deletion correcting codes in [6]. A code of length n in
each class consists of binary sequences x = (X1X2 ... Xn)
satisfying o(Jx) =
=
1xi =- a (mod m) where a and m
are fixed integers.
A. Levenshtein's first class of insertion/deletion correcting
codes:
In this class m > n + 1 and the code can correct a
single insertion or deletion error. The code's cardinality can
be maximized by setting m = n + 1 and a = U, which we
will assume in the following.
As a universal moment balancing template, we take 3(i)=
2'-1 for i = 1,2, . . ., 1log2(n + 1)]. Clearly,
[log2 n] +1
E 13(i)bi
i=i
log2 n]
E 2- 1bi + nb1og02 n]+1
i=i
assumes any given value in {0, 1, . . . , 2n -1} for some choice
of the bi's. Notice that the number of balancing bits, 1log2 n] +
1, is miminal. The moment balancing template is represented
symbolically by the sequence
blb2C3b4C5C6C7 b8 C9 . .. b2F0lg2 nl -I .. . Cn- lbgn (6)
This template can be used to construct an (n, k) code CExt
that can correct either a single insertion/deletion or a single
reversal from a (K, k) code C, where K = n -log2 n] -1.
The rate of CExt approaches the rate, k/K, of the code C as
its length, K, increases while its rate, k/K, remains fixed.
IV. TEMPLATES FOR TENENGOL'TS' BINARY
INSERTION/DELETION CORRECTING CODES
This class of codes, published in [3] can correct a single
deletion and an error in the preceding bit. Here x is a code
word if
[log2 (n+l)]
E /3(i)bi
i=l
log2 (n+l)]
E: 2i- 1bi
i=l
assumes any given value in {0, 1, . . . , n} for some choice of
the bi's. Notice that the number of balancing bits, 1log2(n +
1)], is miminal. The moment balancing template is represented
symbolically by the sequence
blb2C3b4C5C6C7b8c9 ... b210g2(n+1) 1 ....n (5)12 3 3 44 5 1102(n± 1)] CK,
where the superscripts are added to the reader's benefit to
indicate the position of each bit in the sequence. This template
can be used to construct an (n, k) code CExt that can correct
a single insertion/deletion from any (K, k) code C, where
K = n-log2(n + 1)] . The rate of CExt approaches the rate,
k/K, of the code C as its length, K, increases while its rate,
k/K, remains fixed.
Note that for the n = 11 code in Table II, (J(X) O
(mod 12) hence we have extended the (7, 3) code to become
a single insertion/deletion correcting (11, 3) code. It can also
be considered as a subcode of the n = 11 Levenshtein code,
and
n
Zxlb
i=l
(mod 2) (8)
where a and b are arbitrary integers.
As a universal moment balancing template, we take p3(1) =
1, 3(i) = 2 -2 + 1 for i = 2, 3, . . ., log2(n
-1)] + 1, and
/3(11Og2(n- 1)] + 2) = n. Indeed,
1log2 (n- 1)1+2
I: (3()-I)bi
i=l
1log2(n-1)1±1
E: 2i2-2bi
i=2
+ (n -l)b log2 (n- 1)]+2
assumes any given value in {0, 1, ... , 2n -3} for some choice
of the bi's for i = 2, 3, . . ., log2(n -1)] + 2 to satisfy (7),
while b, can be independently specified to satisfy (8). The
number of balancing bits in this template is log2 (n -1)1 + 2.
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1
0
0
1
1
1
1
0
0
2
b2
0
0
0
1
0
1
0
0
3
3
cl1
0
0
0
0
1
1
1
1
4
b3
0
0
1
1
1
0
0
1
5
5
2
0
0
1
1
0
0
1
1
6
6
c3
0
1
0
1
0
1
0
1
7
7
C4
0
0
1
1
1
1
0
0
8
b4
0
0
0
0
1
1
1
9
9
C5
0
1
1
0
0
1
1
0
10
10
6
0
1
1
0
1
0
0
1
11
11
7
0
1
0
1
1
0
1
0
o-c
0
36
31
29
31
25
28
24
0
0
5
7
5
11
8
12
a
0
36
36
36
36
36
36
36
n
(J X) = 1:( - ')xi
=12
=-a (mod 2n 2) (7)
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The moment balancing template is represented symbolically
by the sequence
bl bC 5CC 8b ... b2 F192(n 1) . CnK 1)n±bb2 4b 2 37c4b5 1092rlog2(n-)+l) K±blog2 (n-1)1+2.
(9)
This template can be used to construct an (n, k) code CExt
that can correct a single deletion and an error in the preceding
bit from a (K, k) code C, where K = n -log2(n
-1)] -2.
The rate of CExt approaches the rate, k/K, of the code C as
its length, K, increases while its rate, k/K, remains fixed.
We should note that Tenengol'ts in [3] presented a system-
atic version of his code that can be used to construct an (n, k)
code from the (K, k) code where n = K+ 1og2(K
-1)] + 6.
For example, with K = 6, this version requires a code of
length n = 15, which includes two bits that act as markers
between codewords, while our code CExt has length n= 12.
V. TEMPLATES FOR (d, k)-CONSTRAINED CODES
We developed templates for both (d, k)-constrained codes
and dc free codes. Due to the space restriction, we only present
the (d, k)-constrained code template.
Here d is the minimum number of 0's and k is the maximum
number of 0's between any two l's in the coded sequences.
Codes with d = 1 and d = 2 find the widest application
in practical recording systems [20]. Usually the d restriction
should be enforced, while the k restriction can be somewhat
relaxed in the coded sequences.
We assume that the code C is (d = 1)-constrained.
Our objective is to maintain this constraint while giving the
code capability to correct a single insertion/deletion by using
sequences in Levenshtein's first class of insertion/deletion cor-
recting code. We use the template defined by /3(i) = i for
1, 2, ... ., 5 and 3(i) = 2i-3 for i' = 6, 7, . . ., [10g2(n + 1)] +
2. Furthermore, we place one zero before and after each
balancing bit if the neighboring bit, to the left and to the
right, respectively, is not a balancing bit. The bits b, ..., b5
can always be chosen to satisfy the (d = 1)-constraint and
contribute the moments 0, 1,... , 7 as follows:
0
6
7
for bib2b3b4b5 = 00000
1<j<5 for bj = 1,b
for bib2b3b4b5
for bib2b3b4b5
Hence,
[log2 (n+1)] +2
(i)bi = j(bib2 b5) +
i=l
0 for i :t j
10001
01001
[log2 (n+1)] +2
2i-3b
i=6
insertion/deletion from a (K, k) code C satisfying the (d = 1)-
constraint, where K = n- 31og2((n + 1)] + 3 for large n.
The rate of CExt approaches the rate, k/K, of the code C as
its length, K, increases while its rate, k/K, remains fixed.
A similar construction can be devised to satisfy the (d = 2)-
constraint using the template
b'b2b3b4b500b"00cl 1C12 C1300b1600
1OOblog2(n+l)]+200 CK (11)
where two zeros are placed before and after each balancing bit
if the neighboring bit, to the left and to the right, respectively,
is not a balancing bit. The bits bl. . , b5 are chosen as before.
This template can be used to construct an (n, k) code CExt
satisfying the (d = 2)-constraint that can correct a single
insertion/deletion from a (K, k) code C satisfying the (d = 2)-
constraint, where K = n- 51og2(n + 1)] + 10 for large n.
The rate of CExt approaches the rate, k/K, of the code C as
its length, K, increases while its rate, k/K, remains fixed.
VI. CONVOLUTIONAL CODES
Note that the moment balancing templates can also be
used with convolutional codes. Long coded sequences can be
generated and the shift register flushed with 0's. By applying
bidirectional Viterbi decoding [15] up to the index with
an insertion/deletion, some reversal error correction may be
possible.
VII. SOME PERFORMANCE RESULTS
Table III represents the redundancies of the Levenshtein's
first class of insertion/deletion correcting codes constructed
by using the moment balancing template (refer to Section III).
This indicates a fast redundancy rate decrease with increasing
information length.
TABLE III
REDUNDANCIES OF THE FIRST CLASS LEVENSHTEIN CODE CONSTRUCTED
BY USING THE MOMENT BALANCING TEMPLATE WITH
m = n + 1 AND a = 0
Redundancy
44.44%
28.57%
10.71%
6.54%
1.77%
0.99%
Information Length Codeword Length
5 9
10 14
50 56
100 107
500 509
1000 1010
assumes any given value in {0, 1, ... , n} for some choice
of the bi's. The moment balancing template is represented
symbolically by the sequence
bcb2b3b4b50000cl°c . C140b160... Ob[log2(n±1)2O.. CnK
(10)
This template can be used to construct an (n, k) code CExt
satisfying the (d = 1)-constraint that can correct a single
We used computer simulations to evaluate the performance
of the moment balancing templates on block codes, convolu-
tional codes and constrained codes. By taking into account the
coding efficiency, we applied the moment balancing encoding
on long coded sequences, such as sequences with LDPC
encoding or convolutional encoding. Since the Levenshtein
decoder can only work correctly when the received sequence
has only one insertion/deletion error, we assume that the
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Fig. 1. Bit error rate performance comparison of the (255,175) Type-I EG-
LDPC code [19, p. 864] based on sum-product algorithm (SPA) decoding,
and convolutional code G(D) = [1 + D3 + D4 1 + D + D2 + D4] based
on 3-bit quantization Viterbi decoding with and without moment balancing
(MB) encoding.
results of threshold decoding have no additive error, if there
is one insertion or deletion error in the received sequence.
We applied the moment balancing template once on every
1000 convolutional encoded bits, and on each LDPC code-
word of length 255. As shown in Fig. 1, for the additive
white Gaussian noise (AWGN) channel having random in-
sertion/deletion errors, this concatenated scheme consisting
of the error correcting code as the outer code and the mo-
ment balancing template code as the inner code can correct
either one random insertion/deletion error or additive errors.
Compared to the performance of the coding scheme without
moment balancing, this coding scheme can allow one random
insertion/deletion error with just a little loss of coding gain.
VIII. CONCLUSIONS
Generalizing and extending our previous work on the sys-
tematic encoding of some number theoretic codes, we have
developed several universal moment balancing templates. We
have shown that these templates can be applied to block and
convolutional codes, to unconstrained error correcting codes,
or to constrained channel codes.
Constructing optimized moment balancing templates, for
specific codes or classes of codes, is an interesting topic for
future research.
Similarly, we plan to also investigate universal or optimized
templates for the multiple insertion/deletion correcting codes
in [13], and other constructions.
Although we were primary interested in applying the mo-
ment balancing templates for insertion/deletion correction,
these templates may also be used for the systematic encoding
of other codes constructed using the moment function. Future
applications may include codes correcting asymmetrical errors,
constant weight codes, and spectral shaping codes.
The redundancy added by our moment balancing template
may make the application of the longer codes attractive for
some practical applications.
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- LDPC (255,175)
-0- LDPC (MB Encoded)
-CI- Conv. Code R=1/2 K5
-U- Conv. Code (MB Encoded)
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