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Abstract. Explicit representations for the Faddeev components of the three – body T–matrix
continued analytically into unphysical sheets of the energy Riemann surface are formulated. According
to the representations, the T –matrix in unphysical sheets is explicitly expressed in terms of its
components taken in the physical sheet only. The representations for the T –matrix are then used to
construct similar representations for the analytic continuation of the three – body scattering matrices
and the resolvent. Domains on unphysical sheets are described where the representations obtained can
be applied. A method for finding three – body resonances based on the Faddeev differential equations
is proposed.
1. Introduction
The topic of the paper is closely related to the problem of studying resonances in
three – body quantum systems. The role played by such resonances is well known,
for example, in the physics of nuclear reactions and in astrophysics. More generally,
resonance is one of the most interesting phenomena in quantum scattering and the
problem of definition and studying resonances attracts a lot of attention both from
physicists and mathematicians. The literature on resonances is enormous and thus no
attempt will be made here to present an exhaustive summary. For a history of the
subject and a review see e. g. the books [1] – [9]. The main problems connected with
a definition of resonance are explicitly emphasized by B. Simon in his survey [10]. In
contrast to the usual (real) spectrum, the resonant one is not a unitary invariant of a
(self – adjoint) operator and, thus, “no satisfactory definition of a resonance can depend
only on the structure of a single operator on an abstract Hilbert space”. Thus, a
consideration of resonances is always connected with a rather concrete system, model,
etc. supposing the presence of an extra structure like a “free” or “unperturbed”
1991 Mathematics Subject Classification. Primary 47A40, 81U10; Secondary 32D15, 35J10.
Keywords and phrases. Three – body problem, unphysical sheets, resonances.
148 Math. Nachr. 187 (1997)
Hamiltonian or geometric features of the system or model concerned (see [10]).
The original idea of interpreting resonances in quantum mechanics as complex poles
of the scattering matrix continued analytically into unphysical sheets of the energy
plane goes back to G.Gamow [11]. In this interpretation, one actually compares
the real dynamics of a system with some of its “free” dynamics (which is an extra
structure in the sense of [10]). Here, resonances also manifest themselves as energy
poles of the continued kernels of the wave operators (the scattering wave functions).
For radially symmetric potentials, the interpretation of two – body resonances as poles
of the analytic continuation of the scattering matrix has been entirely elaborated in
terms of the Jost functions [12] (see e. g. [1], [5], [6], [7]).
Beginning with E.C. Titchmarsh [13] the resonances have also been interpreted
as poles of the analytic continuations of the kernel of the Hamiltonian resolvent (or
matrix elements of the resolvent between suitable states, see [1], [2]). In different forms
this idea is realized in the papers [14] – [26] (see also the Refs. quoted in these papers
and in the books [1] – [4]). In particular, such an interpretation became the basis for a
perturbation theory for eigenvalues embedded in the continuous spectrum of N – body
Hamiltonians and turning into resonances. This is a well studied subject now (see e. g.
[3], [17], [19], [21], [26]). Another variant of a perturbation theory for the two – body
resonances has been elaborated in [23] (see also [3]) for the case where the radius of
the interaction tends to zero.
In the case where the interaction potentials are analytic functions of the coordinates,
one can investigate resonances by the complex dilation method [16] (see also [2], [10]).
The complex dilation makes it possible to rotate the continuous spectrum of the N –
body Hamiltonian in such a way that certain sectors become accessible for observation
in unphysical sheets neighboring the physical one [2]. Resonances situated in these
sectors turn out to belong to the discrete spectrum of the transformed Hamiltonian.
It should be noted that the resonances given by complex scaling are proved for a wide
class of interactions to be not only poles of the resolvent but also poles of continued
scattering amplitudes [20]. A number of rigorous results were obtained within the
framework of this method (see e. g. the papers [16], [18], [20], [25], [27], [28] and
the book [2]). Regarding the detailed of structure of the N – body scattering matrix
and resolvent of the initial Hamiltonian continued into unphysical sheets, the complex
dilation method gives not too large capacities.
A relation between analytic properties of the scattering matrix in the complex plane
and the space – time behavior of wave packets has been studied (see the books [4]
and [8] for references). Also the problem of completeness, normalization and or-
thogonalization of the resonance wave functions (“Gamow vectors”), i. e., solutions
of the Schro¨dinger equation corresponding to the resonance energies had been widely
discussed (see e. g. [5], [24], [29], [30]). Also attempts to interpret resonances and
respective Gamow vectors in the framework of rigged Hilbert spaces [31] have been
undertaken for a number of simple models (see [32], [33], [34]).
If the support of an interaction is compact, the resonances of the two – body sys-
tem may be treated in the framework of the approach created by P. Lax and R.
Phillips [35] (concerning its further development see [1] and [36] – [40]). A main
advantage of this approach consists in the possibility of giving an elegant operator
interpretation of the resonances. Precisely, it allows one describe resonances as the
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discrete spectrum of a dissipative operator representing the generator of the com-
pressed evolution (semi) group. Also, completeness of the resonance wave functions
and an expansion theorem in the translationally invariant subspace [35] are naturally
proved [37]. It should be noted however that the Lax –Phillips approach has strong
restrictions on the domain of its applicability related in particular to the dimension
of the configuration space of the system under consideration (the dimension has to be
odd, and thus the N – body problem already with N = 3 cannot be treated). Up to
now, the Lax –Phillips scheme has been realized in those scattering problems which
generate the Riemann surfaces (though rather complicated) consisting only of two
sheets of the complex energy plane (see [39], [40]). In the multichannel scattering
problems with binary channels, this scheme has been partly realized in [41].
In the present paper we are concerned with the Faddeev approach [42] to the three –
body problem. It is well known that many important conceptual and constructive
results (see [42] – [46]) concerning the physical sheet in the three – body scattering
problem have been obtained on the basis of the Faddeev equations [42] and their mod-
ifications. In particular, the structure of the resolvent and scattering operator was
studied in detail, the completeness of the wave operators was proved and coordinate
asymptotics of the scattering wave functions were investigated for rapidly decreasing
as well as Coulomb interactions1) [42], [45], [46], [54]. Analogous results were ob-
tained also for the singular interactions described by boundary conditions of various
types [54] – [56]. On the basis of the Faddeev equations, various methods of investiga-
tion of concrete physical systems were developed in [46], [54], [57], [58]. Regarding the
unphysical sheets, the situation with using these equations is rather different. Here,
when studying a concrete three – body problem, one usually restricts oneself usually
to developing a numerical algorithm to search for resonances in the unphysical sheets
neighboring the physical one. A survey of physical approaches to a study of resonances
in three – body nuclear systems based on the Faddeev equations can be found in [59]
and [9].
The present work is devoted to extending the Faddeev approach [42], [46] to study
the structure of the three – body T –matrix, resolvent and scattering matrices contin-
ued into unphysical sheets. We restrict ourselves to the case where the interaction
potentials fall off in coordinate space not slower than exponentially. When construct-
ing a theory of resonances in the two– body problem with such interactions one can
use the coordinate as well as momentum representations. It is clear however that the
analytic continuation of the Faddeev integral equations [42], [46] into unphysical sheets
turns out to be a very difficult problem if the equations are written in the configura-
tion space. The problem is that there exist noncompact (cylindrical) domains where
the pair (two – body) potentials are translationally invariant and, therefore, do not
decrease. At the same time the continued kernels of the equations increase exponen-
tially and their solutions have to increase exponentially, too. Therefore, the integral
1)In the last decade, the new, more abstract approaches [47] – [51] (see also the literature cited
in [51]) having no relation to the Faddeev –Yakubovsky techniques [42], [46] and [52], have been
developed to prove the existence and asymptotic completeness of the N – body wave operators. In
particular, in [51] such a proof is given for arbitrary N in the case where the pair interactions fall off
at infinity like r−̺, ̺ >
√
3−1, i. e., substantially slower than Coulomb potentials. Another approach
to proving the absence of the singular continuous spectrum of the N – body Hamiltonians including
the hard – core interactions has been worked out in [53].
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terms diverge and the coordinate space equations do not make sense. On the other
hand, the integral terms given in the momentum space can be considered as Cauchy
type integrals admitting an explicit continuation. So, at least in the sense of distribu-
tions, a continuation of the momentum space Faddeev equations becomes a solvable
problem. Actually, in the paper [60] (see also [59]), such a continuation into unphys-
ical sheets neighboring the physical one has already been realized formally with the
s –wave Faddeev equations corresponding to the rank 1 separable (finite-dimensional)
pair potentials. In the present paper, we construct a continuation of the equations
for the Faddeev components of the three – body T –matrix T (z) in the case of suffi-
ciently arbitrary pair potentials. We do this not only for the neighboring unphysical
sheets but also for all those remote sheets of the three – body Riemann surface where
it is possible to guide the spectral parameter (the energy z) around the two – body
thresholds.
A central result of the paper consists in a substantiation of the existence of the
analytic continuations (in the weak sense) of the Faddeev componentsMαβ(z), α, β =
1, 2, 3, of the operator T (z) and a construction of explicit (i. e., given in terms of
the physical sheet only) representations for them in the unphysical sheets. These
representations are found as a result of exactly solving the Faddeev equations for the
matrix M(z) = {Mαβ(z)} continued into unphysical sheets. Omitting details [see
formula (7.34)], the representations read
M
∣∣
Πl
= M
∣∣
Π0
− Q†lJ†AS−1l JQl(1.1)
where Πl denotes the unphysical sheets enumerated by a (multi) index l 6= 0. The
operator Ql(z) and the “transposed” one Q
†
l (z) are explicitly constructed from the
matrix M(z) taken in the physical sheet Π0. The numerical matrix A(z) is an entire
function of z ∈ C . By Sl(z) [see (4.21)] we understand a truncation (depending
essentially on l) of the total three – body scattering matrix S(z). The operators J(z)
and J†(z) realize a restriction of the kernels of the operatorsQl(z) andQ
†
l (z) on energy
shells respectively in the first and last momentum arguments so that the productsQ†lJ
†
and JQl have half – on – shell kernels. Note that the structure of the representations
(1.1) [(7.34)] for M(z)
∣∣
Πl
is quite analogous to that of the representations found in
the author’s recent works [61] and [62] for the analytic continuation of the T–matrix
in the multichannel scattering problems with binary channels. Representations for
the analytic continuations of the three – body scattering matrices and resolvent follow
immediately from the representations above forM(z)
∣∣
Πl
[see Equations (8.1) and (9.1),
respectively]. As follows from the representations (7.34), (8.1) and (9.1), the nontrivial
(i. e., differing from the poles at points of the discrete spectrum of the three – body
Hamiltonian) singularities of the T –matrix, scattering matrices and resolvent situated
in the unphysical sheet Πl are in fact singularities of the inverse truncated scattering
matrix S−1l (z). Therefore the resonances in the sheet Πl, considered as poles of the T –
matrix, scattering matrix and resolvent continued on Πl, are actually those values of
the energy z for which the matrix Sl(z) has the eigenvalue zero. Of course, in analogy
with a similar property of the two – body resonances this result can be considered as
quite natural and rather expected.
Some basic results of the present work were announced in the report [63].
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Let us describe shortly the structure of the paper. In Sec. 2, some general notations
are given. Sec. 3 contains information on analytic properties of the two – body T –
and scattering matrices which are used in subsequent sections. Sec. 4 is devoted to a
description of properties of the matrix M(z) and scattering matrices in the physical
sheet of the energy z. In particular, the domains of the physical sheet where the
half – on – shell kernels of M(z) as well as the truncated scattering matrices Sl(z) may
be considered as holomorphic functions of z are described here. The kernels and
matrices which are included in the explicit representations (7.34), (8.1) and (9.1)
mentioned above are introduced. In Sec. 5 we specify the unphysical sheets included
in a part ℜ of the three – body Riemann surface which we deal with in the paper. The
analytic continuation of the Faddeev equations into unphysical sheets is made in Sec. 6.
Sec. 7 is devoted to proving the validity of the explicit representations (7.34) for the
analytic continuation of the matrix M(z) into unphysical sheets of the surface ℜ. In
Sec. 8 we derive analogous representations [given by formulas (8.1)] for the scattering
matrices, and in Sec. 9 the representations [given by formulas (9.1)] for the resolvent.
In Sec. 10 we discuss the practical meaning of the results obtained. In particular we
give here a sketch of a method to search for three – body resonances on the basis of
Faddeev differential equations in the configuration space.
2. Notations
A three – body system in momentum space is considered. We enumerate the par-
ticles by the index α = 1, 2, 3 and write kα, pα for the scaled relative momenta [46].
For instance
k1 =
[
m2 +m3
2m2m3
]1/2
· m2p3 −m3p2
m2 +m3
,
p1 =
[
m1 +m2 +m3
2m1(m2 +m3)
]1/2
· (m2 +m3)p1 −m1(p2 + p3)
m1 +m2 +m3
(2.1)
with mα the masses and pα the momenta of the particles. The movement of the center
of mass of the system is assumed to be separated.
Expressions for the relative momenta kα, pα with α = 2, 3 may be obtained from
(2.1) by cyclic permutation of indices. Usually, we combine the relative momenta kα,
pα into six – component vectors P = {kα, pα}. A choice of a certain pair {kα, pα} fixes
a Cartesian coordinate system in IR6. Transition from one pair of the momenta to
another one means a rotation in IR6, kα = cαβkβ+sαβpβ , pα = −sαβkβ+cαβpβ , with
coefficients cαβ , sαβ depending on the particle masses only [46] such that−1 < cαβ < 0,
s2αβ = = 1− c2αβ , cβα = cαβ and sβα = −sαβ , β 6= α.
In the momentum representation, the Hamiltonian H of the three – body system
under consideration is defined by
(Hf)(P ) = P 2f(P ) +
3∑
α=1
(vαf)(P ) , P
2 = k2α + p
2
α , f ∈ H0 ≡ L2
(
IR6
)
,
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with vα the pair potentials which are assumed to be integral operators in kα with the
kernels vα(kα, k
′
α). Hereafter, by the square of a vector of IR
N , N = 3 or N = 6, we
understand the square of its modulus, e. g., P 2 = |P |2.
For the sake of definiteness we suppose all the potentials vα, α = 1, 2, 3, to be local.
This means that the kernel of vα depends on the difference of the variables kα and k
′
α
only: vα(kα, k
′
α) = vα(kα − k′α). Actually, we consider two variants of the potentials
vα. In the first one, vα(k) are holomorphic functions of the variable k ∈ C 3 satisfying
the estimate
|vα(k)| ≤ c
(1 + |k|)θ0 e
a0|Imk| for all k ∈ C 3(2.2)
for some c > 0, a0 > 0 and θ0 ∈ (3/2, 2). In the second variant, the potentials vα(k)
are holomorphic functions of k in the strip
W2b = {k : k ∈ C 3, |Im k| < 2b} , b > 0 ,
only and satisfy the condition
|vα(k)| ≤ c
(1 + |k|)θ0 for all k such that | Im k| < 2b .(2.3)
In both variants the potentials vα are supposed to be such that vα(−k) = vα(k) for
any k ∈ IR3. The latter condition guarantees self – adjointness of the Hamiltonian H
on the set D(H) =
{
f :
∫
IR6
(
1 + P 2
)2|f(P )|2 dP <∞} (see Theorem 1.1 of [42]).
Note that in the first variant, the requirement of holomorphy in all C 3 and no more
than exponential growth in |Im k| (2.2) mean that the potentials vα have compact
support in the coordinate space. In the second variant, the potentials vα(k), rewritten
in the coordinate representation, decrease exponentially.
By hα, (hαf)(kα) = k
2
αf(kα) + (vαf)(kα), we denote the Hamiltonian of the pair
subsystem α. The operator hα acts in L2
(
IR3
)
. Due to condition (2.2) or (2.3), its
discrete spectrum σd(hα) is negative and finite [1]. We enumerate the eigenvalues
λα,j ∈ σd(hα), λα,j < 0, j = 1, 2, . . . , nα, nα < ∞, taking into account their multi-
plicities: each eigenvalue being repeated a number of times equal to its multiplicity.
The maximum of these numbers is denoted by λmax, λmax = maxα,j λα,j < 0. The
notation ψα,j(kα) is used for the respective eigenfunctions.
By σd(H) and σc(H) we denote respectively the discrete and (absolutely) contin-
uous components of the spectrum σ(H) of the Hamiltonian H . Note that σc(H) =
= [λmin,+∞) with λmin = minα,j λα,j .
The notation H0 is used for the operator of kinetic energy, (H0f)(P ) = P
2f(P ),
while R0(z) and R(z) stand for the resolvents of the operators H0 and H , R0(z) =
= (H0 − zI)−1 and R(z) = (H − zI)−1. Here, I is the identity operator in H0.
Let Mαβ(z) = δαβvα − vαR(z)vβ , α, β = 1, 2, 3, be the Faddeev components (these
components were introduced in formulae (3.7) in paper [42] by L.D. Faddeev) of the
three – body T –matrix2) T (z) = V −V R(z)V where V = v1+ v1+ v3. The operators
2) Generally speaking, this operator does not possess a matrix structure. The traditional term
“matrix” came from multi – channel scattering problems with binary channels where the operators
defined analogously to T (z) are indeed matrices.
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Mαβ(z) satisfy the Faddeev equations (the famous equations (3.9) of [42])
Mαβ(z) = δαβtα(z) − tα(z)R0(z)
∑
γ 6=α
Mγβ(z) , α = 1, 2, 3 .(2.4)
Here, the operator tα(z), α = 1, 2, 3, has the kernel
tα(P, P
′, z) = tα
(
kα, k
′
α, z − p2α
)
δ(pα − p′α) ,(2.5)
where tα(k, k
′, z) stands for the kernel of the operator tα(z) = vα − vαrα(z)vα with
rα(z) = (hα− z)−1. The operator tα(z), called the T –matrix (or transition operator)
for the pair subsystem α, satisfies in turn the Lippmann– Schwinger equation
tα(z) = vα − vαr(α)0 (z)tα(z) ,(2.6)
where r
(α)
0 (z), r
(α)
0 (z) =
(
h
(α)
0 − z
)−1
, is the resolvent of the kinetic energy operator
h
(α)
0 for the subsystem α,
(
h
(α)
0 fα
)
(kα) = k
2
αfα(kα), fα ∈ L2
(
IR3
)
.
It is convenient to rewrite the system (2.4) in the matrix form
M(z) = t(z) − t(z)R0(z)ΥM(z) ,(2.7)
with t(z) = diag{t1(z), t2(z), t3(z)} and R0(z) = diag{R0(z), R0(z), R0(z)}. By Υ
we denote a 3×3 matrix with elements Υαβ = 1−δαβ. M(z) is a 3×3 operator matrix
constructed from the components Mαβ(z), M = {Mαβ}, α, β = 1, 2, 3. The matrices
M , t, R0 and Υ are considered as operators in the Hilbert space G0 =
⊕3
α=1 L2
(
IR6
)
.
The matrix M(z) obeys also an alternative variant of the Faddeev equations,
M(z) = t(z) − M(z)R0(z)Υt(z) .(2.8)
We shall also use the iterated equations (2.7) and (2.8),
M(z) =
m+n+1∑
k=0
Q(k) + Q(m)R0ΥMΥR0Q(n) , m, n ≥ 0 ,(2.9)
with
Q(k)(z) = (−t(z)R0(z)Υ)kt(z) = t(z)(−ΥR0(z)t(z))k,(2.10)
the iterations of the absolute term Q(0)(z) = t(z) in Eqs. (2.7) and (2.8).
The resolvent R(z) is expressed in terms of the matrix M(z) by the formula [46]
R(z) = R0(z) − R0(z)ΩM(z)Ω†R0(z) ,(2.11)
where Ω : G0 → H0 stands for the matrix – row Ω = (1, 1, 1) and Ω† = Ω∗ =
(1, 1, 1)†. Hereafter, the symbol “†” means transposition.
Throughout the paper we understand by
√
z − λ, z ∈ C , λ ∈ IR, the main branch
of the function (z − λ)1/2. By qˆ we usually denote the unit vector in the direction
q ∈ IRN , qˆ = q/|q|, and by SN−1 the unit sphere in IRN , qˆ ∈ SN−1. The inner
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product in IRN is denoted by ( · , · ). The notation 〈 · , · 〉 is used for inner products in
infinite – dimensional Hilbert spaces.
Let H(α,j) = L2
(
IR3
)
and H(α) =⊕nαj=1H(α,j) . By Ψα we denote the operator acting
from H(α) into H0 defined by
(Ψαf)(P ) =
nα∑
j=1
ψα,j(kα)fj(pα) , f = (f1, f2, . . . , fnα)
† .
The notation Ψ∗α is used for the adjoint operator of Ψα. By Ψ we denote the block –
diagonal matrix operator Ψ = diag{Ψ1,Ψ2,Ψ3} which acts fromH1 =
⊕3
α=1H(α) into
G0 and by Ψ∗ the adjoint operator of Ψ. Analogous to Ψα, Ψ∗α, Ψ and Ψ∗ we introduce
operators Φα, Φ
∗
α, Φ and Φ
∗, which are obtained from the former by replacement of the
eigenfunctions ψα,j(kα) with the “form factors” φα,j(kα) = (vαψα,j)(kα), α = 1, 2, 3,
j = 1, 2, . . . , nα.
The two – body T –matrix tα(z) is known (see §4 of [42] or §1 of Chapter III of [46])
to be an analytic operator – valued function of the variable z ∈ C \[0,+∞) having
simple poles at the points z ∈ σd(hα). Its kernel admits the representation
tα(k, k
′, z) = −
nα∑
j=1
φα,j(k)φα,j(k
′)
λα,j − z + t˜α(k, k
′, z) ,(2.12)
where t˜α(k, k
′, z) is a holomorphic function in the variable z ∈ C\[0,+∞). Therefore
tα(z) = −Φαgα(z)Φ∗α + t˜α(z)(2.13)
where t˜α(z) stands for the operator having the kernel t˜α
(
kα, k
′
α, z − p2α
)
δ(pα − p′α).
At the same time gα(z)=diag{gα,1(z), . . . , gα,nα(z)} is a block – diagonal operator
matrix whose elements gα,j(z) are the operators in H(α,j) with the singular kernels
gα,j(pα, p
′
α, z) = δ(pα − p′α)/
(
λα,j − z + p2α
)
.
Below, we consider restrictions of different functions on the energy (or mass) shell
k =
√
z kˆ , kˆ ∈ S2 ,(2.14)
in the two – body problem and on the energy (or mass) shells
P =
√
z P̂ , P̂ ∈ S5 ,(2.15)
and
pα =
√
z − λα,j pˆα,j , pˆα,j ∈ S2, α = 1, 2, 3, j = 1, 2, . . . , nα ,(2.16)
in the problem of three particles. In the last case, the sets (2.15) and (2.16) are called
respectively three – body and two – body energy shells.
Let O(CN) be a linear space of test functions represented by the Fourier transform
of functions belonging to C∞0
(
IRN
)
(we deal with N = 3 or N = 6 only). We mean
f ∈ O(CN) if
f(q) =
∫
IRN
dx exp{i(q1x1 + · · · + qNxN )} f#(x) for some f# ∈ C∞0
(
IRN
)
.
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where, q = (q1, q2, . . . , qN ) ∈ CN , x = (x1, x2, . . . , xN ) ∈ IRN . Every f(q) ∈ O
(
CN
)
is a holomorphic (entire) function of the variable q ∈ CN satisfying the estimates∣∣∣∣ ∂|m|∂qm11 · . . . · ∂qmNN f(q)
∣∣∣∣ = c · exp(a| Im q|)(1 + |q|)−θ ,
where a is the radius of a ball centered at the origin and containing the support of the
Fourier pre – image of f in IRN , |m| = m1 + · · ·+mN , and | Im q| =
√∑N
j=1 | Im qj |2.
For θ one can take an arbitrary positive number. The coefficient c > 0 depends on f ,
θ and m = (m1, . . . ,mN).
A sequence of functions {fj} in the space O
(
CN
)
is said to be convergent to a
function f ∈ O(CN) if for all θ > 0 and m1, . . . ,mN = 0, 1, 2, . . . the equalities
lim
j→∞
sup
q∈CN
(1 + |q|)θ exp(−a| Im q|)
∣∣∣∣ ∂|m|∂qm11 · . . . · ∂qmNN (fj(q)− f(q))
∣∣∣∣ = 0
hold for some a not depending on m. Elements of the dual space O′(CN), the lin-
ear continuous functionals over O(CN), are usually called generalized functions or
distributions3) (see e. g. [31], [64]).
Let j(z) be the operator which restricts functions f(k), k ∈ IR3, on the shell (2.14) at
z = E± i 0, E > 0, and continuing them if possible, on a domain of complex values of
the energy z. On the set O(C 3), the operator j(z) is defined by(
j(z)f
)(
kˆ
)
= f
(√
z kˆ
)
.(2.17)
Its kernel is a holomorphic generalized function (distribution) [64], j
(
kˆ, k′, z
)
=
= δ
(√
z kˆ − k′).
By j†(z) we denote the transposed operator of j(z). For any ϕ ∈ L2(S2) this operator
gives generalized function (distribution) over O(C 3),
(j†(z)ϕ)(k) =
∫
S2
dkˆ′ δ
(
k −√z kˆ′)ϕ(kˆ′) = δ(|k| − √z )
z
ϕ
(
kˆ
)
,(2.18)
i. e.,
(j†(z)ϕ, f) =
∫
S2
dkˆf
(√
z kˆ
)
ϕ
(
kˆ
)
, f ∈ O(C 3) .(2.19)
Let Jα,j(z), α = 1, 2, . . . , j = 1, 2, . . . , be the operator of restriction on the shell
(2.16). Its action on O(C 3) is defined by
(Jα,j(z)f)(pˆα) = f
(√
z − λα,j pˆα
)
, α = 1, 2, 3, j = 1, 2, . . . , nα .
3)Note that, in fact, we could consider narrower classes of distributions over spaces of test func-
tions holomorphic only in those domains [described in terms of the energy shells (2.15) and (2.16)]
where the scattering matrices and some half – on – shell kernels encountered below may be continued
into the physical energy sheet. However the results [representations (7.34), (8.1) and (9.1)] do not
depend on such a choice.
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The operators Jα,j(z) have the kernels
Jα,j(pˆα, p
′
α, z) = δ
(√
z − λα,j pˆα − p′α
)
.
By J0(z) we denote the operator of restriction on the shell (2.15). On O
(
C 6
)
this
operator is defined by
(
J0(z)f
)(
P̂
)
= f
(√
zP̂
)
. The notations J†α,j(z) and J
†
0(z) are
used for the respective transposed operators. Their actions are defined similarly to
(2.18), (2.19) by(
J†α,j(z)ϕ
)
(pα) =
∫
S2
dpˆ′αδ
(
pα −
√
z − λα,j pˆ′α
)
ϕ(pˆ′α) , ϕ ∈ Ĥ(α,j),
(
J†0(z)ϕ
)
(P ) =
∫
S5
dP̂ ′δ
(
P −√zP̂ ′)ϕ(P̂ ′) , ϕ ∈ Ĥ0 ,
where Ĥ(α,j) ≡ L2
(
S2
)
and Ĥ0 ≡ L2
(
S5
)
. The generalized functions J†α,j(z)ϕ and
J†0(z)ϕ are elements of the spaces O′
(
C 3
)
and O′(C 6) of distributions over O(C 3)
and O(C 6), respectively.
The operators Jα,j and J
†
α,j are then combined into the block – diagonal matri-
ces J(α)(z) = diag{Jα,1(z), . . . , Jα,nα(z)} and J(α)†(z) = diag
{
J†α,1(z), . . . , J
†
α,nα(z)
}
.
The latter are used to construct the operators
J1(z) = diag
{
J(1)(z), J(2)(z), J(3)(z)
}
, J†1(z) = diag
{
J(1)†(z), J(2)†(z), J(3)†(z)
}
.
The action of J(α)(z) and J1(z) on elements of the spaces O(α) = ×nαα=1O(α,j), O(α,j) ≡
≡ O(C 3) and O1 = ×3α=1O(α), respectively, can be understood from the definition
of the operators Jα,j(z). The operators J
(α)†(z) act from Ĥ(α) ≡ ⊕nαj=1Ĥ(α,j) to the
space O(α)′ of distributions over O(α) and the operator J†1(z) from Ĥ1 = ⊕3α=1Ĥ(α,j)
to the space O′1 of distributions over O1.
Finally, we use the block – diagonal operator 3× 3 –matrices
J0(z) = diag{J0(z), J0(z), J0(z)} , J†0(z) = diag
{
J†0(z), J
†
0(z), J
†
0(z)
}
constructed from the operators J0(z) and J
†
0(z), respectively, as well as the operators
J(z) = diag{J0(z), J1(z)} and J†(z) = diag
{
J†0(z), J
†
1(z)
}
. The actions of these oper-
ators is clear from the definitions of the operators J0, J1, J
†
0 and J
†
1. In particular, the
operator J†(z) acts from the space Ĝ0 = ⊕3α=1Ĥ0 to the space ×3α=1O′
(
C 6
)
.
The identity operators in the spaces Ĥ0, Ĝ0, Ĥ1 and Ĥ0⊕Ĥ1 are denoted by Iˆ0, Iˆ0,
Iˆ1 and Iˆ, respectively.
3. Analytic continuation of the two – body T – and scattering
matrices
In this section we recall some analytic properties of pair T –matrices the knowledge
of which will be necessary for posing the three – body problem below. Note that these
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properties are well known (see e. g. [1], [7] and [59]) for a wide class of the potentials vα.
As a matter of fact, we give here only an explicit representation for the two – body T –
matrix in an unphysical sheet which is a particular case of the explicit representations
constructed in the author’s work [61] (see Theorem 2 in [61] and comments to it)
for a more general situation of analytic continuation of the T –matrix on unphysical
sheets in the multichannel problem with binary channels. On the other hand, using
this simple example related to the two – body problem we can demonstrate the main
features of the scheme which we apply later in the three – body problem.
Throughout the section we shall consider a fixed two – body subsystem of the three –
body system concerned. Therefore, its index will be omitted in the notations. State-
ments will be given for the first variant of potentials (2.2). If necessary, assertions
corresponding to the second variant (2.3) will be written in parentheses.
According to Eq. (2.6) the kernel t(k, k′, z) of the pair T –matrix satisfies the integral
equation
t(k, k′, z) = v(k, k′) −
∫
IR3
dq
v(k, q)t(q, k′, z)
q2 − z .(3.1)
All the dependence of t(k, k′, z) on z is determined by the integral term of the equation.
The latter, with respect to the variable z, represents a Cauchy type integral. Integrals
of this kind appear in the Faddeev equations (2.4) as well and they are all of the form
Φ(z) =
∫
IRN
dq
f(q)
λ+ q2 − z(3.2)
where N = 3 or N = 6 and λ ≤ 0.
Let us describe some properties of the function Φ(z), supposing that f is a holomor-
phic function of the variable q ∈ CN . We also assume that f satisfies the estimate
|f(q)| ≤ cM(q) where M(q) > 0 and ∫
SN−1
dqˆ M(q) ≤ c exp(a| Im q|)
(1+|q|)θ for some c > 0
and θ ∈ (N − 2, N − 1).
Let ℜΦ be the Riemann surface of the function
ζ(z) =
{
(z − λ)1/2 , N odd ,
ln(z − λ) , N even .
The surface ℜΦ arises as a result of pasting the sheets Πl representing copies of the
complex plane C cut along the ray [λ,+∞). The sheet Πl is identified with a branch
of the function ζ(z). If ζ(z) = (z − λ)1/2, we suppose for the main branch that
l = 0, otherwise l = 1. If N is even, then as l we take a number of the function
ln(z − λ) branch, ln(z − λ) = ln |z − λ| + iϕ + i2pil where ϕ = arg(z − λ), so that
z − λ = |z − λ| exp(iϕ) and ϕ ∈ [0, 2pi).
Lemma 3.1. The function Φ(z) is holomorphic in the complex plane C cut along
the ray [λ,+∞) and admits the analytic continuation on the Riemann surface ℜΦ
given by
Φ(z)
∣∣
Πl
= Φ(z) − piil(√z − λ )N−2 ∫
SN−1
dqˆf
(√
z − λqˆ)(3.3)
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and the estimates
‖Φ(z)‖ ≤ c ‖f‖θ(1 + |z|)−ν′ ,∫
SN−1
dqˆf
(√
z − λqˆ) ≤ c ‖f‖θ(1 + |z|)−θ/2 exp(a∣∣ Im√z − λ ∣∣ )
with ‖f‖θ = supq∈CN M−1(q)|f(q)| hold for any ν′ < (θ − (N − 2))/2.
For a proof see [61].
Using the relations (3.3) one can easily obtain representations for the analytic con-
tinuations of the kernels r0(k, k
′, z) and R0(P, P ′, z). The Riemann surface ℜ(2) of
the kernel r0(z) coincides with ℜΦ corresponding to ζ(z) = z1/2, since, in this case,
N is odd (N = 3). For R0(z), the Riemann surface is logarithmic, ζ(z) = ln(z) (N
even, N = 6). The continuation of the kernels r0(k, k
′, z) and R0(P, P ′, z) in z is un-
derstood in the sense of generalized functions (distributions) over O(C 3) and O(C 6),
respectively. In the example with r0(z), we consider the continuation of the bilinear
form Φ(z) = (r0(z)f1, f2) ≡
∫
IR3
dq f1(q)f2(q)q2−z , f1, f2 ∈ O
(
C 3
)
. By Lemma 3.1 one gets
immediately
r0(z)
∣∣
Π1
= r0(z) + a0(z)j
†(z)j(z) , a0(z) = − pii
√
z ,(3.4)
R0(z)
∣∣
Πl
= R0(z) + A0(z)l J
†
0(z)J0(z) , A0(z) = − piiz2,(3.5)
l = ±1, ±2, . . . .
Using Lemma 3.1 one can immerse the equation (3.1) in a suitable Banach space and
show then that for the first variant of potentials (2.2), the integral operator vr0(z)
can be continued analytic in z as a compact operator on the whole Riemann surface
ℜ(2). Regarding the second variant of the potentials (2.3), the existence of such a
continuation into the unphysical sheet is guaranteed only for the domain Π1 ∩ Pb,
Pb =
{
z : Re z > −b2 + 1
4b2
(Im z)2
}
(3.6)
bounded by the parabola Im
√
z = b inside of which the function v
(√
z
(
kˆ − kˆ′)) is
holomorphic in z for arbitrary kˆ, kˆ′ ∈ S2. According to Eq. (3.4) the product vr0(z)
∣∣
Π1
may be written as vr0(z)
∣∣
Π1
= vr0(z)+ a0(z)v j
†(z)j(z). Thus, the continued equation
(3.1) for t′(z) = t(z)
∣∣
Π1
has the form
t′(z) = v − vr0(z)t′(z) − a0(z)v j†(z) j(z) t′(z) .(3.7)
Let us transfer the term vr0(z)t
′(z) to the left – hand side of Eq. (3.7) and invert (at
z 6∈ σd(h)) the operator [I + vr0(z)]−1 using the relation [I + vr0(z)]−1v = t(z). This
leads to the expression
t′(z) = t(z) − a0(z)t(z)j†(z)j(z)t′(z)(3.8)
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for t′(z) in terms of the half – on – shell kernel t′
(√
z kˆ, k′, z
)
, the first argument of
which belongs to the energy– shell (2.14). Now to find jt′ we apply j to the both parts
of Eq. (3.8) and then transfer a term including j(z)t(z) to the left – hand side. Then
we get
s(z)j(z)t′(z) = j(z)t(z)(3.9)
where s(z), z ∈ Π0, is the two – body scattering matrix (cf., e. g., formula (7.70) of
[46]),
s(z) = Iˆ + a0(z)j(z)t(z)j
†(z) ,(3.10)
s(z) : L2
(
S2
)→ L2(S2), with a0(z) = −pii√z and Iˆ is the identity operator in L2(S2).
The absolute term (jt)
(
kˆ, kˆ′, z
)
of Eq. (3.9), considered as a function of the first
argument kˆ ∈ S2, is an element of L2
(
S2
)
at z 6∈ σd(h). The operator jtj† on the
right in (3.10) is a compact operator in L2
(
S2
)
for z 6∈ σd(h). Therefore, on the
domain of analyticity Π0 \ σd(h)
(Pb ∩ Π0 \ σd(h) ) of the operator – valued function
(jtj†)(z), one can apply to Eq. (3.9) the Fredholm analytic alternative [65] (see [61]).
This means that, with exception of a countable set σres having no limit points in
C \ σ(h) (Pb \ σ(h) ), the inverse operator [s(z)]−1 exists and jt′(z) = [s(z)]−1jt(z).
As a result we come to the following statement which is in fact a one – channel variant
of Theorem 2 of [61].
Theorem 3.2. The two – body T–matrix t(z) admits analytic continuation in the
variable z on the sheet Π1 (on the domain Pb ∩Π1) as a bounded operator in L2
(
IR3
)
.
The result of the continuation t(z)
∣∣
Π1
(
t(z)
∣∣
Pb∩Π1
)
is expressed by T – and S –matrices
taken in the physical sheet as
t(z)
∣∣
Π1
= t(z) − a0(z)τ(z)(3.11)
where τ(z) =
(
tj†s−1jt
)
(z). The kernel t(k, k′, z)
∣∣
Π1
is a holomorphic function of
the variables k, k′ ∈ C 3 and z ∈ Π1 \
(
σres ∪ σd(h)
) (
k and k′ belonging to Wb and
z ∈ Pb ∩ Π1 \
(
σres ∪ σd(h)
))
.
On the physical sheet Π0, the pair T –matrix t(z) admits the representation (2.12)
including the formfactors φj , j = 1, 2, . . . , n. It follows from the Lippmann – Schwinger
equation for φj that
φj(k) = −
∫
IR3
dq v(k, q)
1
q2 − λj φj(q) , λj < 0 ,(3.12)
that the formfactor φj(k) admits an analytic continuation in k on C
3 (on W2b) and
that, at the same time, it satisfies the type (2.2) estimate where one has to replace θ0
by a number θ, 1 < θ < θ0, which can be taken arbitrarily close to θ0 [42]. Hence the
eigenfunction
ψj(k) = − φj(k)
k2 − λj(3.13)
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of h admits also such an analytic continuation on C 3 (on W2b) with the exception
of the set {k ∈ C 3 : k2 = λj} where ψj(k) has singularities
(
turning for k =
√
z kˆ,
kˆ ∈ S2, into a pole in z at z = λj).
The regular summand t˜(k, k′, z) of the kernel of t(z) is a holomorphic function in
the variables k, k′ ∈ C 3, z ∈ Π0 (k, k′ ∈Wb, z ∈ Pb ∩ Π0). It admits the estimate
|t˜(k, k′, z)| < c (1 + |k − k′|)−θ · exp[a(|Im k|+ |Im k′|)]
with arbitrary θ ∈ (1, θ0).
Regarding the operator t(z)
∣∣
Π1
, it follows from Eq. (3.11) that the points z∈σd(h)
become, generally speaking, poles of the first order of this operator. One can easily
check however that if the eigenvalue λ ∈ σd(h) is simple, then the respective singular-
ities of both summands of (3.11) compensate each other and the there is no pole of
t(z)
∣∣
Π1
at z = λ. It follows from the Fredholm analytic alternative [65] for Eq. (3.9)
that the poles of t(z)
∣∣
Π1
at z ∈ σres are of a finite order. It is also easy to show that
if A(kˆ) is a nontrivial solution of the equation
s(z)A = 0(3.14)
at some z ∈ σres, z 6∈ σd(h), then the Schro¨dinger equation has at this z a nontrivial
(resonance) solution ψ#res. The asymptotics of such a solution written in configuration
space is exponentially increasing,
ψ#res(x) =x→∞
(A(−xˆ) + o(1)) e
−i√z |x|
|x| , x ∈ IR
3 .
The function ψ#res(x) is a so – called Gamow vector corresponding to the resonance at
the energy z (see e. g. [6], [33], [8]). The function A(kˆ) gives sense to the breakup
amplitude of the resonance state.
The formula for the analytic continuation of the scattering matrix into the unphysical
sheet Π1 (on the set Pb ∩ Π1) follows immediately from Eq. (3.11) (see [61]),
s(z)
∣∣
Π1
= E [s(z)]−1E ,(3.15)
where E stands for the inversion in L2
(
S2
)
, (Ef)(kˆ) = f(− kˆ).
Utilizing the representation (3.11) one can easily get an explicit representation in
terms of the physical sheet as well for the analytic continuation on Π1 (on Pb ∩ Π1) of
the resolvent r(z):
r(z)
∣∣
Πl
= r + a0(I − rv)j†s−1j(I − vr) .(3.16)
The continuation is understood again in the sense of generalized functions (distribu-
tions) over O(C 3). This means that one has to continue the bilinear form
Φ(z) =
(
r(z)f1, f2
) ≡ ∫
IR3
dk
∫
IR3
dk′f2(k)r(k, k′, z)f1(k′) , f1, f2 ∈ O
(
C 3
)
.
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4. The matrix M(z) and the three – body scattering matrices
in the physical sheet
4.1. Faddeev equations
At the beginning, we recall briefly some principal properties [42], [46] of the Faddeev
equations (2.7) for the matrix M(z) and of the kernels Mαβ(P, P
′, z) themselves for
real arguments P, P ′ ∈ IR6. To formulate these properties we reproduce here the
following definition from [42], §5.
An operator – valued function Qαβ(z) : H0 → H0, α, β = 1, 2, 3, of the variable
z ∈ C , is said to be a function of type Dαβ if it admits the representation
Qαβ(z) = Fαβ(z) + Φαgα(z)Iαβ(z) + Jαβ(z)gβ(z)Φ∗β
(4.1)
+ Φαgα(z)Kαβ(z)gβ(z)Φ∗β .
The operator – valued functions Fαβ(z) and Iαβ(z) from H0 into H0 and H(α), respec-
tively, and Jαβ(z) : H(β) → H0 and Kαβ(z) : H(β) → H(α) are called components of
the function Qαβ(z). If Qαβ(z) is an integral operator, then its kernel is of the type
Dαβ .
Let
N (P, θ) =
∑
α,β,
α6=β
(1 + |pα|)−θ(1 + |pβ |)−θ .
A functionQ(z) of type Dαβ is said to be a function of class Dαβ(θ, µ) if its components
Fαβ, Iαβ , Jαβ and Kαβ are integral operators and for the kernels Fαβ(P, P ′, z) at
P, P ′, ∆P, ∆P ′ ∈ IR6, the estimates
|Fαβ(P, P ′, z)| ≤ cN (P, θ)
(
1 + p′β
2)−1
,(4.2)
|Fαβ(P +∆P, P ′ +∆P ′, z +∆z)−F(P, P ′, z)|
(4.3)
≤ cN (P, θ)(1 + p′β2)−1(|∆P |µ + |∆P ′|µ + |∆z|µ)
are valid for a certain c > 0 and, at the same time the kernels Iα,j;β
(
pα, P
′, z
)
,
Jα;β,k
(
P, p′β , z
)
and Kα,j;β,k
(
pα, p
′
β , z
)
satisfy the inequalities obtained from (4.2) and
(4.4) by taking, respectively, kα = 0, k
′
β = 0 or simultaneously kα = 0 and k
′
β = 0.
Let Q(n)(z) be the iteration (2.10) of the absolute term of Eq. (2.7). In contrast to
Q(0)(z) = t(z), the kernels of the operators Q(n)(z), beginning already with n = 1, do
not include δ – functions. Moreover, it follows from the representation (2.13) for tα(z)
explicitly manifesting a contribution of the discrete spectrum of the pair subsystems,
that the matrix elements Q(n)αβ (z), α, β = 1, 2, 3, of the operators Q(n)(z) for n ≥ 1
are actually functions of type Dαβ . Their components F (n)αβ (z), I(n)αβ (z), J (n)αβ (z) and
K(n)αβ (z) at z ∈ C \ [λmin,+∞) are bounded operators depending on z analytically.
In the case of the potentials (2.2) and (2.3) at z 6∈ [λmin,+∞), the Ho¨lder index µ
of smoothness of their kernels with respect to the variables P, P ′, pα and p′β is equal
to 1. If n ≤ 3, then, as Im z → 0 with Re z ∈ [λmin,+∞), the kernels F (n)αβ , I(n)α,j;β ,
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J (n)α;β,k, and K(n)α,j;β,k have the so – called minor (three – particle) singularities (see §5 of
[42] and §2 of Chapter III of [46]) which weaken with increasing n. For n ≥ 4 such
singularities do not appear at all, and these kernels become Ho¨lder functions in all
their variables including the limit values z = E ± i0, E ∈ (λmin,+∞). A more precise
statement [42] is the following: The operator – valued functions Q(n)αβ (z) for n ≥ 4, are
of type Dαβ(θ, µ) for 0 < θ < θ0, 0 < µ < 1/8 uniformly with respect to z in any
bounded set of the complex plane C cut along the ray [λmin,+∞). One can take θ,
θ < θ0, arbitrarily close to θ0. Thus, it is convenient [42] to choose instead of M(z)
the new unknown W(z) = M(z)− ∑3n=0Q(n)(z) satisfying the equation
W(z) = W(0)(z) − t(z)R0(z)ΥW(z)(4.4)
analogous to Eq. (2.7) but with another absolute term W(0)(z) = Q(4)(z).
The solvability of Eq. (4.4) is established in the Banach space Bθµ whose elements are
aggregates w = (ρ1, ρ2, ρ3, σ1,1, . . . , σ1,n1 , σ2,1, . . . , σ2,n2 , σ3,1, . . . , σ3,n3)
† consisting
of the functions ρα(P ), P ∈ IR6, and σα,j(pα), pα ∈ IR3, α = 1 2, 3, j = 1, 2, . . . , nα.
The norm ‖w‖θµ is defined in Bθµ by
‖w‖θµ =
3∑
α=1
sup
{
1
N (P, θ)
[
ρα(P ) +
|ρα(P +∆P )− ρα(P )|
|∆P |µ
]
+ (1 + |pα|)2θ
nα∑
j=1
[
σα,j(pα) +
σα,j(pα +∆pα)− σα,j(pα)
|∆pα|µ
] .
The operator −t(z)R0(z)Υ in (4.4) corresponds to the operatorA(z) in Bθµ the action
w′ = A(z)w of which is defined according to the representation (2.12) in such a way
that
ρ′ = −t˜R0Υ(ρ+Φgσ) ,
σ′ = ΦgΦ∗R0Υ(ρ+Φgσ)
where g(z) = diag{g1(z),g2(z),g3(z)}, and ρ, σ and ρ′, σ′ stand for the components of
the elements w and w′, e. g. ρ = (ρ1, ρ2, ρ3)†, σ = (σ1,1, . . . , σ1,n1 , σ2,1, . . . , σ2,n2 , σ3,1,
. . . , σ3,n3)
†.
Eq. (4.4) is replaced then with the following equations in Bθµ
wβ(P
′, z) = w(0)β (P
′, z) + A(z)wβ(P ′, z) , β = 1, 2, 3 ,(4.5)
wβ,k(p
′
β , z) = w
(0)
β,k(p
′
β , z) + A(z)wβ,k(p
′
β , z), β = 1, 2, 3 ,(4.6)
k = 1, 2, . . . , nβ ,
where w
(0)
β (P
′, z) stands for an element of Bθµ consisting of the kernels
ρ
(0)
αβ(P, P
′, z) = F (0)αβ (P, P ′, z) , (α = 1, 2, 3) ,
σ
(0)
α,j;β(pα, P
′, z) = J (0)α,j;β(pα, P ′, z) (α = 1, 2, 3, j = 1, 2, . . . , nα) ,
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of the components F (0)(z) and I(0)(z) of the function W(0)(z) being considered at
fixed β, P ′ and z. Analogously, w(0)β,k(p
′
β , z) is an element of Bθµ consisting of the
kernels
ρ
(0)
α,j;β(pα, P
′, z) = J (0)α,j;β(pα, P ′, z) (α = 1, 2, 3) ,
σ
(0)
α,j;β,k(pα, p
′
β, z) = K(0)α,j;β,k(pα, p′β , z) (α = 1, 2, 3, j = 1, 2, . . . , nα) ,
of components J (0)(z) and K(0)(z) of the function W(0)(z), which are considered at
fixed β, p′β and z.
The properties of Eqs. (4.5) and (4.6) are described by Theorems 7.1 and 7.2 of the
L.D. Faddeev paper [42]. We combine these theorems in the following statement.
Theorem 4.1. For all z belonging to the complex plane C cut along the ray
[λmin,+∞), the operator A(z) as well as all its powers An(z), n = 2, 3, . . . , are
defined in Bθµ′ for 3/2 < θ < θ0, 0 < µ < 1/8 on a dense subset consisting of the ele-
ments w ∈ Bθµ′ , µ′ > µ. If n ≥ 5 then An(z) admits a continuation over all Bθµ as a
compact operator. A set of values of z where the homogeneous equation w = A(z)w has
a nontrivial solution coincides, with the possible exception of its limit points, with the
discrete spectrum σd(H) of the Hamiltonian H. Therefore, the Fredholm alternative
may be applied to Eqs. (4.5) and (4.6) and thereby these equations are solvable uniquely
in Bθµ for any z 6∈ σd(H) including the points z = E ± i0, E ∈ (λmin,+∞) \ σd(H).
Using Theorem 4.1 one can establish as well the properties of the operator M(z)
itself. The corresponding statement was presented by L.D. Faddeev in [42], Theo-
rem 5.1. In our notations it is the following:
Theorem 4.2. Eq. (2.7) is uniquely solvable at z 6∈ σd(H). Its solution M(z)
admits the representation
M(z) =
3∑
n=0
Q(n)(z) + W(z) ,(4.7)
where the operator – valued functionW(z) is holomorphic in the variable z at z 6∈ σ(H)
and its componentsWαβ(z) belong to the classes Dαβ(θ, µ), 3/2 < θ < θ0, 0 < µ < 1/8,
uniformly with respect to z varying in arbitrary bounded set of the complex plane C
cut along the ray [λmin,+∞) and with removed neighbourhoods of the points of σd(H).
4.2. Scattering matrices
Let us begin now by recalling the structure of the three – body scattering operator
S (see e. g. the book [46], §6 of Chapter I and §3 of Chapter III). We introduce for
this purpose the operator – valued function T (z), T (z) : H0 ⊕ H1 → H0 ⊕ H1, for
z ∈ C \ σ(H),
T (z) ≡
(
ΩM(z)Ω† ΩM(z)ΥΨ
Ψ∗ΥM(z)Ω† Ψ∗(Υv +ΥM(z)Υ)Ψ
)
.(4.8)
164 Math. Nachr. 187 (1997)
In the following the notation v = diag{v1, v2, v3} will be used. Note that T00(z) =
ΩM(z)Ω† ≡ T (z) and T00(z) :H0 →H0. The remaining components T01(z) : H1 →
H0, T10(z) : H0 → H1 and T11(z) : H1 → H1 are expressed by the three – body
transition operators [46] (see also [57]) U0(z) = ΩM(z)Υ, U
†
0 = ΥM(z)Ω
† and U(z) =
Υv + ΥM(z)Υ: T01 = U0Ψ, T10 = Ψ∗U †0 and T11 = Ψ∗UΨ. The operator T (z) is a
matrix integral operator with the kernels T00(P, P ′, z), Tα,i; 0(pα, P ′, z), T0;β,j(P, p′β , z)
and Tα,i;β,j(pα, p′β, z) (α = 1, 2, 3, i = 1, 2, . . . , nα, β = 1, 2, 3, j = 1, 2, . . . , nβ) the
properties of which are determined for complex z including the limit points z = E±i0,
E > λmin by Theorem 4.2.
By T̂ (z), T̂ (z) : Ĥ0⊕Ĥ1 → Ĥ0⊕Ĥ1 we denote the analytic continuation in C± (see
Theorems 4.7, 4.11 and 4.12) of a matrix operator – valued function of the variable z
whose components have the following kernels at z = E ± i0(T̂ (E ± i0))
00
(
P̂ , P̂ ′
)
= T00
(±√EPˆ , ±√EPˆ ′, E ± i0) , E > 0 ;(T̂ (E ± i0))
0;β,j
(
P̂ , p̂′β
)
= T0; β,j
(±√EP̂ , ±√E − λβ,j pˆ′β , E ± i0) , E > 0 ;(T̂ (E ± i0))
α,i;0
(
pˆα, Pˆ
′) = Tα,i;0(±√E − λα,i pˆα, ±√EP̂ ′, E ± i0) , E > 0 ;(T̂ (E ± i0))
α,i;β,j
(
pˆα, pˆ
′
β
)
= Tα,i; β,j
(±√E − λα,i pˆα, ±√E − λβ,j pˆ′β, E ± i0) ,
E > max{λα,i, λβ,j} .
We assume by definition that for z = E ± i 0 the product (JT J†)(z) coincides with
T̂ (z),
(JT J†)(z) =
((
J0T00J†0
)
(z)
(
J0T01J†1
)
(z)(
J1T10J†0
)
(z)
(
J1T11J†1
)
(z)
)
≡ T̂ (z) .(4.9)
The elements of the matrix (JT J†)(z) are expressed in terms of amplitudes of different
processes taking place in the three – body system under consideration (see Sec. 10.).
The three – body scattering operator S is unitary in the space H0 ⊕H1 and has as
well as T , a natural block structure. The kernels of its components S00, S0;β,j, Sα,i;0,
Sα,i;β,j read, repectively,
S00(P, P
′) = δ(P − P ′) − 2pii δ(P 2 − P ′2)T00(P, P ′, P ′2 + i0) ,(4.10)
S0;β,j
(
P, p′β
)
= − 2pii δ(P 2 − p′2β − λβ,j)T0;β,j(P, p′β , λβ,j + p′2β + i0),(4.11)
Sα,i;0(pα, P
′) = − 2pii δ(λα,i + p2α − P ′2)Tα,i;0(pα, P ′, P ′2 + i0) ,(4.12)
Sα,i;β,j(pα, p
′
β) = δαβδijδ
(
pα − p′β
) − 2pii δ(λα,i + p2α − λβ,j − p2β)
(4.13) × Tα,i;β,j
(
pα, p
′
β , λβ,j + p
2
β + i0
)
.
The scattering matrices arise from S in the spectral decomposition of H as operators
acting in the “cross section” (at fixed energy) of the spaceH0⊕H1 in the von Neumann
direct integral [45]. As a matter of fact, the extraction of the scattering matrix from S
corresponds to the replacements |P |2 → E, λα,i+p2α → E (α = 1, 2, 3, i = 1, 2, . . . , nα)
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in the expressions (4.10) – (4.13) and then to the factorization of the dependence of
the kernels of S on the energies E and E′,
S(E,E′) = − piiδ(E − E′)ϑ˜(E)S′(E + i0)ϑ˜(E′)(4.14)
where ϑ˜(E) is a diagonal matrix – function constructed from the Heaviside unit step
functions ϑ(E) and ϑ(E − λβ,j): ϑ˜(E) = diag{ϑ(E), ϑ(E − λ1,1), . . . , ϑ(E − λ1,n1),
ϑ(E−λ2,1), . . . , ϑ(E−λ2,n2), ϑ(E−λ3,1), . . . , ϑ(E−λ3,n3)}. At z ∈ C we understand
by S′(z) the operator – valued function defined by S′(z) = A−1(z) Iˆ + T̂ (z). Hereafter,
A(z) = diag{A0(z), A1(z)} with A0(z) = −piiz2 and A1(z) = diag
{
A(1), A(2), A(3)
}
where
A(α)(z) = diag{Aα,1(z), . . . , Aα,nα(z)} with Aα,j(z) = − pii
√
z − λα,j .
Continuing the factorization, S′(z) = S(z)A−1(z) = A−1(z)S†(z), corresponding to
separate in (4.14) the multiplier −piiA−1(E + i0) as a derivative of a measure in the
von Neumann integral above [45] for H0 ⊕H1, one arrives at the scattering matrices
S(z) = Iˆ +
(
JT J†A)(z) and S†(z) = Iˆ + (AJT J†)(z) .(4.15)
In contrast to [45], it is more convenient for us to use precisely this nonsymmet-
rical form of the scattering matrices. The matrices S(z) and S†(z) are considered
as operators in Ĥ0 ⊕ Ĥ1. At z = E + i0, E > 0 these operators are unitary. At
z = E + i0, E < 0 there are certain truncations of S(z) and S†(z) determined
by a number of open channels which are unitary in Ĥ0 ⊕ Ĥ1; namely, the matri-
ces S˜(E) = Iˆ+ ϑ˜(E)
(
S(E+ i0)− Iˆ)ϑ˜(E) and S˜†(E) = Iˆ+ ϑ˜(E)(S†(E+ i0)− Iˆ)ϑ˜(E).
It follows from Eq. (4.15) that the operator T may be considered as a kind of a
“multichannel T –matrix” (cf. [61]) for the system of three particles.
It should be noted that the matrix T (z) may be replaced in Eq. (4.15) with the ma-
trix T †(z) obtained from T (z) by the substitution Υv → vΥ (respectively,
U → U † = vΥ + ΥMΥ) in the second component of the lower row of (4.8). To
prove the equality
(
JT †J†)(z) = (JT J†)(z) it suffices to observe that for z = E ± i0,
E > λα,j (α = 1, 2, 3, j = 1, 2, . . . , nα)(
J1Ψ
∗ΥvΨJ†1
)
(z) =
(
J1Ψ
∗vΥΨJ†1
)
(z) .(4.16)
Indeed, according to Eqs. (3.12) and (3.13),
(Ψ∗ΥvΨ)α,i;β,j(pα, p
′
β) = −1− δαβ|sαβ |3 ·
φα,i
(
k˜
(β)
α (pα, p
′
β)
)
φβ,j
(
k˜
(α)
β (p
′
β, pα)
)[
k˜
(β)
α (pα, p′β)
]2 − λα,i ,(4.17)
(Ψ∗vΥΨ)α,i;β,j(pα, p
′
β) = −1− δβα|sαβ |3 ·
φα,i
(
k˜
(β)
α (pα, p
′
β)
)
φβ,j
(
k˜
(α)
β (p
′
β, pα)
)[
k˜
(α)
β (p
′
β, pα)
]2 − λβ,j(4.18)
where
k˜(δ)γ (q, q
′)) =
−cγδq + q′
sγδ
, γ, δ = 1, 2, 3 , q, q′ ∈ IR3 ,(4.19)
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we shall suppose later that q, q′ ∈ C 3). One can see easily that the denominators of
the fractions (4.17) and (4.18) coincide on the energy shells |pα| =
√
E − λα,i, |p′β | =
=
√
E − λβ,j , E > λα,i, E > λβ,j:(
k˜(β)α
)2 − λα,i = (k˜(α)β )2 − λβ,j
=
1
|sαβ|2
(
E − λα,i + E − λβ,j(4.20)
− 2cαβ
√
E − λα,i
√
E − λβ,j
(
pˆα, pˆ
′
β
)− s2αβE) .
Meanwhile, the expression (4.20) cannot become zero at E > λα,i, E > λβ,j (see
Lemma 4.4). It follows now from Eqs. (4.17), (4.18) and (4.20) that the equality (4.16)
is true.
Along with S(z) and S†(z) we shall consider further also the truncated scattering
matrices
Sl(z) ≡ Iˆ +
(
L˜JT J†LA)(z) and S†l (z) ≡ Iˆ + (ALJT J†L˜)(z) ,(4.21)
where the multi – index
l = (l0, l1,1, . . . , l1,n1 , l2,1, . . . , l2,n2 , l3,1, . . . , l3,n3)(4.22)
has components l0 = 0 or l0 = ±1 and lα,j = 0 or lα,j = 1, α = 1, 2, 3, j = 1, 2, . . . , nα.
By L and L˜ in (4.21) and in the following we mean the diagonal number matrices
L = diag{l0, l1,1, . . . , l1,n1 , l2,1, . . . , l2,n2 , l3,1, . . . , l3,n3}(4.23)
and
L˜ = diag{|l0|, l1,1, . . . , l1,n1 , l2,1, . . . , l2,n2 , l3,1, . . . , l3,n3} ,(4.24)
corresponding to the multi – index l. The matrix L˜ is evidently a projection in Ĥ0⊕Ĥ1
on the subspace Ĥ(l)1 if l0 = 0 or on the subspace Ĥ0 ⊕ Ĥ(l)1 if l0 6= 0. Here Ĥ(l)1 =⊕
lα,j 6=0 Ĥ(α,j) in both cases.
As can be seen from formulas (4.15) and (4.8) the scattering matrices S(z) and
S†(z) include the kernels Mαβ(P, P ′, z) taken on the energy shells: their arguments
P ∈ IR6 and P ′ ∈ IR6 are connected with the energy z = E + i0 by Eq. (2.15) at
E > 0 or Eqs. (2.16) at E > λα,j . We establish below [see formula (7.34)] that the
analytic continuation of the matrix M(z) into unphysical sheets of the energy z is
expressed in terms of the analytic continuation of the truncated scattering matrices
Sl(z) or S
†
l (z) and half – on – shell Faddeev components Mαβ(z) taken in the physical
sheet. More precisely, along with Sl(z), the final formula (7.34) includes the matri-
ces
(
L0J0M
)
(z),
(
L1J1Ψ
∗ΥM
)
(z) and
(
MJ†0L0
)
(z),
(
MΥΨJ†1L1
)
(z). Here, l is the
multi – index (4.22) and L = diag{L0, L1}, the respective matrix (4.23) with L0 = l0
and L1 = diag{l1,1, . . . , l1,n1 , l2,1, . . . , l2,n2 , l3,1, . . . , l3,n3}.
Further, we formulate some statements (Theorems 4.7 – 4.12) concerning the ex-
istence of an analytic continuation of the above matrices and their domains of holo-
morphy. Proofs of these statements will be based on analysis [42] of the Faddeev
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equations (2.7). For this, one must pay a special attention to the study of the domains
of holomorphy in z of the functions[
p2α + p
′
β
2 − 2cαβ(pα, p′β)− s2αβz
]−1
(4.25)
with one or both arguments pα and p
′
β situated on the energy shells (2.15) or (2.16).
The functions (4.25) arise when iterating Eq. (2.7) because of the presence of the mul-
tiplier R0 in the operator −tR0Υ. Also, the functions (4.25) display the singularities
(3.13) of the eigenfunctions ψα,j , α = 1, 2, 3, j = 1, 2, . . . , nα.
In the case where the arguments pα and/or p
′
β are taken on the shells (2.16), pα =
=
√
z − λα,i pˆα and p′β =
√
z − λβ,j pˆ′α, the holomorphy domains of the functions
(4.25) with respect to the variable z are described by the following simple lemmas.
Lemma 4.3. For any ρ ≥ 0, −1 ≤ η ≤ 1, the domain
Re z >
λ
c2
+
c2
4s2|λ| (Im z)
2(4.26)
contains no roots z of the equation
z − λ + ρ + 2c√z − λ√ρ η − s2z = 0 ,(4.27)
with λ < 0, 0 < |c| < 1 and s2 = 1− c2. For any number z ∈ C outside of the domain
(4.26) one can always find values of the parameters ρ ≥ 0 and η, −1 ≤ η ≤ 1, such
that the left – hand side of Eq. (4.27) becomes equal to zero at the point z.
Lemma 4.4. Consider the equation
z − λ1 + z − λ2 + 2c
√
z − λ1
√
z − λ2 η − s2z = 0(4.28)
where η ∈ [−1, 1], λ1 ≤ λ2 < 0, 0 < c < 1 and s2 = 1 − c2. Then the following
assertions hold:
1) If |λ2| > c2|λ1|, then for all η ∈ [−1, 1] Eq. (4.28) has a unique root z and this
root is real. Moreover, z = z+ if η ≥ 0, and z = z− if η ≤ 0 with
z± =
(
1 + c2 − 2c2η2
)
(λ1 + λ2)± 2
√
c2η2[λ1λ2 s4 − (λ2 − λ1)2c2(1− η2)]
(1 + c2)2 − 4c2η2 .(4.29)
If η runs through the interval [−1, 1], the roots z± fill the interval [zlt, zrt] whose ends
are
zlt =
1
s2
[− |λ1| − |λ2| − 2c√|λ1| · |λ2| ](4.30)
and
zrt =
1
s2
[− |λ1| − |λ2|+ 2c√|λ1| · |λ2| ] , zrt < λ1 .(4.31)
2) If |λ2| = c2|λ1|, then Eq. (4.28) has two real roots:
a) the root z = λ1 existing for all η ∈ [−1, 1];
b) the root z = z− given by (4.29) which exists for −1 ≤ η ≤ 0 only.
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For zlt = − |λ1|
(
1 + 2c4/s2
)
, −1 ≤ η ≤ 1 these roots together fill the interval
[zlt, λ1].
3) If |λ2| < c2|λ1|, then
a) for −1 ≤ η ≤ η∗, η∗ = (
√
c2 − ρ
√
1− c2ρ)/(c(1 − ρ)) and ρ = |λ2|/|λ1|,
Eq. (4.28) has two real roots z± given by (4.29) which fill the interval [zlt, zrt] with
ends (4.30) and (4.31), zrt < λ1;
b) for η∗ < η ≤ 0 Eq. (4.28) has two complex roots z± described again by
Eq. (4.29). If η varies, these roots fill an ellipse centered at the point
zc = − |λ1|
[
1 +
(c2 − ρ)2
s2(1 + c2)(1 + ρ)
]
.
The half – axes of this ellipse are given by
a = |λ1| · (c
2 − ρ)(1 − c2ρ)
(1 + c2)s2(1 + ρ)
(along the real axis) and
b = |λ1| · (c
2 − ρ)(1 − c2ρ)
(1 + c2)s2(1− ρ)√(1 + c2)2 − 4c2η∗2
(along the imaginary axis). The right vertex of the ellipse is located at the point
z
(e)
rt = zc + a = −
|λ1|+ |λ2|
1 + c2
situated between λ1 and λ2. Its left vertex is
z
(e)
lt = zc − a < zrt .
Lemma 4.5. Let the parameters of the equation
z − λ + zν + 2c√z√z − λ√νη − s2z = 0(4.32)
satisfy the conditions ν ∈ [0, 1], η ∈ [−1, 1], λ < 0, c ∈ (0, 1) and s2 = 1 − c2.
Then, if ν and η run through the above ranges, the roots z of Eq. (4.32) fill the ray(−∞, λ/(1 + c4)] and the circle centered at the point zc = λ/(1 − c4) the radius of
which is equal to c2λ/(1− c4).
Also, we shall use
Lemma 4.6. Let the parameters ν′ and η of the equation
ρ + zν′ + 2c
√
z
√
ν′
√
ρη − s2z = 0
run through the intervals 0 ≤ ν′ ≤ 1 and −1 ≤ η ≤ 1, respectively, and c > 0,
s2 = 1 − c2, z ∈ C be fixed. Then the roots ρ of this equation fill a set consisting of
the line segment [0, z] in the complex plane C and a circle centered at the origin, the
radius of which is equal to c2|z|.
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4.3. Analytic continuation of the matrices MΥΨJ†1, J1Ψ
∗ΥM and T11
Let Π
(β,j)
b be a domain in the complex plane C cut along the ray [λmin,+∞) where
the conditions (4.26) with λ = λβ,j , c = cαβ and the inequalities
Re z > λβ,j − s2αβb2 +
1
4s2αβb
2
(Im z)2(4.33)
are valid simultaneously for all α = 1, 2, 3, α 6= β. In the case of the potentials (2.2)
one has to take b = +∞ in (4.33).
By Rα,i; β,j , α 6= β we denote a domain complementary in C \ [λmin,+∞) to the
set filled by the roots of Eq. (4.28) in the case where λ1 = min{λα,i, λβ,j}, λ2 =
= max{λα,i, λβ,j}, c = |cαβ | and η =
(
pˆα, pˆ
′
β
)
runs through the interval [−1, 1].
Theorem 4.7. The matrix integral operator L′1Tˆ11(z)L′′1 , z = E ± i0 acting in Ĥ1
admits analytic continuation in z from the edges of the ray E ∈ (λ,+∞),
λ = max
l′γ,k 6= 0,
l′′γ,k 6= 0
λγ,k ,
on the domain
Π
(hol)
l′l′′ =

⋂
l′α,i 6= 0
l′′β,j 6= 0
Rα,i; β,j

⋂

⋂
l′γ,k 6= 0,
l′′γ,k 6= 0
Π
(γ,k)
b

∖
σ(H)(4.34)
where
l′1 = diag
(
l′0, l
′
1,1, . . . , l
′
1,n1 , l
′
2,1, . . . , l
′
2,n2 , l
′
3,1, . . . , l
′
3,n3
)
,
l′′1 = diag
(
l′′0 , l
′′
1,1, . . . , l
′′
1,n1 , l
′′
2,1, . . . , l
′′
2,n2 , l
′′
3,1, . . . , l
′′
3,n3
)
with l′0 = l
′′
0 = 0. The nontrivial kernels
(
L′1Tˆ11(z)L′′1
)
α,i; β,j
(pˆα, pˆ
′
β , z), l
′
α,i 6= 0,
l′′β,j 6= 0 turn out to be functions holomorphic in z ∈ Π(hol)l′l′′ and real – analytic with
respect to pˆα, pˆ
′
β ∈ S2.
Remark 4.8. The domains Π
(hol)
l′l′′ and Π
(hol)
l′′l′ coincide, Π
(hol)
l′l′′ = Π
(hol)
l′′l′ .
If l′ = l′′ = l, we use for Π(hol)l′l′′ the notation Π
(hol)
l , and we have
Π
(hol)
l = Π
(hol)
ll .(4.35)
Theorem 4.9. Let L0 = l0 = 0. Then the matrices
(
MΥΨJ†1L1
)
(z) and(
L1J1Ψ
∗ΥM
)
(z), z = E ± i0 admit analytic continuation in z from the edges of
the ray E ∈ (λ,+∞),
λ = max
(β,j):λβ,j 6=0
λβ,j
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to the domain Π
(hol)
l \σ(H) as bounded for z 6∈ [λmin,+∞) operator – valued functions
of the variable z,(
MΥΨJ†1L1
)
(z) : Ĥ1 −→ G0 and
(
L1J1Ψ
∗ΥM
)
(z) : G0 −→ Ĥ1 .
First we prove Theorem 4.9, then Theorem 4.7.
P r o o f of Theorem 4.9. We give the proof for the case of the matrix MΥΨJ†1L1. It
follows from Theorem 4.1 that the kernels(
MΥΨJ†1
)
α;β,j
(P, pˆ′β , E ± i0) ≡
∑
γ 6=β
∫
IR3
dk′βMαγ(P, P
′, E ± i0)ψβ,j
(
k′β
)
,
P ′ =
(
k′β ,±
√
E − λβ,j pˆ′β
)
of the nontrivial elements
(
MΥΨJ†1
)
α;β,j
(E ± i0), α = 1, 2, 3, lβ,j 6= 0 are defined at
E > λβ,j . As a whole, the matrix
(
MΥΨJ†L1
)
(z) at z = E ± i0,
E > λ = max
(β,j): lβ,j 6=0
λβ,j
satisfies the Faddeev equation(s)(
MΥΨJ†1L1
)
(z) =
(
tΥΨJ†1L1
)
(z) − (tR0ΥMΥΨJ†1L1)(z) ,(4.36)
the absolute term tΥΨJ†1L1 of which at lβ,j 6= 0 has the kernels(
tΥΨJ†1
)
α;β,j
(P, pˆ′β , z)
= (1− δαβ) · 1|sαβ |3 · tα
(
kα, k˜
(β)
α
(
pα,
√
z − λβ,j pˆ′β
)
, z − p2α
)
(4.37)
× ψβ,j
(
k˜
(α)
β
(√
z − λβ,j pˆ′β
)
, pα
))
.
Evidently, these admit analytic continuation in z in the usual sense as smooth (even
real – analytic) functions of the arguments P ∈ IR6 and pˆ′β ∈ S2 on the domains where
the respective two– body eigenfunctions
ψβ,j
(
k˜
(α)
β
)
= −
φβ,j
(
k˜
(α)
β
)
k˜
(α)
β
2 − λβ,j
are regular. The condition of regularity of the functions ψβ,j
(
k˜
(α)
β
)
is equivalent to
the requirements[
k˜
(α)
β
(√
z − λβ,j pˆ′β, pα
)]2 6= λβ,j for all pα ∈ IR3 and pˆ′β ∈ S2.(4.38)
As follows from Eqs. (4.19), the requirements contrary to the conditions (4.38), are
equivalent to the conditions (4.27) with λ = λβ,j , µ = |pα|2, c = |cβα|, s = |sβα| and
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η = (pˆα, pˆ
′
β). Thereby, on the basis of Lemma 4.3, we conclude that the inequalities
(4.38) at lβ,j 6= 0 are satisfied only if the inequalities (4.26) with λ = λβ,j , c = cαβ are
valid.
In the case of the potentials (2.3), one has to require additionally the variables
k˜
(β)
α and k˜
(α)
β to belong to the analyticity strips Wb and W2b of the kernels
tα
(
kα, k˜
(β)
α , z − p2α
)
and form factors φβ,j
(
k˜
(α)
β
)
, respectively, i. e.,∣∣∣Im k˜(β)α (pα,√z − λβ,j pˆ′β)∣∣∣ < b , ∣∣∣Im k˜(α)β (√z − λβ,j pˆ′β , pα)∣∣∣ < 2b .(4.39)
At pα ∈ IR3, pˆ′β ∈ S2, the inequalities (4.39) are certainly satisfied if the conditions
(4.33) are satisfied.
Let
(
MΥΨJ†1L1
)
β,j
(z) be the (β, j) – th column of the matrix
(
MΥΨJ†1L1
)
(z),
lβ,j 6= 0. The kernels
(
MΥΨJ†1L1
)
(z)α;β,j(P, pˆ
′
β , z), α = 1, 2, 3 of its components
at fixed pˆβ satisfy a respective system of the Faddeev equations following from (4.36).
As we established, the absolute terms (4.37) of this system admit analytic continuation
in z from the edges of the ray (λβ,j ,+∞) over the whole domain Π(β,j)b . The same may
be stated also regarding the iterations Q(n)β,j(z) =
(−t(z)R0(z)Υ)n(tΥΨJ†1L1)β,j(z).
Embedding the Faddeev equations for the column
(
MΥΨJ†1L1
)
β,j
(z) into the Banach
space Bθµ′ in the same way as it was done for Eq. (2.7), one finds that the kernels(
MΥΨJ†1L1
)
α; β,j
(P, pˆ′α, z) may be continued on Π
(β,j)
b \ σ(H) as analytic functions
of the variable z for all P ∈ R6, pˆ′β ∈ S2. It follows from the estimates of the
rate of decrease of these kernels that they represent the operator
(
MΥΨJ†1L1
)
β,j
(z):
Ĥ(β,j) → G0, bounded for z 6∈ [λmin,+∞) ∪ σd(H) and depending analytically on
z ∈ Π(β,j)b \ σ(H). Therefore, we have proved the statement of the theorem for the
matrix
(
MΥΨJ†1L1
)
(z). The statement for
(
L1J1Ψ
∗ΥM
)
(z) can be established quite
similarly.
The proof of Theorem 4.9 is completed. ✷
P r o o f of Theorem 4.7. Note first that when proving Theorem 4.9 we found out in
passing that the kernels
(Q(n)ΥΨJ†1)α;β,j(P, pˆβ , E ± i0), E > λβ,j , of the operators
Q(n)ΥΨJ†1 admit already for n = 0 an immediate analytic continuation on the domain
of z ∈ Π(β,j)b as real – analytic functions of the variables P ∈ IR6 and pˆ′β ∈ S2. The
same may be stated as well for the kernels (J1Ψ
∗ΥQ(n))β,j;α(pˆβ , P ′, E±i0), E > λβ,j ,
of the operators J1Ψ
∗ΥQ(n) when continuing them in Π(β,j)b .
On the basis of this note one may consider the relation
L′1T̂11L′′1 = L′1J1Ψ∗ΥvΨJ†1L′′1
(4.40)
+ L′1J1Ψ
∗Υ(t− tR0Υt+ tR0ΥMΥR0t)ΥΨJ†1L′′1 ,
following from Eq. (2.9) at m = n = 0 and
L′1 = diag
{
l′1,1, . . . , l
′
1,n1 , l
′
2,1, . . . , l
′
2,n2 , l
′
3,1, . . . , l
′
3,n3
}
,
L′′1 = diag
{
l′′1,1, . . . , l
′′
1,n1 , l
′′
2,1, . . . , l
′′
2,n2 , l
′′
3,1, . . . , l
′′
3,n3
}
,
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as a representation for analytic continuation of the matrix L′1T̂11L′′1 : Ĥ1 → Ĥ1 in
terms of the operator M(z) with the kernels Mαβ(P, P
′, z), the arguments P and P ′
of which are real, P, P ′ ∈ IR6. Additionally, one knows already that the summand
L′1J1Ψ
∗ΥQΥΨJ†1L′′1 with Q = tR0ΥMΥR0t admits analytic continuation in z on the
domain ⋂
l′β,j 6= 0,
l′′β,j 6= 0
Π
(β,j)
b \ σ(H)
as a matrix integral operator in Ĥ1, since the operators L′1J1Ψ∗Υt and tΥΨJ†1L′′1 may
be continued on this domain. Now, one only has to find a domain of holomorphy for
the rest of the summands in (4.41).
The nontrivial kernels(
L′1J1Ψ
∗ΥvΨJ†1L
′′
1
)
α,i; β,j
(pˆα, pˆβ , z) , l
′
α,i 6= 0 , l′′β,j 6= 0 , pˆα ∈ S2, pˆ′β ∈ S2,(4.41)
of the first summand in (4.41) look like (4.17) where one has to take pα =
√
z − λα,i pˆα,
p′β =
√
z − λβ,j pˆ′β . Furthermore, the functions φα,i
(
k˜
(β)
α
)
have to be replaced with
their analytic continuations φ˜α,i
(
k˜
(β)
α
)
in a domain of complex k˜
(β)
α . It is clear that the
kernels (4.41) are holomorphic in that domain of the variable z where their denomi-
nators (4.20) can be equal to zero for no pˆα, pˆ
′
β ∈ S2. This domain is described by
Lemma 4.4. It follows from Eq. (4.17) in accordance with this lemma that the kernel
(4.41) is a holomorphic function of z in the domain Rα,i; β,j.
In the case of the potentials (2.3) we require additionally the arguments k˜
(β)
α (pα, p
′
β)
and k˜
(α)
β (p
′
β, pα) of the formfactors φ˜α,i and φβ,j to belong at pα =
√
z − λα,i pˆα and
p′β =
√
z − λβ,j pˆ′β to the holomorphy strips W2b. Note meanwhile that if λ1 < λ2
then Im
√
z − λ1 ≤ Im
√
z − λ2. Thus, the conditions
∣∣ Im k˜(β)α ∣∣ < 2b, ∣∣ Im k˜(α)β ∣∣ < 2b
are satisfied at
Re z > λ − 4|sαβ|
2
(1 + |cαβ |)2 b
2 +
(1 + |cαβ |)2
16|sαβ|2 b2 (Im z)
2(4.42)
where λ = max{λα,i, λβ,j}. Since 1 + |cαβ | < 2, the inequalities (4.42) are obeyed
automatically if
z ∈
⋂
l′γ,k 6= 0,
l′′γ,k 6= 0
Π
(γ,k)
b .
The two remaining terms, L′1J1Ψ
∗ΥtΥΨJ†1L
′′
1 and L
′
1J1Ψ
∗ΥtR0ΥtΥΨJ
†
1L
′′
1 , have
respectively the kernels∑
γ 6=α,β
1
|sαγsβγ |3
∫
IR3
dq ψ˜α,i
(
k˜(γ)α (pα, q)
)
ψβ,j
(
k˜
(γ)
β (p
′
β , q)
)
× tγ
(
k˜
(α)
α (q, pα), k˜
(β)
γ (q, p′β), z − q2
)(4.43)
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and ∑
γ 6= α, δ 6= β
γ 6= δ
1
|sαγ |3|sγδ ||sβδ|3 ·
∫
IR3
dq
∫
IR3
dq
′
ψ˜α,i
(
k˜
(γ)
α (pα, q)
)
ψβ,j
(
k˜
(δ)
β (p
′
β, q)
)
× tγ
(
k˜
(α)
α (q, pα), k˜
(δ)
γ (q, q
′), z − q2
)
· tδ
(
k˜
(γ)
δ (q, q
′), k˜
(δ)
γ (q
′, p′β), z − q′2
)
q2 + q′2 − 2cγδ(q, q′)− s2γδ z
.
(4.44)
Here one has to take pα =
√
z − λα,i pˆα, and p′β =
√
z − λβ,j pˆ′β , as well as to assume
that the indices (α, i) and (β, j) are such that l′α,i 6= 0 and l′′β,j 6= 0. The kernels above
turn out to be holomorphic functions of z on a set where the conditions[
k˜(γ)α (
√
z − λα,i pˆα, q)
]2
− λα,i 6= 0 ,
[
k˜
(γ)
β (
√
z − λβ,j pˆ′β, q′)
]2
− λβ,j 6= 0
are satisfied for any γ 6= α, δ 6= β, q, q′ ∈ IR3 and pˆα, pˆ′β ∈ S2. With respect to the
variables pˆα, pˆ
′
β, the kernels (4.43) and (4.44) are real – analytic with these conditions.
Besides, in the case of the potentials (2.3), the arguments of the functions ψ˜α,i and
ψβ,j have to belong to the strip W2b, and the respective arguments of the T –matrices
tγ and tδ to the strip Wb. It is easily to check that the mentioned conditions are
satisfied for all the kernels (4.43) and (4.44) if
z ∈
⋂
l′ν,k 6= 0,
l′′ν,k 6= 0
Π
(ν,k)
b .
This completes the proof of Theorem 4.7. ✷
4.4. Analytic continuation of the matrices J0M and MJ
†
0, J0MJ
†
0 and Tˆ00,
J0MΥΨJ
†
1 and J1Ψ
∗ΥMJ†0
Continuation of the half – on – shell matrices (J0M)(z),
(
MJ†0
)
(z), z = E ± i0,
E > 0, into a domain of complex z is considered in the sense of distributions over
O(C 6). For example, in the case of MJ†0 we consider continuation of the bilinear
form(
F,
(
MJ†0
)
(E ± i0)) ≡ ∑
α,β
∫
IR6
dP
∫
S5
dP̂ ′ Fα(P )Mαβ
(
P,±
√
E P̂ ′, E ± i0) fβ(P̂ ′)
where F = (F1, F2, F3) with Fα ∈ O
(
C 6
)
and f = (f1, f2, f3) with fα ∈ Ĥ0.
When constructing continuation of this form and the form for (J0M)(E ± i0), we
rely on Lemmas 4.5 and 4.6 describing domains of holomorphy of the function (4.25)
in the case where the argument P ′ belongs to the three – body energy shell (2.15) and
therefore p′β =
√
z ν′pˆ′β with ν
′ ∈ [0, 1]. Using the statements of these lemmas we
introduce the following definition.
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Let Π˜
(0)±
b , Π˜
(0)±
b ⊂C±, be domains complementary in C± to the totality of circles
having radii r = c2αβ|λα,j |/
(
1− c4αβ
)
and centered at the points zc = λα,j/
(
1− c4αβ
)
where α, β = 1, 2, 3, β 6= α, and j = 1, 2, . . . , nα.
In the case of the potentials (2.3) the domain Π˜
(0)±
b has to satisfy for both signs “+”
and “−” the following extra conditions
Re z > − |sαβ |
2b2
(1 + |cαβ |)2 +
(1 + |cαβ |)2
4 |sαβ|2b2 (Im z)
2(4.45)
for all α, β = 1, 2, 3, β 6= α.
Theorem 4.10. The kernels of the matrices
(
MJ†0
)
(z) and (J0M)(z), z = E±i0,
E > 0, admit analytic continuation in z on the domains Π˜
(0)+
b and Π˜
(0)−
b , Π˜
(0)±
b ⊂
C±, respectively. The continuation of the kernels of the matrices
(Q(n)J†0)(z) and(
J0Q(n)
)
(z) (n ≤ 3) included in the representation (4.7) for M(z) has to be understood
in the sense of distributions over O(C 6). At the same time the kernels
Fαβ
(
P,
√
z P̂ ′, z
)
, Iα,j; β
(
pα,
√
z P̂ ′, z
)
,
Jα;β,k
(
P,
√
z
√
ν′ pˆ′β, z
)
, Kα,j; β,k
(
pα,
√
z
√
ν′ pˆ′β , z
)
(4.46)
α, β = 1, 2, 3, j = 1, 2, . . . , nα , k = 1, 2, . . . , nβ ,
of the matrices
(Q(n)J†0)(z) (n ≥ 4) and (WJ†0)(z) as well as the kernels
Fαβ
(√
z P̂ , P ′, z
)
, Iα,j; β
(√
z
√
ν pˆα, P
′, z
)
,
Jα;β,k
(√
z P̂ , p′β, z
)
, Kα,j; β,k
(√
z
√
ν pˆα, p
′
β , z
)(4.47)
of the matrices
(
J0Q(n)
)
(z) (n ≥ 4) and (J0W)(z) can be continued on the domains
Π˜
(0)±
b as usual holomorphic functions of the variable z. Being Ho¨lder functions of the
variables P̂ ′ ∈ S5 or √ν′ pˆ′β, 0 ≤ ν′ ≤ 1, pˆ′β ∈ S2
[
P̂ ∈ S5 or √ν pˆα, 0 ≤ ν ≤ 1,
pˆα ∈ S2
]
with index µ′ ∈ (0, 1/8), the kernels (4.46) [the kernels (4.47)] considered as
functions of P ∈ IR6, pα ∈ IR3
(
P ′ ∈ IR6, p′β ∈ IR3
)
, can be embedded in their totality
in Bθµ with θ and µ being arbitrary numbers such that θ ∈ (3/2, θ0) and µ ∈ (0, 1/8).
For | Im z| ≥ δ > 0 one can take µ = 1.
Proof. Let us use the equations (2.9) form,n ≥ 4 keeping in mind that continuation
of the kernels of
(
J0Q(m)
)
(z) and
(Q(n)J†0)(z) for m,n ≤ 3 is realized in the sense
of distributions. At the same time, for m,n ≥ 4 one can attach to the products(
J0Q(m)
)
(z) and
(Q(n)J†0)(z) an operator sense, (J0Q(m))(z) : G0 → Ĝ0, (Q(n)J†0)(z) :
Ĝ0 → G0. Thus, as in the case of (4.41) one may use Eqs. (2.9) as an instrument to
obtain representations for the half – on – shell kernels (J0M)(z),
(
MJ†0
)
(z) as well as
for the on – shell kernels T̂00(z), T̂01(z) and T̂10 in terms of the Faddeev components
Mαβ(P, P
′, z) with real P, P ′ ∈ IR6.
The exposition will be given for the case of the matrices
(
MJ†0
)
(z).
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First, we find easily that continuation on Π˜
(0)±
b of the form(
F,
(Q(0)J†0)(z)f) = ∑
α
(
Fα,
(
tαJ
†
0
)
(z)fα
)
for the matrix
(
tαJ
†
0
)
(z) is described by the equalities(
Fα,
(
tαJ
†
0
)
(z)fα
)
≡
∫
IR3
dkα
∫
S2
dkˆ′α
∫
S2
dpˆ′α
∫ pi/2
0
dω′α sin
2 ω′α cos
2 ω′α(4.48)
× tα
(
kα,
√
z cosω′αkˆ
′
α, z cos
2 ω′α
)
Fα
(
kα,±
√
z sinω′αpˆ
′
α
) · fα(ω′α, kˆ′α, pˆ′α) ,
where ω′α, kˆ
′
α, pˆ
′
α are hyperspherical coordinates [46] of the point P̂
′ ∈ S5, ω′α ∈ [0, pi/2],
kˆ′α, pˆ
′
α ∈ S2. Note that
P̂ ′ = {cosω′αkˆ′α, sinω′αpˆ′α} while dP̂ ′ = sin2 ω′α cos2 ω′α dω′α dkˆ′α dpˆ′α
is a measure on S5. A holomorphy domain of the function
(
Fα,
(
tαJ
†
0
)
(z)f
)
can be
found from the conditions that the poles of the T –matrix tα( · , · , z cos2 ω′α) corre-
sponding to the discrete spectrum of the Hamiltonian hα do not manifest themselves.
In other words, one has to require the equalities
z cos2 ω′α = λα,j , α = 1, 2, 3, j = 1, 2, . . . , nα ,(4.49)
to take place for no ω′α ∈ [0, pi/2]. Evidently, the last requirement is equivalent to
making a cut along the ray (−∞, λmax]. The poles (4.49) generate in (4.48) some
integrals of the Cauchy type analogous to (3.2). Thus, a continuation of the function
(4.48) through the cut (−∞, λmax] may be described using the representations (3.3)
while each point λα,j , j = 1, 2, . . . , nα turns into a branch point of the Riemann
surface of the function (4.48).
In the case of the potentials (2.3), additionally to the cut (−∞, λmax], there appear
additional restrictions on the domain of holomorphy of this function following from a
requirement for the second argument of the T –matrix tα to belong to the strip Wb,
| Im√z cosω′αkˆ′α| < b for all ω′α ∈ [0, pi/2], kˆ′α ∈ S2. This means that z has to be such
that | Im√z| < b, i. e., z ∈ Pb [see Eq. (3.6)].
Note that for z 6= λ ± i0, λ ≤ λmax one can substitute any element f ∈ Ĥ0 in the
form (4.48).
We shall consider formulas (4.48) with α = 1, 2, 3 as a definition of analytic continua-
tion of the matrix
(
tJ
†
0
)
(z) on a domain of complex z. Up to now, we have established
that immediate continuation of
(
tJ
†
0
)
(z) described by the formulas (4.48) is possible
on the domain Pb \ (−∞, λmax].
Further, using Lemma 4.6 we find that the analytic continuation of the form(
F,
(Q(1)J†0)(E ± i0)f) on a domain of complex z ∈ C± is given by(
F,
(Q(1)J†0)(z)f) = ∑
α,β, α6=β
Q±1,αβ(z) + Q
±
2,αβ(z)(4.50)
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where
Q±1,αβ(z) = ±
√
z
4
1
|sαβ |
∫
IR3
dkα
∫
S2
dpˆα
∫
S2
dk′β
∫
S2
dpˆ′β
1∫
0
dν
√
ν
×
1∫
0
dν′
√
ν′
√
1− ν′ Fα
(
kα,
√
z
√
ν pˆα
) · fβ(√1− ν′ kˆ′β ,√ν′ pˆ′β)
ν + ν′ − 2cαβ√ν
√
ν′
(
pˆα, pˆ′β
)− s2αβ ∓ i0
× tα
(
kα, k˜
(β)
α
(√
z
√
νpˆα,
√
z
√
ν′ pˆ′β
)
, z(1− ν))
× tβ
(
k˜
(α)
β (
√
z
√
ν′ pˆ′β ,
√
z
√
ν pˆα
)
,
√
z
√
1− ν′ kˆ′β , z(1− ν′)
)
(4.51)
and
Q±2,αβ(z)
= ±1
4
· 1|sαβ|
∫
IR3
dkα
∫
S2
dpˆα
∫
S2
dk′β
∫
S2
dpˆ′β
∫
Γ±z
dρ
√
ρ
×
1∫
0
dν′
√
ν′
√
1− ν′s Fα(kα,±
√
ρ pˆα) · fβ
(√
1− ν′ kˆ′β ,
√
ν′ pˆ′β
)
ρ+ zν′ − 2cαβ√z√ρ
√
ν′
(
pˆα, pˆ′β
)− s2αβz
× tα
(
kα, k˜
(β)
α
(±√ρ pˆα,√z√ν′pˆ′ β), z − ρ)
× tβ
(
k˜
(α)
β
(√
z
√
ν′ pˆ′β ,±
√
ρ pˆα
)
,
√
z
√
1− ν′ kˆ′β , z(1− ν′)
)
.
(4.52)
Here, by Γ+z (Γ
−
z ) we understand the path of integration beginning at the point z
and going clockwise (counterclockwise) along the circumference C|z| having radius |z|
and centered in the origin. After the path crosses the real axis, it goes further along
this axis so that the rest of Γ+z (Γ
−
z ) consists of the points ρ = λ + i0 (ρ = λ − i0),
λ ∈ (|z|,+∞). It should be noted that as Γ±z one can also choose arbitrary equivalent
paths having no intersections with the line segment [0, z] except at the point z and with
the circle of radius c2αβ |z| centered at the origin which are spoken about in Lemma 4.6.
One can find easily that if f
(
P̂
)
is a Ho¨lder function with the smoothness index µ > 0
then the functions Q+1,αβ(z) and Q
+
2,αβ(z)
[
Q−1,αβ(z) and Q
−
2,αβ(z)
]
are holomorphic in
a domain of the upper half – plane C+ [of the lower half – plane C−], a boundary of
which is determined by the numerators of the integrands in (4.51) and (4.52). In the
case of the functions Q±1,αβ(z) this fact does not require special explanation.
Concerning the functions Q±2,αβ(z) we find that, according to Lemma 4.6, the de-
nominators of the respective expressions under the integration signs may become zero
for ρ = z only. The latter is possible for the points corresponding to ν′ = c2αβ and
η = (pˆα, pˆ
′
β) = −1. Consequently, it suffices to check holomorphy of the integral in a
small vicinity of this point; namely, the integral
B(z) =
c2αβ+ε∫
c2
αβ
−ε
dν′
−1+δ∫
−1
dη
z+zζ∫
z
dρ
f˜(ν′, η, ρ, z)
ρ+ zν′ − 2cαβ√z√ρ
√
ν′ η − s2αβz
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where f˜ stands for the numerator of Q±2,αβ(z) and ζ is a certain complex number,
0 < |ζ| < 1, argζ ∼ −pi
2
. At the same time ε, δ are sufficiently small positive numbers,
0 < ε < min
{
c2αβ , s
2
αβ
}
and 0 < δ < 1.
Let us rewrite f˜ in the form f˜(ν′, η, ρ, z) = f˜
(
c2,−1, z, z) + δf˜(ν′, η, ρ, z). Since
δf˜(c2,−1, z, z) = 0, a contribution of the summand δf˜ to B is a holomorphic function.
In the term generated by the summand f˜(c2,−1, z, z), the latter may be transferred
through the integration sign. Making the substitution ρ = zν′ in the remaining integral
one gets
B˜(z) =
1
z
c2αβ+ε∫
c2
αβ
−ε
dν
−1+δ∫
−1
dη
1+ζ∫
1
dν′
1
ν + ν′ − 2cαβ √ν
√
ν′ η − s2αβ
where the integral converges being independent of z at all.
Thus, we show the form
(
Fα,
(Q(1)J†0)αβ(E ± i0)fβ) admits, in correspondence
with the sign “±”, analytic continuation in z both in C+ and C− on the domains of
holomorphy of the above nominators.
Boundaries of these domains are found from those requirements that the poles of
the T –matrices tα( · , · , z(1 − ν)) and tβ( · , · , z(1 − ν′)) which are present in the
integral (4.51) do not appear in the above domains. Also, we require the same for
the poles of the T –matrices tα( · , · , z − ρ) which appear in the integral (4.52). If
z 6∈ (−∞, λmax] then the conditions z(1 − ν) = λα,j , j = 1, 2, . . . , nα, z(1 − ν′) =
= λβ,k, k = 1, 2, . . . , nβ of appearance of the poles of the T –matrices tα( · , · , z(1−ν))
and tβ( · , · , z(1−ν′)) are valid for no ν, ν′ ∈ [0, 1]. The appearance conditions z−ρ =
λα,j , j = 1, 2, . . . , nα, of the poles of tα( · , · , z−ρ) may be realized only if the paths Γ±z
include more than one fourth of the circumference C|z|. However, their contribution
to Q±2,αβ(z) arising when the points ρ = z − λα,j cross the contours Γ±z may always
be taken into account using the residue theorem. We shall not present here respective
formulas. Note only that taking residues at the points ρ = z − λα,j transforms the
minor three – body pole singularities of the integrand of Q±2,αβ(z) into those of type(
z−λα,j +zν′−2cαβ√z
√
z − λα,j
√
ν′ η−s2αβz
)−1
. The location of such singularities
is described by Lemma 4.5. As a result one finds that there are sets Π˜
(0)±
b which
are holomorphy domains of the form (4.50). It should be noted only that the extra
conditions (4.45) arise as a result of the requirements∣∣ Im k˜(β)α (√z√ν pˆα,√z ν′ pˆ′β)∣∣ < b , ∣∣ Im k˜(α)β (√z√ν′ pˆ′β,√z ν pˆα)∣∣ < b ,∣∣ Im k˜(β)α (±√ρ pˆα,√z ν′ pˆ′β)∣∣ < b , ∣∣ Im k˜(α)β (√z√ν′ pˆ′β,±√ρ pˆα)∣∣ < b ,
where ν, ν′ ∈ [0, 1], pˆα, pˆ′β ∈ S2, ρ ∈ Γ±z , and the condition∣∣ Im (√z√1− ν′ kˆ′β)∣∣ < b , kˆ′β ∈ S2 ,
which have to be satisfied for the arguments of the T–matrices tα and tβ appearing in
the expressions of Q±1,αβ and Q
±
2,αβ under the integration signs (since these arguments
have to belong to the analyticity strip Wb).
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The matrix
(Q(2)J†0)(z), z = E ± i0, E > 0, corresponding to the second iteration
of the absolute term of (2.7), has the kernels
(Q(2)J†0)(P, P̂ ′, z) = ∑
γ 6=α, γ 6=β
Q
(2)
αγβ,0
(
P, P̂ ′, z
)
where
Q
(2)
αγβ,0
(
P, P̂ ′, z
)
=
1
|sαγ ||sγβ|
∫
IR3
dq tα
(
kα, k˜
(γ)
α (pα, q), z − p2α
)
(4.53)
× tγ
(
k˜
(α)
γ (q, pα), k˜
(β)
γ (q, p′β), z − q2
)(
p2α + q
2 − 2cαγ(pα, q)− s2αγz
) (
p′β
2 + q2 − 2cβγ(p′β , q)− s2βγz
)
× tβ
(
k˜
(γ)
β (p
′
β, q), k
′
β , z − p′β2
)
with γ 6= α, γ 6= β and P ′ = ±√EP̂ ′. The existence of analytic continuation of these
kernels onto domains Π˜
(0)±
b may be proved, in the sense of distributions over O
(
C 6
)
,
following the same scheme as for the kernels of the matrix
(Q(1)J†0)(z). However, it
follows from the results of [42], [46] that these kernels have “better” properties than
those of
(Q(1)J†0)(z). We have in mind now the fact that the components Fαβ(P, P ′, z),
Iα,j; β(pα, P ′, z), Jα; β,k
(
P, p′β , z
)
and Kα,j; β,k
(
pα, p
′
β , z
)
, P, P ′ ∈ IR6, pα, p′β ∈ IR3,
of the iteration Q(2)(z) of the absolute term of Eq. (2.7) turn out to be functions
having weaker singularities than the components of Q(1)(z). In particular, the main
singularities of the kernel Fαβ(P, P ′, z) are described by
pi2i
D
{
f(a) ln
(√
ξ +
√
ζ +D
)− f(b) ln (√ξ +√ζ −D)}(4.54)
with a = cαγpα, b = cβγp
′
β , ξ = s
2
αγ(z − p2α), ζ = s2βγ(z − p′β2) and D =
√
(a − b)2
for γ 6= α, γ 6= β. The notation f(q) is used here for the numerator of the expression
under the integration sign in (4.54) after the replacements tα → t˜α and tβ → t˜β. The
expressions for the main singularities of the kernels Iα,j; β(pα, P ′, z), Jα;β,k(P, p′β , z),
and Kα,j; β,k(pα, p′β, z) may also be represented in the form (4.54) but one has to
take f(q) as the numerator of the expression in (4.54) replacing tα → φ˜α
(
k˜
(γ)
α (pα, q)
)
and/or tβ → φβ
(
k˜
(γ)
β (p
′
β , q)
)
. It should be emphasized that the singularities (4.54)
only appear for p2α ≤ |z| simultaneously with p′β2 ≤ |z|.
Thereby, when continuing the form
(
F,
(Q(2)J†0)(z)f) we get for it the representa-
tions which differ from (4.50) – (4.52) mainly in the replacement of the distributions{
z
(
ν+ν′−2cαβ√ν
√
ν′
(
pˆα, pˆ
′
β
)−s2αβ∓ i0)}−1, 0 ≤ ν ≤ 1, 0 ≤ ν′ ≤ 1, with functions
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singular like
1
z
∣∣cαγνpˆα − cβγν′pˆ′β∣∣
× ln
√
s2αγ
(
1− ν2)+√s2βγ(1− ν′2)+ ∣∣cαγνpˆα − cβγν′pˆ′β∣∣√
s2αγ(1− ν2) +
√
s2βγ(1− ν′2)−
∣∣cαγνpˆα − cβγν′pˆ′β∣∣ .
(4.55)
The kernels Fαβ(P, P ′, z), Iα,j; β(pα, P ′, z), Jα;β,k
(
P, p′β , z
)
, and Kα,j; β,k
(
pα, p
′
β, z
)
of the iteration Q(3)(z) = (−t(z)R0(z)Υ)3 t(z) are still singular. Though their sin-
gularities are weak we understand the continuation of the kernels
(Q(3)J†0)(z) on the
domains Π˜
(0)±
b as before in the sense of distributions over O
(
C 6
)
. So, we realize this
continuation following the same scheme as for the continuation of
(Q(1)J†0)(z) and(Q(2)J†0)(z).
As mentioned above, the components Fαβ(P, P ′, z), Iα,j; β(pα, P ′, z), Jα;β,k(P, p′β , z),
and Kα,j; β,k(pα, p′β, z) of the subsequent iterations Q(n)(z) turn out to have no sin-
gularities.
Using the representations for the three – body singularities of Q(2)(z), one can show
that the kernels Fαβ
(
P,
√
z P̂ ′, z
)
, Iα,j; β
(
pα,
√
z P̂ ′, z
)
, Jα; β,k
(
P,
√
z
√
ν′ pˆ′β , z
)
and
Kα,j; β,k
(
pα,
√
z
√
ν′ pˆ′β, z
)
being components of the matrix
(Q(4)J†0)(z), turn out at
P ∈ IR6, pα ∈ IR3, Pˆ ′ ∈ S5, pˆ′β ∈ S2 and 0 ≤ ν′ ≤ 1 to be holomorphic functions of
z ∈ Π˜(0)±b . The aggregate of these kernels may be embedded for fixed P̂ ′, pˆ′β and ν′
into the Banach space Bθµ, θ < θ0, µ < 1/8. And this aggregate becomes a function
continuous in z with respect to the norm in Bθµ right up to the edges of the cut
z = E ± i0, E > 0. All the subsequent iterations (Q(n)J†0)(z), n ≥ 5, possess this
property, too.
Assertions similar to those obtained concerning the continuation of the matrices(Q(n)J†0)(z) also hold as well for the matrices (J0Q(n))(z).
Now, we use the equations (2.9) for m,n ≥ 4 and thereby complete the proof. ✷
In the same way as Theorems 4.7 – 4.10, the two following assertions may be proved.
Theorem 4.11. The matrix
(
J0MJ
†
0
)
(z) (the operator
(
J0TJ
†
0
)
(z)) admits analytic
continuation in z from the edges of the cut z = E ± i0, E > 0, to the domains
Π˜
(0)±
b ∈ C± as a bounded operator in Ĝ0 (in Ĥ0). In addition,
(
J0MJ
†
0
)
(z), z ∈ Π˜(0)±b
admits the representation [cf. (4.7)]
(
J0MJ
†
0
)
(z) =
3∑
n=0
(
J0Q(n)J†0
)
(z) +
(
J0WJ†0
)
(z).
The operators
(
J0Q(0)J†0
)
(z) and
(
J0Q(1)J†0
)
(z) are bounded matrix operators in Ĝ0
with singular kernels. Having weakly singular kernels, the matrices
(
J0Q(n)J†0
)
(z),
n = 2, 3, are compact operators in Ĝ0. The kernels of the matrix
(
J0WJ†0
)
(z) are
Ho¨lder functions of their arguments with the smoothness index µ ∈ (0, 1/8).
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Theorem 4.12. The operators(
J0MΥΨJ
†
1
)
(z) : Ĥ1 −→ Ĝ0 ,
(
J1Ψ
∗ΥMJ†0
)
(z) : Ĝ0 −→ Ĥ1 ,
T̂01(z) : Ĥ1 −→ Ĥ0 , T̂10(z) : Ĥ0 −→ Ĥ1
admit analytic continuation from the edges of the cut z = E ± i0, E > 0, onto
the domains Π
(0)±
b ⊂ C± including the points z ∈ Π˜(0)±b
⋂
β,j Π
(β,j)
b satisfying the
additional conditions
Re z >
|sβγ |2
(1 + |cβγ |)2 λβ,j +
(1 + |cβγ |)2
4 |sβγ |2|λβ,j | (Im z)
2
for any β, γ = 1, 2, 3, β 6= γ, and j = 1, 2, . . . , nβ . For all z ∈ Π(0)±b including the
boundary points z = E ± i0, E > 0, these operators are compact.
As a comment to Theorem 4.11 we present explicit formulas for the kernels of the
operators
(
J0Q(0)J†0
)
(z) and
(
J0Q(1)J†0
)
(z).
The kernels of the first operator have the form(
J0Q(0)J†0
)
αβ
(
P̂ , P̂ ′, z
)
= δαβ
(
J0tαJ
†
0
)(
P̂ , P̂ ′, z
)
, α, β = 1, 2, 3 ,
where (
J0tαJ
†
0
)(
P̂ , P̂ ′, z
)
= tα
(√
z cosωαkˆα,
√
z cosω′αkˆ′α, z cos2 ωα
)
× δ(√z sinωαpˆα −√z sinω′αpˆ′α) .(4.56)
Here, ωα, kˆα, pˆα and ω
′
α, kˆ
′
α, pˆ
′
α are coordinates of the points P̂ = {kα, pα} and
P̂ ′ = {k′α, p′α} on the hypersphere S5. We mean here that
δ
(√
z sinωpˆ−√z sinω′pˆ′) = Sign Im z · δ(pˆ, pˆ′)δ(ω − ω′)(√
z
)3
sin2 ω cosω
(4.57)
where δ(pˆ, pˆ′) is the kernel of the identity operator in L2
(
S2
)
. The denominator(√
z
)3
sin2 ω cosω of the right – hand side of Eq. (4.57) represents the analytic contin-
uation of the Jacobian corresponding to respective substitution of variables.
Therefore the operator
(
J0tαJ
†
0
)
(z) acts at Im z 6= 0 on f ∈ Ĥ0 as((
J0tαJ
†
0
)
(z)f
)(
P̂
)
=
Sign Im z(√
z
)3 · ∫
S2
dkˆ′α
× tα
(√
z cosωαkˆα,
√
z cosωαkˆ
′
α, z cos
2 ωα
)
(4.58)
× f( cosωαkˆ′α, sinωαpˆα) .
The operators
(
J0Q(1)J†0
)
(z), z ∈ Π˜(0)±b , have the kernels
(
J0Q(1)J†0
)
αβ
(
P̂ , P̂ ′, z
)
=
1
z
· 1− δαβ|sαβ | ·
tα
(
kα, k
(β)
α , z(1− ν)
)
tβ
(
k
(α)
β , k
′
β , z(1− ν′)
)
ν + ν′ − 2cαβ √ν
√
ν′ (pˆα, pˆ′β)− s2αβ ∓ i0
,
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where kα =
√
z
√
1− ν kˆα, k′β =
√
z
√
1− ν′ kˆ′β , k(β)α = k˜(β)α
(√
z
√
ν pˆα,
√
z
√
ν′ pˆ′β
)
and k
(α)
β = k˜
(α)
β
(√
z
√
ν′ pˆ′β,
√
z
√
ν pˆα
)
. At the same time ν = sin2 ωα and ν
′ = sin2 ω′β.
The main singularities of the kernels
(
J0Q(2)J†0
)
αβ
(
P̂ , P̂ ′, z
)
in P̂ , P̂ ′ are described
by Eqs. (4.55). The singularities of the kernels
(
J0Q(3)J†0
)
αβ
(
P̂ , P̂ ′, z
)
are weaker.
Later, we shall use the notation
Π
(hol)
l± ≡ Π(0)±b ∩ Π(hol)l(1) ,(4.59)
where l± =
(
l±0 , l1,1, . . . , l1,n1 , l2,1, . . . , l2,n2 , l3,1, . . . , l3,n3
)
with l±0 = ±1, lα,j = 1,
α = 1, 2, 3, j = 1, 2, . . . , nα, and l
(1) =
(
0, l1,1, . . . , l1,n1 , l2,1, . . . , l2,n2 , l3,1, . . . , l3,n3
)
with the same lα,j as in l
±. Remember that the sets Π(hol)
l(1)
≡ Π(hol)
l(1)l(1)
were defined by
Eqs. (4.34).
As follows from Theorems 4.7, 4.11 and 4.12, the total three – body scattering matrix
S(z), z = E± i0, E > 0, admits the analytic continuation as a holomorphic operator –
valued function S(z) : Ĥ0 ⊕ Ĥ1 → Ĥ0 ⊕ Ĥ1 on the domain Π(hol)l+ ⊂ C+. For any
z ∈ Π(hol)l+ the operator S(z) is bounded. In equal degree the same is true for S†(z).
5. Description of (part of) the three-body Riemann surface
By the three – body energy Riemann surface we mean the Riemann surface of the
kernel R(P, P ′, z) of the resolvent R(z) of the Hamiltonian H consideration as a func-
tion of the parameter z, the energy of the three – body system.
One has to expect that this surface, like that of the free Green function R0(P, P
′, z),
consists of an infinite number of sheets already because the threshold z = 0 is a
logarithmic branching point. Actually the Riemann surface ofR(P, P ′, z) is much more
complicated than that of R0(P, P
′, z), since besides z = 0 it has a lot of additional
branching points. For example, the two – body thresholds z = λα,j , α = 1, 2, 3, j =
1, 2, . . . , nα become square root branching points of this surface. Also, the resonances
of pair subsystems turn into such points. Extra branching points are generated by
boundaries of the supports of the function (4.25) singularities which were described in
Lemmas 4.3, 4.4 and 4.5.
In the present paper we restrict ourselves to consider only of a “small” part of
the total three – body Riemann surface for which we succeeded to find the explicit
representations expressing analytic continuation of the Green function R(P, P ′, z),
the kernels of the matrix M(z), as well as the scattering matrix S(z) in terms of the
physical sheet [see respective formulas (7.34), (8.1) and (9.1)]. Namely, in the Riemann
surface of R(P, P ′, z) we consider two neighboring “three – body” unphysical sheets
immediately joint with the physical one along the three – body branch of the continuous
spectrum [0, +∞). In addition, we examine all the “two – body” unphysical sheets,
i. e., the sheets where the parameter z may be carried if going around the two – body
thresholds z = λα,j , α = 1, 2, 3, j = 1, 2, . . . , nα, is permitted but crossing the
ray [0, +∞) is forbidden. Evidently, the part of the three – body surface described
includes all the sheets neighboring the physical one. The neighboring sheets are of most
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interest in applications, since only resonances situated on these ones are accessible for
immediate experimental observation.
We give a concrete description of the part under consideration using the auxiliary
vector – function f(z) = (f0(z), f1(z), f2(z), f3(z)), where f0(z) = ln z while
fα(z) =
(
(z − λα,1)1/2, (z − λα,2)1/2, . . . , (z − λα,nα)1/2
)
, α = 1, 2, 3 ,
are again vector – functions.
The Riemann surface of f(z) consists of an infinite number of copies of the complex
plane C ′ cut along the ray [λmin,+∞). These sheets are pasted together in a suitable
way along edges of the cut segments between neighboring points in the set of thresholds
λα,j , α = 1, 2, 3, j = 1, 2, . . . , nα and λ0 = 0. The sheets Πl0l1l2l3 are identified by in-
dices of branches of the functions f0(z) = ln z and fα,j(z) =
(
z−λα,j
)1/2
in such a man-
ner that l0 is integer and lα, α = 1, 2, 3 are multi – indices, lα = (lα,1, lα,2, . . . , lα,nα),
lα,j = 0, 1. For the main branch of the function fα,j(z), α = 1, 2, 3, j = 1, 2, . . . , nα,
we take lα,j = 0, and otherwise lα,j = 1. In case there exist coinciding thresholds,
i. e., λα,i = λβ,j at α 6= β and/or i 6= j (this means that the discrete spectra of the
pair Hamiltonians coincide at least partly for two pair subsystems or at least one of
the pair subsystems has a multiple discrete spectrum), then for each sheet Πl0l1l2l3 the
indices lα,i and lβ,j coincide too, lα,i=lβ,j. As l0 we choose the number of the func-
tion ln z branch, ln z = ln |z| + iϕ0 + i2pil0 with ϕ0, the argument of z, z = |z| eiϕ0 ,
ϕ0 ∈ [0, 2pi). The sheets Πl0l1l2l3 are pasted together (along edges of the cut) in such a
way that if the parameter z going from the sheet Πl0l1l2l3 crosses the interval between
two neighboring thresholds λα,i and λβ,j, λα,i < λβ,j (or λmax and λ0) then it goes over
the sheet Πl′0l′1l′2l′3 where the indices lγ,k corresponding to λγ,k ≤ λα,i (λγ,k ≤ λmax)
changed by 1. If lγ,k = 0, then l
′
γ,k = 1; if lγ,k = 1, then l
′
γ,k = 0. The indices lγ,k
for λγ,k > λα,i and l0 stay unchanged: l
′
γ,k = lγ,k, l
′
0 = l0. In case the parameter z
crosses the cut on the right from the three – body threshold λ0 (at E > λ0), then all
the indices lγ,k change as it was described above. In addition, the index l0 changes by
1, too. If at that, z crosses the cut from below, then l′0 = l0+1. Otherwise l
′
0 = l0− 1.
Further, by l we denote the multi – index l = (l0, l1, l2, l3).
Thus, we have described the Riemann surface of the auxiliary vector – function f(z).
As mentioned above we shall consider only a part of the three – body Riemann
surface which will be denoted by ℜ. We include in ℜ all the sheets Πl of the Riemann
surface of the function f(z) with l0 = 0. Also, we include in ℜ the upper half – plane
Im z > 0 of the sheet Πl with l0 = +1 and the lower half – plane Im z < 0 of the
sheet Πl with l0 = −1. For these parts we keep the previous notations Πl, l0 = ±1,
assuming additionally that the cuts are made on them along the rays belonging to
the set Zres =
⋃3
α=1 Z
(α)
res . Here, Z
(α)
res =
{
z : z = zrρ, 1 ≤ ρ < +∞, zr ∈ σ(α)res
}
is a
totality of the rays beginning at the resonances zr ∈ σ(α)res of the pair subsystem α and
going to infinity in the directions zˆr = zr/|zr|.
The sheet Πl for which all the components of the multi – index l are zero, l0 = lα,j = 0
= 0, α = 1, 2, 3, j = 1, 2, . . . , nα, is called the physical sheet. The unphysical sheets
Πl with l0 = 0 are called the two – body sheets since these ones may be reached by only
going around two – body thresholds and it is not necessary to bypass the three – body
threshold λ0. The sheets Πl at l0 = ±1 are called the three – body sheets.
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6. Analytic continuation of the Faddeev integral equations into
unphysical sheets
A goal of the present section consists in a continuation into the unphysical sheets
of the surface ℜ of the absolute terms and kernels of the Faddeev equations (2.7)
and their iterations. Continuation is realized in the sense of generalized functions
(distributions) over O(C 6). Results of the continuation are represented in terms
related to the physical sheet only.
By L(α), L(α) = L(α)(l), we denote the diagonal matrices formed of components lα,1,
lα,2, . . . , lα,nα of the multi – index l of the sheet Πl ⊂ ℜ:
L(α) = diag{lα,1, lα,2, . . . , lα,nα} .
Meanwhile L1(l) = diag
{
L(1), L(2), L(3)
}
and L(l) = diag{L0, L1} with L0 ≡ l0.
Analogously,
A(α)(z) = diag{Aα,1(z), Aα,2, . . . , Aα,nα(z)} ,
A1(z) = diag
{
A(1)(z), A(2)(z), A(3)(z)
}
.
Thus A(z) = diag{A0(z), A1(z)}.
By sα,l(z) we understand an operator defined in Ĥ0 by
sα,l(z) = Iˆ0 + J0(z)tα(z)J
†
0(z)A0(z)L0 , z ∈ Π0 .(6.1)
It follows from Eq. (6.1) that sα,l = Iˆ0 at l0 = 0. If l0 = ±1, then, according to
Eqs. (4.56) – (4.58), the operator sα,l(z) is defined for z ∈ Pb ∩ C± acting on f ∈ Ĥ0
by
(sα,l(z)f)
(
P̂
)
=
∫
S2
dkˆ′sα
(
kˆα, kˆ
′
α, z cos
2 ω
)
f
(
cosωαkˆ
′
α, sinωαpˆα
)
(6.2)
where ωα, kˆα, pˆα stand for the coordinates [46] of the point P̂ on the hypersphere
S5, ωα ∈ [0, pi/2], kˆα, pˆα ∈ S2 and P̂ = {cosωαkˆα, sinωαpˆα}. By sα we denote the
scattering matrix (3.10) for the pair subsystem α. Here we have taken into account
the fact that l0 · Sign Im z = 1 both for l0 = 1 and l0 = −1. Recall that at l0 = 1 the
set Πl represents the upper half – plane and at l0 = −1, the lower one (in accordance
with our choice in Sec. 5 of the part ℜ of a total Riemann surface in the problem
of three particles). Therefore, one can see that the operators sα,l are described by
the same formula (6.2) in both three – body sheets Πl, l0 = ±1. As a matter of fact,
sα,l represents the pair scattering matrix sα rewritten in the three – body momentum
space.
It follows immediately from Eq. (6.2) that if z ∈ Pb ∩C± \ Z(α)res , then the bounded
inverse operator s−1α,l(z) exists and
(s−1α,l(z)f)
(
P̂
)
=
∫
S2
dkˆ′s−1α
(
kˆα, kˆ
′
α, z cos
2 ωα
)
f
(
cosωαkˆ
′
α, sinωαpˆα
)
with s−1α
(
kˆ, kˆ′, ζ
)
the kernel of the inverse scattering matrix s−1α (ζ).
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The operator s−1α,l(z) becomes unbounded at the boundary points z situated on the
edges of the cuts (the “resonance” rays) included in Z
(α)
res .
Theorem 6.1. The absolute terms tα(P, P
′, z) and kernels (tαR0)(P, P ′, z) of the
Faddeev equations (2.7) admit analytic continuation in the sense of distributions over
O(C 6) both into the two – body and three – body sheets Πl of the Riemann surface ℜ.
The continuation into the sheet Πl, l = (l0, l1,1, . . . , l1,n1 , l2,1, . . . , l2,n2 , l3,1, . . . , l3,n3),
l0 = = 0, lβ,j = 0, 1, or l0 = ±1, lβ,j = 1 (in the both cases β = 1, 2, 3, j =
1, 2, . . . , nβ), is written as
tlα(z) ≡ tα(z)
∣∣
Πl
= tα − L0A0tαJ†0s−1α,lJ0tα − ΦαJ(α)tL(α)A(α)J(α)Φ∗α ,(6.3)
[tα(z)R0(z)]
∣∣
Πl
= tlα(z)R
l
0(z) ,(6.4)
where Rl0(z) ≡ R0(z)
∣∣
Πl
= R0(z) + L0A0(z)J
†
0(z)J0(z) is the continuation (3.6) on Πl
of the free Green function R0(z). If l0 = 0 (and hence Πl is a two – body unphysical
sheet), then the continuation in the form (6.3), (6.4) is possible on the whole sheet Πl.
For l0 = ±1, (i. e., in the case where Πl is a three – body sheet) the continuation in the
form (6.3), (6.4) is possible on the domain Pb ∩Πl. All the kernels on the right – hand
side of Eqs. (6.3) are taken in the physical sheet.
Proof. We prove the theorem for the case of the most complicated continuation into
the three – body unphysical sheets Πl with l0 = ±1. For the sake of definiteness we
consider the case l0 = +1. For l0 = −1 the proof is quite analogous.
Let us consider at z ∈ Π0, Im z < 0 the bilinear form
(f, tαR0(z)f
′) =
∫
IR3
dk
∫
IR3
dk′
∫
IR3
dp
tα
(
k, k′, z − p2)
k′2 + p2 − z f˜(k, k
′, p)(6.5)
with f˜(k, k′, p) = f(k, p)f ′(k′, p), f, f ′ ∈ O(C 6), k = kα, k′ = k′α, p = pα. Making
the substitutions |k′| → ρ = |k′|2, |p| → λ = z − |p|2 the integral (6.5) becomes
1
4
∫
IR3
dk
∫
S2
dkˆ
′
∫
S2
dpˆ
z∫
z−∞
dλ
√
z − λ
∞∫
0
dρ
√
ρ
tα
(
k,
√
ρkˆ′, λ
)
ρ− λ f˜
(
k,
√
ρ kˆ
′
,
√
z − λ pˆ
)
.(6.6)
The existence of an analytic continuation of the kernel (tαR0)(z) into the sheet Πl,
l0 = ±1 follows from the possibility of continuously deform the path of integration
in the variable ρ to an arbitrary sector of the holomorphy domain Pb ∩ σ(α)res of the
integrand in the variable λ in the way demonstrated in Fig. 1.
Besides, this is connected with the possibility when taking z from Π0 to Πl, l0 = +1
to make a necessary deformation of the integration path in λ in such a way that this
path is separated from the integration contour in ρ.
To obtain the representation (6.4) at a concrete point z = z0 we choose special
final locations of the integration paths in the variables λ and ρ after their consistent
deformation (see Fig. 2).
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✉
✉
0
z
( ρ )
(λ)
λα,j
Figure 1: Deformation of the integration path in the variable ρ. The integration paths in ρ and λ
are denoted by letters in brackets. The cross “×” denotes the eigenvalues λα,j of hα on the negative
half-axis of the physical sheet and the pair resonances belonging to the set σ
(α)
res of the sheet Πl,
l0 = +1. Also, the cuts on Πl, l0 = +1 beginning at the points of σ
(α)
res are shown in the figure.
✉
0 Γ2
λα,j
✉
✍✌
✎☞
✍✌
✎☞
✍✌
✎☞
✍✌
✎☞
G2
G1
z
Γ1
Figure 2: Final location of the integration paths in the variables ρ (Γ1∪Γ2) and λ (G1∪G2). The
path Γ1 represents a loop going clockwise around the path G1, the line segment [0, z]; Γ2 = [0, +∞);
G2 = (z −∞, i Im z] ∪ [i Im z, 0).
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The singularity of the inner integral (in the variable ρ) remains integrable after such
a deformation due to the presence of the factor
√
ρ. As a whole, the integral (6.6)
becomes
1
4
∫
IR3
dk
∫
S2
dkˆ
′
∫
S2
dpˆ
×

∫
G1
dλ
√
z − λ
∫
Γ1∪Γ2
dρ
√
ρ
t′α
(
k,
√
ρ kˆ′, λ
)
ρ− λ f˜
(
k,
√
ρ kˆ
′
,
√
z − λ pˆ
)
+
∫
G2
dλ
√
z − λ
∫
Γ1∪Γ2
dρ
√
ρ
tα
(
k,
√
ρ kˆ′, λ
)
ρ− λ f˜
(
k,
√
ρ kˆ
′
,
√
z − λ pˆ
)
+
nα∑
j=1
2pii
√
z − λα,j
+∞∫
0
dρ
√
ρ
φα,j(k)φα,j(k
′)
ρ− λα,j f˜
(
k,
√
ρ kˆ
′
,
√
z − λα,j pˆ
)
(6.7)
where t′α denotes the pair T –matrix tα(z) continued into the unphysical sheet (with
respect to tα(λ) the path G1, λ ∈ G1 just belongs to this sheet). The last term arises
as a result of taking residues at the points λα,j ∈ σd(hα).
Evidently, a domain of the variable z ∈ Πl, l0 = +1, where one can continue the
function (6.5) analytically in the form (6.7) is determined by the conditions Γ1 ⊂ Pb
and Γ1 ∩ Z(α)res = ∅. These conditions can only be satified for z ∈ Pb.
Note that the values of the inner integrals along Γ1 are determined for λ ∈ G1 by the
residues at the points ρ = λ. At the same time
∫
G2
dλ . . .
∫
Γ1
. . . = 0, since at λ ∈ G2
the functions under the integration sign are holomorphic in ρ ∈ Int Γ1. Therefore,
(f, tαR0(z)f
′)
∣∣
z∈Πl, l0=+1
=
1
4
∫
IR3
dk
∫
S2
dkˆ′
∫
S2
dpˆ
×

∫
G1
dλ
√
z − λ (−2pii)
√
λ t′α
(
k,
√
λ kˆ′, λ
)
f˜
(
k,
√
λ kˆ′,
√
z − λ pˆ)
+
∫
G1
dλ
√
z − λ
∫
Γ2
dρ
√
ρ(6.8)
× tα
(
k,
√
ρ kˆ′, λ
)
+ pii
√
λ τα
(
k,
√
ρ kˆ′, λ
)
ρ− λ f˜
(
k,
√
ρ kˆ′,
√
z − λ pˆ)
+
∫
G2
dλ
√
z − λ
∫
Γ2
dρ
√
ρ
tα
(
k,
√
ρ kˆ′, λ
)
ρ− λ f˜
(
k,
√
ρ kˆ′,
√
z − λ pˆ)
+
nα∑
j=1
2pii
√
z − λα,j
+∞∫
0
dρ
√
ρ
φα,j(k)φα,j(k
′)
ρ− λα,j f˜
(
k,
√
ρ kˆ′,
√
z − λα,j pˆ
) .
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In the second summand of Eq. (6.9) we have used the representation (3.11).
Joining the summands involving tα on the physical sheet in a separate integral∫
G1∪G2 . . . and then using the holomorphy property of the integrand in λ we straighten
the path G1 ∪ G2 turning it into the ray (z −∞, z]. As a result we get the bilinear
form corresponding to the product
(
tαR0
)
(z) taken in the physical sheet.
The last term of the expression (6.9) corresponds to the kernel of the product
−ΦαJ(α)†L(α)A(α)J(α)Φ∗R0.
Returning the reminding summands involving t′α and τα to the initial variables k
′,
p′ and utilizing then the definition (6.1), we find these summands correspond to the
expression
L0A0
[
tα − L0A0J†0s−1α,lJ0tα
]
J†0J0 − L0A0tαJ†0s−1α,lJ0tαR0 .
Gathering the results obtained we reveal that the analytical continuation of tαR0 into
the sheet Πl, l0 = +1, reads
[tαR0(z)]
∣∣
Πl
=
(
tα − L0A0tαJ†0s−1α,lJ0tα − ΦαJ(α)†L(α)A(α)J(α)Φ∗α
)
(6.9)
× (R0 + L0A0J†0J0)+ L0A0ΦαJ(α)†L(α)A(α)J(α)Φ∗αJ†0J0 .
To be convinced of the factorization (6.4) it suffices to observe that the last summand
of (6.10) is equal to zero. Indeed, for Im z 6= 0 or Im z = 0 and z > max j λα,j the
following equalities hold(
J(α)Φ∗αJ
†
0
)
(z) = 0 ,
(
J0ΦαJ
(α)†)(z) = 0 .(6.10)
To prove, say, the first of them one can consider the j – th component of the matrix –
column J(α)Φ∗J†0,
(
J(α)Φ∗J†0
)
j
(z) = Jα,j(z)〈 · , φα,j〉J†0(z). This component acts on
f ∈ L2
(
S5
)
as follows((
J(α)Φ∗J†0
)
j
f
)(
kˆα, z
)
=
∫
dk′′α φα
(
k′′α
) ∫
dP̂ ′δ
(
k′′α −
√
z cosω′αkˆ
′
α
)
δ
(√
z − λα,j pˆα −
√
z sinω′αpˆ
′
α
)
f
(
P̂ ′
)
where we use again the hyperspherical coordinates, P̂ ′ ∼ (ω′α, kˆ′α, pˆ′α). It is clear
that only the points P̂ ′ ∈S5 with √z sinω′αpˆ′α =
√
z − λα,j pˆα may give a nontrivial
contribution to the integral. The last equality means that the condition z − λα,j =
= z sin2 ω′α has to be satisfied for some ω
′
α ∈ [0, pi/2]. This condition is equivalent
to the requirement z cos2 ωα = λα,j which may be obeyed for real z ≤ λα,j only.
However, by the definition of the surface ℜ such z do not belong to the sheets Πl,
l0 = ±1 (see Sec. 5). Consequently,
((
J(α)Φ∗J†0
)
j
f
)(
kˆα, z
)
= 0 for any j and the first
equality (6.10) holds. The second one may be proved analogously.
As already mentioned above, it follows from Eq. (6.10) that the last summand
of (6.10) disappears and hence, Eq. (6.4) is true. This completes the proof of the
theorem. ✷
Using Eqs. (6.3) and (6.4) one can present the Faddeev equations (2.7) continued
into the sheet Πl in the matrix form
M l(z) = tl(z) − tl(z)Rl0(z)ΥM l(z)(6.11)
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where
tl(z) = t − L0A0tJ†0s−1l J0t − ΦJ†1L1A1J1Φ∗,(6.12)
Rl0(z) = R0(z) + L0A0(z)J
†
0(z)J0(z) .(6.13)
Here, sl(z) = diag{s1,l(z), s2,l(z), s3,l(z)}. By M l(z) we understand a supposed ana-
lytic continuation of the matrix M(z) into the sheet Πl.
Lemma 6.2. For each two – body unphysical sheet Πl of the surface ℜ there exists
a path from the physical sheet Π0 to the domain Π
(hol)
l of Πl which only passes trough
two – body unphysical sheets Πl′ and, moving on this path, the parameter z always stays
in the respective domains Π
(hol)
l′ ⊂ Πl′ .
Proof. Let us make a use of the principle of mathematical induction. To this end,
we rearrange the branching points λα,j , α = 1, 2, 3, j = 1, 2, . . . , nα, in nondecreasing
order redenoting them as λ1, λ2, . . . , λm, m ≤
∑
α nα, λ1 < λ2 < < · · · < λm, and
putting λm+1 = 0. Let the multi – index l = (l1, l2, . . . , lm) correspond temporarily
namely to this enumeration. As previously, lj = 0 if the sheet Πl is related to the
main branch of the function (z − λj)1/2 otherwise lj = 1. The index l0 is omitted in
these temporary notations.
It is clear that the transition of z from the physical sheet Π0 through the segment
(λ1, λ2) in the neighboring unphysical sheet Πl(1)
(
into Πhol
l(1)
)
, l(1) =
(
l
(1)
1 , l
(1)
2 , . . . , l
(1)
m
)
with l
(1)
1 = 1 and l
(1)
j = 0 for j 6= 1 is possible by definition of the domain Πholl(1) (see
Sec. 4). According to Lemmas 4.3 and 4.4, if z belongs to Π
(hol)
l(1)
, it may be led to the
real axis in the interval
(
λ(1),+∞) with certain λ(1) < λ1. Remaining in Π(hol)l(1) , the
point z may even go around the threshold λ1 crossing the real axis in the segment(
λ(1), λ1
)
. Thus, the parameter z may be led from the sheet Πl(1) into each neighbor-
ing unphysical sheet and, in particular, into the sheet Πl identified by l1 = 0, l2 = 1,
lj = 0, j ≥ 3. Transition of z from Π0 through the segment (λ2, λ3) into the sheet Πl
with l1 = l2 = 1, lj = 0, j ≥ 3, is always possible.
We suppose further that the parameter z may be carried in this manner from Π0 into
all the two – body unphysical sheets Πl(k) determined by the conditions l
(k)
j = 0, j > k.
It is assumed also that during this motion z always remains in the domains Π
(hol)
l(k)
of
these sheets and does not visit other sheets. It follows from Lemmas 4.3 and 4.4 that
if z stays in the domain Π
(hol)
l(k)
of the sheet described, then it can be led to the real axis
in the segment
(
λ(k),+∞) with a certain λ(k) < λk. Hence, the parameter z from each
of the sheets Πl(k) may be carried through the interval (λk, λk+1) into the neighboring
unphysical sheet Πl(k+1) with l
(k+1)
j = 1 − l(k)j , j ≤ k, l(k+1)k+1 = 1 and l(k+1)j = 0,
j > k + 1. This just means that z may be carried from Π0 into all the two – body
unphysical sheets Πl(k+1) with l
(k+1)
j = 0, j > k + 1. The whole time the parameter
z remains in the holomorphy domains Π
(hol)
l(k+1)
and does not visit the sheets Πl(s) with
s > k+1. By the principle of mathematical induction we conclude that the parameter
z may be carried into all the two – body unphysical sheets.
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The proof is completed. ✷
Using results of Sec. 4, as well as Lemma 6.2, we can prove the following important
statement.
Theorem 6.3. The iterations Q(n)(z) = ((−tR0Υ)nt)(z) for n ≥ 1 of the absolute
terms in the Faddeev equations (2.7) admit analytic continuation on the domain Π
(hol)
l
of each unphysical sheet Πl ⊂ ℜ in the sense of distributions over O
(
C 6
)
. This
continuation is described by the equalities Q(n)(z)∣∣
Πl
=
(
(−tlRl0Υ)ntl
)
(z).
Remark 6.4. The products L1J1Ψ
∗ΥQ(m), Q(m)ΥΨJ†1L1, L˜0J0Q(m), Q(m)J†0L˜0,
L1J1Ψ
∗ΥQ(m)ΥΨJ†1L1, L˜0J0Q(m)J†0L˜0, L1J1Ψ∗ΥQ(m)J†0L˜0 and L˜0J0Q(m)ΥΨJ†1L1,
0 ≤ m < n, arising after substitution of the relations (6.12) and (6.13) into Q(n)(z)∣∣
Πl
,
have to be understood in the sense of the definitions from Sec. 4.
Proof. Theorem 6.3 will be proved in the case of the analytic continuation of the
iterationQ(1)(z). It will be clear from this proof that the iterationsQ(n)(z) with n ≥ 2
could be considered in the same way as Q(1)(z). We shall not expound here on the
correspoding computations for n ≥ 2, since they are too cumbersome.
So, let us consider the bilinear forms
Qαβ(z) = (f, tα(z)R0(z)tβ(z)f
′)
=
1
|sαβ |
∫
IR3
dkα
∫
IR3
dpα
∫
IR3
dk′β
∫
IR3
dp′β f(P )f
′(P ′)
× tα
(
kα, k˜
(β)
α
(
pα, p
′
β
)
, z − p2α
)
tβ
(
k˜
(α)
β
(
pα, p
′
β
)
, k′β, z − p′2β
)
p2α + p
′2
β − 2cαβ
(
pα, p′β
)− s2αβz
corresponding to the componentsQ(1)αβ(z) = −tα(z)R0(z)tβ(z), β 6= α, of the iteration
Q(1)(z), Im z 6= 0. It is assumed that f, f ′ ∈ O(C 6).
Using the spherical coordinates pα → ρ = |pα|2, pˆα, p′β → ρ′ = |p′β|2, pˆ′β , in the
integrals in the variables pα and p
′
β we get
Qαβ(z)
=
1
4
· 1|sαβ |
∫
IR3
dkα
∫
IR3
dk′β
∫
S2
dpˆα
∫
S2
dpˆ′β
∫ ∞
0
dρ
√
ρ
∫ ∞
0
dρ′
√
ρ′
× f(kα,√ρ pˆα) f ′(k′β ,√ρ′ pˆ′β)(6.14)
× tα
(
kα, k˜
(β)
α
(√
ρ pˆα,
√
ρ′ pˆ′β
)
, z − ρ)tβ(k˜(α)β (√ρ pˆα,√ρ′ pˆ′β), k′β , z − ρ′)
ρ+ ρ− 2cαβ√ρ
√
ρ′
(
pˆα, pˆ′β
)− s2αβz .
Let us begin with continuation of the functions Qαβ(z) across the cut (λmin,+∞) to
the left from the three – body threshold λ0 = 0. We realize this continuation in the
same way as the continuation of the kernels of tα(z) and (tαR0)(z) in the proof of
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Theorem 6.1. Additionally, we use the fact that for z < 0 the denominator of the
expression under the integration sign in (6.14) cannot become equal to zero since
ρ+ ρ′− 2cαβ√ρ
√
ρ′
(
pˆα, pˆ
′
β
) ≥ (1−|c|αβ)(ρ+ρ′) for all ρ, ρ′ > 0 , pˆα, pˆ′β ∈ S2 .
Thus, when continuing across the segment (λmin, 0), only residues at the poles λα,j , λβ,k
give a nontrivial contribution to the Cauchy type integrals in the variables ρ, ρ′ gen-
erated in (6.14) by the two – body singularities (the poles of gα,j(z) [see Eq. (2.13)]).
Let us continue the function (6.14) across the segment (λ(1), λ(2)) where λ(1), λ(2),
λ(1) < λ(2), are some neighboring points of the set σ
(2)
d =
⋃3
α=1 σd(hα),
(
λ(1), λ(2)
)∩
∩σ(2)d = ∅. Then the totality of the kernels tα(z)R0(z)tβ(z), α, β = 1, 2, 3, β 6= α,
may be continued in z into the two – body unphysical sheet Πl ⊂ ℜ neighboring the
physical one and such that its indices l0 = 0, lγ,j = 1 if λγ,j > λ
(1), and lγ,j = 0 if
lγ,j ≥ λ(2), γ = 1, 2, 3, j = 1, 2, . . . , nγ . One can easily check that the continuation
of the functions Qαβ(z) into these sheets
(
in a vicinity of the segment
(
λ(1), λ(2)
))
corresponds exactly to the iteration tl(z)R0(z)Υt
l(z) of the absolute term of the
continued Faddeev equations (6.11). Recall that in the two – body sheets tl(z) =
t(z) − ΦJ†1L1A1J1Φ∗. Hence the analyticity domain of the kernels tl(z)R0(z)Υtl(z)
in these sheets is determined by the set of those points where the functions
Fα,j; β,k(z, η) =
(
z − λα,j + z − λβ,k − 2cαβ
√
z − λα,j
√
z − λβ,j η − s2αβz
)−1
,
Fα,j(z, ρ
′, η) =
(
z − λα,j + ρ′ − 2cαβ
√
z − λα,j
√
ρ′ η − s2αβz
)−1
,
Fβ,k(z, ρ, η) =
(
ρ+ z − λβ,k − 2cαβ√ρ
√
z − λβ,j η − s2αβz
)−1
,
are holomorphic in z for all ρ, ρ′ > 0, η ∈ [−1, 1]. The latter arise in (6.14) due
to the presence of the factors (4.25) as a result of taking residues at the poles ρ =
z − λα,j and/or ρ′ = z − λβ,k, λα,j , λβ,k ≤ λ(1), α, β = 1, 2, 3, α 6= β. The domains
where the singularities of the above functions are situated have been described in
Lemmas 4.3 and 4.4. It follows from these lemmas that the product tl(z)R0(z)Υt
l(z)
describes the analytic continuation of the iteration Q(1)(z) on the domain Π(hol)l of
each neighboring (with respect to Π0) two – body sheet Πl. Note that the singularities
of the functions Fα,j; β,k(z, η), Fα,j(z, ρ
′, η) and Fβ,k(z, ρ, η) are, as a matter of fact,
three – body ones though being situated in the two – body unphysical sheets. Indeed,
making the substitution η = (pˆα, pˆ
′
β) in (6.14) one finds that the integral in the variable
η turns out to be a Cauchy type integral. This means that, e. g., the points zrl, zrt (see
Lemma 4.4) are extra logarithmic branching points. After crossing the cuts on Πl along
the segments [zrl, zrt] as well as the root ellipses from Lemma 4.4, the representation
of the analytic continuation of Q(1)(z) in the form of the product tlRl0tl becomes
invalid. In the present paper we restrict ourselves to considering only those domains
of the unphysical sheets where the correctness of such representations is not violated.
Let us now use Lemma 6.2 and carry out a continuation of the form Qαβ(z) into
the rest of the two – body unphysical sheets. Boundaries of the holomorphy domains
Π
(hol)
l of Qαβ(z) of these sheets are determined again only by the indices α, j and β, k
of the functions Fα,j;β,k, Fα,j and Fβ,k included in the kernels of the operators
L1J1Φ
∗R0ΥΦJ
†
1L1 ≡ L1J1Ψ∗ΥvΨJ†1L1 ,
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L1J1Φ
∗R0Υt ≡ L1J1Ψ∗Υt ,
tR0ΥΦJ
†
1L1 ≡ tΥΨJ†1L1
arising in the product tlRl0Υt
l.
Thus we can state that the kernels of the iteration Q(1)(z) admit an immediate
analytic continuation as holomorphic generalized functions overO(C 6) on the domains
Π
(hol)
l of all the two – body unphysical sheets where
Q(1)(z)∣∣
Πl
= tl(z)R0(z)Υt
l(z) .
Let us consider now the continuation of the iteration Q(1)(z) into the three – body
unphysical sheets Πl with l0 = ±1. It is clear that the two – body singularities will give
the same contribution to the continued kernels as before when continuing this iteration
into the two – body sheets. Therefore we assume here for the sake of simplicity that
these singularities are absent or, in other words, that the two – body subsystems have
no discrete spectrum.
Let us deal, say, with the continuation of Q(1)(z) into the sheet Πl with l0 = +1.
This means that we study a crossing of the ray (0,+∞) from below going upward.
We begin with taking in (6.14) the limit z → E − i0, E > 0, and rewriting the limit
values of the T–matrix tα (tβ) at the points E − ρ− i0 (E − ρ′ − i0) of the segment
(0, E) in terms of the continued kernel tα
(
kα, k
′
α, z
) (
tβ
(
kβ , k
′
β , z
))
on the unphysical
sheet using the representation (3.11). For tα we have
tα
(
kα, k˜
(β)
α
(√
ρ pˆα,
√
ρ′ pˆ′β
)
, E − ρ− i0)
= tα
(
kα, k˜
(β)
α
(√
ρ pˆα,
√
ρ′ pˆ′β
)
, E − ρ+ i0)
+ pii
√
ρ+ i0 τα
(
kα, k˜
(β)
α
(√
ρ pˆα,
√
ρ′ pˆ′β
)
, E − ρ+ i0)
and analogously for tβ . At ρ > E (ρ
′ > E) the limit values of the T–matrix
tα( . . . , E − ρ − i0)
(
tβ
(
. . . , E − ρ − i0)) from below coincide with the limit val-
ues tα( . . . , E − ρ + i0)
(
tβ
(
. . . , E − ρ + i0)) from above, in view of analyticity of
tα(z) (tβ(z)) in z at z 6∈ IR+. In the same way we rewrite as well the denominator of
the expression under the integration sign in (6.14),
1
F
(
ρ, ρ′, pˆα, pˆ′β
)− s2αβ + i0 = 1F(ρ, ρ′, pˆα, pˆ′β)− s2αβ − i0
− 2piiδ(F(ρ, ρ′, pˆα, pˆ′β)− s2αβE)
where F = ρ+ ρ′ − 2cαβ√ρ
√
ρ′
(
pˆα, pˆ
′
β
)
.
Note right away that the kernel δ(F(ρ, ρ′, pˆα, pˆ′β) − s2αβE) corresponds to the dis-
tribution
(
J†0J0
)
(P, P ′, E ± i0). Also, it is easy to find that all the terms of (6.14)
including the δ – function δ
(
F
(
ρ, ρ′, pˆα, pˆ′β
)− s2αβE) generate as a sum a bilinear form
corresponding to the kernel l0A0(E)
(
tlαJ
†
0J0t
l
β
)
(P, P ′, E+ i0) admitting analytic con-
tinuation on Πl ∩ Pb, l0 = 1 in the sense of distributions over O
(
C 6
)
.
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Then we consider the terms of (6.14) including the factor 1/
(
F
(
ρ, ρ′, pˆα, pˆ′β
)−s2αβE−
−i0). The simplest of the summands includes the fraction
1
|sαβ | ·
tα( . . . , E − ρ+ i0)tβ( . . . , E − ρ′ + i0)
ρ+ ρ′ − 2cαβ√ρ
√
ρ′
(
pˆα, pˆ′β
)− s2αβE − i0 .
In all this, the integration in ρ as well as in ρ′ is carried out along the interval (0,+∞).
Evidently, this summand represents a boundary value at z = E + i0 of the bilinear
form for the product tα(z)R0(z)tβ(z).
We consider contributions of the summands which include the products τα( . . . )tβ( . . . )
and tα( . . . )τβ( . . . ) for the case of the first of such summands.
Let us rewrite the respective bilinear form,
Q
(tτ)
αβ (E) =
1
4
· 1|sαβ |
∫
IR3
dkα
∫
IR3
dk′β
∫
S2
dpˆα
∫
S2
dpˆ′β
∫ E
0
dρ
√
ρ
∫ ∞
0
dρ′
√
ρ′
× pii√ρf(kα,√ρ pˆα) f ′(k′β ,√ρ′pˆ′β)
× τα
(
kα, k˜
(β)
α
(√
ρ pˆα,
√
ρ′ pˆ′β
)
, E − ρ+ i0)
ρ+ ρ− 2cαβ√ρ
√
ρ′
(
pˆα, pˆ′β
)− s2αβE − i0 .
× tβ
(
k˜
(α)
β (
√
ρ pˆα,
√
ρ′ pˆ′β), k
′
β , E − ρ′ + i0
)
ρ+ ρ− 2cαβ√ρ
√
ρ′
(
pˆα, pˆ′β
)− s2αβE − i0
(6.15)
We use Lemma 4.6 to prove the existence of an analytic continuation of the function
Q
(tτ)
αβ (E) in the domain Im z > 0. To apply this lemma we divide the interval of
integration in the variable ρ′ in (6.15) into two intervals [0, E] and (E,+∞). Then
we get in (6.15) two terms including . . .
∫ E
0
dρ
∫ E
0
dρ′ . . . and . . .
∫ E
0
dρ
∫ +∞
E
dρ′ . . . .
In the first term we make two changes of variables, ρ → ν, ρ = νE, and ρ′ → ν′,
ρ′ = ν′E, and in the second term, only the first change, ρ = νE. As a result we find
that
Q
(tτ)
αβ (E) = Q
(1)
αβ(E + i0) + Q
(2)
αβ(E + i0)
where by Q
(1)
αβ(E + i0) and Q
(2)
αβ(E + i0) we understand the boundary values (at
z = E + i0, E > 0) of the functions
Q
(1)
αβ(z) =
1
4
· (
√
z)5
|sαβ |
∫
IR3
dkα
∫
IR3
dk′β
∫
S2
dpˆα
∫
S2
dpˆ′β
∫ 1
0
dν
√
ν
∫ 1
0
dν′
√
ν′
× f(kα,√z√ν pˆα) · f ′(k′β ,√z√ν′pˆ′β)
× pii
√
ν τα( . . . , z(1− ν)) · tβ( . . . , z(1− ν′))
ν + ν − 2cαβ√ν
√
ν′
(
pˆα, pˆ′β
)− s2αβ − i0 ,
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and
Q
(2)
αβ(z) =
1
4
· z
2
|sαβ |
∫
IR3
dkα
∫
IR3
dk′β
∫
S2
dpˆα
∫
S2
dpˆ′β
∫ 1
0
dν
√
ν
∫
Γz
dρ′
√
ρ′
× f(kα,√z√ν pˆα) · f ′(k′β ,√ρ′ pˆ′β)
× pii
√
ν τα( . . . , z(1− ν)) · tβ( . . . , z − ρ′)
νz + ρ′ − 2cαβ √ν√z
√
ρ′
(
pˆα, pˆ′β
)− s2αβz ,
(6.16)
respectively. For Γz we take the same path as in (4.52).
By the same reasoning as in the consideration of the forms (4.51) and (4.52), we
conclude that the functions Q
(1)
αβ(z) and Q
(2)
αβ(z) admit continuations in the domain
Im z>0.
Therefore, we have proved that the function Q
(tτ)
αβ (E) admits an analytic continua-
tion on the domain Π
(hol)
l of the sheet Πl, l0 = +1. Analogously, an analytic continu-
ation on Π
(hol)
l , l0 = +1 exists as well for the bilinear form Q
(τt)
αβ (E) corresponding to
the contribution in (6.14) from the product tα( . . . )τβ( . . . ).
To this end, let us consider the contribution of the product τα( . . .)τβ( . . .). The
respective bilinear form Q
(ττ)
αβ (E) reads
Q
(ττ)
αβ (E) =
1
4
· −pi
2
|sαβ |
∫
IR3
dkα
∫
IR3
dk′β
∫
S2
dpˆα
∫
S2
dpˆ′β
∫ E
0
dρρ
∫ E
0
dρ′ρ′
× f(kα,√ρ pˆα)f ′(k′β ,√ρ′ pˆ′β)
(6.17)
× τα
(
kα, k˜
(β)
α
(√
ρ pˆalpha,
√
ρ′pˆ′β
)
, E − ρ+ i0)
ρ+ ρ′ − 2cαβ√ρ
√
ρ′
(
pˆα, pˆ′β
)− s2αβE − i0
× τβ
(
k˜
(α)
β
(√
ρ pˆα,
√
ρ′ pˆ′β
)
, k′β , E − ρ′ + i0)
ρ+ ρ′ − 2cαβ√ρ
√
ρ′
(
pˆα, pˆ′β
)− s2αβE − i0 .
Making the change of variables ρ→ ν, ρ′ → ν′, ρ = Eν, ρ′ = Eν′, we get the integral
Q
(ττ)
αβ (z) =
−pi2
|sαβ | ·
z3
4
∫
IR3
dkα
∫
IR3
dk′β
∫
S2
dpˆα
∫
S2
dpˆ′β
∫ 1
0
dνν
∫ 1
0
dν′ν′
× f(kα,√z√ν pˆα) f ′(k′β ,√z√ν′pˆ′β)
× τα( . . . , z(1− ν))τβ( . . . , z(1− ν
′))
ν + ν′ − 2cαβ√ν
√
ν′
(
pˆα, pˆ′β
)− s2αβ − i0 ,
where the denominator of the expression under the integral sign includes no depen-
dence on the parameter z. In view of holomorphy in z of the numerator of this ex-
pression, the integral Q
(ττ)
αβ (z) admits an immediate analytic continuation on Π
(hol)
l ,
l = +1.
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Summarizing the above, we can assert that the kernels of the iteration Q(1)(z) admit
analytic continuation
(
in the sense of distributions over O(C 6)) on the domain Π(hol)l
of the three – body unphysical sheet Πl, l0 = +1. A similar assertion holds as well
for the three – body sheet Πl with l0 = −1. Also, we can state that the result of
continuation may be represented as
Q(1)∣∣
Πl
= tlRl0Υt
l
(6.18)
=
(
t− L0A0tJ†0s−1l J0t
)(
R0 + L0A0J
†
0J0
)
Υ
(
t− L0A0tJ†0s−1l J0t
)
.
When studying a continuation of the iteration Q(1)(z) into the three – body un-
physical sheets Πl, l0 = ±1 in the general case where the pair subsystems may have
eigenstates one arrives again at the formula Q(1)∣∣
Πl
= tlRl0Υt
l. However, in contrast
to (6.18) one must now use for tl(z) the total expressions (6.12).
The proof is completed. ✷
Remark 6.5. Theorem 6.3 means that one can pose the continued Faddeev equa-
tions (6.11) only in the domains Π
(hol)
l ⊂ Πl.
7. Representations for the analytic continuation of the matrix
M(z) in unphysical sheets
In the present section we use the continued Faddeev equations (6.11) to obtain
representations for the matrix M l(z) in the domains Π
(hol)
l of the unphysical sheets
Πl ⊂ ℜ. The representations will be given in terms of the matrix M(z) components
themselves taken in the physical sheet or, more precisely, in terms of the half – on –
shell matrixM(z) as well as the inverse operators of the truncated scattering matrices
Sl(z) and S
†
l (z). As a matter of fact, the construction of the representations for
M l(z) consists in explicitly “solving” the continued Faddeev equations (6.11) in the
same way as in [61], [62] where representations of the type (3.11) had been found
for analytic continuation of the T –matrix in the multichannel scattering problem
with binary channels. We consider derivation of the representations for M l(z) as a
constructive proof of existence
(
in the sense of distributions over ×3α=1O
(
C 6
))
of
analytic continuation of the matrix M(z) into the unphysical sheets Πl of the surface
ℜ.
So, let us consider the Faddeev equations (6.11) in the sheet Πl with l0 = 0 or l0 = ±1
and lβ,j = 0 or lβ,j = 1, β = 1, 2, 3, j = 1, 2, . . . , nβ. Using the expressions (6.12) for
tl(z) and (6.13) for Rl0(z), we transfer all the summands including M
l(z) but not J0
and J1, to the left side of Eqs. (6.11). Making then a simple transformation based on
the identity s−1l (z) = Iˆ0− s−1l (z)J0(z)t(z)J†0(z)A0(z)L0 we rewrite (6.11) in the form
(I+ tR0Υ)M
l = t
[
I−A(l)0 J†0s−1l J0t−A(l)0 J0X(l)0
]
− ΦJ†1A(l)1
(
J1Φ
∗+X(l)1
)
(7.1)
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where A
(l)
0 (z) = L0A0(z), A
(l)
1 (z) = L1A1(z). Besides, we denote
X
(l)
0 = |L0|s−1l J0(I− tR0)ΥM l ,
X
(l)
1 = −L1
[
J1Φ
∗R0 +A
(l)
0 J1Φ
∗J†0J0
]
ΥM l .
(7.2)
It should be noted that
J1Φ
∗R0 = − J1Ψ∗ .(7.3)
Indeed,
(
Jα,j〈 · , φα,j〉R0
)(
pˆα, P
′) = ∫
IR3
dk′′α
∫
IR3
dp′′α
δ
(√
z − λα,j − |p′′α|
)
|p′′α|2
× δ(pˆα, pˆ′′α)φα,j(k′′α) . . . δ(k′′α − k′α)δ(p′′α − p′α)
k′2α + p′
2
α − z
=
φα,j(k
′
α)δ
(√
z − λα,j − |p′α|
)
|p′α|2 (k′α2 + z − λα,j − z)
· δ(pˆα, pˆ′α)
=
φα,j(k
′
α)
k′α
2 − λα,j
Jα,j
(
z, pˆα, p
′
α
)
.
Then it follows from Eq. (3.13) that Jα,j〈 · , φα,j〉R0 = −Jα,j〈 · , ψα,j〉, and thereby
the equality (7.3) is really true.
Along with (7.3) the equalities(
J1Φ
∗J†0
)
(z) = 0 ,
(
J0ΦJ
†
1
)
(z) = 0 ,(7.4)
hold in accordance with (6.10) for all z ∈ C \ (−∞, λmax].
Note that the condition z 6∈ (−∞, λmax) necessary for Eq. (7.4) to be valid, does not
apply to the two – body unphysical sheets Πl, l0 = 0, since in these sheets A
(l)
0 (z) = 0
and consequently, the terms including the products J†0J0 are absent in (7.1). Mean-
while, the points z ∈ (−∞, λmax] were excluded from the three – body sheets Πl,
l0 = ±1, by definition.
Using Eq. (7.3) and the first of Eqs. (7.4) one can rewrite X
(l)
1 in the form
X
(l)
1 = L1J1Ψ
∗ΥM l .(7.5)
Notice further that the operator I + tR0Υ admits an explicit inversion in terms of
M(z),
(I+ tR0Υ)
−1 = I − MΥR0 ,(7.6)
for all z ∈ Π0 which do not belong to the discrete spectrum σd(H) of the Hamiltonian
H , and
(I−MΥR0)t = M .(7.7)
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The equality (7.6) is a simple consequence of the Faddeev equations (2.7) and the
identity R0Υ = ΥR0. The relation (7.7) represents the alternative variant (2.8) of
these equations. Now, we can rewrite Eqs. (7.1) in equivalent form
M l = M
(
I−A(l)0 J†0s−1l J0t−A(l)0 J†0X(l)0
)
− (I−MΥR0)ΦJ†1A(l)1
(
J1Φ
∗ +X(l)1
)
.
(7.8)
Eq. (7.8) means that the matrix M l(z) is expressed in terms of the quantities X
(l)
0 (z)
and X
(l)
1 (z). The main goal of this section consists in the representation of these
quantities in terms of the matrix M(z) considered in the physical sheet.
To obtain for X
(l)
0 and X
(l)
1 a closed system of equations we use the definitions (7.2)
and (7.5) and apply the operators s−1l J0(I−tR0)Υ and J1Ψ∗ to both parts of Eq. (7.8).
At the moment we use also the identities
[I− tR0]ΥM = M0 − t , [I− tR0]Υ[I−MΥR0] = [I−M0R0]Υ(7.9)
where M0 = Ω
†ΩM = (I + Υ)M. The relations (7.9) are another easily verified con-
sequence of the Faddeev equations (2.7). Along with Eqs. (7.9) we use here also the
second of the equalities (7.4). As a result we come to the desired system of equations
for X
(l)
0 and X
(l)
1 :
X
(l)
0 = |L0| s−1l J0
[
(M0 − t)
(
I−A(l)0 J†0s−1l J0t−A(l)0 J†0X(l)0
)]
(7.10)
− |L0| s−1l J0M0ΥΨJ†1A(l)1
(
J1Φ
∗ +X(l)1
)
,
X
(l)
1 = L1J1Ψ
∗ΥM
(
I−A(l)0 J†0s−1l J†0t−A(l)0 J†0X(l)0
)
(7.11)
− L1J1Ψ∗Υ[Φ +MΥΨ]J†1A(l)1
(
J1Φ
∗ +X(l)1
)
.
It is convenient to rewrite this system in matrix form
B˜(l)X(l) = D˜(l) , X(l) =
(
X
(l)
0 ,X
(l)
1
)†
with B˜(l) =
{
B˜
(l)
ij
}
, i, j = 0, 1, the matrix consisting of the operators appearing in
the unknowns X
(l)
0 and X
(l)
1 . By D˜
(l), D˜(l) =
(
D˜
(l)
0 , D˜
(l)
1
)†
, we understand a column
constructed of the absolute terms of Eqs. (7.11) and (7.12). Since sl = Iˆ0 +A
(l)
0 J0tJ
†
0
we find
B˜
(l)
00 = Iˆ0 + A
(l)
0 s
−1
l J0(M0 − t)J†0
= s−1l
(
Iˆ0 +A
(l)
0 J0tJ
†
0 +A
(l)
0 J0M0J
†
0 −A(l)0 J0tJ†0
)
= s−1l
(
Iˆ0 +A
(l)
0 J0M0J
†
0
)
.
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At the same time
B˜
(l)
01 = |L0|s−1l J0M0ΥΨJ†1A(l)1 ,
B˜
(l)
10 = L1J1Ψ
∗ΥMJ†0A
(l)
0 ,
B˜
(l)
11 = Iˆ1 + L1J1Ψ
∗UΨJ†1A
(l)
1
because Υ(Φ +MΥΨ) = ΥvΨ+ΥMΥΨ = (Υv +ΥMΥ)Ψ = UΨ (see Sec. 4.).
The absolute terms are
D˜
(l)
0 = |L0| s−1l
[
J0(M0 − t)
(
I−A(l)0 J†0s−1l J0t
)
− |L0|J0M0ΥΨJ†1A(l)1 J1Φ∗
]
,
D˜
(l)
1 = L1J1Ψ
∗ΥM
(
I−A(l)0 J†0s−1l J0t
)
− L1J1Ψ∗UΨJ1A(l)1 J1Φ∗.
The operator sl(z), l0 = ±1 is invertible for all z ∈ Pb. If z 6∈ Zres, then s−1l (z) is a
bounded operator in Ĝ0. Therefore, applying the operator sl to both parts of the first
equation B˜
(l)
00X
(l)
0 + B˜
(l)
01X
(l)
1 = D˜
(l)
0 of the system B˜
(l)X(l) = D˜(l), and not changing
the second equation, we come to the equivalent system
B(l)X(l) = D(l)(7.12)
where
B(l) =
 Iˆ0 + |L0|J0M0J†0A(l)0 |L0|J0M0ΥΨJ†1A(l)1
L1J1Ψ
∗ΥMJ†0A
(l)
0 Iˆ1 + L1J1Ψ
∗UΨJ†1A
(l)
1
 ,(7.13)
B(l)(z) : Ĝ0 ⊕ Ĥ1 → Ĝ0 ⊕ Ĥ1. The absolute term D(l) has components D(l)0 = slD˜(l)0
and D
(l)
1 = D˜
(l)
1 .
Lemma 7.1. The inverse operator
(
B(l)(z)
)−1
exists for all z ∈ Π(hol)l where
the inverse operator S−1l (z) of the truncated three – body scattering matrix Sl(z)
given by the first of the equalities in (4.21) exists with L = diag{L0, L1}, L˜ =
diag{|L0|, L1}, and where the inverse operators [Sl(z)]−100 and [Sl(z)]−111 of [Sl(z)]00 =
Iˆ0 + J0TJ
†
0A0L0 and [Sl(z)]11 = Iˆ1 + L1J1Ψ
∗UΨJ†1A1L1, respectively, exist. The
components
[(
B(l)(z)
)−1]
ij
, i, j = 0, 1, of the operator
(
B(l)(z)
)−1
admit the repre-
sentations[(
B(l)(z)
)−1]
00
= Iˆ0 − Ω†
[
S−1l
]
00
(7.14)
× {|L0|J0T0 − [Sl]01[Sl]−111 L1J1Ψ∗ΥM}J†0A(l)0 ,[(
B(l)(z)
)−1]
01
= Ω†
[
S−1l
]
01
,(7.15) [(
B(l)(z)
)−1]
10
= − [S−1l ]11L1J1Ψ∗ΥMJ†0A(l)0(7.16)
×
{
Iˆ0 − Ω†[Sl]−100 |L0|J0T0J†0A(l)0
}
,[(
B(l)(z)
)−1]
11
=
[
S−1l
]
00
(7.17)
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where T0 ≡ ΩM .
Note that since |L0| and A(l)0 are numbers which become zero for l0 = 0 simultane-
ously, the factors |L0| in (7.14) and (7.16) may be omitted.
Proof. Let us find at the beginning, the components
[(
B(l)(z)
)−1]
00
and[(
B(l)(z)
)−1]
10
, which will be denoted temporarily (for the sake of brevity) by Y00
and Y10. Using Eq. (7.13) we write the system of equations for these components as[
B(l)
]
00
Y00 +
[
B(l)
]
01
Y10 = Iˆ0(7.18) [
B(l)
]
10
Y00 +
[
B(l)
]
11
Y10 = 0 .(7.19)
Eliminating the unknown Y10 from the first equation (7.18) with the help of (7.19) we
come to the following equation including the element Y00 only,{
Iˆ0 +Ω
†
[
|L0|J0T0J†0A(l)0 − [Sl]01[Sl]−111 L1J1Ψ∗ΥMJ†0A(l)0
]}
Y00 = Iˆ0 .(7.20)
The operator-matrix on the left – hand side of Eq. (7.20) complementary to Iˆ0 has
three identical rows. Thus one can apply to Eq. (7.20) the inversion formula[
Iˆ0 +Ω
†(C1, C2, C3)
]−1
= Iˆ0 − Ω†
[
Iˆ0 + C1 + C2 + C3
]−1
(C1, C2, C3) ,(7.21)
which is true for a wide class of operators C1, C2 and C3. The single essential require-
ment on C1, C2 and C3 evidently, is the existence of
(
Iˆ0 + C1 + C2 + C3
)−1
.
In the case concerned
Cβ(z) ≡
{
|L0|J0T0βJ†0 − [Sl]01[Sl]−111 L1J1Ψ∗Υ[M ]βJ†0
}
A
(l)
0
where [M ]β is the β – th column of the matrix M , [M ]β =
(
M1β,M2β ,M3β
)†
. Thus
Iˆ0 + C1 + C2 + C3 = Iˆ0 + J0TJ
†
0A
(l)
0 − [Sl]01[Sl]−111 J1Ψ∗U †0J†0A(l)0
≡ [Sl]00 − [Sl]01[Sl]−111 [Sl]10.
Note that the components
[
S−1l
]
ij
, i, j = 0, 1, of S−1l have the representations[
S−1l
]
00
=
(
[Sl]00 − [Sl]01 [Sl]−111 [Sl]10
)−1
(7.22)
[
S−1l
]
11
=
(
[Sl]11 − [Sl]10 [Sl]−100 [Sl]01
)−1
(7.23) [
S−1l
]
10
= − [Sl]−111 [Sl]10
[
S−1l
]
00
(7.24) [
S−1l
]
01
= − [Sl]−100 [Sl]01
[
S−1l
]
11
(7.25)
in terms of the components [Sl]ij . It follows from (7.22) that Iˆ0 + C1 + C2 + C3 =([
S−1l
]
00
)−1
. Therefore, in the conditions of the Lemma, the operator Iˆ0+C1+C2+C3
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is invertible. Now, an application of Eq. (7.21) in (7.20) leads us immediately to the
representation (7.14) for
[ (
B(l)
)−1 ]
00
.
When calculating Y10 =
[ (
B(l)
)−1 ]
10
we eliminate from the second equation (7.19)
the quantity Y00 using Eq. (7.18). In all of this, we need to calculate the inverse
operator of Iˆ0 + J0M0J
†
0A
(l)
0 . Here we apply again the relation (7.21) and obtain(
Iˆ0 + |L0|J0M0J†0A(l)0
)−1
=
(
Iˆ0 +Ω
†|L0|J0T0J†0A(l)0
)−1
(7.26)
= Iˆ0 − Ω† [Sl]−100 |L0|J0T0J†0A(l)0 .
With the help of (4.21) we can write the resulting equation for Y10 as{
[Sl]11 − [Sl]10 [Sl]−100 [Sl]01
}
Y10
(7.27)
= − J1Ψ∗ΥMJ†0A(l)0
[
Iˆ0 + J0M0J
†
0A
(l)
0
]−1
.
According to Eq. (7.23) the expression in braces on the left – hand side of Eq. (7.27)
coincides with
[
S−1l
]−1
11
. Then, from (7.27) we get immediately (7.15).
The system of the equations[
B(l)
]
00
Y01 +
[
B(l)
]
01
Y11 = 0(7.28) [
B(l)
]
10
Y01 +
[
B(l)
]
11
Y11 = Iˆ1(7.29)
for the components Y01 =
[
(B(l))−1
]
01
and Y11 =
[
(B(l))−1
]
11
is solved analogously.
The search for Y11 is a simple problem, since application of the inversion formula (7.27)
to Eq. (7.28) immediately gives Y01 = Ω
† [Sl]
−1
00 [Sl]01 Y11. Substituting this Y01 in (7.29)
we find {
[Sl]11 − [Sl]10 [Sl]−100 [Sl]01
}
Y11 = Iˆ1 .
As in Eq. (7.27) the operator on the left – hand side is just
[
S−1l
]−1
11
. Inverting it, we
come to Eq. (7.17).
When calculating the unknown Y01, we begin by expressing the unknown Y11 in
terms of it. Using Eq. (7.29) we find
Y11 = [Sl]
−1
11
(
Iˆ1 − L1J1ΨΥMJ0A(l)0 Y01
)
.(7.30)
Substituting (7.30) into Eq. (7.28) we obtain an equation with an operator in the
position of Y01, which may be inverted with the help of Eq. (7.21). Then we use the
chain of equalities
|L0|J0M0ΥΨJ†1A(l)1 = |L0|J0Ω†ΩMΥΨJ†1A(l)1
= Ω†|L0|J0ΩMΥΨJ†1A(l)1
= Ω†[Sl]01 ,
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simplifying the absolute term as well as the summand on the left – hand side of the
equation for Y01 appearing there due to (7.30) from the element
[
B(l)
]
01
. Completing
the transformations we find
Y01 = −Ω†
{
[Sl]00 − [Sl]01 [Sl]−111 [Sl]10
}−1
[Sl]01[Sl]
−1
11 .
In view of (7.25), the expression appearing after Ω† on the right – hand side of the
last equation coincides exactly with that for
[
S−1l
]
01
. Therefore, we obtain finally
Eq. (7.15). Thus, all the components of the inverse operator
(
B(l)
)−1
have already
been calculated.
It follows from the representations (7.14) – (7.17) that
(
B(l)(z)
)−1
exists for those
z ∈ Π(hol)l where the inverse operators of Sl(z), [Sl(z)]00 and [Sl(z)]11 exist. This
completes the proof of the Lemma. ✷
Let us return to Eq. (7.12) and invert the operator B(l)(z) using the relations (7.14)
– (7.17). In this way we find the unknowns X
(l)
0 and X
(l)
1 which express M
l(z) [see
Eq. (7.8)].
When carrying out a concrete calculation ofX
(l)
0 =
[(
B(l)
)−1]
00
D
(l)
0 +
[(
B(l)
)−1]
01
D
(l)
1
we use the relation |L0|
[(
B(l)
)]
00
J0M0 = Ω
†|L0|
[
S−1l
]
00
J0T0 that can be checked with
the help of (4.21) and (4.8). Along with the identity
J0t
(
Iˆ0 −A(l)0 J†0s−1l J0t
)
= s−1l J0t ,(7.31)
this relation simplifies essentially the transform of the product
[(
B(l)
)−1]
00
D
(l)
0 . In
addition, when calculating X
(l)
0 we use the equalities (7.4). As a result we find
X
(l)
0 = Ω
†{|L0| [S−1l ]00 J0T0 + [S−1l ]01 L1 (J1Ψ∗ΥM + J1Φ∗)}
− |L0| s−1l J0t .
(7.32)
Now, to find X
(l)
1 =
[(
B(l)
)−1]
10
D
(l)
0 +
[(
B(l)
)−1]
11
D
(l)
1 we observe additionally
that the equality
{
Iˆ0 − Ω†
[
S−1l
]−1
00
J0T0J
†
0A
(l)
0
}
J0M0 = Ω
† [S−1l ]−100 J0T0 which sim-
plifies the product
[(
B(l)
)−1]
10
D
(l)
0 is valid. The final expression for X
(l)
1 reads as
follows
X
(l)
1 = L1
{[
S
−1
l
]
10
|L0| J0 T0 +
[
S
−1
l
]
11
L1J1Ψ
∗ΥM −
(
Iˆ1 −
[
S
−1
l
]
11
)
L1J1Ψ
∗
}
.(7.33)
To obtain now a representation for M l(z), one has only to substitute in Eq. (7.8)
the expressions (7.32) for X
(l)
0 and (7.33) for X
(l)
1 . Carrying out a series of simple but
rather cumbersome transformations of Eq. (7.8) we arrive as a result at a statement
analogous to Theorem 3.2 concerning analytical continuation of the two – body T –
matrix. The statement is the following.
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Theorem 7.2. The matrix M(z) admits, in the sense of distributions over O(C 6),
an analytic continuation in z on the domains Π
(hol)
l of the unphysical sheets Πl of the
surface ℜ. The continuation is described by
M l = M −
(
MΩ†J†0,ΦJ
†
1 +MΥΨJ
†
1
)
LAS−1l L˜
(
J0ΩM
J1Ψ
∗ΥM + J1Φ∗
)
(7.34)
where Sl(z) stands for the truncated scattering matrix (4.21),
L = diag{l0, l1,1, . . . , l1,n1 , l2,1, . . . , l2,n2 , l3,1, . . . , l3,n3}
L˜ = diag{|l0|, l1,1, . . . , l1,n1 , l2,1, . . . , l2,n2 , l3,1, . . . , l3,n3} .
The kernels of all the operators on the right – hand side of Eq. (7.34) are taken in the
physical sheet.
Note that LAS−1l (z)L˜ = L˜
[
S†l (z)
]−1
AL. This means that the relations (7.34) may
also be rewritten in terms of the scattering matrices S†l (z).
8. Analytic continuation of the scattering matrices
Let l = {l0, l1,1, . . . , l1,n1 , l2,1, . . . , l2,n2 , l3,1, . . . , l3,n3} with certain l0, l0 = 0 or
l0 = ±1, and lα,j, lα,j = 0 or lα,j = +1, α = 1, 2, 3, j = 1, 2, . . . , nα. The truncated
scattering matrices Sl(z) : Ĥ0 ⊕ Ĥ1 → Ĥ0 ⊕ Ĥ1 and S†l (z) : Ĥ0 ⊕ Ĥ1 → Ĥ0 ⊕ Ĥ1,
given by formulas (4.21), are operator – valued functions of the variable z which are
holomorphic in the domain Π
(hol)
l of the physical sheet Π0. For l0 = 1 and lα,j = 1,
α = 1, 2, 3, j = 1, 2, . . . , nα, these matrices coincide with the respective total three –
body scattering matrices: Sl(z) = S(z), S
†
l (z) = S
†(z).
We describe now the analytic continuation of the truncated scattering matrices4)
Sl′(z) and S
†
l′(z) with a certain multi – index l
′ in the unphysical sheets Πl ∈ ℜ.
We shall use here the representations (7.34) for M(z)
∣∣
Πl
. As mentioned above, our
goal is to find explicit representations for Sl(z)
∣∣
Πl′
and S†l (z)
∣∣
Πl′
again in terms of the
physical sheet.
First, we notice that the function A0(z) is univalent. It looks like A0(z) = −piiz2
on all the sheets Πl. At the same time after continuing from Π0 on Πl the function
Aβ,j(z) = −pii
√
z − λβ,j keeps its form only if lβ,j = 0. If lβ,j = 1, this function turns
into A′β,j(z) = −Aβ,j(z). Analogous inversion takes (or does not take) place with
arguments P̂ , P̂ ′, pˆα and pˆ′β of the kernels of the operators J0ΩMΩ
†J†0, J0ΩMΥΨJ
†
1,
J1Ψ
∗ΥMΩ†J†0 and J1Ψ
∗(Υv+ΥMΥ)ΨJ†1, too. Recall that on the physical sheet Π0,
the action of J0(z)
(
J†0(z)
)
transforms P ∈ IR6 in √zP̂ (P ′ ∈ IR6 in √zP̂ ′). At
4)Note that the analytic properties of the truncated scattering matrices or, more exactly, the
(2→ 2) scattering amplitudes in the N – body system with N ≥ 3 were investigated in the paper [66]
in the case of the type (2.3) pair interactions. A proof is given in [66] for existence of analytic
continuation of these amplitudes through the cut in vicinities of the branches of the continuous
spectrum below the first threshold of the system to breakup into three clusters.
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the same time, pα ∈ IR3
(
p′β ∈ IR3
)
turns under Jα,i(z)
(
J†β,j(z)
)
into
√
z − λα,i pˆα(√
z − λβ,j pˆ′β
)
. That is why we introduce the operators E(l) = diag{E0, E1} where
E0 is the identity operator in Ĥ0 if l0 = 0, and E0 is the inversion
(E0f)(P̂ ) = f(− P̂ )
if l0 = ±1. Analogously, E1(l) = diag{E1,1, . . . , E1,n1 ; E2,1, . . . , E2,n2 ; E3,1, . . . , E3,n3}
where Eβ,j is the identity operator in Ĥ(β,j) if lβ,j = 0 and Eβ,j is the inversion
(Eβ,jf)(pˆβ) = f(−pˆβ), if lβ,j = 1. By e1(l) we denote the diagonal matrix
e1(l) = diag{e1,1, . . . , e1,n1 ; e2,1, . . . , e2,n2 ; e3,1, . . . , e3,n3} with the elements eβ,j = 1
if lβ,j = 0 and eβ,j = −1 if lβ,j = 1. Let e(l) = diag{e0, e1} where e0 = +1.
Theorem 8.1. If there exists a path on the surface ℜ such that while moving along
it from the domain Π
(hol)
l′ on Π0 to the domain Π
(hol)
l′ ∩ Π(hol)l′l on Πl the parameter z
stays in intermediate sheets Πl′′ always contained in the domains Π
(hol)
l′ ∩Π(hol)l′′l′ , then
the truncated scattering matrices Sl′(z) and S
†
l′(z) admit analytic continuation in z on
the domain Π
(hol)
l′ ∩ Π(hol)l′l of the sheet Πl. The continuation is described by
Sl′(z)
∣∣
Πl
= E(l)
[
Iˆ+ L˜′T̂ L′Ae(l)− L˜′T̂ LAS−1l L˜Tˆ L′Ae(l)
]
E(l) ,(8.1)
S†l′(z)
∣∣
Πl
= E(l)
[
Iˆ+ e(l)AL′T̂ L˜′ − e(l)ALT̂ L˜ [S†l ]−1ALT̂ L˜′
]
E(l) ,(8.2)
where
L′ =
{
l′0, l
′
1,1, . . . , l
′
1,n1 , l
′
2,1, . . . , l
′
2,n2 , l
′
3,1, . . . , l
′
3,n3
}
,
L˜′ =
{|l′0|, l′1,1, . . . , l′1,n1 , l′2,1, . . . , l′2,n2 , l′3,1, . . . , l′3,n3} .
Proof. We give the proof for the case of Sl′(z). Using the definition (4.8) of the
operator T (z) we rewrite Sl′(z) in the form
Sl′(z) = Iˆ+ L˜
′
[(
J0Ω
J1Ψ
∗Υ
)
M
(
Ω†J†0 ,ΥΨJ
†
1
)
+
(
0 0
0 J1Ψ
∗ΥvΨJ†1
)]
L′A .
Note that when continuing into the sheet Πl′′ , the operators J0(z), J
†
0(z), J1(z) and
J†1(z) turn into E0(l′′)J0(z), J†0(z)E0(l′′), E1(l′′)J1(z) and J†1(z)E1(l′′), respectively. At
the same time the matrix – function A(z) turns into A(z)e(l′′). Then, using Theo-
rem 7.2 in the domains Π
(hol)
l′ ∩ Π(hol)l′l′′ of the intermediate sheets Πl′′ we have
Sl′(z)
∣∣
Πl′′
= Iˆ + E(l′′)L˜′
[(
J0Ω
J1Ψ
∗Υ
)
M l
′′
(
Ω†J†0 , ΥΨJ
†
1
)
(8.3)
+
(
0 0
0 J1Ψ
∗ΥvΨJ†1
)]
L′E(l′′)Ae(l′′) .
Substitution of M l
′′
(z) from (7.34) shows that
Sl′(z)
∣∣
Πl′′
= Iˆ + E(l′′)L˜′T̂ L′E(l′′)Ae(l′′)
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− E(l′′)L˜′
(
J0Ω
J1Ψ
∗Υ
)(
MΩ†J†0 , [v +MΥ]ΨJ
†
1
)
L′′AS−1l′′(8.4)
× L˜′′
(
J0ΩM
J1Ψ
∗[v +ΥM ]
)(
Ω†J†0 , ΥΨJ
†
1
)
L′E(l′′)Ae(l′′)
where the summand immediately following Iˆ is generated by the term M(z) of the
right – hand side of (7.34). The last summand of (8.4) is comes from the second
summand of (7.34).
In view of (7.4) we have J1Ψ
∗vΩ†J†0 = J1Φ
∗J†0Ω
† = 0. Analogously, J0ΩvΨJ
†
1 is
equal to zero, too. Thus, taking into account (4.8) we find
Sl′(z)
∣∣
Πl′′
= Iˆ + E(l′′)L˜′T̂ L′E(l′′)Ae(l′′)
(8.5)
− E(l′′)L˜′T̂ L′′AS−1l′′ L˜′′T̂ L′E(l′′)Ae(l′′) .
By the assumption, the parameter z moves along a path such that in the sheet Πl′′
it is situated in the domain Π
(hol)
l′ ∩Π(hol)l′l′′ . In this domain, the operators
(
L˜′Tˆ L′)(z),(
L˜′Tˆ L′′)(z) and (L˜′′Tˆ L′)(z) are defined and depend on z analytically. Consequently,
the same may be said also about the function Sl′(z)
∣∣
Πl′′
. In equal degree, this state-
ment is related to the sheet Πl. Replacing the values of the multi – index l
′′ in the rep-
resentations (8.4) – (8.5) with l, we come to the assertion of the theorem for Sl′(z)
∣∣
Πl
.
The validity of the representations (8.2) for S†l′(z)
∣∣
Πl
is established in the same way.✷
Remark 8.2. If l0 = 0 then the representation (8.1) for the analytic continuation
of Sl(z) into the sheet Πl (its “own”) acquires the simple form [cf. (3.15)]
Sl(z)
∣∣
Πl
= E(l)
[
Iˆ+ e(l)− S−1l (z)e(l)
]
E(l) = E(l)S−1l (z)E(l) .
In the same way S†l (z)
∣∣
Πl
= E(l)[S†l (z)]−1E(l).
9. Representations for the analytic continuation of the resol-
vent in the unphysical sheets
The resolventR(z) of the HamiltonianH for the three – body system is expressed by
M(z) according to Eq. (2.11). As we have established, the kernels of all the operators
included in the right – hand side of (2.11) admit, in the sense of distributions over
O(C 6), analytic continuation on the domains Π(hol)l of the unphysical sheets Πl ⊂ ℜ.
This means that such a continuation is possible as well for the kernel R(P, P ′, z) of
R(z). Moreover, there exists an explicit representation for this continuation analogous
to the representation (3.16) for the two – body resolvent.
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Theorem 9.1. The analytic continuation, in the sense of distributions over O(C 6),
of the resolvent R(z) on the domain Π
(hol)
l of the unphysical sheet Πl ⊂ ℜ is described
by
R(z)
∣∣
Πl
= R +
(
[I −RV ]J†0,Ω[I−R0MΥ]ΨJ†1
)
LAS
−1
l L˜
(
J0[I − V R]
J1Ψ
∗[I−ΥMR0]Ω†
)
.(9.1)
The kernels of all the operators present on the right – hand side of Eq. (9.1) are taken
in the physical sheet.
Proof. For the analytic continuation Rl(z) of the kernel R(P, P ′, z) of R(z) into the
sheet Πl we have, according to Eq. (2.11),
Rl(z) = Rl0(z) − Rl0(z)ΩM l(z)Ω†Rl0(z) .(9.2)
ForM l(z) we have found already the representation (7.34). Since Rl0 = R0+L0A0J
†
0J0
we can rewrite Eq. (9.2) in the form
Rl = R0 − R0ΩM lΩ†R0 + A0L0J†0
(
Iˆ0 − J0ΩM lΩ†J†0L0A0
)
J0
(9.3)
− A0L0J†0J0ΩM lΩ†R0 − R0ΩM lΩ†J†0J0L0A0 .
We consider separately the contributions of each summand of (9.4). To this end we
shall use the notations
B =
(
ΩMΩ†J†0 ,ΩMΥΨJ
†
1 +ΩΦJ
†
1
)
, B† =
(
J0ΩMΩ
†
J1Ψ
∗ΥMΩ† + J1Φ∗Ω†
)
.
It follows from (7.34) that ΩM lΩ† = ΩMΩ† − BLAS−1l L˜B†. Hence, the first two
summands of (9.4) give together
R0 − R0ΩMΩ†R0 + R0BLAS−1l L˜B†R0 = R + R0BLAS−1l L˜B†R0 .
To transform the third term of (9.4) we again use the representation (7.34). We find
J0ΩM
lΩ†J†0L0A0 = T̂00L0A0 −
(
T̂00 , T̂01
)
LAS−1l L˜
(
T̂00
T̂10
)
L0A0
= ω0T̂ LAω∗0 − ω0T̂ LAS−1l L˜T̂ LAω∗0
= ω0T̂ LA
(
Iˆ− S−1l L˜T̂ LA
)
L˜ω∗0
where ω0 stands for the projection from Ĥ0 ⊕ Ĥ1 on Ĥ0 defined by ω0
(
f0
f1
)
= f0,
f0 ∈ Ĥ0, f1 ∈ Ĥ1. By ω∗0 we understand, as usual, the adjoint operator of ω0. Since
Sl = Iˆ + L˜T̂ LA we have Iˆ − S−1l L˜T̂ LA = S−1l
(
Iˆ+ L˜T̂ LA− L˜Tˆ LA
)
= S−1l . Taking
in account that L = L · L˜ we find
L0A0
(
Iˆ0 − J0ΩM lΩ†J†0L0A0
)
= ω0AL
(
Iˆ− L˜T̂ LAS−1l
)
L˜ω∗0 = ω0LAS
−1
l L˜ω
∗
0 .
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This means that the third term of (9.4) may be represented as J†0ω0LAS
−1
l L˜ω
∗
0 .
When studying the fourth summand of (9.4) we begin by transforming the product
A0L0J0ΩM
lΩ† into a more convenient form. It follows from (7.34) that
A0L0J0ΩM
lΩ† = A0L0J0ΩMΩ† − A0L0
(
T̂00 , T̂01
)
LAS−1l L˜B
† .
In view of A0L0J0ΩMΩ
† = ω0ALB† and A0L0
(
T̂00, T̂01
)
L = ω0ALT̂ L we have
A0L0J0ΩM
lΩ† = ω0
(
AL−ALT̂ LAS−1l L˜
)
B† = ω0LAS−1l L˜B
† .
Analogously, in the fifth term of (9.4) is
ΩM lΩ†J†0L0A0 = BL˜
[
S†l
]−1
ALω∗0 = BLAS
−1
l L˜ω
∗
0 .
Thus the last two summands of (9.4) give together
− J†0ω0LAS−1l L˜B†R0 − R0BLAS−1l L˜ω∗0J0 .
Substituting these expressions into Eq. (9.4) we find
Rl = R+
(
J†0ω0 −R0B
)
LAS−1l L˜
(
ω∗0J0 −B†R0
)
.
Taking into account the definitions of B and B† as well as the obvious identities
R0ΩMΩ
† = RV , R0ΩΦJ1 = −ΩΨJ1 and J1Φ∗Ω†R0 = −J1Ψ∗Ω† we come finally to
Eq. (9.1) and this completes the proof. ✷
10. On the use of the Faddeev differential equations for com-
putations of three – body resonances
It follows from the representations (7.34), (8.1) and (9.1) that the matricesM(z)
∣∣
Πl
,
Sl′(z)
∣∣
Πl
and the resolvent R(z)
∣∣
Πl
may have poles at points belonging to the discrete
spectrum σd(H) of the Hamiltonian H . Nontrivial singularities of M(z)
∣∣
Πl
, Sl′(z)
∣∣
Πl
and R(z)
∣∣
Πl
correspond to those points z ∈ Π0 ∩ Π(hol)l where the inverse truncated
scattering matrix [Sl(z)]
−1 (or [S†l (z)]−1 and this is the same) does not exist or where
it represents an unbounded operator. The points z where [Sl(z)]
−1 does not exist are
the poles of M(z)
∣∣
Πl
, Sl′(z)
∣∣
Πl
and R(z)
∣∣
Πl
. Such points are called (three – body)
resonances.
A necessary and sufficient condition [65] for irreversibility of the operator Sl(z) is
the existence of a nontrivial solution A(res) ∈ Ĥ0 ⊕ Ĥ1 of the equation
Sl(z)A(res) = 0 .(10.1)
The investigation of this equation may be carried out on the basis of the results ob-
tained in Sec. 4 regarding the properties of the kernels of the operator T̂ (z). We
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should postpone this investigation for another paper. Here, we restrict ourselves to
the observation that the equation (10.1) may evidently be applied to practical compu-
tations of resonances situated in the domains Π
(hol)
l ⊂ Πl. The resonances have to be
considered as those values of z ∈ Π0 ∩ Π(hol)l for which the operators Sl(z) and S†l (z)
have zero as eigenvalue.
The elements of the scattering matrices Sl(z) and S
†
l (z) are expressed in terms of
the amplitudes (continued in z into the physical sheet) for different processes taking
place in the three – body system under consideration. The respective formulas [46]
rewritten for the components of T̂ , are the following
T̂α,j; β,k
(
pˆα, pˆ
′
β, z
)
= C
(3)
0 (z)Aα,j; β,k
(
pˆα, pˆ
′
β, z
)
,
T̂α,j; 0
(
pˆα, P̂
′, z
)
= C
(3)
0 (z)Aα,j; 0
(
pˆα, P̂
′, z
)
,
Tˆ0;β, k
(
P̂ , pˆ′β, z
)
= C
(6)
0 (z)A0; β,k
(
P̂ , pˆ′β, z
)
,
T̂00
(
P̂ , P̂ ′, z
)
= C
(6)
0 (z)A00
(
P̂ , P̂ ′, z
)
,
with
C
(N)
0 (z) = −
eipi(N−3)/4
2(N−1)/2pi(N+1)/2z(N−3)/4
,
where for the function z(N−3)/4 one chooses the main branch. The functions Aα,j; β,k
represent the amplitudes of elastic (α = β; j = k) or inelastic (α = β; j 6= k) scattering
and rearrangement (α 6= β) for the process (2 → 2, 3) in the initial state of which
the pair subsystem β is in the k – th bound state and the complementary particle is
asymptotically free. The function A0; β,k represents in the same process the amplitude
of the system for breakup into three separate particles. The amplitudes Aα,j; 0 and
A00 correspond, respectively, to the processes (3→ 2) and (3→ 3) beginning from the
state with all three particles asymptotically free. Recall that the contributions to A00
from the single and double rescattering represent singular distributions (see Sec. 4).
By describing in Sec. 4 the analytical properties of the matrix T̂ kernels in the
variable z and the smoothness properties in the angular variables P̂ or pˆα and P̂
′ or
pˆ′β, we have in effect described as well the properties of the amplitudes A(z).
To search for the amplitudes A(z) continued into the physical sheet, one can use
e. g., the formulation [46], [54] of the three – body scattering problem based on the
Faddeev differential equations in coordinate space. It is only necessary to come, in
this formulation, to complex values of the energy z. The square roots z1/2 and (z −
λα,j)
1/2, α = = 1, 2, 3, j = 1, 2, . . . , nα, which are present in the formulas of [46],
[54] describing asymptotical boundary conditions for the wave function components at
infinity, have to be considered as the main branches, i. e., as
√
z and
√
z − λα,j . Solving
the Faddeev differential equations with such conditions one finds in fact the analytical
continuation of the wave functions into the physical sheet and, thus, the continuation of
the amplitudes A(z). With the known amplitudes A(z) one can construct a necessary
truncated scattering matrix Sl(z) and find then those values of z for which there
exists a nontrivial solution A(res) of Eq. (10.1). As mentioned above, these values of z
represent the three – body resonances in the respective the unphysical sheet Πl.
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