Population balance modeling is considered for cell populations in gene regulatory processes in which one or more intracellular variables undergo stochastic dynamics as determined by Ito stochastic differential equations. This paper addresses formulation and computational issues with sample applications to the spread of drug resistance among bacterial cells. It is shown that predictions from population balances can display qualitative differences from those made with single cell models which are usually encountered in the literature. Such differences are deemed to be important.
Introduction
We address in this paper the modeling of gene regulatory processes in which a signaling molecule in the cellular environment initiates a set of intracellular reactions culminating in the synthesis of a protein through the expression of a specific gene. Because the number of molecules participating in reaction is small, the behavior of the reaction system is characteristically stochastic in nature. Consequently some cells display high protein levels representing ''on'' situation of the ''gene switch'', while other cells with low protein levels represent the ''off'' state of the switch. The ''on'' and ''off'' states often occur with bistability, a scenario that has attracted numerous publications in the literature in which the stochastic analysis of the reaction system provides for bimodal protein level distributions among the cell population, which can also be compared with experiments in a flow cytometer through the use of fluorescent dyes. Such bimodal distributions arise as solutions of a Fokker-Planck equation representing the stochastic behavior of a single cell. A large number of publications exist in the literature that lead to the impression that bistability and bimodal distributions occur together. Since observations on gene expression in single cells cannot be made directly, existence of bistability has been inferred (Gardner et al., 2000; Kepler and Elston, 2001; Ferrell, 2002; Kobayashi et al., 2004; Ozbudak et al., 2004; Tian and Burrage, 2006) by observations of bimodal distributions of protein levels using a cytometer. Our focus in this paper is on situations in which the gene regulatory process is influenced by the behavior of a population of cells. For example, the signaling molecule may arise as secretions of a population of other cells. In some situations, reaction species, transported out of the cell, may subsequently participate again in the intracellular reactions by reentering the cells but not before redistribution by mixing in the extracellular environment. The single cell analysis that appears in the literature for describing gene expression in a population is inadequate to address the foregoing scenarios in which extracellular environment is altered by interaction with the cells and by transport processes. Consequently, it becomes apparent that the problem requires the framework of population balances.
A detailed development of the population balance framework has been presented by Fredrickson et al. (1967) for addressing the dynamics of microbial populations. Subsequent additions have been made to this development (Ramkrishna, 1979; Fredrickson and Mantzaris, 2002; Hjortsø, 2005) . These developments have, however, dealt with deterministic intracellular processes and therefore cannot account for stochasticity in gene regulatory processes. Although Ramkrishna (1979) indicates how random growth rate can be treated in population balance models of cell populations, the formulation of population balance models in which stochastic changes occur in intracellular variables as determined by Ito stochastic differential equations has been first presented by Ramkrishna (2000) . It will be the objective of this paper to build on this population balance framework towards developing applications to gene regulatory processes in which interaction occurs between cellular environment and cells in which intracellular processes undergo stochastic dynamics. The motivation for this objective is to provide the general framework for population-mediated signaling processes on gene regulatory processes that have numerous applications. The importance of this formulation is demonstrated by including a calculation that dispels the notion established in the literature that when bistability exists in gene expression bimodal distributions of protein levels would result.
Formulation
The population or number density is fundamental to population balance. It is defined in the space of internal and external coordinates. The internal coordinates refer to intracellular species, some of which are stochastic in view of their small numbers and others that are deterministic and are concerned with growth and metabolism. In modeling the effect of populations on a specific gene regulatory process, it would be desirable to uncouple variables associated with growth and metabolism from those involved in the gene regulatory process of specific interest to us. The reason for this is as follows. A population balance with only the stochastic gene regulatory variables would arise on averaging the number density over all variables connected with growth and metabolism. If the gene regulatory process also depended on the variables associated with growth and metabolism, averaging the number density over the latter variables would produce undesirable spatiotemporal dependence of the kinetic constants for gene regulation. We demonstrate this in Appendix B and show how the assumption that the stochastic variables may be considered independent of cell variables involved in growth and metabolism is useful. Thus we will incorporate in the population balance here a division rate m to account for the rate of increase in the number density by cell division. Further we define the population density n X (x,r,t), comprising only the stochastic intracellular variables, x, connected with gene regulation as the internal coordinates assuming independence between the stochastic variables and the deterministic variables connected with growth and metabolism. The spatial coordinates introduced can account for different scenarios of growth. For growth in biofilms the cells may be regarded as sessile, while in the so-called planktonic growth cells may be regarded as well mixed so that we may dispense with spatial coordinates. The kinetics of gene regulation are contained in the function _ Xðx9C X Þ, where C X is the vector of extracellular variables associated with gene regulation (for example, in the context of our application, this vector would contain the concentrations of the signaling molecule and the inhibitor molecule). The stochasticity of gene expression is represented by B X (x9C X )dW, where B X (x9C X ) is a matrix (see Table 2 ) and dW is a vector of standard Wiener processes (see for example Gardiner, 1997) . Cellular motion with respect to fixed coordinates may be described by _ R X ðx9C X Þ. The population balance equation may then be written as @n X ðx,r,tÞ @t
where m(r,t9C Y ) is the specific growth rate. C Y are the extracellular variables relating to cell growth and metabolism and r are the spatial coordinates. Details of the derivation of Eq.
(1) are available in Ramkrishna (2000) . As pointed out earlier, Appendix B shows how the spatio-temporal dependence of the averaged kinetic parameters has been eliminated. Eq. (1) is of course coupled with mass balances for the environmental variables given by
where N X are the total flux of C X due to convection and diffusion and the vector _ C X relates change of extracellular variables to intracellular reactions associated with gene regulation. It is to be noted that Eq. (1) features the variable C Y which must be regarded as a known time-dependent variable, obtained by simultaneous solution of the population balance equation (B.24) for cell growth and multiplication coupled with Eq. (B.21) for associated extracellular variables (see Appendix B).
Although computational methods can be devised for the simultaneous solution of Eqs. (1)and (2), their implementation would be highly time consuming. In what follows, however, we introduce additional considerations that will further simplify this aspect. Let the initial conditions for Eqs. (1) and (2) be given by
where N o (r) is the initial spatial distribution of the total number density of cells, f X,o (x) the distribution of stochastic variables among the cell population, and C X,o (r) the spatial distribution of extracellular variables connected to the gene regulatory process.
Our goal is to transform Eq. (1) further to something more amenable to solution. Towards this end, we assume that cell motion is effected by an external device rather than by intracellular mechanisms so that _ R depends neither on x nor C X but does only on r and t. Thus it is possible to define a path of cellular motion by a function r 0 ¼R(t 0 9r o ), 0 ot 0 ot satisfying r o ¼R(09r o ) and r¼ R(t9r o ) which implies that the motion begins at r o at time t 0 ¼0 and followed until reaching r at time t 0 ¼t. In the absence of diffusion, we presume that it is possible to uniquely solve for the initial position of the cell given its current coordinates (r,t) and represent this inverse relationship by r o ¼R o (r,t), which defines a time-dependent transformation between coordinates r and r o representing initial locations. The Jacobian of the forward transformation, J(r,t9r o ) 9qR/qr o 9 can be readily shown to satisfy the relations (Aris, 1962) 
The population balance equation (1) becomes on replacing _ R X ðx9C X Þ by _ Rðr,tÞ DJn X ðx,r,tÞ Dt þr x U _ Xðx9C X ÞJn X ðx,r,tÞ
The initial condition for (4) is readily seen to be 
which can be solved directly by established numerical methods. However, it is important to bear in mind that the solution of Eq. (7) must be considered simultaneously with (2).
Sessile cells: growth in biofilms
The case of sessile cells is encountered in biofilm growth situations. Thus we set _ R 0 for which J 1 at all locations and times and Eq. (6) becomes @Pðx,r,tÞ @t
implying the same Ito stochastic equations as (7) except that time is followed at the fixed location of the cell. Again, one must account for the coupling of (7) with (2).
Cells in well-mixed environment
If we regard the cells to be in a closed, well-mixed spatial environment, then Eq. (8) may be integrated over this domain to obtain the following Fokker-Planck equation:
which again translates to the Ito equation (7) applicable to the entirely different situation considered earlier. However, the function C X must satisfy the differential equation applicable to this well-mixed case, viz.,
Eq. (10) must be modified slightly to account for any volume changes and degradation processes that may exist in the extracellular environment (such situations are considered in examples to follow). The number density can be obtained from the general transformation equation (5) adapted to the well-mixed case given by
In the following section, we discuss some of the computational details of the problems just posed.
Computational issues
We have in the previous section identified a situation of separation of processes associated with growth and multiplication of cells from the gene regulatory process specific to an application. As stated before, the population balance model for the gene regulatory process is given by Eq. (10) and the stochastic differential equations (7) or alternatively the Fokker-Planck equation (8) to be solved simultaneously. Although the Fokker-Planck equation can be solved directly by path-integral methods (Wehner and Wolfer, 1983) , the computational burden tremendously increases with increase in the number of variables. Thus, we opt for the solution of Ito equations (7) with stochastic algorithms (Rao et al., 1974; Talay, 1995) to obtain sample-pathwise realizations that can be averaged to obtain expected values such as E½ _ C X . In this study, we choose the Euler method (Talay, 1995) because our focus is to demonstrate phenomena instead of pursuing higher order accuracy. Furthermore, we seek the solution only for an infinitesimal interval at each step. In next section, we then consider an application to the transfer of drug resistance to present some interesting results.
Application to transfer of drug resistance

The biological background
We are concerned with a gene regulatory process connected with the transfer of drug resistance in Enterococcus faecalis (Dunny et al., 1981) induced by a molecule called cCF10, pheromone, released by a population of recipient cells. The actual transfer of drug resistance occurs as a result of conjugation between the so-called donor cells (containing plasmids referred to as pCF10 on which genes encode drug resistance) and recipient cells not resistant to the drug. The gene regulatory network of pCF10 conjugation is shown in Fig. 1 .
The transport of cCF10 across the cell membrane occurs by an active transport mechanism involving a membrane protein. On entering the cell, the cCF10 alters the DNA configuration and favors the expression of what is referred to as a prgQ gene, resulting in the formation of a molecule called Q pre ; Q pre gives rise to two kinds of m-RNAs known as Q L mRNA and Q s mRNA. The Q L mRNA stimulates downstream genes to produce PrgB protein which, in the real system, triggers conjugation by allowing a donor cell attaching to a recipient cell (Trotter and Dunny, 1990; Waters et al., 2004) . In addition, Q L mRNA also produces a molecule referred to as iCF10-precursor as it eventually matures into iCF10, an inhibitor to cCF10. Q s mRNA also produces this iCF10-precursor. Thereafter the iCF10-precursor is released into the environment in the process of which it becomes iCF10 preventing the cCF10 from altering the DNA configuration. Another gene referred to as prgX gene encodes an RNA called Anti-Q which binds to Q pre transforming it to Q s instead of Q L , thus reducing the production of PrgB protein. Consequently, high concentration of Fig. 1 . The gene regulatory network of pCF10 conjugation system. The prgQ-prgX gene pair regulates conjugation through sense-antisense interaction, the reaction between Anti-Q and Q pre . The ratio of cCF10 to inhibitor controls the configuration of plasmid DNA which decides the transcription rate of prgQ. While pheromone, cCF10, is released by recipient cells in the extracellular environment, the inhibitor iCF10 is encoded from both Q s and Q L RNA, products of the prgQ gene. Both cCF10 and iCF10 compete for binding to regulatory protein which alters the DNA configuration through binding site Bl and Bs. A cell favors the expression of prgQ when the ratio of cCF10 to iCF10 is high. High concentration of Q pre make a cell produces Q L mRNA which stimulates the expression of prgB, an indicator for the onset of conjugation. In the opposite, when the ratio of cCF10 to iCF10 is low, due to sense-antisense interaction almost all Q pre become Q s which has no effect on stimulating prgB expression.
Q pre is required to overcome Anti-Q (Bae et al., 2004; Chatterjee et al., 2011; Johnson et al., 2010) and make a cell produce Q L mRNA (Shi et al., 2005) towards stimulating downstream gene expression including that of prgB. On the other hand, when the ratio of cCF10 to iCF10 is low the expression of prgQ gene is insufficient. Small amount of Q pre is overwhelmed by Anti-Q and almost all Q pre becomes Q s resulting in nearly no prgB expression. In a nut shell, a subtle balance between concentration of cCF10 and iCF10 control the occurrence of conjugation. Through gene regulation, donor cells change the rate of producing iCF10 nonlinearly responding to addin cCF10. Conjugative genes, including prgB, are expressed at high ratios of intracellular cCF10 to iCF10 and are not expressed at low ratios of the same. The foregoing observations are made because of their implications to the transfer of drug resistance which is the application of eventual interest.
Population balance equation of pCF10 conjugation system
We consider a well-mixed system of cells in a closed domain. The vector of intracellular stochastic variables, x has 6 components in this application listed in Table 1 . The population balance equation transformed to the Fokker-Planck form, is given by Eq. (9). The extracellular variable vector C X has two components, one the cCF10 (C 1 ) concentration in the environment and the other that of the iCF10 (C 2 ). The vector _ Xðx9C X Þ is identified in Table 2 and results from (i) mechanisms of the concerned reactions published elsewhere (Nakayama et al., 1994; Bensing and Dunny, 1997; Buttaro et al., 2000; Bae et al., 2004; Fixen et al., 2007) and (ii) application of the Chemical Master Equation to obtain the stochastic version identifying the matrix B X (x9C X ). Following Haseltine and Rawlings (2002) and Rao and Arkin (2003) , the noise terms of RNA variables are set to zero to reduce computational burden. As a result, some of the coefficients of the foregoing matrix become zero. The details of the derivation of the stochastic matrix whose coefficients are identified in Table 2 are provided in Appendix A. The parameter values are shown in Table 3 and the Euler algorithm (Talay, 1995) is applied for solving Ito stochastic differential equation.
Bistability from deterministic equations of single cell
Following the mass action law and the mechanism of the pCF10 conjugation system, the deterministic behavior of single Table 1 Variables.
Notation Name
Intracellular concentration of inhibitor, iCF10
Concentration of PrgB membrane protein
Intracellular concentration of pheromone, cCF10 C 1 Extracellular concentration of pheromone, cCF10 C 2 Extracellular concentration of pheromone, iCF10 Table 2 Equations a (refer to Section 2.2).
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Case 1:
Case 2:
The terms in _ Xðx9CÞ are explained as follows:
Rows 1 and 2: The ''source'' term k[K 1,1 aþK 1,2 (1À a)] is the total transcription rate of prgQ gene; the ratio after it indicates the partition of Q pre into Q s in row 1, and into Q L in row 2. The ''sink'' term contains degradation and dilution due to cell growth. Row 3: The first term indicates the transcription rate of Anti-Q; the second term is the loss due to reaction with Q pre . Rows 4 and 6: assume importation of inhibitor and pheromone linear to extracellular concentration. Row 5: assumes the expression of prgB is proportional to Q L .
cell can be described by (12)
which is a modified version of (10) to account for the additional assumption that the biomass concentration (or the number density N) is maintained constant in the culture by allowing the total volume to expand with growth. In other words, dlnV t ð Þ=dt ¼ m d , the Specific growth rate of a donor cell . The foregoing assumption is essential to provide for a steady state to be attained. A switch like behavior, bistability of PrgB, is featured in (12) with parameter values shown in Table 3 . Bistability occurs as a consequence of two (stable) steady state protein levels, one at the low end representing the ''off'' state, and the other at the high end representing the ''on'' state for a given concentration of the cCF10 within a suitable range. A cell can stay at either ''on'' state or ''off''. Unlike ramp behavior, there is no middle value for a cell with bistability because it is unstable. The bistability of pCF10 conjugation system is shown in Fig. 2 .
Single cell stochastic model
The general approach in the literature for modeling gene regulatory processes has been based on the single cell stochastic model which implies cells are fully isolated from each other. The FokkerPlanck equation of pCF10 conjugation system for single cell model is shown in Table 4 . The main difference between Tables 4 and 2 is in the extracellular equation. The single cell stochastic model ignores the extracellular concentration change due to the population. Consequently, the extracellular concentration of the single cell model is a stochastic process included in the probability function. On the other hand, the extracellular variable C X of population balance model is deterministic. The simulation of pCF10 conjugation system from Fokker-Planck equation of single cell stochastic model is shown as Fig. 3a . Notice that the bimodal distribution is consistent with steady state values shown in Fig. 2 . Although incorporating stochasticity allows the single cell model to analyze cell random behavior, its result cannot be interpreted as a population distribution but only as the probability distribution of a cell.
Different predictions from population balance model and single cell stochastic model
The population balance model of this paper provides the appropriate tool for curing the foregoing drawback of a single Transcription rate of Anti-Q, DNA in un-loop form 0.0014 (nM/s)
Generation rate of PrgB 0.01
Generation rate of extracellular inhibitor, iCF10 0.002
Generation rate of pheromone, cCF10 0.001
Importation rate of inhibitor, iCF10 0.001
Importation rate of pheromone, cCF10 0.000258
Equilibrium constant of Q pre and Anti-Q interaction 0.0443
Equilibrium constant of DNA binding reaction 1000 -
Degradation rate of Q s mRNA 0.001
Degradation rate of Q L mRNA 0.100
Degradation rate of Anti-Q RNA 0.000136
Degradation rate of extracellular inhibitor, iCF10
Degradation rate of intracellular inhibitor, iCF10
Degradation rate of intracellular pheromone, cCF10
Degradation rate of PrgB protein 1.00E a The values are adopted from those used for a similar reaction system (Tomshine and Kaznessis, 2006) . Fig. 2 . The bistability of pCF10 conjugation system. The deterministic equations formulated according to mass action law are featured with bistability in pCF10 conjugation system with the parameter values shown in Table 3 . Bistability occurs as a consequence of two (stable) steady state protein levels, one at the low end representing the ''off'' state, and the other at the high end representing the ''on'' state for a given concentration of cCF10 within a suitable range, 25.9-31.7 nM for this case. The middle steady state is unstable. Through bistability a cell behavior becomes switch like, either ''off'' or ''on''. For a constant cCF10 concentration, a jump from ''off'' state to ''on'' is not possible for deterministic model but possible for stochastic model.
cell stochastic model by inclusion of accounting for the reciprocal interaction between the cells and their environment. The simulation of this model is done for three cases.
Case 1. We assume that the volume of the culture is increasing at a rate such that the total number density is independent of time. This assumption is made to allow an eventual steady state in the system. The computational procedure in Section 1.2 is used by assuming that the number density is constant. Further, it is assumed that cCF10 is held constant in the cells' environment by a suitable external add-in. Such situations have been dealt with experimentally (Leonard et al., 1996; Kozlowicz et al., 2006; Fixen et al., 2007; Chandler and Dunny, 2008) . The Ito version (7) of Eq. (9) is solved sample path wise simultaneously with the equations for the extracellular variable identified for this case in Table 2 which is reproduced below after substituting for the vector _ C X , recognizing that C 1 remains constant.
Here again we have dlnV=dt ¼ m d as in Eq. (12) as the rate of expansion for the extracellular environment for the single cell and 
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Bx c ðxc9CÞB 2 6 6 6 6 6 6 6 6 6 6 6 4 3 7 7 7 7 7 7 7 7 7 7 7 5 the entire well-stirred culture (for the population) is the same. Eq. (13) maybe rewritten as
The simulation is shown in Fig. 3b assuming a well-stirred system described by equations in Table 2 . The population balance model clearly produces a qualitatively different result from that of the single cell stochastic model as the former produces a unimodal distribution while the latter obtains a bimodal distribution. Compared to Fig. 3a (cell in isolated circumstance) , cells in Fig. 3b (well-stirred system) have less ability to spread drug resistance because all cells are at ''off'' state. In general, a planktonic cell moves in the culture medium so that the wellstirred assumption may be plausible. For a cell immobilized by an extracellular matrix, such as biofilms (Kristich et al., 2004) , an isolated situation may be possible (Redfield, 2002) . In fact, unpublished results of collaborating group show unimodal distributions for cells in planktonic growth and bimodal distribution for biofilm growth. The simulation of this process is possible with the population balance model for sessile cells in Section 4.1. Computational effort required for this simulation is in progress and the results will be reported in a future publication as part of an extended investigation relating population balance models of drug resistance transfer to experiments.
For the purposes of this paper, we consider two other cases.
Case 2. We consider the same environment as in Case 1 with the following difference. We hold the culture volume constant but allow the population of donor cells to increase exponentially. We also consider a growing population of recipient cells which contribute cCF10 with no external add-in of this signaling molecule. The required equations are shown in Table 2 . The extracellular variable equations for this case becomes
where N ro is the initial number density of recipients and m r is its Specific growth rate. The solution of stochastic equation (7) simultaneously with (15) proceeds as discussed in Section 2. The results, presented in Fig. 4 , include both the protein distribution and the number density in terms of protein levels. That there can be no strict steady state is reflected in the drifting protein distribution to higher protein levels with time shown in Fig. 4a . This is because of recipient cells continually contributing cCF10 for protein expression. Fig. 4b shows the number density reflects its obvious increase due to replication.
Case 3. In this case, we alter Case 2 by including the conjugation process with transformation of recipient cells to donor cells assuming that such a transformation occurs immediately following conjugation. The model further assumes that the protein distribution in the new donor cells is the same as those in the old donor cells conjugating with the recipient cells. Relaxing this assumption, which is introduced to simplify the model, would considerably increase the complexity of the model.
The governing equations are readily written as follows. The rate of conjugation is assumed to depend on the protein level in the conjugating donor cell.
The Fokker-Planck equation (9) and the transformation (11) continue to be applicable with m(t) to be replaced by
where k con is the rate constant for conjugation of donor cells with recipient cells including the proportionality constant for PrgB. The differential equation for the recipient cells is given by
The environmental variable equations are given by
while the differential equation for C 2 remains the same as in (15). Eqs. (17) and (18) must be solved simultaneously with
The computational procedure involves solution of Eq. (7) for computing the right-hand sides of Eqs. (15), (17) and (19). The results of computation are presented in Fig. 5 for the number density (5a) as well as the probability density (5b). Both show protein level distributions increase at the beginning, subsequently decreasing because of an increase in the number of donors from transformed recipient cells. It must be noted, however, that these results were obtained for models with simplifications that are not necessarily true. 
Concluding remarks
The motivation of this paper has been to expound a methodology of population balances that includes stochastic particulate behavior for application to a general class of important biological applications in which gene regulatory processes play a significant role. This paper shows that population balance models can display substantially different dynamic behavior relevant to the applications from the single cell approach that has been used in the literature for the analysis of gene regulatory processes. A particularly interesting extension of this work is the study of conjugation including recipient and donor cell populations in the spread of infection. initial condition of C Y at t ¼0 f X (x,r,t) probability density function, f X (z,r,t) ¼n X (z,r,t)/N(r,t)
give the initial condition of n X at t¼0 f Y (y,r,t) probability density function, f Y (z,r,t) ¼n Y (z,r,t)/N(r,t) f Z (z,r,t) probability density function, f Z (z,r,t)¼n Z (z,r,t)/N(r,t)
give the initial condition of n Z at t¼0 J Jacobian of the forward transformation, J(r,t9r o ) 9qR/qr o 9 m number of stochastic variables n number of deterministic variables N(r,t)
total number density at location r and time
initial condition of N(r,t) at t ¼0 N X total flux, including convection and diffusion, of extracellular variables relating to stochastic intracellular variables N Y total flux, including convection and diffusion, of extracellular variables relating to deterministic intracellular variables N Z total flux of extracellular variables due to convection and diffusion n X (x,r,t) number density, R n Z (z,r,t) dy¼n X (x,r,t) n Y (y,r,t) number density, R n Z (z,r,t) dx¼n Y (y,r,t) n Z (z,r,t) number density, number of cells per unit volume of both internal and spatial coordinates ðA:3Þ
where
However, the responding time for RNA variable is much shorter than protein and peptide. A quasi-steady-state assumption can be applied while formulate the chemical master equation by separating variables xinto x s and x f , the slow and the fast reaction species. The probability can be described by P(x,t) ¼P(x s ,x f ,t)¼ P(x f 9x s ,t)P(x s ,t) with dPðx f 9x s ,tÞ=dt % 0, refer to Rao and Arkin (2003) For convenience, we further put all variables together as Eq. (A.7) which is shown in Table 2 .
@Pðx,tÞ @t
þ r x U _ Xðx9CÞPðx,tÞ
First, we combined the drift term of fast reaction species, x 1 , x 2 and x 3 with _ X s ðx s 9CÞ to make _ Xðx9CÞ. And then, to formulate
B, we put zero for the diffusion terms of x 1 , x 2 and x 3 as there are no random.
Appendix B
B.1. Number density
We consider a cell population with intracellular state variables described by a vector z (x,y), which distinguishes between n stochastic variables (processes) x and m deterministic variables y. The stochastic variables are associated with the gene regulatory processes. Further we let the spatial coordinates of the cell be represented by r. The number density representing the number of cells per unit volume of both internal and spatial coordinates is denoted n Z (z,r,t). If this number density is integrated over the entire domain of all the m intracellular variables in y, we obtain the number density in terms of only the stochastic variables x. Conversely, integration of n z (z,r,t) over all x variables will yield the number density in terms of only y. In other words, we may write Z n Z ðz,r,tÞ dy ¼ n X ðx,r,tÞ,
The integration range in Eq. (B.1) is understood to be over all positive values of cellular variables. The cellular environment is characterized by a vector C of concentrations of nutrients, signaling molecules, and products of cellular activity, which may depend on spatial and temporal coordinates. The vector C is regarded as deterministic although it may contain stochastic components transported out from within the cells because it is assumed that there are a large number of cells of each state. The total number density N(r,t) at location r and time t is given by Nðr,tÞ ¼ Z n Z ðz,r,tÞ dz ¼ Z n X ðx,r,tÞ dx ¼ Z n Y ðy,r,tÞ dy ðB:2Þ
It is also useful to recognize probability density functions f Z (z,r,t), f X (x,r,t), f Y (y,r,t) so that We describe the foregoing situation as separation between the processes of cell growth and metabolism from the gene regulatory process of interest and will refer to it as independence between the gene regulatory process and cell division process.
B.2. Growth, intracellular kinetics
The rate of change of the intracellular state vector z is denoted by _ Zðz9CÞ which displays dependence on the internal state z, the local cell environment C, and freedom from explicit dependence on cell location although spatial dependence is inherited through that of the environment. Note that _ Zðz9CÞ can be obtained by the product of stoichiometric matrix A Z and intracellular reaction vector c, _ Zðz9CÞ ¼ A Z c. We may further note that _ Zðz9CÞ comprises _ X Z ðz9CÞ referring to the mean rate of change of stochastic intracellular variables x and _ Y Z ðz9CÞ referring to the deterministic intracellular variables y. The change in the stochastic variables x during a small interval dt is expressed as _ X Z ðz9CÞ dt þB Z ðz9CÞ dW, the first term denoting the mean change and the second a stochastic change represented by the standard Wiener process increment dW. The matrix B Z (z9C) is (n Â n) so that the matrix product B Z ðz9CÞB T Z ðz9CÞ is an (n Â n), symmetric matrix which will appear in the treatment to follow. The reader, unfamiliar with the standard Wiener process is referred to Gardiner (1997) . We simply note here that dW consists of n (independent) standard Wiener processes characterizing the stochastic variables in the gene regulatory process of interest. Further, the standard Wiener process has the property that its expectations E dW¼0, E dW 2 ¼dt.
Note the dependence of all the above kinetic expressions on the entire intracellular vector z and the local environmental vector C. It is further useful to define the following y-or x-averaged kinetics _ Xðx,r,t9CÞ which shows freedom from the spatio-temporal dependence of these averaged rates displayed in Eq. (B.5). The arrow is used to signify the replacement of the term appearing to the left of it by that which appears to its right. We may also define the following y-averaged matrix B X (x,r,t9C) as below
T Z ðz9CÞn Z ðz,r,tÞ dz n X ðx,r,tÞ ðB:7Þ
If, however, the y-variables are not involved in the stochastic gene regulatory processes, B Z will only involve the stochastic variables x, in which case Eq. (B.7) would imply that the matrix B X will be free of spatio-temporal dependence so that the notation B X (x9C) may more appropriately replace B Z (z9C). It is desirable to recognize among the extracellular concentration variables, those that are associated with the stochastic gene regulatory intracellular variables x, and denote them by C X . Similarly we let C Y denote extracellular concentration variables associated with the deterministic intracellular variables y. Thus the term B X (x9C) may be more appropriately denoted as B X (x9C X ) if extracellular variables C Y do not affect stochastic behavior of gene regulatory variables. Thus in Eq. (B.6) we may replace _ Xðx9CÞ by _ Xðx9C X Þ and _ Yðy9CÞ by _ Yðy9C Y Þ.
B.3. Cellular displacement
Cells may undergo spatial displacement depending either on external mixing devices or because of other mechanisms such as positive or negative chemotaxis. In biofilm environments, cells may be sessile. Since it is not our goal to address in detail the mechanism of such displacements, we will merely denote the rate of spatial cell displacement by _ R Z ðz9CÞ without reference to possible dependence on concentration gradients. We may also derive a cell displacement rate by averaging over all stochastic variables by _ R Y ðy,r,t9CÞ 
Also to be noted is the insertion of C X and C Y in place of C to account for the assumption of growth and cell division being separated from the specific gene regulatory process.
B.6. Balance equation for cellular environment
Eq. (B.11) must be coupled to an equation for mass conservation of environmental components that are exchanged between the biotic and abiotic phases. This is readily identified as In addition, we must recognize that the flux of cells must vanish at the boundary of the domain to which they are confined in internal as well as external coordinates. For an open system, it is of course possible to entertain cells entering the spatial domain of interest through some boundary by stipulating the flux there.
B.7. Some preliminary considerations
Our considerations in this section are designed towards generating reasonable circumstances under which mathematical solutions can be obtained to the problem just defined. If Eq.(B.11) is integrated over the entire domain of all stochastic variables we obtain from using the vanishing of the flux at the boundary the following equation: The solution to this problem as it has been addressed by numerous investigators in the literature over the last few decades (Subramanian et al., 1970; Subramanian and Ramkrishna, 1971; Mantzaris, 2006) for varying degrees of complexity with respect to the choice of intracellular variables y. We have thus the means to compute m(r,t9C Y ), C Y (r,t).
