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Résumé et mots clés
La classification des images sonar est d’une grande importance dans différentes applications réalistes. C’est
le cas pour la navigation sous-marine ou pour la cartographie des fonds marins. La plupart des approches 
utilisées pour la caractérisation des sédiments marins est fondée sur l’utilisation des méthodes d’analyse de
la texture. En effet, les images sonar présentent différentes zones homogènes de sédiments qu’on peut 
considérer comme des entités de texture. En général, les paramètres texturaux extraits sont nombreux et ne
sont pas tous pertinents, une extraction et/ou réduction de ces paramètres parait nécessaire avant l’étape de
la classification.
Nous présentons dans cet article une chaîne complète de classification des images sonar en essayant 
d’optimiser les différentes étapes de cette chaîne. Pour l’élaboration de cette chaîne, nous nous fondons sur le
processus d’extraction de connaissance à partir de données.
L’environnement sous-marin a un caractère incertain, ce qui se reflète sur les images obtenues à partir des
capteurs utilisés pour leur élaboration. Il est donc important de développer des méthodes robustes afin de 
lutter contre ces imperfections. Dans ce cadre, nous résolvons ce problème de deux façons différentes en 
utilisant dans un premier temps des méthodes de classification classiques comme les machines à vecteurs de
support ou les k-plus proches voisins et dans un deuxième temps des méthodes de classification floues ou
crédibilistes. L’approche de la régression par SVM que nous avons introduite permet une modélisation des
imperfections des données.
Nous présentons alors les résultats obtenus en utilisant différentes approches pour l’analyse de la texture et
pour la classification. Nous utilisons des approches fondées sur les théories de l’incertain pour pallier au 
problème des imperfections présentes sur les images sonar.
Classification, extraction de paramètres, sélection de paramètres, algorithmes génétiques, caractérisation de
sédiments, sonar, texture, SVM floue et crédibiliste.
Abstract and key words
Sonar images classification is of great importance for various realistic applications such as submarine navigation or 
seabed mapping. Most approaches developed or used in the present work for seabed characterization are based on the
use of texture analysis methods. Indeed, sonar images have different homogeneous areas of sediment that can be 
1. Introduction
Les ondes électromagnétiques et la lumière pénètrent d’une
manière faible dans l’eau, contrairement aux ondes acoustiques
[Legris et al., 2003] qui se propagent plus aisément (car la por-
tée des sonars d’imagerie reste tout de même limitée) dans les
fonds marins. Ainsi la seule façon d’imager de grandes zones
sous-marines est d’utiliser les ondes acoustiques. Une image
sonar est obtenue à partir d’une émission acoustique en utilisant
un sonar remorqué par un bateau. Chaque signal émis est réflé-
chi sur le fond puis reçu sur l’antenne du sonar avec un retard et
une intensité variable. Plusieurs applications de l’imagerie
sonar sont répandues, par exemple pour la navigation des robots
sous-marins ou pour la cartographie des fonds marins [Legris 
et al., 2003], [Leblond et al., 2008].
Les images sonar présentent des zones homogènes de sédiments
qu’on peut considérer comme entités de texture (cf. figure 1).
Nous adoptons dans cet article le processus d’extraction de
connaissances à partir de données (ECD) pour la classification
des images sonar (cf. figure 2) en optimisant si besoin chaque
étape de cette chaîne. Ce processus adopté se décompose en
cinq étapes :
1. Acquisition des données : Pour une application donnée, elle
est faite en utilisant différents types de capteurs. Les données
acquises peuvent être de type et de nature différentes et dépen-
dent de ce que l’on recherche.
Une fois les données acquises, on possède ainsi une collection
volumineuse d’objets hétérogènes. On peut dès lors passer à la
phase d’extraction de paramètres texturaux pour bien caractéri-
ser ces objets.
2. Extraction de paramètres de texture : Elle est primordiale
dans le succès de la classification. Les données acquises seront
transformées pour donner les attributs (avec signification phy-
sique) les plus pertinents. La transformation de ces données est
particulièrement complexe.
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Lorsque l’étape d’extraction de paramètres de texture est termi-
née, le nombre de paramètres peut être important. Il convient
donc de faire une sélection parmi ces paramètres et/ou d’en
extraire des nouveaux par combinaison (linéaire ou non-
linéaire). Ceci est le rôle de la phase d’extraction-réduction de
paramètres.
3. Extraction-réduction de paramètres : Elle permet de réduire la
dimensionnalité des données et/ou d’extraire de nouveaux para-
mètres (sans avoir forcément une signification physique) plus
pertinents que les données de départ.
Les méthodes de réduction de dimension sont nombreuses et
ont pour objectif de conserver le maximum d’information dans
un espace de dimension inférieure. On fera ici la distinction
entre les méthodes d’extraction qui créent de nouvelles
variables à partir des anciennes et les méthodes de sélection qui
cherchent seulement un sous-ensemble d’attributs optimal sui-
vant un critère donné, ici les paramètres ne perdent pas leur
signification physique contrairement à la phase d’extraction.
Lorsque l’acquisition, l’extraction de paramètres de texture et la
réduction/extraction de paramètres sont achevées, il reste à
effectuer une classification sur l’espace des paramètres.
4. Classification : Il y a deux types de méthodes de classifica-
tion : les méthodes supervisées et les méthodes non supervisées.
Si l’on dispose d’un ensemble de données étiquetées, on parle
de classification supervisée, dans le cas contraire on parle d’une
classification non supervisée.
On distingue deux approches pour la classification supervisée :
(a) La recherche des frontières et de fonctions discriminantes,
par exemple la méthode des machines à vecteurs de support
(SVM),
(b) la recherche d’une partition de données en sous-ensembles,
par exemple la méthode des k-plus proches voisins.
Dans le cas supervisé, les classes d’appartenance des données
sont connues. La recherche des frontières entre les classes peut
être faite par la recherche d’une fonction discriminante, c’est le
cas pour la méthode des SVM.
viewed as texture entities. Generally, texture features are numerous and not all are relevant; an extraction-reduction of
these features seems necessary before the classification phase.
We present in this work a complete chain for sonar images classification while optimizing the chain steps. We use the
Knowledge Discovery in Databases (KDD) process for the chain development.
The underwater environment is uncertain, which is reflected on the images obtained from the sensors used for their
acquisition. Therefore, it is important to develop robust methods to these imperfections. We solve this problem in two
different ways : a first solution is to make robust traditional classification methods, such as support vector machines or
k-nearest neighbors, to these imperfections. A second solution is to model these imperfections to be taken into account
by belief or fuzzy classification methods.
We present the results obtained using different texture analysis approaches and classification approaches. We use other
approaches based on the uncertain theories to overcome sonar images imperfections problem.
Knowledge Discovery on Database, SVM, belief SVM, fuzzy SVM, Sonar Images, Texture, Extraction-reduction,
Classification, Evaluation.
5. Evaluation du système : Une fois la classification effectuée, le
système doit être validé et ce en utilisant des méthodes rigou-
reuses d’évaluation. En général l’évaluation est fondée sur un
critère visuel (on utilise une comparaison visuelle des résultats
de la classification automatique), cependant une mesure numé-
rique est plus fiable qu’une simple évaluation visuelle.
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Le système d’identification développé dans cet article est
constitué d’un outil d’analyse de texture des images sonar, d’ex-
traction-réduction de paramètres et d’un classifieur. Le système
identifie les sédiments marins comme les roches, les cailloutis,
les rides et les vases, en utilisant les paramètres calculés sur des
segments d’images sonar (cf. figure 1).
Ainsi, le présent article s’organise autour de quatre parties sui-
vies d’une conclusion. Nous présentons dans la première partie
l’étape de l’analyse de texture en donnant trois exemples à
savoir les matrices de cooccurrence, les ondelettes de Haar et les
filtres de Gabor. Nous donnons ensuite dans la seconde partie
une description des méthodes d’extraction et réduction de para-
mètres. La troisième partie traite de la classification à partir de
données avec des classes dures et floues en donnant le principe
des deux méthodes que nous allons utiliser, les SVM et la
régression par SVM sur les fonctions d’appartenances et crédi-
bilistes. Quant à la quatrième section, elle présente le principe
de la méthode d’évaluation automatique des résultats de la clas-
sification utilisée dans cet article. Ces différentes approches (de
texture, d’extraction et/ou réduction et de classification) sont
comparées en utilisant des méthodes d’évaluation automatique
sur des données sonar, dans la dernière section.
2. Analyse de la texture
Il existe plusieurs définitions de la texture, il est ainsi difficile
de donner une définition précise. Mais nous pouvons dire que la
texture est une zone de l’image qui présente certaines caracté-
ristiques d’homogénéité qui la fait apparaître comme une zone
unique.
Le but consiste à extraire d’une image présentant une texture
unique, un nombre de paramètres, censés être représentatifs de
la texture. Cette texture devra être aussi peu sensible que pos-
sible à des transformations de l’image qui laissent la texture
inchangée pour un observateur humain (en particulier la trans-
lation).
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Figure 1. Exemple d’une image sonar fournie par le GESMA
(Groupes d’Etudes Sous-Marines de l’Atlantique).
Plusieurs études ont été réalisées pour la caractérisation des
sédiments marins. Citons les travaux réalisés dans [Leblond et
al., 2005, Leblond, 2006] pour le recalage à long terme des
images sonar en se fondant sur la classification, et aussi les tra-
vaux de [Mignotte, 1998], [Thomas, 1998] et [Thourel, 1996]
pour la segmentation des images sonar. Dans [Vladan and
Gopakumar, 1999], les travaux sont aussi fondés sur le proces-
sus ECD pour la classification des images sonar mais avec des
classes différentes que celles utilisées dans notre étude. Ils uti-
lisent les cartes auto-organisatrices (Self Organizing Map ou
SOM, un réseau de neurones non supervisé) pour la caractéri-
sation des images sonar et les matrices de cooccurrence pour
l’analyse de la texture.
Figure 2. ECD pour la classification des images sonar.
L’étude de la texture a fait l’objet de nombreux travaux de
recherche qui ont engendré une multitude de méthodes d’ana-
lyse [Haralick et al., 1973]. Ces méthodes ont pour objet de
caractériser, décrire, discriminer, segmenter les textures. Nous
abordons ici différentes méthodes permettant l’extraction d’at-
tributs texturaux dans les images à niveau de gris. L’accent est
mis sur les matrices de cooccurrence, la transformée en onde-
letttes de Haar et les filtre de Gabor. Nous développons dans les
sections suivantes les trois techniques.
2.1. Matrices de cooccurrence
Cette approche est l’une des plus connues et des plus utilisées
pour extraire des caractéristiques de texture. Les matrices de
cooccurrence estiment des propriétés des images relatives à des
statistiques sur des couples de pixels [Haralick et al., 1973].
Une matrice de cooccurrence Cδ est une matrice de taille
NG × NG , où NG est le nombre de niveaux de gris de l’image.
Pour une direction θ et un déplacement δ donnés, l’élément
(i, j) de la matrice est défini par le nombre de pixels de l’image
de niveau de gris j situé à δ pixels d’un pixel de niveau de gris
i dans la direction θ .
Les matrices de cooccurrence sont de grande dimension (elles
sont de taille 256 x 256 pour une image codée sur 256 niveaux
de gris) et sont donc difficilement exploitables directement.
Afin d’extraire des attributs texturaux de ces matrices, 14 para-
mètres ont été définis par Haralick [Haralick, 1979]. Les six
paramètres les plus utilisés [Haralick et al., 1973] et que nous
employons dans cette étude sont : l’homogénéité, le contraste,
l’entropie, la corrélation, l’uniformité et la directivité. 
L’homogénéité qui a une valeur élevée pour des images uni-
formes ou possédant une texture périodique dans la direction δ
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où NG est le niveau de gris des imagettes.
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L’entropie qui a de faibles valeurs s’il y a peu de probabilités de
transition élevées dans Cδ, est définie par :
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où µx, σx, µy , σy représentent respectivement les moyennes et
écart-types des distributions marginales des éléments de la
matrice de cooccurrence. 
La directivité qui définit l’existence d’une direction privilégiée





L’uniformité qui caractérise la proportion d’un même niveau de






2.2. Transformée en ondelettes
La transformée en ondelettes est une technique en traitement du
signal qui permet de décomposer un signal (telle une image) en
différentes sous-bandes de fréquences et à des résolutions mul-
tiples [Mallat, 1989]. Pour chaque niveau de décomposition, les
sous-bandes de hautes fréquences capturent les discontinuités
du signal. Les sous-bandes de basses fréquences sont des sous-
images de l’image originale, avec des propriétés statistiques et
spatiales similaires à celles du signal original. Comme résultat,
les sous-bandes de basses fréquences peuvent être à leur tour
décomposées à des niveaux de résolution hauts. Typiquement, la
transformée en ondelettes est représentée par deux filtres passe-
bas et passe-haut avec plusieurs fonctions de base d’ondelettes
disponibles dans la litérature [Daubechies, 1992].
La théorie des paquets d’ondelettes, qui est une variante de la
transformée en ondelettes, a été motivée par la spécificité des
signaux « naturels ». La décomposition par paquets d’ondelettes
se réalise comme dans la formulation de base par une décom-
position en ondelettes mais s’effectue, dans le cas d’une image
par exemple, à la fois sur le signal d’approximation et sur le
signal de détail. Ce qui conduit à un arbre structuré (cf. figure 3)
donnant le signal image sur les différents canaux de fréquences
A(LL), B(HL), C(LH), D(HH) où L est un filtre passe-bas et H
un filtre passe-haut.
La transformation par ondelettes, pour des images texturées,
peut être récapitulée comme suit :
- Une image texturée donnée doit être décomposée, en utilisant
la transformée d’ondelette, en 4 sous-images, qui peuvent être à
leur tour décomposées en 4 sous-images. Plus précisément, si I
est une image texturée de taille m × n, les 4 sous-images obte-































g( j)I (2m − i,2n − j). (10)
où h et g sont, respectivement, deux filtres passe-haut et passe-
bas avec plusieurs fonctions de base d’ondelettes disponibles
dans la littérature [Daubechies, 1992]. 






























|Dds (i, j)|, (13)
où Dqs est le résultat de la décomposition q de l’image I et
s = 1, 2, 3 ou 4, l’indice de l’image résultat.
2.3. Filtres de Gabor
Les filtres de Gabor introduits par Gabor [Gabor, 1941] ont
montré des propriétés de localisation optimale dans les
domaines spatial et fréquentiel. Ils sont donc adéquats pour des
problèmes de classification de texture.
Dans le domaine spatial, un filtre de Gabor est une sinusoïde
autour d’une fréquence (A,B) modulée par une gaussienne
g(x,y) . C’est donc un filtre particulièrement adapté pour repé-
rer une fréquence particulière en un lieu donné de l’image étu-
diée. On peut l’écrire [Weldon et al., 1996] :
h(x,y) = g(x,y)e− j2π(Ax+By) (14)
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Dans plusieurs études, g(x,y) est une fonction supposée être
symétrique par simplicité. La réponse fréquentielle spatiale
H(a,b) du filtre de Gabor est :
H(a,b) = G(a − A,b − B) (16)
où :
G(a,b) = e−2π2σg(a2+b2) (17)
Le filtre de Gabor est un filtre passe-bande centré autour de la
fréquence (A,B) avec une largeur de bande déterminée par σg.
L’échelle (scale) du filtre est déterminée par la valeur de σg.
Plusieurs études ont été faites pour l’extraction de paramètres à
partir d’images filtrées par des filtres de Gabor. Une étude a été
faite dans [Grigorescu et al., 2002] pour comparer plusieurs
types de paramètres extraits incluant par exemple le paramètre
d’énergie, des moments complexes et l’image filtrée elle même.
On peut utiliser un banc de filtres de Gabor pour l’analyse de
texture des images. Un banc de filtres de Gabor est un ensemble
de filtres, chacun sélectionnant une fréquence et un angle parti-
culier dans l’image. Les filtres de Gabor sont très utilisés dans
l’analyse de textures [Leblond et al., 2005, Atallah, 2004]. 
Comme nous l’avons déjà vu, les filtres de Gabor sont, dans le
domaine spatial, des sinusoïdes modulées par une gaussienne.
Ils vont donc réagir aux différentes fréquences présentes locale-
ment dans les textures. On va donc pouvoir, à partir de ces
décompositions, extraire des attributs en vue de la classification.
Ces attributs sont calculés à partir de l’écart-type local (noté
stdGab) des sorties des filtres de Gabor sur 6 angles allant de
0° à 150° avec un pas de 30° et sur 5 échelles [Leblond et al.,
2005, Leblond, 2006] :
- la valeur moyenne sur tous les angles et échelles de stdGab
(notée Moy(stdGab) ),
- le maximum de stdGab normalisé par le premier paramètre
(noté Moy Ang90(stdGab) ),
- la moyenne de stdGab sur toutes les échelles mais seulement
dans la direction d’insonification et normalisée par le premier
paramètre (notée Max/Moy(stdGab) ),
- l’écart-type local de la luminance des images (noté std(lum) ).
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Figure 3. Décomposition en paquets d’ondelettes.
3. Extraction-réduction
de paramètres
Il y a deux raisons pour faire de l’extraction de paramètres avant
l’étape de la classification : ou bien les paramètres ne sont pas
tous pertinents, ou bien il y a une redondance dans ces para-
mètres. Par conséquent, l’extraction permet de simplifier la
représentation des données et aussi la tâche de la classification.
Les méthodes d’extraction de paramètres déterminent un espace
approprié (dans un cas linéaire ou non linéaire) à partir des don-
nées de départ. Les transformations linéaires comme l’analyse
en composantes principales ou l’analyse linéaire discriminante
sont largement utilisées. L’analyse en composantes principales
(ACP) calcule les plus grandes valeurs propres de la matrice de
covariance des données de départ. La transformation des don-
nées est définie par Y = H X, où X est la matrice de données de
départ, Y est matrice des données transformées et H est la
matrice de la transformation linéaire où ses colonnes sont les
vecteurs propres. Au contraire de l’ACP qui est une méthode
non supervisée (elle n’utilise pas l’information de l’apparte-
nance des données dans les classes) l’analyse linéaire discrimi-
nante (ALD), utilise cette information pour la projection.
L’ALD utilise le critère de Fisher qui cherche les vecteurs
propres de S−1w Sb (le produit de l’inverse de la matrice de cova-
riance inter-classe, Sw , et de la matrice de covariance intra-
classe Sb).
Il existe différentes façons pour définir des techniques d’extrac-
tion de paramètres non linéaires. Parmi ces méthodes, nous
trouvons l’ACP à noyau [Schölkopf et al., 1998], qui utilise un
noyau pour représenter les données dans un espace de grande
dimension (éventuellement infini) où on effectue une projection
par l’ACP classique. Une autre méthode non linéaire est l’ana-
lyse en composantes curvilinéaires (ACC) introduite par
Démartines [Demartines and Hérault, 1998] et sa version super-
visée que nous avons développée [Laanaya et al., 2005,
Laanaya et al., 2007b]. L’ACC cherche à préserver la topologie
locale des données de départ. En d’autres termes, elle préserve
les petites distances entre les données de départ. La version
supervisée utilise l’information sur la classe des individus ; elle
cherche à préserver la topologie locale des individus considérés
par classe ; pour deux individus x1,x2 ∈ RM de même classe, on
cherche y1,y2 ∈ Rm tels que d1(x1,x2) = ψd2(y1,y2) , où d1,d2
sont deux distances définies, respectivement, sur RM et Rm et ψ
une constante utilisée pour contrôler le degré de regroupement
des individus de chaque classe.
Notons que les paramètres ainsi transformés, en utilisant des
méthodes linéaires ou non linéaires pour l’extraction, peuvent
donner naissance à des paramètres plus discriminants que les
paramètres de départ (qui ont une signification physique),
cependant ces paramètres après la tranformation n’ont plus de
signification physique.
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4. Classification 
et évaluation
Nous présentons dans cette partie la méthode des machines à
vecteurs de support (SVM) sur laquelle est fondée notre sys-
tème de classification, nous donnons aussi, à titre comparatif, le
principe des k-plus proches voisins. Ces deux méthodes sont
supervisées et n’utilisent que des classes dures (i.e. l’apparte-
nance des données est choisie d’une manière unique parmi un
nombre fini de classes), contrairement aux méthodes de classi-
fication floue ou crédibiliste qui utilisent la notion des classes
floues, fondées sur les théories de l’incertain [Laanaya et al.,
2006c, Laanaya et al., 2007a].
L’évaluation des résultats de ces méthodes est un problème à
résoudre vu que la vérité terrain n’est pas connue avec certitude.
Nous présentons à la fin de cette partie la méthode d’évaluation
que nous avons utilisée dans cet article [Martin et al., 2006].
4.1. Machines à vecteurs de support
L’approche des machines à vecteurs de supports, initiée par
Vapnik [Vapnik, 1998], est une méthode de classification
binaire. Elle tente de séparer des individus issus de deux classes
(notées +1 et -1) en cherchant l’hyperplan optimal qui sépare les
deux classes en garantissant une marge maximale entre les élé-
ments des deux classes. Intuitivement, cela garantit un bon
niveau de généralisation car de nouveaux individus pourront ne
pas être trop similaires à ceux utilisés pour trouver l’hyperplan
mais être tout de même situés d’un côté ou de l’autre de la fron-
tière. Un autre intérêt est la sélection de vecteurs de support
grâce auxquels est déterminé l’hyperplan optimal. Les données
utilisées lors de la recherche de l’hyperplan ne sont alors plus
utiles et seuls ces vecteurs de support sont utilisés pour classer
un nouveau cas. Cela en fait une méthode très rapide. Ainsi, la
force des SVM tient à leur simplicité de mise en œuvre face à
des problèmes complexes et à des fondements théoriques
solides. Dans le cas où les données sont linéairement sépa-
rables, on cherche l’hyperplan y = w.x + b qui maximise la
marge entre les deux ensembles où w.x est le produit scalaire de





sous les contraintes :
yt (w.xt + b) − 1 ≥ 0 ∀t = 1,. . . ,l, (19)
où les xt ∈ Rp représentent les N données d’apprentissage, et
yt ∈ {−1,+1} la classe. Ce problème d’optimisation se résout
par la méthode de Lagrange.
Dans le cas où les données ne sont pas linéairement séparables,
les contraintes (19) sont relâchées par l’introduction de termes
positifs ξt. Nous cherchons alors à minimiser :
J = 1
2




sous les contraintes données pour tout t :
{
yt (w.xt + b) ≥ 1 − ξt
ξt ≥ 0
(21)
où C est une constante choisie par l’utilisateur. Le problème se
résout alors de manière similaire au cas linéairement séparable
par la méthode de Lagrange.
Afin de classer un nouvel élément x, il suffit d’étudier la fonc-
tion de décision donnée par :





t xt .x − b0), (22)
où SV est l’ensemble des vecteurs de support donné par
SV = {t;α0t > 0} pour le cas séparable et par
SV = {t; 0 < α0t < C} pour le cas non séparable, et αt ≥ 0
sont les multiplicateurs de Lagrange.
Dans les cas non linéaires, le principe des SVM est de projeter,
par une fonction noyau, les données de départ dans un espace de
grande dimension (éventuellement infinie). Ainsi la classifica-
tion d’un nouvel élément x est donnée par la fonction de déci-
sion :





t K (x,xt ) − b0) (23)
où K est la fonction noyau. Les fonctions noyau les plus utili-
sées sont soit du type polynomial K (x,xt ) = (x .xt + 1)d ,
d ∈ N, soit du type gaussien K (x,xt ) = e−γ ‖x−xt ‖2 , γ ∈ R+.
Le choix du noyau et l’optimisation des paramètres de celui-ci
reste délicat selon l’application.
Il y a différentes approches pour généraliser les SVM pour plu-
sieurs classes : d’une manière directe où on essaye de résoudre un
problème d’optimisation général ou bien en combinant les résul-
tats des classifieurs binaires par SVM, c’est le cas pour les deux
approches un-contre-un et un-contre-reste. Notons qu’il existe
différentes approches fondées sur le un-contre-un [Laanaya et al.,
2006b]. Nous avons utilisé, dans cet article, l’approche du un-
contre-un après la comparaison faite par [Hsu and Lin, 2002].
4.2. Les k-plus proches voisins
Soit X un ensemble de l individus répartis en N classes notées
Cq(q = 1,. . . ,Nc). Chaque individu x ∈ X est caractérisé par
un vecteur d’attributs à p composantes (x1,. . . ,xp) . Ainsi, il
sera représenté comme un point de Rp .
Soit x0 un nouvel individu. Le problème de classification
consiste à affecter l’individu x0 à une classe parmi les N classes
(x0 sera affecté à la classe la plus proche).
Pour les k-plus proches voisins, on choisit tout d’abord une dis-
tance dans Rp , on choisit ensuite les k-plus proches voisins de
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x0 à l’aide de cette distance. Parmi ces k individus, on identifie
la classe CN0 à laquelle appartient le plus grand nombre d’entre-
eux. C’est à cette classe CN0 que l’individu x0 est enfin affecté.
Cette approche s’applique sur des données avec des classes
dures, et peut être généralisée pour des données incertaines et
imprécises en se fondant sur les théories de l’incertain. Nous
citons par exemple les deux approches des k-plus proches flous
[Keller et al., 1985] et les k-plus proches voisins crédibilistes
[Denœux, 1995].
4.3. SVM floue et crédibiliste pour la régression
Différentes tentatives ont été proposées pour intégrer le flou
dans les SVM. Ainsi l’apprentissage peut être réalisé à partir
d’une pondération issue de fonctions d’appartenance [Han-Pang
and Yi-Hung, 2002]. Dans [Tsujinishi and Abe, 2003], une fonc-
tion d’appartenance est introduite pour lever l’ambiguïté dans
les zones d’ombre où la classification multi-classes est problé-
matique. Une autre approche proposée dans [Bi and Zhang,
2004] consiste à modéliser le bruit sur les entrées xi ,i = 1,. . . l
par des xi qui ne dépassent pas en norme un certain
δi ,i = 1,. . . ,l. Enfin [Hong and Hwang, 2003] propose une
régression sur des nombres flous triangulaires qui présente des
différences avec notre approche sur lesquelles nous reviendrons
plus loin (cf. section 4.3.3).
Nous proposons dans cette partie une méthode de classification
à partir de données floues ou crédibilistes fondée sur le principe
de régression des SVM [Smola, 1996]. En effet les fonctions
d’appartenance et les fonctions de croyance possèdent des pro-
priétés similaires qui sont introduites en tant que contraintes
dans l’approche d’optimisation.
Les machines à vecteurs de support offrent la possibilité de pro-
céder à une régression linéaire pour non plus prédire une classe,
mais une fonction quelconque [Vapnik, 1998]. Dans le cas de
fonctions à valeurs dans RN différentes solutions ont été appor-
tées, par exemple dans [Gunn, 1998, Smola and Schoelkopf,
1998] une régression simple est effectuée sur chacune des
dimensions. Dans le cas des fonctions d’appartenance ou des
fonctions de croyance la condition de normalisation impose de
considérer chacune des dimensions de la fonction à prédire
conjointement et de manière indépendante [Pérez-Cruz et al.,
2002, Fernandez et al., 2004]. Les contraintes classiques que
l’on peut considérer identiques des fonctions d’appartenance et
des fonctions de croyances que nous décrivons ci-dessous (à
valeurs dans [0,1] et dont la somme est 1), nous permettent de
réécrire la régression linéaire multiple tout en généralisant les
travaux de [Pérez-Cruz et al., 2002, Fernandez et al., 2004],
comme nous le montrons ci-dessous.
Hong [Hong and Hwang, 2003] propose une régression sur des
nombres flous triangulaires, il se place ainsi dans le cas d’une
régression multiple en dimension 3, uniquement, mais la diffé-
rence fondamentale avec notre approche vient des contraintes
sur les fonctions d’appartenance et les fonctions de croyance
décrites dans les sections 4.3.1 et 4.3.2.
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Nous avons situé cette approche dans la littérature [Laanaya et
al., 2006c]. Ainsi elle est novatrice par la prise en compte des
contraintes similaires de normalisation des fonctions de
croyance et d’appartenance dans le problème de régression mul-
tiple. De plus nous proposons ici d’employer une résolution du
problème d’optimisation pouvant gérer de grandes quantités de
données. Cette approche proposée fait l’objet de la section
4.3.3.
4.3.1. Fonctions d’appartenance
Les fonctions d’appartenance permettent de décrire une appar-
tenance floue à une classe. Ainsi l’appartenance d’une observa-
tion x à une classe Ci parmi Nc classes, est donnée par une
fonction µi (x) telle que :


µi (x) ∈ [0,1]
n∑
i=1
µi (x) = 1. (24)
Dans ce cas, nous considérons les classes floues. Dans le cas de
classes nettes, il est possible de considérer les distributions de
possibilité. Ces fonctions à valeurs dans [0,1] ont une
contrainte de normalisation différente de la somme précédente,
nous ne les étudions pas ici [Zadeh, 1978].
4.3.2. Fonctions de croyance
La théorie des fonctions de croyance est fondée sur la manipu-
lation des fonctions de masse. Les fonctions de masse sont défi-
nies sur l’ensemble de toutes les disjonctions du cadre de dis-
cernement  = {C1,. . . ,CNc } et à valeurs dans [0,1], où Ci
représente l’hypothèse « l’observation appartient à la classe i ».




mj (A) = 1, (25)
où m(.) représente la fonction de masse. La première difficulté
est donc de définir ces fonctions de masse selon le problème. A
partir de ces fonctions de masse, d’autres fonctions de croyance
peuvent être définies, telles que les fonctions de crédibilité,
représentant l’intensité avec laquelle toutes les sources croient
en un élément, et telles que les fonctions de plausibilité repré-
sentant l’intensité avec laquelle on ne doute pas en un élément.
Afin de conserver un maximum d’informations, il est préférable
de rester à un niveau crédal (i.e. de manipuler des fonctions de
croyance) pendant l’étape de combinaison des informations
pour prendre la décision sur les fonctions de croyance issues de
la combinaison. Si la décision prise par le maximum de crédibi-
lité peut être trop pessimiste, la décision issue du maximum de
plausibilité est bien souvent trop optimiste. Le maximum de la
probabilité pignistique, introduite par [Smets, 1990], reste le
compromis le plus employé. La probabilité pignistique est don-
née pour tout X ∈ 2 , avec X = ∅ par :
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|X ∩ Y |
|Y |
m(Y )
1 − m(∅) . (26)
4.3.3. Principe du SVM floue et crédibiliste pour la régression
Soient les vecteurs d’apprentissage xt ∈ Rp et les fonctions
associées yt ∈ RN , où N = Nc le nombre de classes dans le cas
des fonctions d’appartenance et N = 2Nc dans le cas des fonc-
tions de masse. Ainsi par la régression multiple linéaire, nous
cherchons une fonctionnelle f = ( f1,. . . , fN ) où les fn sont
linéaires, de forme fn(x) = wn .x + bn . Nous cherchons à déter-
miner cette fonctionnelle telle que pour les (xt ,yt ) de la base
d’apprentissage |ytn − wn .xt + bn| ne dépassent pas un certain
ε fixé pour tout n. Nous supposons ainsi que tous les points sont
à l’intérieur du cylindre défini par ε . Afin de généraliser, nous
associons un facteur C pour les points qui sont à l’extérieur du
cylindre défini par ε . Le problème d’optimisation convexe











(ξtn + ξ∗tn), (27)
sous les contraintes données pour tout t et tout n :


ytn − wn .xt − bn ≤ ε + ξtn,
wn .xt + bn − ytn ≤ ε + ξ∗tn,
N∑
n=1
(wn .xt + bn) = 1,
wn .xt + bn ≥ 0,





















































(wn .xt + bn)
)
où les η, α, β et γ sont les multiplicateurs de Lagrange et sont
positifs.
Au point selle du lagrangien L, on a pour tout t et tout n,












ηtn = C − αtn,
η∗tn = C − α∗tn,
(30)
avec σtn = αtn − α∗tn + βtn − β∗tn − γt .
En intégrant l’équation (30) dans le lagrangien (équation (29)),

























αtn(ε − ytn) (31)

















σtn xt .x + bn, (33)
où bn est déduite des conditions de Kuhn, Karush et Tucker :


αtn(ε + ξtn − ytn + wn .xt + bn) = 0,
α∗tn(ε + ξ∗tn + ytn − wn .xt − bn) = 0,
(C − αtn)ξtn = 0,
(C − α∗tn)ξ∗tn = 0,
βtn(wn .xt + bn) = 0,
β∗tn(1 − wn .xt − bn) = 0.
(34)
Si pour un t0 , αt0n ∈]0,C[ alors, ξt0n = 0, ainsi
bn = yt0n − wn .xt0 − ε , un raisonnement identique sur α∗
donne bn = yt0n − wn .xt0 + ε .
Si on suppose que la relation entre les xt et les sorties ỹt est non
linéaire, nous pouvons représenter les données de départ en 
utilisant un noyau. Ainsi le produit scalaire entre les données de
la base d’apprentissage peut être substitué par un noyau : le 
produit scalaire x .x ′ devient K (x,x ′). Une régression linéaire
peut alors s’appliquer dans l’espace de représentation. Pour une





σtn K (x,xt ) + bn . (35)
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À partir de cette approche de régression sur les fonctions d’ap-
partenance ou les fonctions de croyance, nous obtenons un clas-
sifieur en prenant la décision via le maximum des fonctions
d’appartenance ou le maximum de la probabilité pignistique.
Notons que cette approche est équivalente à l’approche directe
de SVM pour la classification avec plusieurs classes si
∀t = 1,. . . ,N ,∃n ∈ {1,. . . Nc}; ytn = 1 et yt j = 0, pour j = n.
La résolution du système d’optimisation de la régression par
SVM pour des problèmes de grande dimension nécessite des
mémoires de stockage de grande taille. Ainsi, l’application des
algorithmes d’optimisation classiques est difficile. Ces limites
ont été constatées dans [Laanaya et al., 2006c]. Une solution est
d’utiliser des méthodes d’optimisation itératives, où on essaye
de résoudre des sous-problèmes du problème principal [Osuna
et al., 1997]. Pour notre problème d’optimisation, nous avons
adapté la résolution par SMO (Sequential Minimal
Optimization) développée par [Platt, 1998] pour les machines à
vecteurs de support. Il résout des sous-problèmes de dimension
deux d’une manière analytique. Nous pouvons ainsi résoudre
des problèmes de grande taille avec une vitesse remarquable.







xT Qx + CT x
Ax = 0
0 ≤ x ≤ C
(36)
La matrice Q est de grande dimension, l’application des
méthodes classiques pour la résolution de tels systèmes est diffi-
cile vue le problème de stocker de telles matrices. Les méthodes
de décomposition sont utilisées pour pallier à ce genre de pro-
blème [Platt, 1998]. À la différence de la plupart des méthodes
d’optimisation où, à chaque itération, le x est mis à jour, les
méthodes de décomposition utilisent seulement un sous
ensemble des x pour chaque itération. Ce sous-ensemble noté B
donne un sous-problème à résoudre pour chaque itération. Le cas
extrême est celui du SMO où B contient deux éléments.
4.4. Évaluation de la classification
L’évaluation est utilisée pour valider le résultat de la classifica-
tion. Elle se place généralement après un résultat de segmenta-
tion et de classification. L’évaluation des résultats de la classifi-
cation consiste à confronter ses résultats avec une vérité. Elle
peut être « objective » (comme la vérité terrain) ou subjective
(dépendant de l’évaluation d’un expert). Un résultat de classifi-
cation est valide s’il ne remet pas en cause cette vérité, qu’elle
soit objective ou subjective.
On distingue les méthodes d’évaluation en deux catégories.
- Évaluation absolue : L’évaluation ne dépend que de l’objet à
évaluer. Pour le résultat, on utilise celui de la classification.
- Évaluation relative : L’évaluation dépend d’autres mesures
que celles évaluées (on utilise une vérité de terrain).
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La méthode d’évaluation proposée dans cette section, peut être
appliquée pour l’évaluation d’un algorithme de classification
des données où des étiquettes incertaines et imprécises sont
fournies. Nous ne considérons pas ici le problème de l’appren-
tissage sur les étiquettes incertaines et imprécises que nous
avons introduit dans la partie 4.3.3 : la classification peut être
faite par ce type d’algorithmes ou par d’autres.
4.4.1. Évaluation classique
Le résultat de classification d’une image peut être évaluée
visuellement en le comparant avec la vérité terrain (image de
référence). Mais, pour évaluer l’algorithme de classification,
nous devons considérer plusieurs configurations possibles.
Généralement, les algorithmes de classification sont évalués en
utilisant la matrice de confusion. Cette matrice (MC) est com-
posée par les nombres mci j des éléments de la classe i qui sont
classifiés en classe j . Nous pouvons normaliser cette matrice
pour obtenir des taux qui sont faciles à interpréter :





où Nc est le nombre de classes considérées et Ni est le nombre
des éléments de la classe i. Nous pouvons calculer à partir de
cette matrice de confusion normalisée le vecteur des taux de
bonne classification (TC) :
T Ci = Nmcii , (38)
un vecteur de probabilités d’erreur de classification (PE) :










et la probabilité moyenne pondérée des P Ei :
P Em =
∑Nc
i=1 Ni P Ei
N
. (40)
Cette erreur de classification est la moyenne des deux erreurs,
l’erreur qui correspond aux éléments de classe i et classifiés en
une autre classe (premier terme de (39)) et l’erreur qui corres-
pond aux éléments classifiés en j et qui appartiennent à la classe
i (deuxième terme de (39)). Ces erreurs sont appelées pour la
première erreur des éléments « faux positifs » (ou erreur du pre-
mier type) et erreur des éléments « faux négatifs » (ou erreur du
deuxième type).
4.4.2. Évaluation avec connaissance incertaine de la vérité terrain
Nous adoptons ici l’approche que nous avons développée
[Martin et al., 2006]. Supposons que l’information est donnée
par un expert sur chaque pixel d’une imagette de taille n × n.
Dans ce cas, cette imagette peut contenir plus d’une classe et
l’algorithme de classification ne donnera qu’une seule classe.
Dans ce cas, si M = (mci j )i, j=1,...,n représente la matrice de
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confusion, mcii sera mcii + Ni/n2 où Ni est le nombre de
pixels i dans l’imagette, et mci j,i = j = mci j + Nj/n2, où Nj est
le nombre de pixels j de l’imagette.
Dans le cas où l’expert donne un degré de certitude sur les
classes considérées, nous affectons des poids pour chaque degré
de certitude (par exemple 2/3 pour sûr, 1/2 pour moyennement
sûr et et 1/3 pour pas sûr). Ainsi, si on a une imagette de taille
n × n de classe i avec une certitude moyenne, alors, si l’algo-
rithme de classification trouve la classe i, le terme mcii sera
mcii + 1/2 sinon, si l’algorithme de classification trouve une
autre classe j alors mci j = mci j + 1/2.
5. Expérimentation
Nous appliquons les différentes approches étudiées des diffé-
rentes phases du processus ECD, en utilisant différentes combi-
naisons entre les méthodes d’analyse de la texture, d’extraction-
réduction de paramètres et de classification. Nous donnons les
résultats de la classification des images sonar entières par les
deux nouvelles approches floue et crédibilistes des SVM. Ces
deux approches sont comparées dans un premier temps avec les
SVM et les k-plus proches voisins sur des imagettes puis dans
un second temps avec les SVM sur des images sonar entières.
5.1. Base de données
La base de données est constituée de 42 images sonar fournies
par le GESMA (Groupe d’Etudes Sous-Marines de
l’Atlantique) ayant été obtenues à partir d’un sonar Klein 5400
au large des côtes finistériennes et de résolution de 20 à 30 cm
en azimut et 3 cm en portée. La profondeur des fonds se situe
entre 15 m et 40 m. Les images ont été constituées à partir des
données brutes i.e. signaux réverbés sur le fond et captés par le
sonar. Ces images ont été labellisées, par trois experts, à partir
d’un logiciel développé spécialement en spécifiant le type du
sédiment présent (sable, ride, vase, roche, cailloutis ou ombre)
(cf. figure 4) et le degré de certitude de l’expert (sûr, moyenne-
ment sûr ou non sûr). Parmi ces sédiments, nous avons consi-
déré trois classes distinctes, particulièrement importantes pour
la navigation sous-marine et les sédimentologues. 
Le tableau 1 dresse l’effectif des sédiments par expert sur la
base de données utilisées.
Dans un premier temps sont utilisées des imagettes homogènes
issues de la base de données des 42 images sonar. Nous consi-
dérons 3 classes choisies de façon à ce que les textures des
sédiments qu’elles contiennent se ressemblent : une classe pour
le sable et la vase, une classe pour les rides (pour différentes
orientations) et une classe pour les roches et les cailloutis. Nous
n’avons pas considéré les deux autres classes ombre et autre
puisque elles sont en trop faible nombre (cf. tableau 1).
La taille des fenêtres de la base de données est de 32×32 pixels
(soit environ 640×640 cm en prenant la moyenne sur chaque 6
colonnes des images sonar).
La deuxième étape où on classifie des images sonar entières est
conduite sur la base de données des 42 images sonar du premier
expert. Cette base de données est divisée en deux parties : une
base de données pour l’apprentissage de 24 images sonar et une
deuxième base de données pour le test de 18 images sonar. Nous
effectuons 10 tirages aléatoires de ces deux bases de données
pour avoir des résultats cohérents et significatifs. Le résultat de
classification est la moyenne sur les résultats de classification
des 10 tirages utilisés. Nous utilisons seulement les imagettes
homogènes des images de la base d’apprentissage pour l’ap-
prentissage du classifieur.
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5.2. Modélisation des fonctions floues et crédibilistes
Nous avons utilisé l’approche développée dans [Keller et al.,
1985] pour calculer la fonction d’appartenance des vecteurs
d’apprentissage que nous utilisons pour l’apprentissage du SVR
flou, et l’approche donnée dans [Denœux, 1995] pour estimer
les fonctions de masse que nous utilisons pour l’apprentissage
du SVR crédibiliste. 
L’approche développée dans [Keller et al., 1985] est celle d’un
k-plus proches voisins flou. Les fonctions d’appartenance d’un
vecteur d’apprentissage xt sont estimées dans un premier temps
par :
µi (xt ) = ki (xt )
k f
, (41)
où k f est le nombre de plus proches voisins choisi pour le voisi-
nage flou VK f et ki (xt ) = |Ci ∩ VK f (xt )| . Dans un second
temps, nous calculons la fonction d’appartenance pour un vec-









‖x − xtj ‖2
. (42)
où xtj , j = 1,. . . ,k sont les k-plus proches vecteurs de x et la
norme employée ici est la norme euclidienne.
L’approche proposée dans [Denœux, 1995] calcule une estima-
tion des fonctions de masses à partir d’un modèle de distance :
{
mk(Ci |x (t,k))(x) = αi eγi d2(x,x(t,k))
mk(|x (t,k))(x) = 1 − αi eγi d2(x,x(t,k)) (43)
où Ci est la classe associée à x (t,k), qui sont les k vecteurs d’ap-
prentissage les plus proches de la valeur x et la distance
employée est la distance euclidienne. αi et γi sont des coeffi-
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Figure 4. Exemple d’image sonar (fournie par le GESMA) et d’imagettes étiquetées.
Tableau 1. Nombre d’imagettes de taille 32×32 
de la base de données des trois experts.
Imagettes Expert 1 Expert 2 Expert 3
Roche 3134 4300 4192
Cailloutis 1446 2358 2612
Ride 3569 5835 3540
Sable 8521 11999 9062
Vase 13749 11632 11476
Ombre 44 1449 33
Autre 1 1424 395
Inhomogène 8533 7374 7687
cients d’affaiblissement, et de normalisation. Les k fonctions de
masse ainsi calculées pour chaque x sont combinées par la règle
orthogonale normalisée de Dempster-Shafer. Cette règle est










et m(∅) = 0. 
5.3. Résultats
Nous commençons par donner les résultats des expérimenta-
tions sur des imagettes homogènes en utilisant 20 tirages aléa-
toires pour avoir des résultats significatifs. Nous avons utilisé
6000 imagettes pour la base d’apprentissage et 3000 imagettes
pour la base de validation. Les résultats sont présentés sous
forme de matrices de confusion classiques normalisées. Nous
avons utilisé les SVM avec les paramètres par défaut de libSVM
[Chang and Lin, 2001] (C = 1 et un noyau gaussien avec
γ = 1/ l où l est le nombre de vecteurs de la base d’apprentis-
sage) comme classifieur de référence pour comparer entre les
différentes approches d’analyse de texture.
5.3.1. Comparaison entre les méthodes d’analyse de texture
Nous avons effectué des tests pour les différentes approches
d’analyse de texture, avec δ = 2 et θ = 0◦, 45◦, 90◦ et 135◦
pour les matrices de cooccurrence et un niveau de décomposi-
tion égal à 2 pour les ondelettes. Nous avons utilisé aussi le
regroupement des attributs texturaux de ces méthodes. La figure
5 donne les taux de classification obtenus pour les 20 bases de
données tirées aléatoirement. Les matrices de confusions
moyennes, les taux de classification globaux moyens (cf. sec-
tion 4.4.2) et les probabilités d’erreurs associées sont présentés
dans le tableau 2 pour le classifieur de référence SVM. 
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Ces résultats montrent que les paramètres calculés sur les
matrices de cooccurrence sont meilleurs en terme de taux de clas-
sification avec une différence significative avec les ondelettes de
Haar et les filtres de Gabor. Mais en terme de reconnaissance
classe par classe, on remarque que les trois approches arrivent à
détecter une partie importante de la classe des sables et des vases
(classe 3). Les matrices de cooccurrence donnent une meilleure
détection de la classe des roches et des cailloutis (classe 1) par
rapport aux ondelettes de Haar et aux ondelettes de Gabor, mais
les trois approches n’arrivent pas à séparer la classe des rides
(classe 2) des deux autres classes. Ceci est peut être dû à la non-
équirépartition des classes lors de l’apprentissage du classifieur.
En effet, la classe des sables et des vases est majoritaire par rap-
port aux deux autres classes (cf. tableau 1), le classifieur a ainsi
tendance à avoir une bonne capacité de généralisation pour la
classe majoritaire au détriment des deux autres classes.
Le regroupement des différents attributs texturaux améliore le
taux de classification dû à la bonne détection de la classe sable,
la classe majoritaire de la base de données. Mais, il a dégradé le
taux de détection de la classe roche cailloutis (classe 1) et de la
classe ride (classe 2) par rapport aux matrices de cooccurrence
qui donnent les meilleurs taux. Nous utilisons ainsi pour les
tests qui suivent le regroupement des attributs des trois
approches d’analyse de texture.
Les attributs extraits après l’analyse de texture peuvent être en
grand nombre, contenir des redondances, et ne pas être tous dis-
criminants. Nous en avons 25 à partir des trois méthodes d’ana-
lyse de texture vues précédemment sur les images sonar. Ces pro-
blèmes peuvent affecter la qualité de la classification et le temps
nécessaire pour cette tâche. On peut résoudre ces problèmes de
deux façons différentes : ou bien on calcule de nouveaux para-
mètres à partir des attributs originaux, ou bien on fait une sélec-
tion sur ces attributs. La première approche ne garde pas la signi-
fication physique des attributs, au contraire de la seconde
approche qui fait une sélection sur les attributs originaux.
Nous avons présenté en section 3 les méthodes classiques d’ex-
traction-réduction de paramètres. Nous les appliquons et étu-
dions ici dans le cas des images sonar.
Tableau 2. Performances de classification par le classifieur de référence SVM pour les différentes approches d’analyse de texture.
MC PE TC PEm
Cooccurence









 87.34 ± 1.24% 23.06±1.47%
Ondelettes









 83.28 ± 1.38% 32.76±1.66 %
Gabor









 80.98 ± 1.44% 37.05±1.71%
Regroupement









 87.85 ± 1.22% 24.45±1.50%
Le tableau 3 donne les matrices de confusion, les probabilités
d’erreur associées aux meilleurs taux de classification pour les
différentes approches d’extraction-réduction de paramètres et
pour les différentes dimensions de projection.
Rappelons que nous avons obtenu un taux de classification de
87.85±1.22 % avec les SVM sans extraction de paramètres
avec des probabilités d’erreur [20.35 33.10 20.06] (cf. tableau 2
p. 18). Les taux trouvés avec l’ACP et l’ALD sont supérieurs à
celui trouvé sans extraction de paramètres. Par contre l’ACC a
donné un taux inférieur et l’ACC supervisée donne un taux de
classification faible. En effet, nous avons obtenu un taux de
classification de 88.43±1.19 % en utilisant l’ACP avec seule-
ment 8 paramètres, 87.93±1.21 % en utilisant l’ALD avec 12
paramètres, 87.27±1.24 % en utilisant l’ACC et enfin, avec
l’ACC supervisée, nous avons obtenu un taux de 58.76 ± 1.77
% avec 2 paramètres. Nous remarquons toujours la faible détec-
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tion de la 2e classe (classe des rides) et la bonne détection de la
3e classe (classe du sable et de la vase). L’ACC donne une
meilleure détection, par rapport à l’ACP et à l’ALD, des deux
premières classes ; les classes minoritaires de la base de don-
nées. Nous remarquons pour l’ACC supervisée qu’une grande
partie de la première classe (la classe des roches et des caillou-
tis) et de la deuxième classe (la classe des rides) est classé en
sable et vase, qui correspond à la classe majoritaire de cette
étude.
Les paramètres extraits après les deux étapes de l’analyse de
texture et l’extraction-réduction de paramètres sont utilisés par
des méthodes de classification pour étiqueter les imagettes
associées à ces paramètres. Nous utilisons par la suite le regrou-
pement des attributs texturaux des différentes méthodes d’ana-
lyse de texture étudiées puisque elles donnent les meilleurs taux
de classification avec les SVM. Nous n’utilisons pas d’extrac-
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Figure 5. Classification par le classifieur de référence SVM sur les différents attributs texturaux.
MC PE TC PEm Nb. Par.
ACP









 88.43 ± 1.19% 21.81±1.44% 8
ALD









 87.93 ± 1.21% 23.26±1.48% 12
ACC









 87.27 ± 1.24% 20.93±1.42% 24
ACC-sup









 58.76 ± 1.77% 49.92±1.57% 2
Tableau 3. Extraction de paramètres après regroupement.
tion-réduction de paramètres puisque les approches étudiées
n’améliorent pas d’une manière significative les résultats de la
classification.
5.3.2. Comparaison entre les classifieurs
Le regroupement des paramètres calculés sur les images sonar
sont utilisés comme entrées des classifieurs.
Nous présentons ici une comparaison entre les quatre classi-
fieurs considérés : Les SVM, les k-plus proches voisins et les
deux nouvelles approches, les SVR floues (f-SVR) et les SVR
crédibilistes (b-SVR). Nous utilisons ces classifieurs avec des
paramètres que nous avons optimisés par les algorithmes géné-
tiques [Laanaya et al., 2006a] pour les SVM, les SVR floues et
crédibilistes et avec une recherche directe pour les k-plus
proche voisins.
Nous donnons dans cette partie une comparaison entre les
quatre classifieurs (k-plus proches voisins, SVM, b-SVR et 
f-SVR) avec leurs meilleurs paramètres respectifs :
1. pour les SVM avec un noyau gaussien et C = 213.37,
γ = 2−3.6563 pour le noyau gaussien.
2. pour les k-plus proches voisins : k = 15.
3. pour les SVR floues avec un noyau gaussien et
Cf = 27864.85, γ f = 0.123493, ε f = 0.000008.
4. pour les SVR crédibilistes avec un noyau gaussien et
Cb = 20188.34, γb = 0.088573 et εb = 0.000083
Notons que nous avons utilisé une version modifiée de libSVM
[Chang and Lin, 2001] pour implémenter les deux approches 
f-SVR et b-SVR.
Le tableau 4 dresse les matrices de confusions normalisées
moyennes, les taux de classification moyens et les probabilités
d’erreur moyennes sur les 20 tirages aléatoires.
Nous remarquons que les SVM donnent le meilleur taux de
classification (90.57±1.10 %). Ce taux est significativement
meilleur que ceux obtenus avec les k-plus proches voisins
(88.74±1.18 %), 87.66±1.23 % pour le f-SVR et 88.02±1.21 %
pour le b-SVR. En terme de détection pour chaque classe, nous
remarquons que les SVM arrivent à avoir une très bonne détec-
tion de la classe sable et vase (classe 3) et une détection assez
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bonne des deux autres classes. Les deux approches b-SVR et f-
SVR donnent une meilleure détection de la classe vase et sable
(classe 3) et une bonne détection de la classe roche et cailloutis
(classe 1) mais une classification moyenne de la classe ride
(classe 2). Les probabilités d’erreurs moyennes montrent que
les SVM commettent moins d’erreurs suivis des k-plus proches
voisins puis les deux approches floues et crédibilistes.
5.3.3. Application sur des images sonar complètes
Jusqu’ici, nous avons utilisé seulement des imagettes homo-
gènes. Nous présentons maintenant les résultats des expérimen-
tations sur les images sonar complètes. Pour cela nous avons uti-
lisé la méthode développée dans [Martin et al., 2006] pour l’éva-
luation des résultats de la classification. La base d’apprentissage
est constituée de 24 images sonar, les 18 images qui restent sont
utilisées pour la validation. La figure 6 montre l’exemple d’une
image segmentée manuellement et la même image segmentée
automatiquement en utilisant les SVM, le b-SVR et le f-SVR. Le
tableau 5 donne les codes des trois classes utilisées. La bande
rouge visible sur l’image obtenue en utilisant la segmentation
automatique montre l’effet de bord puisqu’on utilise des fenêtres
glissantes de taille 32×32 pixels et un pas de recouvrement de
28 pixels pour la segmentation automatique. 
Nous présentons dans le tableau 6 les résultats obtenus avec le
classifieur SVM optimal avec un noyau gaussien de
γ = 2−3.6563 et C = 213.37 et avec les deux nouvelles approches
les SVR floues avec un noyau gaussien et Cf = 27864.85,
γ f = 0.123493, ε f = 0.000008 et les SVR crédibilistes avec
un noyau gaussien et Cb = 20188.34, γb = 0.088573 et
εb = 0.000083.
Les résultats sont présentés sous forme de matrices de confu-
sion modifiées pour prendre en compte le degré de certitude de
l’expert comme présenté en section 4.4.2. La dernière ligne
donne le taux des imagettes des autres classes (ombre et autre)
qui sont classées en roche et cailloutis (classe 1), ride (classe 2)
ou sable et vase (classe 3).
MC PE TC PEm
k-ppv









 88.74± 1.18% 18.70±1.35%
SVM









 90.57 ± 1.10% 15.93±1.27%
f -SVR









 87.66 ± 1.23% 22.53±1.46%
b-SVR









 88.02 ± 1.21% 20.24±1.40%
Tableau 4. Résultats de classification avec différents classifieurs.
Nous avons obtenu des taux de classification de 85.04±0.03 %
pour les SVM, 84.26±0.07 % pour le b-SVR et 84.97±0.01 %
pour le f-SVR. Nous remarquons la faible détection par les trois
approches de la classe ride (classe 2) avec un avantage pour les
SVM. Ceci peut être remarqué sur la figure 6 où les deux
approches f-SVR et b-SVR n’arrivent pas à détecter la zone ride
et les SVM en détectent une bonne partie. La classe sable et
vase (classe 3) est bien détectée par les trois approches avec un
avantage pour le b-SVR et le f-SVR: 98.54 % de cette classe est
bien détectée par le b-SVR et 98.64 % pour le f-SVR, les SVM
en détectent 96.21 %. Le b-SVR et les SVM donnent la
meilleure classification de la classe roche et cailloutis (classe 1)
avec 77.68 % pour les SVM et 78.39 % pour le b-SVR et seu-
lement 71.93 % pour le f-SVR. 
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6. Conclusion
Nous avons proposé dans cette étude une chaîne complète de la
classification des images sonar fondée sur le processus d’extrac-
tion de connaissance à partir des données. Les résultats mon-
trent l’intérêt des méthodes développées, en particulier les deux
nouvelles approches, les b-SVR et les f-SVR. Ces deux
approches ont été utilisées pour remédier aux problèmes des
imperfections et des incertitudes des données traitées. Nous
avons montré que ces deux méthodes donnent de meilleurs
résultats sur des imagettes homogènes. Nous avons soulevé le
problème posé par l’automatisation des classifieurs SVM,
f-SVR et b-SVR (choix des paramètres C , γ pour le noyau
gaussien et ε pour le f-SVR et le b-SVR).
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Figure 6. Classification automatique d’une image sonar.
Tableau 5. Les trois classes considérées.
1ére Classe   2éme Classe   3éme Classe
Roche et cailloutis   Ride   Sable et vase


























PE [23.66 27.78 19.17] [21.31 34.69 22.28] [26.86 31.62 22.25]
TC 85.04±0.03% 84.26±0.07% 84.97±0.01%
PEm 23.54±0.02% 26.09±0.04% 26.91±0.05%
Tableau 6. Performances de la classification d’images sonar en utilisant les SVM, le b-SVR et le f-SVR.
Dans cette étude des paramètres fixes pour les différentes
méthodes d’analyse de texture ont été utilisés. Une étude de ces
paramètres peut être envisagée pour le choix des meilleurs para-
mètres. Une étude envisageable est la fusion entre les différents
résultats de classification, des images sonar complètes, des dif-
férentes approches étudiées vue que le résultat de classification
est différent d’une classe à une autre et d’un classifieur à un
autre [Martin, 2005].
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