Abstract-For the purpose of realizing highly-reliable volunteer computing (VC), this paper implements and evaluates a prototype VC system with credibility-based voting. The credibility-based voting is known as an efficient technique for eliminating incorrect calculation results. Although its theoretical performance has studied in detail and is shown to be better than a popular voting method, its real performance has not been evaluated yet. The implemented prototype VC system consists of a management server and a number of worker nodes. In the management server, each process including the credibility-based voting is multithreaded, and all informations are managed in a database (DB). It is found by performance evaluations that the credibility-based voting is most timeconsuming in all processes and the main cause is DB access. It is also shown that the multithreading is effective to reduce the waiting time of the credibility-based voting, thus reducing the overall execution time of VC.
I. INTRODUCTION
Volunteer Computing (VC) is a type of Internet-based parallel computing paradigm, which allows any participants on the Internet to contribute their idle computing resources (CPU cycles) toward solving large parallel problems. The example of VC includes SETI@home [1] , Folding@home [2] , and distributed.net [3] . By making it easy for anyone on the Internet to join a computation, VC makes it possible to build very large and high performance computing environment at a low cost.
One of the critical problems which must be addressed in VC is sabotage-tolerance. Due to the nature of allowing anyone to join the computations, incorrect results may be returned from participants. The incorrect results are generated by several reasons on participants' side (e.g. hardware/software errors, computer virus infection, or malicious behavior to falsify the computation). In today's VC systems, majority voting is widely employed for the problem. BOINC [4], a major VC middleware, uses m-first voting which simply collects m matching results for each computation.
To enhance the efficiency of the voting, credibility-based voting has been proposed [5] . This method conducts a weighted voting based on the credibility of each participant.
The key advantage of this method is the capability of guaranteeing the computational correctness mathematically. The theoretical performance has studied in detail and is shown to be better than the popular m-first voting. This method is also applied to the job scheduling problem of VC [6] . However, no study reveals its real performance in a real VC system.
In this paper, for the purpose of realizing highly-reliable VC, we implement and evaluate a prototype VC system with the credibility-based voting [5] . In the implemented VC server, each process including the credibility-based voting is multithreaded, and all informations are managed in a database (DB). Then, we reveal a bottleneck process in the VC server, and show the effectiveness of multithreading for the bottleneck.
The main contributions are as follows: 1) a prototype VC system with the credibility-based voting is developed, and confirmed the correct operation, 2) a performance bottleneck is found in the implemented VC server and the cause is identified, and 3) the cause of the performance bottleneck is relieved by multithreading.
II. VOLUNTEER COMPUTING A. Computation Model
A popular master-worker model is assumed as the computation model of VC. This model is used in almost all VC systems practically. The details of this model are summarized in Fig. 1 and below.
• A VC system consists of a management server (master) and W participant nodes (workers).
• A computation project to be processed in the system is composed of N independent jobs. • The master manages the computation project, and assigns a job to a worker at the request of the worker.
• Each worker executes an assigned job and returns the calculation result to the master.
• The computation project is completed when all N jobs are finished. In this model, there are f × W saboteurs, where f is a faulty fraction. Saboteurs return incorrect results with a 
B. Sabotage-tolerance Mechanism
To eliminate the effect of incorrect results, some sabotagetolerance mechanism must be used in VC.
1) m-first voting: In m-first voting, a master replicates a job and distributes them to several workers. The result which collects m matching values first is accepted as the final result for the job. In the practical VC systems like SETI@home [1] , m is set to 3. Since it has a minimum redundancy of 3 regardless of f , the performance of VC systems may be significantly decreased.
2) Spot-checking: In spot-checking, a master sometimes assigns spotter jobs whose correct results are already known to the master. Using this method, the master can directly check whether workers behave correctly or not. If a worker returns an incorrect result, the master recognizes the worker as a saboteur. In that case, the master can countermeasure against the saboteur by invalidating all results returned from the saboteur (backtracking), and/or preventing the submission of incorrect results any more (blacklisting).
3) Credibility-based voting [5] : In credibility-based voting, a master conducts a weighted voting which combines the functions of m-first voting and spot-checking. In this method, each system element such as worker, result, and job is assigned a credibility value which represents its correctness. This method decides the final results using those credibility values. The key advantage of this method is that this method can guarantee the correctness of results mathematically. Therefore, in this paper, we focus on this method for realizing a reliable VC.
We briefly present the definition of credibility and the method of determining the final results.
The credibility of worker w, denoted by C W (w), is determined by the number of times that w survives spotchecking, i.e., w returns correct results for spotter jobs. When w survives spot-checking k times, C W (w) is given by
where f max is a maximum faulty fraction assumed by master. The credibility of result r returned by worker w, C R (r), is equal to C W (w).
The results returned for a job are divided into g result groups G 1 , G 2 , ..., G g , each of which includes the results having the same value. The credibility of result group G a , C RG (G a ), is defined by
(5)
represents the probability that all results in result group G a is correct (incorrect). C RG (G a ) in (3) represents the conditional probability that the results in G a are correct and those in all other groups are incorrect. The credibility of job j, C J (j), is equal to the credibility of the result group that has the highest credibility in all result groups for j.
When C J (j) ≥ θ(= 1 − ε acc ), the result of G x is accepted as the final result of job j, and then job j is finished. ε acc denotes an acceptable error rate. The value of ε acc can be set in accordance with the reliability requirement imposed for the computation project. The credibility-based voting is an efficient voting method which balances the redundancy and the reliability of computations. However, to the best of our knowledge, no study reveals its real performance in a real VC system.
III. IMPLEMENTATION OF A PROTOTYPE VC SYSTEM
For the purpose of realizing highly-reliable VC, we implemented a prototype VC system with credibility-based voting. In this section, we describe the implementation of the prototype system, inclusive of processing for requests and DB access.
A. System Configuration
The VC system we implemented consists of a master and several workers as shown in the computation model in Section II. Figs. 2 and 3 show the configurations of the master and the worker, respectively. In both figures, squares of the solid line represent independent processes. Each process is implemented as a thread and works in parallel. In this system, the threads are implemented with Pthreads library of POSIX.
In the master, a FIFO queue is employed between two adjacent threads to pass data. Information about workers, jobs, and result groups is managed in the DB. Details of each thread are explained below.
• Accept Request This thread waits for the connection from workers by accept and connect functions (accept() and connect()) of BSD sockets API. When the master is connected from a worker, connect() returns a socket number which is used for subsequent communication with the worker. The socket number is stored in the FIFO queue to be passed to the next thread. This thread sends a job to the worker. When this thread selects a job to be sent, it checks whether the job is completed or not by inquiring to the DB.
This thread receives a result from the worker and then passes the result to the next Credibility Calculation.
• Credibility Calculation
This thread calculates credibility and performs the credibility-based voting.
In the worker, three threads run in parallel as shown in Fig.  3 . Main and Send Result threads are memory-resident, while Execute Job thread is forked by Main thread as necessary.
Details of each thread are explained below.
• Main This thread manages Execute Job threads and sends requests (Participate Request and Job Request) to the master. When sending Job Request, the worker ID obtained by Participate Request is also sent.
• Execute Job
This thread executes the assigned job. When the execution of the job is completed, this thread is killed.
This thread sends Send Result Request to the master to return the calculation result. In Send Result Request, the worker ID is also sent.
B. Database
In the prototype VC system, DB is implemented using MySQL. The DB consists of three tables, worker, job, and result group tables, as shown Fig. 2 . The data format of each table is shown in Table I . In these tables, Worker ID and Job ID are unique.
The master mainly accesses to the DB when executing Credibility Calculation. DB access differs depending on the type of received result.
• Normal Process When master receives a calculation result for a job j from worker w, then the master updates C RG (G a ) for 1 ≤ a ≤ g and C J (j) by the following procedures; 1) Add the job ID, the worker ID and the result into the result group table. 2) Get the data of all result groups for job j (i.e. the number of result groups g and the result values) from the result group table. 3) Get all w n worker IDs from the result group table, where w n represents the number of workers who return results for the result group G a . 4) Get w n values of C W (w) from the worker table to calculate C W (w), P T (G a ) and
and (5). 5) Update end flag in the job table when C J (j) ≥ θ(= 1 − ε acc ). (G a ) is calculated by repeating the above procedures 3) and 4) g times.
• Success Process When master receives a correct result for a spotter job from worker w, then the master updates C J (j) of all jobs executed by w. The master updates all C RG (G a )s by the following procedures; 1) Update credibility of w in the worker table.
2) Get all j n job IDs from the result group table, where j n represents the number of jobs whose results are returned by w. 3) Calculate job's credibility by the same procedures of 2) ∼ 6) in Normal Process. This procedure is repeated j n times.
• False Process When master receives an incorrect result for a spotter job from worker w, then the master deletes all results returned by w by the following procedures; 1) Get all j n job IDs from the result group table. 2) Delete all j n results from the result group table.
3) Calculate job's credibility by the same procedures of 2) ∼ 6) in Normal Process. This procedure is repeated j n times. In updating or deleting processes, the master locks and unlocks a line of a table in the DB. Locking and unlocking also need DB access.
We have confirmed the correct operation of the prototype VC system. Although a virtual job is used in the experiment in Section IV, actual jobs can be used as well for performing VC.
IV. PERFORMANCE EVALUATION

A. Experimental Overview
We evaluated the real performance of the credibility-based voting in the prototype VC system described in Section III. The prototype system consists of two PCs, one for master (OS: Vine Linux 6.2, CPU: Intel Core i7 3.4 GHz (4 cores), memory: 8 GB) and the other for workers (OS: Linux Mint 15, CPU: Intel Core i3 2.13 GHz (2 cores), memory: 3.7 GB). Workers are run in multiprocess on the PC as virtual workers. In the experiment, the workers send a request (either Job Request or Send Result Request) to the master per second and the master responds them. This process is continued for three minutes. The experimental parameters are shown in Table II . Since 100 workers send a request per second for three minutes, the total number of requests the master receives is 18,000. We measured average processing time, average waiting time, and average queue length of a request for four main processes in the master (i.e. Receive Request, Send Job, Receive Result, and Credibility Calculation).
B. Results for VC Server
Figs. 4 ∼ 6 show the experimental results. In the four main processes, Credibility Calculation has the longest processing time, waiting time and queue length, and others are much shorter than Credibility Calculation. This result indicates that Credibility Calculation is a bottleneck in the master. Fig. 4 also shows DB access time as a breakdown. The DB access time occupies almost 99% of the processing time of Credibility Calculation, meaning that DB access is the cause of the bottleneck.
To examine the Credibility Calculation process in detail, we measured the total processing time for the three processes in Credibility Calculation (i.e. Normal Process, Success Process, and False Process). Table III shows the breakdown of 18,000 processes. As shown in Table III , more than 90% is Normal Process. Since spot-check rate q is set to 0.1, the sum of Success Process and False Process is approximately equal to 10%. Although Success Process is less than 10%, the total processing time is significantly large compared to the other two processes.
Figs. 7 and 8 show the number of access times to the DB (access count) for Normal Process and Success Process, respectively. In both figures, x-axis is the order of the request received by the VC server. In Fig. 7 , the access count for each of 16,231 requests is almost constant. After the 10,001th request, the access count slightly increases, because each of 10,000 jobs has two results and information necessary for the credibility calculation is increased. On the other hand, in Fig. 8 , the access count in Success Process is quite large and has a tendency to increase gradually as the computation of VC proceeds. This is because the number of jobs executed by a worker (i.e. j n in Section III-B) is increased and the credibility of those jobs are recalculated. These results indicate that the processing time of the credibility-based voting is not negligible and the main cause is spot-checking which is the key to reduce the redundancy in the credibility-based voting.
C. Results for multithreaded VC Server
To reduce the processing time of Credibility Calculation, the number of threads for Credibility Calculation, t, is increased by multithreading. The same parameters are used as the previous experiment. Figs. 9 ∼ 11 show the average processing time, average waiting time, and average queue length for the number of threads. Fig. 9 shows that the average processing time decreases at first at t = 2, then begins to marginally increase with increasing numbers of threads. We think this is due to the overhead of thread switching. Figs. 10 and 11 show that the waiting time and the queue length drop sharply at t = 2, then decrease gradually. This result indicates that the sum of waiting time and processing time (i.e. time spent for a request) can be significantly decreased by increasing the number of Credibility Calculation threads.
To show the effect of multithreading on the overall execution time of VC, we evaluated the time to complete 4,000 jobs. Each job is the process of just waiting one second and returning a predetermined value as a correct result or a randomly chosen value as an incorrect result. Except the number of jobs, experimental parameters are the same as in Table II . Fig. 12 shows the execution time of VC as a function of the number of threads. The execution time also decreases significantly at t = 2 due to the reduction in the waiting time of requests. In this experiment, VC server of four Credibility Calculation threads provides the fastest execution time. Evaluation of the suitable server configurations for various VC environment is left as a future work.
V. CONCLUSION
In this paper, we implemented a prototype VC system with the credibility-based voting. In the implemented VC server, each process including the credibility-based voting is multithreaded, and all informations are managed in a DB. It is found by the performance evaluations that the process of the credibility-based voting is a bottleneck in the real VC system and it comes from the DB access to calculate credibility. Moreover, multithreading is shown to be effective to reduce the average waiting time of the bottleneck process As a future work, we will evaluate the performance of the prototype system in detail and show the suitable server configurations for various VC environment.
