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ABSTRACT
The goal of this work is to construct a simulation toolset for studying and improving
neuroprosthetic devices for restoring neural functionality to patients with neural disorders
or diseases. This involves the construction and validation of coupled electromagnetic-
neural computational models of retina and hippocampus, compiling knowledge from a
broad multidisciplinary background into a single computational platform, with features
specific to implant electronics, bulk tissue, cellular and neural network behavior, and
diseased tissue.
The application of a retina prosthetic device for restoring partial vision to patients
blinded by degenerative diseases was first considered. This began with the conceptual-
ization of the retina model, translating features of a connectome, implant electronics, and
medical images into a computational model that was ”degenerated.” It was then applied
to the design of novel electrode geometries towards increasing the resolution of induced
visual percept, and of stimulation waveform shapes for increasing control of induced
neural activity in diseased retina. Throughout this process, features of the simulation
toolset itself were modified to increase the precision of the results, leading to a novel
method for computing effective bulk resistivity for use in such multiscale modeling.
This simulation strategy was then extended to the application of a hippocampus pros-
thetic device, which has been proposed to restore and/or enhance memory in patients with
memory disorders such as Alzheimer’s disease or dementia. Using this multiscale model-
ing approach, we are able to provide recommendations for electrode geometry, placement,
and stimulation magnitude for increased safety and efficacy in future experimental trials.
In attempt to model neural activity in dense hippocampal tissue, a simulation platform
for considering the effects the electrical activity of neural networks have on the extracel-
lular electric field, and therefore have on their neighboring cells, was constructed, further
increasing the predictive ability of the proposed methodology for modeling electrical stim-
ulation of neural tissue.
For my parents, Chris and Sheri.
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Computational modeling is commonly used for designing and analyzing the efficacy
of neuroprosthetic electrodes used as therapeutic and/or rehabilitative devices for treat-
ing patients with neural disorders. In order to design effective biomimetic devices for
restoring functionality to impaired neural tissue, an understanding of the tissue’s natural
behavior, its response to stimulation, and any changes to the tissue’s behavior due to
the impairment is required. Computational modeling provides a means to investigate
each of these points, with tools existing for modeling neural tissue, matching experi-
mental results, as well as tools for modeling induced electric field in neural tissue due
to an externally applied stimulus. As computational ability increases and more thera-
peutic neuroprosthetic devices are introduced, computational tools continue to evolve.
Traditionally, modeling has been focused to individual disciplines. At a larger spatial
scale (order of µm to cm), numerical techniques in electromagnetics (EM) are used to
estimate the electric field in biological tissue due to given stimulus parameters, using
methods such finite-difference-time-domain (FDTD), finite element modeling (FEM), or
the admittance method (AM). While advantageous in their ability to predict electric field
patterns in biological tissue with complex heterogeneous anatomy, anisotropic dielectric
properties, and complex electrode geometries and electrical properties, such modeling
approaches neglect underlying neural behavior. An early approach to estimating neural
activity resulting from the change in extracellular electric field was through the application
of the activating function [4]. This function was derived from the Hodgkin-Huxley model,
noting that neural activation depends on the rate of change of extracellular electric field
with respect to distance along an axon. While useful for initial comparisons of different
electrodes and predicting hyperpolarization or depolarization of neural segments, the
2shape of the electric field pattern in extracellular space is certainly not the only factor in
neural activation. Inherent features of the neural tissue have been shown to greatly affect
the response to electrical stimulation, including accurate cellular morphology, network
connectivity (including excitatory synapses, inhibitory synapses, and/or gap junctions),
and biophysical properties. So, at a finer scale (pm to nm), computational techniques for
modeling nonlinear dynamics of cells and cellular networks, using tools such as NEURON
[5], have been used. Models in literature with morphological and topological properties
closely following experimental studies are widely available, allowing for cells of the tissue
of interest to be studied. This addresses the concerns of using purely EM-based approaches
for predicting the neural tissue’s response to electrical stimulation. However, cellular
models are typically considered in isotropic space, neglecting the effects of changes in the
extracellular electric field.
Combining methodologies at both scales into multiscale models has become more com-
mon, consolidating the complexities of heterogeneous tissue and how the EM patterns at
this scale affect the response at the cellular level. This approach is taken in this work, with
the overall goal of combining quantitative data from research conducted over the past few
decades into an effective predictive tool for understanding the interaction between neural
tissue and electrical stimulation, and applying it towards the design and innovation of
next generation neural stimulation devices. Specifically, a retina implant in human and
an experimental setup of rat hippocampus stimulation serve as test benches, towards
improving existing neuroprosthetics for treating blindness and memory disorders, respec-
tively. However, the proposed methodology is intended to be scalable to any neural
electrical stimulation application. This involves the construction and validation of such
coupled electromagnetic-neural computational models, application to electrode design,
and approaches to increasing the precision and efficiency of the computations.
1.1.2 Retina and Hippocampus Prosthetics
In diseases such as age-related macular degeneration (AMD) and retinitis pigmentosa
(RP), the retina degenerates over time leading to blindness. Systematically stimulating
surviving cells has been shown to restore partial vision, artificially inducing firing in retinal
cells [6]. While this type of system is able to induce some percept of vision that is invalu-
3able to blind patients, the goal of restoring their sight to a state of normal visual acuity has
yet to be accomplished and the implementation remains relatively crude. Since the intro-
duction of retina prosthetics, there has been research dedicated to increasing the resolution
of the perceived vision [7, 8]. Research on electrode configurations, stimulation schemes,
and pulse shapes provides steps towards the goal of high-resolution vision, equipping
engineers with tools for designing the next generation of retina prosthetics. However, our
belief is that insights into how to compile the results of different studies into the most
useful stimulation strategy can be accomplished through large-scale, connectome-derived,
multiscale modeling. In fact, to date the mentioned research has been conducted either
empirically, using finite element simulations of bulk-tissue and stimulation electronics,
single cell neural simulations, simplified networks of neural cells, or, in few cases, com-
binations of all above for multiscale approaches. Such approaches are oversimplified,
neglecting anatomical and electrophysiological features of neural degeneration, such as
cellular death and neural network remodeling, as discussed in more detail in Chapter
4. A more complex representation of the retina, for understanding the behavior of the
retinal circuitry during both natural sight and in a diseased state, is essential when trying
to replicate its functionality in a true biomimetic device. This allows for a virtual platform
for studying algorithms for optimal stimulation, aiding in existing experimental studies
[9, 10].
The hippocampus device considered in this work is a prosthetic for enhancing and/or
restoring memory accuracy and retention in patients with memory disorders, such as
Alzheimer’s disease or dementia. The hippocampus has been shown to be vital in encod-
ing and retaining long-term memory, with any impairment leading to memory deteriora-
tion. In order to address this and design a system to restore memory functionality, research
has been conducted to understand the factors within the hippocampus that are involved in
memory retention, concluding that the firing patterns between regions of the hippocampus
are vital in the encoding of long-term memories. Berger et al. have designed a system to
bypass impaired hippocampal regions [11]. This prosthetic records neural spiking patterns
from two regions, predicts if a memory will be encoded properly or not, and uses an
online model to predict the required firing patterns in the further upstream region for
a properly encoded memory. Stimulating electrodes are then used in attempt to induce
4the predicted patterns. This system has proven effective in restoring and/or enhancing
memory retention in rodents and primates [12]. However, a clear understanding of ideal
electrode placements, geometries, and stimulation patterns are relatively unknown, and
current knowledge is mostly based on empirical observations. Research by Berger et al.
has also been focused on understanding the neural circuitry in the hippocampus through
simulations of large-scale compartmentalized neural network model construction [13].
This is providing data on the factors involved in neural communication in this region, and
initial efforts to incorporate multiscale modeling of electrical stimulation with this neural
model have been attempted and are described in Chapter 6. As we move closer to possi-
ble clinical trials for helping human patients with memory disorders, this computational
modeling will prove useful as a predictive tool, aiding in the choice of ideal stimulation
parameters while avoiding tissue damage.
1.2 Overview
The overall goal of this work was to construct computational tools for providing rec-
ommendations for improving neuroprosthetics that use electrical stimulation to restore
neural functionality, focusing on retina and hippocampus prosthetic devices. Through this
dissertation, features of the computational modeling approach are addressed individually,
resulting in multiscale predictive models of retina and hippocampus. Through the con-
struction of these models, simulation studies provided recommendations of stimulation
waveform shape for increasing control of spiking patterns in diseased retina, an electrode
array geometry for increasing the induced visual resolution, and electrode placement for
hippocampus prosthetic experiments.
This involved first constructing a model with sufficient complexity and parameter
space to model both neural activity and how neural tissue responds to electrical stimu-
lation. Chapter 2 describes the conceptualization of this multiscale model of electrical
stimulation of retina. This began with exporting a connectome dataset that contains
accurate morphology from a segmented and transmission electron microscopy (TEM)
imaged rabbit retina (at a nanoscale resolution). In addition, it has been annotated with cell
and segment type at any given location, and all observed network connectivity, including
synapse type, location, and weight. The dataset was reformatted and compartmentalized
5in NEURON software [5], providing as realistic of a model of a retinal neural network as
possible. Biophysical models with Hodgkin-Huxley kinetics were applied to this model
and it was coupled with a three-dimensional (3D) heterogeneous model of retina and
implant electrodes. A combination of the Admittance Method and NEURON software was
used to simulate the neural network response to electrical stimulation. Chapter 3 discusses
the bulk resistivity used in the model discussed in Chapter 2, illustrating the importance
of the precision of the properties that the bulk-tissue is discretized by. A methodology for
computing effective bulk resistive properties of the retinal layers through the knowledge
of the cellular morphology was then proposed.
In the previous two chapters, biophysical models of retinal ganglion, amacrine, and
cone bipolar cells from literature were applied to each respective cell. However, such
biophysical models were constructed based on experiments using healthy retina that was
not suffering from degenerative disease, due to the lack of available models of diseased
retina. This is addressed in the work described in Chapter 4, in which the model was
enhanced to include features of diseased retina. A computational study was then con-
ducted in order to recommend a stimulation waveform shape tailored to retina that has
undergone cellular death and some neural remodeling that reduces the effects of degen-
eration and provides higher level of control over induced spiking, increasing the efficacy
of the electrical stimulation as a rehabilitative technique. Chapter 5 then proposes a new
electrode array geometry for increasing the resolution of the electrode array without the
need for added driver circuitry or additional physical electrodes through the addition of
”virtual” electrode sites on the array. The ability of this new design was illustrated using
the model described in the previous chapters.
In Chapter 6, this methodology of coupling the Admittance Method with NEURON
was translated to the hippocampus. A model of bulk hippocampal tissue was developed,
incorporating electrodes used in recent experiments for enhancing and/or restoring mem-
ory functionality. This was coupled with a pyramidal cell from literature and was used to
predict the most advantageous electrode placement that would require the least stimulus
current to cause a stimulation, to provide baseline stimulation magnitude and electrode
placement for future experiments. This model was then extended to include an existing
large-scale cellular network model of the dentate gyrus in the hippocampus to incorporate
6network functionality. The electrode placement for increased stimulation efficiency was
investigated, leading to proposed locations for inducing population firing with minimal
stimulation intensity.
A limitation of this study is the lack of incorporating how the electrical activity of each
cell affects its neighboring cells. This is an important consideration in hippocampus, due
to the high cellular density. The AM and NEURON were coupled in a feedforward fashion,
with the electric field from stimulating electrodes being computed then applied to a neural
network or single cell without consideration of how cellular behavior affects extracellular
electric field. In Chapter 7, a methodology is proposed for coupling the two toolsets into
a closed-loop simulation strategy, allowing for cellular behavior to alter the extracellular
electric field. Findings of the effects this may have on population firing behavior and
efficiency of stimulation are discussed.
1.3 Significance
The work in this dissertation resulted in the most applicable and precise multiscale
model for studying the response of degenerated retina to electrical stimulation to date.
By using connectome-derived modeling of the neural tissue, we were able to model the
spatial and temporal characteristics of neural network activity in the retina, incorporating
all connections observed within a volume of mammalian retina. Through the construction
of a computational model based on this invaluable metadata, connections within a real
sample of rabbit retina were considered and can be altered to mimic the remodeling and
neurodegeneration that retina endures during AMD or RP. This provides knowledge of
natural retina functionality that can aid in the next-generation of retina prosthetic stimula-
tion. In addition, applicable effective resistive properties of the bulk retinal tissue were
computed to properly link the tissue-level model to the cellular network model. The
proposed methodology for computing the resistive properties also leads to a means of
simulating recording electrode geometries, which may aid in the design of future mea-
surement setups. The accuracy in the simulation methodology was also improved. Rather
than an open-loop finite-element modeling (FEM) to NEURON simulation setup, as is
often seen in existing multiscale models in literature, a custom closed-loop simulation
framework was organized using the Admittance Method and NEURON, incorporating
7neural activity in the computation of extracellular electric field.
In hippocampus, far fewer modeling of electrical stimulation exists in literature. This
is likely due to the young stage of the memory-prosthetic that we are considering, which
is still in experimental stages. However, large-scale computational models incorporating
hundreds of thousands of virtual cells and synaptic activity have been developed [13].
Linking this with an AM model has resulted in a predictive tool for aiding in electrode
design and placement in future experimental studies.
Overall, the proposed computational modeling framework provides a more complex
representation of the retina, for understanding the behavior of the retinal circuitry during
natural sight is essential when trying to replicate it, and of the hippocampus to serve as
a predictive tool for animal studies towards a memory-rehabilitative prosthetic. Without
computational models with the proposed sophistication, desired stimulation configura-
tions are relatively unknown, and rehabilitative devices utilizing electrical stimulation for
selectively stimulating different cells or regions cannot reach their full potential.
CHAPTER 2
COMBINED NEURAL NETWORK AND
BULK-TISSUE MODEL OF THE RETINA
c© 2014 IEEE. Adapted, with permission, from: K. Loizos, G. Lazzi, J. S. Lauritzen, J.
Anderson, B. W. Jones, and R. Marc, ”A multiscale computational model for the study
of retinal prosthetic stimulation,” Proc. IEEE 36th Eng. Med. Biol. Soc. Conf., 2014, pp.
6100-6103.
2.1 Abstract
An implantable retinal prosthesis has been developed to restore vision to patients who
have been blinded by degenerative diseases that destroy photoreceptors. By electrically
stimulating the surviving retinal cells, the damaged photoreceptors may be bypassed and
limited vision can be restored. While this has been shown to restore partial vision, the
understanding of how cells react to this systematic electrical stimulation is largely un-
known. Better predictive models and a deeper understanding of neural responses to
electrical stimulation is necessary for designing a successful prosthesis. In this work, a
computational model of an epi-retinal implant was built and simulated, spanning multiple
spatial scales, including a large-scale model of the retina and implant electronics, as well
as underlying neuronal networks.
2.2 Introduction
Many people lose their sight due to retina degenerative diseases, such as macular
degeneration or retinitis pigmentosa, which destroy photoreceptors over time. However,
many retinal cells further downstream in their vision system remain viable. Artificial
stimulation of these cells via systematic electrical stimulation through an epi-retinal im-
planted electrode array has been shown to create some vision in blind patients [14]. Clin-
ical trials have been conducted to study the most advantageous stimulus parameters for
9such a system. The responses are based on the percept of the patient and have provided
thresholds for the magnitude of current required to elicit a visual response, as well as
described shapes and colors the subject sees [15]. These results are undeniably interesting
and patients are given the ability to see some objects again. However, the system is lacking
a correlation between the stimulus and the affected neural networks. The stimulation does
not restore the lower-level processing that occurs in the retinal layers, which accounts for
some contrast-detection, color, brightness, etc. [16] Simulations of the system that incorpo-
rate the complexity of the neural networks and the stimulation electronics could be used
for estimating the response and optimizing the stimulus towards this goal. Numerical
simulation methods, such as finite difference methods, have proven useful in studying
the path of current due to a given stimulus by discretizing a retinal tissue model based
on the tissue conductivity and solving for the voltage throughout the model. However,
these simulations lack the complexity and nonlinearity of the underlying neural networks.
Variations of cable equations have been used for studying the complex nonlinear behaviors
of single cells and networks of cells, predicting how they will respond to stimulation
[5]. However, they usually consider the cell to be in a homogeneous medium and do
not consider an accurate representation of the extracellular fields. Combining these two
techniques, we create a multiscale approach to modeling the affect of electrical stimulation
on retinal tissue, taking advantage of the benefits of both systems. By including the com-
plexity at the spatio-temporal scales of cellular networks, as well as the field calculations
throughout the tissue and implant electronics, we essentially link the system level with the
cellular level of the vision process in a single model. We apply a novel Admittance Method
for the extracellular voltage calculations [17], and NEURON software [5] for calculating the
effect at the cellular network level, using cellular models that are translated from a retina
connectome. This connectome is derived from Transmission Electron Microscopy (TEM)
images of rabbit retina [18], from which all observed cells and their morphological features
are labeled according to cell type and geometry, and all observed connections are noted.
Extracting this dataset and transforming it into a computational model has allowed for a
realistic application of spatially distributed electric field due to a stimulating electrode, as
well as resulting neural activity due to any existing interconnectivity. Software was written
to link these simulation platforms, providing the Admittance Method voltage results as
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boundary conditions for the extracellular space in NEURON simulations. NEURON is
then used to model the cellular activity. This model may serve as a platform for study-
ing retinal prosthesis design at a high level of detail, with the overall goal of advancing
epi-retinal prosthetic design to produce pseudo-natural vision to those who have lost their
sight. In the following sections, the specifics of this model and how it may be used to
simulate and study specific stimulation parameters are described.
2.3 Model
The multiscale model consists of two main components, one describing the retina at a
system level, and the other describing the cellular network level. Figure 2.1 provides plots
of both models in a diagram describing how they are correlated.
2.3.1 Large-Scale System Level
First, a large-scale model was constructed, containing the layers of the retina, the vit-
reous humor, and an implanted electrode array. The model was discretized into a three-
dimensional (3D) matrix of cubic voxels, each noted by a tag that is unique to a specific
material type. The curvature of the retina and the depth of the layers were based on
Figure 2.1. Diagram of multiscale model, including (a) 3D plot of the discretized model of
the retina with an electrode array and (b) top and side-view plots of the morphology of a
neural network considered for simulation, including two ON ganglion cells and 60 cone
bipolar cells.
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literature [17, 19]. The resolution of the model is 5 µm per voxel and the size is 400x400x300
voxels. Each retinal layer was rippled to represent a more accurate representation of the
boundary between layers. This was accomplished by varying the height of the layer due
to a given two-dimensional (2D) Gaussian plane. The height and width of the peaks in
the plane were chosen based on approximate density and size of the cells inside each
individual layer. After building the tissue model, a 2x3 electrode array was added on
top of the optic nerve layer in the retina, as shown in Figure 2.1. The electrodes were based
on the Argus-II design by Second Sight [20]. They are cylindrical with a diameter of 200
µm and a depth of 10 µm. Each voxel in the model is described by its resistivity. Values for
the resistivity of the retinal layers are as found in literature for low frequency (below 100
Hz), and the electrodes were approximated with the properties of platinum. The resistivity
values for all tissues are shown in Table 2.1 [17].
2.3.2 Small-Scale Cellular Network
A computational model of a cellular network in the inner plexiform layer of the retina
was built using highly anatomically and physiologically-accurate connectome data. These
data are based on nanoscale Transmission Electron Microscopy (TEM) images of rabbit
retina, augmented by picoscale ultrastructural reimaging [21, 22]. Thousands of observed
connections between cells in a 250 µm diameter sub volume of the inner plexiform layer
were quantified, providing accurate data for use in a computational model. For the pur-





Outer Nuclear Layer 60.00
Outer Plexiform Layer 70.00
Inner Nuclear Layer 65.00
Inner Plexiform Layer 18.00
Ganglion Cell Layer 70.00
Optic Nerve Layer 70.00
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poses of this work, sixty cone bipolar cells that communicate with two ON ganglion cells
were selected to be modeled and are shown in Figure 2.1. This 250 µm diameter model
was considered to be placed in the proper layers of the large-scale tissue model, residing
in the cell-body layers in the bipolar and ganglion cell layers, as well as the inner plexiform
layer between them, in which most of the communication between the two layers occurs.
By duplicating the cellular model, the entire ganglion, bipolar, and inner plexiform layers
in this model were populated with cone bipolar and ganglion cells. The morphology of




To simulate the electric field magnitude throughout the tissue-level model, a time-
stepping multiresolution variant of the admittance method (AM) was used [17]. In this
method, a matrix describing the admittance (G), or resistance, throughout the model is de-
fined. The diagonal of the matrix defines the resistance at each node, while the surround-
ing values define the resistances between nodes, producing a sparse, diagonal matrix. The
admittance is described in terms of the conductivity and the distance in the x, y, and z




A current vector (I) is then defined, with current values applied to whichever nodes con-
tain a source. A voltage vector (V) can then be solved for using G and I in the equation
below. The linear system of equations is solved using a biconjugate gradient algorithm.
G ∗V = I (2.2)
Prior to building and solving this system, a 3D multiresolution meshing algorithm is
applied to the model. It maintains minimal resolution surrounding boundaries, and in-
creases the voxel size further away where the fine resolution is unnecessary. For example,
near the boundaries between retinal layers, the resolution would remain 5 µm per voxel,
whereas towards the center of the layers, the resolution may be as low as 20 µm per voxel.
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By decreasing the number of nodes and edges, the computational complexity of the system
is decreased.
2.4.2 NEURON Modeling
The response to the electrical stimulation at the neural network level is solved for using
NEURON software. In NEURON, cellular segments are compartmentalized for solving
for membrane and axial parameters. The model is split into compartments based on the
type of neuronal branch and the change in geometry. Each compartment is modeled as a
tapered cylinder with a cable circuit model, describing the intra- cellular and membrane
properties as circuital elements. The user can define the conductance, resistance, etc., for
each compartment, as well as synaptic properties between cells. The retina connectome
used for defining the cellular morphology and network connectivity was reformatted for
importing in NEURON. All connections within the model, including excitatory ribbon
synapses, inhibitory synapses, and gap junctions, were added to the model as discussed
in Section 4.3.2. Each synapse was then tested by applying a current clamp to the cell that
is the source for each synapse and recording at the synaptic location on the target cell,
ensuring there was a response.
All cells were modeled using modified Hodgkin-Huxley cable equations based on
models in literature, with details provided in the appendix in Chapter 3.
2.4.3 Connecting to NEURON
The results from the AM simulation were applied to this model as boundary conditions.
NEURON has a built-in mechanism called ”extracellular,” which allows for two extra
layers of potentials and resistances to be added in series with each compartment [5]. One
of these layers was utilized. Three-dimensional linear interpolation was used to estimate
the voltage at the center of each compartment based on the surrounding eight nodes in
the AM model. This voltage was set to the extracellular potential value in this model for
each time step. A diagram describing the link between these tools is shown in Figure 2.2.
NEURON can then simulate the effect those voltages at each compartment have on the
membrane and axial voltage, showing whether or not specific cells spike.
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Figure 2.2. Diagram of the link between the admittance method results and NEURON.
An extracellular voltage for each compartment (V) is estimated by 3D linear interpolation
of the voltages at the nearest surrounding nodes from the admittance method simulation
results.
2.5 Results
An example simulation was conducted to test the model. A single cycle of a sinusoidal
current pulse with a magnitude of 10 µA and a frequency of 10 Hz was applied to one of
the electrodes in the large-scale model shown in Figure 2.1 over 20 time steps. The voltages
throughout the model were solved for using the admittance method. The voltage results
were interpolated to produce an extracellular voltage value for each compartment in the
NEURON model for the ON ganglion and bipolar network. A NEURON simulation was
run, producing a membrane voltage value for every compartment at every millisecond. A
plot showing the resulting membrane voltage for 1, 3, and 5 ms after the sinusoidal pulse
stimulation on a ganglion cell and a bipolar cell are shown in Figure 2.3. The compartments
are plotted as cylinders, which are color-coded based on the membrane voltage. Blue is
the resting voltage defined as -60 mV and red is a voltage above +20 mV.
2.6 Discussion
This multiscale computational model for a retinal prosthetic is just one step towards
advancing the prosthesis design. It can serve as a testbench for testing many different
parameters, such as the effect of the location of the ground or firing electrodes, stimulus
magnitude or shape, etc. One specific application that is currently being pursued is op-
timizing the stimulus to stimulate certain types of cells. This directly applies to the goal
of mimicking natural vision. Driving color percepts will require differentially stimulating
surviving midget pathways previously linked to a color network. Modeling such networks
will, in turn, require access to primate or human connectomes. If a person is in bright
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Figure 2.3. Simulation results. (a) Reference 2D slice, (b) Electric field magnitude at one
time step during an admittance method simulation, (c-e) Color-coded membrane potential
on a single ganglion and bipolar cell at 1, 3, and 5 ms, respectively.
light during the day, mostly circuits involving cones would need to be stimulated, and
mostly those with rods in the case of less lighting [16]. This will require applying more
complex channel mechanisms to describe the frequency dependence of specific cell types
[23], and further research for deciding on the choice of stimuli that may elicit a response
in a desired cell type, but not others. The model can also be expanded to include more
interesting neural circuits that have been observed during the connectome research used
to build the neural network models. There are far more circuits than ON-ganglion cell
networks that can be incorporated [21]. There is feedforward and feedback inhibition,
electrical coupling between bipolar cells, sheets of amacrine cells, etc. In addition, the cells
shown and discussed that are part of this connectome model do not include axons. These
may be added to the computational model since they are likely the location of extracellular
electrical stimulation. More spatial scales can be integrated as well, including smaller
scales down to the molecular level for describing the synapses and channel mechanisms
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with even higher complexity. It has been shown that small changes at the molecular level
can have an impact on the neural-level reaction to electrical activity [24]. Through these
modifications, a highly accurate model for studying many different research topics involv-
ing circuitry in the retina may be studied. For example, variations in system performance
induced by pathologic network remodeling [25] can be assessed by comparison to this
normal retinal framework. This approach can be extended to neuropathologies in general.
The model described in this paper combines two spatio-temporal scales of retina that are
prevalent in literature. Linking them creates a simulation tool that will hopefully prove
useful across multiple disciplines, in understanding the interaction between electric fields
and tissue reaction, as well as the underlying electrophysiological phenomena.
CHAPTER 3
ON THE COMPUTATION OF A RETINA
RESISTIVITY PROFILE FOR APPLICATIONS
IN MULTISCALE MODELING OF
ELECTRICAL STIMULATION
AND ABSORPTION
c© 2016 Institute of Physics and Engineering in Medicine. All rights reserved. Repro-
duced with permission, from: K. Loizos, A.K. RamRakhyani, J. Anderson, R. Marc, and
G. Lazzi, ”On the computation of a retina resistivity profile for applications in multiscale
modeling of electrical stimulation and absorption,” Phys. Med. Biol., vol. 61, no. 12, pp.
4491-4505, 2016.
3.1 Abstract
This study proposes a methodology for computationally estimating resistive properties
of tissue in multiscale computational models, used for studying the interaction of electro-
magnetic fields with neural tissue, with applications to both dosimetry and neuroprosthet-
ics. Traditionally, models at bulk-tissue- and cellular-level scales are solved independently,
linking resulting voltage from existing resistive tissue-scale models as extracellular sources
to cellular models. This allows for solving for the effects that external electric fields have
on cellular activity. There are two major limitations to this approach: first, the resistive
properties of the tissue need to be chosen, of which there are contradicting measurements
in literature; second, the measurements of resistivity themselves may be inaccurate, lead-
ing to the mentioned contradicting results found across different studies. Our proposed
methodology allows for constructing computed resistivity profiles using knowledge of
only the neural morphology within the multiscale model, resulting in a practical imple-
mentation of the effective medium theory; this bypasses concerns regarding the choice of
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resistive properties and accuracy of measurement setups. A multiscale model of retina is
constructed with an external electrode to serve as a test bench for analyzing existing and
resulting resistivity profiles, and validation is presented through the reconstruction of a
published resistivity profile of retina tissue. Results include a computed resistivity profile
of retina tissue for use with a retina multiscale model used to analyze effects of external
electric fields on neural activity.
3.2 Introduction
Computational modeling is commonly used for designing and analyzing the efficacy of
neuroprosthetic electrodes as well as for safety implications of electromagnetic fields, and
to understand physiology and anatomy of underlying neural cells. Model design varies,
simplifying the domain in order to analyze the role of different parameters. The resolution
ranges across a large spatial scale, from specific ionic current activity at the cellular mem-
brane or a synapse (pm to µm), to large-scale models considering the current distribution
across prosthetic electrode arrays and bulk-tissue (µm to cm). For example, in the retina,
single cell models based on measured morphologies and membrane properties have been
used to analyze the passive and active properties of cell membranes [26][27], the dynamics
of voltage-gated ion channels [23][28], the stimulation region due to external electrodes
[29], and for modeling observed cell-type-specific phenomena [3][30]. These models have
quantified the cellular behavior, and have given insight as to what their roles may be in
retinal circuitry. Consolidating findings from these single cell studies into cellular network
models can then be used to analyze the role of connectivity [31][32][33]. Other studies have
focused instead on prosthetic designs rather than anatomy and physiology, considering ge-
ometry and placement of electrodes, differentiating existing devices and suggesting future
design constraints. [8][34][35][36] Work has also been done to more accurately represent
the cellular composition of tightly packed cells and confined extracellular space, as shown
in [37][38]. In this work, the authors propose a mean-field volume conductor model and
a multidomain modeling framework that includes the effects of cellular composition on
extracellular potential by modeling the neural tissue with an admittivity kernel, which
can be incorporated into large-scale finite element simulation software.
As computational ability increases, and efforts in cellular physiology modeling and
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electrode design/electromagnetic (EM) modeling evolve, combining methodologies at
both scales into multiscale models has become more common. This consolidates the com-
plexities of heterogeneous tissue in the extracellular space, and how the electromagnetic
field patterns at this scale affect the response at the cellular level [34] [39][40][24][41].
However, existing models typically characterize the bulk extracellular resistive properties
with resistivity values extracted from measurements of the involved tissue found in
literature, which may not be accurate for the specific neural models considered due to
measurements being taken from a different animal, the measurement setup conducted in
different environments (controlled in vitro), or inaccuracies in the measurements them-
selves due, in part, to the small dimensions of the considered tissue. Also, the process of
inserting a probe into neural tissue in attempt to measure at a fine spatial scale can damage
the cells and possibly alter the morphology and resulting measurements.
The goal of such measurements is to provide data for EM models for analyzing im-
plications of electrical stimulation. In this paper, we propose a method for reversing
this process, using computational models to predict the resistivity of the tissue. This is
essentially a practical realization of effective medium theory [42], using assumptions of
resistive properties of microscale local elements to estimate effective bulk properties at a
global scale. In order to link the EM model to a cellular model appropriately, we take exact
morphological data from the cellular network model into consideration for reconstruct-
ing a resistivity profile of the bulk retina tissue. This process allows for ideal recording
electrode placements, without the complications of measurement setups (electrode probe
construction, segmenting neural tissue, modeling the electrical effects of the electrode
interface, etc.).
First, to provide motive for the resistivity calculations, stimulation thresholds were
calculated using two measured resistivity profiles from literature, exposing an order of
magnitude difference in required current magnitude for stimulating the retina cellular net-
work and variation in the spike initiation location for the same pulse width. A multiscale
simulation process was used for simulating neural activity resulting from current source(s)
applied to electrodes with realistic geometry and placement, following the process pro-
posed in previous work, described in [41]. The Admittance Method is used to calculate
voltage throughout a multiresolution mesh, at a scale on the order of microns, representing
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bulk-tissue that is discretized by resistivity. The resulting voltages are interpolated to
obtain values at the center of each neural compartment within a retina neural network,
and are applied as extracellular sources to observe resulting neural activity. A sensitivity
analysis of the resistive properties of the model is conducted in this paper, using this
multiscale approach to simulate the neural response to epi-retinal electrical stimulation,
comparing the responses when the tissue described using different resistivity profiles from
literature. Differing from the work proposed in [41], a more complete model of the neural
network is utilized, incorporating amacrine cells (making a total of 163 cells) and observed
synaptic connections, a higher resolution Admittance Method model with a resolution as
fine as 1 µm, and different representations of the retina tissue, as described in further detail
in the second section of this paper.
Further, and differing from [41], the focus of the present manuscript is to propose a
method for calculating the resistivity profile of the retina to address the discrepancies
in neural activity between results of simulations determined using different empirical
data, with the overall goal of increasing the accuracy of multiscale simulation setups for
analyzing electrical stimulation of retinal tissue. To do this, the cellular network was
discretized and incorporated into a model that was used to calculate the resistance at
various layers in the retina network using the Admittance Method. The methodology for
the resistivity calculations was validated by simulating a resistivity profile of a currently
used bipolar impedance probe in retinal tissue [43], matching the probe dimensions and
experimental setup, resulting in a closely-matched profile. This validates the simula-
tion methodology and shows application of this simulation setup as a predictive tool for
resistivity measurements. By modifying the geometry and placement of the electrodes
within the model, inaccuracies may be predicted and used as an aid in designing effective
measurement probes and measurement setups. This is in addition to the overall goal of this
work of leading to increased accuracy within multiscale models, and therefore allowing
for accurate estimation of current magnitude thresholds for electrical stimuli, aiding in
decisions for current injection limits and innovative electrode design.
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3.3 Simulation Methods
First, simulations were run to provide a context for the need to calculate effective
bulk resistivity of retina tissue. As mentioned in the introduction, a multiscale modeling
approach is taken for analyzing electrical stimulation of the retina. The retina model
consists of two independent computational models. The first describes the retina at a
µm-resolution, including an implant electrode and layered representation of retinal tissue.
The retina layers are discretized by resistivity, and are defined here using two different
empirical datasets from literature to assess the sensitivity of the resistivity profile within
this model when analyzing electric field throughout the tissue or neural activity. The
transient voltage response to a time-stepping current source applied to the electrode was
calculated throughout this model using the Admittance Method [44]. The second describes
the underlying cells at a nm-resolution, incorporating morphological and synaptic data
into a compartmentalized model, used for simulating induced neural activity using NEU-
RON software [5]. The two are linked together by interpolating the voltage results to
apply as extracellular sources to the neural segments, creating a complex multiscale model.
These methods are described in detail within this section. Section 3.3.3 then describes a
proposed computational method for estimating effective resistivity directly applicable to
this multiscale model, addressing discrepancy in electric field and neural activity results
due to resistivity variation in the model.
3.3.1 Bulk-Tissue Level Model
The large-scale model consists of a three-dimensional hexahedral multiresolution
mesh, with a resolution defined here to be as fine as 1 µm. It is discretized based on
the dielectric properties of the tissue each voxel represents. These properties for the retina
are described as layers of homogeneous resistivity, following measured values and layer
depth found in literature. Two different resistivity profiles were considered to illustrate
the variation that can occur in resulting electric field, and therefore variation in neural
spiking activity, due to the choice of resistivity properties [1][2]. Two separate models were
constructed for this comparative study. The first profile was the result of measurements
taken with a bipolar electrode impedance probe, inserted into a rat retina sample at
increments of 20 µm [1]. The results produced a profile with a monotonically-increasing
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resistance with depth. This is unexpected, as the retina has a well-defined set of anatomical
layers that would likely produce fluctuating resistance. The profile found is theorized to
be due to the size of the electrode geometry, being orders of magnitude larger than the
neuronal segments. The second profile is based on observed anatomical layers. Resistance
measurements were averaged for each individual retina layer [2], resulting in higher
resistance in the nuclear layers than in the plexiform layers. A single planar disk electrode
was placed epi-retinally within both models, against the surface of the retina, in order to
simulate electrical stimulation. It has a diameter of 200 µm and is flush with insulation,
following dimensions of a currently-used retina prosthetic device [45]. A rendering of
the model, created in SCIRun [46], and plots of the two considered resistivity profiles are
given in Figure 3.1.
A multiresolution variant of the admittance method was used to simulate electric po-
tential fields within the model. The admittance method (AM) is a quasi-static electro-
magnetic field solver. It takes an admittance matrix (G) as input, which describes the
admittance seen at, and in between, each node in the model. With a given set of current
source(s) defined in a vector (I), a vector (V) containing the voltage at each node may be
solved for using Kirchoff’s Current Law. A Krylov sub-space iterative solver is used for
Figure 3.1. Bulk-tissue level model of retina. (a) 3D Rendering of discretized model of
retina tissue and electrode setup, and (b) resistivity profiles considered for discretizing
tissue layers based on studies [1] (top) and [2] (bottom).
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solving this linear system for node voltages. In-house code written in C++ was used for
constructing the 3D models, the multiresolution hexahedral meshing, solving the system
for node voltages, and post-processing. Further details of the methodology are presented
in [44][17]. This method has multiple benefits appropriate to this study: a multiresolution
mesh allows for decreased computational complexity while allowing for fine resolution
in locations requiring it, and the setup as a circuit topology allows for the addition of
individual circuit components in the model. Both of these features could be useful for
modeling small-dimension neural segments and confined extracellular space [37]. Also,
as mentioned in the introduction, the ability to model electrodes of any geometry and
placement for resistivity measurements allows for ideal systems that are impractical in
experimental setups.
3.3.2 Cellular Network Model
While the AM solution can provide voltages throughout the tissue due to the induced
field, it disregards any activity that is occurring in the neuronal networks, which is vital
in understanding the retinal response to an electrical stimulus. Therefore, a neural net-
work model was developed using a subset of a connectome dataset based on nanoscale
Transmission Electron Microscopy (TEM) images [25][21]. Extracted connectomics data
provided the means for modeling neural networks within the retina, consisting of accurate
morphologic and synaptic data. It was compartmentalized for use with NEURON soft-
ware [5], modeling individual segments as tapered cylinders with an electrical description
defined with a modified cable model, as discussed in Chapter 2.
For the purposes of this paper, an ON-ganglion cell network was considered, contain-
ing 163 cells, along with all observed gap junctions,and synapses. A rendering of the
morphology of this network is provided in Figure 3.2. Complex ionic mechanisms were
applied to each compartment, following published measurements and models. Varying
parameters were applied depending on neuronal segment type (soma, axon, dendrite) and
cell type, differentiating them as either ganglion, cone bipolar, rod bipolar, or amacrine
(or horizontal) cells. Ganglion cell properties follow the conductance and rate equations
given for a multicompartmental cell by Fohlmeister et al. [30]. Bipolar and amacrine cell
properties are as listed in the network computational model given by Publio et al. [31].
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Figure 3.2. Slice of the retina admittance model with placement of the neural network
extracted from the connectome dataset, and the cellular morphologies.
Ionic channel equations and gating rate constants are provided in the appendix, with
further details on the current mechanisms provided in [27][30] [31]. The functionality of
the active and passive cellular properties was validated by applying voltage and current
clamps to each, and comparing the resulting membrane voltage and current with those
given in the papers the values were taken from.
3.3.3 Current Threshold Calculation
The effect that extracellular stimulation via epi-retinal electrodes has on the neural
network was simulated. The AM simulations provide voltage potential fields throughout
a model of retina and surrounding tissue for a time-stepping current input, which was
applied as a 1ms-wide cathodic pulse. By translating the NEURON model coordinates
to a proper location within this retina model, about 50 µm into the retina beneath the
surface of the electrode, as shown in Figure 3.2, the voltage values at the membrane of
each compartment may be interpolated and extracted. The coordinates for the center of
each neural segment were extracted from the NEURON model, and a script was written
to interpolate voltages from the nodes surrounding each of these coordinates within the
Admittance Method results. These values are applied as a voltage source in series with
the cell membrane, using the built-in ’extracellular’ function in NEURON. This function
allows for applying up to two layers of extracellular voltage in series with the membrane
in the cable model. One node per neural segment was utilized for applying voltage that
was interpolated to the location of the center of the neural segment. Resulting membrane
voltage is then solved for in NEURON. The current magnitude threshold was found by
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scaling the input current to the nearest mA required for a ganglion cell in the network to
activate.
The resulting current magnitude thresholds for activation of the ON ganglion cell net-
work, as well as the voltage and electric field patterns throughout the bulk-tissue resulting
from Admittance Method simulations, were compared for these two setups to analyze
differences found when applying different published retina resistivity representations.
3.4 Computing Resistivity
3.4.1 Simulation Strategy
After analyzing the variation in stimulation threshold that resulted from the choice of
retina resistivity properties, a method was devised for constructing a resistivity profile of
the tissue containing the cells in the connectome dataset used for creating the NEURON
model. A 3D model was constructed with two planar electrodes on either side of the
tissue, which was given a thickness of 50 µm, the height of the connectome retina sample.
The x- and y-dimensions of the electrodes match the dimensions of the model, with a
current source placed across the two, producing an ideal current source across the tissue.
Thus, the resulting resistance of the tissue between the electrodes is found by solving
for the voltage across the electrodes using the admittance method, and dividing it by
the injected current, following Ohm’s Law, and the resistivity using Pouillet’s Law. The
meshing of this discretized 3D model and admittance method simulation was done using
in-house admittance method code, as discussed in the Simulation Methods section. The
methodology was tested by setting the inter-electrode tissue homogeneous properties with
a known resistivity, and ensuring that the solution resistivity matched the defined value.
A diagram of this method is shown in Figure 3.3.
The morphological data for the connectome dataset was then voxelized and merged
with this model, populating the inter-electrode space with the cellular network. The den-
sity of cells within the model was increased by duplicating the ON-ganglion cell network
and populating the tissue space. This was done to more closely match the cellular density
in the entire sample, rather than just including a single network. Assumptions regarding
the resistivity of the cellular features at a micron-scale were based on the highly-resistive
properties of inactive cellular membrane, set to 0.1 MΩm. The extracellular material was
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Figure 3.3. Diagram of the admittance model used to estimate resistivity of tissue, with
homogeneous (left) and inhomogeneous (right) properties.
set a resistivity of saline, 0.78 Ωm. Rerunning the simulation with these new geometric
features and resistive properties would produce the effective bulk resistivity of the tissue.
This process was then repeated with segmented sections of the retina model. It was split
into three sections: bipolar cell, inner plexiform, and ganglion cell layers, providing com-
puted effective resistivity of the tissue using the exact neural network for the simulations
described in the first section of this paper. This simulation setup was identical to the setup
described above and shown in Figure 3.3, except that the volume of tissue was cropped
in the z-direction, leaving only the ganglion cell layer of retina tissue, and moving the
electrodes to the z-boundaries of this layer. This was then repeated for the inner plexiform
and bipolar cell layers. While a parallel plate electrode placement used here is impractical
in an experimental setup, due to challenges associated with segmenting retina at this fine
of a scale and unavoidable damage to each layer that would occur from segmentation, it
is perfectly fine in simulation. The electrode placement was chosen to achieve as ideal as
possible of a setup for calculating the resistivity. By placing electrodes above and below
each volume of tissue of which the resistivity is to be calculated, current can only travel
through this tissue, leading to an accurate description of the resistance of each simulated
volume. This is illustrated in this study by segmenting individual layers of the retina that
have observable anatomical differences.
3.4.2 Validation of Methodology
The methodology used for computing effective resistivity for use with our simulations
of electrical stimulation in retinal tissue was validated by recreating a resistivity measure-
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ment profile found experimentally [43], modifying the setup shown in Figure 3.3 such that
the electrode geometry and placement matched that of the experimental setup. A bipolar
electrode probe was used, with a pencil-shaped tip. The 25 µm tip served as the anode,
and a ring 25 µm up as the cathode. A model of this electrode probe was built, following
the dimensions in [43], and placed within the model of the cells described in the previous
section, with the parallel plate electrodes removed. A rendering of this model is given in
Figure 3.4. Their process followed the Peak Resistance Frequency (PRF) method, in which
the resistance across the two leads is measured and scaled based on a k factor to calculate
the resistivity. This k-value is found experimentally, measuring the resistance in a medium
of known resistivity and calculating the scalar (units of cm−1) that would result in the
expected resistivity value. Simulations were run first without the cells included in order to
compare the simulated k-value with the value found experimentally. The tissue was given
a resistivity value of 0.637 Ωm, matching that of the solution used in the experimental
study. Simulations were then repeated with the cellular network included, with the probe
translated 10 µm further into the neural network with each successive run. The correlation
between these results and the experimental data was analyzed, ensuring the ability of this
method to predict measurements that would be seen experimentally.





The resulting current magnitude thresholds varied considerably between the two
models with different resistivity profiles. For the first model, utilizing the profile with
monotonically-increasing resistivity every 20 µm produced a current threshold of 78 µA
in a ganglion cell. If the synapses and gap junctions were removed, the threshold was
reduced to 71 µA. This is likely due to the exclusion of inhibitory input from the amacrine
cells in the network. For the second model, with a resistivity profile varying based on
measured resistivity of anatomical layers, the threshold was an order of magnitude lower,
2.7 µA and 2.87 µA for a ganglion cell with and without synaptic projections, respectively.
This lower threshold is likely due to the observed increase in curvature of voltage, as seen
in Figure 3.5.a, which follows the metric for analyzing activation of neural segments given
Figure 3.5. Simulation results after applied cathodic pulse at threshold current magnitude
with pulse width of 1 ms for both resistivity profiles shown in Figure 3.1, the top results
considering resistivity based on [1] and the bottom considering the resistivity based on [2].
(a) Slices of voltage through the center of the firing electrode, (b) interpolated extracellular
voltages at each compartment in cellular network, and (c) membrane voltage at every
compartment resulting from the extracellular voltages during ganglion cell spike initiation.
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by the activating function [4]. In addition, the spike initiation occurs in different cells for
both models. This is shown in Figure 3.5.c, and is noted by higher membrane voltage at
the soma of different cells.
The results from the first model are consistent with some clinical trials for patients
newly implanted with an array of electrodes with the dimensions modeled here [15].
However, the array is known to lift-off of the retina surface and is likely not completely
flush with the retina surface to begin with, as they are tacked to the retina without any
means for disallowing conductive vitreous fluid to fill a space between the tissue and
electrode[15][47]. This would lead to an increased threshold, as the vitreous humor has
a high conductivity, serving as a likely path for the injected current to flow rather than
traveling directly into the tissue. Thus, for an ideal case, as modeled in this work, where
the electrode is completely flush with the tissue, a lower threshold would be expected.
However, without linking the model appropriately, considering the underlying cellular
morphology, an accurate estimated threshold cannot be realized.
3.5.2 Validation of Methodology
The results for the model using a bipolar probe, used for validating the methodology
for calculating resistivity proposed in Section 3.2, closely match that of the measurements,
staying within the standard deviation of the measured resistivity values. The simulated
curve comprises a similar effect as the probe reaches the tissue, with an increasing re-
sistance tens of µm before actually inserting into the cellular network, likely due to the
geometry of the electrodes and the approaching boundary of the tissue. The resistivity
increases monotonically as expected throughout the volume. However, the entire retina is
not considered in this computational model. So, the resistivity drops off after the 50 µm
slice, encompassing ganglion cells, bipolar cells, amacrine cells, and the inner plexiform
layer. A plot of the simulated and measured curves are shown on the left in Figure 3.6 for
the region of retina containing the section of retina included in the computational model.
A plot of the reported measured resistivity values across an entire retina slice are given on
the right in Figure 3.6. If an entire retina volume was used in the simulation, the resulting
resistivity profile would be expected to match for the remaining sections of retina given in
this plot as well.
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Figure 3.6. (Left) Resistivity computed using concentric bipolar electrode probe, com-
pared with experimental measurements. The simulation included the 50 µm-thick cellular
network extracted from a connectome dataset while the measurements were taken of
a sectioned rat retina. (Right) Experimental measurements of the entire volume of a
sectioned rat retina.
In comparison with the two resistivity profiles shown in Figure 3.1 that were used for
exposing variability in neural activity results due to electrical stimulation with different re-
sistivity, note that the shape and magnitude of the resistivity profile used in this validation
study match the first resistivity profile closely. This is expected, since both studies utilized
a bipolar electrode setup, with the two leads on a probe in a vertical placement with respect
to the retina surface. Both studies resulted in a retina resistivity profile that increases
monotonically with increased depth in the retina. As mentioned in Section 3.2, this shape
of resistivity profile is unexpected for the retina, since it contains distinct anatomical layers
that would be expected to have layer-specific resistivity. This unexpected result is likely
due to the geometry of the electrodes. In Figure 3.4, a plot of the electrode geometry
for this validation study is shown for the initial placement of the probe above the neural
network, drawn to scale. The electrode leads and inter-electrode distance are nearly as
large as this retina sample. Therefore, the dimensions may not be small enough to realize
resistivity changes at a scale as fine as retina anatomy. This leads to a useful application
of our proposed resistivity calculation, allowing for the prediction of a resistivity profile
using specific electrode geometry and experimental setup.
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3.5.3 Computed Resistivity
Differing from the electrode setup in the validation study above, the resistivity com-
putations proposed in this work were in as ideal of a setup as possible. Parallel plate
electrodes were placed on either side of the ganglion cell, the inner plexiform, and the
bipolar cell layers in the retina volume used in this study. The computed resistivity of
the the individual ganglion cell, inner plexiform, and bipolar cell layers are 0.9196 Ωm,
2.4255 Ωm, and 0.966 Ωm, respectively. Thus, the resistivity was found to be higher in the
plexiform layer than in the nuclear layers. In addition, the ganglion cell layer and bipolar
cell layer resistivity are within 10% of each other. The result was as hypothesized prior to
conducting the computational study. As compared to the bipolar cell layer, the ganglion
cell layer includes cells that are larger in diameter but with a smaller cellular density. By
representing the cells as highly resistive elements, the resulting bulk resistivity is expected
to match closely. Within the inner plexiform layer between the two, there is a high density
of dendritic trees from both the bipolar and ganglion cell layers. Therefore, by the same
highly resistive approximation, this layer was expected to have a higher resistivity.
3.6 Discussion
3.6.1 Scalability of Methodology
While this study was conducted using the example of an implemented retinal electrode,
the methodology is scalable to any neural tissue. The benefit of the organization of this
process is that it requires no prior knowledge of the bulk resistivity of the tissue. The cells
used in multiscale models themselves may be used to construct resistivity profiles for use
with EM modeling. For cases in which electrical stimulation is involved in tissue that is
hard to measure in vivo, this process allows for an estimation of properties for calculation
of stimuli parameters. For example, for the case with hippocampus electrical stimulation,
large-scale neural models are available that may be used to calculate unknown resistive
properties for application in multiscale models for refining and evolving the stimulation
tools and processes [48].
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3.6.2 Factors of Resistivity Variation
The methodology included here may be expanded to include the cells themselves into
the multiscale modeling, rather than using bulk resistive properties. When observing the
current density resulting from the simulation used for solving for resistivity, there is a clear
peak in gaps between neuronal features, as seen in the normalized slice of current density
shown in Figure 3.7. The increased variation in current density may itself be responsible
for spike initiation, following the mentioned activating function metric. One of the main
reasons for utilizing bulk properties rather than merging the cells into the model is the
additional computational complexity introduced by the fine resolution required for incor-
porating cellular features. For a single network, it is feasible. However, as larger sections
of retina, or other neural tissue, are considered, it becomes more difficult. Regardless, the
effects of the varying current density magnitude should be considered.
3.6.3 Safety Implications
This study was conducted in order to increase the accuracy of currently-used predictive
multiscale models for analyzing electrical neurostimulation. The current threshold study
presented in this paper proves how vital accurate resistive properties become in such pre-
dictive studies. Without an accurately linked multiscale model, there may be inaccuracies
in the resulting implications of advantages of proposed electrode geometry, current stim-
uli, etc. Implementing arbitrary resistivity profiles from literature without incorporating a
Figure 3.7. Slice of normalized current density resulting from an admittance method
simulation used for estimating bulk resistivity of the tissue sample.
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study to match the resistive properties of the cellular network to the bulk-tissue can lead
to inaccurate predictions of current magnitude thresholds. Such predictions are crucial in
considering current injection limits for clinical applications.
3.7 Conclusion
Prior to this work, there has been minimal parameter-matching across spatial scales
within multiscale models for stimulation of the effects of specific neurostimulation pro-
cesses (from bulk-tissue-level to cellular level). Authors typically choose a homogeneous
representation of the resistance of the tissue encompassing the cells whose activity they
are modeling. Appropriately linking models on both scales is vital in producing accu-
rate realizations of the underlying cellular activity to the resulting electric fields based
on the defined current injection. In this paper, a sensitivity analysis of the resistivity
profile choice for neural tissue in a multiscale model, and its effects on resulting simulated
neural activity, was conducted, emphasizing the importance of accurate resistivity. The
proposed methodology for calculating resistivity based on knowledge of the morphology
of the underlying cells can lead to a more accurate approach to investigating advantageous
electrode geometry and current stimuli in neurostimulation systems. In addition, this
methodology can be used as a predictive tool for designing resistivity measurement probes
and validating experimental measurements.
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3.9 Appendix
The ganglion cell membrane model follows the five ionic-current model given by
Fohlmeister et al. [30] The membrane current is found using Kirchhoff’s current law,
giving the equation below:
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CdV/dt = −(gNam3h(V −VNa) + gCac3(V −VCa)
+(gKn4 + gAa3hA + gK,Ca)(V −VK)),
(3.1)
where IK,Ca = gK,Ca(
[Ca2+]i/0.001
1+[Ca2+]i/0.001
)(V − VK), [Ca2+] = 0.0001mM, V = voltage, C =
capacitance, VNa = 35mV, and VK = −75mV. The gating rate constants x (m, n, h, c, a, hA)
are found using the following equation:
dx/dt = −(αx + βx)x+ αx, (3.2)
with α and β given in Table 3.1 and conductances given in Table 3.2. More information on
the ganglion cell model is given in [30].
The bipolar cell model contains five ionic currents (Ih, ICa, IK, IK,A, IK,Ca), with their
active properties and conductances as described in further detail in [27]. The conductances
are given in Table 3.2, with the rate equations α and β given in Table 3.3, with the ionic
Table 3.1. Rate Constants for the Ganglion Cell Ionic Mechanisms
Na αm =
−0.6(E+30)
e−0.1(E+30)−1 βm = 20e
−(E+55)/18
αh = 0.4e−(E+50)/20 βh = 6e−0.1(E+20)+1
Ca αc =
−0.3(E+13)














Table 3.2. Conductances for Each Ionic Mechanism for All Cells
Conductance Ganglion Cells Bipolar Amacrine
(mS/cm2) Soma Dendrites Cells Cells
g¯passive 0.10 0.10 0.77 0.10
g¯Na 72.00 79.50 - 2.60
g¯K 50.40 23.40 0.318 0.26
g¯A 36.00 36.00 5.6 -
g¯Ca 1.20 1.20 2.00 -
g¯K,Ca 0.05 0.05 1.4 -
g¯h - - 31.1 -
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Table 3.3. Rate Constants for the Bipolar Cell Ionic Mechanisms
K αmK = 400e−(E−15)/36+1 βmK = e
−E/13








e(230−E)/52−1 βmKCa = 120e
−E/95






h αh = 3e(E+110)/15+1 βh =
1.5
e−(E+115)/15+1
current found using Kirchoff’s current law, as with the ganglion cell model, with the sum
of the membrane currents given by I below.
I = gKm3KhK(V −VK) + gCam4CahCa(V −VCa) + gAm3AhA(V −VK)
+gK,Cam2KCamKCa1(V −VK) + ghmh(V −Vh)
(3.3)
Additional information on the ionic current mechanisms for the bipolar cell membrane
model are given in [27]. The amacrine cells were described to have only sodium and
potassium channels, described using a basic Hodgkin-Huxley formulation, which allows
the cells to spike, but without the repetitive firing ability of the ganglion cells. These
amacrine and bipolar cell membrane models were taken from [31].
CHAPTER 4
INCREASING ELECTRICAL STIMULATION
EFFICACY IN DEGENERATED RETINA -
STIMULUS WAVEFORM DESIGN
K. Loizos, R. Marc, M. Humayun, J. R. Anderson, B. W. Jones, and G. Lazzi, ”Increas-
ing electrical stimulation efficacy in degenerated retina: Stimulus waveform design in a
multiscale computational model,” Submitted to IEEE Trans. Neural Syst. Rehabil. Eng.,
2017.
4.1 Abstract
A computational model of electrical stimulation of the retina is proposed for inves-
tigating current waveforms used in prosthetic devices for restoring partial vision lost to
retina degenerative diseases. The model framework combines a connectome-based neural
network model characterized by accurate morphological and synaptic properties with
an Admittance Method model of bulk-tissue and prosthetic electronics. In this model,
the retina was computationally ”degenerated,” considering cellular death and anatom-
ical changes that occur early in disease, as well as altered neural behavior that develops
throughout the neurodegeneration and is likely interfering with current attempts at restor-
ing vision. A resulting analysis of stimulation range and threshold of ON ganglion cells
within retina that are either healthy or in beginning stages of degeneration is presented
for currently-used stimulation waveforms, and an asymmetric biphasic current stimula-
tion for subduing spontaneous firing to allow increased control over ganglion cell firing
patterns in degenerated retina is proposed. Results show that stimulation thresholds of
retinal ganglion cells do not notably vary after beginning stages of retina degeneration. In
addition, simulation of proposed asymmetric waveforms showed the ability to enhance
the control of ganglion cell firing via electrical stimulation.
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4.2 Introduction
Retina prosthetic devices that use electrical stimulation have been designed in attempt
to restore some vision in patients with degenerative diseases, such as retinitis pigmentosa
(RP) or age-related macular degeneration (AMD). These devices function by using elec-
trodes to stimulate local regions of retina tissue, approximating spatiotemporal patterns
for representing the image facing the patient, intending to induce a pixelized percept. This
has proven effective and has led to the design of multiple different prosthetic devices, as
reviewed by Weiland and Humayun [14]. Various devices are either employed in trials or
have been recently commercialized. Most notably, the Argus II by Second Sight Medical
Products Inc. (Sylmar, CA) in clinical trials provided subjects with sufficient visual per-
ception to recognize objects and discern some letters of the alphabet. However, the best
measured acuity is (20/1260) and only 55% of the individual electrodes have been able to
provoke a light perception within safety limits, implying the inability to locally stimulate
cells and require contribution from adjacent electrodes to cause stimulation [14]. With an
array that has 60 electrodes, this further limits the already limited resolution. While the
current implementations are encouraging and can provide an invaluable increase in func-
tional vision to blind subjects [6, 49], strategies for improvement should be investigated.
Research has been conducted in attempt to improve the efficiency and effectiveness of
the stimulus waveform, considering shapes for decreasing the required injected current
magnitude [50, 51], or precisely recreating desired spiking rates in retinal ganglion cells
[10]. Attempts have been made to design clever waveforms for focusing current to loca-
tions away from physical electrodes [7, 34, 52], allowing for more stimulating sites on an
array without requiring more physical electrodes or drivers, and for selectively stimulating
different cell types [23, 53–56]. Additionally, studies of the electrodes themselves have
considered the impact of the electrode size, placement, geometry, or the site of activation
[8, 29, 39, 57].
A limitation of previous work towards the design of effective electrical stimuli is the
exclusion of features of degenerated retina, with computational and experimental studies
of electrical stimulation considering healthy retina (or beginning stages of degeneration)
and/or excluding neural activity, considering the membrane voltage to be at a constant
resting potential during electrical stimulation. There are multiple possible reasons for this.
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First, there is limited availability of parameters of degenerated retina. In fact, computa-
tional descriptions of retina tissue depend on experimental studies: bulk-tissue dielectric
property measurements for simulating electric field patterns and biophysical and mor-
phological descriptions of cells for modeling cellular behavior, both of which originate
from experiments that involve healthy retina in order to understand cellular or network
properties of retina that are not necessarily focused on retina degeneration, for example, in
[27, 28, 31, 58]. Second, when studies of degenerated retina are considered, they typically
include early stages of degeneration [1, 59]. This is simply due to the lifespan of the
animals used, such as mice and rats, not being sufficiently long to observe the degrees
of degeneration observed in human subjects. Using a Tg P347L rabbit (a model of human
dominant RP), which has a lifespan four times longer than a mouse has shown that retinal
remodeling is relentlessly progressive, continuing until greater than 90% of neurons are
gone [60]. Third, computational studies of electrical stimulation often have a limited scope,
simplifying the parameter space to decrease computational complexity and possibility for
error, by approximating extracellular space as having homogeneous electrical properties
or simplifying the retina circuitry to a cellular or even cellular segment level, disregarding
morphology, cell type, connectivity, or degeneration.
Properties of degeneration are clinically relevant and important to include in compu-
tational approaches for improving rehabilitative techniques. Degeneration can be broken
down into four phases, as shown in the diagram in Figure 4.1. Throughout the first two
phases, up to a year in the rabbit model, photoreceptors are stressed and cellular death oc-
Figure 4.1. Diagram of the timeline of retina degeneration.
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curs. This can be addressed in computational models by disregarding photoreceptors com-
pletely and either considering direct stimulation of ganglion cells or indirect stimulation
of ganglion cells through the stimulation of presynaptic circuitry, as is done for example
in [40, 41, 56]. However, photoreceptor death does not mark the end of the disease, occurs
early on, and has electrophysiological effects beyond photoreceptors no longer providing
light-induced input to retina circuitry. As disease progresses towards patients becoming
completely blind, there is extensive remodeling of the retina, including cell migration
and spontaneous neural activity [61, 62]. During this remodeling phase of degeneration,
spontaneous firing and oscillatory behavior has been observed in the surviving neural
networks [25, 63]. Thus, removing the input from light-sensitive cells does not remove
neural activity in the retina, and instead alters it. One source of spontaneous activity is
believed to be the coupling between AII amacrine and cone bipolar cells [64, 65], in which
the lack of presynaptic input from the now-degenerated photoreceptors, leads to oscilla-
tory membrane voltage in the coupled AII and cone bipolar cells and subsequent phasic
bursting in ganglion cells. Studies have shown that blocking gap junctions can eliminate
such activity, helping to validate this claim [3, 63]. Such spontaneous neural activity can
be sufficient to interrupt attempts at systematic electrical stimulation for restoring vision,
leading to ineffective prosthetic stimulation.
Towards improving the efficacy of the electrical stimulation, we provide a simulation
framework for understanding the response of degenerating retina to currently used elec-
trical stimuli and for designing new electrode geometries and stimuli waveforms. This
framework is based on a multiscale multiphysics platform, using the Admittance Method
for computing the electric field within a model of tissue [44], and NEURON [5] for sim-
ulating the resulting response in a neural network, following the authors’ previous work
[66].
From a connectomics dataset [21], a model of a ganglion cell network, consisting of
realistic cellular morphology and synaptic type, distribution, and weight is constructed in
NEURON. Biophysical data from literature were incorporated in each individual cell, and
a script for applying the extracellular electric field from Admittance Method simulations
to observe resulting network and cellular behavior to a given input was written. To induce
spontaneous neural activity indicative of degenerated retina, the intrinsic properties of
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AII amacrine cells within this model were altered to produce an oscillatory membrane
potential, following Choi et al. [3]. Translating a connectome dataset to a computational
model is a uniquely qualified approach for this study, as it is comprised of real imaged
morphology and observed connections that allows for as accurate as possible of a repre-
sentation of a retina neural network and resultant network behavior, reducing the need
for assumptions regarding interconnectivity. This serves as a tool for further considering
cellular death within the inner plexiform layer by ”degenerating” the computational retina
and decreasing the strength of individual synapses or gap junctions, and number of cells.
At a larger spatial scale, a model of bulk-tissue and prosthetic electronics was con-
structed using the Admittance Method, which was used to compute extracellular electric
field due to anatomical changes in early stages of degeneration. Coupling this Admittance
Method model of extracellular space with the connectome-based NEURON model com-
bines the ability to change the anatomical structure of the retina, integrate implant elec-
tronics, and alter the biophysical properties of the cells and interconnectivity to virtually
degenerate the retina.
This leads to the most detailed modeling framework for studying electrical stimulation
of degenerated retina to date, effectively coupling decades of research of retina stimulation,
including electrophysiological studies of cellular behavior, the connectivity map from con-
nectomics, geometrical and electrical features of prosthetic electrode arrays, clinical and
experimental data on degeneration of retina, and computational electromagnetics into a
single simulation platform. In this paper, stimulation threshold and range are computed
for varying degrees of degeneration and neural network complexity, and a stimulation
waveform that reduces spontaneous activity within a degenerated retina and provides
more effective control over ganglion cell stimulation is proposed.
4.3 Methods
4.3.1 Constructing Model of Bulk Retina Tissue and Electronics
To simulate extracellular electric field due to an applied current stimuli, a discretized
bulk-tissue level model of retina tissue and a prosthetic electrode array was constructed
using in-house software. A section of retina tissue, with dimensions of 6.25 mm x 4.25
mm was described as layers of homogeneous medium, following the anatomy of healthy
41
mammalian retina. It was voxelized with a resolution of 10 µm and discretized based
on bulk-tissue resistivity. For the inner band, including the ganglion cell layer, inner
plexiform layer, and inner nuclear layer, the resistivity and layer thickness were given
properties that were assigned using knowledge of the cellular morphology, applying val-
ues reported in [66]. In this method, the morphological data from the connectome dataset
that was translated to a NEURON model for this study, as discussed in the next section,
was voxelized and segmented into these three retina layers. Electrodes were placed on
either side of the tissue. The Admittance Method [17, 44] was then used to apply a current
source through the tissue, and the voltage across the electrodes was computed and used
to calculate the resistivity. This was using morphology from the exact connectome dataset
used in this study, making these effective resistivity values for bulk-tissue as precise as
possible for considering stimulation of this cellular network. The middle band, including
the photoreceptor and outer plexiform layers was lumped into a single layer, applying
properties reported for retina tissue [67], and the pigment epithelium, choroid, and sclera
were given properties as reported by Gabriel et al.[67]. The resistivity and layer thickness
are reported in Table 4.1.
A 6x10 array of 200 µm electrodes was placed epi-retinally, against the retina surface.
The electrodes were given resistivity of platinum (10.6x10-8 Ω m), which were considered










Vitreous 0.667 - -
GCL 0.912 50 40
IPL 2.43 30 30
INL 0.97 50 30
OPL and ONL 1.98 150 30
PE 3200 10 10
Choroid/Sclera 1.98 - -
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flush with insulating material, given resistivity of 107 Ω m. A rendering of the model is
shown in Figure 4.2. For simulating resulting voltage throughout this model for one or
more of the electrodes injecting current, a multiresolution Admittance Method [44] was
used, following [41].
This model was then modified to take into account anatomical changes that occur
during early stages of degenerative disease, shrinking the middle band of the retina con-
siderably, and mildly shrinking the inner band, following measurements from rat retina
before and after photoreceptor degeneration from [68]. The resulting layer thickness is
provided in Table 4.1.
Figure 4.2. Diagram of the multiscale model of electrical stimulation of retinal tissue,
including (top) a discretized Admittance Method model consisting of a layered structure
describing the retina and a 6x10 electrode array placed 0.05 mm away from the retina
surface, and (bottom) a rendering of the NEURON model of an ON ganglion cell network,
which was tiled to populate the entire ganglion cell, inner plexiform, and bipolar cell
layers beneath the electrode array. This resulted in 888 cellular networks, each simulated
independently.
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4.3.2 Translating Retina Connectome to NEURON Model
Morphological data for a neural network extracted from a connectome dataset of rabbit
retina was converted into SWC format for importing to NEURON software [5] as a com-
partmentalized model, following the authors’ previous work [41, 66]. This connectome
is basically a connectivity map originating from transmission electron microscopy (TEM)
images of rabbit retina, that has been manually annotated to populate a dataset containing
morphology, cell type, receptor distribution and type, etc. [22] The extracted network
used in this study consists of an ON transient ganglion cell and every cell that it directly
communicates with, considering a total of 117 cells that are either ganglion, cone bipolar,
or inhibitory amacrine cells. A rendering of the morphology of this cellular network is
given in Figure 4.2, and a map of the connectivity of this network is given in Figure 4.3.
This network model was then tiled to populate the entire inner band of retina within
Figure 4.3. Connectivity diagram of the neural network model, showing the ON ganglion
cell considered in this study and every presynaptic cell (with the morphology depicted in
Figure 4.1.c), as extracted from the connectomics dataset. The node at the center is the ON
ganglion cell and the nodes on the outside of the circular diagram are bipolar cells (blue)
and amacrine cells (orange). The edges represent connections, including ribbon synapses
(green), conventional synapses (red), and gap junctions (yellow).
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the Admittance Method model described in the previous section, filling the entire region
beneath the electrode array to allow for simulating the stimulation range and threshold
for given inputs. The center-to-center distance between adjacent cellular networks was set
to 150 µm. This resulted in 888 cellular networks for a total of over 100k cells and 10.75
million compartments.
Biophysical properties from literature were added to each cell in the NEURON model
in order to include the cellular response. This includes the five ionic channel model of
Fohlmeister and Miller [30, 58] for the ganglion cells, a five ionic channel model for cone
bipolar cells [27, 31], and a Hodgkin-Huxley model for the amacrine cells [31], with more
detail provided in [66]. A complex ribbon synapse model was implemented for all ribbon
synapses in the model [69], which did not provide any discernible difference in the stim-
ulation threshold or range simulations from using a graded synapse model following that
of Publio et al. [31]. Synapse conductance was weighted based on the area of the synaptic
terminal, as observed during construction of the connectome dataset, taking the minimum
area of the presynaptic and postsynaptic terminals. This resulted in the inclusion of over
500 projections within the model, including ribbon synapses, conventional synapses, and
gap junctions. A diagram of all of the connections considered is provided in Figure 4.3,
providing a qualitative illustration of the extent of connectivity.
A script was written for extracting the location of the center of each compartment
within the NEURON model, interpolating resulting voltage from Admittance Method
simulations at these locations, and applying them as extracellular voltage sources using
the ”extracellular” mechanism that is built in to NEURON, adding them in series with
the membrane. This allowed for the simulation of the effects of electrical stimulation in
realistic electrodes in heterogenous tissue on neural network behavior.
4.3.3 Impact of Anatomical Changes on Computational Results
4.3.3.1 Stimulation Threshold
The current magnitude stimulation threshold was computed for a single ganglion cell
network for four cases: considering a single electrode firing and all electrodes firing to see
any effects on threshold from using combined electrode stimulation for both anatomical
models of retina tissue described in Section 4.3.1, considering retina before and after early
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degeneration by shrinking the layer thickness as shown in Table 4.1. This was conducted
for a stimulation waveform that is currently used in devices such as the Argus II as re-
ported in literature [6, 15]: a 1 ms wide cathode-first biphasic pulse with a 1 ms interphase
delay. The Admittance Method was used for calculating the voltage throughout the model
for this waveform for a magnitude of 10 µA, applied at either one of the center electrodes
or all 60 electrodes simultaneously. The result was interpolated and applied to the neural
network that was centered beneath the single firing electrode.
A script was written in NEURON for then scaling the input linearly in order to find the
stimulation threshold. It takes a guess for the range of scaling factors that would include
the stimulation threshold as an input. The maximum is applied, scaling all extracellularly
applied voltage in the model, and the NEURON simulation is run. If there is no action
potential (defined by the membrane potential of the ganglion cell in the network exceeding
20mV), then this value is doubled until an action potential is observed, setting the previous
value as the minimum of the starting range. This process is then repeated for the minimum
value, cutting the scaling factor in half until no action potential is observed. The average
of the two scaling factors is then attempted, and is set as either the new maximum (if
resulting in an action potential) or the new minimum (if there is no action potential). This
process is repeated until the difference between the maximum and minimum is less than a
predefined residue (using 1 nA here).
It has been observed experimentally that stimulation threshold is higher in degenerated
retina vs. healthy retina. Weiland and Humayun mention in their review [14] that not
considering indirect stimulation, there is likely no change in thresholds for degenerated
vs. healthy retina, based on results by Sekirnjak et al.[70]. We explore this hypothesis here,
considering the stimulation threshold with and without synaptic connectivity in order to
model direct and/or indirect stimulation of ganglion cells.
4.3.3.2 Stimulation Range
The range of stimulation from a single electrode in the center of the array was sim-
ulated by running Admittance Method simulation, with values guided by the resulting
stimulation thresholds from the previous section. This study was conducted in a similar
fashion, but considering a constant input, of either 75, 100, 125, or 150 µA, and applying
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the resulting voltage to all 888 cellular networks in the tiled retina model shown in Figure
4.2.
4.3.4 Retina Degeneration - Spontaneous Activity
4.3.4.1 Inducing Spontaneous Firing
Oscillatory neural activity that arises from the coupling between AII amacrine and cone
bipolar cells with lack of photoreceptor excitatory input was then added to the cellular
network model [63, 64]. The model up to this point does not include AII cells, as the
network extracted from the connectome only included an ON ganglion cell and the cells
that directly communicate with it. So, the connectome was referenced again, noting each of
the cone bipolar cells in this network coupled to an AII amacrine cell, finding 47 cells [71].
An AII model was built in NEURON, with morphology and intrinsic properties following
exactly that of Choi et al. [3], including fast Na and slow M-type K conductances to create
an oscillatory membrane potential that is seen in the experimental studies of Choi et al.
[3]. Their model was constructed in MATLAB, so it was reimplemented in NEURON and
coupled with the appropriate bipolar cells in the neural network model.
The results in their paper were first reconstructed, ensuring that for the same gap junc-
tion conductance between the AII and BCs that the same oscillating membrane voltage was
achieved (matched frequency, magnitude, and offset voltage). In this study, the bipolar cell
models were simplified to only include passive components as used in the study in Choi’s
paper. Excitatory synapses within the cellular network were added back into the model in
order to see any phasic firing in the ganglion cells that result from this oscillatory activity
in the coupled AII-BC network. This was done for a single AII and for all 47 AII cells.
Inhibitory synapses and gap junctions existing in the network were then incorporated to
study the effects neural connectivity may have on such behavior.
4.3.4.2 Stimulus Waveform Design to Address Spontaneous
Activity
As shown in [3], a constant current source applied to the bipolar cells has the abil-
ity to eliminate oscillatory activity. This was repeated here to ensure that a sufficiently
high current source would indeed eliminate spontaneous activity, and the magnitude of
membrane potential was compared with that in [3] for various gap junction conductance.
47
Then, an L-type Ca ionic channel was added back into the bipolar cells, due to it being
a possible reason for bipolar cells responding to wide pulses while ganglion cells do not
respond (as shown by Freeman et al. [23, 53], using low-frequency sinusoidal stimulation).
Simulations from the previous section were repeated to ensure that this did not interfere
with the oscillatory membrane potential of the coupled AII and cone bipolar cells, and
resulting phasic bursting in the ganglion cell due to excitatory synaptic input from these
bipolar cells.
Sinusoidal simulation was attempted, with the motive being the ability to selectively
stimulate bipolar cells with low-frequency sinusoidal stimulation (5-25 Hz), causing indi-
rect stimulation [23, 53]. This was found to only induce spiking on the peaks of the sinu-
soids, effectively inducing the activity that is believed to already occur in the degenerating
retina from these oscillatory membrane potential that is exhibited in bipolar cells from the
coupling of AII to BC.
So, a biphasic pulse was revisited. A cathodic pulse that is tall and narrow (similar
to what is currently used) is used to stimulate the ganglion cell, followed by a wide an-
odic pulse that is long enough that ganglion cells do not respond, but bipolar cells can
be sufficiently stimulated to eliminate their oscillatory behavior. The magnitude of the
waveforms are modified appropriately to ensure a charge balanced stimulus, using the
stimulation thresholds from Section 4.3.3.1 as a guideline for the cathodic pulse, and a
minimum pulse width of 10ms for the anodic pulse, maintaining sufficiently wide pulses
to not stimulate the ganglion cells while still eliminating the oscillatory behavior. This is
based on the study by Freeman et al., showing stimulation frequency of less than 100 Hz
to not cause direct stimulation of ganglion cells.
This proposed waveform would allow control over ganglion cell firing, eliminating
spontaneous bursts of action potentials in ganglion cells and only allowing action poten-
tials when desired. In addition, this type of asymmetric biphasic pulse was also suggested
as a more efficient waveform for retina stimulation, decreasing the total charge injection




The resulting stimulation thresholds for the ganglion cell in this network shows that the
lowest threshold is in the degenerated bulk-tissue model with synaptic connectivity. This
makes sense intuitively: by reducing the thickness of the retina, current density becomes
higher within the inner layers of the retina, spreading through a larger range of tissue, and
therefore, reducing the stimulation threshold. Slices of the voltage profile through the fir-
ing electrode for both bulk-tissue models are included in Figure 4.4. to illustrate this point.
Including synaptic activity also allows for the stimulation of presynaptic circuitry that
can indirectly contribute to the stimulation of the ganglion cell. When synaptic activity is
removed, considering only direct stimulation of the ganglion cells, the threshold increases.
This leads to a similar stimulation threshold for the healthy anatomical model including
synaptic activity and the degenerated anatomical model with loss of synaptic activity. This
preliminary result supports Weiland’s claim in [14] that by including indirect stimulation,
the stimulation thresholds of ganglion cells do not vary by a notable amount between
healthy and degenerated retina once the synaptic loss due to degeneration is considered.
In addition, the stimulation threshold is reduced significantly by considering simultaneous
current injection at all electrodes, as expected. A plot of these results is given in Figure 4.5.
4.4.2 Stimulation Range
Near the stimulation threshold computed in the previous section for direct stimulation
of ganglion cells, considering a magnitude of 75 µA applied to a single electrode, a total
Figure 4.4. Slice of the resulting voltage for a single electrode stimulation for a healthy
retina (top) and degenerated retina (bottom).
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Figure 4.5. Computed stimulation threshold for a given 1ms biphasic pulse for a single
electrode, or simultaneous 60-electrode stimulation, considering direct and/or indirect
stimulation for retina before and after early degeneration by considering modified retina
layer thickness as given in Table 4.I.
of nine cells were activated for retina before degeneration and sixteen cells were activated
after shrinking the thickness of retinal layers to represent beginning stages of degeneration.
For increased current magnitude, the stimulation range increased, as expected. Figure 4.6
shows the number of ganglion cells stimulated for increased current magnitude, reaching
as many as 50 for the degenerated retina at a magnitude of 150 µA, which is within the
range of current magnitude used in currently implanted patients [6].
4.4.3 Spontaneous Neural Activity Due to Retina Degeneration
The induced oscillatory membrane voltage in AII cells and passive cone bipolar cells
(CBC) matched that of [3] exactly. The response of a single coupled AII-CBC is shown in
Figure 4.7.a. By adding excitatory synapses into the model, this oscillatory behavior led
to phasic firing in the ganglion cell, with action potentials induced during the sinusoidal
crests, as expected. When all 47 AII cells, and appropriate gap junctions with a conduc-
tance of 500 pS were included, there was a much higher firing rate during the bursts of
ganglion cell activity, still during the crests of the sinusoids in the bipolar cells. Such
activity can be tailored in this model by simply adjusting the gap junction conductance or
number of cells that exhibit oscillatory behavior. By including inhibition and gap junctions
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Figure 4.6. Computed stimulation range of ganglion cells, providing the number of
ganglion cells stimulated for varying current magnitude and a 1ms wide biphasic pulse.
in the network, the response is a bit more interesting, creating a more spontaneous pattern
of ganglion cell stimulation, allowing for indirect stimulation to occur within some of
the inhibitory networks in the connectome. Resulting ganglion cell membrane potential
for these cases is provided in Figure 4.7. As discussed by Abramian et al., inhibition is
important in understanding response to epiretinal electrical stimulation, as in can signifi-
cantly impact spatial firing patterns, and should be included in computational efforts [40].
In addition, gap junctions, active dendrites and coupling by electrical synapses is also
important in order to consider dynamic range [31, 32]. Using this multiscale modeling
platform, such features can be considered and altered, allowing for such observations of
possible neural behavior in degenerating and electrically stimulated retina.
4.4.4 Stimulation Waveform Design
For designing stimuli for more effective stimulation, decreasing or eliminating spon-
taneous firing in ganglion cells in degenerating retina, the model in the previous section
considering a single AII cell with oscillating membrane potential was considered. As men-
tioned, a constant-applied current stimuli can reduce oscillatory behavior in the coupled
AII-CBC network sufficiently. This was tested, applying a current clamp with varying
magnitude to the CBC with oscillating membrane voltage, finding above 20 pA to elim-
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Figure 4.7. Induced spontaneous activity in the retina neural network model without
electrical stimulation intervention, showing the membrane potential for (a) a single cone
bipolar cell coupled to an AII cell (reproduction of results in [3] with gap junction conduc-
tance of 500 pS); (b) ganglion cell that is post-synaptic to the bipolar cell in (a), showing
induced spontaneous firing; (c) the same ganglion cell as plotted in (b), but with all 47
AII amacrine cells integrated into the model, coupled with CBC’s appropriately via gap
junctions, and all excitatory synapses included in the neural network model showing
increased firing; and (d) the same as in (c) but with all excitatory and inhibitory synapses
and gap junctions included in the neural network model, showing additional spontaneous
activity.
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inate the low-frequency oscillatory behavior, matching results in [3]. In addition, when
above 10 pA was applied, the resulting membrane potential offset and reduced oscillatory
behavior was sufficient to completely eliminate spontaneous ganglion cell activity.
The proposed waveform in this paper is to use asymmetric biphasic pulses for stim-
ulating ganglion cells. Wide anodic pulses with low, sub-threshold magnitude can be
used to eliminate unwanted ganglion cell stimulation for the duration of the pulse, and
narrow, tall, supra-threshold cathodic pulses can be used to cause single ganglion cell
action potentials. This allows for increased control over ganglion cell temporal spiking
behavior, considering possible oscillatory behavior existing within subjects’ degenerated
retina.
To study this pulse shape, Admittance Method simulations were run for various pulse
widths and magnitudes. An example waveform is shown in Figure 4.8.a, consisting of a
width of 1 ms for the cathodic pulse, following currently used stimulation parameters,
similar to those used in [15] with a magnitude of 75 µA, which is sufficient to cause
stimulation as found in previous results in this paper. The anodic pulse has a width of
Figure 4.8. Proposed stimulation waveform. (Top) Current stimulus applied in Admit-
tance Method simulation. (Bottom) Ganglion cell membrane voltage showing ability to
control spiking, eliminating spontaneous firing and limiting action potential to single
firing at the time of cathodic pulse
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15 ms and magnitude of 5 µA, which is sufficiently long to stimulate the CBC and reduce
oscillatory membrane potential. An interphase gap of 2 ms was considered, which has
been shown to increase the efficiency of currently-used biphasic stimuli [51]. The resulting
voltage was applied to the neural network model as was done in previous sections, and the
resulting CBC, and ganglion cell membrane potential is shown in Figure 4.8.b. The result
was, as expected, with spiking in the ganglion cell only occurring during direct stimulation
by the cathodic pulse, while the spontaneous activity was subdued by the wide anodic
pulses.
In addition to this waveform shape effectively subduing spontaneous activity during
electrical stimulation, it is favorable to safety considerations. By choosing the magnitude
and duration of the cathodic and anodic pulses appropriately, a charge-balanced wave-
form is maintained and total charge density and charge per phase remain unchanged from
currently used stimuli, following criteria in [72, 73].
4.5 Discussion
4.5.1 Neural Network Modeling
While this modeling effort provides a substantial number of parameters for controlling
the extent of neural connectivity and how it may affect the response of retina to electrical
stimulation, it has limited horizontal communication. In the simulations for computing the
range of stimulation, in which neural networks are tiled into a single model, as shown in
Figure 4.2, each network acts independently. In reality, some of the cells in this neural net-
work, including the ganglion cell and amacrine cells extend beyond the 0.25 mm diameter
that the connectome used is limited to. Indeed, the ganglion cell dendritic arbor is likely
about 0.5-0.7 mm in diameter [74]. In addition, there is horizontal communication across
sheets of specific types of bipolar cells, horizontal or amacrine cells, gap junction-coupled
ganglion cells, etc., in the retina, all of which may affect the stimulation range that is
reported in this computational study. Such horizontal communication was limited in
this study in attempt to only include actually observed connectivity as reported in the
connectome. Future expansion of this modeling effort can be conducted for constructing a
more accurate representation of retina neural tissue.
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4.5.2 Retina Degeneration
In addition to the neural network modeling limitations, the bulk-tissue level models
used for simulating extracellular voltage due to electrical stimulation maintains a layered
structure for the retina. This is consistent with literature for early phases of degeneration,
but does not extend to later phases, during which electrical stimulation prosthetic inter-
vention is implemented. During the neural remodeling and continual neurodegeneration
phases, there are substantial modifications to the retina anatomy, including cell migration,
and cellular death that continues until nearly 90% of the cells are gone. This practically
eliminates the structure of layered tissue with homogeneous electrical resistivity as seen
here, as shown in Figure 4.9, and calls for a more complex heterogeneous representation
of the tissue.
In addition to the added spontaneous ganglion cell activity that is considered in this
paper, there are further molecular reprogramming events during remodeling, including
completely new connections, glutamate receptor revisions and altered Muller cell func-
tionality [75]. None of such features are incorporated into the modeling structure as of
Figure 4.9. Images of retina, both before degeneration (top) and after extensive degenera-
tion due to retinitis pigmentosa (bottom).
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yet, and consequences on attempted electrical stimulation is unknown. The modeling
framework presented here has the ability to include all mentioned features, altering the
heterogeneity of the tissue and network connectivity.
4.5.3 Electrode Design
Comparing with clinical data, the stimulation thresholds reported from this computa-
tional study are on the lower end of what has been observed. A reason for this is likely
the location of the electrodes in this model. As discussed in [6, 15], the distance between
the retina surface and the electrode array can vary from patient to patient and can increase
over time. This leads to an increased electrode impedance and stimulation threshold. This
can certainly be considered in the modeling framework provided in this paper to study
how the electrode distance affects the stimulation threshold and range.
4.5.4 Implications for Clinical Applications
Currently the timing of implantation is late in disease, after patients have undergone
years of disease and have become blind. As such, extensive retina remodeling and neu-
rodegeneration has occurred by the time electrical stimulation rehabilitative techniques
are attempted. This makes the proposed waveform in this paper highly clinically relevant,
considering some spontaneous behavior that occurs during remodeling in the design of
the waveform. As discussed by Weiland and Humayun in [14], only 55% of electrodes
in current patients are effective independently. Applying the waveform proposed here,
this number can hopefully increase. Asymmetric biphasic pules have been considered in
previous experimental studies [51]. However, the ability to scale this to clinical application
still needs to be investigated to validate added effectivity.
4.6 Conclusion
In this paper, a multiscale multiphysics computational framework for modeling elec-
trical stimulation of degenerated retina was proposed. Using this framework, the effects
of cellular network connectivity, anatomical changes, and spontaneous activity observed
in degenerated retina on electrical stimulation attempts were investigated. This provided
computed stimulation threshold and range of ganglion cells for varying degrees of de-
generation. Through observations of such studies, a waveform shape with increased ef-
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fectivity in degenerated retina was proposed, applying asymmetric biphasic pulses for
reducing spontaneous neural activity and allowing increased control over the timing of
ganglion cell action potentials. The authors hope for such results to increase the effectivity
of currently-implanted devices, and for the proposed modeling framework to continue to
provide understanding of retina neural behavior, how it changes during degenerative dis-
ease, and provide additional recommendation for further increased stimulation efficiency
and efficacy in prosthetic devices for restoring vision.
CHAPTER 5
VIRTUAL ELECTRODE DESIGN FOR
INCREASING SPATIAL RESOLUTION
IN RETINAL PROSTHESIS
Reproduced by permission of the Institution of Engineering and Technology, from: K.
Loizos, C.J. Cela, R. Marc, and G. Lazzi, ”Virtual electrode design for increasing spatial
resolution in retinal prosthesis,” IET Healthcare Tech. Lett., vol. 3, no. 2, pp. 93-97, 2016.
5.1 Abstract
Retinal prostheses systems are currently used to restore partial vision to patients
blinded by degenerative diseases by electrically stimulating surviving retinal cells. In
order to obtain likely maximum resolution, electrode size is minimized, allowing for a
large quantity on an array and localized stimulation regions. Besides the small size leading
to fabrication difficulties and higher electrochemical charge density, there are challenges
associated with the number of drivers needed for a large electrode count as well as the
strategies to deliver sufficient power to these drivers wirelessly. In hopes to increase
electrode resolution while avoiding these issues, we propose a new ”virtual electrode”
design to increase locations of likely stimulation. Passive metallization strategically placed
between disk electrodes, combined with alternating surrounding stimuli, channel current
into a location between electrodes, producing a virtual stimulation site. A computational
study was conducted to optimize the passive metal element geometry, quantify the
expected current density output, and simulate retinal ganglion cell activity due to virtual
electrode stimulation. Results show this procedure leads to array geometry that focuses
injected current and achieves retinal ganglion cell stimulation in a region beneath the
”virtual electrode,” creating an alternate stimulation site without additional drivers.
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5.2 Introduction
Most of currently implemented epi-retinal prosthesis systems utilize arrays of surface
electrodes placed against the retina. These electrically stimulate the neural tissue based
on modulated input from an external camera [45]. This has produced encouraging results,
allowing blind patients who have degenerative diseases to regain some visual perception
[15, 47]. However, the resolution is not yet sufficient to accomplish important tasks, such as
facial recognition, and it is widely believed that a larger number of electrodes would likely
provide a more useful vision in this regard [8, 76]. There are restrictions on how many
electrodes can be placed on these arrays and how small they can be. More importantly,
there are significant limitations on how many electrodes can be driven by separate drivers
and the power required by attempting to increase the electrode count through simply
increasing the number of physical electrodes. Further, to fit a large number of electrodes,
the size of the electrodes and the space between them needs to decrease. This leads to
further constraints, since the smaller size has been shown to increase the impedance at the
electrode surface, which increases the amount of charge density and the risk of damaging
tissue and/or the electrodes themselves [8, 77]. Closer spatial proximity of electrodes also
weakens the focus of stimuli, as charge injection from surrounding electrodes can affect
the response beneath any individual electrode when they are concurrently utilized. This
can lead to a large stimulation range and discredits the logic for increasing the number of
electrodes [78].
Alternative stimulation strategies have been studied to create virtual stimulation sites
beneath these electrode arrays, channeling current to locations in between electrodes [52,
79–81]. This bypasses concerns with building arrays with many small electrodes, and
allows for currently implanted designs to continue to be used while providing higher
resolution of stimulus locations. Computational and experimental studies have shown
that using simultaneous monopolar stimulation of adjacent electrodes increases the field
between them, and can theoretically be used to stimulate these regions [52, 80, 81]. Choos-
ing different ground locations to channel current is another option [34, 81].
While these methods have been shown to increase the fields between electrodes and can
cause stimulation, they do not create a focused current injection that would be expected
if another electrode were placed in the center virtual location. This work introduces a
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design for a virtual electrode configuration that channels current to the center of the array,
producing as high of a current density beneath the virtual electrode as is seen under a
firing electrode, while ensuring that the tissue beneath the electrodes does not respond
to the injected current. This is accomplished through the usage of short pulses applied
to perpendicular pairs of bipolar electrodes, and strategically placed passive metal ele-
ments for channeling the current to a specific location in the center of each set of four
electrodes. Applying this electrode configuration can significantly increase the number of
acting “electrodes” on an array. This can lead to improved array design, providing a means
for increasing the resolution and for selectively stimulating cells within a small radius of
tissue.
5.3 Virtual Electrode Methodology
The virtual electrode phenomenon is produced using a purposely designed configu-
ration of passive metal elements placed in between active disk electrodes, in conjunction
with a judicious choice of signal timing and shape of the adjacent electrodes. The design
proposed in this work is shown in Figure 5.1. This is accomplished through the use of
time-offset pulses, as in [79, 80], applying pulses with a short enough of a pulse-width that
they are uninfluential on the tissue, but offset in time so that they create a wider pulse
in the location between the electrodes. As described as well in [79, 80], applying a short
stimulus to two adjacent electrodes, having one stimulus be a delayed by the width of
the stimuli, produces a stimulus of twice the width in the center. If this pulse width is
too narrow to elicit neural response, then the center location could be the sole location of
neural stimulation. Differently from previous attempts at this strategy, bipolar stimulation
is used rather than monopolar, using the diagonal, perpendicular pairs of electrodes in any
given set of four electrodes for the two stimuli. A narrow anodic stimulus is applied to one
pair, then immediately following it an identical stimulus is applied to the second pair.
This systematic current injection used in conjunction with the designed passive metal
elements focus the current even further in order to produce sufficient charge density to
cause a stimulus site in the center of the structure. The passive metal elements provide
a highly conductive path from the positive electrode to the negative, forcing more of the
current into this specific location. Incorporating a gap between the pieces of metal in the
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Figure 5.1. Virtual electrode system: Alternating pulses are applied to electrode pairs 1
and 2, with a pulse-width of t, creating a pulse-width of 2t in the center. Passive metal
elements are incorporated to further focus the current.
center of the four electrodes provides capacitive pathways for the current, creating a high
current density location in this center location. The initial idea for this methodology was
based on the observation of current traveling through adjacent electrodes and then into
the tissue when electrodes are placed in close proximity, since the electrodes nearby form
a more conductive path to the current return than the tissue.
5.4 Electrode Array Model and Tools
For the purposes of designing the electrode configuration and simulating various ge-
ometries, a computational model was constructed with a size of 300x300x150 voxels for use
with our multiresolution and multiscale admittance method, described in [17, 44]. Each
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voxel is cubic with a width of 10µm and is given an integer value, each integer repre-
senting a different tissue or material resistive properties. A 2x2 electrode array was added,
comprised of disk electrodes with a diameter of 200µm and a pitch of 400µm, embedded in
insulating material, with the surface of the electrode flush with the surface. The electrode
dimensions and placement were based on the retinal prosthesis system reported in [45].
The electrode array is placed flush with the retinal surface. The retina was described
using multiple layers, with the resistivity varying every 20µm beneath the surface of the
array corresponding to published measurements of rat retina [1]. The relative permittivity
of all of the retinal tissue was varied based on the width of the time-step used for the
bipolar stimulation, ranging from 4700 to 8200. The tissue surrounding the electrode array
was given the properties of vitreous humor, with a relative permittivity of 98 [67].
The admittance method (AM) was used to compute resulting voltages due to defined
current source(s). This method first meshes the model, combining voxels at locations
further from boundaries and current source locations in order to decrease the number
of nodes. Next, the meshed discretized model is used to build a circuit network based
on the resistivity and permittivity values, describing each edge of a voxel as a resistance
and capacitance. An admittance matrix is populated with the resulting admittance values
seen at each node (G). By defining a current vector (I) that defines the initial current at
each node, allowing for current sources to be defined, the resulting voltages throughout
the model (V) can be solved for using the linear equation GV=I. These voltages may then
be used to solve for the electric field magnitude in any direction by taking the ratio of the
voltage drop between adjacent nodes and the distance between them. The current density
may then also be considered by scaling the magnitude of the electric field at each voxel by
the conductivity of the tissue the voxel represents [17, 44].
5.5 Passive Metal Element Design
The admittance method was used to optimize the geometry of the passive metal el-
ements placed in between the electrodes. The metal geometries were designed to be
10µm thick, placed flush with the surface of the array without any sources connected.
Simulations were run, applying a total of 4 anodic pulses, as shown in Figure 5.1, with a
pulse width of 10µs. Many different configurations were considered: it was found that
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having the metal surrounding the firing and return electrodes produced a higher density
of current in the center and, as described in the later section, is most effective in causing
neural activation in regions proximal to the center of the set of electrodes. By narrowing
the metal elements, the amount of current that passed across proximate elements was
decreased, channeling more current towards the center. Three notable patterns describing
this conclusion are shown in Figure 5.2.a, with each subsequent pattern having a narrower
geometry. Normalized current density accumulated after these four time-steps at a slice
Figure 5.2. Three notable patterns of electrode and passive metal element and linear
plots of normalised current density. (a) Electrode and passive metal element pattern; (b)
normalised accumulated current density after four time steps (two pulses applied to each
pair), taken 30 µm into the retinal tissue for each pattern; (c) linear plots of normalised
current density comparing magnitude between firing electrodes and the virtual electrode
(location given by white dotted lines in (b))
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30µm into the retinal tissue is given in Figure 5.2.b. Figure 5.2.c provides linear plots of
these slices, quantifying the difference between the accumulated current density through
the electrodes and through the virtual electrode. All plots were normalized to the maxi-
mum current density magnitude in order to provide a comparison of the effective current
channeling between the different configurations.
5.6 Neural Activation Modeling
The resulting accumulated current density analysis showed an interesting ability for
this system to channel current towards the center of a square electrode configuration.
However, the current density beneath the firing electrodes, built over the time of multiple
pulses, remained at a similar magnitude to that under the virtual electrode location. The
ability for this stimulation mechanism to be useful depends on the underlying retinal
cells responding to the longer pulse width in the center, and not to the shorter pulses
beneath the firing electrode locations. Thus, a further study was conducted to simulate the
response of retinal ganglion cells. A multiscale approach was taken, applying the voltage
results from the admittance method simulations to a model of a retinal ganglion cell.
The cell was placed in multiple locations, using an otherwise identical model. Since the
admittance mesh is a lumped representation of the underlying neural cells, this multiscale
process sufficiently models the impedance of each individual cell. This approach allows
for a comparative study of the stimulation threshold for cells in different locations beneath
the electrode array.
A retinal ganglion cell (RGC) model was built from morphology extracted from a con-
nectome dataset built off of high-resolution Transmission Electron Microscopy (TEM) im-
ages [18]. The RGC considered includes a cell body and the dendritic branches. The mor-
phology was imported into NEURON software [5], in which it was split into compartments
of tapered cylinders, each described electrically as a cable model. The active properties of
the membrane were described using the passive properties and five-ionic current model
as described by Fohlmeister et al. [58] The ionic gating rate constants and ionic channel
conductances were given identical values to measurements given in [82]. The ability of this
cellular morphology to behave as observed experimentally with these active properties
applied was simulated by clamping the membrane to various current magnitudes, and
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comparing the resulting spiking to the results given in [58].
This RGC was duplicated to create two models. The coordinates of the RGC‘s were
translated in order to be centered 30µm into the admittance model described in the pre-
vious sections of this paper, with one cell being beneath one of the firing electrodes and
another beneath the virtual electrode. Only the model with the electrode configuration
shown in Figure 5.1 was considered since it resulted in the most focused current density
in the virtual electrode location. The placement of the cells within the admittance model
is shown in Figure 5.3. The voltages throughout the admittance model that resulted from
Figure 5.3. Placement of the cells within the admittance model. (a) Three-dimensional
rendering of ganglion cells beneath virtual electrode and firing electrode, coloured accord-
ing to membrane voltage 1.75 ms after 50 µs-wide 250 µA pulse applied, showing only
activation in virtual location. (b) Membrane voltage over time for the same stimulus
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the current density analysis were interpolated, providing a potential at each compartment
of these two RGC models. These voltages were then applied as extracellular voltages, by
placing voltage sources in series with the membrane circuit at each compartment. [41]
Simulations were then run, analyzing the cellular response to the voltages resulting
from previous AM simulations. The input voltages were linearly scaled in NEURON until
activation of both cells was observed. For this initial simulation with a pulse width of 10µs,
a current magnitude of 1670 µA was required for the cell beneath the firing electrode to
activate, while only 700 µA were required for the cell beneath the virtual electrode location.
As expected, the shorter pulse width applied to the firing electrode required a much higher
magnitude to cause stimulation than the wider pulse width in the center of the electrodes.
The AM simulations were repeated for different pulse widths, varying from 10µs to
100µs, modifying the permittivity values appropriately for each case. The magnitude
of the interpolated extracellular voltages was again scaled until activation was observed
to compute the stimulation threshold. Results of the threshold calculations are given
in Figures 5.3 and 5.4, indicating that this configuration can provide a virtual electrode
stimulus regardless of the pulse width.
Figure 5.4. Minimum current magnitude necessary to be applied to the electrodes in the
AM model in order to stimulate an RGC beneath a firing electrode and the virtual electrode
for varying pulse width.
66
At these current thresholds, the charge density and charge per phase beneath the firing
electrodes were computed to analyze potential safety implications, as these parameters
have been shown as cofactors in potential neural tissue damage using disk electrodes [72].
The charge per phase was calculated by multiplying the current waveform pulse width
by the magnitude of the pulse at the threshold. The charge density per phase was then
calculated by dividing the charge per phase by the area of the electrode. All current
threshold and pulse width combinations presented in this paper were well within the
boundaries for safe stimulation as proposed in [72].
5.7 Conclusions
An electrode configuration for surface electrode arrays used in retinal prostheses sys-
tems was designed in order to provide an extra virtual stimulation site in the center of
sets of electrodes. Through a computational study, the method of using alternating short
pulses applied to perpendicular bipolar electrodes, with focusing passive metal elements,
was shown to have the ability to create virtual electrodes. This could have significant
implications for future implanted surface electrode arrays, being able to provide a finer
resolution of selectively stimulated retinal cells without the necessity for more feed points,
or drivers.
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6.1 Abstract
Hippocampal prosthetic devices have been developed to bridge the gap between func-
tioning portions of the hippocampus in order to restore lost memory functionality in those
suffering from brain injury or diseases. An approach taken in recent neuroprosthetic
design is to use a multiinput multioutput device that reads data from the CA3 in the
hippocampus and electrically stimulates the CA1 in an attempt to mimic the appropriate
firing pattern that would occur due to coupling between the two regions during normal
memory function. However, further study is required to identify most advantageous
electrode placement and stimulation parameters for inducing appropriate firing patterns.
This chapter describes the creation and implementation of a computational model of the
hippocampus to simulate the electric field and neural activation from external electrical
stimulation, extending the modeling approach for studying retina prosthetic devices pre-
sented in previous chapters.
6.2 Introduction
The hippocampus is a segment of the medial temporal lobe associated with long-term
memory creation. Any impairment of the hippocampus can lead to decreased memory
accuracy, and has been shown to be linked to memory loss in those suffering from
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Alzheimer’s disease, dementia, cerebrovascular disease, or traumatic brain injury. While
there exists a wide range in the severity of these diseases, they often result in long-term
physical, emotional, and behavioral effects, with an accompanying decrease in quality
of life. In order to address this and design a system to restore memory functionality,
research has been conducted to understand the factors within the hippocampus that are
involved in memory retention, concluding that the firing patterns between regions of the
hippocampus are vital in the encoding of long-term memories. Berger et al. have designed
a system to bypass impaired hippocampal regions [11]. This prosthetic records neural
spiking patterns from two regions, predicts if a memory will be encoded properly or not,
and uses an online model to estimate the required firing patterns in the further upstream
region for a properly encoded memory. Stimulating electrodes are then used in attempt to
induce the predicted patterns.
This system has proven effective in restoring and/or enhancing memory retention
in rodents and primates [11, 12]. However, a clear understanding of ideal electrode
placements and geometries, and stimulation patterns are relatively unknown, and current
knowledge is mostly based on empirical observations. Before HPDs can transition to
human clinical trials, it is crucial to understand current stimulation thresholds and the
most advantageous electrode placement, providing the least-invasive implementation
while minimizing charge injection and maximizing functionality. In this chapter, a compu-
tational model of rat hippocampus and implant electronics is constructed for modeling re-
sulting electric field due to systematic electrical stimulation. This is coupled with a model
of the underlying neural tissue to investigate resulting neural activity. CA1 pyramidal cells
are considered, along with electrode geometry following that of the mentioned rat in vivo
experiments showing memory restoration, with the goal of providing recommendation of




The hippocampus model used in this paper was created from a dataset based on MRI
images of a rat hippocampus, classifying 10x 10 to the 6 different points according to their
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position, section of hippocampus, and layer [83, 84]. Software was written to convert the
data into a 16 µm resolution 3D matrix of cubic voxels. Each voxel was assigned a material
index which corresponded to its section and layer, where the section refers to CA1, CA2,
CA3, or DG, and the layer refers to either the the Lacunosum-Moleculare (LM), Radiatum
(RAD), Pyramidal Cell (PC), or Oriens (OR) [83]. This segmentation is shown in Figure
6.1. Each material index was then assigned an electrical resistivity value based on its
layer as shown in Figure 6.2 [85, 86]. Due to the unavailability of measured resistivity
profiles in the dentate gyrus, the entire hippocampus resistivity was assigned parameters
based on measurements taken in CA1, using values as reported by Lopez-Aguado et al.
[87]. Many measurements were performed in these experimenters in the apical and basal
dendritic regions, cell body layer, stratum lacunosum-moleculare, and the hippocampal
fissure bordering the outer boundary of the dentate gyrus. The measurements showed
remarkably similar resistivity in the molecular regions, around 2.7 µm, with approximately
double the resistance in the cell-body regions. This led to the layered structure of this
computational model, with each region having homogeneous resistivity.
Voxels that were undefined in the original dataset were interpolated and assigned a
Figure 6.1. (Top) 2D slice of the Admittance Method hippocampus model, and (bottom) a
chart with the definitions of the anatomical sections used to discretize the tissue.
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Figure 6.2. (Left) Rendering of 3D hippocampus Admittance Method model including an
implanted electrode array, and (right) a rendering of the CA1 pyramidal cell considered
in this study, annotated with the bulk resistivity value applied to the Admittance Method
model based on cellular region.
tissue type based on the surrounding material. However, this method did not eliminate
larger natural spaces that occur in the hippocampus due to irregularities or connections
to surrounding tissue. The initial dataset also contained voxels that were separated by
as little as 4 µm in the x and y dimensions and 16 µm in the z dimension. To increase
computational speed and maintain uniform dimensions, the resolution was set to 16 µm
in all dimensions. The final model size was 475x500x288 voxels.
An electrode model was constructed to replicate the physical device used in prior rat
experiments [88], including a row of 8 recording microwire electrodes and a row of 8
stimulating microwire electrodes. The diameter of each electrode was set to be 48 µm.
The electrode model was inserted into the hippocampus model so the first row (recording)
ended in the CA3, while the second row (stimulating) ended in the CA1, near the cell body
layers. A conductive plate was inserted above the electrode array to serve as a common
ground for simulations. The 3D model of the hippocampus with the electrode array im-
planted is shown in Figure 6.2. Model and electrode creation methods were implemented
in Python while merging methods were implemented with C++. The Admittance Method
was then used for computing the voltage at each node in the model due to a given current
stimulus applied across any pair of electrodes in the 8x2 array.
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6.3.2 Linking with NEURON Model
To simulate stimulation thresholds, a model of a CA1 pyramidal cell was considered,
developed by Poirazi et al. [89]. This is a complex model, using a modified Hodgkin-
Huxley formulation similar to that of the previously mentioned retinal cells, with 17 ionic
channel mechanisms. It had been characterized and calibrated based on a series of ex-
perimental studies, showing the ability to mimic the response to extracellular stimulation,
when either a single pulse or train of pulses was applied. These features made it partic-
ularly attractive to this study, in which as realistic of a response to electrical stimulation
is desired in order to provide computational results towards recommendations for stim-
ulation parameters in future experiments. Before implementing the model in this study,
the results provided by Poirazi et al. were replicated to ensure that the model functions as
expected. It was then coupled with the bulk-tissue level model in the previous section in a
similar manner as described in Chapter 2, by considering the cell to be translated to an ap-
propriate location within the bulk-tissue, interpolating the extracellular voltage resulting
from Admittance Method simulation at the locations of the center of each compartment
within the NEURON model, and applying these voltages as extracellular sources. The
positioning of the model was set to match the anatomy of the hippocampus, with the
cell body centered in the cell body layer of the CA1 region, with the dendritic branches
extending into the molecular regions, at an angle normal to the direction of the cell body
layer. The size of the cell closely matched that of the CA1 region in the Admittance Method
model, requiring no modifications to either model. Figure 6.2 provides a rendering of the
cell.
6.3.3 Prosthetic Microwire Electrode Depth
One of the main goals of this work was to identify the most advantageous electrode
placement for this hippocampus prosthetic device, referring to the ability to stimulate
neural tissue in the area near the electrode surface while remaining minimally invasive
and with minimal current injection. Requiring the electrodes to be inserted into the hip-
pocampus can increase the risk of damaging the neural tissue, and is to be avoided if
possible. The microwire electrode array described earlier in this section was shifted to
various depths in the CA1 region of the hippocampus, considering locations near the
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surface of the hippocampus, at the cell body layer, and at one and two thirds into the
LM layer. Simulations were run, applying 50 µA 1 ms wide biphasic pulses. The resulting
voltage was interpolated and applied to the CA1 cell model, which was positioned 48 µm
offset from the microwires, to avoid the electrodes from running directly through the cell.
The applied extracellular voltage was scaled until a threshold magnitude was found.
6.3.4 Neural Network Dynamics
The modeling in the previous sections provides results towards recommendation of
electrode placement and stimulation thresholds for a single cell in the CA1. However, the
cellular density in the hippocampus is high, containing millions of cells in a rat hippocam-
pus [13, 48] along with neural network functionality that is neglected by considering only
a single cell response. In order to investigate the impact this may have on computational
results of electrical stimulation of hippocampal tissue, the model presented here was ex-
panded to include a large-scale model of the dentate gyrus in the hippocampus, including
over 1 million granule cells, feedback and feedforward input resulting from interneurons
and perforant path axons that provide input from the entorhinal cortex and affect the
dynamics of cells downstream in the dentate gyrus and CA sections. The dentate gyrus
was considered due to the availability of a large-scale model that has not yet been extended
to the CA. Using this model, approximated spatiotemporal dynamics are included in the
estimation of induced activity due to electrical stimulation. This work was conducted in
collaboration with Phillip Hendrickson, Clayton Bingham, Gene Yu, and Theodore Berger
at the University of Southern California, and will be used in future work towards further-
ing the understanding of neural tissue response to such hippocampus prosthetic electrical
stimulation as this neural network model is extended to the CA3 and CA1 sections of the
hippocampus.
For this study, the 3D model of the hippocampus was reduced to a 400 µm thick
slice of hippocampus, simplifying the computation time while still providing sufficient
tissue to comprise the large-scale neural network model. A rendering of this model is
given in Figure 6.3. The large-scale model originally had no spatial relevance, considering
the C-shaped tissue of the dentate gyrus to be ”flattened” into a 2D plane. In order to
estimate the location of each neural compartment, the coordinates of each compartment
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Figure 6.3. Rendering of the 3D model of a hippocampus slice with implant electrodes,
used for simulating the dentate gyrus response to electrical stimulation towards predicting
the electrode placement for the highest stimulation efficiency.
were considered to be translated to the cell body layer of the dentate gyrus in the 3D
AM model, with the dendritic branches being rotated to an angle normal to the cell body
layer at each respective position. Recording the coordinates of each compartment after
translation and rotation, and noting which compartment each of the coordinates refer to
allowed for the AM results to be interpolated and the resulting voltage to be applied to the
large-scale neural network appropriately.
Electrodes were incorporated into the model in 9 different locations in the dentate
gyrus, as shown in Figure 6.4, in order to find the most advantageous electrode placement
for a given current magnitude, providing maximal population spiking. This included
electrodes placed above the cell bodies and perforant path axons that provide input from
the entorhinal cortex and travel along the length of the dentate gyrus in order to include
the effects on cellular activation in downstream regions of the dentate gyrus.
6.3.5 Heterogeneous Resistivity
Because no knowledge of the dentate gyrus bulk resistivity is provided in literature, a
study of how changing the resistivity heterogeneity can affect the response to electrical
stimulation was conducted. The resistivity was initialized to that of the CA sections,
based on the CA1 measurements used for the remaining sections of the hippocampus,
applying homogeneous resistivity to the cell body and molecular layers, with the cell body
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Figure 6.4. Rendering of the 1-million-plus dentate gyrus large-scale NEURON model
with annotations showing electrode placement and approximate perforant path axon
locations.
regions having higher resistivity. The anatomy of the dentate gyrus is similar to the CA
sections, providing an applicable approximation of the bulk-tissue resistive properties.
To justify using this heterogeneous model with somatic regions distinguished by their
higher electrical resistivity (as compared to a simpler homogenous model that could be
represented analytically), and to investigate the how error in this approximation of dentate
gyrus resistivity based on CA measurements would affect electrical stimulation results,
simulations were run varying the ratio of resistivity between the cell body and molecular
regions. The original ratio of the cell body layer to molecular layer was 2.28 and that
ratio was varied in a series of simulations from cell body layer/molecular layer = 1 to
cell body layer/molecular layer = 5. These simulations were run with a pulse width of
1 ms and amplitude of 100 µA and no other parameters were changed from the control
model. Simulations in the NEURON model were subsequently performed in order to
determine how these differences in the extracellular voltage field might affect activation
in the large-scale model.
6.4 Results
6.4.1 Field Distribution
A biphasic current stimulus with a magnitude of 100 µA and pulse width of 1 ms was
applied to each bipolar pair of electrodes. Figure 6.5 shows a plot of the resulting voltages
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Figure 6.5. Admittance Method model. (a) Slice of the hippocampus model, showing the
electrode geometry and placement with the surface exposed to the cell bodies in the CA1
section, and (b) a 2D slice of the voltage resulting from an Admittance Method simulation
of current injection to bipolar pairs of electrodes in this model at a single timestep.
at a single timestep along the mediolateral plane through the center of the electrodes.
This slice was chosen to show the maximum voltage levels and relationship between
the electrodes. The voltage was high directly beneath the electrode surface, with a high
electric field between each bipolar pair as was expected, and a focused strength that faded
quickly in the surrounding material. The voltage was higher at the outside electrodes
compared to those in the middle because of the lack of an oppositely polarized electrodes
on both sides. The resulting maximum voltage of about 1V was as expected, based on
results of experimental studies with rat hippocampus and similar electrode geometry and
placement.
6.4.2 Stimulation Threshold vs. Depth
The stimulation threshold was computed for four depths into the CA1 section of the
hippocampus, finding the lowest threshold to be at the surface of the hippocampal tissue.
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The current magnitude required to stimulate this single CA1 pyramidal cell with a single
biphasic 1-ms wide pulse increased with increased penetration into the hippocampus. The
resulting magnitude ranges from about 8 µA to 87 µA, with the results shown in Figure 6.6.
This is an encouraging result, as it is desired for this implanted device to be as minimally
invasive as possible, and these results indicate that the lowest current threshold exists for
the case in which the electrodes do not penetrate the hippocampus. This result makes
sense intuitively. Inserting the electrodes further from the cell bodies pushes the electrode
surface further from the cell bodies, making the location of initial stimulation being in the
dendritic region, in which the size of the neural segments are much smaller than at the cell
body, therefore being more difficult to stimulate. This also affects the stimulation timing,
leading to a delay for the cell body to be stimulated due to the propagation delay and
inability to directly stimulate the cell body, as shown in Figure 6.7.
6.4.3 Dentate Gyrus Electrode Placement
Simulations applying electrodes in the nine different locations in the dentate gyrus as
shown in Figure 6.4, at various magnitudes ranging from 50 to 650 µA were run to estimate
the electrode placement leading to the most efficient stimulation, providing the highest
Figure 6.6. (Left) A slice of the 3D hippocampus model for the first electrode placement,
with annotations defining the current source and subsequent electrode depths. The lo-
cation of each compartment of the CA1 cell NEURON model is shown in green. (Right)
Resulting current stimulation thresholds for the four different electrode placements.
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Figure 6.7. Membrane potential at the soma of the CA1 pyramidal cell when the threshold
stimulation is applied to each of the four considered electrode placements, illustrating the
latency of the response at the cell body in addition to change in stimulation thresholds.
quantity of stimulated cells for a given magnitude. This not only provided information
on the number of cells stimulated near the electrode surface, but how the stimulation
propagated along the dentate gyrus and proceeded to stimulate cells downstream via
activation of perforant path axons, providing a nonlinear response of number of cells
activated vs. magnitude of the current stimulus. An example of the spatio-temporal
response to electrical stimulation at location 7 (as noted in Figure 6.4) is given in Fig-
ure 6.8, showing cells activating near the electrodes immediately after stimulation, which
propagates around the dentate gyrus, leading to induced neural activity throughout the
dentate gyrus within about 12 ms. The most amount of neural activity was found when
stimulating near the crest of the dentate gyrus. When stimulating near the cell bodies
with 100 µA, about 5.5% of the total cells in the large-scale model were stimulated, all of
which were in close proximity to the electrodes. After about 12 ms, cells downstream in
the hippocampus were activated, leading to activity in about 1% of the total cells. When
shifting the electrodes closer to the edge of the dentate gyrus near the perforant path axons,
and applying the same stimulus, about 5.5% of the cells in the model were stimulated.
These results are shown in Figure 6.9.
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Figure 6.8. Simulated membrane potential in large-scale model of dentate gyrus over time
resulting from perforant path stimulation via extracellular electrodes.
Figure 6.9. Resulting percent of total cells activated in the large-scale dentate gyrus neural
network model due to a biphasic 1-ms wide 100 µA current stimulus applied to the
crest of the dentate gyrus near (a) perforant path and (b) cell bodies. This is shown for
three variations of the discretized bulk-tissue model, in which the entire hippocampus
is described as a homogeneous medium (yellow), with resistivity discretization based on
CA1 measurements in literature (Control, red), and with increased heterogeneity with a
ratio in resistivity of 5:1 from the cell body to molecular regions (blue).
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6.4.4 Heterogeneous Resistivity
The intrinsic heterogeneity of neural tissue naturally gives rise to heterogeneous resis-
tivity; results from a resistivity ratio sensitivity analysis, presented in this study, demon-
strate the large impact that changes of this property can have on the network level activity
of a tissue system. As the relative resistivity of the cell body layer was raised, the con-
ductive barrier became more apparent. A 5:1 resistivity ratio from the cell body layer to
the molecular regions shows that a homogeneous resistivity profile would give inaccurate
predictions of hilar and cell body layer electrical potentials which could result in shorting
of the neural circuit if the potentials caused GC axons, mossy fibers, or other hilar cells
to become directly activated by stimulating events. Indeed, the importance of resistive
heterogeneity is amplified when stimulating near the cell body layer, where potentials are
already larger due to proximity. Though the results are intuitive, it is important that our
implementation of heterogeneous resistivity follows this intuition. The process undergone
in this study illuminated the role the DG cell body layer could play in shielding hilar
structures and how dynamic changes in resistivity could make this region more or less
vulnerable to stimulating current penetration. Figure 6.9 gives an example of how the
number of activated cells varied when changing the bulk-tissue discretization from homo-
geneous to having a 5:1 resistivity ratio between the cell bodies and molecular regions.
6.5 Conclusion
In this chapter, a multiscale model of hippocampus electrical stimulation was designed
and constructed for the use as a predictive tool for increasing the effectivity of memory
prosthetic devices. Utility of the model was presented through a computational study
of predicted current stimulation threshold for prosthetic electrical stimulation of rat
hippocampus, following an experimental study in literature in which such a device was
shown to provide partial memory restoration. This provided recommendation of electrode
depth and baseline stimulus parameters for future experiments. The modeling strategy
was then expanded to incorporate a large-scale model of the dentate gyrus and used to
study the spatio-temporal dynamics of induced neural activity for varying stimulation
parameters. Results included predictions of the most efficient placement in the dentate
gyrus, inducing the highest neural activity for a given stimulus.
CHAPTER 7
CLOSED-LOOP STRATEGY FOR SIMULATION
OF ELECTRICAL STIMULATION OF NEURAL
TISSUE
7.1 Introduction
Electrical stimulation used to evoke neural response has been studied extensively in
computational modeling. In recent years, as computational ability increases, it has be-
come common to couple modeling strategies into multiphysics approaches. This involves
numerical techniques in electromagnetics, such as finite-difference-time-domain (FDTD),
finite element method (FEM), or impedance or admittance method (IM or AM) for mod-
eling electric or magnetic field induced in tissue by stimulating electrodes or magnetic
coils. At a finer spatio-temporal scale, compartmentalized models of neurons, along with
differential equation solvers are used to model neural activity for regions of neural tissue
of interest, using tools such as NEURON [5] By coupling these two different computa-
tional techniques into a single simulation platform, the neural response to heterogeneous
extracellular electric field based on the stimulation parameters and heterogeneous tissue
can be approximated. Tools using this approach have been proposed for use as predictive
tools for further innovating attempts at systematic neural stimulation, in both research for
progressing models of cells and cellular networks, as well as rehabilitative techniques for
treating neural disorders. An example is the case of a hippocampus prosthetic that is cur-
rently under development for enhancing or restoring memory for subjects with memory
disorders such as Alzheimer’s disease or dimentia. In this device, neural recordings in
the hippocampus is used to predict the accuracy of memory creation. When a ”weak”
memory recollection is detected, stimulating electrodes are used to induce neural activity
appropriately, following a multiinput multioutput (MIMO) model. Encouraging results
have been presented in nonhuman primate and mice experiments. [11, 12] However, to
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improve implementation towards clinical trials and identify the most advantageous elec-
trode geometry and placement and stimulation waveform, computational techniques as
mentioned in this section, are utilized here.
One commonality amongst such attempts at coupled multiphysics multiscale method-
ologies is an open-loop simulation setup. Typically the electric field in bulk-tissue is
first computed using FEM or AM. This is then applied as the extracellular electric field
to a model of a neuron or neural network to approximate the neural tissue’s response
to the stimulation. It is assumed that the extracellular electric field is solely due to the
stimulating electronics, or that any changes to the extracellular space due to neural activity
is negligible. However, this is not necessarily the case. There is constant electrical activity
in neural tissue, all contributing to changes to the extracellular electric field, providing
feedback to the cells themselves, as well as influencing their neighbors. In neural tissue
with high cellular density like the hippocampus [13], such behavior is even more likely.
Coupling between adjacent neurons due to their influence on the extracellular electric
field has been observed experimentally, described with the term ephaptic coupling. An
ephapse describes the coupling of adjacent cellular segments through electric field inter-
actions, rather than a direct connection through synapse(s) or gap junction(s.) In neural
tissue in the hippocampus, ephaptic coupling has been shown to play a role in population
firing dynamics and have the ability to modulate spiking phase [90, 91]. However, the
mechanisms by which ephaptic activity modulates neural activity and what role it plays is
still not well understood. This is likely due to the difficulty of studying these phenomena
experimentally. In in vivo experiments, an extracellular electric field is omnipresent, as
there is always electrical activity in functioning neural tissue. In order to separate ephaptic
activity from other neural processes, one would have to be able to monitor local field
potentials as well as cellular membrane potential, while also inducing extracellular activity
and minimizing the effects the recording probes and any stimulation circuitry may have
on the measurements and induced activity [91]. This makes the use of computational
modeling an attractive approach for further understanding such activity in the brain [92].
This can allow for the functionality of ephaptic coupling to be studied, in addition to in-
vestigating effects it has on attempts to electrically stimulate neural tissue for rehabilitative
or therapeutic devices.
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In this chapter, a strategy is proposed for closing the loop in computational modeling
approaches coupling extracellular electric field and neural network models. In this simu-
lation strategy the extracellular electric field is computed dynamically, taking into account
the effects of neural electrical activity. This toolset is then used to study the change in
results of electrical stimulation threshold predictions in a test simulation. Results from this
test simulation include the ability of population spiking to induce a spike in an adjacent
cell under subthreshold circumstances.
7.2 Initial Validation
Before taking on the task of modifying the computational tools to create the handshake
between simulation platforms, as discussed in the introduction, a set of simulations were
run to verify that nearby cells can in fact alter a given cell’s membrane voltage and re-
sponse to electrical stimulation. To do this, the model of hippocampus from the previous
chapter was utilized. The CA1 pyramidal cell considered in that study was duplicated,
creating a set of two cells. The second cell was translated to be directly adjacent to the
first, remaining parallel with array of microwire electrodes. An Admittance Method (AM)
simulation was run, as was done in the study in Chapter 6, considering a biphasic current
stimulus applied to a bipolar pair of electrodes closest to the CA1 cell. The resulting node
voltages were interpolated, providing an extracellular voltage to be applied to each com-
partment of the CA1 cell. These were applied as extracellular voltage sources in NEURON
software. A NEURON simulation was then run, modeling the membrane potential in the
CA1 cell that resulted from the extracellular stimulation.
In order to show the ability of a cell to affect its neighboring cell’s excitability, the result-
ing membrane current from each compartment of the CA1 cell was exported in NEURON
software. These current values were applied as current sources in a subsequent Admit-
tance Method simulation, providing new voltage results in the bulk-tissue surrounding
the CA1 cells due to neuron’s electrical activity. The results were again interpolated,
this time to provide extracellular voltage at the location of the adjacent CA1 cell. Using
superposition, the voltage resulting from both simulations (current injection through a
pair of electrodes and current injection from a neighboring CA1 cell) were summed and
applied as extracellular sources. Finally, a subsequent NEURON simulation was run to
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model the membrane potential of this second CA1 cell. The input current was scaled
in order to find the stimulation threshold with and without the inclusion of the second
AM simulation. A diagram outlining this approach is given in Figure 7.1. While not the
most precise representation of how an adjacent cell can affect a cell’s excitability, due to
the coarse spatial resolution of the Admittance Method model of 16µm and the timestep
of the simulation of 1ms being much wider than the changes in membrane current, this
study provided a rough approximation. The results showed a 5.6% change in stimulation
threshold, concluding the parameter to have a sufficient contribution to be included in our
modeling efforts. Therefore, a new simulation platform was developed, linking the AM
and NEURON, dynamically updating the current sources in the AM simulation and the




To allow for dynamically updated current sources due to neural electrical activity
and/or electrical stimulation, modifications were required in the steps taken in the AM
and NEURON solver. In this strategy, a timestep at which a ”handshake” between the two
Figure 7.1. Diagram of the modeling strategy that includes cellular activity in the compu-
tation of extracellular electric field using superposition principle.
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simulation tools is defined. The AM is initialized and runs the first timestep, after which
the extracellular voltage at each node in the AM model is interpolated at the location of
each compartment of the NEURON model and saved to file. The simulation then pauses.
The NEURON simulation is initialized, these voltages are applied as extracellular sources,
and NEURON runs for the length of the predefined timestep. The simulation then pauses,
and exports the membrane current at each compartment. These current values are input
to the AM as new sources and another timestep is run. This process is continued until
the entire length of the simulation finishes. The remainder of this section discusses the
modifications to the software that were necessary to execute this strategy.
7.3.2 Custom Admittance Method Implementation
The variant of the Admittance Method used is as discussed in [17, 66, 93]. This is a
time-stepping quasi-static implementation. The setup is as shown in gray in the diagram
in Figure 7.2. First, a discretized model must be built and meshed. The mesh is then
discretized by tissue dielectric properties, considering each edge in the model as a lumped
circuit of resistors and/or capacitors. Using this data, a circuital network is then defined.
A set of linear equations is then constructed, of the form G ∗V = I, where G=conductance,
I=input current, and V=voltage to be solved for. First, the I vector is initialized. For n
Figure 7.2. Diagram describing the steps taken in an Admittance Method simulation, with
additional steps for including dynamically updated current sources due to neural activity
highlighted in red.
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nodes in the model, I has a length of n, with each value representing the current source
applied to that node. G is a matrix, with dimensions of nxn. This is formed by the
resistances in the circuital network. For a pair of nodes (a, b) in G, if a = b, then for M








For a 6= b and having M resistors between the two nodes, Gab is:







The vector V containing the voltage at each node in the model can then be computed
by solving the system of linear equations. This was accomplished with the biconjugate
gradient method with a residue of 1E-08 as the stop criteria. At the end of each timestep,
the energy in the system is stored in capacitors at each edge in the model. These are
implemented as an equivalent conductance and current source, and are added to the G
and I matrix and vector, respectively, at the beginning of the subsequent timestep. So,
the resulting voltage from each timestep serves as an initial condition for the subsequent
timestep, and the system is solved again. Further details are provided in [17].
In this work, this workflow was modified appropriately to update the current injected
into the system to include neuronal activity, as shown in red in the diagram in Figure 7.2.
With this setup, at the beginning of the simulation, the coordinates of the center of each
neuronal compartment are stored into memory. A function was written to find the eight
nodes surrounding each set of coordinates, in which the current magnitude is divided and
applied to all eight. The magnitude at each node depends on the distance the coordinate is
from that node, normalized to the total distance the compartment center is from all eight
nodes. These current magnitudes are applied to the current vector, summing with the
current values that are implemented as a result of current injection and/or the result from
the previous timestep. The simulation is then run for the next timestep and pauses to wait
for input from the NEURON simulation.
7.3.3 Model Construction
To test this new coupled AM-NEURON implementation, a simple model was con-
structed. The AM model was defined to have homogeneous tissue and a pair of electrodes,
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as shown in Figure 7.3. The resolution of the model is 1 µm and the total size of the model
is 20x30x100 µm. The electrodes were defined to have a diameter of 10 µm with a pitch of
60 µm. The space surrounding the electrodes was given a resistivity of 3.2 Ω-m, following
the measurements of bulk resistivity of hippocampus from Chapter 6.
A NEURON model containing a bundle of 7 axons was defined parallel to the electrode
surface, at a location centered 10 µm away from the electrodes. The axons were given a
length of 50 µm and a diameter of 5 µm. The default Hodgkin-Huxley mechanism in
NEURON was applied to each axon, giving the ability to spike.
7.3.4 Simulation Thresholds
Simulations were run using this test model under subthreshold conditions, applying
a 1-ms biphasic pulse as was studied in Chapter 6 in the hippocampus, finding the dif-
Figure 7.3. Rendering of the model used for testing the bidirectional AM-NEURON sim-
ulation setup, including the AM model space with electrodes shown in gray. A rendering
of the NEURON model of seven axons is included in blue, showing the proximity to the
stimulating electrodes.
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ference in resulting membrane potential due to electrical activity in neighboring cells and
comparing with values in literature. Then, spiking was induced in some of the cells to test
the ability of nearby active cells to cause a cell to spike, with and without the application
of subthreshold electrical stimulation. This was accomplished by adding current clamps
to six of the cells, with a magnitude of 1 nA, duration of 1 ms, and set to occur at the
same time as the extracellular current source applied to the electrodes. A timestep for the
handshake between the two methodologies of 1 ms (matching the timestep of AM without
this bidirectional communication) and 0.025 µs (matching the timestep of the NEURON
simulation) were attempted.
7.4 Results
Resulting plots of the extracellular voltage, as computed by the AM, are shown in
Figure 7.4. The first plot shows a slice of the voltage through the electrodes when a
stimulus is applied to the pair of electrodes. There is a break in the voltage pattern at the
location of the neural compartments. This is clearer in the second plot, which shows a slice
of the voltage through the electrodes after the pulse has been applied, with the colorbar
scaled to better visualize the effects neural activity has on the extracellular voltage.
The membrane voltage of all seven of the cells under subthreshold conditions, in which
a 1 ms biphasic current stimulus of 100 nA magnitude was applied across the pair of
bipolar electrodes, is given in the top of Figure 7.5. In this figure, the communication
between the AM and NEURON was updated every 1 ms. There are clear changes in the
membrane potential at every timestep. The changes were less than 1 mV. However, this
can be sufficient difference to modulate activity in dense neural tissue [91]. When a spike
was induced in all cells except cell 2 (the cell closest to the firing electrodes), and the same
stimulus that resulted in the subthreshold response in the first plot in Figure 7.5, an action
potential was observed in cell 2. This shows that the input of nearby cells can indeed
affect bulk firing in conditions similar to this bundle of axons, as well as alter the predicted
stimulation threshold.
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Figure 7.4. 2D slices of the voltage resulting from the AM simulation at two different
timetseps: (left) during applied electrical stimulation of 100 nA and (right) 1 ms after the
electrical stimulation is applied, showing the change in the extracellular field due to both
current injected into electrodes and electrical activity of the neural segments.
7.5 Discussion
7.5.1 Model Limitations
The model presented here is a simplified case meant to provide a proof-of-concept on
how the inclusion of ephaptic effects can influence induced spiking via electrical stimula-
tion, and serve as a test for the software implementation of bidirectional communication
between the AM and NEURON. The volume of tissue considered in the AM volume con-
ductor model is considered to have homogeneous dielectric properties as well as covering
a limited amount of space of neural tissue. In addition, the axons considered are modeled
as ideal straight cylinders with the default Hodgkin-Huxley model applied. These are
strictly limitations of the presented model for focusing on ephaptic effects and the closed-
loop simulation platform, and not limitations of the methodology. This toolset may be
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Figure 7.5. Membrane potential at the center of each of the cells in the NEURON model.
(Top) During subthreshold electrical stimulation in which a 1 ms biphasic pulse with
a magnitude of 100 nA was applied to the pair of electrodes, and (Bottom) when this
simulation was repeated with all cells except cell 2 having induced spikes. This shows that
under subthreshold conditions, the activity of nearby cells can induce neural activation.
applied to the larger, more complex models presented previously in this dissertation.
Another major implementation of this methodology is the added computational time.
In this setup, the AM simulation requires the system to be solved every timestep. By
increasing the temporal resolution, the amount of computation time is then increased at a
relatively linear rate, with the added time being close to the number of added timesteps.
This is not too relevant for the simulation in the test case presented here due to the small
size of the simulation domain. However, when applying to larger models as presented
earlier in this dissertation, this can heavily impact the computational time. There are
factors that can be investigated to reduce the time taken. First, the system is currently
storing the voltage resulting from the AM to file after every timestep, and NEURON
is saving the membrane current to file after every timestep. This was done in order to
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have transparency in the process and be able to view the data resulting from every step
of the simulation. Removing the input/output overhead would increase the efficiency
of the simulation. In addition, the larger hippocampus NEURON simulations presented
in Chapter 6 use a parallelized simulation setup, which further increases the simulation
efficiency.
7.5.2 Influences of Neural Network
In synaptically connected neural networks, electric field is developed within the synap-
tic cleft itself [91]. As described by Koch et al., this can modify the membrane potential of
the pre- and postsynaptic cells and modify their ionic flux, further influencing synaptic
activity and cellular dynamics. The toolset presented in this paper can be expanded to
larger networks to investigate such phenomena of cells influencing their own dynamics,
rather than considering purely ephaptic activity.
7.6 Conclusion
In this chapter, a methodology for coupling NEURON with the AM, allowing for bidi-
rectional communication between the two simulation tools was proposed. This allowed
for the study of how ephaptic coupling affects the stimulation of neural segments and how
it can induce population spiking that is otherwise neglected in traditional EM-NEURON
simulation setups. This toolset can provide increased predictability in studies as presented
in Chapter 6, in which computational tools are being used to design electrical stimulation
setups for inducing population firing. In addition to studying electrical stimulation for
artificially inducing firing in cells, this type of modeling approach can be useful in under-
standing dynamics within dense neural tissue and the functional role of ephaptic coupling.
CHAPTER 8
CONCLUSION
In neuroprosthetic devices that interface with neural tissue and induce activity in at-
tempt to mimic natural functionality, a thorough understanding of the tissue being stim-
ulated is required in order to attempt to restore it in an implanted biomimetic device.
Additionally, knowledge of the tissue’s response to electrical stimulation is necessary to
confidently stimulate the tissue as desired without adverse effects. Computational mod-
eling provides a means to investigate both neural functionality as well as the response
to electrical stimulation. In this work, a multiscale simulation strategy for modeling the
response of retina and hippocampus tissue to electrical stimulation in neuroprosthetic
devices was proposed, aiding in the innovation and understanding of existing devices
used to restore partial vision to patients blinded by retinal degenerative diseases and
memory functionality to those with memory disorders, respectively. In doing so, this
work contributes models that can be used in future studies for further improving pros-
thetic devices. In the retina, a highly detailed model of retina neural network based on
a connectome and electrophysiological and anatomical studies of degenerating retina was
constructed, providing the most complete and precise model of degenerated retina to date.
Combining this with a model of bulk-tissue and electronics has created a new test bench
for testing the next generation of stimulating electrodes. In hippocampus, a similar model
that is coupled with the most detailed neural network model of dentate gyrus to date was
constructed, allowing for the response of over one million cells to electrical stimulation to
be simulated and used to predict the most advantageous stimulation parameters.
In addition to the contribution of models for use with improving future devices, simu-
lation tools themselves were proposed and constructed. A new methodology for comput-
ing bulk-tissue resistive properties for cases in which there are no measurements provided
in literature, or in which measurements are inaccurate. This provides a means for more
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precise computational models of other neural tissues. By linking the Admittance Method
with NEURON in a closed-loop fashion, a new methodology for simulating how neu-
rons’ electrical activity affect their own dynamics as well as the cells around them was
proposed. These tools and modeling approaches can scale beyond the specific retina and
hippocampus prosthetic devices discussed in this dissertation, with the aim of helping
advance neuroprosthetic electrical stimulation.
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