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A LARGE DEVIATION PRINCIPLE FOR LAST PASSAGE TIMES IN
AN ASYMMETRIC BERNOULLI POTENTIAL
FEDERICO CIECH AND NICOS GEORGIOU
Abstract. We prove a large deviation principle and give an expression for the rate func-
tion, for the last passage time in a Bernoulli environment. The model is exactly solvable
and its invariant version satisfies a Burke-type property. Finally, we compute explicit
limiting logarithmic moment generating functions for both the classical and the invariant
models. The shape function of this model exhibits a flat edge in certain directions, and
we also discuss the rate function and limiting log-moment generating functions in those
directions.
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1. Introduction
1.1. Brief description of the model. We study large deviations for the last passage time
in a Bernoulli environment. The original model was introduced in [48] as a simplified model
of directed first passage percolation. In this model, the environment η = {ηκ,λv }v∈Z2+ is a
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2 F. CIECH AND N. GEORGIOU
collection of i.i.d. Bernoulli(p) under a background measure P with marginals
P{ηv = λ} = p = 1− P{ηv = κ}, κ > λ ∈ R+, v ∈ Z2+.
The set of admissible paths from (0, 0) to (m,n) ∈ Z2+ is denoted by Πm,n and it contains
all paths of the form
pi(0,0),(m,n) = {0 = v0, v1, . . . , vm+n = (m,n)},
so that vi+1− vi ∈ R = {e1, e2}. We say that R is the set of admissible steps. The random
variable under consideration is the “first passage time”
Lκ,λ,p(0,0),(m,n) = infpi∈Πm,n
∑
vi∈pi
V (Tviη, vi+1 − vi),
where Tv denotes the shift by v ∈ Z2+ and V : Ω×R → R is the potential function given by
V (η, z) = ηe111{z = e1}+ τ011{z = e2}.
Value τ0 was constant and fixed from the beginning. The interest was to find the explicit
shape function
µ(s, t) = lim
n→∞
Lκ,λ,p(0,0),(bnsc,bntc)
n
.
The model can be mapped into a last passage directed percolation by two observations.
First, because the admissible paths are directed the number of vertical increments z = e2 ∈
R are fixed for any fixed endpoint (m.n) (in fact they are n) and the cost for crossing them
is deterministic τ0. Thus, for simplification τ0 can be set to be zero. Second, since λ < κ,
to minimize Lκ,λ,p one should try and take horizontal steps e2 ∈ R when the value of the
environment at the target site is λ. Define new environment
(1.1) ωv =
1
κ− λ(κ− ηv) ∼ Ber(p) ∈ {0, 1}.
Then define the last passage time
(1.2) GV(0,0),(m,n) = max
pi(0,0),(m,n)∈Π(0,0),(m,n)
{∑
vi∈pi
V (Tviω, vi+1 − vi)
}
.
The value of GV gives the number of horizontal steps through environment ωv = 1, equiva-
lently ηv = λ. Each of the remaining horizontal steps contributes κ to L
κ,λ,p and therefore
we have
(1.3) LV(0,0),(m,n) = (λ− κ)GV(0,0),(m,n) + κm+ τ0n.
Therefore, for simplicity we study the last passage time GV given by (1.2), in environment
ω given (1.1), under potential V given by
(1.4) V (ω, z) = ωe111{z = e1}.
By (1.3) one can translate all results to LV . Now that V is specified we omit it from the
notation. We also omit (0, 0) as the starting point, when it is implied. Therefore, the
last passage time (1.2) is simply denoted by Gm,n. If the starting point is (k, `) we write
G(k,`),(m,n).
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Figure 1. A possible representation of the maximal path (green thick line)
given a fixed random environment. The red dots represent the sites where
ω = 1 while the white dots are when ω = 0. The circled dots are the ones
that the maximal path collects following the potential (1.4). Finally note
that despite there is a column of red dots the maximal path doesn’t spend
a lot of time there. This is due to the fact that by (1.4) it cannot collect
through an e1 step. This means that the maximal path does not really see
columns with high density of Bernoulli successes.
The law of large numbers for Gm,n was first found in [48] by first obtaining invariant
distributions for an embedded totally asymmetric particle system. Most recently the LLN
was reproved in [6] using an invariant boundary model with sources and sinks. The same
idea was utilised in the same article for the discrete version of Hammersley’s process [30],
introduced in [47]. The theorem states
Theorem 1.1 (The shape function for GbNsc,bNtc [6, 48]). Fix p in (0, 1) and (s, t) ∈ R2+.
Then we have the explicit law of large numbers limit
gpp(s, t) = lim
N→∞
GbNsc,bNtc
N
=
{(√
ps+
√
(1− p)t)2 − t, t < s1−pp
s, t ≥ s1−pp .
(1.5)
This is a concave, symmetric, 1-homogeneous differentiable function which is continuous
up to the boundaries of R2+. Together with the shape function for the discrete Hammersley
[47], are the first completely explicit shape functions for which strict concavity is not valid.
In fact, the formula above indicates one flat edge, for t > s1−pp s.
This simplified Bernoulli model was studied further in [28] where Tracy-Widom distri-
butional limits were obtained for this and a generalised inhomogeneous version where the
probability of success of the Bernoulli environment changes with the first coordinate of the
site. Then the LLN was used for certain estimates in proving generalised properties of the
shape functions of last passage percolation in [37].
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Other models for which a flat edge of the shape function exists are common, and well
studied. A flat edge for the contact process was observed in [18,19]. The discrete Hammer-
sley model treated in [13,22,23,47] and the inhomogeneous model in [20] allow for an exact
derivation of the limiting shape function and they also exhibit two flat edges. Large devia-
tions for the latter were obtained in [21]. In the present article, we also study the behaviour
of large deviations in directions for which the shape is flat for this classical Bernoulli model.
Historically, models of last passage percolation for which explicit invariant distributions
could be obtained for the embedded particle system [1, 45, 47, 48], satisifed a Burke-type
property that led to invariant boundary corner growth models [3, 6, 9, 10, 13, 29, 33]. The
same is true for this model, and we discuss the Burke-type property in Section 2. Boundaries
can be constructed using sequences of i.i.d. Bernoulli and Geometric random variables, that
play the role of Busemann functions for the last passage time model. We use the invariance
granted by the boundaries to reprove Theorem 1.1 and verify the variational formula of [24].
Because of the asymmetry of the model and the dependence of V on the path increment
z ∈ R, the general findings of [25,26] cannot be directly applied but the fact that invariant
boundary models exist is a good indication that those theorem can hold more generally.
The Burke property guarantees enough analytical tractability to classify this as an exactly
solvable model of the KPZ class [15]. Several well-studied models of last passage percolation
and directed polymers exhibit this characteristic. Aside from the ones already mentioned
above, there are also the continuum directed polymer studied in [2], the log-gamma polymer
introduced in [50], the polymer in a Brownian environment with continuous-time random
walk paths, discovered in [41], subsequently worked on by [38,39,51], the strict-weak gamma
polymer studied in [16] and [40] and the random walk in Beta-distributed random potential
[5]. The exactly solvable planar polymer models with two admissible steps were recently
classified in [11]. Exactly solvable models which present environment inhomogeneity are
for the corner growth model [20] and for totally asymmetric particle systems associated to
growth models [8, 36].
1.2. Large deviations. Large deviations rate functions for last passage times (for LPP)
and partition functions (for directed polymers) have been computed in several cases when
the model is exactly solvable. Below G stands for a generic last passage time random
variable. Define the upper (or right) and lower (or left) tale for the rate function as
lim
n→∞−n
−1 logP{Gn,n ≥ rn} = Ju(r), lim
n→∞−n
−2 logP{Gn,n ≤ rn} = J`(r),
A priori the existence of the limits is not even guaranteed, and it depends for example on the
potential V and the environment ω among other things. The existence of Ju(r) and J`(r)
was proved for the exponential and geometric corner growth model in Z2 [33]. An earlier
work where the right-tail rate function is explicitly computed appeared in [46]. Existence of
the rate functions was also known in the case of of the Hammersley process. Its fluctuations
in the large deviations regime were studied in [17], obtaining also precise results for the
upper and lower exponential tails. An explicit right-tail rate function was computed in [49],
using the invariant distributions for the particle system and studying deviations for the
tagged particle. In the framework of particles systems, functional large deviation principle
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for Totally Asymmetric Simple Exclusion Process (TASEP), which is closely connected to
Exponential LPP, was obtained, for the n-speed tail in [32, 52] and for the n2-speed tail
recently in [42].
Using the invariance structure offered by Burke’s property, a right-tail large deviation rate
function with speed n for the partition function in the log-gamma polymer was proven [27].
Large deviations and KPZ fluctuations were computed for a random walk in a dynamic i.i.d.
beta random environment in [4]. The idea of [27] was later extended for the free energy in
the O’Connell-Yor polymer by [31], which is also a model with asymmetry like the one in
this article. We utilise this techniques here, and we are also able to prove explicit limiting
log-moment generating functions.
The approach for the existence of the right tail rate function is probabilistic in nature
and utilizes super-additivity and the explicit expression is computed using probabilistic
arguments. In general, the speed n2 and the existence of lower-tail rate functions remained
elusive, including for non-solvable models of last passage percolation, if one was to use
only probabilistic techniques. In [35] it was shown under a boundedness condition on the
environment that the n2 speed was correct, but with no existence of the rate function
results. This was for first passage percolation models (FPP). FPP and LPP have the same
qualitative behavior with the role of upper and lower tails reversed, an artefact of sub-
additivity vs super-additivity. Existence of the n2 speed rate function is proven in [7] and
the result is expected to extend for LPP with the same probabilistic approach. A variant
of this result was earlier proved in [12] for line-to-line first passage time.
1.3. Structure of the paper. The paper is organised as follows: In Section 2 we discuss
the Burke property and the invariant version of the model.
In Section 3 we prove a full large deviation principle (LDP) for GbNsc,bNtc at speed n.
General properties of the rate function are also proven, including that its Legendre dual is
the limiting logarithmic moment generating function (l.m.g.f.) of GbNsc,bNtc via Varadhan’s
lemma. Existence of the full LDP is a direct consequence of the existence of a right-tail
rate function. We prove an explicit variational formula for the right-tail rate function and
its Legendre dual, that we ten proceed to explicitly solve and obtain a closed formula in
Section 4. Finally, in Section 5 we prove an explicit expression of the limiting l.m.g.f. for
the invariant boundary model.
The remaining part of the article are the Appendices, where we present variations of
known results, that we needed tailored to our model. The last Appendix is a long com-
putation needed in computing the explicit formulas. The goal was to make this article
self-sufficient.
1.4. Commonly used notation. Throughout the paper, N denotes the natural numbers,
and Z+ the non-negative integers. Symbol G is always denoting a last passage time. As
we already mentioned, the superscript V will be omitted as there is no confusion on the
potential; in our case we always use (1.4). Letter pi signifies a generic admissible path.
Bold-face letters (e.g. v) indicate two-dimensional vectors (e.g. w = (w1, w2)). In the
rare cases where we write v ≤ w we mean the inequality holds coordinate-wise.
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The Legendre (convex) dual of a function f : R→ (−∞,∞] is defined f∗(y) = supx∈R{xy−
f(x)}. The statement f = f∗∗ is used throughout the article without any special mention,
and it is true if and only if f is convex and lower semicontinuous, which is why we pay
particular attention into having the rate function lower-semicontinuous at the boundaries
of their set that they are finite. Finally, in two occasions we need the infimal convolution
of two generalised convex functions f, g, and we write
fg(r) = inf
x∈R
{f(x) + g(r − x)}.
The important fact is that (fg)∗ = f∗ + g∗. We refer to [44] for the necessary convex
analysis.
2. The invariant model
The boundary model is constructed defining different distribution of the weights on the
two axes and they depends on a parameter u ∈ (p, 1]. We can freely choose the value of
this parameter according to its domain and different u values defines different boundary
distributions. The weight at the origin remains unchanged respect to the original model
and it is set to ω0 = 0. On the horizontal axis, for any k ∈ N we set the weights ωke1 ∼
Bernoulli(u), with independent marginals
(2.1) P{ωke1 = 1} = u = 1− P{ωke1 = 0}.
On the vertical axis, for any k ∈ N, we set ωke2 ∼ Geometric
( u−p
u(1−p)
)
with independent
marginals
(2.2) P{ωke2 = `} =
u− p
u(1− p)
(p(1− u)
u(1− p)
)`
, ` ∈ Z+.
We do not alter the weights in the bulk {ωw}w∈N2 . Therefore they have i.i.d. Ber(p) marginal
distributions. We use the superscript ω(u) to highlight the fact that the distributions on
the two axes are different than the ones in the bulk and they depend on u. To sum up, for
any i ≥ 1, j ≥ 1, the ω(u) marginals are independent with marginals
(2.3) ω
(u)
i,j ∼

Ber(p), if (i, j) ∈ N2,
Ber(u), if i ∈ N, j = 0,
Geom
(
u−p
u(1−p)
)
, if i = 0, j ∈ N,
δ0, if i = 0, j = 0.
If we consider any path pi starting from 0, we observe from the previous display that the
invariant model allows for the possibility to pi to collect different weights along the two axes.
In particular, if the path moves horizontally before entering the bulk, then it collects the
Bernoulli(u) weights until it takes the first vertical step, and after that, it collects weight
according to the potential function (1.4). If pi moves vertically from 0 then it will collect
the geometric weights on the vertical axis, and after it enters the bulk, it again collects
according to V . This is the only difference from the potential V of the i.i.d. model, namely
while on the y-axis, the path can still collect positive weight.
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Given a parameter u ∈ (p, 1] we define the last passage time for the invariant model from
0 to w as
G
(u)
0,w = max
1≤k≤w·e1
{ k∑
i=1
ωie1 +Gke1+e2,w
}
∨
max
1≤k≤w·e2
{ k∑
j=1
ωje2 + ωe1+ke2 +Ge1+ke2,w
}
.(2.4)
This formula comes from the variational equality using the above description. An explicit
formula for the shape function for this model is given by the following theorem.
Theorem 2.1. [Law of large numbers for G
(u)
bNsc,bNtc] For fixed parameter p < u ≤ 1 and
(s, t) ∈ R2+ we have
(2.5) g(u)pp (s, t) = lim
N→∞
G
(u)
bNsc,bNtc
N
= su+ t
p(1− u)
u− p , P− a.s.
It is convenient to introduce to passage times, depending on the first step of the set of
paths we are optimizing over. Define
(2.6) G
(u),hor
bNsc,bNtc = max1≤k≤bNsc
{ k∑
i=1
ωi,0 +G(k,1),(bNsc,bNtc)
}
and
(2.7) G
(u),ver
bNsc,bNtc = max1≤`≤bNtc
{∑`
j=1
ω0,j + ω1,` +G(1,`),(bNsc,bNtc)
}
.
Then, by (2.4)
(2.8) G
(u)
bNsc,bNtc = G
(u),hor
bNsc,bNtc ∨G
(u),ver
bNsc,bNtc.
Passage times (2.6) and (2.7) satisfy a law of large numbers as well, given in the next
Theorem 2.2. Let s, t ≥ 0, u ∈ (p, 1].
(a) The following limit exists and is given by
(2.9) g(u),horpp (s, t) = lim
N→∞
N−1G(u),horbNsc,bNtc =
{
g
(u)
pp (s, t) if t < s
(u−p)2
p(1−p) ,
gpp(s, t) if t ≥ s (u−p)
2
p(1−p) .
(b) The following limit exists and is given by
(2.10) g(u),verpp (s, t) = lim
N→∞
N−1G(u),verbNsc,bNtc =
{
g
(u)
pp (s, t) if t > s
(u−p)2
p(1−p) ,
gpp(s, t) if t ≤ s (u−p)
2
p(1−p) .
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As is usual in the exactly solvable models of last passage percolation, there is the notion of
a characteristic direction. In this case, for the model with boundaries for a given boundary
parameter u ∈ (p, 1], there exists a unique direction (m(N), n(N)) whose scaled direction,
as N →∞, converges to the macroscopic characteristic direction
(2.11) N−1(mu(N), nu(N))→
(
1,
(u− p)2
p(1− p)
)
,
which gives that for large enough N the endpoint (m(N), n(N)) is always below the critical
line y = 1−pp x that separates the flat edge from the strictly concave part of gpp(s, t) in
Theorem 1.1. Here the characteristic direction already manifested in Theorem 2.2 as the
cutting line between feeling the boundary effect versus entering the bulk.
We will prove Theorems 2.1 and 2.2 at the end of this section.
To simplify the notation in what follows, set w = (i, j) ∈ Z2+ and define the last passage
time gradients by
(2.12) I
(u)
i+1,j = G
(u)
0,(i+1,j) −G
(u)
0,(i,j), and J
(u)
i,j+1 = G
(u)
0,(i,j+1) −G
(u)
0,(i,j).
When there is no confusion we will drop the superscript (u) from the I, J notation. When
j = 0 we have that {I(u)i,0 }i∈N are i.i.d. Bernoulli(u) random variables since I(u)i,0 = ωi,0. When
i = 0, {J (u)0,j }j∈N are i.i.d. Geometric( u−pu(1−p)) random variables. There are three recursive
equations satisfied in this model, which we summarize below.
Lemma 2.3. Let u ∈ (p, 1] and (i, j) ∈ N2. Then the last passage time can be recursively
computed as
(2.13) G
(u)
0,(i,j) = max
{
G
(u)
0,(i,j−1), G
(u)
0,(i−1,j) + ωi,j
}
.
Furthermore, the last passage time gradients satisfy the recursive equations
(2.14)
I
(u)
i,j = max{I(u)i,j−1 − J (u)i−1,j , ωi,j},
J
(u)
i,j = (J
(u)
i−1,j − I(u)i,j−1 + ωi,j)+.
Proof. Equation (2.13) follows from the model description in the introduction. Note that
the same recursive equation is actually satisfied for the model without boundaries. We
indicatively prove (2.14) for the J and the other one is obtained in a similar way.
J
(u)
i,j = G
(u)
0,(i,j) −G
(u)
0,(i,j−1)
= max
{
G
(u)
0,(i,j−1), G
(u)
0,(i−1,j) + ωi,j
}−G(u)0,(i,j−1) by (2.13),
= max
{
G
(u)
0,(i,j−1) −G
(u)
0,(i,j−1), G
(u)
0,(i−1,j) −G
(u)
0,(i,j−1) + ωi,j
}
= max
{
0, G
(u)
0,(i−1,j) −G
(u)
0,(i,j−1) +G
(u)
0(i−1,j−1) −G
(u)
0(i−1,j−1) + ωi,j
}
= (J
(u)
i−1,j − I(u)i,j−1 + ωi,j)+. 
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Using the gradients (2.14) and the environment {ωi,j}(i,j)∈N2 we also define new random
variables αi,j on Z2+
(2.15) αi−1,j−1 = min{I(u)i,j−1, J (u)i−1,j + ωi,j} for (i, j) ∈ N2.
Since the I
(u)
i,j are Bernoulli, so are the αi,j . The following lemma gives the joint distribution
of the vector (I
(u)
i,j , J
(u)
i,j , αi−1,j−1). This is It is the analogue of Burke’s property that is a
common aspect of many solvable models.
Lemma 2.4 (Burke’s property). Let independent random variables be distributed by
(2.16) (I
(u)
i,j−1, J
(u)
i−1,j , ωi,j) ∼
(
Ber(u),Geom
( u− p
u(1− p)
)
,Ber(p)
)
,
where we assume u > p. Then, for (i, j) ∈ N2, the vector obtained via equations (2.14),
(2.15) is a vector of mutually independent marginals, with the same distributions, i.e.
(2.17) (I
(u)
i,j , J
(u)
i,j , αi−1,j−1) ∼
(
Ber(u),Geom
( u− p
u(1− p)
)
,Ber(p)
)
.
We first present a series of key technical lemmas, and we encourage the reader familiar
with these techniques to proceed to the proof of Proposition 4.1.
A down-right path ψ on the lattice Z2+ is an ordered sequence of sites {vi}i∈Z that satisfy
vi − vi−1 ∈ {e1,−e2}.
For a given down-right path ψ, define ψi = vi− vi−1 to be the i-th edge of the path and set
Lψi =
{
I
(u)
vi , if ψi = e1
J
(u)
vi−1 , if ψi = −e2.
Also define the interior sites Iψ of ψ to be
Iψ = {w ∈ Z2+ : ∃ vi ∈ ψ s.t. w < vi coordinate-wise}.
A convenient way to state Lemma 2.4 is the following.
Corollary 2.5. Fix a down-right path ψ. Then the random variables
(2.18) {{αw}w∈Iψ , {Lψi}i∈Z}
are mutually independent, with marginals
αw ∼ Ber(p), Lψi ∼
{
Ber(u), if ψi = e1
Geom
(
u−p
u(1−p)
)
, if ψi = −e2.
Theorem 2.6 (Variational formula for the LLN of the non boundary model). Fix p in
(0, 1) and (s, t) ∈ R2+. Then we have the explicit law of large numbers limit
gpp(s, t) = inf
p<u≤1
{sE(I(u)) + tE(J (u))} = inf
p<u≤1
g(u)pp (s, t).
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Remark 2.7. To see the characteristic direction manifesting in a different way, start from
the formula in Theorem 2.6)
gpp(s, t) = inf
p<u≤1
{sE(I(u)) + tE(J (u))} = inf
p<u≤1
g(u)pp (s, t).
This can be immediately seen from (B.4) and the fact that gpp(s, t) = sgpp(1, ts
−1) for
example. Without loss set s = 1. Then the u∗ that minimizes the expression above is
u∗ = p+
√
tp(1− p) if t < q/p and 1 otherwise. Assume t < q/p. Solve the expression for
t we obtain
t =
(u∗ − p)2
p(1− p) .
In other words, gpp(1, t) = g
(u∗)
pp (1, t) and direction (1, t) is characteristic according to (2.11)
for the boundary model with parameter u∗. Note that the range of characteristic directions
only covers the directions for which g
(u)
pp (s, t) is strictly concave. The flat edge of gpp corre-
sponds to u∗ = 1.
Remark 2.8. Along the characteristic direction the last passage time at point N(m,n) it
is expected to have variance of order O(N2/3) for large N , while in the other directions
the fluctuations of GbNsc,bNtc to have order of magnitude N1/2 and they are asymptotically
Gaussian. Finally it is possible to prove using similar arguments as in [13] that the order
of the variance in the flat edge is o(1).
From these considerations, we expect that the large deviations, for the boundary model, to
be ‘unusual’ in the characteristic direction, while in the off-characteristic directions to be the
typical decay of order e−N for both tails. We can show that the right tail has deviations of
order e−cN , but conditional on one of the boundaries being absent. This is essentially equa-
tion (5.12). In Lemma 3.5 we give a bound on the left tail that indicates superexponential
decay when we move along direction (2.11) for the boundary model.
Proof of Theorem 2.1. From equations (2.12) we may write the last passage time of the
invariant model as
G
(u)
bNsc,bNtc =
bNsc∑
j=1
I
(u)
i,0 +
bNtc∑
j=1
J
(u)
bNsc,j
where the I, J variables are respectively the horizontal and vertical increments of the passage
time. By the definition of the boundary model, the I variables are i.i.d. Ber(u). Scaled by
N , the first sum converges to sE(I1,0) by the law of large numbers.
By Corollary 2.5 the J variables are i.i.d. Geom( u−pu(1−p)), since they belong on the down-
right path that goes from (0, bNtc) horizontally to (bNsc , bNtc) and then vertically down
to (bNsc , 0). At this point we cannot immediately evoke the law of large numbers as before
since the whole sequence (and therefore the whole second sum) changes with N . To show
that this does not alter the law of large numbers limit, we first appeal to the Borel-Cantelli
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lemma via a large deviation estimate. Fix an ε > 0.
P
{
N−1
bNtc∑
j=1
J
(u)
bNsc,j /∈
(p(1− u)
u− p − ε,
p(1− u)
u− p + ε
)}
= P
{
N−1
bNtc∑
j=1
J
(u)
0,j /∈
(
t
p(1− u)
u− p − ε, t
p(1− u)
u− p + ε
)}
≤ e−c(u,p,t,ε)N ,
for some proper positive constant c(u, p, t, ε). Then for each ε > 0 there exists a random
Nε so that for all N > Nε
t
p(1− u)
u− p − ε < N
−1
bNtc∑
j=1
J
(u)
bNsc,j ≤ t
p(1− u)
u− p + ε,
from the Borel-Cantelli lemma. Then we have
su+ t
p(1− u)
u− p − ε ≤ limN→∞
G
(u)
bNsc,bNtc
N
≤ lim
N→∞
G
(u)
bNsc,bNtc
N
≤ su+ t p(1− u)
u− p + ε.
The proof is complete when ε is sent to 0. 
Proof of Theorem 2.2. By definition (2.6) and (1.5) we have
g(u),horpp (s, t) = lim
N→∞
N−1G(u),horbNsc,bNtc
= lim
N→∞
max
1≤k≤bNsc
{
N−1
k∑
i=1
I
(u)
i,0 +N
−1G(k,1),(bNsc,bNtc)
}
(2.19)
= sup
0≤a≤s
{au+ gpp(s− a, t)}.
The last line follows by the same coarse graining arguments as in the proof of Theorem 2.6
(see Appendix B).
If t < 1−pp s
g(u),horpp (s, t) = sup
0≤a≤s− pt
1−p
{au+ (
√
p(s− a) +
√
(1− p)t)2 − t} ∨ sup
s− pt
1−p<a≤s
{a(u− 1) + s}.
The second supremum is attained at the boundary point s − pt1−p since it optimizes a de-
creasing function of a. In the first supremum, a unique minimizing point exists and it is
either a boundary point or the critical point a∗ of the derivative of f(a) = au+(
√
p(s− a)+√
(1− p)t)2 − t, given by
a∗ = s− p(1− p)t
(u− p)2 .
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If s − p(1−p)t
(u−p)2 < 0 then we have that a
∗ = 0. Otherwise, note that a∗ we can substitute a∗
into f(a) and obtain
f(a∗) = su+
p(1− u)
u− p t = g
(u)
pp (s, t).
Finally, if t ≥ 1−pp s
g(u),horpp (s, t) = sup
0≤a≤s
{au+ s− a} = s = gpp(s, t).
The proof for g
(u),ver
pp (s, t) is similar and left to the reader. 
3. I.i.d. Model: Full LDP
We first focus on the model without boundaries. Recall that the maximal path can collect
Bernoulli weights only when it takes a step to the right. The full rate function is described
in Theorem 3.4. As it is usually the case with models of last passage percolation, large
deviations of the passage time above its mean are of different exponential scale than the
deviations below its mean. With this in mind, in order to obtain a full LDP, one only needs
the right-tail rate function. This is our beginning point.
Suppose that the target point is (s, t), then, since the last passage time collects Bernoulli
weights only through the right step, (3.1) implies that the probability
(3.1) P{GbNsc,bNtc ≥ Nr} 6= 0 if and only if r < s.
In the particular case where s is rational, the probability above can be strictly positive for
certain values of N , but otherwise it is 0.
Theorem 3.1. For ((s, t), r) with 0 ≤ r < s < ∞ and t ∈ R+, the following R+-valued
limit exists:
(3.2) − lim
N→∞
N−1 logP{GbNsc,bNtc ≥ Nr} = Js,t(r).
Js,t(r), as a function of ((s, t), r) is a continuous convex function on the interior of the
set A = {((s, t), r) : s ≥ r ∨ 0, t ∈ R+, r ∈ R+}. It can be uniquely extended to a finite
continuous convex function on the closure A¯. Moreover, Js,t(r) > 0 for r > gpp(s, t).
Remark 3.2. From this point onwards, we assume that Js,t(r) will be the function with
domain A¯, to have a generalised lower-semicontinuous convex function on R3. The only
thing one needs to keep in mind is that when we are discussing boundary values, the limit
representation (3.1) is no longer available to us. This does not affect the results that follow.
We present the proof of this basic result in Appendix C. The methodology utilises the
super-additivity of G and follows the proof steps of [46].
The continuous extension up to A¯ makes the function Js,t(r) lower-semicontinuous on R3
where it takes the value ∞ outside of A¯.
It will be useful to also know some of the boundary values of the lower semi-continuous
extension. We summarise the results in the following corollary:
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Figure 2. Graphical representation of the function Js,t(r). In both figures
we used p = 1/2 and t = 1. To the left we have the lower-semicontinuous
version of Js,1(r) as a function of (s, r). You can see that it is finite for s ≤ r.
To the right is the function J2,1(r).
Corollary 3.3. The lower-semicontinuous extension of Js,t(r) takes the following values
on ∂A
(3.3) Js,t(r) =

0, t = 0, r ≤ 0, s ∈ R+,
0, t ∈ R+, r ≤ 0, s = 0,
sI
(p)
B (r/s), t = 0, 0 ≤ r ≤ s, s ∈ R+
limr↗s Js,t(r), t, s ∈ R>0, r = s.
This follows from the fact that Js,t needs to be lower-semicontinuous, and it is briefly
discussed after the proof of Theorem 3.1 in the Appendix. Above we defined IB to be the
Crame´r rate function for sums of i.i.d. ωi ∼ Bernoulli(p),
(3.4)
I
(p)
B (r) =

− lim
N→∞
N−1 logP
{ N∑
i=1
ωi ≥ Nr
}
= r log
r
p
+ (1− r) log 1− r
1− p, r ∈ [p, 1],
0, r < p
∞, r > 1.
Finally, we show the existence of a good rate function Is,t(r) and list its properties; this
is the content of the next theorem. We restrict r ∈ [0, s] because Is,t(r) = ∞ for any r
outside this interval.
Theorem 3.4. Let ωi,j ∼Bernoulli(p) with i, j ≥ 1 and (s, t) ∈ (0,∞)2. Then there exists
a generalised function Is,t(r) so that the distributions of N
−1GbNsc,bNtc satisfy an LDP with
normalisation N and rate function Is,t(r). To be precise, the following bounds hold for any
open set H and any closed set F in [0, s]:
(3.5) lim
N→∞
N−1 logP{N−1GbNsc,bNtc ∈ F} ≤ − inf
r∈F
Is,t(r)
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and
(3.6) lim
N→∞
N−1 logP{N−1GbNsc,bNtc ∈ H} ≥ − inf
r∈H
Is,t(r).
The rate function Is,t(r) is defined by
(3.7) Is,t(r) =
{
Js,t(r), r ∈ [gpp(s, t), s],
∞, otherwise.
Rate function Js,t(r) is the right-tail rate function computed in Theorem 3.1. In particular,
on [gpp(s, t), s] the rate function Is,t is finite, strictly increasing, continuous and convex.
Moreover, the unique zero of Is,t(r) is at r = gpp(s, t).
In order to obtain a full large deviation principle, we must estimate the lower tail for
the probabilities of the last passage time. As is usual in the solvable models of last passage
percolation, the speed for the lower tail is different than N . Our first lemma establishes
the same fact for this model. In turn, this gives left tail bounds strong enough to imply
Is,t(r) =∞ for r < gpp(s, t) for both boundary and i.i.d. model.
Lemma 3.5. There exist constants c > 0, C < ∞ that depend on parameters s, t, p, u,so
that for all N ≥ 1 the following estimates hold:
(a) For (s, t) ∈ (0,∞)2 and r ∈ [0, gpp(s, t))
P{GbNsc,bNtc ≤ Nr} ≤ Ce−cN
2
.
(b) For (s, t) = α
(
1, (u−p)
2
p(1−p)
)
for some α > 0, parallel to the characteristic direction, and
r ∈ [0, g(u)pp (s, t)),
P{G(u)bNsc,bNtc ≤ Nr} ≤ Ce−cN
2
.
Proof of Lemma 3.5. We prove (b) but similar arguments work for (a). We boundG
(u)
bNsc,bNtc
from below, using the superadditivity property of the last passage times.
For this reason we consider a subset of lattice paths, arranged in a collection of i.i.d.
partition function over subsets of rectangles. This block argument proof was first used
in [35] and later adapted in [46] for the last passage time and in [27,31] for the log-gamma
polymer and the brownian polymer model respectively.
Note that if (s, t) are chosen in the characteristic direction it is immediate to see that
g
(u)
pp (s, t) = gpp(s, t).
We first show the result for (s, t) ∈ Q2+. In order to highlight this distinction we assume
that the target point is (q1, q2) ∈ Q2+. Fix 0 < ε < 1/4(g(u)pp (q1, q2)− r). Define a new scale
parameter m ∈ N large enough so that m(q1 ∧ q2) ≥ 1, mq1,mq2 ∈ N+ and
(3.8) E[Gmq1,mq2 ] > m(r + 2ε).
We will use mq1 and mq2 to coarse-grain our environment. Let Rk,`a,b = {a, . . . , a + k −
1}×{b, . . . , `+ b− 1} denote the k× ` rectangle with lower left corner at (a, b). For i, ` ≥ 0
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define pairwise disjoint mq1 ×mq2 rectangles
Ri` = Rmq1,mq2(`+i)mq1+i+1,`(mq2+1)+1.
The rectangles Ri` are separated by the inter-site distance to avoid a scenario where a path
goes along a common edge between two rectangles. This way, we will be able to clearly say
in which one of the two rectangles the path goes through. For each i we define the diagonal
union of rectangles as ∆i =
⋃
`≥0Ri`, i ≥ 0 and in the sequence we are considering potential
paths that stay in a fixed ∆i.
Moreover, note that the last passage times Gvwi,`,v
e
i,`
in each rectangle are all identically
distributed, where vwi,` = (`+i)mq1 +1+i, `(mq2 +1)+1) and v
e
i,` = ((i+1)mq1 +`mq1, (1+
`)(mq2 + 1)) are respectively the south-west and north-east corners of Ri`.
Define B,M = M(B) ∈ N the maximal integers which satisfy
(M + 1)mq1 +Bmq1 ≤ Nq1 and(3.9)
(1 +B)(mq2 + 1) ≤ Nq2.(3.10)
The fact that B is maximal and (3.10) imply that
(3.11) B =
⌊
Nq2
mq2 + 1
⌋
− 1.
Substituting (3.11) in (3.9) we obtain
(3.12) M =
⌊
N
m
−
⌊
Nq2
mq2 + 1
⌋⌋
and hence
⌊
N
m(mq2 + 1)
⌋
≤M ≤
⌊
N
mq2 + 2
m(mq2 + 1)
⌋
.
Since m is a constant and assumed much smaller than N , we have that B = B(N) = O(N)
and M = M(N) = O(N). Fix a diagonal ∆i for 0 ≤ i ≤ M and define the union of
rectangles in ∆i ∩ ([0, Nq1]× [0, Nq2]) as ∆Bi =
⋃
0≤`≤BRi`.
Let G∆i be the last passage time of all lattice paths in ∆
B
i from the lower left corner of
Ri0 to the upper right corner of RiB. G∆i are i.i.d, where in particular G∆0 is the sum of the
B last passage times of rectangle R0 whose mean is controlled by (3.8). A standard large
deviation estimate for an i.i.d sum gives the following bound
(3.13)
P{G(u)bNq1c,bNq2c ≤ Nr} ≤ P{G
∆
i ≤ Nr for 0 ≤ i ≤M}
≤ P{G∆0 ≤ Nr}M ≤ P
{B(N)∑
k=0
G0k ≤ Nr
}M(N)
≤ e−cB(N)M(N) ≤ e−c1N2 .
This completes the proof for (s, t) ∈ Q2+.
Finally we show (3.13) holds also for s, t ∈ R+. We bound G(u)bNsc,bNtc using G
(u)
bNq1c,bNq2c
for some special (q1, q2) ∈ Q2+ which are close enough to (s, t) ∈ R2+. For any (q1, q2) ≤ (s, t)
we have that
(3.14) P{G(u)bNsc,bNtc ≤ Nr} ≤ P{G
(u)
bNq1c,bNq2c ≤ Nr}, for all r ∈ [0, g
(u)
pp (s, t)).
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bNsc
bNtc
R00 R10
R01 R11
RMBRM−1B
∆M∆M−1
∆0 ∆1
Figure 3. Representation of the coarse grained bmsc×bmtc rectangles and
the diagonals ∆i in the proof of Lemma 3.5. The blue thick line is one of the
possible maximal paths. For the bound needed, we are allowed to ignore the
path segments outside of the coarse-grained diagonals, particularly we may
ignore the correlated segments when candidate paths traverse the south and
north boundary of [0, bNsc] × [0, bNtc]. Passage times in each ∆1 are i.i.d.
and smaller than the overall passage time.
For any δ > 0 and find (q1, q2) so that δ > g
(u)
pp (s, t) − g(u)pp (q1, q2) > 0. This is possible by
the continuity and monotonicity of g
(u)
pp . We choose δ <
g
(u)
pp (s,t)−r
2 and therefore
r < g(u)pp (s, t)− 2δ < g(u)pp (q1, q2)− δ < g(u)pp (s, t),
for some (q1, q2) ∈ Q2+ Then (3.14) is a left-tail large deviation anyway for G(u)bNq1c,bNq2c so
(3.13) holds. 
Proof of Theorem 3.4. This proof is a consequence of the lemmas and theorems that we
have already proved. Define for r ∈ R function Is,t(r) by (3.7).
Then, the regularity properties proved for J in Theorems 3.1 and 3.3 are also valid for
Is,t. For the upper large deviation bound (3.5) we consider two cases:
(1) if F ⊆ [0, gpp(s, t)), then r∗ = max{x : x ∈ F} < gpp(s, t) and we have
P{N−1GbNsc,bNtc ∈ F} ≤ P{GbNsc,bNtc ≤ Nr∗} ≤ e−N
2
.
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The last inequality comes from Lemma 3.5. Take logarithms on both sides, divide by
N , take the limit N →∞ and finally by definition (3.7) conclude that
lim
N→∞
N−1 logP{N−1GbNsc,bNtc ∈ F} = −∞ = − inf
r∈F
Is,t(r).
(2) If F ∩ [gpp(s, t), s] 6= ∅ then we split into two different cases:
Case 1: F 63 gpp(s, t). Then there exists an ε > 0 such that (gpp(s, t)−ε, gpp(s, t)+ε) ⊆
F c. Then we bound
P{N−1GbNsc,bNtc ∈ F} ≤ P{N−1GbNsc,bNtc ≤ gpp(s, t)− ε}
+ P{N−1GbNsc,bNtc ∈ F ∩ [gpp(s, t) + ε, s]}.
By the previous calculations, we already control the first addend by e−cN2 therefore
we focus only on the second one which will be of an exponential order of magnitude
larger and control the value of the lim. Since F and [gpp(s, t) + ε, s] are two closed sets
there exists an r∗ such that r∗ = min{r : r ∈ F ∩ [gpp(s, t) + ε, s]}. It follows that
P{N−1GbNsc,bNtc ∈ F} ≤ e−cN
2
+ P{GbNsc,bNtc ≥ Nr∗}.
Now take the logarithm of both sides, divide by N and take the lim,
lim
N→∞
N−1 logP{N−1GbNsc,bNtc ∈ F} ≤ lim
N→∞
N−1 log(e−cN
2
+ P{GbNsc,bNtc ≥ Nr∗})
= −Js,t(r∗) = − inf
r∈F
Is,t(r).
The last line is obtained using (3.2), (3.7) and the fact that Is,t(r) is a strictly increasing
function.
Case 2: F 3 gpp(s, t). In this case, infr∈F Is,t(r) = 0, therefore, inequality (3.5) is
automatically satisfied.
For the lower large deviation bound (3.6), we need to consider three cases according to
H:
(1) If gpp(s, t) ∈ H, then P{N−1GbNsc,bNtc ∈ H} → 1 and (3.6) holds as an equality
(2) If H ⊆ [0, gpp(s, t)), (3.6) holds because its right-hand side is −∞.
(3) The remaining case is the one where H contains an interval (a, b) ⊂ (gpp(s, t), s). Then
for any ε > 0 small enough, we can find a non-trivial interval [a + ε, b − ε] ⊆ H and
bound
N−1 logP{N−1GbNsc,bNtc ∈ H} ≥ N−1 logP{N−1GbNsc,bNtc ∈ [a+ ε, b− ε]}
= N−1 log
(
P{N−1GbNsc,bNtc ≥ N(a+ ε)} − P{N−1GbNsc,bNtc ≥ N(b− ε)
)
→ −Js,t(a+ ε).(3.15)
Equation (3.15) follows after taking lim on both sides and keeping in mind that the two
terms in the logarithm have different exponential orders of magnitude.
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Monotonicity and convexity Js,t on [gpp(s, t), s] implies that for some constant C,
Js,t(a+ ε) ≤ Js,t(a) + Cε. Then, (3.15) becomes
lim
N→∞
N−1 logP{N−1GbNsc,bNtc ∈ H} ≥ −Js,t(a)− Cε
Let ε→ 0 in the last display. Then take a = inf H ∩ (gpp(s, t), s) to finish using
Js,t(a) = inf
r∈H∩(gpp(s,t),s)
Is,t(r) = inf
r∈H
Is,t(r). 
Corollary 3.6. Let ξ ∈ R. Then
(3.16) lim
N→∞
N−1 logEeξG0,(bNsc,bNtc) = I∗s,t(ξ) =

J∗s,t(ξ) if ξ > 0,
0 if ξ = 0,
ξgpp(s, t) if ξ < 0,
.
Proof of Corollary 3.6. Since GbNsc,bNtc ≤ Ns, for any γ > 1 and ξ ∈ R,
sup
N
(
Eeγξ GbNsc,bNtc
)1/N
<∞.
This bound together with Theorem 3.4 suffice to apply Varadhan’s theorem (e.g. page 38
in [43]) which gives
lim
N→∞
N−1 logEeξG0,(bNsc,bNtc) = I∗s,t(ξ) = sup
r∈R
{rξ − Is,t(r)}
= sup
r∈[gpp(s,t),s]
{rξ − Is,t(r)} = sup
r∈[gpp(s,t),s]
{rξ − Js,t(r)}.
The first equality on the second line is because Is,t(r) = ∞ if r ∈ (−∞, gpp(s, t)) or r > s
and there is no difference in excluding that interval from the supremum.
Then we can compute I∗s,t. Is,t is increasing for r ∈ [gpp(s, t), s], therefore if ξ < 0,
the supremum is always attained at r = gpp(s, t). Instead, when ξ ≥ 0, Is,t(ξ)∗ = J∗s,t(ξ)
since r can range over all of R and the last supremum will still be attained for some
r ∈ [gpp(s, t), s]. 
4. I.i.d. model: Right tail rate function and log moment generating
function
The main goal of this section is to prove an explicit variational formula for the rate
function Js,t(r). That formula, while precise does not enjoy enough analytical tractability
to further obtain a closed formula. However, its dual J∗s,t(ξ) will be explicitly computed
by the end of the section. The variational characterization of J requires the log-moment
generating functions for Bernoulli(p) random variables, given by
(4.1) C
(p)
B (ξ) = log(1− p+ peξ), ξ ∈ R.
and Geometric(p) random variables given by
(4.2) C
(p)
G (ξ) =
{
log p
1−(1−p)eξ , ξ < − log(1− p)
∞, otherwise.
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Both log-moment generating functions can be seen as the Legendre duals of the rate func-
tions for sums of i.i.d. Bernoulli (4.1) and for sums of i.i.d. geometric random variables,
given by
(4.3) I
(p)
G (r) = sup
ξ<− log(1−p)
{
rξ−C(p)G (ξ)
}
= r log
r
(1− p)(1 + r)− log(1+r)p for r > 0.
The two theorems that give the precise forms for J and J∗ follow.
Proposition 4.1. Let (s, t) ∈ R2+. Then for all ξ ∈ R, the convex dual J∗(s,t)(ξ) is given by
J∗s,t(ξ) =

infu∈(p,1]{sC(u)B (ξ)− tC
( u−p
u(1−p) )
G (−ξ)}, if ξ > 0,
0, if ξ = 0,
∞, if ξ < 0.
The closed form for J∗ is given in the following
Theorem 4.2. Fix p ∈ (0, 1), ξ ≥ 0 and (s, t) ∈ R2+. Define
(4.4) ∆ = ∆p,s,t,ξ = p(1− p)(eξ + e−ξ − 2)
[
p(1− p)(s+ t)2(eξ + e−ξ − 2) + 4st].
Then,
J∗s,t(ξ) =

s log
p(1− p)(s+ t)(eξ + e−ξ − 2) + 2s+√∆
2s(1− p(1− e−ξ))
+ t log
[p(1− p)(s+ t)(eξ + e−ξ − 2) +√∆](1− p(1− e−ξ))
p(1− p)(t− s)(eξ + e−ξ − 2) +√∆ ,
if t < 1−pp s,
sξ, if t ≥ 1−pp s.
(4.5)
4.1. Exact computations for Js,t(r). We first present a series of key technical lemmas,
and we encourage the reader familiar with these techniques to proceed to the proof of
Proposition 4.1.
We will use the invariance property of the model with boundaries first. Consider the
last passage time in the model with boundary G
(u)
bNsc,bNtc and we iteratively apply equation
(2.12) to obtain
G
(u)
bNsc,bNtc −G
(u)
0,bNtc =
bNsc∑
i=1
I
(u)
i,bNtc.
Focus on the left hand side. From equation (2.4) and (2.12) we can write the previous
difference as
bNsc∑
i=1
I
(u)
i,bNtc = G
(u)
bNsc,bNtc −G
(u)
0,bNtc
= max
1≤k≤bNsc
{ k∑
i=1
I
(u)
i,0 +G(k,1),(bNsc,bNtc) −
bNtc∑
j=1
J
(u)
0,j
}
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∨
max
1≤k≤bNtc
{ k∑
j=1
J
(u)
0,j + ω1,k +G(1,k),(bNsc,bNtc) −
bNtc∑
j=1
J
(u)
0,j
}
= max
1≤k≤bNsc
{ k∑
i=1
I
(u)
i,0 −
bNtc∑
j=1
J
(u)
0,j +G(k,1),(bNsc,bNtc)
}
∨
max
1≤k≤bNtc
{
−
bNtc∑
j=k+1
J
(u)
0,j + ω1,k +G(1,k),(bNsc,bNtc)
}
.
To compactify notation we use a convention where the y-axis is labeled by negative indices
and we define
(4.6) for k ∈ Z ηk =
{
−∑bNtcj=−k+1 J (u)0,j k ≤ 0,∑k
i=1 I
(u)
i,0 −
∑bNtc
j=1 J
(u)
0,j k ≥ 1.
As such, we can say that the last passage time can be obtained on path that enters the bulk
N2 at a point v(z) defined by
(4.7) for z ∈ R v(z) =

(1, b−zc) z ≤ −1,
(1, 1) −1 < z < 1,
(bzc , 1) z ≥ 1,
and the gradient can be written as
bNsc∑
i=1
I
(u)
i,bNtc = maxb−Ntc≤k≤bNsc,k 6=0
{
ηk + ωv(k)1{k < 0}+Gv(k),(bNsc,bNtc)
}
.
Then the following inequalities are immediate:
ηk +Gv(k),(bNsc,bNtc)(4.8)
≤
bNsc∑
i=1
I
(u)
i,bNtc
≤ max
b−Ntc≤k≤bNsc,k 6=0
{ηk +Gv(k),(bNsc,bNtc)}+ 1.(4.9)
This inequality will be crucial for our purposes. We briefly discuss the main idea.
The second line in the last display is a sum of i.i.d. Bernoulli, so it has a known large
deviation rate function. A deviation for the
∑
I(u) is controlled above and below by devi-
ations for the expressions ηk + Gv(k),(bNsc,bNtc). ηk itself is either a sum of i.i.d. geometric
random variables or a difference of two independent sums; in either case the large deviation
rate function for ηk is computable, and the only unknown will be the large deviation rate
function for G (albeit in a complicated expression). The subsection is devoted into following
this program and solve for the rate function of G.
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It will be crucial to understand the function defined by
(4.10) Ha,bs,t (r) = − lim
N→∞
N−1 logP{ηbNac +Gv(Nb),(bNsc,bNtc) ≥ Nr},
where a, b ∈ [−t, s]. We first argue why the limit exists. This fact will be a direct conse-
quence of Lemma C.2, when we show that the ηbNac and Gv(Nb),(bNsc,bNtc) will have a right
tail rate function.
We begin by computing the rate function for the ηk. For real a ∈ [−t, s], and r ∈ R define
(4.11) κa(r) = − lim
N→∞
N−1 logP{ηbNac ≥ Nr}.
From (4.6) we observe that if k ≤ 0 ηk is a sum of i.i.d. geometric distributed random
variables while if k ≥ 1, ηk is the difference of two independent sums of i.i.d. random
variables.
The convex dual is
(4.12)
κ∗a(ξ) = sup
r∈R
{ξr − κa(r)}
=

(t+ a)
[
log u−pu(1−p) − log
(
1− p(1−u)u(1−p)e−ξ
)]
, for ξ > log p(1−u)u(1−p) ,−t ≤ a ≤ 0,
t
[
log u−pu(1−p) − log
(
1− p(1−u)u(1−p)e−ξ
)]
+ a log(ueξ + 1− u),
for ξ > log p(1−u)u(1−p) , 0 < a ≤ s,
∞, otherwise.
=

(t+ a)C
( u−p
u(1−p) )
G (−ξ), for ξ > log p(1−u)u(1−p) ,−t ≤ a ≤ 0,
tC
( u−p
u(1−p) )
G (−ξ) + aC(u)B (ξ), for ξ > log p(1−u)u(1−p) , 0 < a ≤ s,
∞, otherwise.
The first line in (4.12) follows from Cramer’s theorem when the random variables are
geometric. The second line follows from Lemma C.2 when LN =
∑bNac
i=1 I
(u)
i,0 and ZN =
−∑bNtcj=1 J (u)0,j , and the fact that the dual of an infimal convolution is the sum of the corre-
sponding duals.
Remark 4.3. The condition on ξ can be stated equivalently in terms of u. In fact, if ξ ∈ R
is fixed, the above inequality becomes u > pe
−ξ
1−p+pe−ξ . Moreover if ξ > 0,
pe−ξ
1−p+pe−ξ < p and
so it remains u ∈ (p, 1].
The rightmost zero mκ,a of κa is the law of large numbers limit
(4.13) mκ,a = lim
N→∞
N−1ηbNac =
{
−(t+ a) u−pp(1−u) , −t ≤ a ≤ 0,
au− t u−pp(1−u) , 0 < a ≤ s.
Note that when viewed as functions of a, κa, κ
∗
a and mκ,a are all continuous at a = 0.
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For the rate function of Gv(Nb),(bNsc,bNtc), we first introduce the equivalent macroscopic
version of (4.7) for a ∈ R, by
(4.14) N−1v(Na)→ v¯(a) =
{
(0,−a), −t ≤ a ≤ 0,
(a, 0), 0 < a ≤ s.
With this notation, the rate function of the last past passage time in the interior is
(4.15) J(s,t)−v¯(a)(r) = − lim
N→∞
N−1 logP{Gv(Na),(bNsc,bNtc) ≥ Nr}.
This is because Gv(Na),(bNsc,bNtc) equals in distribution G(0,0),(bNsc,bNtc)−v(Nb). There will
be a small discrepancy between (bNsc , bNtc)− v(Na) and bN((s, t)− v¯(a))c but Lemma
C.1 proves that it is negligible in the limit.
Let mκ,a and mJ,b be the rightmost zeros respectively of κa (defined by (4.13)) and
J(s,t)−v¯(b) (which equals gpp((s, t)− v¯(b)). Using Lemma C.2 for (a, b) ∈ [−t, s]2, we have
(4.16) Ha,bs,t (r) =
{
0, r < mκ,a +mJ,b,
infmκ,a≤x≤r−mJ,b{κa(x) + J(s,t)−v¯(b)(r − x)}, mκ,a +mJ,b ≤ r ≤ s.
The following regularity lemma follows from the continuity properties we discussed up to
this point, and the details are left to the reader.
Lemma 4.4. Fix s, t ∈ (0,∞) and fix any compact set K ⊆ (−∞, s]. Then Ha,bs,t (r) is a
uniformly continuous function of (b, r) ∈ [−t, s]×K, uniformly in a ∈ [−t, s]. In symbols
(4.17) lim
δ→0
sup
a,b,b′∈[−t,s],r,r′∈K:
|b−b′|≤δ,|r−r′|≤δ
|Ha,bs,t (r)−Ha,b
′
s,t (r
′)| = 0.
When a = b we simplify the notation as Has,t(r) = H
a,a
s,t (r). Observe that at this point an
expression involving Js,t manifested on the right-hand side of (4.16). Our goal is to invert
the relation and isolate Js,t.
The next lemma is the continuous version of the discrete inequalities (4.8), (4.9) at the
level of the rate functions.
Lemma 4.5. Let s, t ∈ (0,∞) and r ∈ [0, s]. Then
(4.18) sI
(u)
B (r/s) = inf−t≤a≤s
Has,t(r).
Proof. For any a ∈ [−t, s], by (4.8)
−sI(u)B (r/s) = limN→∞N
−1 logP
{ bNsc∑
i=1
I
(u)
i,bNtc ≥ Nr
}
≥ lim
N→∞
N−1 logP{ηbNac +Gv(bNac),(bNsc,bNtc) ≥ Nr}
= −Has,t(r).
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This is true for an arbitrary a, therefore
(4.19) sI
(u)
B (r/s) ≤ inf−t≤a≤sH
a
s,t(r).
To get the lower bound we use (4.9) together with a coarse graining argument.
We begin describing the partition which will be helpful when we will use (4.9). Fix a
small enough δ > 0 to partition the interval [−t, s]. In particular, define −t = a0 < a1 <
· · · < aq = 0 < · · · < am = s where |ai+1 − ai| < δ. Moreover, we fix an ε > 0 and we
assume that N is large enough so that Nε > 1.
When ai ≥ 0, for any k ∈ [bNaic , bNai+1c] ∩ Z,
P{ηk +Gv(k),(bNsc,bNtc) ≥ Nr} ≤ P
{
ηbNai+1c +Gv(bNaic),(bNsc,bNtc) ≥ Nr
}
.
Similarly, when ai < 0 and bNaic < k ≤ bNai+1c the bound becomes
P{ηk +Gv(k),(bNsc,bNtc) ≥ Nr} ≤ P
{
ηbNaic +Gv(bNai+1c),(bNsc,bNtc) ≥ Nr
}
.
From (4.9) we bound
P
{ bNsc∑
i=1
Ii,bNtc ≥ Nr
}
≤ P
{
max
b−Ntc≤k≤bNsc,
k 6=0
{ηk +Gv(k),(bNsc,bNtc)}+ 1 ≥ Nr
}
≤ P
{
max
b−Ntc≤k≤bNsc,
k 6=0
{ηk +Gv(k),(bNsc,bNtc)} ≥ N(r − ε)
}
.
Take logarithm on both sides and divide by N and use a union bound to obtain
N−1 logP
{ bNsc∑
i=1
Ii,bNtc ≥ Nr
}
≤ N−1 logm+
{
max
0≤i≤q−1
{
N−1 logP{ηbNaic +Gv(bNai+1c),(bNsc,bNtc) ≥ N(r − ε)}
}}
∨
{
max
q≤i≤m−1
{
N−1 logP{{ηbNai+1c +Gv(bNaic),(bNsc,bNtc) ≥ N(r − ε)}
}
.
Take N →∞ to get
−sI(u)B (r/s) ≤
{
max
0≤i≤q−1
{−Hai,ai+1s,t (r − ε)}
}
∨
{
max
q≤i≤m−1
{−Hai+1,ais,t (r − ε)}
}
≤ sup
a,b∈[−t,s]:|a−b|≤δ
{−Ha,bs,t (r − ε)}.
Use Lemma 4.4 by letting δ → 0; this also implies b→ a. Then let ε→ 0. 
The following lemma is the last technical tool we need in order to finally solve (4.18) for
the unknown rate function J . It proves convexity and lower semi-continuity of the Legendre
dual of J .
Lemma 4.6. For a fixed ξ ∈ R+, the function J∗s,t(ξ), as a function of (s, t), is continuous
and finite on R2+.
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Proof. By definition J∗s,t(ξ) = supr∈R{ξr − Js,t(r)}, but, since Js,t(r) = ∞ for r > s, and
Js,t(r) = 0 for r < gpp(s, t), we can write for ξ ≥ 0 that
J∗s,t(ξ) = sup
r∈[gpp(s,t),s]
{ξr − Js,t(r)}.
Then it is immediate to see that
J∗s,t(ξ) ≤ ξs, for all(s, t) ∈ R2+.
Continuity will follow once we prove that Mξ(s, t) is a concave finite function. Let
λ ∈ (0, 1) and (s, t) = λ(s1, t1) + (1 − λ)(s2, t2) for some (si, ti) ∈ R2+. Recall that J
is convex and lower-semicontinuous in (s, t, r) from Theorem 3.1. Write r as the convex
combination r = λr1 + (1− λ)r2 for some r1, r2 ∈ R. By convexity
inf
r∈R
{Js,t(r)− ξr}
≤ inf
r∈R
{
inf
(r1,r2):λr1+(1−λ)r2=r
{λ(Js1,t1(r1)− ξr1) + (1− λ)(Js2,t2(r2)− ξr2)}
}
= inf
(r1,r2)∈R2
{λ(Js1,t1(r1)− ξr1) + (1− λ)(Js2,t2(r2)− ξr2)}
= λ inf
r1∈R]
{Js1,t1(r1)− ξr1}+ (1− λ) inf
r2∈R
{Js2,t2(r2)− ξr2}
= −λJ∗s1,t1(ξ)− (1− λ)J∗s2,t2(ξ).
In the end we have
J∗s,t(ξ) ≥ λJ∗s1,t1(ξ) + (1− λ)J∗s2,t2(ξ),
which is enough to prove the concavity of J∗s,t(ξ) in (s, t). 
Figure 4. Graphical representation of the function J∗s,t(r). In both figures
we used p = 0.1 and t = 1. To the left we have J∗s,1(ξ) as a function of (s, ξ)
and one see the directions of convexity when s is fixed and ξ varies, and the
direction of concavity ranges when ξ is fixed and s varies as described in the
proof of Lemma 4.6. The blue line is at s = 1/9 which the is characteristic
point for p = 0.1 and t = 1. For smaller s, J∗s,1(ξ) = sξ. To the right is the
convex continuous function J∗10,1(ξ).
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In order to prove Proposition 4.1 we need the following technical result. This is in the
spirit of Proposition 3.10 in [31] but tailored to our particular case. For this reason we
postpone the proof until Appendix A.
Proposition 4.7. Let I = (a, b] ⊆ R with a, b ∈ R. Let the convex functions h, g: I → R
be twice continuously differentiable with h′(u) > 0 and g′(u) < 0 for every u ∈ I. Define
fs,t(u) = sh(u) + tg(u) with (s, t) ∈ R2+.
Suppose that f ′′s,t(u) > 0 for all (s, t) ∈ R2+, limu↘a fs,t(u) = ∞ and fs,t(b) = c < ∞ with
c ∈ R. If Λ(s, t) is a continuous function in (s, t) with the property that for all (s, t) ∈ R2+
and u ∈ I the identity
(4.20) 0 = sup
0≤z≤s
{Λ(s− z, t)− fs−z,t(u)} ∨ sup
0≤z˜≤t
{Λ(s, t− z˜)− fs,t−z˜(u)}
holds, then for every t < −h′(b)g′(b)s,
Λ(s, t) = min
u∈I
{fs,t(u)}.
Using this we can now find a variational expression for J∗.
Proof of Proposition 4.1. If ξ < 0, by definition
J∗s,t(ξ) = sup
r∈R
{rξ−Js,t(ξ)} = sup
r<gpp(s,t)
{rξ−Js,t(r)}∨ sup
r∈[gpp(s,t),s]
{rξ−Js,t(r)}∨sup
r>s
{rξ−Js,t(r)}.
Note that the first supremum is +∞ since Js,t(r) = 0 for r < gpp(s, t) and ξ < 0. Therefore
J∗s,t(ξ) =∞ if ξ < 0.
If ξ ≥ 0, equation (4.16) gives that Ha(s,t) is the infimal convolution of κa and J(s,t)−v¯(a)
since the value of the infimum does not change when we allow x to range over all of R. We
compactify the notation by writing Has,t(r) = κaJ(s,t)−v¯(a)(r). By Theorem 16.4 in [44],
the addition operation is dual to the infimal convolution operation. From (4.18) of Lemma
4.5, take the Legendre dual on both sides to obtain
(4.21)
sC
(u)
B (ξ) = sup−t≤a≤s
{
sup
r∈R
{rξ − (κaJ(s,t)−v¯(a))(r)}
}
= sup
−t≤a≤s
{
(κaJ(s,t)−v¯(a))∗(ξ)
}
= sup
−t≤a≤s
{
(κ∗a(ξ) + J
∗
(s,t)−v¯(a)(ξ)
}
.
From (4.12) we can substitute the explicit expression of κ∗a(ξ). Define
(4.22)
−`ξ(u) = C
( u−p
u(1−p) )
G (−ξ) = log
u− p
u(1− p)− p(1− u)e−ξ ,
dξ(u) = C
(u)
B (ξ) = log(ue
ξ + 1− u).
Use this to simplify (4.21) into
sdξ(u) + t`ξ(u) = sup
0≤a≤t
{a`ξ(u) + J∗s,t−a(ξ)
}∨
sup
0≤a≤s
{adξ(u) + J∗s−a,t(ξ)
}
.
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Subtract sdξ(u) + t`ξ(u) to either side
0 = sup
0≤z≤s
{J∗s−a,t(ξ)− [(s− a)dξ(u) + t`ξ(u)]
} ∨ sup
0≤z˜≤t
{J∗s,t−a(ξ)− [sdξ(u) + (t− a)`ξ(u)]
}
.
Use Proposition 4.7 identifying as I = (p, 1], Λ(s, t) = J∗s,t(ξ), h(u) = dξ(u), g(u) = `ξ(u)
and therefore fs,t(u) = sdξ(u) + t`ξ(u). The only hypothesis that is not immediately ver-
ifiable is continuity of J∗ in s, t, but that is now covered by Lemma 4.6. Therefore, if
t < 1−pp s
J∗s,t(ξ) = min
u∈(p,1]
{sdξ(u) + t`ξ(u)} = min
u∈(p,1]
{sC(u)B (ξ)− tC
( u−p
u(1−p) )
G (−ξ)}.
For t ≥ 1−pp s we reason directly: Js,t(r) = +∞1{r > s} and its convex dual will be sξ for
ξ > 0. This is also the minu∈(p,1]{sC(u)B (ξ) − tC
( u−p
u(1−p) )
G (−ξ)}, with the minimum obtained
at u = 1. 
4.2. Closed formula for J∗s,t(ξ).
Proof of Theorem 4.2. The aim of this proof is to find an analytical result for the infimum
in Proposition 4.1 when t < 1−pp s. Therefore we start computing the derivatives of the two
cumulant-generating function and to find the optimizing point we solve the equation
0 =s
∂C
(u)
B (ξ)
∂u
− t∂C
( u−p
u(1−p) )
G (−ξ)
∂u
= s
eξ − 1
1 + u(eξ − 1)
− t p(p− 1)(e
−ξ − 1)
u2(1 + p(e−ξ − 1))− up[1 + e−ξ + p(e−ξ − 1)] + p2e−ξ
or equivalently, after the algebraic simplification of denominators
0 =u22s[(1− p)(eξ − 1) + p(1− e−ξ)]− up[(1− p)(s+ t)(eξ + e−ξ − 2) + 2s(1− e−ξ)]
+ (e−ξ − 1)p((1− p)(s+ t)− s).
The minimum is in fact attained to the solution to this equation (for further details see
Appendix D). The minimizing point is
(4.23) u∗ =
p(1− p)(s+ t)(eξ + e−ξ − 2) + 2sp(1− e−ξ) +√∆
2s[(1− p)(eξ − 1) + p(1− e−ξ)]
with ∆ = p(1 − p)(eξ + e−ξ − 2)[(1 − p)p(s + t)2(eξ + e−ξ − 2) + 4st]. Then (4.5) follows
directly by
J∗s,t(ξ) = sC
(u∗)
B (ξ)− tsC(u
∗)
G (−ξ). 
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5. Invariant model: Limiting log-moment generating functions
Define the last passage time’s l.m.g.f. for the boundary model
(5.1) Λ
(u)
(s,t)(ξ) = limN→∞
N−1 logEeξG
(u)
bNsc,bNtc .
In this section we find Λ
(u)
(s,t)(ξ) when ξ > 0.
It will be convenient to also define the l.m.g.f. for the two passage times conditional on
the first step being e1 or e2, G
(u),hor
bNsc,bNtc and G
(u),hor
bNsc,bNtc given by (2.6) and (2.7) respectively.
The corresponding l.m.g.f. are
(5.2) Λ
(u),hor
(s,t) (ξ) = limN→∞
N−1 logEeξG
(u),hor
bNsc,bNtc
and
(5.3) Λ
(u),ver
(s,t) (ξ) = limN→∞
N−1 logEeξG
(u),ver
bNsc,bNtc .
The existence of the above limits is verified in Lemma 5.3 below, but we state it as part of
the main Theorem 5.1.
The existence of the two limits above then gives rise to the formula
(5.4) Λ
(u)
(s,t)(ξ) = Λ
(u),hor
(s,t) (ξ) ∨ Λ
(u),ver
(s,t) (ξ) for any ξ > 0.
Thus, finding Λ
(u)
(s,t)(ξ) is equivalent to finding Λ
(u),hor
(s,t) (ξ),Λ
(u),ver
(s,t) (ξ), which is the content of
Theorem 5.1 below.
Heuristically, one expects the creation of some critical direction for (s, t) that will depend
on ξ, p, u; below the direction the boundary effect will be felt at the l.g.m.f. level, and
otherwise the model will behave like the boundary is not present. This was also observed
at the LLN level in Theorem 2.2. In fact this is the case.
For ξ > 0 we define
(5.5) k(u)(ξ) =
(∂C(u)B (ξ)
∂u
)
/
(∂C(u)G (−ξ)
∂u
)
.
The relevant conditions that create a critical line are
(5.6) t = k(u)(ξ)s, and t = k(u)(−ξ)s,
for Λ(u),hor and Λ(u),ver respectively. Recall that l.m.g.f of GbNsc,bNtc is given by Corollary
3.6, and is equal to I∗s,t(ξ) = J∗s,t(ξ). For uniformity of notation in the section, set Λ(s,t)(ξ) =
I∗s,t(ξ).
Theorem 5.1. Let s, t ≥ 0, u ∈ (p, 1) and ξ ≥ 0.
(a) The limit in (5.2) exists and is given by
(5.7) Λ
(u),hor
(s,t) (ξ) =
{
sC
(u)
B (ξ)− tC
( u−p
u(1−p) )
G (−ξ) if t < k(u)(ξ)s,
Λ(s,t)(ξ) if t ≥ k(u)(ξ)s.
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(b) The limit in (5.3) exists and is given by
(5.8) Λ
(u),ver
(s,t) (ξ) =

tC
( u−p
u(1−p) )
G (ξ)− sC(u)B (−ξ), if ξ ∈ [0, log u(1−p)p(1−u)) and t > k(u)(−ξ)s,
Λ(s,t)(ξ), if ξ ∈ [0, log u(1−p)p(1−u)) and t ≤ k(u)(−ξ)s,
∞, if ξ ∈ [log u(1−p)p(1−u) ,∞).
The last theorem proves the full l.m.g.f. for the boundary model. Define
(5.9) `(u)(ξ) =
C
(u)
B (ξ) + C
(u)
B (−ξ)
C
( u−p
u(1−p) )
G (ξ) + C
( u−p
u(1−p) )
G (−ξ)
.
Then, the l.g.m.f. for the boundary last passage time is given by
Theorem 5.2. Let s, t ≥ 0 and u ∈ (p, 1]. Then the limit in (5.1) exists for ξ ≥ 0 and is
given by
(5.10) Λ
(u)
(s,t)(ξ) =

sC
(u)
B (ξ)− tC
( u−p
u(1−p) )
G (−ξ), if ξ ∈ [0, log u(1−p)p(1−u)) and t < `(u)(ξ)s,
tC
( u−p
u(1−p) )
G (ξ)− sC(u)B (−ξ), if ξ ∈ [0, log u(1−p)p(1−u)) and t ≥ `(u)(ξ)s,
∞, if ξ ∈ [log u(1−p)p(1−u) ,∞).
Before the two proofs, we begin by verifying the existence of limits (5.2) and (5.3). We
begin by noting that similar arguments as in Lemma 4.5 give that
(5.11) − lim
N→∞
N−1 logP{G(u),horbNsc,bNtc ≥ Nr} = infa∈[0,s] infx∈R{aI
(u)
B ((r − x)/a) + Js−a,t(x)}.
Equation (5.11) in particular verifies the existence of the limit in the left-hand side, and we
denote it by
(5.12) − lim
N→∞
N−1 logP{G(u),horbNsc,bNtc ≥ Nr} = J
(u),hor
s,t (r).
Finally, observe that we take the Legendre transform, equation (5.11) becomes
(5.13) (J
(u),hor
s,t )
∗(ξ) = sup
a∈[0,s]
{aC(u)B (ξ) + J∗s−a,t(ξ)}.
Symmetric definitions and arguments give similar equations for J
(u),ver
s,t .
Lemma 5.3. Let G
(u),hor
bNsc,bNtc be the last passage time given by (2.6), and let (J
(u),hor
s,t )
∗(ξ)
given by (5.13). Then for ξ > 0,
(5.14) lim
N→∞
N−1 logE[eξG
(u),hor
bNsc,bNtc ] = (J
(u),hor
s,t )
∗(ξ).
Corresponding statements hold for G
(u),ver
bNsc,bNtc.
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Proof. Let ξ ≥ 0. Set
γ = lim
N→∞
N−1 logE[eξG
(u),hor
bNsc,bNtc ] and γ¯ = lim
N→∞
N−1 logE[eξG
(u),hor
bNsc,bNtc ].
The lower bound is immediate using the exponential Chebyshev inequality
N−1 logP{G(u),horbNsc,bNtc ≥ Nr} ≤ −ξr +N−1 logE[e
ξG
(u),hor
bNsc,bNtc ].
Letting N → ∞ along a suitable subsequence gives γ ≥ ξr − J (u),hors,t (r) for all r ∈ [0, s].
Thus γ ≥ (J (u),hors,t )∗(ξ) holds.
For the upper bound we first claim that for every r > s
(5.15) lim
N→∞
N−1 logE[eξG
(u),hor
bNsc,bNtc1{G(u),horbNsc,bNtc ≥ Nr}] = −∞.
To see this, apply Holder’s inequality to the expectation in (5.15). For any α > 1,
N−1 logE[eξG
(u),hor
bNsc,bNtc1{G(u),horbNsc,bNtc ≥ Nr}]
≤ N−1 log{E[eαξG
(u),hor
bNsc,bNtc ]α
−1
E[1{G(u),horbNsc,bNtc ≥ Nr}
α
α−1 ]
α−1
α }
= (αN)−1 log(E[eαξG
(u),hor
bNsc,bNtc ]) + (α− 1)α−1N−1 logP{G(u),horbNsc,bNtc ≥ Nr}.
The first term is finite since G
(u),hor
bNsc,bNtc ≤ bNsc and for the same reason the second term
equals −∞.
To show the upper bound in (5.14) pick a δ > 0 and partition R with ri = iδ, i ∈ Z:
N−1 logE[eξG
(u),hor
bNsc,bNtc ]
≤ N−1 log
[ m∑
i=−m
eNξri+1P{G(u),horbNsc,bNtc ≥ Nri}
+ eNξr−m + E[eξG
(u),hor
bNsc,bNtc1{G(u),horbNsc,bNtc ≥ Nrm}]
]
.
(5.16)
By (5.15), for each M > 0 there exists m = m(M) so that for all N large enough
N−1 logE[eξG
(u),hor
bNsc,bNtc1{G(u),horbNsc,bNtc ≥ Nrm}] < −M.
Take a limit as N →∞ along any subsequence that achieves γ¯ to see that (5.16) implies
γ¯ ≤ max
−m≤i≤m
{ξri+1 − J (u),hors,t (ri)} ∨ ξr−m ∨ (−M)
≤
(
sup
r∈[0,s]
{ξr − J (u),hors,t (r)}+ ξδ
)
∨ ξr−m ∨ (−M).
The statement of the Lemma follows by letting δ → 0, m→∞ and M →∞.
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In order to repeat the estimates for G
(u),ver
bNsc,bNtc the equivalent statement for (5.15) is
lim
r→∞ limN→∞
N−1 logE[eξG
(u),ver
bNsc,bNtc1{G(u),verbNsc,bNtc ≥ Nr}] = −∞.
We omit the remaining details; the interested reader can find a similar calculation in [27]. 
Proof of Theorem 5.1. The existence of limit (5.2) is verified by Lemma 5.3. Then, use in
sequence equations (5.13) and (5.14) and Proposition 4.1 to write
Λ
(u),hor
(s,t) (ξ) = sup
a∈[0,s]
{aC(u)B (ξ) + J∗s−a,t(ξ)}
= sup
a∈[0,s]
{
inf
θ∈(p,1]
{a
(
C
(u)
B (ξ)− C(θ)B (ξ)
)
+ sC
(θ)
B (ξ)− tC
( θ−p
θ(1−p) )
G (−ξ)}
}
.
The sup and inf can be interchanged by a minimax theorem (e.g. [34]). The function inside
the supremum is linear in a. Thus the supremum will be reached at one of the two boundary
points according to the sign of the difference
C
(u)
B (ξ)− C(θ)B (ξ)

> 0, if θ ∈ (u, 1],
= 0, if θ = u,
< 0, if θ ∈ (p, u).
Therefore we have
(5.17)
Λ
(u),hor
(s,t) (ξ) = infθ∈(u,1]
{sC(u)B (ξ)− tC
( θ−p
θ(1−p) )
G (−ξ)} ∧ {sC(u)B (ξ)− tC
( u−p
u(1−p) )
G (−ξ)}
∧ inf
θ∈(p,u)
{sC(θ)B (ξ)− tC
( θ−p
θ(1−p) )
G (−ξ)}.
Note that, since −C(
θ−p
θ(1−p) )
G (−ξ) is increasing in θ, the first term on the right-hand side of
(5.17) is always greater than the second one. So, it remains to compare the second and the
third term.
Call θ∗ the minimizing point in (p, 1] for the expression sC(θ)B (ξ) − tC
( θ−p
θ(1−p) )
G (−ξ (4.23)
in this specific case. Then, there are two possible cases:
(1) If θ∗ ≤ u, then
Λ
(u),hor
(s,t) (ξ) = infθ∈(p,u)
{sC(θ)B (ξ)− tC
( θ−p
θ(1−p) )
G (−ξ)} = sC(θ
∗)
B (ξ)− tC
( θ
∗−p
θ∗(1−p) )
G (−ξ) = Λ(s,t)(ξ).
(2) If θ∗ > u then
Λ
(u),hor
(s,t) (ξ) = sC
(u)
B (ξ)− tC
( u−p
u(1−p) )
G (−ξ).
This concludes the proof of (5.7). For the analogous result in the vertical case, first note
that we may write
(5.18) Λ(s,t)(ξ) = J
∗
s,t(ξ) = inf
u∈(p,1]
{tC(
u−p
u(1−p) )
G (ξ)− sC(u)B (−ξ)}.
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That is possible to prove either by repeating the same computation in the subsection 4.1
but starting G
(u)
bNsc,bNtc − G
(u)
bNsc,0 =
∑bNtc
j=1 J
(u)
bNsc,j , or by computing (5.18) as in the proof
of Theorem 4.2 and observe that it gives the same result.
Then as in the case for the horizontal boundary only,
Λ
(u),ver
(s,t) (ξ) = sup
a∈[0,t]
{aC(
u−p
u(1−p) )
G (ξ) + J
∗
s,t−a(ξ)}
= sup
a∈[0,t]
{
inf
θ∈(p,1]
{a
(
C
( u−p
u(1−p) )
G (ξ)− C
( θ−p
θ(1−p) )
G (ξ)
)
+ tC
( θ−p
θ(1−p) )
G (ξ)− sC(θ)B (−ξ)}
}
.
From this expression we see that we need to restrict ξ ∈ [0, log u(1−p)p(1−u)), otherwise Λ
(u),ver
(s,t) (ξ)
is not finite. Then, as before, for ξ ∈ [0, log u(1−p)p(1−u))
Λ
(u),ver
(s,t) (ξ)
=
infθ∈(p,1]{tC
( θ−p
θ(1−p) )
G (ξ)− sC(θ)B (−ξ)} = Λ(s,t)(ξ) if t ≤ k(u)(−ξ)s,
infθ∈(p,u]{tC
( θ−p
θ(1−p) )
G (ξ)− sC(u)B (−ξ)} = tC
( u−p
u(1−p) )
G (ξ)− sC(u)B (−ξ) if t > k(u)(−ξ)s.
This concludes the proof of the theorem. 
Proof of Theorem 5.2. All the proof is based on (5.4). First note that by Proposition 4.1
and (5.18) we have that for any u
(5.19) Λ(s,t)(ξ) ≤ sC(u)B (ξ)− tC
( u−p
u(1−p) )
G (−ξ) and Λ(s,t)(ξ) ≤ tC
( u−p
u(1−p) )
G (−ξ)− sC(u)B (−ξ).
Therefore, if ξ ∈ [log u(1−p)p(1−u)),∞), Λ
(u)
(s,t)(ξ) =∞.
If ξ ∈ (0, log u(1−p)p(1−u)) we define three regions in the quadrant by
L = {(s, t) : t < k(u)(−ξ)s}, M = {(s, t) : k(u)(−ξ)s ≤ t ≤ k(u)(ξ)s}, U = R2+ \ (M ∪ L).
k(u)(ξ) is defined by (5.5) and one can directly verify that k(u)(−ξ) < k(u)(ξ). For (s, t) ∈ L,
Λ
(u)
s,t (ξ) = sC
(u)
B (ξ)−tC
( u−p
u(1−p) )
G (−ξ) = Λ(u),hor(s,t) (ξ) by (5.4),(5.19), since Λ
(u),ver
(s,t) (ξ) = Λ(s,t)(ξ).
For (s, t) ∈ U the arguments are symmetric, with Λ(u)(s,t)(ξ) = tC
( u−p
u(1−p) )
G (ξ)− sC(u)B (−ξ).
From (5.4), (5.19) and Theorem 5.1, we have that
Λ
(u)
(s,t)(ξ) =

Λ
(u),ver
(s,t) (ξ), t ≥ k(u)(ξ)s,
Λ
(u),ver
(s,t) (ξ) ∨ Λ
(u),hor
(s,t) (ξ), k
(u)(ξ)s < t < k(u)(ξ)s,
Λ
(u),hor
(s,t) (ξ), t ≤ k(u)(−ξ)s.
By (5.4) and Theorem 5.1, Λ
(u)
(s,t)(ξ) is continuous in (s, t). From this and the fact that the
middle branch above is linear in (s, t), we conclude that the slope `(u)(ξ) of the line
t = `(u)(ξ)s⇐⇒ {(s, t) ∈ R2+ : Λ(u),ver(s,t) (ξ) = Λ
(u),hor
(s,t) (ξ)}
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satisfies k(u)(ξ) ≥ `(u)(ξ) ≥ k(u)(−ξ) and therefore
Λ
(u)
(s,t)(ξ) =
sC(u)B (ξ)− tC
( u−p
u(1−p) )
G (−ξ), if k(u)(−ξ))s ≤ t ≤ `(u)(ξ)s,
tC
( u−p
u(1−p) )
G (ξ)− sC(u)B (−ξ), if `(u)(ξ)s < t ≤ k(u)(ξ))s.
This gives the theorem. 
Appendix A. A convex analysis proposition
Proof of Proposition 4.7. Fix (s, t) ∈ R2+ and call ν = ts . Observe that under the hypotheses
of this proposition there exists a unique u∗s,t = arg minu∈I fs,t(u) = u∗1,ν . This minimum
point can be eventually reached at u∗s,t = b if f ′s,t(u) ≤ 0 for all u ∈ I. In particular, u∗s,t
solves the equation
(A.1) f ′s,t(u) = sh
′(u) + tg′(u) = 0 =⇒ t = −h
′(u)
g′(u)
s.
The largest value −h′(u)g′(u) can take is when u = b. For any (s, t) above the line
(A.2) t = −h
′(b)
g′(b)
s,
equation (A.1) has no solution and in fact f ′s,t(u) < 0 and arg min fs,t(u) = b. For any (s, t)
below this line (A.2) a solution to (A.1) exists and is giving the minimizing argument. We
call the line (A.2) the critical line.
The identity in (4.20) implies that for all z ∈ [0, s] and z˜ ∈ [0, t] the following inequalities
hold
Λ(s− z, t) ≤ fs−z,t(u∗s−z,t), Λ(s, t− z˜) ≤ fs,t−z˜(u∗s,t−z˜).
Fix a u ∈ I and subtract, from each side of the inequalities above, fs−z,t(u) and fs,t−z˜(u)
respectively, to obtain
Λ(s− z, t)− fs−z,t(u) ≤ fs−z,t(u∗s−z,t)− fs−z,t(u),(A.3)
Λ(s, t− z˜)− fs,t−z˜(u) ≤ fs,t−z˜(u∗s,t−z˜)− fs,t−z˜(u).(A.4)
Since the minimizer is unique we have that fs−z,t(u∗s−z,t) − fs−z,t(u) < 0 unless u = u∗s−z,t
and fs,t−z˜(u∗s,t−z˜)− fs,t−z˜(u) < 0 unless u = u∗s,t−z˜. Set u = u∗s,t and substitute it in (A.3)
and (A.4)
Λ(s− z, t)− fs−z,t(u∗s,t) ≤ fs−z,t(u∗s−z,t)− fs−z,t(u∗s,t),(A.5)
Λ(s, t− z˜)− fs,t−z˜(u∗s,t) ≤ fs,t−z˜(u∗s,t−z˜)− fs,t−z˜(u∗s,t).(A.6)
Note that (4.20) implies that there exists a sequence zn → z ∈ [0, s] or z˜n → z˜ ∈ [0, t] such
that at least one of the following limits holds
Λ(s− zn, t)− fs−zn,t(u∗s,t)→ 0,(A.7)
Λ(s, t− z˜n)− fs,t−z′n(u∗s,t)→ 0.(A.8)
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If t < −h′(b)g′(b)s then the point (s, t − z˜) is below the critical line for every z˜ ∈ [0, t]. The
point (s − z, t) can be above or below the critical line according to the value of z. We
analyse these two cases for the first supremum in (4.20). The case for the second supremum
is identical to case (a) below, as for all z˜, the index point stays below the critical line.
(a) If 0 ≤ z < s+ t g′(b)h′(b) , we have that both u∗s,t, u∗s−z,t ∈ (a, b). In particular
(A.9) h′(u∗1,ν) + νg
′(u∗1,ν) = 0.
By the implicit function theorem we can take the derivative of the previous expression
respect to ν and find
du∗1,ν
dν
= − g
′(u∗1,ν)
h′′(u∗1,ν) + νg′′(u∗1,ν)
> 0.
This implies that for all z ∈ (0, s+ t g′(b)h′(b)) and z˜ ∈ (0, t), u∗s,t−z˜ < u∗s,t < u∗s−z,t.
We want to show that (A.7) is possible if only zn → 0 from which the result follows
from continuity. The right hand side in (A.5) is negative and therefore, by continuity
we can argue that the supremum will be attained at one of the boundary points. Thus,
we have only to show that
lim
z↗s+t g′(b)
h′(b)
fs−z,t(u∗s−z,t)− fs−z,t(u∗s,t) < 0.(A.10)
For any fixed z ∈ (0, s+ t g′(b)h′(b)) we have that
fs−z,t(u∗s−z,t)− fs−z,t(u∗s,t) < 0.
Therefore we obtain the proof if we show that the last expression is decreasing in z.
Take the derivative in z, use (A.9), recall that u∗s,t < u∗s−z,t and h(u) is an increasing
function by hypothesis
d
dz
(
(s− z)h(u∗s−z,t) + tg(u∗s−z,t)− [(s− z)h(u∗s,t) + tg(u∗s,t)]
)
= −h(u∗s−z,t) +
(
(s− z)h′(u∗s−z,t) + tg′(u∗s−z,t)
)du∗s−z,t
dz
+ h(u∗s,t)
= h(u∗s,t)− h(u∗s−z,t) < 0.
(b) If s + t g
′(b)
h′(b) ≤ z ≤ s, we have that u∗s−z,t = b. Note that u∗s,t < u∗s−z,t = b in this case
and therefore fs−z,t(b) − fs−z,t(u∗s,t) < 0 for every z ∈ [s + t g
′(b)
h′(b) , s]. This implies that
(A.7) can never be true for z ∈ (s+ t g′(b)h′(b) , s]. But the boundary point z = s+ t g
′(b)
h′(b) is
also not optimal by continuity considerations and (A.10).
Therefore, the potential maximum happens at z = 0. Similarly, this will be true for z˜ = 0
and therefore Λ(s, t) = fs,t(u
∗
s,t) as required. 
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Appendix B. Law of large numbers and proof of Burke’s property
Proof of Lemma 2.4. We omit the superscripts and indices from the I, J and we simply
denote
I˜ = max{I − J, ω}, and J˜ = (J − I + ω)+.
The marginal distributions of (I˜ , J˜ , α) can be computed directly, using equations (2.14),
(2.15). For example, since α only takes the values 0 or 1 it suffices to compute
P{α = 1} = P{min{I, J + ω} = 1} = P{I = 1, J + ω ≥ 1}
= u
(
p+ (1− p)
(
1− u− p
u(1− p)
))
= p.
The remaining calculations are left to the reader.
The proof of independence goes by calculating the Laplace transform of the triple (I˜ , J˜ , α).
Let x ∈ R, z ∈ R and y > log[p(1 − u)/(u(1 − p))]. Recall that u ∈ (p, 1]. Then compute,
using (2.14)and (2.15), the joint Laplace transform
E(e−xI˜−yJ˜−zα) = E[e−xmax{I−J,ω}−y(J−I+ω)
+−zmin{I,J+ω}]
= puE[e−x(max{1−J,1})−yJ−zmin{1,J+1}] + p(1− u)E[e−x−y(J+1)+ ]
+ (1− p)uE[e−x(1−J)+−y(J−1)+−z(1∧J)] + (1− p)(1− u)E[e−yJ ]
= pu
u− p
u(1− p)e
−(x+z)
∞∑
j=0
(
p(1− u)
u(1− p)
)j
e−yj
+ p(1− u) u− p
u(1− p)e
−(x+y)
∞∑
j=0
(
p(1− u)
u(1− p)
)j
e−yj
+ (1− p)u u− p
u(1− p)
(
e−x +
∞∑
j=1
(
p(1− u)
u(1− p)
)j
e−y(j−1)−z
)
+ (1− p)(1− u)
∞∑
j=0
(
p(1− u)
u(1− p)
)j
e−yj
=
u−p
u(1−p)
1− p(1−u)u(1−p)e−y
(
pue−(x+z) + p(1− u)e−(x+y) + (1− p)(1− u)
)
+ (1− p)u
u−p
u(1−p)
1− p(1−u)u(1−p)e−y
[
e−x
(
1− p(1− u)
u(1− p)e
−y
)
+ e−z
p(1− u)
u(1− p)
]
=
u−p
u(1−p)
1− p(1−u)u(1−p)e−y
(
pue−(x+z) + (1− p)(1− u) + (1− p)ue−x + p(1− u)e−z
)
= E(e−yJ˜)E(e−xI˜)E(e−zα) 
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Proof of Corollary 2.5. The proof is inductive. Consider the countable set of paths Ψ that
connect the y-axis to the x-axis. The trivial case is when Iψ0 = ∅ (i.e. ψ0 is the union of
the two axes, ψ0 ∈ Ψ) and then the statement reduces to the independence of the ωi,j ’s on
the x and y axes which is true by the definition of the environment.
Assume that for a ψ ∈ Ψ the statement holds. We say that a lattice vertex vi0 on ψ
(i, j) ∈ Z2+ is a west-south corner of ψ if
(vi0−1, vi0 , vi0+1) = ((i, j + 1), (i, j), (i+ 1, j)).
Now define a new path ψ˜ by replacing vi0 with v˜i0 = (i + 1, j + 1) and keep all the other
points intact which means that vi = v˜i for i 6= i0. In this way we have Iψ˜ = Iψ ∪ {(i, j)}.
Going from ψ to ψ˜ we have also a change in the set of random variables in (2.18). In fact
(B.1) {Ii+1,j , Ji,j+1}
have been replaced by
(B.2) {Ii+1,j+1, Ji+1,j+1, αi+1,j+1}.
By (2.14) and (2.15) the variables in (B.2) are determined by (B.1) and ωi+1,j+1. By con-
struction ωi+1,j+1 is independent of (2.18) for the ψ under consideration. By construction
the triple {Ii+1,j , Ji,j+1, ωi+1,j+1} are independent random variables and by the induction
assumption we have they are in turn independent of the all other variables (2.18). Finally
Lemma 2.4 implies that also the triple {Ii+1,j+1, Ji+1,j+1, ωi,j} are independent random
variables with the correct marginal distribution and they are independent of all the ran-
dom variables of ψ˜. All these observations prove that also ψ˜ satisfies the statement of the
corollary.
Note that if we start with ψ0, we can build a path ψ ∈ Ψ by flipping west-south corners
finitely many times. The induction argument guarantees that class Ψ satisfies the corollary.
The general statement follows also for an arbitrary down-right path ψ using the indepen-
dence of finite subcollections. Consider any square R = {i ≤ 0, j ≤M} large enough so that
the corner (M,M) lies outside ψ∪Iψ. The α and L(ψ) variables associated to ψ that lie in
R are a subset of the variables of the path ψ˜ that goes through the points (0,M), (M,M)
and (M, 0). This path ψ˜ connects the axes so the first part of the proof applies to it. Thus
the variables (2.18) that lie inside an arbitrarily large square are independent. 
B.1. Laws of large numbers.
Proof of Theorems 2.6, 1.1. Recall the definitions of g
(u),ver
pp (s, t) and g
(u),hor
pp (s, t) from The-
orem 2.2. In the sequence we use freely the facts that gpp(s, t) is 1-homogeneous and concave.
If t < 1−pp s, start from equation (2.4). Divide by N to obtain the macroscopic variational
formulation
g(u)pp (s, t) = g
(u),hor
pp (s, t)
∨
g(u),verpp (s, t)
= sup
0≤z≤s
{g(u)pp (z, 0) + gpp(s− z, t)}
∨
sup
0≤z˜≤t
{g(u)pp (0, z˜) + gpp(s, t− z˜)}
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= sup
0≤z≤s
{zE(I(u)) + gpp(s− z, t)}
∨
sup
0≤z˜≤t
{z˜E(J (u)) + gpp(s, t− z˜)}.(B.3)
How we obtain equation (B.3) is not immediate to see. Since this step is technical and it
is not the main goal of this proof, we postpone it until the end. Therefore assume for the
moment that (B.3) holds. Subtract g
(u)
pp (s, t) to either side of (B.3)
0 = sup
0≤z≤s
{
gpp(s−z, t)−
[
(s−z)u+tp(1− u)
u− p
]}∨
sup
0≤z˜≤t
{
gpp(s, t−z˜)−
[
(t−z˜)p(1− u)
u− p +su
]}
.
We use Proposition 4.7 by identifying as I = (p, 1], Λ(s, t) = gpp(s, t), h(u) = s, g(u) =
p(1−u)
u−p and therefore fs,t(u) = su + t
p(1−u)
u−p . Note that h
′(u) > 0, g′(u) < 0 for every
u ∈ (p, 1] and in particular f ′′s,t(u) > 0 for every (s, t) ∈ R2+. Moreover limu↘p fs,t(u) = ∞
and fs,t(1) = s <∞. Therefore
(B.4) gpp(s, t) = min
u∈(p,1]
{
su+ t
p(1− u)
u− p
}
=
(√
ps+
√
(1− p)t)2 − t, if t < s1− p
p
.
If t ≥ 1−pp s, We want to find an upper and a lower bound for GbNsc,bNtc. The upper
bound is trivial since by model definition GbNsc,bNtc ≤ bNsc. For the lower bound, force a
macroscopic distance from the critical line, i.e. assume that it is possible to find a ε > 0 so
that the sequence of endpoints (bNsc , bNtc) satisfy
(B.5) lim
N→∞
bNtc
bNsc ≥
1− p
p
+ ε.
Then consider the following strategy: construct an approximate maximal path pi for
GbNsc,bNtc, knowing that for large bNtc ≥ (1−pp + ε) bNsc. pi starts from (0, 0) and moves
up until it finds a weight to collect horizontally on his right. After that this procedure
repeats. For each iteration of this procedure, the vertical length of this path increases by
a random Geometric(p) length, independently of the past. Define Y ∼ Geometric(p) with
range on 0, 1, .... By construction, we have{ bNsc∑
i=1
Yi > bNtc
}
⊇ {GbNsc,bNtc < bNsc}.
The relation on (s, t) implies that the larger event above is large deviation event, and
therefore by the Borel-Cantelli lemma, GbNsc,bNtc = bNsc. Scaling by N and letting it tend
to ∞ completes the proof.
We finally prove (B.3). For a lower bound, fix any z ∈ [0, s] and z˜ ∈ [0, t] . Then if we
move on the horizontal axis
G
(u)
bNsc,bNtc ≥
bNzc∑
i=1
I
(u)
i,0 +G(bNzc,1),(bNsc,bNtc).
Divide by N . Observe that the left hand side converges a.s. to g
(u)
pp (s, t). While the first
term on the right converges a.s. to zE(Iu). The second on the right, converges in probability
LDP FOR BERNOULLI LAST PASSAGE TIMES 37
to gpp(s − z, t). In particular, we can find a subsequence Nk such that the convergence is
almost sure for the second term. Taking limits on this subsequence, we conclude
g(u)pp (s, t) ≥ zE(Iu) + gpp(s− z, t).
Since z is arbitrary we can take supremum over z in both sides of the inequality above. The
same arguments will work if we move on the vertical axis. Thus, we obtain the lower bound
for (B.3).
For the upper bound, we partition the two axes. Fix ε, ε˜ > 0 and let {0 = q0, ε = q1, 2ε =
q2, . . . , s
⌊
ε−1
⌋
ε, s = qM} a partition of (0, s) and {0 = q0, ε˜ = q1, 2ε˜ = q2, . . . , t
⌊
ε˜−1
⌋
ε˜, t =
qM˜} a partition of (0, t). The maximal path that utilises G(u)N,N has to exit between bNkεc
and bN(k + 1)εc for some k if it chooses to go through the x-axis and between
⌊
Nk˜ε˜
⌋
and⌊
N(k˜ + 1)ε˜
⌋
for some k˜ if it goes through the y-axis. Therefore, we may write
G
(u)
bNsc,bNtc ≤ max0≤k≤bε−1c
{ bN(k+1)εc∑
i=1
I
(u)
i,0 +G(bNkεc,1),(bNsc,bNtc)
}
∨
max
0≤k˜≤bε˜−1c
{ bN(k˜+1)ε˜c∑
j=1
J
(u)
0,j +G(1,(bNk˜ε˜c)),(bNsc,bNtc)
}
.
Divide by N . The right-hand side converges in probability to the constant
max
0≤k≤bε−1c
{(k + 1)εu+ gpp(s− εk, t)}∨
max
0≤k˜≤bε˜−1c
{
(k˜ + 1)ε˜
p(1− u)
u− p + gpp(s, t− ε˜k˜)
}
=
(
max
0≤k≤bε−1c
{kεu+ gpp(s− εk, t)}+ εu
)
∨(
max
0≤k˜≤bε˜−1c
{
k˜ε˜
p(1− u)
u− p + gpp(s, t− ε˜k˜)
}
+ ε˜
p(1− u)
u− p
)
=
(
max
qk
{qku+ gpp(s− qk, t)}+ εu
)
∨(
max
qk˜
{
qk˜
p(1− u)
u− p + gpp(s, t− qk˜)
}
+ ε˜
p(1− u)
u− p
)
≤
(
sup
0≤z≤s
{zu+ gpp(s− z, t)}+ ε˜u
)
∨(
max
0≤z˜≤t
{
z˜
p(1− u)
u− p + gpp(s, t− z˜)
}
+ ε˜
p(1− u)
u− p
)
.
The convergence becomes a.s. on a subsequence. The upper bound for (B.3) now follows
by letting ε→ 0 and ε˜→ 0 in the final equation. 
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Appendix C. Basic properties of the rate function
Proof of Theorem 3.1. First we prove the existence of limit (3.2). Take m,n ∈ N and
an error due to the floor function xm,n ∈ (0, 1)2 such that (b(m+ n)sc , b(m+ n)tc) =
(bmsc , bmtc) + (bnsc , bntc) + xm,n. We have
P{Gb(m+n)sc,b(m+n)tc ≥ (m+ n)sr}
≥ P{Gbmsc,bmtc +G(bmsc,bmtc),(b(m+n)sc,b(m+n)tc) ≥ (m+ n)r}, by superadditivity
≥ P{Gbmsc,bmtc ≥ mr}P{Gbnsc,bntc ≥ nr}P{Gbxm,nc ≥ 0}, by independence.
By (3.1) P{Gbxm,nc ≥ 0} = 1. Take logarithms in the last inequality; then by Fekete’s
lemma the limit
lim
N→∞
N−1 logP{GbNsc,bNtc ≥ Nr}
exists for any (s, t) ∈ R2 \ {0} and r ∈ [0, s] and in fact equals supN N−1 logP{GbNsc,bNtc ≥
Nr}. The value of the limit is now denoted by −Js,t(r).
From the superadditivity of G we can also obtain the convexity of the limit. Pick any
λ ∈ (0, 1) and define the triple ((s, t), r) = λ((s1, t1), r1)+(1−λ)((s2, t2), r2) with r1 ∈ [0, s1]
and r2 ∈ [0, s2]. Then
N−1 logP{GbNsc,bNtc ≥ Nr}
≥ λ(λN)−1 logP{GbNλs1c,bNλt1c ≥ Nλr1}
+ (1− λ)((1− λ)N)−1 logP{GbN(1−λ)s2c,bN(1−λ)t2c ≥ N(1− λ)r2}.
Multiply both sides by −1 and invert the sign of the inequality to obtain for N →∞
(C.1) Js,t(r) ≤ λJs1,t1(r1) + (1− λ)Js2,t2(r2).
From (3.1) we know that J is finite and we have just proven that it is also convex. This
implies that J is continuous on A and upper semicontinuous on the whole set A¯, from
Theorems 10.1 and 10.2 in [44]. Moreover, Js,t(r) on A can be uniquely extended to a
continuous function on A¯ by Theorem 10.3 in [44].
Finally, the law of large numbers for the last passage time implies J(s,t)(r) = 0 for
r < gpp(s, t) and then by continuity for r ≤ gpp(s, t). Use the same method of proof of
Proposition 3.1(b) of [14] to get the concentration inequality:
(C.2) P{|GbNsc,bNtc − E[GbNsc,bNtc]| ≥ Nε} ≤ 2e−cε
2n ∀n ∈ N.
This holds for a given (s, t) ∈ R2+, and ε > 0. Constant c > 0 will depend on s, t, ε.
Since N−1E[GbNsc,bNtc] → gpp(s, t), this implies that Js,t(r) > 0 for r > gpp(s, t) (without
excluding the value ∞). 
Lemma C.1 (Continuity in the macrosocpic directions). Let (s, t) ∈ R2>0 and uN =
(sN , tN ) ∈ Z2+ an increasing sequence such that N−1uN → (s, t). Then for r ∈ [0, s)
(C.3) lim
N→∞
N−1 logP{GsN ,tN ≥ Nr} = −Js,t(r).
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Proof. Since uN and (bNsc , bNtc) are non-decreasing in N , for each N we can find two
sequences `N and mN such that
b`N (s, t)c ≤ uN ≤ bmN (s, t)c with N −mN , N − `N = o(N).
Then it is immediate that
Gb`Nsc,b`N tc ≤ GsN ,tN ≤ GbmNsc,bmN tc,
which gives
P{GbmNsc,bmN tc ≥ Nr} ≥ P{GsN ,tN ≥ Nr} ≥ P{Gb`Nsc,b`N tc ≥ Nr}.
Taking the lim of both sides and by the continuity of the rate function we have
lim
N→∞
N−1 logP{GsN ,tN ≥ Nr} ≤ lim
N→∞
N−1 logP{GbmNsc,bmN tc ≥ Nr}
≤ lim
N→∞
m−1N (
mN
N
) logP{GbmNsc,bmN tc ≥ mNr − (mN −N)r}
≤ lim
N→∞
m−1N (
mN
N
) logP{GbmNsc,bmN tc ≥ mN (r − ε)}
for any ε > 0 and N large enough
= −Js,t(r − ε).
Then let ε → 0 and invoke the continuity of J for the upper bound. Same arguments are
valid for the lower bound, using limN→∞ . 
From Theorem 3.1 we have that Js,t(r) can be continuously extended to the boundary of
the domain A = {(s, t, r) : Js,t(r) <∞},
∂A = {s = 0, t ≥ 0, r ≤ 0} ∪ {t = 0, s ≥ r ∨ 0} ∪ {s = r, t ≥ 0}.
It will be convenient to understand the values of the continuation of Js,t(r) on ∂A.
For any s, t > 0 and r ≤ 0, Js,t(r) = 0. Therefore, we will have that
Js,0(r) = J0,t(r) = 0, r ≤ 0.
Now for the r > 0 case. Since we want Js,0(r) with (s ≥ r) continuous we define Js,h(r) =
limh→0 Js,h(r). An approximation using thin rectangles as in [27] gives that
Js,0(r) = sIB(r/s) = r log
r
sp
+
(
s− r) log 1− r/s
1− p .
Recall that IB is the Crame´r rate function for sums of i.i.d. ωi ∼ Bernoulli(p). This
discussion is summarised in Corollary 3.3.
Lemma C.2 (Infimal convolutions). For each N let LN and ZN be two independent
random variables. Assume their rate functions
λ(s) = − lim
N→∞
N−1 logP{LN ≥ Ns},(C.4)
φ(s) = − lim
N→∞
N−1 logP{ZN ≥ Ns}(C.5)
exists and
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(1) λ(s) is finite in (−∞, b) with b ∈ R¯ and λ(s) =∞ when s > b.
(2) λ is continuous at all points for which is finite and lower semi-continuous on R.
(3) φ(s) is finite for all s ∈ R.
(4) λ(aλ) = φ(aφ) = 0 for some aλ, aφ ∈ R.
Then for r ∈ R
(C.6)
lim
N→∞
N−1 logP{LN+ZN ≥ Nr}
=
{
− infaλ≤s≤b∧(r−aφ){φ(r − s) + λ(s)}, r > aφ + aλ,
0, r ≤ aφ + aλ.
Proof. First observe that the infimum in (C.6) is obtained when s satisfies aλ ≤ s ≤
b ∧ (r − aφ).
The lower bound follows from the independence of the two random variables
P{LN + ZN ≥ Nr} ≥ P{ZN ≥ N(r − s)}P{LN ≥ Ns}.
To upper bound for r ≤ aλ + aφ is immediate.
We therefore only discuss the case r > aλ + aφ. Take a finite partition aλ = q−1 = q0 <
· · · < qm−1 = b ∧ (r − aφ) < qm = qm+1.
Use a union bound and the independence of LN , ZN to derive
P{LN + ZN ≥ Nr} ≤ P{LN + ZN ≥ Nr,LN < Nq0}
+
m−1∑
i=0
P{LN + ZN ≥ Nr, nqi ≤ LN ≤ Nqi+1}+ P{LN ≥ Nqm}
≤ P{ZN ≥ N(r − q0)}+
m−1∑
i=0
P{ZN ≥ N(r − qi+1)}P{LN ≥ Nqi}+ P{LN ≥ Nqm}.
Now take the logarithm on both sides, divide by N and finally take N →∞ to obtain
lim
N→∞
N−1 logP{LN + ZN ≥ Nr}
≤ −min
{
φ(r − q0), min
0≤i≤m−1
{φ(r − qi+1) + λ(qi)}, λ(qm)
}
.
We may simplify the last inequality as
P{LN + ZN ≥ Nr} ≤ − min−1≤i≤m{φ(r − qi+1) + λ(qi)}
This is because λ(q0) = 0. Also, if b ≤ r − aφ then λ(qm) =∞ and it can be omitted from
the minimum. If b > r − aφ then φ(r − qm) = 0. The result then follows by the continuity
of λ on [aλ, b] by arbitrarily refining the partition. 
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Appendix D. The critical point in the proof of Theorem 4.2
We want to find the solutions to
(D.1)
0 =u22s[(1− p)(eξ − 1) + p(1− e−ξ)]− up[(1− p)(s+ t)(eξ + e−ξ − 2) + 2s(1− e−ξ)]
+ (e−ξ − 1)p((1− p)(s+ t)− s),
when ξ ≥ 0 and prove that the corresponding solution is the minimizing argument for the
function
f(u) = sC
(u)
B (ξ)− tC
( u−p
u(1−p) )
G (−ξ).
The discriminant ∆ of (D.1) is
∆ = [(1− p)p(s+ t)e−2ξ(eξ − 1)2]2 + e−ξ4p(1− p)st(eξ − 1)2 ≥ 0.
Therefore two solutions and are given by
u∗± =
p(1− p)(s+ t)(eξ + e−ξ − 2) + 2sp(1− e−ξ)±√∆
2s(2p− 1 + (1− p)eξ − pe−ξ) .
We begin by checking if u∗± ∈ (p, 1]. It is immediate to check that the −
√
∆ solution is not
larger than p when ξ > 0 and u∗− < p, so we focus on the plus one and u∗+. In that case,
the following inequalities are equivalent:
p(1− p)(s+ t)(eξ + e−ξ − 2) + 2sp(1− e−ξ) +√∆
2s[(1− p)(eξ − 1) + p(1− e−ξ)] > p
p(1− p)(s+ t)(eξ + e−ξ − 2) + 2sp(1− e−ξ)(1− p) +√∆− p2s(1− p)(eξ − 1)
2s[(1− p)(eξ − 1) + p(1− e−ξ)] > 0
p(1− p)(t− s)(eξ + e−ξ − 2) +√∆
2s[(1− p)(eξ − 1) + p(1− e−ξ)] > 0,
which is immediately true since the numerator and denominator are always positive for
ξ > 0.
The other bound
p(1− p)(s+ t)(eξ + e−ξ − 2) + 2sp(1− e−ξ) +√∆
2s[(1− p)(eξ − 1) + p(1− e−ξ)] ≤ 1⇐⇒
p(1− p)(s+ t)(eξ + e−ξ − 2) +√∆− 2s(1− p)(eξ − 1)
2s[(1− p)(eξ − 1) + p(1− e−ξ)] ≤ 0.
The denominator is always positive for ξ > 0, therefore the overall fraction is negative if
and only if
(D.2) p(1− p)(s+ t)(eξ + e−ξ − 2) +
√
∆− 2s(1− p)(eξ − 1) ≤ 0.
We will verify (D.2) when t < 1−pp s. When t satisfies this condition it automatically satisfies
t <
( 2
p(1− e−ξ) − 1
)
s.
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When this holds, (D.2) can be equivalently written as
√
∆ < 2s(1− p)(eξ − 1)− p(1− p)(s+ t)(eξ + e−ξ − 2).
Both sides of the above inequality are positive, so by squaring both sides we reach the
equivalent sequence of inequalities
4(1− p)2p2(s+ t)2(cosh ξ − 1)2 + 8stp(1− p)(cosh ξ − 1)
≤ 4p2(1− p)2(s+ t)2(cosh ξ − 1)2 + 4s2(1− p)2(e2ξ + 1− 2eξ)
− 8sp(1− p)2(s+ t)(cosh ξ − 1)(eξ − 1)
⇐⇒ stp(eξ − p(eξ − 1)) ≤ s2(1− p)eξ − s2p(1− p)(eξ − 1)
⇐⇒ t ≤ (1− p)
p
s,
which is true from our hypothesis. This implies that u∗ ∈ (p, 1] It remains to argue that u∗+
is the minimizing point.
For ξ > 0, the derivative is positive whenever
s
eξ − 1
1 + u(eξ − 1) − t
p(p− 1)(e−ξ − 1)
u2(1 + p(e−ξ − 1))− up[1 + e−ξ + p(e−ξ − 1)] + p2e−ξ =
N(u, ξ)
D(u, ξ)
> 0.
The numerator N(u, ξ) is given by the right hand side of (D.1) and by what we discussed
up to this point, for ξ > 0 and t < 1−pp s
N(u, ξ)
{
≥ 0 if u ∈ [u∗+, 1],
< 0 if u ∈ (p, u∗+).
The denominator is
D(u, ξ) = [1− u+ ueξ][u2(1− p(1− e−ξ))− up[1 + e−ξ + p(e−ξ − 1)] + p2e−ξ].
The first factor is always positive for this reason we study the sign of the parabola in the
second factor. The coefficient of u2 is positive, for every ξ > 0 and the factor itself has zeros
u∗∗± given by u∗∗− = p, u∗∗+ =
pe−ξ
1−p+pe−ξ < u
∗∗− . Since our range is u > p, the second factor,
and hence D(u, ξ) > 0. Overall,
N(u, ξ)
D(u, ξ)
{
≥ 0 if u ∈ [u∗+, 1],
< 0 if u ∈ (p, u∗+).
Therefore u∗+ is a global minimum. 
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