A recent research direction in data-driven modeling is the identification of dynamic networks, in which measured vertex signals are interconnected by dynamic edges represented by causal linear transfer functions. The major question addressed in this paper is where to allocate external excitation signals such that a network model set becomes generically identifiable when measuring all vertex signals. To tackle this synthesis problem, a novel graph structure, referred to as directed pseudotree, is introduced, and the generic identifiability of a network model set can be featured by a set of disjoint directed pseudotrees that cover all the parameterized edges of an extended graph, which includes the correlation structure of the process noises. Thereby, an algorithmic procedure is devised, aiming to decompose the extended graph into a minimal number of disjoint pseudotrees, whose roots then provide the appropriate locations for excitation signals. Furthermore, the proposed approach can be adapted using the notion of anti-pseudotrees to solve a dual problem, that is to select a minimal number of measurement signals for generic identifiability of the overall network, under the assumption that all the vertices are excited.
Abstract-A recent research direction in data-driven modeling is the identification of dynamic networks, in which measured vertex signals are interconnected by dynamic edges represented by causal linear transfer functions. The major question addressed in this paper is where to allocate external excitation signals such that a network model set becomes generically identifiable when measuring all vertex signals. To tackle this synthesis problem, a novel graph structure, referred to as directed pseudotree, is introduced, and the generic identifiability of a network model set can be featured by a set of disjoint directed pseudotrees that cover all the parameterized edges of an extended graph, which includes the correlation structure of the process noises. Thereby, an algorithmic procedure is devised, aiming to decompose the extended graph into a minimal number of disjoint pseudotrees, whose roots then provide the appropriate locations for excitation signals. Furthermore, the proposed approach can be adapted using the notion of anti-pseudotrees to solve a dual problem, that is to select a minimal number of measurement signals for generic identifiability of the overall network, under the assumption that all the vertices are excited.
I. INTRODUCTION
Dynamic networks are structured systems that capture the collective behaviors of multiple interacting dynamical subsystems. They can adequately describe a wide class of complex engineering systems appearing in various applications, including multi-robot coordination and distributed control of power grids [1] , [2] . The conventional system identification methods mainly focus on systems with relatively simple dynamical structures, e.g., single-input-single-output (SISO), multiple-input-multiple-output (MIMO), open-loop or closedloop systems [3] . As control and design optimization for structured systems are resolved increasingly in a decentralized or distributed fashion, challenges arise in developing new data-driven modeling frameworks that address interconnection structures of systems.
The existing literature on network modeling can roughly be divided into two categories. The first one considers deterministic state-space models, see e.g., [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] and the references therein, where the topologies of dynamic networks are captured by sparse state-space matrices.
The second way to model a linear dynamic network is based on transfer operators. Specifically, the vertices in a network are interpreted as measured internal signals, and the directed Taking into account external noises and excitation signals, the identification of the modules in a network becomes a generalization of a closed-loop system identification problem [12] .
With the latter description of dynamic networks, three research topics have been addressed. The first is to detect the topology of a network using measured internal signals, see e.g., [13] , [14] , [15] , [16] , [17] , [18] , [19] , where techniques, such as Wiener filters, compressed sensing or Bayesian approaches are taken to reconstruct the link structure among the process signals and obtain some sparse estimates.
The second problem is to estimate a desired local module within a network. Various methods based on the prediction error method can be found in e.g., [20] , [21] , [22] , [23] , [24] , which focus on the selection of predictor inputs: which signals are required to be measured such that we are able to consistently identify the dynamics of a particular module in the network?
Relevant to the above question, the third problem, which is of particular interest in this paper, concerns the structural identifiability of a full dynamic network [25] , [26] , [27] . Network identifiability essentially reflects the ability to distinguish between network models in a parameterized model set on the basis of measurement data. In the literature, there are two classes of network identifiability, namely, global identifiability [26] , [28] that requires models to be distinguishable from all other models in the model set 1 , and generic identifiability [27] , [29] , which means that models can be distinguished from almost all models in the model set. Furthermore, the conditions for network identifiability can be analyzed within two different settings. In e.g., [30] , [27] , [28] , all vertices are excited by external excitation signals, while only a subset of vertices is measured. In contrast, the analysis in e.g., [26] , [29] assumes that all vertices are measured, while only a subset of vertices is excited. In both settings, network identifiability is dependent on several structural properties of the model set, including the network topology, the modeled correlation structure of process noises, the presence and location of external excitation signals and the choices of measured vertex signals. Based on these properties, the existing results have provided both algebraic and graph-based analysis for network identifiability. However, none of them has referred to the synthesis problem, that is: where to allocate a limited number of excitation or measurement signals so as to achieve network identifiability.
Actually, such a problem has more realistic significance in the identification of dynamic networks, since it actually determines the cost of identification experiments in networks. This becomes the motivation of the current study. We mainly focus on the situation that all the internal signals are measured, and we aim for a systematic scheme that allocates the minimum number of excitation signals to achieve generic identifiability. To the best of our knowledge, such a synthesis problem has not been addressed in literature so far.
In this paper, the main objective is to present a novel graphtheoretic approach to both the analysis and synthesis of dynamic networks. Although [27] , [29] have provided attractive path-based conditions for checking the generic identifiability, the validation has to be carried out for each vertex, limiting the potential of these conditions for the use in the synthesis problem, particularly when large-scale or complex-structured networks are considered. In contrast to the path-based conditions, this paper introduces a novel graph structure, called directed pseudotrees, and provides a different condition for guaranteeing generic identifiability of a full network using the concept of disjoint pseudotree covering. More specifically, we define an extended graph, which integrates the interconnection structure of the original network and the correlation structure of process noises. Then, the identifiability is characterized by a set of (edge) disjoint directed pseudotrees that cover all the parameterized edges of the extended graph, while each of the pseudotrees has a single external excitation.
Based on this characterization, we find that the minimal number of excitation signals required for the identifiability is upper-bounded by the cardinality of the covering. Thereby, an effective heuristic algorithm is designed to decompose the extended graph into a minimal number of disjoint pseudotrees, whose roots, in fact, provide potential locations for excitation signals. The main ingredient of this algorithm is the concept of characteristic matrix, which features all the pairs of mergeable pseudotrees in a covering. The graph merging steps are then completely carried out by using specific algebraic operations on the characteristic matrix. As a crucial followup step, we further check the necessity of stimulating one root of each pseudotree in the resulting covering. If it does not change the generic identifiability of the full network by excluding a pseudotree to have an excitation, we then reduce the required number of excitation signals. The current paper significantly improves the preliminary results in [31] , where the identifiability condition is only sufficient. Moreover, this paper considers a more general model setting, which allows for correlated noises and possible a priori known nonparameterized modules.
The rest of this paper is organized as follows: In Section II, we recapitulate some basic terminologies and notations in graph theory and provide the linear dynamic network model used in this paper. The definition of network identifiability is given in Section III, and Section IV then defines a new graph structure, referred to as pseudotrees, and relevant concepts including disjoint pseudotrees and edge covering are introduced. In Section V, we present a generic identifiability condition based on disjoint pseudotrees and then propose a pseudotree merging approach for the allocation of excitation signals in Section VI. Finally, concluding remarks are made in Section VII.
Notation: Denote R as the set of real numbers, and R(z) is the rational function field over R with variable z. v i denotes the i-th element of a vector v, and A ij denotes the (i, j)-th entry of a matrix A. The cardinality of a set V is given by |V|. Let G be a directed graph, and we denote V (G) and E(G) as the vertex set and edge set of G, respectively. The union of two graphs G 1 and G 2 is denoted by
II. PRELIMINARIES AND PROBLEM SETTING

A. Graph theory
We provide necessary terminologies and concepts from graph theory and refer to [1] , [32] for more details. The topology of a dynamic network is characterized by a graph G that consists of a finite and nonempty vertex set V := {1, 2, · · · , L} and an edge set E ⊆ V × V. A directed graph is such that each element in E is an ordered pair of elements of V. If (i, j) ∈ E, we say that the edge is incident from vertex i to vertex j, and the vertex i is the in-neighbor of j, and j is the out-neighbor of i. Let N − j and N + j be the sets that collect all the in-neighbors and out-neighbors of vertex j, respectively.
A graph G is called simple, if G does not contain self-loops (i.e., E does not contain any edge of the form (i, i), ∀ i ∈ V), and there exists only one directed edge from one vertex to its each out-neighbor. In a simple graph, a directed path connecting vertices i 0 and i n is a sequence of edges of the form (i k−1 , i k ), k = 1, · · · , n, and every vertex appears at most once on the path. Two directed paths are vertex-disjoint if they do not share any common vertex, including the start and the end vertices. In a simple directed graph G, we denote b U →Y as the maximum number of mutually vertex-disjoint paths from U ⊆ V to Y ⊆ V. A directed simple graph G is connected if the underlying undirected graph G u obtained by replacing all directed edges of G with undirected edges is connected, i.e., in G u , there is an undirected path between any pair of vertices.
In a simple connected graph G, a source is a vertex without any in-neighbors, and likewise, a sink is a vertex without any out-neighbors. The sources and sinks of G are collected by the following sets, respectively.
A directed simple graph T is a directed tree (or an arborescence), if there exists a vertex r, known as the root vertex, from which there is exactly one directed path to every other vertex in T . A vertex i in a tree T is called a leaf if |N + i | = 0, and the vertices that are neither the root nor leaves of T are called the internal vertices of T .
B. Dynamic network model
Consider a dynamic network whose topology is captured by a simple directed graph G = (V, E) with vertex set V = {1, 2, · · · , L} and edge set E ⊆ V × V. Following the basic setup of [12] , [26] , the dynamics of the j-th vertex in G is described by an internal variable w j (t) ∈ R as
where q −1 is the delay operator, i.e. q −1 w j (t) = w j (t − 1). G jl (q) ∈ R(q) is referred to as a module of the network, and G jl (q) is nonzero only if the edge (l, j) ∈ E. Note that G jj = 0, for all j ∈ V, due to the simpleness of G. The signals r k (t) ∈ R, with k = 1, 2, · · · , K, are the external excitations that can directly be manipulated by users. Denote R ⊆ V, with |R| = K, as the set of vertices that are affected by the external excitation signals, thereby R jk (q) ∈ R(q) is nonzero if the vertex j ∈ R is excited by r k (t), and R jk (q) = 0 otherwise. Moreover, v j (t) ∈ R is the unmeasured disturbance injecting into the j-th node.
A compact form for expressing the dynamics of the network is obtained as
where
are the transfer matrices that collect G jl (q) and R jk (q) in (3) as their corresponding entries, respectively. Assumption 1. Throughout the paper, we consider a dynamic network (4) with the following properties.
1) The network (4) is well-posed and stable, i.e., (I − G(q)) −1 is proper and stable. 2) All the entries of G(q) and R(q) are proper and stable transfer operators, and each row of R(q) contains only one nonzero entry, i.e., each vertex in R is influenced by a single excitation signal. 3) v(t) is modeled as a stationary stochastic process with a rational spectral density:
where e(t) := e 1 (t) e 2 (t) · · · e p (t) is a white noise process, with dimension p ≤ L and the covariance matrix Λ > 0. In the case of p = L, H(q) is a proper rational transfer matrix which is monic, stable and minimum-phase. For the situation p < L, i.e., rank-
with H a square, proper, monic, stable and minimum phase, see [26] for more details.
The above are standard assumptions made for dynamic networks, see the relevant references in e.g., [26] , [29] . Based on the same model setting, this paper mainly addresses a synthesis problem in dynamic networks. Specifically, we are interested in allocating a minimal number of external excitation signals, i.e., find the set R of minimal cardinality, such that network models in a model set can be distinguished on the basis of the measurement data w(t) and the presence and location of external excitation signals r(t) and noise disturbances v(t).
To tackle the above synthesis problem, the definition of generic identifiability is first studied, which is then characterized by the so-called disjoint pseudotree covering. Thereby, a novel scheme is proposed, aiming to decompose a given directed graph G into a minimal number of edge-disjoint pseudotrees, which provides a solution of selecting excitation vertices for generic identifiability.
III. GENERIC IDENTIFIABILITY
In order to define network identifiability, a network model and a network model set are specified. Consider a dynamic network as in (4) of L internal signals, K external excitation signals, and a noise process of rank p ≤ L. Following [26] , a network model is defined by the quadruple
proper transfer matrices satisfying the properties in Assumption 1, and Λ ∈ R p×p is the positive definite noise covariance matrix. We then denote a set of parameterized matrix-valued functions
as the network model set with all network models σ(θ) described in (6) . In the model set Σ, all the entries of R(q) are known and thus non-parameterized. Note that the variable θ ∈ Θ in (7) is only used for formalizing a set of models, while the properties of the mapping from θ to network models will not be addressed.
For connecting our identifiability definition to the basic setup as presented in [26] , we introduce the following minor assumption on the parametrized model set.
Assumption 2. Throughout this paper, the model set Σ will satisfy the property that • either all modules G(q, θ) are parametrized to be strictly proper, or • the parametrized network model does not contain any algebraic loops 2 , and
Denote the transfer matrix
Then, the generic identifiability of Σ is defined as follows.
holds for almost all parameter θ 1 ∈ Θ. Then the network model set Σ is generically identifiable if (9) holds for all θ 0 ∈ Θ.
We refer to e.g., [26] , [29] , [27] for more details. Taking into account the structure of G(θ), a rank condition is presented in [26] , [29] . Denote
being the set of in-neighbours of w j that are input to a parametrized module G ji (q, θ).
Consider the following two conditions on the network model set Σ in (7): a) Every parameterized entry in G(q, θ) covers all proper rational transfer functions; b) All parameterized transfer functions in the model σ(q, θ) are parameterized independently. Then the network model set Σ is generically identifiable if and only if 1) each row of the transfer function matrix G(θ) H(θ) R(θ) has at most K + p parameterized entries, and 2) for each j ∈ V, the transfer matrix from all external signals r(t) and e(t) that do not appear as inputs to parametrized modules in node signal w j (t), to the set P j has full generic rank.
We can also define generic identifiability of a specific
holds for almost all θ 0 , θ 1 ∈ Θ. Clearly, the generic identifiability of the model set Σ implies that G ji (q, θ) is generically identifiable for all i, j ∈ V. In the following discussion, we are interested in the condition, under which all the modules are generically identifiable. If the condition holds, we simply say that the network model set Σ is generically identifiable. Note that the second condition in Proposition 1 for generic identifiability relates to the concept of vertex-disjoint paths. In fact, van der Woude's theorem [33] reveals that the generic rank of a transfer function is equivalent to the maximal number of vertex-disjoint paths from the input signals to the output signals. Based on that, graph-theoretic conditions have been studied for checking the generic identifiability of a dynamic network in e.g., [27] , [29] , [28] . The current paper also provides a graph-theoretic condition for characterizing the generic identifiability of a given directed network in the form of (4), but will allow for the presence of non-parameterized modules and correlated rank-reduced process noises.
Before proceeding, an extended graph is defined to simplify the graphic characterization of generic identifiability. It will include the external white noise signals as vertices also.
Definition 2 (extended graph). Consider a directed dynamic network (4) with the noise model (5) . Let G be its underlying graph. An extended graph G is defined as such
In (12), V is the set of vertices associated with the noises signals e(t), and E includes all the mappings from e(t) to the internal signals in the network (4) . Thus, the extended graph G integrates the structure of the original graph G and the correlation structure of the process noises simultaneously. Moreover, we define the parameterized edges in G as
which collects the set of parameterized modules in G and all the parameterized transfers in H. Denote U := R ∪ V , in which all the elements are referred to as stimulated vertices of the extended graph G, and define
where N − j is specified as the set of in-neighbors of j in the extended graph G. Then, the following lemma is obtained.
holds for all j ∈ V (G).
Proof. The claim can be proven following a similar reasoning in as [27] . Let U j be the set of all external signals r(t) and e(t) that do not appear as inputs to parametrized modules in w j (t) and P j be defined as in (10) . Then, the second condition in Proposition 1, namely, the transfer matrix from U j to P j has full generic rank, if and only if the maximum number of mutually vertex-disjoint paths from U j to P j satisfies
It is not hard to verify that (17) and the first condition in Proposition 1 together are equivalent to the condition in (16) .
Note that excitation signals r(t) and noises e(t) contribute differently to the generic identifiability of the model set Σ, and the notion of extended graphs in Definition 2 allows us to treat the excitation signals and noises differently, as all the entries in H(q) are interpreted as parameterized edges in E. Utilizing the concept of extended graphs, a concise characterization of the generic identifiability is provided in Lemma 1 for dynamic networks with correlated noises, whose correlation structure is captured in the corresponding extended graph as well. The two conditions in Proposition 1 can now be checked using only one inequality (16) , and moreover this checking is based on the vertex-disjoint paths from a common set U of stimulated vertices to all the in-neighbors of different vertex in G.
In the following example, we then demonstrate how the extended graph G is constructed and how it is used to check the generic identifiability of Σ. Example 1. We refer to [26] and consider a dynamic network shown in Fig. 1a , where v 1 (t) and v 2 (t) are correlated such that
in the network model set Σ. By Definition 2, the extended graph G is defined and shown in Fig. 1b , where V = {6, 7, 8} is the set of additional vertices added to G, and E = {(1, 6), (2, 6), (1, 7), (2, 7), (3, 8) } are generated based on H(θ), indicating the edges directed from V to a subset in V (G).
We now make use of the extended graph in Fig. 1b to check the generic identifiability of the dynamic network set Σ. In G, the set of stimulated vertices is U := {4, 5, 6, 7, 8}, and the in-neighbors of vertex 1 are collected in P 1 = {2, 5, 6, 7}. Clearly, there exist 4 vertex-disjoint paths from U to P 1 , namely, the condition (16) holds for j = 1. We continue to verify (16) for the other vertices j ∈ V = {1, 2, 3, 4, 5} and find that the maximal number of vertex-disjoint paths in G from U to P j is always equal to | P j |. Therefore, the network model set Σ is generically identifiable.
For the synthesis problem studied in this paper, the condition in Lemma 1 is still not convenient enough to use, as it root leaf internal vertex requires to check the inequality (16) vertex by vertex. Thus, we will present in Section V a new characterization of generic identifiability, which relies on a novel graph concept described in the next section.
IV. DISJOINT PSEUDOTREE COVERING
We make the result of this section self-contained and independent of the signal allocation problem of dynamic networks. In this section, a novel concept, called directed pseudotree, is introduced.
. The above concept of pseudotrees is an extension of its definition in the undirected case, in which they are also referred to as unicyclic graphs, see e.g., [34] , [35] . Particularly, we exclude a singleton vertex being a pseudotree. Analogous to directed tree graphs, the following terminologies are used.
Definition 4. In a directed pseudotree T , a vertex is called a root, if there is exactly one directed path from this vertex to every other vertex in T . Furthermore, a vertex is called a leaf of T , if it has no out-neighbors in T , and a vertex is an internal vertex of T , if it is neither a root nor a leaf. We denote Υ(T ) as the set that collects all the roots of a pseudotree T .
In Fig. 2 , typical examples of pseudotrees are presented, in which the definitions of roots, internal vertices and leaves are illustrated. Note that the class of directed pseudotrees also includes all directed rooted trees. However, different from the standard definition of trees, a pseudotree can allow for multiple roots, which form a directed circle with all the edges being oriented in the same direction, and outgoing branches from any vertex on this circle are also possible, see the right subplot in Fig. 2 . Hereafter, we will drop the word 'directed' when we refer to a directed pseudotree.
Related to the concept of vertex-disjoint paths, edge-disjoint pseudotrees are defined as follows.
Definition 5 (Edge-disjoint pseudotrees). Consider two pseudotrees T 1 and T 2 as subgraphs of a directed graph G. T 1 and T 2 are called disjoint in G if the following two conditions hold. 
The first condition means that T 1 and T 2 do not share any edges, while the second condition means that for each vertex, all outgoing edges in the set V (T 1 ) ∪ V (T 2 ) are in one and the same pseudotree. As a special case, if both T 1 and T 2 are directed rooted trees, then T 1 and T 2 do not share the same root or any common internal vertex. We illustrate the concept of disjoint pseudotrees with the following example.
Example 2. In Fig. 3 , we illustrate the conditions for two pseudotrees being disjoint. In (a) and (b), we decompose the directed graph into two pseudotrees, which do not share any common edges. However, they are not disjoint. In (a), the two trees share the same root and the internal vertex in the center, and so these vertices violate the second condition in Definition 5. In (b), the gray vertex in the center violates the same condition, as its two outgoing edges are included in different pseudotrees. In (c) and (d), we take a different decomposition of the two networks, and then the two pseudotrees obtained in (c) and (d) become disjoint.
It is worth noting that the notion of disjoint pseudotrees is closely related to that of vertex-disjoint paths. Consider T 1 and T 2 as two disjoint pseudotrees in G. For any i ∈ V (T 1 ) ∩ V (T 2 ), if |N − i | ≥ 2, then there exist two in-neighbors of i located in T 1 and T 2 separately. Then, due to the fact that distinct pseudotrees cannot share any common root or internal vertex, we can find two vertex-disjoint paths in the union T 1 ∪ T 2 starting from two roots in T 1 and T 2 , respectively, to two distinct in-neighbors of i, and each pseudotree contains exactly one path.
Next, the concept of disjoint-edge covering for a directed graph is introduced.
Definition 6 (Disjoint-edge covering). Consider a directed graph G, and let Π := {T 1 , T 2 , · · · , T n } be a collection of connected subgraphs of G. The edges in a set E ⊆ E(G) are covered by Π, if E(T 1 ) ∪ E(T 2 ) ∪ · · · ∪ E(T n ) = E, and Π is called a covering of E. Moreover, if all the elements in Π are pseudotrees, which are disjoint to each other, then Π is a disjoint pseudotree covering of E.
Relating to the definition of disjoint pseudotree coverings, the following two lemmas are given.
Lemma 2. For a directed simple graph G, there always exists a set of disjoint pseudotrees that cover all the edges in E(G) or any subset of E(G).
Proof. To prove this statement, we consider each vertex j ∈ V (G)\S in (G), with S in (G) the set of all the sinks of G. Starting from j, we can construct a directed star tree (a special type of pseudotrees) with j as the single root and the vertices in N + j as the leaves. Then, |V (G) \ S in (G)| pseudotrees are formed as a covering of E(G), which are disjoint, since any two trees do not share a common root or any common internal vertex. For any subset of E(G), its disjoint pseudotree covering can be found using the similar approach.
Let us define a minimal pseudotree, which only contains one root and all the out-neighbors of this root. By the proof of Lemma 2, the maximal number of disjoint pseudotrees that coexist in G is |V (G) \ S in (G)|. Then, the following lemma holds.
Lemma 3. Let G be a simple directed graph. If there exist k 1 disjoint pseudotrees covering E(G), with k 1 < |V (G)\S in (G)|, then there also exist k 2 disjoint pseudotrees, for any k 1 < k 2 ≤ |V (G) \ S in (G)|, that cover E(G).
Proof. The maximal number of disjoint pseudotrees that coexist in G does not exceed |V (G) \ S in (G)|, where S in (G) is the set of the sinks in G. It then requires k 1 < |V (G) \ S in (G)|, implying that in the k 1 disjoint pseudotrees, there exists at least one pseudotree T k which contains at least one internal vertex or contains multiple roots. In both cases, we will show that T k can be decomposed into two disjoint pseudotrees.
Suppose T k contains internal vertices. We can always find an internal vertex i with all its out-neighbors being the leaves of T k . Define a directed tree T a with i as the root and N + i as the leaves. Thereby, T k is decomposed into two a directed tree T a and a pseudotree
. Note that T a and T b are disjoint by Definition 5. Moreover, since T a and T b are subgraphs of T k , which is disjoint to the other trees, T a and T b are also disjoint to the other pseudotrees. Next, suppose T k does not contain any internal vertex but multiple roots, i.e., |Υ(T k )| ≥ 2. In this case, we define the directed tree T a , which is rooted at one of Υ(T k ) and includes all the out-neighbors of this root as the leaves of T a . Then, similar to the previous case, we can partition T k into two disjoint pseudotrees, which are disjoint to the other pseudotrees in G. Therefore, in the above cases, E can be covered by k 1 + 1 disjoint pseudotrees. The statement of this lemma follows by iteratively applying the above reasoning for all k 2 ≥ k 1 + 1.
V. ALLOCATION OF EXCITATION SIGNALS
On the basis of disjoint pseudotree covering, we present a novel approach for the allocation of excitation signals such that the generic identifiability of a network model set Σ is achieved. The key step relies on a partitioning of the extended graph G into a minimal number of disjoint pseudotrees.
A. Generic identifiability: a pseudo-tree characterization
From Section IV, we notice that there is a clear association between vertex-disjoint paths and disjoint pseudotrees. Thus, this section provides a novel characterization for generic identifiability using the concept of disjoint pseudotrees, which is used as the theoretical foundation for the follow-up synthesis method.
Theorem 1. Consider a network model set Σ defined in (7), which satisfies the conditions a) and b) in Proposition 1. Let G be its extended graph, with the set of parameterized edges E p ⊆ E( G) defined in (14) and the set of stimulated vertices
Then, the network model set Σ is generically identifiable if and only if one of the following conditions hold:
1) There exists a disjoint pseudotree covering of E p in G, denoted by Π = {T 1 , T 2 , · · · , T n } with n ≤ |U |, such that each pseudotree has at least one root vertex being excited, namely, at least one element in Υ(T k ) is in the set U, ∀ k ∈ {1, 2, · · · , n}; 2) There exists a disjoint pseudotree covering of E p in G, denoted by Π = {T 1 , T 2 , · · · , T n } with n > |U|, such that τ k ∈ Υ(T k ), ∀ k ∈ {1, 2, · · · , |U|}, and b U → Pj = | P j |, ∀ j ∈ V (T |U |+1 ) ∪ · · · ∪ V (T n ). Here, Υ(T k ) is the set of roots in the pseudotree T k , and b U → Pj denotes the maximum number of mutually vertexdisjoint paths from U to P j .
Proof. We first prove the 'if' statement. If the condition 1) holds, i.e., there exist a set of pseudotrees, Π = {T 1 , T 2 , · · · , T n }, with n ≤ |U |, that cover all the parameterized edges in G. Note that Definition 5 implies that there does not exist any two vertices in a same pseudotree sharing a common out-neighbor. Thus, for any vertex j ∈ V ( G), all the edges incident from vertices in P j to j should belong to distinct pseudotrees, and consequently, there exist at least | P j | vertex-disjoint paths from {τ 1 , τ 2 , · · · , τ n } to P j . Since at least one root in each pseudotree T k , with k = 1, 2, · · · , n, is chosen as stimulated vertex affected by an independent stimulation source, namely, either a white noise or a designed external excitation signal, it then follows from Lemma 1 that the network model set Σ is generically identifiable. If the condition 2) holds, then all the in-coming edges of each vertex j ∈ V ( G) \V belong to distinct pseudotrees, wherē V := V (T |U |+1 )∪· · ·∪V (T n ). Therefore, we can always find at least | P j | vertex-disjoint paths from U to P j . As each τ i , which is a root of the pseudotree T k , k = 1, 2, · · · , |U|, is stimulated, the inequality (16) holds for all vertex j ∈ V ( G) \V. For the rest of vertices in the setV, (16) is also satisfied due to b U → Pj = | P j |, ∀ j ∈V . Then, the generic identifiability of Σ is guaranteed if either one of the two conditions holds.
Next, the 'only if' statement is proven. Let the network model set Σ be generically identifiable, and we aim to show that either one of the two conditions holds. It is implied by Lemma 3 that if E p can be covered a set of disjoint pseudotrees with the cardinality less than or equal to |U|, E p can be also covered by n ≥ |U| disjoint pseudotrees. In short, when condition 1) holds, the condition 2) holds as well. Therefore, we only need to validate the second condition. We then proceed the proof by contradiction. Assume that there does not exist a set of disjoint pseudotrees, satisfying the condition 2), to cover all parameterized edges in E p . Note that we can always find a disjoint pseudotree covering of E p , following Lemma 2. Thus, the assumption holds if there exists at least one vertex j ∈ V (T |U |+1 ) ∪ · · · ∪ V (T n ), which does not satisfy (16) . Consequently, Σ is not generically identifiable, which causes a contradiction.
That completes the proof.
The first condition in Theorem 1 requires that in a given disjoint pseudotree covering of E p , one of the roots of each pseudotree is a stimulated vertex. This condition is sufficient for generic identifiability. The second condition is needed when we have more disjoint pseudotrees in a covering than the number of stimulated vertices in G. In this case, only a partial number of pseudotrees contains stimulated vertices in their roots, while the vertices in the remaining set of pseudotrees need to satisfy the path condition in (16) , which requires based on the full topology of G.
Compared to Lemma 1, Theorem 1 provides a more integrated condition for characterizing the generic identifiability. The major advantage of this pseudotree covering condition over the path-based conditions in e.g. [27] , [29] is that, rather than providing a vertex-wise analysis, it has the potential for the synthesis problem we are interested in, namely, allocating the minimal number of excitation signals to achieve the generic identifiability of the overall network. Corollary 1. The minimal number K of external excitation signals that guarantees the generic identifiability of a directed network model set Σ is bounded as (19) where κ( G) is the minimal number of disjoint pseudotrees that cover all the parameterized edges in E p .
Proof. The lower bound is obtained immediately from Lemma 1 as a necessary number of external excitation signals that are required for the sources and the other vertices. The upper bound then results from applying Theorem 1, and it Fig. 4 : The extended graph in Fig. 1b is decomposed into 5 disjoint pseudotrees, which are labeled with different colors. The non-parameterized edge is highlighted with a double lined arrow. Since all the parameterized edges are covered, and each stimulated vertex is located at a root of each pseudotree, the network in Fig. 1a is generically identifiable. Fig. 1b . Thus, in addition to the white noise excitatons e 1 , e 2 and e 3 , only one external excitation signal is required to achieve generic identifiability of the network in Fig. 1a , and assigning this excitation signal to either vertex 1 or 2 will lead to this result. suffices to assign an independent external signal to a root of each pseudotree to achieve generic identifiability.
The upper bound in (19) plays a central role in this paper since it directly implies that solving the synthesis problem amounts to finding the minimal number of disjoint pseudotrees in the network that cover all the parameterized edges in E p . At this point, the synthesis problem is converted to a combinatorial optimization problem. Fig. 1a , and we find that the parameterized edges of the extended graph in Fig. 1b can be covered by five disjoint pseudotrees as shown in Fig. 4 . Observe that there is a unique stimulated vertex in each pseudotree, which is a root. Thus, the first condition in Theorem 1 is satisfied, and we conclude that the dynamic network model set Σ in Example 1 is generically identifiable.
Example 3. Consider the five-vertex network in
For a simple network consisting of only a few vertices, e.g., Fig. 1a , we may immediately obtain the minimal number of excitation signals and their locations such that generic identifiability is achieved, see Fig. 5 . However, when a more complicated graph is considered, a systematic approach is required to decompose a graph into a minimal number of disjoint pseudotrees. Thus, in the next section, we focus on an algorithmic procedure to tackle this combinatorial problem.
B. Excitation allocation: a graph merging approach
In this section, we aim to solve an excitation allocation problem, which aims for a minimal number of external excitation signals which are used to guarantee generic identifiability of a network model set. To this end, a two-step scheme is developed, where each step corresponds to one condition in Theorem 1.
According to (19) , the smallest number of disjoint pseudotrees that can be found to cover all of its parameterized edges potentially induces the smallest number of excitation signals that is required to identify all the parameterized modules. Based on this argument, we tackle the following graph theoretical problem as the first step: Given a directed graph G, find a set of disjoint pseudotree covering Π = {T 1 , T 2 , · · · , T n } such that all the parameterized edges of G are covered by Π, and |Π| is minimized.
To efficiently solve the above minimal covering problem, we devise a graph merging algorithm. Lemma 2 indicates that for any directed graph G, we can always find a disjoint pseudotree covering,
in which each element is a minimal pseudotree rooted at a vertex in V ( G) \ S in ( G), with S in the set of the sinks of G.
In other words, each vertex, besides the sinks, is the root of its own pseudotree, consisting of all links that connect the vertex itself to all of its outneighbors. The proposed approach starts with Π 0 as the initial disjoint pseudotree covering, and we then implement a specific strategy to recursively merge the pseudotrees until there are no mergeable pseudotrees in a covering. As a relevant and necessary concept, the mergeability of pseudotrees is defined as follows.
Definition 7 (Mergeability). Consider two disjoint pseudotrees T 1 and T 2 and V (T 1 ) ∩ V (T 2 ) = ∅. We say T 1 is mergeable to T 2 , if 1) the union of T 1 and T 2 , i.e., (V (T 1 ) ∪ V (T 2 ), E(T 1 ) ∪ E(T 2 )) is also a pseudotree, 2) and there is a directed path from every vertex i ∈ Υ(T 2 ) to every vertex j ∈ V (T 1 ).
If T 1 is mergeable to T 2 then the roots of T 2 remain the roots of the merged pseudotree. The mergeability of a pseudotree T 1 to T 2 requires that T 1 and T 2 do not share any common leaf and internal vertex. As a result, merging T 1 and T 2 yields a new pseudotree T 3 , where Υ(T 3 ) ⊇ Υ(T 2 ). Note that T 1 being mergeable to T 2 does not necessarily mean that T 2 is also mergeable to T 1 .
Next we introduce an algebraic characterization of a given disjoint pseudotree covering, that will be instrumental in our follow-up merging approach. Let Π = {T 1 , T 2 , · · · , T n } be a disjoint pseudotree covering of a directed graph. The characteristic matrix of Π is denoted by M ∈ M n×n , whose (i, j)-th entry is defined as
The characteristic matrix of the initial pseudotree covering Π 0 (20) is denoted by M 0 . The relation between M 0 and the adjacency matrix of G is now discussed. Let A( G) ∈ R (L+p)×(L+p) be the adjacency matrix of the directed graph G such that [A( G)] ij = 1 if (j, i) ∈ E( G), and [A( G)] ij = 0 otherwise. Without loss of generality, we assume that A( G) is permuted such that all zero columns corresponding to S in ( G) are its last columns. Then, the following result holds.
Lemma 4. Given a graph G with the adjacency matrix A( G). Denote
where i, j ∈ 1, 2, · · · , |Π 0 |, i denotes the imaginary unit, and (20) is formulated as follows: M 0 (i, i) = 0 for all i, while for j = i:
1, Re(a ij ) = 0, and Im(a ij ) = 0, and [A( G)] ij = 0. 0, Re(a ij ) = 0 or {Re(a ij ) = 0, and Im(a ij ) = 0, and [A( G)] ij = 0}.
∅, a ij = 0, (24) where Re(·) and Im(·) denote the real and imaginary parts of a complex number.
Proof. The matrix M 0 is of the size |Π 0 | × |Π 0 |, and its kth row or column corresponds to the pseudotree T k , which consists of the k-th vertex in G as the root and all the outneighbors of the k-th vertex. Since vertex i cannot be merged to vertex i, it is obvious that M 0 (i, i) = 0.
The condition (22) is equivalent to the situation that (i) there is no directed edge between j and i (in either direction), and (ii) nodes i and j do not share any out-neighbors in G. Note that condition (i) is equivalent to [A( G)] ij = [A( G)] ji = 0, and that according to condition (ii) there does not exist a node k such that [A( G)] kj = 0 and [A( G)] ki = 0, for all k = i, j. For i = j is follows then that conditions (i) and (ii) are equivalent to a ij = 0, showing that in this situation M 0 (i, j) = ∅.
For the minimal pseudotree covering Π 0 , T i is mergeable to T j if nodes i and j do not share a common out-neighbor, and if there exists a directed edge from node j to node i. The case {Re(a ij ) = 0 and Im(a ij ) = 0} represents the situation that nodes i and j do not have a common out-neighbor, while there exists a directed edge between i and j (in either direction).
For mergeability of T i into T j a directed edge needs to be present from node j to node i, which is guaranteed by the additional requirement that [A( G)] ij = 0. This proves the situation M 0 (i, j) = 1. The situation M 0 (i, j) = 0 appears in the remaining cases.
Having the characteristic matrix of Π 0 , the following notations and operators are defined to merge the initial pseudetrees. Define M ∈ M |Π|×|Π| , and let M(i, :) and M(:, j) be the i-th row and j-th column of a matrix M ∈ M, where Π is a disjoint pseudotree covering. To feature the merging of two pseudotrees from an algebraic point of view, we define a commutative operator
with a, b, c ∈ M, which follows the rules:
Furthermore, we also extend this above operators to vectors in M n . Let ρ, µ ∈ M n be two column (or row) vectors. Then, ρ µ = µ ρ stands for an entrywise operator that returns a new column (or row) vector, whose i-th element is given by ρ i µ i . For a given disjoint pseudotree covering Π with |Π| = n and a set N := {1, 2, · · · , n}, we then define the following function Remove i-th row and column ofM. As will be shown next, this operation conforms to the merging of the i-th pseudotree into the j-th one. Note that the order of the row and column operations can be switched, which will not affect the outcomeM. Theorem 2. Consider a directed graph G, and let Π be a disjoint pseudotree covering of all the edges of G where the characteristic matrix is M. Suppose in Π, the i-th pseudotree is mergeable to the j-th one. LetΠ, with |Π| = |Π| − 1, be a new covering obtained by merging the i-th pseudotree into the j-th one. Then the characteristic matrix ofΠ is given aŝ
Proof. We first show that the rules in (26) are consistent with merging two disjoint pseudotrees in a covering. Let a pseudotree T 1 be mergeable to T 2 . Then, the following statements hold due to Definition 7: 1) If either T 1 or T 2 cannot merge (be merged to) any other pseudotree T 3 in Π, then the union of T 1 and T 2 also cannot merge (be merged to) T 3 . This claim corresponds to the dominance of "0", implied by the three equations 0 0 = 0, 1 0 = 0, and ∅ 0 = 0 in (26). 2) If T 1 and T 3 do not share any common vertices, then merging T 1 to T 2 does not change the mergeability between T 2 and T 3 . This statement corresponds to the relations ∅ 0 = 0, ∅ 1 = 1, and ∅ ∅ = ∅ in (26) . 3) If both T 1 and T 2 are mergeable to T 3 , then the union of T 1 and T 2 is still mergeable to T 3 . This statement is implied by the equation 1 1 = 1 in (26). Clearly, all the above statements correspond to the operators in (26) . Since the function F (M, i, j) produces a reduced characterization matrix by the operations on the i-th and jth rows as well as the i-th and j-th columns following the rules in (25) , the resulting characterization matrix indicates the mergeability ofΠ, with T i merged to T j and the other pseudotrees untouched.
Example 4. Consider a directed simple graph with 10 vertices, as shown in Fig. 6 . Following Lemma 2, the initial disjoint pseudotree covering Π 0 = {T 0 1 , T 0 2 , · · · , T 0 9 } in (20) is found, and each pseudotree has a single root vertex, which is not a sink and is labeled with the ordering number of the pseudotree. By the definition in (22) , we construct the following matrix for characterizing the mergeability of Π 0 .
Because M 0 (1, 2) = 1, the pseudotree T 0 1 is mergeable to Next we replace the second row and column by the above products, and remove the first row and column of M 0 . The reduction M 1 = F (M 0 , 1, 2) then yields
which characterizes a new disjoint pseudotree covering:
The newly defined operation in (25) and the function (27) allow us to represent the merging of two disjoint pseudotrees in a covering Π by a reduction of its characteristic matrix M. Based on this, we then proceed to a graph merging strategy that aims for a covering with the smallest possible number Fig. 6 : A directed simple graph with 11 vertices, which is decomposed into 9 disjoint pseudotrees, which are labeled with different colors.
Algorithm 1 Disjoint pseudotree merging
Require: the extended graph G in Definition 2.
1: Initialize the disjoint pseudotree covering Π 0 as in (20), with each pseudotree minimal. Find an entry M(i, j) = 1, which is the only "1" entry in the i-th row of M.
5:
if there are multiple rows containing a single "1" entry then 6: Let i be the index of a row containing the most "∅" entries. 7: end if 8: M ← F (M, i, j), and update Π by merging the i-th pseudotree to the j-th one. 9: until each row of M contains more than one "1" entry. 10: repeat 11: Find the i-th row of M with "1" entries and the most "∅" entries. 12: Select M(i, j) = 1 as any "1" entry of the i-th row, and M ← F (M, i, j); update Π by merging the i-th pseudotree to the j-th one. 13: until there is no "1" entry in M. 14: return Π.
of disjoint pseudotrees. From the initial disjoint pseudotree covering Π 0 , we obtain its characteristic matrix M 0 , according to which, we devise an algorithmic procedure to recursively integrate mergeable pseudotrees, see the description in Algorithm 1.
The scheme in Algorithm 1 is presented in two parts. In the first part, we find the row of the characteristic matrix with a unique "1" entry, as we aim to merge a pseudotree T i to T j , if T j is the only pseudotree that T i is mergeable to. If there are multiple pairs that satisfy this condition, (e.g., in Fig. 6 , T 2 is the only pseudotree that T 1 and T 3 can be merged to), we then merge T i to T j , if T i has more non-overlapped pseudotrees in Π, namely, the i-th row of M contains more "∅" entries. For instance, in Fig. 6 , as T 1 has more nonoverlapping pseudotrees, we merge T 1 to T 2 first. The reason behind this particular operation is that aggregating such a pair Fig. 6 , which is now partitioned into only 5 disjoint pseudotrees, labeled with different colors. of pseudotrees would potentially cause less influence on the subsequent merging of the other pseudotrees in the covering.
The second part of Algorithm 1 then deals with the remaining mergeable disjoint pseudotrees. Still, we tend to merge the pairs that have less overlaps with the other pseudotrees. When there does not exist any pair of mergeable pseudotrees, the merging procedure is finalized. Remark 1. Generally, the minimal number of disjoint pseudotrees covering all the edges of a directed graph is not unique, and the sequence of merging pseudotrees essentially affects the outcome of the covering. For a small-sized network, we may traverse all possible combinations of minimal pseudotrees to find the minimal number of κ( G) in (19) . However, in the case of large scale networks, this traversal search strategy would be too expensive. In contrast, the presented heuristic algorithm can be applied instead, which is scalable and computationally efficient.
Example 5. Consider the network depicted in Fig. 6 and its initial disjoint pseudotree covering Π 0 = {T 0 1 , T 0 2 , · · · , T 0 9 }, which is characterized by the matrix in (28) . Following Algorithm 1, the following operations are taken in order: 3, 4) , and finally, we obtain The corresponding disjoint pseudotree covering is given aŝ
The resulting disjoint pseudotrees are depicted in Fig. 7 , with their roots being labeled with numbers.
For the synthesis problem of allocating excitation signals in a dynamic network for guaranteeing generic identifiability of the network model, we apply Algorithm 1 to its extended graph G as a first step, aiming to decompose G into a minimal number of disjoint pseudotrees that cover all the parameterized edges of G. Then, we proceed to the second step of our approach, which determines the locations of external excitation signals for the generic identifiability of Σ. Specifically, in this step, we aim to solve the following problem: Given the extended graph G of a dynamic network model set Σ (7) , and let Π be a disjoint pseudotree covering of all the parametrized edges of G, in which there do not exist mergeable pseudotrees. How to allocate the external excitation signals in G such that the network model set Σ becomes generically identifiable.
To tackle the allocation problem, the non-parameterized modules and process noises in the dynamic network have to be considered, which results in two facts: First, if there exists a pseudotree in Π such that all its edges are non-parameterized, then it is not necessary to assign an excitation signal to a root of this pseudotree. Second, in the setting of the extended graph G in Definition 2, the vertices in the set V , which are also the roots of | V | pseudotrees in Π, have been already excited by white noises in e. Therefore, it is not necessary to assign additional excitation signals in r to these pseudotrees for generic identifiability.
Define a set Π s ⊆ Π, which is generated by removing the elements in Π that are either composed of only nonparameterized edges or excited by white noises in e. Then, the following result is guaranteed by the first condition in Theorem 1.
Corollary 2. Consider a set of vertices
If all the vertices in R are excited, then the dynamic network model set Σ is generically identifiable.
Consequently, a direct strategy is to place an independent excitation signal to a root of each disjoint pseudotree in Π s . However, the second condition Theorem 1 allows us to further reduce the number of excitation signals. Thereby, we continue to check the necessity of each stimulated vertex in R. If there exists a pseudotree T k ∈ Π s such that each vertex in V (T k ) satisfies the vertex-disjoint condition b R∪ V → Pj = | P j |, where R := R \ τ k , and P j is defined in (15), we then remove τ k from R. Simply put, if removing an element in R does not change the generic identifiability of the network model set Σ, we can remove it. The detailed procedure is summarized in Algorithm 2, which detects and removes all the removable elements in R using an iterative scheme. Example 6. Continue the network example in Fig. 7 , which depicts a disjoint pseudotree covering resulting from Algorithm 1. Suppose that the roots of the pseudotrees 2 and 5 are excited by white noises in e. Then, through Algorithm 2, we do not need to excite the root of the pseudotree 3. Thus, only two additional excitation signals in r are required to achieve generic identifiability, and one of the possible allocations is illustrated in Fig. 8 . Note that in G, there are two sources, and the maximal in-degree is 4. Thus, it follows from (19) that K is lower-bounded by max |S ou ( G)|, max j∈V ( G) | P j | − p = 2, which means that 2 is the minimal number of excitation signals in r that are needed for generic identifiability. if all the elements in E(T k ) are non-parameterized or Υ(T k ) ∈ V then 4:
12:
end if 13: end for 14: return R. 
VI. A DUAL PROBLEM: SELECTING MEASURED VERTICES
In the previous sections, we have considered the situation that all the vertex signals are measured, while only partial vertices are selected to be excited. The works in e.g., [27] , [28] consider a dual model setting, in which all the vertices are stimulated by independent excitation sources, but only a subset of vertex signals are measured. In this section, we show that our approach can be also adapted to solve the dual problem in this setting, that is to select a minimal number of measured vertices for generic identifiability. Specifically, this section considers a network with the following dynamics w(t) = G(q)w(t) + r(t) + v(t),
where w(t), r(t), and v(t) are vertex signals, excitation signals and process noises defined in (4) . The measurement signal y(t) ∈ R m is a vector consisting of selected internal variables in the network (31) , and C ∈ R m×L is a binary matrix with C ij = 1 if y i (t) = w j (t), and C ij = 0 otherwise. For ease of exposition we will consider the situation that v ≡ 0. Defině Σ := {G(q, θ), θ ∈ Θ} (32) as the network model set associating with dynamic networks in form of (31) . We are interested in the question: how to select a minimal number of measurement signals y(t) such that the model setΣ is generically identifiable, i.e., almost all network modules G jl can be uniquely identified from the transfer functions C(I − G) −1 .
Following [27] , [30] , a path-based condition for the generic identifiability ofΣ is that the maximum number of mutually vertex-disjoint paths from P + j to C is equal to |P + j | for all i ∈ V (Ǧ), where P + j is a subset of the out-neighbors of j: P + j := {i ∈ N + j | G ij (θ) is parameterized}. Thereby, we define the concept of anti-pseudotrees. A simple connected graphŤ is an anti-pseudotree if |N + i | ≤ 1, for all i ∈ V (Ť ). An anti-pseudotree can be generated by reversing the orientations of all the edges of a pseudotree in Definition 3. Furthermore, Υ(Ť ) is a set of roots of an anti-pseudotreeŤ such that each vertex inŤ has a unique directed path toward all the vertices in Υ(Ť ). Two anti-pseudotrees are disjoint if they do not share any common edges, and all the edges incident to each vertex are included in the same anti-pseudotree. Analogously, we can characterize the generic identifiability of a dynamic network model setΣ using disjoint anti-pseudotrees. Proposition 2. Consider a network model setΣ composed of network models described in (31) , which satisfies the two conditions a) and b) in Proposition 1. Let Y := {y 1 , y 2 , · · · , y m } be the set of measured vertices. The network model setΣ is generically identifiable if and only if one of the following conditions hold:
1) There exists a set of disjoint anti-pseudotrees,Π = {Ť 1 ,Ť 2 , · · · ,Ť n } with n ≤ m, such that each antipseudotree has at least one root vertex being measured, namely, at least one element in Υ(Ť k ) is in the set Y, ∀ k ∈ {1, 2, · · · , n}; 2) There exists a set of disjoint anti-pseudotrees,Π = {Ť 1 ,Ť 2 , · · · ,Ť n } with n > m, such that y k ∈ Υ(Ť k ), ∀ k ∈ {1, 2, · · · , m} and b P + j →Y = | P + j |, ∀ j ∈ V (Ť m+1 ) ∪ · · · ∪ V (Ť n ).
The proof follows a similar reasoning as the proof of Theorem 1, thus it is omitted here. Moreover, the minimal number of measurement signals that guarantees generic identifiability is bounded as
where G is the underlying graph of the network (31), andκ(G) is the minimal number of disjoint anti-pseudotrees that cover all the parameterized edges in G. Analogously, we can devise a similar algorithm as Algorithm 1 to find the minimal covering and then remove unnecessary measurements as Algorithm 2 such that a set of measured vertices are selected. Consider an example shown y 4 y 1 y 2 y 3 Fig. 9 : A directed can be partitioned into 4 anti-pseudotrees, which are labeled with different colors. We select the shadowed vertices as measurement signals to achieve generic identifiability.
in Fig. 9 , which is taken from [27] . The network in this example can be decomposed into 4 disjoint anti-pseudotrees. Our approach then suggests taking the measurements from the roots of these anti-pseudotrees. Consequently, generic identifiability can be achieved with 4 measured vertices.
VII. CONCLUSION
In this paper, we have addressed an excitation allocation problem for dynamic networks. Considering correlations between disturbances and non-parameterized modules to be present in a network model set, the goal is to select a minimal number of external excitation signals such that the model set becomes generically identifiable from measurement data. This provides conditions for the consistent identification of all parametrized modules in the model set. To this end, the notion of pseudotrees is introduced, and a novel necessary and sufficient graph-theoretic condition has been provided based on disjoint pseudotrees to characterize the generic identifiability of a dynamic network model set. Based on this condition, an effective approach has been proposed, aiming to find a minimal number of excitation signals and their locations, where the number of the excitations is upper-bounded by the minimal number of disjoint pseudotrees that cover all the edges of the extended graph, and the locations of the excitations can be potentially selected as the roots of these pseudotrees. For future work, the identifiability problem in a dynamic network with partial measured and partial excited vertices is of interest. Specifically, it is worth investigating the research question how to place excitation signals in a network to achieve identifiability in the case that only partial measurements are available.
