Given points in Euclidean space of arbitrary dimension, we prove that there exists a spanning tree having no vertices of degree greater than 3 with weight at most 1.561 times the weight of the minimum spanning tree. We also prove that there is a set of points such that no spanning tree of maximal degree 3 exists that has this ratio be less than 1.447. Our central result is based on the proof of the following claim:
Introduction
The minimum spanning tree (MST) problem in graphs is perhaps one of the most basic problems in graph algorithms. An MST is a spanning tree with minimal sum of edge weights.
Efficient algorithms for finding an MST are well known.
One variant on the MST problem is the bounded degree MST problem, which consists of finding a spanning tree satisfying given upper bounds on the degree of each vertex and with minimal sum of edges weights subject to these degree bounds.
In general, this problem is NP-hard [1] , so no efficient algorithm exists. However, there are certain achievable results. For undirected graphs, Singh and Lau [2] found a polynomial time algorithm to generate a spanning tree with total weight no more than that of the bounded degree MST and with each vertex having degree at most one greater than that vertex's bound. If the graph is undirected and satisfies the triangle inequality, Fekete and others [3] bound the ratio of the total weight of the bounded-degree MST to that of any given tree, with a polynomial-time algorithm for generating a spanning tree satisfying the degree constraints and this ratio bound.
The Euclidean case, with vertices being points in Euclidean space and edge weights being Euclidean distances, also has a rich history. We denote (following Chan in [5] ) by τ Papadimitriou and Vazirani [1] showed that finding the degree-3 MST is NP-hard. Khuller, Raghavachari, and Young [4] showed that 1.104 ≈ ( √ 2 + 3)/4 ≤ τ 1.25. Chan [5] improved the upper bounds to 1.402 and 1.143, respectively. Jothi and
Raghavachari [6] showed that τ MST with maximal degree 5 or less [7] .
These same papers also studied the problem in higher dimensions. Khuller, Raghavachari, and Young [4] gave an upper bound on τ ∞ 3 of 5/3 ≈ 1.667, which Chan [5] improved to 2 √ 6/3 ≈ 1.633. These two followed the same approach, proving these bounds on a different ratio, r. In defining r and throughout the paper, we will use AB to denote the distance from point A to point B. r which is defined as follows:
Given point V and m points A 1 , A 2 , . . . , A m in a Euclidean space of arbitrary finite
VA i and let L be the length of the shortest possible path that starts at V and goes around the other points in some order (it does not go back to V ). Let r be the supremum of the possible values of L/S over all arrangements of points in any number of dimensions. There is a general unproven conjecture that r = 1.5 (which is achieved for m = 2 in one dimension by the points V = 0, A 1 = 1, A 2 = −1).
Khuller, Raghavachari, and Young [4] showed that τ ∞ 3 ≤ r. This is achieved in linear time as follows:
1. root the original tree 2. treating the root as V , find a Hamiltonian path with ratio at most r through its children.
3. repeat recursively on each child.
Each vertex then has at most 3 neighbors: two as a child and one as a parent.
We improve previous upper bounds on r, and thus τ ∞ 3 , to 1.561. The proof leads to a linear time algorithm for generating the path and thus the bounded degree tree. Our approach is based on Chan's, but we weigh paths differently and select the number of points to induct on based on the distances of points to V .
We also find, by construction, a non-obvious lower bound of about 1.447 on τ In Section 3, we refer to a useful paper and discuss how we will use it. In Section 4, we improve the upper bound on r to 1.561, and in Section 5 we improve the lower bound on τ ∞ 3 to 1.447.
Weighted sums of distances
We use the results of Young [8] multiple times in order to bound certain sums of distances.
This paper deals with the maximum of weighted sums (with weights w i,j ) of lengths between n points in n − 1 dimensional Euclidean space, given that each point i is specified as being no further than some distance l i from the origin.
where the maximum is taken over all arrangements of points and the minimum is taken over all nonnegative x i .
Furthermore, Young specifies a relationship between the optimal arrangement and the values of x i where equality is achieved. Thus one can iteratively approximate the optimal arrangement using the same method as in [9] , and then calculate x i values from it.
Whenever (1) is used to give an upper bound on some weighted sum of distances, the values for x i used are given in Appendix B.
Main proof of upper bound on r
Let r = 1.561. We will prove that L ≤ rS (as L and S are defined in the introduction)
Introducing these new points does not affect the distance sum or the traversing path length, as the traversing path can go to them first.
We will use strong induction on m. To induct, remove A 1 through A n (where n ≥ 3 may vary), use the inductive hypothesis to traverse the other m − n points, ending at some point A u , and then traverse A n through A 1 in some order. We will prove that for any arrangement of the m points, there is some n and some order of traversing A n through A 1 which allows the induction to maintain the ratio r.
In Section 4.1, we find values of U n,i so that if, for some n,
then induction on n points will work.
In Section 4.2, we will prove that there exists n < 10 so that (2) holds. This will naturally lend itself to a linear-time algorithm: based on values of d 1 through d 10 , select the inequality which holds. Then remove the corresponding number of points, traverse the remaining ones, and then visit the removed points by the shortest possible path. The last step, since the number of points removed is less than 10, can be done via brute force.
Given n
In this section, we will assume n ≥ 3 to be a given value. We will select it in Section 4.2. The thick segments contribute to L; the dotted segments contribute to S n .
permutation of the numbers 1 through n and A u was the terminal point of the inductive hypothesis.
If we find a permutation so that L ≤ rS n , then the induction works.
Let L n denote the average of the lengths of the paths corresponding to all permutations ending at A 1 or A 2 . It follows from this definition that
This is proven in Appendix A.
We would like to select n so that K n ≤ 0.
For n > 3, we will bound K n as follows:
For i < j, let A i→j be the point where A i would be if it were moved radially inward
Denote by L n,i the value that L n would have if all points A k were replaced by A k→i .
Define S n,i , and K n,i similarly.
Since K n = K n,1 , we will look at how much K n,i changes as i changes. If we defined
would be a sufficient condition for the inductive step. However, this would make U n,i depend on the arrangement of points. Instead, we will define C n,i in a similar manner and let U n,i be an upper bound on C n,i that depends only on n and i.
For i < n, define
For n ≤ i < u, define
Since we will later be multiplying C n,i by the number in the denominator, if the denominator is 0, we can assign C n,i any value.
Note that C n,n = C n,n+1 = . . . = C n,u−1 and C n,u = C n,u+1 = . . ., since the expressions for C n,i in these ranges do not include i in them.
The induction on A 1 , A 2 , . . . , A n goes through if
which is equivalent to
This is equivalent to:
We will now find values U n,i independent of the arrangement of A 1 , A 2 , . . . satisfying
for any arrangement.
Then, whenever inequality (2) holds, (3) holds, so the induction goes through.
We will find U n,i for the following cases (with some overlap between cases): I II III IV VI VI VI VI VI  VI  5  I II III III IV VI VI VI VI  VI  6  I II III III III IV VI VI VI  VI  7  I II III III III III IV VI VI  VI  8  I II III III III III III IV VI  VI  9  I II III III III III III III IV  VI First, given p > q ≥ 3, we define, for later use, f (q) as the maximum value over all point arrangements attained by
Note that f (q) does not depend on p.
Define also g(q) as the maximum value over all point arrangements attained by
Note that g(q) does not depend on p. We use equation (1) to obtain upper bounds on f (q) and g(q), which we then use to find numerical values for some cases of U n,i .
In general, in order to give an upper bound for C n,i , we need upper bounds on expressions of the form L n,a − L n,b for a < b. We will need them in cases where no A j involved in the calculation on L n has a < j < b. Specifically, we will have b = a + 1 or a = n, b = u.
For each term of the form
has the term c(A j→a A k→a − A j→b A k→b ).
If j, k ≥ b, then A j→a = A j→b = A j and A k→a = A k→b = A k , so
If j, k ≤ a, then
because triangles VA k→a A j→a and VA k→b A j→b are similar. Now we will define U n,i for all cases:
By (5) and (6)
, so C n,1 ≤ 0. We will thus let U n,1 = 0.
By (5), (6), and (7)
, so C n,1 ≤ 0. We will thus let U n,2 = 0.
We will let
Note that n ≤ n < u, so we can always let
VI. 3 < n < i, independent of u There are two cases, i < u and i ≥ u, so we use expressions from cases IV and V to get that
In all cases that interest us, it will turn out, upon looking at the numbers, that
so we set
This case will be special in that (4) will not necessarily hold.
Assume that −0.546
In this case, equation (1) gives us that
Then, by cases II and I,
so the induction works. Thus, if we set U 3,1 = 0, U 3,2 = 0, U 3,3 = −0.546, and, for i > n, (2) is a sufficient condition for the induction to work.
Choosing n
If there exist k 3 , k 4 , .., k 9 > 0 so that for all i,
So, for some n,
so the induction works for this n.
It is easy to check that k 3 = 157.2, k 4 = 482, k 5 = 390, k 6 = 236, k 7 = 110, k 8 = 150, k 9 = 40 satisfies (8) for all i if r = 1.561.
Lower bound on degree-3 tree ratios
Denote by σ the sum of edge weights of the minimal spanning tree and by σ 3 the sum of edge weights of a minimal degree 3 tree. Denote by (x 1 , x 2 , . . . , x n ) the coordinates of a point in n dimensions.
In six dimensions, let O be the origin and let V 1 , V 2 , . . . , V 7 be the vertices of a simplex with center at O and radius √ 6. Let the coordinates of
Note that
Now, given natural N and 0 < α < 1, take the following tree in 7N dimensions:
1. The origin, O, is the root.
2. Its N children are B 1 , B 2 , . . . , B N . B i has coordinates 0 except x 7i = 1 − α.
Each
The coordinates of L i,j are all 0 except x 7i = 1 and, for k from 1 to 6,
form a simplex with center distance α from B i and with each vertex distance √ 6 from the center.
It is easy to check that
Then we can pick
Then we can define function d on the vertices so that 
Thus, the average length of paths ending in A 1 is
Similarly, the average length of paths ending in A 2 is
Averaging these two expressions, we get 
B Values of x i

