The effect of multi-parent recombination on Evolution Strategies(ES) is investigated empirically on a set of real-valued test functions. The multi-parent versions of intermediate recombination and discrete recombination are applied to both objective variables and strategy parameters. Computer simulations of the multi-recombinant ES ((µ/µ,λ)-ES) are conducted using Gaussian mutation and Cauchy mutation. Among many formulation of ES, Classical-ES(CES), Fast-ES(FES) and Robust-ES(RES) are adopted for the observation.
INTRODUCTION
Evolutionary Computation (EC) has widely been recognized as a robust approach to various optimization problems. There are three main streams in this field, which are Evolution Strategies (ES) (Bäck, 1996; Schwefel, 1995) , Genetic Algorithms (GA) (Goldberg, 1989; Holland, 1992) and Evolutionary Programming(EP) (Fogel, 1995) . Especially, ES has been focusing on numerical optimization since its birth. ES has several formulations, the most recent form is (µ, λ)-ES, where λ > µ ≥ 1. (µ, λ) means that µ parents generate λ offspring through recombination and mutation at each generation, and the best µ offspring are selected deterministically from the λ offspring and replace the current set of parents. In most cases, recombination operators have been investigated empirically, because they are mathematically intractable. Traditional recombination operators reproduce one offspring using two parents. Multiparent versions of recombination operators use more often than the two parents version.
In the framework of GA, Mühlenbein and Voigt (H. Mühlenbein, 1995) introduced Gene Pool Recombination (GPR) in which genes are randomly picked from the gene pool defined by the selected parents, and analyzed discrete binary functions. Eiben et al. showed experimental results on binary functions(A.E. Eiben, 1994) and NK-landscapes(A.E. Eiben, 1996) using scanning crossover and diagonal crossover. For ES, there are two popular global recombination operators, namely global discrete recombination and global intermediate recombination. Global recombination operators involving ̺ (2 ≤ ̺ ≤ µ) parents has been formulated in (H.-P. Schwefel, 1995) . Bäck et al.(T. Bäck, 1993) compared ES with discrete recombination on object variables and global intermediate recombination on strategy parameters with ES without recombination. Beyer (Beyer, 1995) showed a similar generalization, written as (µ/ρ,λ)-ES. He analyzed the case of ρ = µ on the sphere function theoretically to get λ-fold speedup compared to ES without recombination. Kursawe (Kursawe, 1995) showed that an appropriate choice of the recombination operator depends not only on the topology of objective functions but also on the dimension of objective functions. Recently, different kinds of global recombinations were applied to object variables and global intermediate recombination was applied to strategy parameters(T. Bäck, 1999; A.E. Eiben, 1998; L. Gruenz, 1999) . This paper shows the effect of multi-parent recombination on Evolution Strategies through empirical experiments. The multi-parent versions of intermediate recombination and discrete recombination are applied to both objective variables and strategy parameters. (i.e. multi-parent intermediate recombination, multi-parent discrete recombination and global combined discrete recombination.) Computer simulations of the multirecombinant ES ((µ/µ,λ)-ES) are conducted using Gaussian mutation and Cauchy mutation on several test functions. This paper adopts Classical-ES(CES) by Schwefel (Schwefel, 1995) and Bäck (Bäck, 1996) , Fast-ES(FES) by Yao and Liu (X. Yao, 1997a; X. Yao, 1997b) , and Robust-ES(RES) by Ohkura, et al. (K. Ohkura, 1998; K. Ohkura, 2001 ) for the observation.
The rest of this paper is organized as follows. Section 2 explains the computational procedures of ES briefly. Section 3 shows the results of our computer simulations. Finally, the conclusions are given in Section 4.
COMPUTATIONAL PROCEDURES OF EVOLUTION STRATEGIES

Classical Evolution Strategies
The computational procedure of Classical ES(CES) adopted in this paper is described as follows (Bäck, 1996; Schwefel, 1995) :
(1) Generate the initial population of µ individuals, and set g = 1. Each individual is taken as a pair of real-valued vectors (x i , η i ), ∀i ∈ {1, · · ·, µ}, where x i and η i are the i-th coordinate value in R and its strategy parameters larger than zero, respectively. (2) Evaluate the objective value for each individual (
λ/µ offspring on average, so that a total of λ offspring are generated. At that time, offspring are calculated as follows: for i = 1, · · ·, µ, j = 1, · · ·, n, and p = 1, · · · , λ,
where and √ 2n −1 (Bäck, 1996; Schwefel, 1995) . Various types of recombination can also be performed before calculating Equations (1) and (2). (4) Calculate the fitness of each offspring (x
, ∀i ∈ {1, · · ·, λ} in non-descending order according to their fitness values, and select the µ best offspring out of λ to be parents of the next generation. (6) Stop if the halting criterion is satisfied; otherwise, g = g + 1 and go to step 3.
Fast Evolution Strategies
One of the extensions to CES, called FES (Fast ES), was proposed by Yao and Liu(X. Yao, 1997a; X. Yao, 1997b) . This replaces Gaussian mutation with Cauchy mutation for (µ, λ)-ES. Cauchy mutation uses the following Cauchy distribution function:
where t = 1. The success of FES is explained as a result of a larger probability of escaping from local optima, due to the fatter convergence trails of the Cauchy mutation operator. They conducted empirical experiments using many test functions to demonstrate an improvement in performance, especially on multi-modal problems.
Robust Evolution Strategies
When ESs are applied to an optimization problem, they show evolutionary behavior similar to that of other evolutionary algorithms: the focus of the search shifts from a global region onto a local region. This arises from the gradual convergence of the population due to the direct effect of natural selection. Associated with this, strategy parameters gradually becomes minute values. This has been considered a process of "self-adaptation", which is considered to be one of the major attractive features of ES. This property works well for some unimodal functions. However, in the case of multi-modal functions, ES often gets trapped in local optima. Then, ES should be extended in order to give larger adaptability to strategy parameters.
We allow selectively neutral mutations (Kimura, 1983) on strategy parameters which are capable of rapidly increasing or decreasing strategy parameters irrespective of natural selection(K. Ohkura, 1998; K. Ohkura, 2001; Y. Matsumura, 2000) . This method follows the same procedures as original ES (Bäck, 1996; Schwefel, 1995) except for the following two points:
• New individual representation that holds redundant strategy parameters (i.e., noncoding segments). These parameters have no effect on the selection process.
• New stochastic mutation mechanisms for changing original strategy parameters. These mutations replace, swap or copy active strategy parameters with "inactive" strategy parameters.
Individual Representation
An individual X i is represented as follows, assuming that i = 1, 2, . . ., µ, j = 1, 2, . . ., n, k = 0, 1, . . ., m and η ik (j) ∈ R + :
where x i (j) and η ik (j) denote the j-th component values of the vectors x i and η ik , respectively.
Notice that each x i (j) has (m + 1) strategy parameters.
Mutation Mechanisms for Strategy Parameters
Define D as same the mutation mechanism as Equation(1). η ik is modified stochastically, according to the following new mutation operators (in Figure 1 ):
• O dup shifts all of η ik (j) into the adjacent position of (k + 1) and removes η im (j) from the list. Then, modifies all η ik with D.
• O del discards η i0 (j) and moves η ik (j) to the adjacent position of (k − 1). At the m-th position η L is calculated as the smaller value either η max or m−1 p=1 η ip (j). Then, modifies all η ik with D.
• O inv swaps η i0 (j) with one of η ik (j), k = 1, · · ·, m and modifies η i0 (j) and η ik (j) with D.
Notice that this method is equivalent to original ES when the probabilities of O dup , O del and O inv are set at 1.0, 0.0 and 0.0, respectively. RES that uses Gaussian mutation is referred to as gRES and RES that uses Cauchy mutation is referred to as cRES.
Multi-parent Recombination
(µ/µ, λ)-ES is a special variant of (µ/ρ, λ)-ES (Beyer, 1995) , where ρ determines the number of parents to form one new offspring. There are two different recombinations in (µ/µ, λ)-ES, i.e., intermediate recombination (µ/µ I , λ) and the discrete recombination (µ/µ D , λ).
Multi-parent Intermediate Recombination:
(µ/µ I , λ) Intermediate recombination is some kind of averaging. This can be formulated as follows:
This type of recombination is referred to as II-ES.
Multi-Parent Discrete Recombination: (µ/µ D , λ)
In (µ/µ D , λ)-ES, an offspring is constituted from all parents. The i-th component of offspring is given by random choice of one of the i-th component from the parents:
χ j and χ ′ j denote uniform distributed random integer in {1, ..., µ}, respectively, and are generated anew for each value of j. This type of recombination is referred to as DD-ES.
Global Combined Discrete Recombination
The discrete recombination is separately applied to object variables and strategy parameters in DD-ES introduced above. However, they might have strong connection with each other, because strategy parameters determine the mutability of object variables. Based on this assumption, a new recombination, which regards a pair of an object variable and a strategy parameter as a unit of recombination, can be formulated as follows:
This type of recombination is referred to as D-ES.
COMPUTER SIMULATIONS
Test Functions and Conditions
Six test functions f(x i ) are listed in Table 1 . They are Sphere Model (f 1 ), Schwefel's Problem 2.22 (f 2 ), Schwefel's Problem 1.2 (f 3 ), Rastrigin's Function (f 4 ), Ackley's Function (f 5 ) and Griewank Function (f 6 ). f 1 to f 3 are unimodal functions and f 4 to f 6 are multi-modal functions. All functions are defined on 30 dimensions, and have the minimal value of zero at the origin.
The experimental setup is based on Yao and Liu (X. Yao, 1997a; X. Yao, 1997b) , ((µ, λ) = (30, 200) with Gaussian mutation and Cauchy mutation and recombination, no correlated mutations) is adopted for all computer simulations. CES, FES and RES use the same initial populations. All simulations are averaged over 50 runs independently. The upper bound of strategy parameters η max is set at 1.0 for f 4 and 3.0 for the other functions. In RES, the number of non-coding strategy parameters m for each variable is set at 5. O dup , O del and O inv are applied with the probabilities of 0.6, 0.3 and 0.1, respectively. The main purpose of our computer simulations is to investigate the effect of multi-parent recombination. Thus, the parameters are not fully tuned.
Results
The averaged best function values are shown in Figs.2 to Figs.5.
In the case of CES, the averaged best function values are shown in Fig.2(a) to (f). II-CES shows the fastest convergence rate of all in f 1 and f 3 , and highest convergence reliability in f 5 and f 6 . DD-CES shows the highest convergence reliability in f 4 . D-CES shows the fastest convergence rate in f 2 . CES converges prematurely or gets into the local optima. Functions (n = 30, 100) (Range)
In the case of gRES, the averaged best function values are shown in Fig.3(a) to (f). II-gRES converges prematurely or gets into the local optima. DD-gRES finds the optimal values in f 4 and f 6 . D-gRES shows the fastest convergence rate in f 1 , f 2 , f 3 and f 5 , and finds the optimal values in f 4 and f 6 . gRES shows slower convergence rate than DD-gRES and D-gRES.
In the case of FES, the averaged best function values are shown in Fig.4 (a) to (f). II-FES converges prematurely or gets into the local optima. DD-FES shows the highest convergence reliability in f 4 and f 6 . D-FES shows the fastest convergence rate in f 1 , f 2 , f 3 and f 5 . FES converges prematurely or gets into the local optima.
In the case of cRES, the averaged best function values are shown in Fig.5(a) to (f). II-cRES converges prematurely or gets into the local optima. DD-cRES finds the optimal values in f 6 . D-cRES shows the fastest convergence rate in f 1 , f 2 , f 3 and f 5 , and finds the optimal values in f 4 . cRES shows slower convergence rate than DD-cRES and D-cRES.
Summary
To summarize our computer simulations, following points are stated.
• In the case of CES, the performance of the multi-parent recombination is dependent on the topology of objective functions.
• In the case of FES, the global combined discrete recombination is the most suitable for unimodal functions and the multi-parent discrete recombination is for multi-modal functions.
• In the case of gRES or cRES, regardless of the topology of objective functions, the global combined discrete recombination improves the averaged best function values.
CONCLUSIONS
In this paper, multi-recombinant Evolution Strategies ((µ/µ,λ)-ES) were investigated using six test functions. The classical-ES(CES), the fast-ES(FES) and the robust-ES(RES) were adopted for the observation. We confirmed that multiparent recombination operator improves the performance of ES, regardless of the type of mutation. In the case of CES or FES, an appropriate choice of multi-parent recombination depends on the topology of objective functions. In the case of gRES or cRES, global combined discrete recombination operator is the most suitable. 
