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Resumen
Esta memoria de tesis recoge el trabajo de disen˜o y optimizacio´n de distintos dis-
positivos o´pticos de iluminacio´n, balizamiento y concentradores de luz para aplicaciones
en sistemas de iluminacio´n natural, conversio´n de energ´ıa solar fotovoltaica y sen˜aliza-
cio´n. Durante este proceso se ha profundizado en el manejo de herramientas de disen˜o
o´ptico, optimizacio´n multi-variable, implementacio´n de rutinas de simulacio´n y proce-
samiento de datos, as´ı como en la metodolog´ıa de adquisicio´n experimental de medidas
orientadas a montajes opto-meca´nicos. A lo largo de esta memoria se sigue un me´todo de
trabajo basado una aproximacio´n anal´ıtica al problema seguida de la implementacio´n de
un modelo teo´rico. Dicho modelo permite identificar los para´metros cr´ıticos del disen˜o
y abordar de este modo el proceso de optimizacio´n. El software de ca´lculo matema´tico
“Matlab” es la herramienta que gestiona todo el proceso de disen˜o y aporta las rutinas de
optimizacio´n que coordinan el resto software empleado:“Autocad” y “Solidworks” para
generar y modificar la geometr´ıa del dispositivo o so´lido disen˜ado; y “Tracepro”, para
el trazado de rayos, ana´lisis y validacio´n del comportamiento o´ptico del dispositivo. Por
u´ltimo la fase de prototipado del sistema nos permite verificar el comportamiento real
del sistema ideado.
A lo largo de este trabajo se resumen y aplican diversos me´todos de optimizacio´n
o´ptica entre los que destaca el algoritmo de funcio´n de me´rito dina´mica (DMF). Este
algoritmo se basa en una variacio´n gradual de los valores de los pesos que conforman la
funcio´n de me´rito y demuestra su eficacia frente a el me´todo de optimizacio´n esta´tico en
el a´mbito del disen˜o o´ptico.
El presente trabajo recoge el disen˜o del sistema de iluminacio´n natural para edi-
ficios no residenciales que basa su funcionamiento en el encauzamiento de la luz solar
incidente en la fachada para distribuirla eficazmente por las estancias de su interior.
Este proyecto culmina con la fabricacio´n de un prototipo a taman˜o real que actualmente
esta´ integrado en las instalaciones del grupo Lledo´, empresa coordinadora del proyecto.
i
Se ha disen˜ado y fabricado con e´xito un sistema de balizas para aeropuertos basa-
do en tecnolog´ıa de fuentes LED que satisface los requisitos de iluminacio´n de la OACI
(Organizacio´n de Aviacio´n Civil Internacional). Este proyecto emplea un sistema coli-
mador LED, tambie´n de disen˜o propio, que permite dirigir el flujo de las fuentes de luz
de forma adecuada y cuya geometr´ıa ha sido patentada por la UCM. A partir del modelo
teo´rico se obtiene un prototipo real del sistema de balizas, fabricado por la empresa del
sector de defensa INSTALAZA S.A, que proporciona unos resultados experimentales en
consonancia con las simulaciones llevadas a cabo.
ii
“Abstract”.
This thesis work includes the design and optimization of several optical devices for
lighting , beacon and light concentrators for applications in solar lighting systems, photo-
voltaic solar energy conversion, and signaling. During this process it has been developed
a deeply knowledge and management of optical design tools , multivariate optimization,
implementation of simulation routines and data processing , as well as the methodology
of experimental measurement acquisition oriented to opto-mechanic assemblies. Throug-
hout this thesis a working method based on analytical approach to the problem followed
by the implementation of a theoretical model. This model enables to identify critical
design parameters and thus address the optimization process. The mathematical com-
puting software “Matlab” is the tool that manages the entire process of design and
provides the optimization routines that coordinate the rest of the software; “Autocad”
and “Solidworks” to generate and modify the geometry of the solid or designed device ;
“TracePro” for ray tracing, analysis and validation of the optical performance of the de-
vice. Finally the prototyping phase of the system allows us to verify the actual behavior
of the system devised .
Throughout this thesis various methods of optical optimization are summarized
and applied, among these arises the dynamically merit function (DMF) algorithm. This
algorithm is based on a gradual variation of the weight’s values forming the merit function
and demonstrates its effectiveness against static optimization method in the field of
optical design and optimization.
This paper presents the design of natural lighting system aimed for non-residential
buildings that bases its operation in channeling sunlight incident on the facade of the
building to distribute efficiently inside the rooms. This project is culminated in the
production of a full-size prototype that is currently integrated in the facilities of Lledo
S.L, the coordinator member of the project.
It has been successfully designed and manufactured a beacon’s system for airports
based on LED technology sources that meets the lighting requirements of ICAO (Inter-
national Civil Aviation Organization). This project uses an LED collimator system, our
own design patented by the UCM, that guides source’s light properly. Based on the theo-
retical model a real beacon system’s prototype has been manufactured by INSTALAZA
company, this prototype provides experimental results that show a great agreement with
the simulations carried out.
iii
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Cap´ıtulo 1
Introduccio´n
La ingenier´ıa de sistemas o´pticos tiene como objetivo disen˜ar dispositivos e instru-
mentos, basados en elementos o´pticos capaces de emplear la luz para resolver determina-
dos problemas pra´cticos gracias a sus propiedades o´pticas, su configuracio´n geome´trica y
las propiedades intr´ınsecas de los materiales que los componen. Estos dispositivos o´pticos
esta´n vinculados, segu´n su aplicacio´n, a multitud de campos de la investigacio´n, entre
los cuales se podr´ıan destacar el de la energ´ıa solar, la iluminacio´n, las comunicaciones
o´pticas o los sensores. Esta´s parcelas del conocimiento muestran un auge importante ac-
tualmente debido a su vez al desarrollo de otras l´ıneas complementarias de investigacio´n
en fuentes de luz (tecnolog´ıa LED, lasers), innovacio´n en materiales (materiales semicon-
ductores, de alta reflectividad, foto´nicos. . . ), y herramientas de computacio´n (software
de disen˜o o´ptico y ca´lculo matema´tico). El sector de la ingenier´ıa y el disen˜o o´ptico tam-
bie´n se esta´ viendo favorecido por la tendencia actual de determinadas pol´ıticas, como la
directiva europea que establece que cada Estado miembro elaborara´ un Plan de Accio´n
Nacional en materia de Energ´ıas Renovables (PANER) y que en Espan˜a se traduce en
que las fuentes renovables representen al menos el 20 % del consumo de energ´ıa final
en el an˜o 2020. Esto supondra´ previsiblemente una inyeccio´n de recursos destinados al
la investigacio´n de nuevos dispositivos o´pticos. Adema´s la tendencia de los sistemas de
iluminacio´n evoluciona hac´ıa un modelo inteligente de bajo consumo con que reemplazar
los sistemas de alumbrado convencionales. Este panorama acentu´a la importancia de la
ingenier´ıa o´ptica como herramienta clave para abordar los disen˜os de dispositivos para
los nuevos sistemas de iluminacio´n, sen˜alizacio´n, energ´ıa fotovoltaica, etc. A lo largo de
este trabajo se expondra´ el proceso de disen˜o,ana´lisis y optimizacio´n y verificacio´n expe-
rimental de diversos dispositivos o´pticos. Para alcanzar los requisitos impuestos en cada
caso se hara´ uso de distintas herramientas de ca´lculo y trazado y optimizacio´n o´ptica.
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1.1. Antecedentes
Las primeras evidencias que sugieren la aplicacio´n de principios de la ingenier´ıa
o´ptica datan de hace 4000 an˜os. En los restos de antiguas civilizaciones se encontraron
objetos que nos dan una idea de los intereses de los hombres por los feno´menos o´pti-
cos. Estos indicios pueden observarse en, al menos, dos grandes estructuras sin ninguna
conexio´n entre ellas llevadas a cabo en la antigu¨edad. Las personas que disen˜aron y
construyeron Stonehenge (2500 a. C aprox.) [1] y la Gran Pira´mide de Keops (2570 a.
C), usaron los principios ba´sicos de la ingenier´ıa o´ptica [2]. Estas estructuras ten´ıan una
conexio´n con la Tierra y el Sol; de manera que sus elementos constructivos eran orien-
tados a los cuatros puntos cardinales de la Tierra o hacia la posicio´n de estrellas sin la
utilizacio´n de instrumentos o´pticos. Estos hechos hacen suponer que los constructores
ten´ıan conocimientos de astronomı´a y propagacio´n de la luz, ya que sab´ıan que la luz
viajaba en l´ınea recta y entend´ıan el ciclo de las estaciones.
Los primeros indicios de aprovechamiento de la energ´ıa solar datan del siglo V a.
C., e´poca en la que los griegos, romanos y a´rabes (conscientes del potencial de ciertos
elementos o´pticos) empleaban las propiedades de los espejos para focalizar la luz y cau-
terizar las heridas con lentes positivas o bien encender fuego mediante unas esferas de
vidrio llenas de agua que concentraban la luz solar. Quiza´ la primera lente que hubo en
el mundo fue la que construyo´ Aristo´fanes en el an˜o 424 a. C. con un globo de vidrio
soplado, lleno de agua, sin embargo su propo´sito no era la de amplificar ima´genes, sino
la de concentrar la luz solar. En este a´mbito sigue siendo objeto de debate la veracidad
del sistema de espejos co´ncavos de gran taman˜o, o ustorios (de ustoris, el que quema),
ideado por Arqu´ımedes para la defensa de Siracusa, mediante el cual supuestamente era
capaz de incendiar los barcos romanos concentrando la luz solar. Tambie´n hay constancia
de arquitectos romanos como Palladio que proponen la orientacio´n de las edificaciones
como una manera de aprovechar la radiacio´n solar. En el contexto del disen˜o o´ptico se
podr´ıa citar a Euclides como un pionero ya que contribuyo mediante grandes avances en
el estudio´ Geometr´ıa y la O´ptica describiendo correctamente la formacio´n de ima´genes
mediante espejos esfe´ricos y parabo´licos. Adema´s anticipa una ley fundamental “el rayo,
sea o no reflejado, sigue siempre el camino de tiempo ma´s corto entre el objeto y el ojo”
[3] que sera´ reformulada por Fermat en te´rminos generales en el siglo XVII.
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Uno de los primeros ejemplos de o´ptica aplicada a la resolucio´n de un problema
global se encuentra en la obra del filo´sofo griego Erato´stenes (276 a.C.) que fue el tercer
director de la biblioteca de Alejandr´ıa (Egipto). Durante el desempen˜o de su cargo
realizo´ una de sus principales contribuciones a la ciencia y a la astronomı´a mediante su
trabajo sobre la medicio´n de la tierra.
Figura 1.1: Erato´stenes deduccio´n de la circunferencia y el radio terrestre
Erato´stenes, en sus estudios de los papiros de la biblioteca de Alejandr´ıa, en-
contro´ un informe de observaciones en Siena, unos 800 Km al sureste de Alejandr´ıa. En
dicho estudio se constataba que los rayos solares al caer sobre una vara el mediod´ıa del
solsticio de verano (el actual 21 de junio) no produc´ıa sombra. De este modo la luz del
sol que incid´ıa directamente dentro de un pozo profundo en dichas condiciones pod´ıa ser
observada al reflejarse directamente de vuelta tras incidir en la superficie del agua del
fondo del mismo.
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Entonces asumio´ de manera correcta que si el Sol se encontraba a gran distancia,
sus rayos al alcanzar la tierra deb´ıan llegar en forma paralela, y si esta era plana como se
cre´ıa en aquellas e´pocas entonces no se deber´ıan encontrar diferencias entre las sombras
proyectadas por los objetos a la misma hora del mismo d´ıa, independientemente de
donde se encontraran dichos objetos. Erato´stenes observo´ que, en el mismo d´ıa (solsticio
de verano), una torre de piedra vertical en Alejandr´ıa arrojaba una sombra de longitud
fa´cil de medir. Con esta informacio´n se pudo concluir que el a´ngulo entre la torre y la luz
del Sol incidente era de 7.2o. Supuso, basa´ndose en la forma esfe´rica de la tierra, que las
extensiones del pozo en Siena y la torre vertical en Alejandr´ıa se cruzan en el centro de la
tierra (fig.1.1). Con esta informacio´n se pudo calcular la circunferencia de la Tierra que
ser´ıa 50 veces la distancia de Siena a Alejandr´ıa. En aquella e´poca las largas distancias,
como la existente entre Siena y Alejandr´ıa (800km), se estimaban mediante los dias de
marcha que empleaban las legiones romanas al recorrelas, dado que la velocidad de las
legiones era conocida al ser su avance tan fiable como regular. Con este dato se obtiene
la primera estimacio´n del dia´metro de la Tierra, diam = 12740km (fig.1.1), que resulta
muy valida ya que solo difiere en un 0.1 % respecto a la magnitud aceptada en nuestros
dias [1].
Pese a que no es el objeto de esta memoria realizar un estudio pormenorizado
de los avances histo´ricos en la o´ptica no se debe dejar sin mencionar a los artifices de
los conceptos e innovaciones sobre los que se fundamenta el presente trabajo. Willebrord
Snell (Holanda 1580-1626) formulo´ la ley de refraccio´n en 1621, que con tanta frecuen-
cia se emplea en este y en cualquier estudio de disen˜o o´ptico. Esta ley a su vez se puede
inferir del principio formulado por Pierre de Fermat (Francia, 1601- 1665) que fue un
matema´tico france´s cuya obra se encuentra esencialmente en su asidua correspondencia
con los cient´ıficos contempora´neos, y que sienta las bases de la O´ptica Geome´trica.
August´ın Fresnel (Francia,1788-1827), realizo´ numerosos experimentos sobre in-
terferencias y difraccio´n y dio un gran impulso a la teor´ıa ondulatoria, adema´s ideo´ un
sistema de enfoque (Lente de Fresnel) que se emplea actualmente y que proporciona
una luminosidad cuatro veces mayor que la de un reflector ordinario adema´s de ser un
dispositivo empleado actualmente como concentrador solar [4]. Sin embargo, el problema
de la calidad del vidrio todav´ıa limitaba el dia´metro de las lentes acroma´ticas ideadas
por Chester Moor Hall (Inglaterra 1704-1717).
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Es imprescindible mencionar en este trabajo, debido a las aplicaciones que su
trabajo conlleva, a Alexadre-Edmond Becquerel (Francia 1820 1891) [5] descubridor en
1839 del efecto fotovoltaico, y tambie´n a Charles Fritts (1883) [6] que en base a este
hallazgo desarrolla la primera ce´lula fotovoltaica de Selenio con una eficiencia tan solo
del 1 %. Posteriormente (hacia 1941) Russell Ohl fabrica la primera ce´lula de silicio de
unio´n PN que logra una eficiencia del 5 % y sienta la base estructural y tecnolo´gica para
el modelo actual de conversio´n de la radiacio´n solar en electricidad.
Los procedimientos del disen˜o o´ptico se mantuvieron pra´cticamente sin cambios
en la primera parte de la siglo XX. Las personas involucradas en el trabajo de disen˜o
de la lentes y sistemas o´pticos empleaban formulacio´n matema´tica para el ca´lculo de
las aberraciones y el trazado exacto de los rayos a trave´s de los elementos o´pticos.
La exactitud requerida para todos los ca´lculos exig´ıa extrema precaucio´n, de modo que
equipos de varios individuos eran asignados al disen˜o de lentes para ejecutar estos ca´lculos
tediosos. No fue hasta 1930 que la primera calculadora meca´nica fue desarrollada y esta
carga se vio ligeramente reducida. Sin embargo, el disen˜o de una lente compleja implicar´ıa
la obra de varias personas, que trabajan durante per´ıodos de meses y a menudo an˜os.
En la de´cada de 1950, la computadora electro´nica aparecio´ en escena y llego´ a estar
disponible para su uso en la solucio´n de los problemas de disen˜o o´ptico. En el per´ıodo
desde 1960 hasta nuestros dias, los avances en el a´rea de hardware y software han sido
ma´s que notables. Un disen˜ador o´ptico tiene a su alcance multitud de herramientas
de ca´lculo matema´tico, trazado de rayos y procesamiento de datos que multiplican la
eficiencia de su trabajo as´ı como la versatilidad y la robustez de sus disen˜os.
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1.2. Objetivos y motivacio´n
El aprovechamiento efectivo de la radiacio´n luminosa como fuente de sistemas
o´pticos es una tarea compleja que requiere contemplar diversidad de planteamientos y
me´todos de disen˜o para desarrollar los dispositivos o´pticos de mayor eficacia y funciona-
lidad. La motivacio´n de este trabajo consiste en profundizar en estos me´todos disen˜os y
optimizacio´n aplicables a dispositivos de cualquier naturaleza y en concreto a sistemas
o´pticos de iluminacio´n, balizamiento y concentracio´n de luz.
El presente trabajo detalla diversos enfoques de disen˜o y optimizacio´n (Seccio´n
1.4, Seccio´n 1.4.1, Cap´ıtulo 2) junto una serie de aplicaciones o´pticas que emplean las
herramientas desarrolladas para el disen˜o y optimizacio´n de nuevos dispositivos (Cap´ıtulo
3, 4). El contenido de estos proyectos forma un compendio de protocolos y herramientas
de optimizacio´n u´tiles para obtener un dispositivo o´ptico que se ajuste a las demandas de
cada proyecto. Entre las condiciones para obtener un disen˜o competitivo esta´n minimizar
costes as´ı como tiempo de fabricacio´n, debido a la presio´n que ejerce un mercado en
constante evolucio´n como el de los dispositivos o´pticos. El conjunto de herramientas y
protocolos de disen˜o y optimizacio´n presentados facilitan la obtencio´n de nuevos disen˜os
o´pticos y agilizan su comercializacio´n.
Los objetivos concretos de esta memoria de tesis se pueden dividir en los siguientes
puntos:
1. Introducir una serie de me´todos de disen˜o de dispositivos o´pticos no formadores de
imagen basados en: el principio de rayo marginal (Secciones 4.3, 4.4), que describe
la formacio´n de la imagen de un punto objeto extremal a trave´s del sistema o´pti-
co; la dispersio´n croma´tica (Seccio´n 3.2), que contempla el rango espectral de la
fuente como factor primordial del disen˜o; la emisio´n angular discriminada (Seccio´n
4.3), que estructura los componentes del disen˜o en funcio´n de las caracter´ısticas
angulares de emisio´n de la fuente.
Adema´s en este objetivo cabe incluir el desarrollo de rutinas de simulacio´n especi-
ficas como: segmentacio´n o divisio´n de fuente Cap´ıtulo 3.3, dividiendo la superficie
de trazado de la fuente en varias superficies de menor capacidad de emisio´n para
hacer abordable la simulacio´n; o emisio´n zonal dedicada (Seccio´n 4.4), donde el
disen˜o del dispositivo se orienta a obtener distintos niveles de intensidad luminosa
en cada zona determinada por los requisitos del sistema.
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Estos me´todos de disen˜o o´ptico ofrecen tanto la versatilidad necesaria para afrontar
distintos tipos de problemas, como la eficiencia de recursos y de tiempo de ejecucio´n
empleados en las simulaciones.
2. Abordar distintas te´cnicas y algoritmos de optimizacio´n para lograr la mejor solu-
cio´n dentro del rango de variables de un sistema o´ptico y alcanzar de este modo el
mayor rendimiento de un disen˜o o´ptico.
En este objetivo se aplican distintas te´cnicas de optimizacio´n segu´n la naturaleza
y complejidad del disen˜o: la optimizacio´n nume´rica por integral de flujo (Seccio´n
4.3), maximizando el flujo luminoso transferido al receptor; la optimizacio´n de
funcio´n de me´rito esta´tica (Seccio´n 4.4), basada en el algoritmo Nelder-Mead que
emplea a su vez el concepto de simplex; o por u´ltimo la optimizacio´n de funcio´n de
me´rito dina´mica (DMF)(Cap´ıtulo 2), basada en la variacio´n dina´mica de los pesos
de la funcio´n de me´rito.
3. Desarrollar un me´todo automatizado para la gestio´n de las distintas herramien-
tas de disen˜o y optimizacio´n empleadas. Lo cual es equivalente a desarrollar un
programa maestro que controle y coordine el resto de recursos involucrados en di-
sen˜o o´ptico en todas sus fases: generacio´n de la geometr´ıa del so´lido (herramientas
CAD); simulacio´n (programas de trazado de rayos); y procesamiento de resultados
y optimizacio´n.
Para esta tarea se han desarrollado una serie de programas y macros (rutinas)
detallados en el cap´ıtulo 5.
4. Reunir y caracterizar una serie de aplicaciones o´pticas fruto del desarrollo de los
me´todos de disen˜o y optimizacio´n anteriormente mencionados.
A lo largo de este trabajo se presentan las siguientes aplicaciones:
a) Un disen˜o novedoso de lente h´ıbrida Fresnel-acroma´tica ideada para siste-
mas o´pticos de conversio´n de energ´ıa solar fotovoltaica que alcanza niveles de
concentracio´n y estabilidad dif´ıcilmente obtenidos lente Fresnel convencional.
b) Un sistema de iluminacio´n natural para edificios no residenciales basado en
un colector de tecnolog´ıa CPC (Compound Parabolic Concentrator) que re-
coge la luz solar incidente en la fachada de un edificio para complementar la
iluminacio´n convencional en el interior de las estancias.
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c) Un sistema colimador de fuentes LED de alta eficiencia y bajo coste que ase-
gura una semiapertura de tres grados mediante una geometr´ıa sin superficies
reflectantes.
d) Un sistema de balizamiento de tecnolog´ıa LED para aeropuertos que cumple
con los requisitos OACI (Organizacio´n de Aviacio´n Civil Internacional) y
ofrece un disen˜o embebido robusto y de bajo consumo.
1.3. O´ptica geome´trica
La radiacio´n electromagne´tica es una combinacio´n de campos ele´ctricos y magne´ti-
cos oscilantes que se propagan a trave´s del espacio transportando energ´ıa de un lugar a
otro. La descripcio´n matema´tica de este feno´meno de propagacio´n de energ´ıa se le atri-
buye a James Maxwell (Escocia 1831-1879) cuyas ecuaciones definen la luz como energ´ıa
electromagne´tica, aunque dicha energ´ıa tambie´n pueda manifestarse mediante ondas de
diferente naturaleza, ya sea como calor radiado, rayos X o rayos gamma por ejemplo. La
diferencia fundamental respecto a las ondas electromagne´ticas respecto a la propagacio´n
de cualquier otra perturbacio´n es que no necesitan un medio material para transmitirse.
La o´ptica geome´trica describe las trayectorias de los rayos luminosos mediante
l´ıneas rectas, sin embargo no explica efectos como la difraccio´n o la interferencia que
son estudiados mediante la o´ptica ondulatoria, la cual trata la luz como una onda elec-
tromagne´tica. Dichos efectos ondulatorios se pueden despreciar sin embargo cuando el
taman˜o la longitud de onda es muy pequen˜a en comparacio´n de los objetos que la luz
encuentra a su paso.
De acuerdo con la f´ısica moderna toda radiacio´n electromagne´tica (incluida la luz
visible) se propaga a una velocidad constante en el vac´ıo. Sin embargo la velocidad luz
depende de la naturaleza del medio por el cual esta se propague. El ı´ndice de refraccio´n
describe dicha dependencia y se define como la relacio´n entre la velocidad de la energ´ıa
radiante en el vac´ıo c, y la velocidad de esta en un medio material v.
n = c/v. (1.1)
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La velocidad de propagacio´n de la luz en un medio material depende entonces del
ı´ndice de refraccio´n del medio en el que se encuentre, pero este ı´ndice a su vez var´ıa
respecto a la longitud de onda debido a que el material absorbe y reemite la luz cuya
frecuencia es cercana a la frecuencia de oscilacio´n natural de los electrones que esta´n
presentes en el material. Por tanto el valor del ı´ndice de refraccio´n debe ser definido
para una longitud de onda concreta. Estas variaciones en la velocidad de propagacio´n
dependen del ı´ndice de refraccio´n del material y hacen que la luz, para frecuencias
diferentes, se propague de manera diferente (dispersio´n croma´tica). Si la luz se propaga
por un medio iso´tropo entonces la velocidad de la luz sera´ igual en cualquier punto
del material con independencia de la direccio´n de propagacio´n, por tanto el ı´ndice de
refraccio´n permanecera´ constante. En caso de un medio aniso´tropo las propiedades del
medio, entre ellas el ı´ndice de refraccio´n, dependen de la direccio´n en que sean medidas,
y por tanto la luz no se propagara´ a igual velocidad en todas la direcciones.
En cualquier trabajo de disen˜o o´ptico se hace imprescindible describir la propa-
gacio´n de la luz a trave´s de los distintos medios f´ısicos y materiales que componen el
sistema, para lo cual es necesario recurrir al principio de Fermat. Este afirma que la
trayectoria recorrida por la luz para ir de un punto a otro es tal que el camino o´ptico
recorrido (o su longitud) es estacionario respecto a las variaciones de los caminos posi-
bles. El postulado original de Fermat (recogido en su correspondencia con su colega y
f´ısico frances Cureau de la Chambre) hablaba de un camino o´ptico mı´nimo pero no es
completamente riguroso porque la luz a veces recorre un camino o´ptico ma´ximo.
El tiempo que tarda la luz en recorrer una distancia s en un medio iso´tropo dado es
t = s/v, aplicando la ecuacio´n [1.1] dicho tiempo se puede expresar como t = snc . Si ahora
se considera un medio donde el ı´ndice de refraccio´n dependa de la posicio´n n = n(s)
(medio aniso´tropo) o bien una trayectoria que pase por medios de distinto ı´ndice de
refraccio´n entonces podemos estimar que una distancia diferencial ds se recorre en un
tiempo dt = ndsc , siendo el tiempo total en recorrer el camino entre un punto a y otro b
la cantidad:
t =
1
c
∫ b
a
n(s) ds, (1.2)
donde
∫ b
a n(s) · ds es la longitud del camino o´ptico (LCO) en un medio no homoge´neo.
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Sustituyendo en la ecuacio´n [1.3] el ı´ndice de refraccio´n por la ecuacio´n [1.1] se
llega a que la longitud del camino o´ptico (la cual debe ser estacionaria) es la distancia
recorrida a la velocidad de la luz en el vac´ıo en el tiempo t empleado por la luz para
recorrer la distancia l en un medio con ı´ndice de refraccio´n n.
LCO =
∫ b
a
n(s) · ds = c
∫ b
a
ds
dv
= c
∫ b
a
dt = c t. (1.3)
A ra´ız de principio de Fermat se puede inferir directamente la ley de Snell, al igual
que la ley de reflexio´n. Para ello se supone un rayo que es emitido desde el punto A y
atraviesa la frontera entre dos medios homoge´neos viajando hasta el punto B.
Figura 1.2: Deduccio´n de la ley de refraccio´n a partir del principio de Fermat
El camino o´ptico que recorre el rayo en el primer medio se expresa mediante la
magnitud LCO1 que resulta LCO1 = n1
√
(X −XA)2 + Y 2A, mientras que en segundo
medio es LCO2 = n2
√
(XB −X)2 + Y 2B y la suma de ambos sera´ el camino o´ptico total
que debe ser estacionario:
dLCO
dx
= n1
(X −XA)√
(X −XA)2 + Y 2A
− n2 (XB −X)√
(X −XB)2 + Y 2B
= 0. (1.4)
La anterior ecuacio´n [ec. 1.4] se iguala a cero para asegurar el camino o´ptico
extremal, en ella ambos sumandos coinciden con los senos de los a´ngulos de incidencia
α1 y del a´ngulo refractado α2 por tanto:
n1 sin(α1) = n2 sin(α2). (1.5)
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Esta ecuacio´n [ec. 1.5] constituye la ley de Snell que en o´ptica geome´trica describe
la refraccio´n de un rayo al incidir en la frontera de dos medios de distinto ı´ndice de
refraccio´n. La refraccio´n de una onda consiste en el cambio de direccio´n que experimenta
cuando pasa de un medio a otro distinto. Este cambio de direccio´n se produce como
consecuencia de la diferente velocidad de propagacio´n que tiene la onda en ambos medios.
En el ca´lculo de sistemas o´pticos (por ejemplo en el disen˜o de lentes) a menudo se
considera la aproximacio´n paraxial, suponiendo que las trayectorias de los rayos de luz
forman a´ngulos pequen˜os con el eje o´ptico. De esta manera en la ecuacio´n de Snell [ec.
1.5] el seno de un a´ngulo se aproxima por el a´ngulo mismo (en radianes).
En el caso de que el rayo incida sobre una superficie reflectora entonces se pro-
pagar´ıa toda su trayectoria por un mismo medio con velocidad constante y por tanto
el a´ngulo de incidencia ser´ıa igual al de reflexio´n respecto al vector normal a la super-
ficie. Precisamente para predecir el comportamiento de un haz de luz reflejado en una
superficie reflectora es conveniente diferenciar segu´n la direccio´n de su vector normal a
la misma. Una superficie lisa y bien pulida (cuyo vector normal en cualquier punto de la
misma es perpendicular a la superficie en su conjunto) produce una reflexio´n especular,
la luz que incide en una direccio´n determinada la refleja en otra direccio´n bien deter-
minada. Pero la mayor´ıa de las superficies de los cuerpos son a´speras o irregulares (el
vector normal a la superficie no esta´ ligado a ninguna condicio´n espec´ıfica), y producen
por ello una reflexio´n difusa enviando la luz reflejada en todas las direcciones posibles.
Figura 1.3: Reflexio´n especular y difusa
La introduccio´n de superficies irregulares, aprovechando las caracter´ısticas de la
reflexio´n difusa, sera´ comu´n en los disen˜os o´pticos abordados a lo largo de este trabajo
(Secciones 3.3, 4.4). De modo que este tipo de superficies permiten dividir la concentra-
cio´n de flujo de manera aleatoria mejorando en la mayor´ıa de los casos la uniformidad
del disen˜o en detrimento de su eficiencia.
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1.4. O´ptica anido´lica
La o´ptica anido´lica es la rama de la o´ptica que se ocupa de la transferencia o´ptima
de la radiacio´n de luz entre una fuente y un receptor. Como su nombre indica (del
Griego, an:sin eidolon:imagen) los sistemas anido´licos no esta´n condicionados a formar
una imagen aunque algunos sistemas consiguen proyectar una imagen n´ıtida. Al contrario
que los sistemas formadores de ima´genes, que captan los rayos que parten del objeto para
formar los puntos en la imagen, los sistemas anido´licos no precisan focalizar los rayos de
la fuente en el receptor lo cual dota de un mayor grado de libertad al disen˜o.
Figura 1.4: Sistema formador de imagen y sistema anido´lico
La o´ptica anido´lica tiene sus or´ıgenes a principios de los 60 con la invencio´n, por
parte de Roland Winston, de los concentradores parabo´licos compuestos (CPC) [7] que
llevan desarrolla´ndose y emplea´ndose intensamente los u´ltimos 40 an˜os. Esta o´ptica pio-
nera no formadora de imagen fue inicialmente empleada intensamente para aplicaciones
te´rmicas de baja concentracio´n solar aunque en la actualidad su uso esta´ orientado a
aplicaciones fotovoltaicas de alta concentracio´n. Los me´todos de disen˜o ma´s importantes
de o´ptica no formadora de imagen son el de Winston-Welford (linea de flujo) y el de
Min˜ano-Benitez (simultaneous multiple surface SMS) [8].
Las aplicaciones ma´s importantes de los sistemas no formadores de ima´genes se
pueden clasificar en dos grandes grupos:
Sistemas de concentracio´n de energ´ıa solar. Normalmente se precisa maximizar la
transferencia de radiacio´n lumı´nica a un receptor, t´ıpicamente una ce´lula solar o
un receptor te´rmico.
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Sistemas de iluminacio´n. En este caso se busca la transferencia controlada de
energ´ıa solar para lograr un distribucio´n de la radiacio´n o mapa de irradiancia
espec´ıfico.
Debido al reciente impulso en el campo de los dispositivos emisores de luz comer-
ciales (LEDs) y la evolucio´n reciente de los sistemas que integran displays (tele´fonos
mo´viles, PDAs, mini-ca´maras, etc) se exploran nuevas aplicaciones en el campo de ICT
(information and communications technology) para las cuales la implementacio´n exitosa
de la o´ptica anido´lica es crucial.
Al contrario que en la o´ptica formadora de imagen, donde generalmente la se-
cuencia de elementos que intervienen en el sistema esta´ bien definida, la simulacio´n de
los sistemas o´pticos anido´licos puede ser demasiado costosa computacionalmente si uno
esta´ obligado a calcular varios millones de rayos para asegurar la precisio´n deseado. El
incremento del numero de rayos inicial en cada refraccio´n/reflexio´n a lo largo de la geo-
metr´ıa anido´lica podr´ıa hacer inviable un trazado de rayos exacto. Por ello una manera
simple y pra´ctica, aunque computacionalmente intensiva, de abordar el trazado de rayos
de un determinado sistema anido´lico es utilizar el me´todo Monte-Carlo.
El me´todo Monte-Carlo es un me´todo estad´ıstico nume´rico que permite resolver
problemas f´ısicos y matema´ticos, mediante la simulacio´n de variables aleatorias, que
ser´ıan costosos de resolver por me´todos exclusivamente anal´ıticos o nume´ricos. Debido a
la constante mejora de las capacidades de ca´lculo automatizado, me´todos computacio-
nalmente exigentes como es el me´todo Monte-Carlo, son a d´ıa de hoy una opcio´n viable
para la resolucio´n de multitud de problemas y por ello se encuentran integrados habi-
tualmente en el software de trazado de rayos mas popular.
Para aplicar el me´todo Monte-Carlo es necesario asociar al sistema un modelo
probabil´ıstico artificial y simular los procesos de intere´s (ya sea al azar o no) utilizando
los resultados de la simulacio´n para calcular cantidades importantes, como podr´ıa ser el
perfil de intensidad luminosa o la conservacio´n de la E´tendue.
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1.4.1. E´tendue
La E´tendue es un para´metro clave en el disen˜o de muchos sistemas de iluminacio´n
y un concepto central en la o´ptica anido´lica. Ba´sicamente explica las caracter´ısticas de
la transferencia de flujo en un sistema o´ptico y adema´s juega un papel fundamental en
la forma de la distribucio´n de radiacio´n en el receptor.
En un sistema sin perdidas todo el flujo que es transmitido por la pupila de entrada
es emitido por la pupila de salida y por tanto la E´tendue se conserva. La E´tendue de un
sistema se define como:
ξ = n2
∫∫
pupil
cos θdASdΩ, (1.6)
donde n es el ı´ndice de refraccio´n en el espacio de la fuente, dAs es un elemento diferencial
de area de la fuente, θ es el a´ngulo que forma el vector normal a la superficie dAs con
el cono de emisio´n de a´ngulo so´lido dΩ, las integrales esta´n definidas sobre el area de la
pupila de entrada.
Figura 1.5: E´tendue para un elemento diferencial de superficie y para un solido
El flujo total que se propaga a trave´s de este sistema se expresa en funcio´n de
L(r, aˆ) que es la radiancia en el punto r en la direccio´n del vector unitario aˆ. Integrando
se obtiene el flujo:
Φ =
∫∫
pupil
L(r, aˆ) cos θdASdΩ. (1.7)
Si se considera una fuente uniforme Lambertiana entonces la funcio´n de radiacio´n
de la fuente es dada por LS , que substituyendo en [ec. 1.6] se obtiene:
Φ = LS
∫∫
pupil
cos θdASdΩ. (1.8)
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Por tanto el flujo total transmitido por un sistema con un sistema lambertiano
uniforme en te´rminos de la E´tendue viene dado por:
Φ =
LSξ
n2
. (1.9)
La conservacio´n de la E´tendue implica un a´ngulo de propagacio´n ma´ximo, lo que
significa una limitacio´n del taman˜o mı´nimo del sistema. Esta condicio´n supone una cota
ma´xima en el factor de concentracio´n del sistema.
Conside´rese un area infinitesimal dA, inmersa en un medio de ı´ndice de refraccio´n
n emitiendo o recibiendo luz o dentro de un cono de a´ngulo α. La E´tendue de este sistema
viene dada por:
dξ = n2dA
∫
cosθdΩ = n2dA
∫ 2pi
0
∫ α
0
cos θ sin θdθdφ = pin2dA sin2 α. (1.10)
No´tese que el diferencial de a´ngulo so´lido es expresado en coordenadas esfe´ricas
dΩ = sin θdθdφ, y se ha introducido el concepto de apertura nume´rica que se define
como NA = n sinα, siendo α la mitad del a´ngulo de aceptancia ma´ximo del sistema. La
apertura nume´rica (NA) es pues una magnitud adimensional que caracteriza el rango de
a´ngulos para los cuales el sistema acepta luz.
Por tanto si una superficie A emite, o sobre ella incide, luz confinada en un cono
de a´ngulo α, entonces la E´tendue de la luz atravesando A sera´:
ξ = pin2 sin2 α
∫
dA = pin2A sin2 α = piANA2. (1.11)
Ahora se calculara´ el limite de concentracio´n ma´xima de un sistema con una aper-
tura de entrada A en el aire (nI = 1) recibiendo luz dentro de un a´ngulo de aceptancia
2α y dirigiendo la luz a un receptor de area menor S, e inmerso en un medio de ı´ndice
de refraccio´n n, cuyos puntos son iluminados dentro de un a´ngulo solido de apertura 2β.
Segu´n la anterior expresio´n [ec. 1.11], la E´tendue de la luz incidente es:
ξI = piA sin
2 α. (1.12)
Por tanto el valor de la E´tendue de la luz que llega al receptor es:
ξR = pin
2S sin2 β. (1.13)
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Por la conservacio´n de la E´tendue ξI = ξR
C =
A
S
= n2
sin2 β
sin2 α
, (1.14)
donde C es el factor de concentracio´n del sistema o´ptico.
Para una apertura angular dada ,α, de la luz incidente, esta concentracio´n C
sera´ ma´xima para el ma´ximo valor de β, que es β = pi/2. El ma´ximo factor de concen-
tracio´n posible sera´ pues:
Cmax =
n2
sin2 α
. (1.15)
En caso de que el ı´ndice de incidencia no sea uno tendr´ıamos:
Cmax =
n2R
NA2I
. (1.16)
Este l´ımite sera´ una referencia para el disen˜o de aplicaciones orientadas a concen-
tracio´n que se desarrollan en el presente trabajo, representando un techo de concentracio´n
para las lentes acroma´ticas (Cap´ıtulo 3.2) o para el sistema colimador en su modo de
funcionamiento inverso (Seccio´n 4.3).
Otro teorema clave en muchos disen˜os no formadores de imagen es el principio
de rayo marginal. Este teorema fue demostrado por Min˜ano a mediados de los 80 [9] y
afirma que si los rayos de luz procedentes de los bordes de la fuente se redirigen hacia los
bordes del receptor, esto asegurara´ que todos los rayos de luz procedentes de los puntos
interiores en la fuente va a terminar tambie´n en la receptor. No hay ninguna condicio´n
de formacio´n de la imagen, el u´nico objetivo es transferir la luz desde la fuente al destino.
16
Bibliograf´ıa
[1] B. H. Walker “Optical Engineering Fundamental” 2 ed. SPIE Press. (2009)
[2] J. M. Enoch “Remarkable lenses and eye units in statues from the Egyptian Old
Kingdom (ca. 4500 years ago): properties, timeline, questions requiring resolution”
Proc. SPIE 3749, 18th Congress of the International Commission for Optics, 224
(1999)
[3] A. M. Cetto“La luz en la naturaleza y en el laboratorio” 3 ed. Fondo de Cultura
Economica.(2003)
[4] E. Lorenzo, A. Luque “Comparison of Fresnel lenses and parabolic mirrors as solar
energy concentrators” Applied Optics, vol. 21, Issue 10, pp. 1851-1853 (1982)
[5] A. E. Becquerel “M´emoire sur les effets ´electriques produits sous linfluence des
rayons solaires” Comptes Rendus, 9:561–567, (1839).
[6] C. E. Fritts “A new form of selenium cell” American Journal of Science, 26:465–472,
(1883).
[7] R. Winston, W.T. Welford “The Optics of Non-Imaging Concentrators” Academic
Press, New York, (1948).
[8] P.Benitez, J.C. Min˜ano “Simultaneus multiple surface optical design method in
three dimensions” Optical engineering 43(7), 1489-1502 (2004)
[9] J.C. Min˜ano “Two dimensional nonimaging concentrators with inhomogeneus me-
dia: a new look” Journal of the Optical Society of America A 2(11), pp. 1826-1831,
(1985)
17
Cap´ıtulo 2
Optimizacio´n de sistemas o´pticos
no formadores de imagen
Un sistema o´ptico es un conjunto de elementos que recogen y distribuyen la luz
de la manera espec´ıfica satisfaciendo los objetivos establecidos en cada caso particular.
Las caracter´ısticas de los sistemas o´pticos dependen dra´sticamente de las fuentes de luz
empleadas, bien sea luz solar, fuentes LED, lasers, etc. Las caracter´ısticas del sistema
o´ptico dependen tambie´n de la funcio´n para la cual este haya sido disen˜ado, algunos
ejemplos podr´ıan ser concentradores, formadores de imagen, iluminacio´n, etc. Adema´s
el me´todo y el dispositivo para captar, procesar y registrar los resultados puede con-
dicionar el disen˜o del sistema o´ptico, ya sea el dispositivo de captacio´n una pantalla,
un fotodetector, una ca´mara CCD, o bien el ojo humano. Por tanto los sistemas o´pticos
segu´n su complejidad pueden ir desde sencillos espejos o fibras o´pticas hasta complicados
telescopios, sistemas de iluminacio´n natural o sondas o´pticas para sate´lites.
La obtencio´n de un sistema o´ptico eficaz para una aplicacio´n determinada es un
problema complejo, a menudo con diversas soluciones, que no se puede resolver aplicando
una metodolog´ıa simple de disen˜o. Por este motivo se debe recurrir al empleo de te´cnicas
de optimizacio´n tal y como suele hacerse en multitud de otros campos de la ciencia. La
optimizacio´n es una rama de las matema´ticas aplicadas que consiste en la recopilacio´n de
principios y me´todos usados para resolver problemas cuantitativos de distintas disciplinas
cient´ıficas como la ingenier´ıa, la o´ptica o la economı´a con el fin de obtener la mejor
solucio´n posible. Esto es equivalente a buscar los ma´ximos y mı´nimos de una funcio´n
que represente el problema a abordar.
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A lo largo de este cap´ıtulo se describira´n y aplicara´n distintas te´cnicas de opti-
mizacio´n a sistemas o´pticos no formadores de ima´genes. Se tendra´ en cuenta tanto los
resultados obtenidos respecto a los objetivos optimizados, como el tiempo de ejecucio´n
necesario y la complejidad de la geometr´ıa optimizada. En base a este criterio se ele-
gira´ el me´todo de optimizacio´n ma´s adecuado para cada disen˜o que sera´ empleado en
posteriores cap´ıtulos (Cap´ıtulos 3, 4)
2.1. Conceptos ba´sicos de optimizacio´n
En ingenier´ıa o´ptica, as´ı como en la mayor´ıa de las disciplinas cient´ıficas, se requiere
obtener el mejor disen˜o posible por medio de los recursos a nuestra disposicio´n. En el
actual panorama tecnolo´gico altamente competitivo ya no es suficiente disen˜ar un sistema
cuyo cumplimiento de la tarea requerida sea u´nicamente satisfactoria, es adema´s esencial
obtener el mejor disen˜o dentro de las limitaciones establecidas. Para obtener nuevos
productos en cualquier campo (aeroespacial, automotriz, foto´nica, qu´ımica, ele´ctrica,
biome´dica, agr´ıcola, etc.) es necesario utilizar herramientas de disen˜o que proporcionen
resultados o´ptimos de forma ra´pida y econo´mica [1, 2]. La optimizacio´n nume´rica es una
de las herramientas a nuestra disposicio´n para alcanzar dicho objetivo.
Hoy en d´ıa el sector de la o´ptica esta´ viendo como muchos de sus productos se
incorporan e integran junto con dispositivos electro´nicos, de modo que adoptan los ciclos
de vida de este sector, con lo que con frecuencia los tiempos de lanzamiento se ven
reducidos de una forma dra´stica. Este hecho hace au´n ma´s apremiante la necesidad
de disponer herramientas automa´ticas que sean capaces de reducir el tiempo de disen˜o
implicando la mı´nima interaccio´n por parte del disen˜ador.
Un proceso de optimizacio´n consiste en la bu´squeda, a partir de un disen˜o o confi-
guracio´n inicial de un sistema, de la mejor solucio´n posible para un problema planteado.
En el caso ma´s simple consiste en maximizar o minimizar una funcio´n objetivo o funcio´n
de me´rito dado un dominio definido entre el que elegir las variables de entrada de dicha
funcio´n real. En el campo del disen˜o o´ptico la funcio´n objetivo describe o engloba por
lo general el comportamiento de un dispositivo o´ptico o un conjunto de los mismos que
forma un sistema o´ptico.
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Algunos de los conceptos ba´sicos para un proceso de optimizacio´n se describen a
continuacio´n:
Algoritmo de optimizacio´n: Un algoritmo es un conjunto de instrucciones y
reglas que establecen un procedimiento formado por diferentes pasos o etapas su-
cesivas y que tiene como objetivo la resolucio´n de un problema concreto. El al-
goritmo de optimizacio´n fija los valores de los para´metros del problema en cada
iteracio´n, y de esta manera establece un me´todo automa´tico que gu´ıa el desarrollo
del proceso de optimizacio´n. Por tanto la convergencia del problema en una so-
lucio´n determinada, depende las caracter´ısticas del algoritmo. Si el algoritmo de
optimizacio´n empleado es el adecuado para el problema que se plantea entonces
se obtiene una solucio´n optima, sin embargo, dependiendo de la naturaleza del
problema, los algoritmos son susceptibles de entran en un bucle infinito sin alcan-
zar ninguna solucio´n concreta. El proceso de optimizacio´n tambie´n depende del
conjunto factible y las caracter´ısticas de la funcio´n de me´rito que se describen a
continuacio´n, aunque estas u´ltimas se pueden considerar como parte del propio
algoritmo de optimizacio´n.
Funcio´n de me´rito (MF): Durante la ejecucio´n de un algoritmo de optimizacio´n
de una funcio´n no lineal es necesario disponer de un criterio para determinar la
bondad de la solucio´n alcanzada en cada iteracio´n del proceso. La funcio´n de me´rito
proporciona la informacio´n necesaria para establecer dicho criterio. Evaluando la
funcio´n de me´rito el algoritmo de optimizacio´n es capaz de elegir la mejor solucio´n
de todas las iteraciones. En el caso ma´s sencillo se impone un u´nico objetivo o
para´metro de optimizacio´n, y el sistema estara´ caracterizado por una u´nica varia-
ble, de este modo que el problema estara´ representado por una funcio´n de me´rito
de un solo argumento en la cual tanto el dominio como la imagen de la funcio´n
sera´n nu´meros reales, y el valor o´ptimo correspondera´ a un mı´nimo o a un ma´ximo
de dicha funcio´n.
Extremo relativo: Un extremo relativo es un punto del dominio de la funcio´n
en el cual la funcio´n alcanza un valor ma´ximo o mı´nimo relativo respecto a su
entorno. Para ello, la funcio´n debe estar en un punto en el cual no esta creciendo
ni decreciendo y, por ende, su primera derivada debe ser igual a cero o indefinida
f ′ = 0.
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Un punto en el dominio de una funcio´n donde la derivada es igual a cero indefinida
tambie´n es llamado punto o valor critico.
f : M → N, dondeM ⊂ R y N ⊂ R. (2.1)
Pero el disen˜ador o´ptico se encuentran a menudo sistemas complejos compuestos
por multiples elementos, de modo que es preciso describirlos mediante funciones
multivariables que requieren la optimizacio´n simulta´nea de varios objetivos. A
diferencia de los problemas de optimizacio´n con un u´nico objetivo la optimizacio´n
multivariable puede generar un conflicto entre objetivos de modo que el concepto
de objetivo o´ptimo es ahora relativo y sera´ necesario decidir de alguna forma cua´l
es la mejor solucio´n al problema.
f(x¯) : S → T, donde S ⊂ Rn y T ⊂ Rm. (2.2)
El conjunto factible:
El conjunto de puntos que satisfacen la igualdad y restricciones de desigualdad [ec.
2.3] se llama el conjunto factible de la optimizacio´n. Sus elementos se denominan
como puntos factibles.
En el caso de la optimizacio´n multivariable el dominio de la funcio´n delimita un
rango de decisiones factibles (posibles soluciones) dentro del espacio vectorial Rn.
En la mayor parte de los problemas de disen˜o o´ptico esta´n presentes ligaduras entre
las variables o limitaciones en las mismas que vienen dadas por la naturaleza del
sistema analizado, rango permisible de las variables, reglas de operacio´n. etc.
Por ello un problema de optimizacio´n se formula habitualmente como:
min f(x¯),
gi(x¯) = c ∀i ∈ Γ,
hj(x¯) ≥ 0 ∀j ∈ Υ.
 (2.3)
donde gi, hj son un conjunto de funciones continuas de restriccio´n. A menudo se
imponen l´ımites expl´ıcitos al valor de la funcio´n de restriccio´n pero tales modelos
ma´s espec´ıficos tambie´n son susceptibles a la definicio´n anterior [ec. 2.3].
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La presencia de restricciones limita el espacio de bu´squeda pero al mismo tiempo
dificulta el encontrar la solucio´n o´ptima porque se pueden perder algunos de los criterios
como que el gradiente es nulo en la solucio´n o´ptima (extremo relativo). Una estrategia
orientada a calcular el o´ptimo sin restricciones y luego limitarlo al contorno de la regio´n
factible lleva a soluciones incorrectas.
En teor´ıa, se precisan encontrar todas las soluciones globales para el modelo [ec.
2.3], suponiendo que el conjunto soluciones es finito. Sin embargo es ma´s pra´ctico y a
menudo realista encontrar aproximaciones adecuadas del conjunto de o´ptimos globales
tras un nu´mero finito de pasos en los que se evalu´an el objetivo y las restricciones en los
puntos de bu´squeda seleccionados por el algoritmo de optimizacio´n.
A continuacio´n se citara´n las estrategias de optimizacio´n o algoritmos ma´s fre-
cuentes divididos en me´todos exactos y me´todos heur´ısticos, estos u´ltimos se basan en
formular conceptos que gu´ıen el algoritmo observando el comportamiento de los casos
particulares.[3]
Los algoritmos deterministas, pertenecientes al primer grupo, tienen una garant´ıa
rigurosa (al menos a priori) para encontrar al menos una o todas las soluciones globa-
les. Sin embargo la carga computacional asociada puede llegar a ser excesiva a medida
que aumenta la complejidad del modelo. En este caso, para enfrentarse a problemas
de grandes dimensiones o sin estructura definida, es ma´s pra´ctico emplear algoritmos
estoca´sticos y me´todos heur´ısticos inteligentes que tienen un componente de bu´squeda
global estoca´stica. Los me´todos heur´ısticos, por regla, no tienen estricta garant´ıas de con-
vergencia, sin embargo, en muchos casos pueden convertirse en una pra´ctica herramienta
para abordar modelos fuera del alcance de la rigurosa metodolog´ıa exacta.
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2.1.1. Me´todos exactos de optimizacio´n
2.1.1.1. Me´todo de Newton
El me´todo de Newton (conocido tambie´n como el me´todo de Newton-Raphson
o el me´todo de Newton-Fourier) es un algoritmo iterativo para encontrar los extremos
relativos de una funcio´n aproximando esta a una funcio´n cuadra´tica. De acuerdo con la
primera condicio´n necesaria para que una funcio´n tuviera un extremo relativo o mı´nimo
local se debe cumplir que f ′(x) = 0. Por lo tanto podemos aplicar el me´todo de Newton
a la derivada:
xk+1 = xk − f
′(xk)
f ′′(xk)
, (2.4)
siendo xk el valor dentro del conjunto factible de la iteracio´n k-esima y xk+1 el valor de
la pro´xima iteracio´n en el curso de la optimizacio´n.
Pero el me´todo de Newton no asegura la convergencia global, ya que si existen
varios extremos relativos entonces el me´todo puede no alcanzar el extremo deseado si no
se parte de un punto inicial suficientemente cercano. Adema´s es necesario calcular tanto
f ′(x) como f ′′(x).
2.1.1.2. Programacio´n cuadra´tica secuencial (SQP )
La programacio´n cuadra´tica secuencial se considera como un me´todo cuasi-Newton
y es uno de los me´todos ma´s eficientes para optimizacio´n no lineal con restricciones.
Numerosos paquetes de software soportan este me´todo de optimizacio´n (Optima, Matlab,
OPSY C o SQP ). La idea de los me´todos de programacio´n cuadra´tica secuencial es
modelar el problema no lineal para una iteracio´n dada xk (siendo k un numero natural)
mediante un sub-problema de programacio´n cuadra´tica (QP ) cuya solucio´n se emplea
para construir la siguiente iteracio´n xk+1 del problema global [4].
Para describir el me´todo SQP es necesario introducir el Lagrangiano, L, asociado
a un problema no lineal bajo unas restricciones dadas [ec. 2.3].
L(x¯, λ, σ) = f(x¯)− λT (c− g(x¯))− σTh(x¯), (2.5)
donde λT y σT son las matrices traspuestas de los multiplicadores de Lagrange, que se
interpretan como el cambio de la variacio´n de la funcio´n objetivo respecto de la funcio´n
de restriccio´n [ec. 2.3].
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En su forma mas simple el algoritmo SQP reemplaza la funcio´n de me´rito o funcio´n
objetivo por una aproximacio´n cuadra´tica que representa el subproblema a optimizar:
 min qk(d)qk(d) = ∇f(xk)Td+ 12dT∇2L(xk, λk, σk)d
 , (2.6)
donde d es la matriz de direccio´n que nos indica el siguiente valor de la optimizacio´n
dentro del conjunto factibl, xk+1 = xk +d. El operador nabla, ∇, representa el gradiente
de una funcio´n que equivale a la matriz de las derivadas parciales, y ∇2 el Laplaciano
que equivale a la suma de las derivadas segundas parciales:
∇f(xk) = (∂f(xk)∂x1 , ∂f(xk)∂x2 , .., ∂f(xk)∂xn ), (2.7)
∇2f(xk) = ∂2f(xk)
∂x21
+ ∂
2f(xk)
∂x22
+ ..+ ∂
2f(xk)
∂x2n
, (2.8)
donde xk = (xk1, x
k
2, ..., x
k
n).
En el caso del me´todo SQP las iteraciones xk no necesitan ser puntos factibles,
ya que el ca´lculo de los puntos factibles en el caso de funciones no lineales restringidas
puede ser tan dif´ıcil como la solucio´n de la propia optimizacio´n. Esta construccio´n se
realiza de tal manera que la secuencia xk converge a un mı´nimo local de la optimizacio´n
a medida que k → ∞. En este sentido se asemeja al me´todo de Newton y los me´todos
cuasi-Newton para la solucio´n nume´rica de sistemas algebraicos de ecuaciones no lineales.
Sin embargo, la presencia de restricciones hace que tanto el ana´lisis como la aplicacio´n
de me´todos SQP sea mucho ma´s compleja.
La aplicacio´n del algoritmo SQP consta de tres etapas principales:
La actualizacio´n de la matriz de Hesse
Se define como matriz Hessiana de una funcio´n f real como la matriz cuadrada de
n x n de las derivadas segundas parciales:
Hf (x)i,j =
∂2f(x)
∂xi∂xj
. (2.9)
La matriz hessiana es utilizada en problemas de optimizacio´n restringida. El de-
terminante de sus principales menores se utiliza como criterio para determinar si
un punto cr´ıtico de una funcio´n es un mı´nimo, ma´ximo, punto de inflexio´n o no
determinado.
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Solucio´n del problema de programacio´n cuadra´tica
El procedimiento de solucio´n consta de dos fases. La primera fase consiste en el
ca´lculo de un punto factible (si existe). La segunda fase implica la generacio´n de
una secuencia iterativa de puntos factibles que convergen a la solucio´n.
Ca´lculo funcio´n de me´rito
La solucio´n del sub-problema cuadra´tico genera un vector dk [ec. 2.7] que es utili-
zado para la proxima iteracio´n a la vez que permite calcular la funcio´n de me´rito
comprobando el progreso adecuado de la optimizacio´n.
2.1.2. Me´todos heur´ısticos
2.1.2.1. Los algoritmos gene´ticos.
La optimizacio´n evolutiva permite un enfoque heur´ıstico que pretende “imitar”
modelos de evolucio´n biolo´gica. Diversos algoritmos determin´ısticos y estoca´sticos se
pueden construir basa´ndose en reglas evolutivas. Estas estrategias se aplican a problemas
de optimizacio´n continuos y discretos bajo requisitos estructurales leves. Esta clase de
optimizacio´n se basa en procesos de aprendizaje dentro de una poblacio´n de individuos,
cada uno de los cuales representa un punto en el espacio de soluciones potenciales al
problema planteado.
Los algoritmos gene´ticos son capaces de evitar los problemas comunes de los al-
goritmos de optimizacio´n local, pero pueden converger prematuramente debido a una
escasa poblacio´n o demorarse en exceso en la bu´squeda de soluciones que quiza´s no
tengan cabida en el problema.
Los algoritmos evolutivos han sido aplicados de manera eficiente en cuanto a su
estimacio´n de para´metros en el contexto de simulaciones electromagne´ticas de gran exi-
gencia computacional, as´ı como a la hora de optimizar la distribucio´n de canal de fre-
cuencia en fibras o´pticas y determinar los modelos de dispersion de complejos materiales
diele´ctricos [5]. Adema´s estos algoritmos han sido aplicados con e´xito tanto al disen˜o de
lentes de concentracio´n para sistemas pasivos de seguimiento solar que guardan estrecha
relacio´n con algunas de las aplicaciones desarrolladas en este trabajo [6].
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2.1.2.2. Algoritmo Nelder-Mead
El algoritmo Nelder-Mead, publicado en 1965, es un me´todo de bu´squeda directa
muy popular para la minimizacio´n multidimensional sin restricciones. Una muestra de
su impacto a d´ıa de hoy es su inclusio´n en la gu´ıa “Numerical Recipes” [7] (donde se le
nombra como “moeba algorithm”) siendo estos los libros de me´todos de programacio´n
cient´ıfica ma´s vendidos de todos los tiempos (segu´n la editorial “Cambridge University
Press”) con ma´s de 3000 citaciones al an˜o en la literatura cient´ıfica [8]. Adema´s este algo-
ritmo de optimizacio´n es empleado en multitud de funciones de la toolbox del programa
de ca´lculo nume´rico Matlab.
El algoritmo Nelder-Mead es un me´todo heur´ıstico que utiliza el concepto de sim-
plex (aplicado con e´xito a optimizacio´n de sistemas de iluminacio´n [9]), que es un politopo
de N + 1 ve´rtices en N dimensiones. Siendo un politopo un objeto geome´trico de bordes
planos que existe en cualquier numero de dimensiones. As´ı un pol´ıgono es un politopo en
dos dimensiones, un poliedro en tres, etc. Los vertices del simplex son aproximaciones al
o´ptimo global que se van modificando a medida que se encuentra un punto del conjunto
factible para el cual se consigue mejorar la funcio´n objetivo respecto al simplex inicial.
El me´todo Nelder-Mead es un algoritmo de bu´squeda directa, no emplea informa-
cio´n sobre la derivada de la funcio´n, que compara valores funcionales; los valores de la
funcio´n objetivo son tomados en un conjunto de puntos muestreados (simplex) y son
usados para continuar el proceso.
La variacio´n del Simplex se lleva a cabo segu´n 4 operaciones ba´sicas: reflexio´n,
expansio´n, contraccio´n y encogimiento, que esta´n asociadas a 4 para´metros res-
pectivamente: 
ρ > 0,
χ > max(ρ, 1),
0 < γ < 1,
0 < σ < 1.

. (2.10)
A continuacio´n se describe la obtencio´n del simplex de dimensio´n (dim+1) corres-
pondiente a la iteracio´n k-e´sima del algoritmo Nelder-Mead para minimizar una funcio´n
objetivo. Durante la descripcio´n del me´todo Nelder-Mead el sub´ındice de la variable x
indica el rango de puntos estudiados en cada iteracio´n en lugar de las sub-variables que
componen x como hemos visto hasta ahora.
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1. Ordenacio´n:
En primer lugar se ordenan los puntos del conjunto factible que componen el
simplex para que los valores de la funcio´n de me´rito en dichos puntos sigan un
orden creciente.
xk−11 , x
k−1
2 , ..., x
k−1
dim , x
k−1
dim+1 k ≥ 1, (2.11)
f
(
xk−11
) ≤ f(xk−12 ) ≤ ... ≤ f(xk−1dim) ≤ f(xk−1dim+1). (2.12)
Al tratarse de un problema de minimizacio´n el primer punto xk−11 es, hasta el
momento, el mejor de las soluciones contenidas en el simplex.
2. Reflexio´n:
Se halla el punto de reflexio´n que sera´ el punto sime´trico, ponderado por ρ, de la
peor solucio´n respecto al valor medio de los dim mejores puntos del simplex.
x¯ =
1
dim
dim∑
i=1
xk−1i , (2.13)
xreflex = x¯+ ρ(x¯− xdim+1). (2.14)
Se evalu´a la funcio´n de me´rito en dicho punto f(xreflex) y la siguiente operacio´n
del algoritmo depende de este resultado:
a) f(xreflex) < f(x1). En caso de que el punto de reflexio´n mejore el mejor de
los puntos del simplex se procede a la operacio´n de expansio´n
b) f(x1) < f(xreflex) < f(xdim). En caso de que el punto de reflexio´n no mejore
el mejor de los puntos del simplex pero si alguno de los dim mejores se acepta
el punto reflejado y se descarta el peor punto para formar un nuevo simplex.
En este caso se da por concluida la iteracio´n k-e´sima.
c) f(xreflex) ≥ f(xdim). En caso de que el punto de reflexio´n no mejore ningu´n
punto del los dim mejores simplex se procede a la operacio´n de contraccio´n.
Hay que tener en cuenta que xreflex se evalu´a respecto a los dim mejores puntos
dejando fuera de la comparacio´n el peor de todos xdim+1
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3. Expansio´n:
Se calcula el punto de expansio´n para ver si se puede mejorar au´n ma´s el punto de
reflexio´n calculado:
xexpan = x¯+ χ(xrefle − x¯). (2.15)
Se evalu´a de nuevo la funcio´n de me´rito f(xexpan), si se ha mejorado respecto
al punto de reflexio´n, f(xexpan) < f(xreflex), se acepta el punto de expansio´n
y se descarta el peor punto para formar un nuevo simplex. En caso contrario,
f(xexpan) > f(xreflex), se acepta el punto reflejado en su lugar. En cualquiera de
los dos casos se da por terminada la iteracio´n.
4. Contraccio´n: Esta operacio´n se lleva a cabo si el punto reflejado, xreflex, no ha
mejorado ninguno de los dim mejores puntos del simplex, por tanto solo queda
compararlo con el peor de todos los puntos xdim+1. Dependiendo del resultado la
operacio´n de contraccio´n se realizara´ hacia el mejor de estos dos puntos.
Contraccio´n hacia fuera: Si el punto reflejado es mejor que el peor de los puntos
del simplex, f(xreflex) ≤ f(xdim+1), entonces se calcula el punto contra´ıdo
segu´n la ecuacio´n 2.16.
xcon−f = x¯+ γ(xrefle − x¯). (2.16)
A continuacio´n se evalu´a la funcio´n de me´rito en el punto contra´ıdo f(xcon−f ),
si se ha mejorado f(xcon−f ) < f(xreflex) se acepta el punto contra´ıdo y se
descarta el peor de los puntos dando por finalizada la iteracio´n. En caso
contrario se procede a la operacio´n de encogimiento.
Contraccio´n hacia dentro: Si el punto reflejado iguala o empeora el peor de
los puntos del simplex f(xreflex) ≥ (xdim+1), entonces se calcula el punto
contra´ıdo segu´n la ecuacio´n 2.17.
xcon−d = x¯+ γ(xdim+1 − x¯). (2.17)
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A continuacio´n se evalu´a la funcio´n de me´rito en el punto contra´ıdo f(xcon−d),
si se ha mejorado f(xcon−d) < f(xdim+1), entonces se acepta el punto con-
tra´ıdo y se descarta el peor de los puntos para formar un nuevo simplex y de
este modo se llega al final de la iteracio´n k-e´sima.En caso contrario se procede
a la operacio´n de encogimiento.
5. Encogimiento:
Se toman dim nuevos puntos para el simplex.
νi = x1 + σ(xi − x1), i = 2, ..., dim+ 1. (2.18)
El nuevo simplex tiene pues como vertices los puntos x1, ν2, ..., νdim+1 y se da por
finalizada la iteracio´n.
En la figura 2.1 se presenta una diagrama de flujo del algoritmo de Nelder-Mead
que ilustra el funcionamiento anteriormente descrito.
Figura 2.1: Diagrama de flujo del algoritmo Nelder Mead
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La modificacio´n del simplex que se produce a lo largo del algoritmo Nelder-Mead
determina la solucio´n o´ptima del sistema. De este modo se alcanza un valor mı´nimo de
la funcio´n de me´rito que depende a su vez de los para´metros empleados en el algoritmo.
Estos para´metros vienen predeterminados por defecto por valores [ec. 2.19].
ρ = 1, χ = 2, γ = 1/2, σ = 1/2. (2.19)
Estos valores por defecto se emplean en las optimizaciones presentadas a lo largo de
este cap´ıtulo, as´ı como en el resto de aplicaciones (Apartado 2.1.1.2) en cuya optimizacio´n
recurren al algoritmo Nelder-Mead.
2.2. Optimizacio´n dispositivos o´pticos no formadores de
imagen mediante algoritmo de funcio´n de me´rito dina´mi-
ca (DMF)
Las te´cnicas de optimizacio´n automa´tica han sido recientemente introducidas en el
disen˜o de sistemas anido´licos [10]. Las herramientas de trazado secuencial de rayos junto
con los sistemas o´pticos complejos son los principales impedimentos para la aplicacio´n
extensiva de las te´cnicas de optimizacio´n automa´ticas (de pesos dina´micos) a sistemas
o´pticos no formadores de ima´genes.
Recientemente, las mejoras en las prestaciones del hardware y software permiten la
implementacio´n de funcionalidades en los paquetes de software [11, 12] que las convierten
en herramientas de gran potencial en los problemas de disen˜o de sistemas anido´licos. Los
principales pasos en los procesos de optimizacio´n de sistemas no formadores de ima´genes
son:
1. La parametrizacio´n de sistemas o´pticos, incluyendo la definicio´n de las ecuaciones
de restriccio´n o ligadura.
2. La definicio´n de la funcio´n de me´rito (MF ) que sera´ objeto de la maximizacio´n o
minimizacio´n [13].
3. La seleccio´n del algoritmo de optimizacio´n, en particular el algoritmo Nelder-Mead
(descrito en el la seccio´n 2.1.2.2 ) asegura un me´todo robusto y convergente en
optimizacio´n de sistemas anido´licos [14].
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A lo largo de esta seccio´n se centra la atencio´n en la funcio´n de me´rito ya que proporciona
informacio´n imprescindible para el transcurso el proceso de optimizacio´n y segu´n sus
caracter´ısticas puede condicionar la solucio´n alcanzada. La forma ma´s comu´n para definir
la funcio´n de me´rito corresponde a la suma ponderada de la diferencia entre las variables
y sus correspondientes objetivos al cuadrados [15]
MF =
∑
i
wi(Vi − Ti)2. (2.20)
Los pesos wi son por lo general ajustados manualmente en un proceso de prueba
y error [16], este me´todo no es o´ptimo y sugiere la necesidad de introducir me´todos de
ajuste automa´tico de los pesos wi. En esta seccio´n se propone el uso de un nuevo tipo de
funciones de me´rito dina´micas (DMF ) que ajustara´n automa´ticamente el valor de los
pesos durante la optimizacio´n. La variacio´n del valor de los pesos modifica el problema
de optimizacio´n, alterando los extremos locales (ma´ximos y mı´nimos), y por tanto la
DMF se puede considerar un me´todo global de optimizacio´n [17].
2.2.1. Funcio´n de me´rito dina´mica DMF
En los sistemas no formadores de imagen la designacio´n de la funcio´n de me´rito,
as´ı como la semilla y el algoritmo de optimizacio´n resultan factores decisivo para el propio
proceso de optimizacio´n. El algoritmo tiene que ser robusto, preciso, y convergente, con
una funcio´n de me´rito que t´ıpicamente aporta informacio´n sobre la transferencia de flujo
luminoso entre la fuente y el destino, as´ı como su distribucio´n. En cambio el disen˜o de
sistemas formadores de imagen necesitan normalmente una funcio´n de me´rito diferente
y altamente dependiente de la aplicacio´n.
El ca´lculo de la funcio´n de me´rito requiere abordar el problema con la mayor
exactitud posible, y en el caso de las optimizaciones por simulacio´n de trazados o´pticos
esto se traduce en aumentar la cantidad rayos con el fin de comprobar de manera precisa
el comportamiento del sistema. Una eleccio´n incorrecta del numero de rayos del trazado
puede conducir a un error de ca´lculo que arroje un valor extremo en la funcio´n de me´rito
debido a los factores estoca´sticos que intervienen en el ca´lculo de la funcio´n de me´rito
y que se ven magnificados al reducir el numero de rayos. Para remediar este problema
la solucio´n obvia es aumentar en numero de rayos trazados en la simulacio´n pero esto
tiene el efecto adverso al reducir la velocidad de todo el proceso de optimizacio´n.
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En el proceso de disen˜o o´ptico a menudo se encuentran sistemas complejos cuyo
comportamiento debe ser caracterizado por multiples para´metros. A la hora de optimizar
estos disen˜os es necesario tener en cuenta diversos objetivos, lo cual hace ma´s complejo el
proceso ya que la tendencia de cada objetivo puede ser muy diferente entre s´ı en relacio´n
a cada para´metro de la optimizacio´n. Para reflejar esta realidad a menudo se emplean
me´todos basados en la combinacio´n de objetivos, donde se introducen el concepto de
coeficientes de peso, wi, que establecen la importancia relativa de cada objetivo.
F (x) = w1F1(x) + w2F2(x) + ...+ wnFn(x). (2.21)
Mediante la suma ponderada se obtiene una u´nica funcio´n de me´rito, F (x), [ec.
2.21] que convierte el problema de optimizacio´n multi-objetivo en una optimizacio´n
escalar. Se emplea la notacio´n vectorial para las variables de la funcio´n de me´rito y
objetivos para representar las mu´ltiples variables que caracterizan el sistema o´ptico.
Dependiendo de la naturaleza de los pesos se puede hablar de; me´todos de asig-
nacio´n de prioridades, donde el valor de los pesos se establece exclusivamente segu´n
la importancia de cada objetivo; o bien me´todos de optimizacio´n por metas, en la
cual se establece un valor ideal para cada objetivo y cada uno de los pesos dependen a su
vez de la distancia a dicha meta wi′ = wi|Fi−Mi|; tambie´n se contemplan la optimiza-
cio´n de pesos esta´ticos u optimizacio´n convencional si estos mantienen su valor
a lo largo del proceso de optimizacio´n, o bien de optimizacio´n de pesos dina´micos
si el valor asignado a dichos coeficientes se modifica a dina´micamente en funcio´n de la
evolucio´n de la optimizacio´n y los resultados alcanzados.
Los me´todos de optimizacio´n dina´mica aplicados sobre sistemas no lineales (sen-
sibles a las condiciones iniciales) tienen la propiedad particular de automodificarse para
optimizar su respuesta, de lo que surgen capacidades similares o comparadas a menudo
con el aprendizaje humano. En este sentido la ciencia ha desarrollado sistemas similares
denominados redes neuronales artificiales que permiten el ana´lisis de multiples tipos de
datos y reflejan esta capacidad de aprendizaje. De este modo la optimizacio´n de pesos
dina´micos incluida en este trabajo se podr´ıa tambie´n enfocar desde el punto de vista de
una red neuronal donde cada peso corresponde a una neurona. Otra opcio´n es introducir
el concepto de funcio´n de me´rito dina´mica (DMF) que estar´ıa englobado en la optimi-
zacio´n de pesos dina´micos siendo esta funcio´n de me´rito la que controla la el valor
de los pesos en cada iteracio´n de la optimizacio´n.
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Para determinar la te´cnica ma´s efectiva orientada a la optimizacio´n de nuestros
sistemas o´pticos se desarrollara´ un estudio distinguiendo entre funciones de me´rito cons-
tantes y dina´micas, lo que supone diferenciar entre optimizacio´n de pesos constantes
o adaptativos. En este estudio se analizara´n dispositivos no formadores de ima´genes
y se tendra´n en cuenta tanto los resultados o´ptimos como los recursos y el tiempo de
computacio´n requerido.
Para disen˜os no formadores de imagen los objetivos mas comunes a optimizar son
la eficiencia, uniformidad, emisio´n angular, factor de concentracio´n, etc. [16], [17], [18], y
normalmente varios de ellos deben ser optimizados simulta´neamente. A lo largo de este
cap´ıtulo la eficiencia de transferencia de flujo entre fuente-detector, y la uniformidad de
la distribucio´n de flujo en el plano de trabajo sera´n elegidos como objetivos de la funcio´n
de me´rito ya que forman los para´metros ma´s t´ıpicos involucrados en los sistemas de
o´pticos no formadores de ima´genes. La eficiencia, η, mide el flujo que llega a la pantalla
del detector dividido por el flujo total emitido.
La uniformidad, U , se calcula como la media de irradiancia dividido por el ma´ximo
en la pantalla del detector.
η = ΦdetectorΦemitted , U =
E¯
Emax
. (2.22)
Pero el equilibrio adecuado entre estos objetivos y por lo tanto la eleccio´n correcta
de los pesos de funcio´n de me´rito es todav´ıa una cuestio´n de prueba y error [19] cuya
eleccio´n o´ptima depende del problema particular considerado. Para asegurar los valores
adecuados de los pesos se propone una funcio´n de me´rito dina´mica (DMF ) que modifique
los pesos de cada objetivo a medida que la optimizacio´n avanza.
DMF = 2− [wη(n)η + wU (n)U] = 2− [λ(n)ρ+ (2− λ(n))U], (2.23)
donde η es la eficiencia, U la uniformidad, wη es el peso para el objetivo de la eficiencia,
wU es el pesos para la uniformidad, n es el nu´mero de iteracio´n de la optimizacio´n DMF ,
y λ define las restricciones entre los factores de los pesos:
wη(n) = λ(n) (2.24)
wη(n) + wU (n) = 2 (2.25)
λ(n)[0, 2] (2.26)
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El algoritmo de Nelder-Mead sera´ el elegido para llevar a cabo las optimizaciones
DMF . Este me´todo nume´rico (Apartado 2.1.2.2), basado en el concepto de simplex [20],
es una te´cnica habitual para minimizar una funcio´n no lineal multi-objetivo. De esta
manera el proceso de optimizacio´n se convierte en un problema de minimizacio´n y la
DMF decrece a medida que los objetivos (η, U) aumentan [ec. 2.23]. El valor mı´nimo de
DMF es cero ya que el valor ma´ximo ideal de los objetivos es uno y λ var´ıa entre 0 y 2
[ec. 2.24]. Durante este estudio los diferentes procesos optimizacio´n siempre se iniciara´n
con valores uniformes de los pesos wη=wU=1, que sera´n revisados cada iteracio´n de
DMF . En cambio la funcio´n de me´rito convencional CMF emplea valores fijos de los
pesos que no se modifican durante todo el proceso.
Un u´nica iteracio´n de DMF comprende pues varias iteraciones de CMF que se
denotara´n por el ı´ndice m (fig. 2.2). La optimizacio´n CMF concluye bajo dos condicio-
nes autosuficientes; la primera condicio´n se alcanza si la optimizacio´n CMF llega a la
iteracio´n ma´xima m = M ; la segunda condicio´n depende de los para´metros de tolerancia
que establecen la variacio´n mı´nima considerada para la funcio´n de me´rito y la mı´nima
variacio´n de las variables o para´metros del sistema. Las variaciones de la MF junto con
variables de la optimizacio´n tienen que ser simulta´neamente menor que los respectivos
valores de tolerancia (TolFun, TolX) para dar por finalizada la optimizacio´n CMF .
La te´cnica DMF tiende a equilibrar los pesos de la MF comparando los valores
obtenidos de cada objetivo y sumando una cantidad D/n al coeficiente del peso del
objetivo menor mientras resta ese mismo valor al objetivo ma´s alto:
si (η(n) > U(n))⇒ wη(n+ 1) = wη(n)− Dn , wU (n+ 1) = wU (n) + Dnsi (η(n) < U(n))⇒ wη(n+ 1) = wη(n) + Dn , wU (n+ 1) = wU (n)− Dn
 (2.27)
o su equivalente en ecuaciones de restriccio´n lineal de pesos:
si (η(n) > U(n))⇒ λ(n+ 1) = λ(n)− Dnsi (η(n) < U(n))⇒ λ(n+ 1) = λ(n) + Dn
 (2.28)
donde D (0, 1).
A medida que la optimizacio´n DMF avanza (el ı´ndice n aumenta) la variacio´n
de los pesos (D/n) decrece dando como resultado una optimizacio´n convergente de alta
precisio´n.
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Figura 2.2: Diagrama de Flujo de DMF
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2.2.2. Ejemplos de optimizacio´n de sistemas no formadores de ima´ge-
nes
En esta seccio´n se llevara´ a cabo un estudio comparando las funciones de me´rito
convencional y dina´mica para analizar la efectividad de la te´cnica DMF , de esta manera
la diferencia entre una optimizacio´n de pesos esta´ticos frente a esos mismos pesos de
cara´cter dina´micos sera´ presentada.
Para llevar a cabo este estudio se seleccionan los siguientes sistemas: Lente de
concentracio´n, lente uniformizadora, Colimador LED de sen˜alizacio´n y una
luminaria plana de fuente LED. Las lentes de concentracio´n son t´ıpicamente dispo-
sitivos formadores de imagen pero en este cap´ıtulo la optimizacio´n que se lleva a cabo
no persigue lograr una imagen precisa si no que busca una configuracio´n o´ptima para
aplicaciones de concentracio´n de luz.
Las fuentes de luz empleadas para la lente de concentracio´n es un patro´n de 2 ·
105 rayos colimados de distribucio´n aleatoria, mientras que la fuente empleada para
la lente uniformizadora, el Colimador LED de sen˜alizacio´n y la luminaria LED cuenta
con un modelo virtual de emisio´n de un LED Rebel Luxeon de InGaN de 5 · 105 rayos
proporcionado por el fabricante.
Los objetivos de la optimizacio´n se miden en la pantalla del detector. La pantalla
subtiende un a´ngulo de 5o para la lente de concentracio´n y el Colimador LED, mientras
que subtiende 60o para la lente uniformizadora y la luminaria LED. Las dimensiones de
matriz empleada para procesar resultados son 512 x 512 pixels.
La contribucio´n de los objetivos de la optimizacio´n a la MF deben de mantener
un equilibrio en la medida de lo posible [21], la variacio´n de los pesos sigue la relacio´n
lineal [ec. 2.24] que asegura el equilibrio de la contribucio´n de los objetivos al ajustar el
incremento de los pesos (D/n) dina´micamente [ec. 2.27]. Para el resto de optimizaciones
de este cap´ıtulo se fija D = 0.3. Los para´metros de tolerancia de CMF se fijan segu´n
los siguientes valores: TolFun=TolX=10−4.
El ma´ximo de iteraciones de DMF se fija en N = 3, cada una de ellas equivalente
a mu´ltiples iteraciones de CMF (desde 60 iteraciones para la lente uniformizadora hasta
ma´s de 160 para la luminaria LED). El tiempo de ejecucio´n requerido es proporcional
al para´metro N ya que la optimizacio´n DMF requiere aproximadamente N veces el
tiempo de ejecucio´n de la optimizacio´n CMF . Este aumento del tiempo de ejecucio´n
merece la pena siempre que la optimizacio´n DMF alcance una mejora significativa de
los objetivos respecto a CMF .
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La mejora obtenida mediante el algoritmo DMF en comparacio´n con CMF se
medira´ mediante las siguientes magnitudes:
∆η = (ηDMF − ηCMF ), ∆U = (UDMF − UCMF ), (2.29)
donde ηCMF y UCMF son los objetivos de Eficiencia y Uniformidad obtenidos al final
de la optimizacio´n CMF (iteracio´n M), equivalente a la primera iteracio´n (n=1) del
algoritmo DMF (fig. 2.2). Mientras que ηDMF y UDMF son la Eficiencia y Uniformidad
al final the la u´ltima iteracio´n de DMF (iteracio´n N).
La semilla de inicializacio´n describe parte de los para´metros del algoritmo de opti-
mizacio´n (numero ma´ximo de iteraciones, precisio´n de la solucio´n, etc) adema´s de definir
la primera configuracio´n del sistema o´ptico. Dichos valores de inicializacio´n tienen una
gran repercusio´n en el sistema de optimizacio´n [22]. Si valores diferentes de inicializa-
cio´n conducen a resultados que difieren entre s´ı entonces una estrategia de mu´ltiples
re-inicalizaciones sera´ conveniente. Cada proceso de optimizacio´n presentado en este
cap´ıtulo es precedido por un ana´lisis de las variables iniciales de la configuracio´n del
sistema o´ptico. El tiempo de ejecucio´n requerido en cada optimizacio´n determina si es
ma´s conveniente probar con una gran cantidad de valores iniciales o bien realizar una
bu´squeda ma´s precisa de una semilla de inicializacio´n o´ptima. La influencia del rango
de valores de inicializacio´n contemplados, con respecto al resultado obtenido, se especi-
ficara´ en cada optimizacio´n llevada a cabo.
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2.2.2.1. Lente de concentracio´n
En esta seccio´n la optimizacio´n DMF se aplica a una lente biconvexa de concen-
tracio´n caracterizada por dos radios (R1, R2), el ı´ndice de refraccio´n n y el para´metro
de espesor T (fig. 2.3). El ı´ndice de refraccio´n del medio es n′=1 (aire).
Figura 2.3: Lente de concentracio´n. Para´metros de optimizacio´n R1, R2, T
El disen˜o de la lente de concentracio´n esta´ orientado a aplicaciones fotovoltaicas
por tanto la magnitud de uniformidad no puede ser ignorada. Una distribucio´n equili-
brada en el haz de luz concentrado es conveniente para lograr una intensidad luminosa
uniforme en el plano de la ce´lula fotovoltaica [23]. La falta de uniformidad en una ce´lula
fotovoltaica puede producir una perdida dra´stica de la eficiencia de conversio´n de energ´ıa
solar a ele´ctrica [24]. Aunque una perdida de uniformidad es inevitable si la lente de con-
centracio´n reduce el area iluminada a una superficie menor que la del detector donde se
calcula la uniformidad.
Para el proceso de optimizacio´n se eligen tres para´metros :R1, R2 y T . El conjunto
factible de soluciones esta´ formado por los valores posibles, dentro de un intervalo restrin-
gido, de dichos para´metros. Los valores iniciales elegidos son R1=R2=50mm, T=4mm
y n=1.59 (Policarbonato). Este valor de la semilla se selecciona al ser el que conduce
a unos resultados o´ptimos entre todo los puntos iniciales simulados. Dentro del rango
de valores iniciales simulados los resultados obtenidos para la uniformidad var´ıan en un
24 % mientras que la variacio´n relativa en eficiencia es del 5.6 %. Es lo´gico que los resul-
tados respecto a uniformidad muestren una mayor desviacio´n relativa frente a la semilla
de inicializacio´n ya que el valor absoluto este objetivo es menor que el de la eficiencia.
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La optimizacio´n alcanza una solucio´n o´ptima al final de la tercera iteracio´n DMF
(fig. 2.4), para esta configuracio´n optimizada los para´metros finales son R1=92.9mm,
R2=409mm, T=1.2mm. La optimizacio´n DMF aplicada a la lente de concentracio´n
biconvexa (descrita por 3 para´metros) alcanza una mejora del 13 % de eficiencia junto
con una ligera mejora del 1 % (tabla 2.1) en comparacio´n con la optimizacio´n CMF .
Figura 2.4: DMF aplicada a lente de concentracio´n de 3 para´metros
Cada iteracio´n de la DMF se delimita gra´ficamente mediante l´ıneas verticales dis-
continuas (fig. 2.4). Si solo se hubiese ejecutado una u´nica optimizacio´n CMF entonces
el resultado final no habr´ıa alcanzado la solucio´n o´ptima debido al efecto de un mı´nimo
local en el espacio de variables de la funcio´n de me´rito. La falta de capacidad de la
optimizacio´n convencional para evitar los mı´nimos locales es precisamente la principal
razo´n para desarrollar la te´cnica DMF la cual modifica el espacio de variables de la MF
as´ı como la distribucio´n de los mı´nimos locales.
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2.2.2.2. Lente uniformizadora de iluminacio´n
La lente uniformizadora de iluminacio´n es una geometr´ıa de revolucio´n caracteri-
zada por dos radios (R1, R2), una para´metro de altura H, el espesor T , un a´ngulo de
apertura α y el ı´ndice de refraccio´n n (fig. 2.5). Las 3 primeras variables (R1, R2, H)
sera´n seleccionados como para´metros de la optimizacio´n. Este dispositivo o´ptico se disen˜a
para obtener un tipo de emisio´n “Batwing” que garantiza un elevado factor de uniformi-
dad. Los valores iniciales de los para´metros son R1=R2=50mm y H=5mm. El conjunto
de puntos de inicializacio´n simulado conllevan una variacio´n relativa de la uniformidad
del 16.2 % y una variacio´n de la eficiencia del 10.6 %.
Figura 2.5: Lente uniformizadora. Para´metros de optimizacio´n R1, R2, H
Las lentes que ofrecen un patro´n de emisio´n tipo “Batwing” a menudo se aplican
en tareas de iluminacio´n [25, 26], en la cuales no solo es importante obtener una emisio´n
uniforme si no que adema´s se requiere una transferencia de flujo eficiente [27]. La necesi-
dad de reducir pe´rdidas y as´ı obtener un sistema de iluminacio´n eficiente es la principal
razo´n para emplear, una vez ma´s, la MF donde ambos objetivos esta´n incluidos [ec.
2.23].
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La optimizacio´n dina´mica DMF demuestra su efectividad al incrementar la efi-
ciencia cerca del 19.5 % y la uniformidad un 9.5 % (tabla 2.1) en comparacio´n con la
optimizacio´n CMF aplicada a la misma lente. La configuracio´n final de la lente uni-
formizadora (R1=63.7mm, R2=79.9mm, H=5.8mm), alcanzada mediante DMF (fig.
2.6) depende no solo del valor de los pesos si no tambie´n de los valores iniciales de los
para´metros. Dependiendo de la semilla de inicializacio´n la optimizacio´n DMF puede
tardar mas o menos iteraciones en alcanzar el resultado o´ptimo, mientras que los valores
iniciales son especialmente relevantes en una optimizacio´n CMF , dado que su cara´cter
invariable y su proximidad a un mı´nimo local pueden determinar la validez y efectividad
de la optimizacio´n.
Figura 2.6: DMF aplicada a lente de uniformizadora de 3 para´metros
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2.2.2.3. Colimador LED aplicado a sen˜alizacio´n
Los colimadores LED aplicados a sen˜alizacio´n se emplean habitualmente para
orientar el flujo de las fuentes de luz en una determinada direccio´n dentro de siste-
mas o´pticos ma´s complejos, como por ejemplo en sistemas de balizamiento o luminarias
LED. Estos sistemas de sen˜alizacio´n se encuentran habitualmente bajo estrictos requi-
sitos de eficiencia y uniformidad [28], por este motivo se volvera´ a emplear la MF que
engloba los objetivos de uniformidad y eficiencia de la ecuacio´n 2.23.
La geometr´ıa del modelo de colimador empleado en este apartado puede ser des-
crita por: el radio de acoplamiento al LED, r1; los radios de entrada, r2, r3 y r4; el radio
de la superficie TIR, r5; el radio de salida, r6 y la profundidad, D. El proceso de opti-
mizacio´n considera tres para´metros: la profundidad D, y los radios r5 y r6. El detector
consistira´ en un plano que subtiende 3o desde el colimador y es en dicha superficie donde
se evalu´a la eficiencia y la uniformidad.
Figura 2.7: Colimador LED de sen˜alizacio´n. Para´metros de optimizacio´n: D, r5 y r6
Los valores iniciales para los para´metros de optimizacio´n se fijan en r5=20mm,
r6=8mm y D=15mm. La optimizacio´n DMF del Colimador LED consigue una mejora
de la eficiencia del ∆η = 13.6 % y la uniformidad de ∆U = 1.2 % (2.8), respecto a
la optimizacio´n CMF . La configuracio´n final concluye con los siguientes valores de los
para´metros r5=17.3mm, r6=9.3mm y D=12.3mm.
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Figura 2.8: Optimizacio´n DMF aplicada a Colimador LED de sen˜alizacio´n de 3 para´me-
tros
2.2.2.4. Luminaria plana de tecnolog´ıa LED
La optimizacio´n dina´mica se aplica ahora a una luminaria plana de fuente LED
que es un sistema considerablemente ma´s complejo que los analizados previamente. Este
tipo de dispositivos ha sido ampliamente sometido a optimizaciones para mejorar tanto
su configuracio´n como su ubicacio´n [29, 30]. La luminaria estudiada en este apartado
esta´ compuesta por el colimador LED (optimizado en anterior apartado) de profundidad
D, unido a un conducto escalonado en su superficie superior que refleja la luz a una matriz
de distribucio´n (basada en micro reflectores TIR), cuyos reflectores se caracterizan por
el radio de entrada R, el radio de curvatura Rc, el a´ngulo de aceptancia θ1, y el a´ngulo de
emisio´n θ2 (fig. 2.9). Entre estos para´metros se eligenD,R, θ1 y θ2, como para´metros de la
optimizacio´n. Los valores iniciales para los para´metros de la luminaria son: D=12.3mm,
R=2mm, θ1=θ2=12
o. El conjunto de puntos de inicializacio´n tenidos en cuenta implican
una variacio´n en los resultados de uniformidad del 36.2 % y de la eficiencia del 12.8 %.
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Figura 2.9: Luminaria LED. Para´metros de optimizacio´n D, R, θ1, θ2
Los resultados de la optimizacio´n (fig. 2.10) muestran una gran mejora (∆η=25 %,
∆U=6 %) comparados con los de la optimizacio´n CMF . Estos resultados sugieren que
la optimizacio´n DMF es adecuada para sistemas o´pticos complejos, pero esta hipo´tesis
se confirmara´ ma´s adelante. Los para´metros de la optimizacio´n alcanzan los siguientes
valores finales: D=10.4mm, R=1.1mm, θ1=15.3
o, θ2=21.4
o
Tambie´n se aprecia que la oscilacio´n de los objetivos aumenta a medida que el
peso asociado al correspondiente objetivo decrece (fig. 2.10). Esto es debido a que la
influencia de dicho objetivo en la funcio´n de me´rito se reduce y por tanto las oscilaciones
del mismo se hacen menos relevantes en cuanto a su contribucio´n a la MF ya que esta´n
moduladas por el peso de menor valor. En cambio el objetivo con el mayor peso asociado
consigue una mayor influencia en la funcio´n de me´rito y por tanto sus fluctuaciones se
reducen ya que supondr´ıa un cambio brusco en la MF .
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Figura 2.10: DMF aplicada a luminaria LED de 4 para´metros
Resultados de DMF para sistemas no formadores de imagen.
Los resultados de la optimizacio´n DMF aplicada a los sistemas no formadores de ima´ge-
nes se muestran en la tabla 2.1. Se observa que la optimizacio´n DMF mejora simulta´nea-
mente la uniformidad y la eficiencia, con respecto a la optimizacio´n convencional CMF ,
para la mayor parte de los sistemas estudiados.
Sistema ∆η ∆U
Lente de concentracio´n (3 para´metros) 13.6 % 1 %
Lente uniformizadora (3 para´metros) 19.5 % 9.5 %
Colimador LED de sen˜alizacio´n (3 para´metros) 13.6 % 1.2 %
Luminaria plana de fuente LED (4 para´metros) 24.3 % 6.1 %
Tabla 2.1: Resultados DMF sistemas no formadores de ima´genes
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2.2.3. Dependencia de la optimizacio´n DMF del nu´mero de para´metros
El e´xito del proceso de optimizacio´n de un sistema o´ptico depende de diversos
factores, algunos de ellos esta´n relacionados con el espacio de variables que define la
geometr´ıa del solido que se va a optimizar. El nu´mero de mı´nimos locales en el espacio
de variables de la funcio´n de me´rito suele ser proporcional a la complejidad del sistema
o´ptico, por tanto al incrementar el numero de para´metros de la geometr´ıa se aumentan
las probabilidades de que la geometr´ıa optimizada no sea una solucio´n optima global, si
no que se estabilice en un mı´nimo local.
Para analizar el efecto del numero de para´metros en los resultados de la optimiza-
cio´n se aplicara´ el me´todo DMF a un mismo sistema descrito por diferente nu´mero de
para´metros. En este apartado la optimizacio´n se aplicara´ a algunos de los sistemas pre-
viamente descritos: Lente de concentracio´n, Colimador LED de sen˜alizacio´n y Luminaria
plana LED.
En primer lugar la lente de concentracio´n se optimiza considerando 2 configura-
ciones diferentes: una descrita por dos para´metros: R1 y T ; y otra de tres para´metros,
R1, R2 y T (fig. 2.3).
Figura 2.11: DMF aplicada a lente concentradora de 2 y 3 para´metros
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Se puede observar (fig. 2.11) que la lente de concentracio´n no alcanza mejoras
significativas (comparada con la optimizacio´n CMF ) si la optimizacio´n se aplica sobre
2 para´metros. Aunque estos resultados dependen, como en el resto de dispositivos estu-
diados, de la semilla de inicializacio´n. Por otra parte la optimizacio´n DMF aplicada a
la lente de 3 para´metros muestra una mejora notable (∆η=16 %).
A continuacio´n se optimizara´ de nuevo el sistema colimador de fuentes LED (fig.
2.7). En esta ocasio´n las optimizaciones DMF sera´n llevadas a cabo dependiendo del nu-
mero de para´metros que describen el colimador: la primera optimizacio´n considerara´ dos
para´metros, profundidad D y el radio R2; la segunda optimizacio´n elegira´ tres para´me-
tros entre los que caracterizan la geometr´ıa del solido, la profundidad D y los radios R2
y R3 (fig. 2.7).
Figura 2.12: Colimador LED. 2 y 3 para´metros: D, R2 y R3
La optimizacio´n aplicada al colimador de 2 para´metros obtiene resultados similares
sin importar el cambio de pesos en cada optimizacio´n CMF (fig. 2.12). Sin embargo los
resultados obtenidos con el me´todo DMF aplicado al mismo colimador pero an˜adiendo
un grado de libertad a su geometr´ıa (3 para´metros) muestran (fig. 2.12) una notable
mejora en te´rminos de eficiencia ∆η=22.4 % (tabla 2.2) respecto la optimizacio´n CMF
que equivale a la primera optimizacio´n de DMF .
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La optimizacio´n DMF aplicada al colimador de 3 para´metros mejora la optimi-
zacio´n inicial de pesos esta´ticos, ya que esta primera optimizacio´n (CMF) se estabiliza
en un mı´nimo local de la MF debido a la mayor complejidad del espacio de variables
comparado con el colimador de 2 para´metros.
Finalmente se retoma la luminaria LED considerando una optimizacio´n 2 y 3
para´metros y se comparan los resultados con la optimizacio´n previamente ejecutada de
la luminaria (4 para´metros). La optimizacio´n de la luminaria de 2 para´metros selecciona
la profundidad del colimador D y el radio del micro reflector R como para´metros de
optimizacio´n, la optimizacio´n de tres para´metros tiene tambie´n en cuenta el a´ngulo de
emisio´n θ2 (fig. 2.9). La representacio´n gra´fica de la optimizacio´n de 3 para´metros no
se muestra en la figura 2.13 porque la gran cantidad de oscilaciones de las tres curvas
superpuestas dificultar´ıa el discernimiento de cada una individualmente.
Figura 2.13: DMF aplicada al luminaria LED de 2 y 4 para´metros
La optimizacio´n DMF aplicada a una luminaria de 4 para´metros (fig. 2.13) obtie-
ne mejores resultados, ∆η=24.3 % y ∆U=4.1 %, comparados con la optimizacio´n CMF
(primera iteracio´n de la DMF ), debido a la mayor complejidad de la geometr´ıa de la
luminaria de 4 para´metros que genera una mayor densidad de mı´nimos locales en el
espacio de la MF .
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Resultados de la optimizacio´n DMF respecto al numero de para´metros.
Sistema ∆η ∆U
Lente de concentracio´n (2 frente a 3 para´metros) 16 % 0.5 %
Colimador (2 frente a 3 para´metros) 22.4 % -11.3 %
Luminaria LED (2 frente a 3 para´metros) 6.1 % 2.1 %
Luminaria LED (2 frente a 4 para´metros) 24.3 % 4.1 %
Tabla 2.2: Resultados DMF sistemas no formadores de ima´genes en funcio´n de los
para´metros de su geometr´ıa
Estos resultados obtenidos (tabla 2.2) corroboran la hipo´tesis de que la optimi-
zacio´n DMF es adecuada para sistemas o´pticos complejos cuya geometr´ıa se describe
con un mayor nu´mero de para´metros y para los cuales las optimizacio´n convencional
puede encontrar limitaciones debido a la presencia de mı´nimos locales. El potencial de
la te´cnica de optimizacio´n DMF es prometedor aplicado a disen˜os o´pticos complejos en
los que una ligera mejora (del orden del 10 %) supone un valor diferencial y conduce a
un producto ma´s competitivo.
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Cap´ıtulo 3
Disen˜os o´pticos aplicados al
aprovechamiento de energ´ıa solar
La energ´ıa solar se conoce como toda aquella energ´ıa que deriva directamente del
Sol y que por su naturaleza presenta multitud de ventajas respecto otras fuentes de
energ´ıa. Entre estas ventajas destacan:
La energ´ıa solar es un recurso pra´cticamente ilimitado y disponible en pra´ctica-
mente cualquier localizacio´n por aislada que esta sea.
Los costes asociados a su aprovechamiento son reducidos ya que se limitan a los
componentes e instalacio´n.
Es una energ´ıa limpia y no contaminante, ya que no genera residuos, reduce el ruido
y la emisio´n de gases de efecto invernadero, t´ıpicamente asociados a las fuentes de
energ´ıa convencionales.
Sin embargo el Sol presenta una serie de caracter´ısticas que condicionan el disen˜o de
los sistemas o´pticos que aprovechan su radiacio´n como fuente de luz. Las caracter´ısticas
de emisio´n solar, as´ı como sus variaciones temporales y espaciales, han de ser estudiadas
en detalle para llevar a cabo el desarrollo los diversos dispositivos o´pticos solares que
componen este cap´ıtulo. De este modo se presenta un modelo matema´tico de emisio´n
solar que sera´ empleado en el proceso de disen˜o y aplicado en las distintas simulaciones
de los dispositivos o´pticos solares desarrollados en este cap´ıtulo.
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Tambie´n se detallan las caracter´ısticas del espectro de radiacio´n solar y los feno´me-
nos principales que lo modulan, de manera que es posible cuantificar la contribucio´n de
energ´ıa disponible al nivel del mar respecto a su longitud de onda. De este modo se
puede caracterizar el comportamiento de las aplicaciones solares en las que la dispersio´n
croma´tica es un factor cr´ıtico (Seccio´n 3.2). Adema´s se presenta un modelo matema´tico
que predice la posicio´n solar aparente para un observador terrestre. Este modelo sera´ u´til
para caracterizar el comportamiento de las aplicaciones solares cuyo rendimiento ha de
ser analizado temporalmente (Seccio´n 3.3)
El Grupo Complutense de O´ptica Aplicada AOCG del departamento de O´ptica
de la Universidad Complutense de Madrid ha colaborado en el a´mbito de proyectos
de investigacio´n orientados a la concentracio´n y iluminacio´n solar con empresas como
“Abengoa Solar” o “Lledo´”. Fruto de dicha colaboracio´n se establece una linea de trabajo
que determina parte de las aplicaciones presentadas en este cap´ıtulo.
A lo largo de este cap´ıtulo se analizara´n distintas aplicaciones o´pticas cuya fuente
de luz comu´n de luz es el Sol. Este tipo de sistemas, que hacen uso controlado de este
recurso energe´tico, son en su inmensa mayor´ıa no formadores de ima´genes (seccio´n 1.4).
Las aplicaciones o´pticas que se muestran en este cap´ıtulo se puede dividir en dos grupos
principales segu´n su funcionalidad:
Concentradores solares.
Tradicionalmente los sistemas concentradores han sido disen˜ados como o´pticas
focalizadoras principalmente mediante espejos parabo´licos o lentes de Fresnel. Sin
embargo en las u´ltimas de´cadas los sistemas anido´licos han emergido como opcio´n
o´ptima para el disen˜o de concentradores [1, 2, 3]. Estos sistemas esta´n disen˜ados
para maximizar la energ´ıa solar transferida a un receptor que normalmente consiste
en una ce´lula fotovoltaica.
La o´ptica anido´lica aplicada al disen˜o de concentradores ha logrado alcanzar pra´cti-
camente el l´ımite teo´rico de concentracio´n solar dictado por la segunda ley de la
termodina´mica que establece un factor de Cmax = 46000 para una ce´lula plana
de una sola cara [4]. Este l´ımite de concentracio´n tambie´n puede deducirse por
medio del concepto de E´tendue, sin ma´s que substituir la apertura angular del Sol
θ = 0.265o en la ecuacio´n del factor ma´ximo de concentracio´n [ec. 1.16] para un
sistema en contacto con el aire n = 1.
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El gran potencial de la o´ptica anido´lica en te´rminos de factor de concentracio´n,
imposible de alcanzar en la pra´ctica por sistemas formadores de ima´genes, se debe
principalmente a que el disen˜o apropiado de los sistemas anido´licos logra reducir
el numero de reflexiones a la vez que permite una filtracio´n angular selectiva de la
luz incidente seleccionando la radiacio´n mas eficiente para el sistema o´ptico.
Los sistemas de concentracio´n solares han de considerar detenidamente los efectos
croma´ticos ya que el rango espectral sobre el que actu´an puede extenderse por todo
el espectro solar, como posteriormente se comprobara´ en las aplicaciones de lentes
acroma´ticas (Seccio´n 3.2).
Sistemas de iluminacio´n natural.
Los sistemas de iluminacio´n natural distribuyen la luz solar en determinadas zonas
de intere´s, en la mayor´ıa de los casos con unos niveles de intensidad espec´ıficos,
mientras bloquean la luz incidente en otras que no precisan iluminacio´n. Los sis-
temas de iluminacio´n natural a menudo integran concentradores de luz solar (des-
critos en el anterior punto) que llevan a cabo una funcio´n de captacio´n de luz o de
acoplamiento y transporte dentro del sistema de iluminacio´n.
Una gran variedad de sistemas y dispositivos de iluminacio´n natural se han venido
desarrollando ininterrumpidamente durante los u´ltimos diez an˜os [5], como una
forma de aplicar el uso de tecnolog´ıa al aprovechamiento de la energ´ıa solar. Se
han planteado diferentes enfoques para este propo´sito basados en el principio f´ısico
de la propagacio´n de la luz incluyendo: scattering y diffusion [6], reflexio´n especular
[7], reflexio´n total interna, refraccio´n y reflexio´n [8].
Para sistemas o´pticos orientados a la iluminacio´n el espectro visible es la contribu-
cio´n mas importante dentro de la energ´ıa radiada por el Sol, si bien las propiedades
del resto del espectro solar pueden contribuir a los efectos beneficiosos de un sis-
tema de iluminacio´n natural. El hecho de restringir los principales requisitos de
iluminacio´n (niveles mı´nimos, uniformidad, deslumbramiento) al espectro visible
reduce sensiblemente las aberraciones croma´ticas disen˜ando sistemas de compor-
tamiento ma´s estable.
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3.1. Radiacio´n Solar
El Sol es la estrella mas cercana a la Tierra y la mayor del Sistema Solar alrede-
dor de la cual gira nuestro planeta recorriendo una o´rbita el´ıptica. La radiacio´n solar
constituye la mayor fuente de energ´ıa renovable a nuestro alcance (genera al anualmente
4500 veces la energ´ıa que se consume en la Tierra) y su calor y luz favorecen la vida en
la Tierra. Otras formas de energ´ıa renovable, como el viento, las olas o la biomasa son
simplemente manifestaciones indirectas de la radiacio´n solar.
La energ´ıa solar llega a la superficie de la Tierra por medio de dos v´ıas diferentes:
radiacio´n directa, que como su propio nombre indica consiste en los rayos que iluminan
directamente los objetos y puede ser empleada como fuente de luz para sistemas de
concentracio´n e iluminacio´n; o bien radiacio´n indirecta o difusa, que se produce por
reflexio´n de la radiacio´n absorbida por el aire y el polvo atmosfe´rico y t´ıpicamente es
aprovechada por aplicaciones fotovoltaicas (PV).
La luz solar es policroma´tica y el espectro que incide en la atmo´sfera terrestre
esta´ dividido en cinco regiones de orden decreciente de longitud de onda:
Ultravioleta (UVC) que cubre el rango de longitudes de onda de 100nm a 280nm.
Es invisible al ojo humano y solo una pequen˜a parte llega a la superficie de la
Tierra.
Ultravioleta B (UVB) que se extiende entre 280nm y 325nm, y es tambie´n absorbida
en gran parte por la atmo´sfera.
Ultravioleta A (UVA) que va de los 315nm a los 400nm.
Rango visible o luz que comprende las longitudes de onda entre los 400nm y 700nm.
Rango Infrarrojo (IR) que se extiende entre 700nm y 1µm.
La atmo´sfera no es transparente si no que afecta a la radiacio´n solar por medio de
dos mecanismos principalmente, dispersio´n (scattering) y absorcio´n. Dentro del feno´meno
de dispersio´n se puede distinguir entre dispersio´n selectiva (Rayleigh) y no selectiva. La
dispersio´n Rayleigh afecta sobre todo a las longitudes de onda corta, siendo el a´ngulo de
dispersio´n proporcional al inverso de la longitud de onda a la cuarta potencia (∼ λ−4).
El color azul del cielo es debido a este efecto ya que el rango del azul esta´ dentro del
visible que se ve afectado por este tipo de dispersio´n.
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Figura 3.1: Espectro solar
La dispersio´n no selectiva tiene lugar cuando las part´ıculas que interaccionan con
la luz son mucho mayores que la longitudes de onda de la misma, por ejemplo las gotas
de agua de determinadas dimensiones (entre 5mm y 100mm de dia´metro) que dispersan
por igual todas las radiaciones en las regiones visible e IR cercano y medio. Este tipo de
dispersio´n afecta indistintamente al espectro visible y es la causante del color blanco de
las nubes (al dispersar la radiacio´n roja, verde y azul).
Por otro lado en el feno´meno de absorcio´n existe una transferencia de energ´ıa
entre la radiacio´n y las part´ıculas de la atmo´sfera, esto implica la absorcio´n de unas
determinadas longitudes de onda dependiendo de la naturaleza del constituyente at-
mosfe´rico (agua, ozono o dio´xido de carbono principalmente) ya que los a´tomos de estas
sustancias son excitados por la radiacio´n electromagne´tica y los electrones corticales ab-
sorben la energ´ıa de los fotones alcanzando niveles orbitales superiores. Esto implica que
la atmo´sfera se comportara´ de una forma opaca para determinados rangos espectrales
mientras que ofrecera´ ventanas libres para otros.
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Se observa (fig. 3.1) que la mayor contribucio´n a la energ´ıa radiada por el Sol que
se recibe a nivel del mar concuerda con los efectos de dispersio´n y absorcio´n descritos
anteriormente. Siendo mayores las perdidas respecto a la radiacio´n fuera de la atmo´sfe-
ra para longitudes de onda corta (dispersio´n) y evidenciandose bandas de absorcio´n
correspondientes a cada constituyente atmosfe´rico (H2O, CO2, etc.).
Tambie´n se observa (fig. 3.1) que la forma del espectro solar se puede aproximar
por la radiacio´n del cuerpo negro a la temperatura de 5750K aproximadamente, teniendo
en cuenta que la intensidad (energ´ıa por unidad de a´rea y unidad de tiempo) por unidad
de longitud de un cuerpo negro a la temperatura absoluta T y para una longitud de
onda fija λ viene dada por la ley de Planck:
dWλ
df
=
2pihc2
λ5
(
exp( hcλkT )− 1
) , (3.1)
donde h es la constante de Planck, c es la velocidad de la luz en el vac´ıo y k es la
constante de Boltzmann.
3.1.1. Modelo de iluminacio´n solar
La luz solar es un recurso natural esencial, fa´cilmente accesible y pra´cticamente
inagotable que tiene la caracter´ıstica de variar en intensidad e incidencia tanto temporal
como espacialmente. El grado de variacio´n de la luz solar puede ser un factor deseable,
tolerado o una desventaja segu´n el uso particular del que sea objeto el disen˜o o´ptico. Para
describir el comportamiento temporal y espacial de la emisio´n del Sol y abordar el di-
sen˜o de los sistemas anido´licos apropiadamente es necesario conocer unas caracter´ısticas
fundamentales del Sol como fuente radiante:
La apertura angular de la radiacio´n solar es muy pequen˜a (confinada a un cono
apertura angular θ = 0.265o ) y por ello el ma´ximo de concentracio´n posible para
la energ´ıa solar es muy alto [ec.1.16].
La rotacio´n de la Tierra sobre su eje, as´ı como el recorrido de su o´rbita el´ıptica
alrededor del Sol, produce una trayectoria aparente del Sol para un observador en
la superficie terrestre. La variacio´n de la posicio´n aparente se puede describir, en
coordenadas esfe´ricas, mediante un a´ngulo azimutal as, el a´ngulo de altura solar,
at, y la distancia promedio al Sol R = 1.5 10
8.
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En las u´ltimas de´cadas se han desarrollado diversos esta´ndares [9, 10] y bases de
datos que recogen informacio´n sobre el espectro solar fuera de la atmo´sfera y en
la superficie terrestre para distintas condiciones como luz directa, difusa y global.
A partir de estos datos se derivan la constante de irradiacio´n solar K= 1353W/m2
que representa la energ´ıa que llega al exterior de la atmo´sfera terrestre sobre una
superficie perpendicular a los rayos solares.
En base a estos para´metros, previamente descritos, se puede desarrollar un modelo
de iluminacio´n solar que permita describir la posicio´n y caracter´ısticas radiantes del Sol
a lo largo del an˜o.
Primero definiremos los a´ngulos de incidencia, tanto azimutal, as como el a´ngulo
de altitud o altura solar, at, en coordenadas esfe´ricas horizontales (fig. 3.2). Las coor-
denadas horizontales tienen como plano de referencia el horizonte del observador. Tales
coordenadas permiten ubicar la posicio´n aparente de un astro para un observador cual-
quiera situado a una latitud y longitud dadas para un instante de tiempo concreto.
Se presentara´ la relacio´n que liga los a´ngulos azimutal y de altura solar con el
momento concreto del an˜o para el cual se obtiene dicha incidencia. La posicio´n aparente
de Sol es una funcio´n de la latitud y longitud del lugar geogra´fico estudiado, el d´ıa del
an˜o y la hora local. La localizacio´n geogra´fica viene especificada por la longitud L y la
latitud l. (En el caso de Madrid la latitud es 40o24′′ y la longitud −3o41′′). Todos los
a´ngulos se expresan grados a menos que se especifique lo contrario.
Figura 3.2: Coordenadas esfe´ricas horizontales. Modelo solar
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El modelo solar establece su variacio´n temporal respecto al concepto de tiempo
solar. El tiempo solar es una medida del tiempo en funcio´n del movimiento aparente del
Sol sobre el horizonte del lugar geogra´fico estudiado. El mediod´ıa solar coincide con el
instante en el que el Sol traza un a´ngulo azimutal nulo y alcanza su ma´xima altura solar,
de este modo las longitudes de las sombras que produce son mı´nimas ya la proyeccio´n
del objeto en el eje azimutal coincide con el meridiano local.
La hora solar se calcula hallando su desviacio´n respecto a la hora civil o esta´ndar
debido a la orbita el´ıptica de la tierra y la declinacio´n de su eje. Para calcular dicha
desviacio´n se corrige la longitud de la localizacio´n geogra´fica dentro de la franja horaria:
DT =
∆L
15
− ET, (3.2)
donde ∆L es la diferencia, expresada en minutos de arco, entre la longitud geogra´fica
(meridiano local) del punto considerado y el meridiano esta´ndar que sirve de referencia
para la zona horaria. En Espan˜a dicho meridiano es el meridiano 0o o meridiano de
Greenwich.
ET hace referencia a la diferencia entre el tiempo solar medio y el tiempo solar
aparente.
ET = 9.87 sin(2B)− 7.53 cos(B)− 1.5 sin(B), (3.3)
donde B = 360(J−81)364 y J el la fecha juliana (Julian date) de 1 a 365.
De esta forma la desviacio´n de la hora solar, ts, respecto a la hora esta´ndar, t, queda
determinada por la curva de la figura 3.3. Adema´s se aplicara´ el factor de correccio´n C
(1 hora de abril a octubre o´ 2 el resto del an˜o) ts = (t− C) +DT .
60
Figura 3.3: Desviacio´n DT en minutos entre hora solar y hora esta´ndar
La declinacio´n solar, δ, es el a´ngulo que forma el rayo solar con el plano del ecuador
en cada e´poca del an˜o. El valor de la declinacio´n var´ıa a lo largo del an˜o de 23.45o (21
de junio), a 23.45o el (21 de diciembre) pasando por sus valores nulos en los equinoccios
de primavera y oton˜o cuando el Sol esta´ situado en el plano del ecuador terrestre.
δ = 23.45 sin
(
2pi(J − 81)
368
)
. (3.4)
El a´ngulo horario, w, es el desplazamiento angular del Sol sobre el plano de la
trayectoria solar, respecto el meridiano local, por la rotacio´n de la Tierra a la velocidad
angular de 15 grados por hora. Se toma como origen del a´ngulo el mediod´ıa solar y
valores crecientes en el sentido del movimiento del Sol.
w = 15(ts − 12), (3.5)
donde el tiempo solar ts se expresa en horas decimales.
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Una vez definidas todas las variables es posible calcular el a´ngulo azimutal y el de
altura, que dependen de la latitud, l, la declinacio´n solar, δ, y el tiempo solar, ts (que a
su vez depende de la longitud L):
at = arcsin
(
sin l sin δ + cos l cos δ cos(w)
)
. (3.6)
as = arctan
( cos δ sin(w)
cos l sin δ + sin l cos δ cos(w)
)
. (3.7)
donde el a´ngulo azimutal as tiene valores comprendidos entre: 0 ≤ as < 2pi, y el
a´ngulo de altura solar: −pi/2 ≤ at ≤ pi/2.
Se comprueba la validez del modelo comparando los valores de los a´ngulos propor-
cionados por las ecuaciones [ec. 3.6] [ec. 3.6] frente a los datos registrados a lo largo del
an˜o para distintas localizaciones geogra´ficas [11] y programas de ca´lculo de magnitudes
solares [12]. El modelo solar descrito predice con gran exactitud el movimiento aparente
del Sol (fig. 3.4) coincidiendo con las medidas reales.
Figura 3.4: A´ngulo azimutal y altura solar para el 18 abril
Una vez obtenidas las expresiones de los a´ngulos de incidencia en funcio´n del tiem-
po es posible simular un modelo de fuente solar que adopte las posiciones aparentes segu´n
el momento temporal considerado a lo largo del an˜o. Conocer estos a´ngulos de inciden-
cia sera´ imprescindible para calcular el comportamiento de los sistemas de iluminacio´n
natural analizados (Seccio´n 3.3) incorporando su variacio´n temporal.
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La radiacio´n solar que incide sobre una superficie se expresa comu´nmente de dos
formas distintas: como irradiancia o como exposicio´n radiante. La irradiancia es una
medida de la tasa de energ´ıa recibida por unidad de superficie (W/m2). La exposicio´n
radiante es una integral de tiempo, o suma de irradiacio´n. As´ı pues un minuto de expo-
sicio´n radiante se define como una medida de la energ´ıa recibida por un metro cuadrado
durante un minuto, o lo que es lo mismo, 1 minuto de exposicio´n radiante = irradiacio´n
(W/m2) x 60 segundos. El resultado se expresa en unidades de Julios por metro cua-
drado (J/m2), Watios-hora por metro cuadrado (Wh/m2) o Kilo Watios-hora por metro
cuadrado (kWh/m2).
Los modelos de ca´lculo de radiacio´n sobre una superficie inclinada tienen en cuenta
tanto la radiacio´n directa, la difusa como la reflejada por el suelo y el paisaje en general
[13]. Estos modelos permiten determinar la irradiancia segu´n el instante temporal, la
inclinacio´n y orientacio´n de la superficie y su localizacio´n geogra´fica. Tambie´n es necesa-
rio introducir para´metros como la turbidez del aire o la probabilidad de dias nublados.
Esta informacio´n permitira´ en caso necesario establecer el flujo incidente del que dispone
nuestro sistema o´ptico en un momento determinado.
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3.2. Lentes acroma´ticas para sistemas fotovoltaicos
La iniciativa de desarrollar una lente acroma´tica viene impulsada por el intere´s de
varias empresas (“AOSA”, “Concentracio´n Solar la Mancha”) que han participado en
distintos proyectos de investigacio´n con el grupo de o´ptica aplicada de la universidad
complutense para mejorar la competitividad y eficiencia de sus productos.
A lo largo de esta seccio´n se detalla el disen˜o de un doblete acroma´tico h´ıbrido
de bajo coste de fabricacio´n que presenta ventajas respecto al factor de concentracio´n
y la estabilidad en comparacio´n con las lentes Fresnel de concentracio´n convencionales.
Las lentes acroma´ticas presentan las principal ventaja de atenuar significativamente las
aberraciones croma´ticas siendo de este modo un elemento clave en numerosas aplicaciones
de concentracio´n de energ´ıa solar. Adema´s las lentes o dobletes acroma´ticos se encuentran
generalmente en tecnolog´ıas de disen˜o de fase, dispositivos hologra´ficos o aplicaciones de
manipulacio´n de haz laser, para reducir los efectos de las aberraciones croma´ticas [14, 15].
En la actualidad los disen˜os de lentes acroma´ticas tienen una presencia importante
en el mercado debido a su proceso de produccio´n relativamente sencillo y a la diversidad
aplicaciones anteriormente mencionadas. Se pueden encontrar multitud de soluciones
comerciales fabricada por grupos tan importantes como “Thorlabs” o “Edmund”.
3.2.1. Introduccio´n
Un doblete acroma´tico es una lente capaz de reducir las aberraciones croma´ticas
y esfe´ricas inherentes a las lentes esta´ndar. Las lentes acroma´ticas esta´n disen˜adas para
enfocar un haz de luz de entrada paralelo, de un cierto rango espectral acotado, en
un punto de convergencia localizado a la distancia focal minimizando las aberraciones
croma´ticas [16]. El tipo ma´s comu´n de doblete acroma´tico se compone de dos lentes
individuales elaboradas a partir de vidrios con diferentes propiedades de dispersio´n.
A medida que aumenta el factor de concentracio´n de un sistema o´ptico, del mis-
mo modo el efecto de las aberraciones croma´ticas [17] cobra importancia. Los disen˜os
de sistemas acroma´ticos son bien conocidos desde el siglo XVIII cuando John Dollond
(Inglaterra 1706-1761) hizo un primer sistema de lentes de cristal y agua.
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El disen˜o de un doble prisma con dos materiales diferentes que revele propiedades
acroma´ticos tambie´n es un tema explorado profundamente [18, 19].
El efecto acroma´tico no solo aparece en las lentes esta´ndar si no tambie´n en las
lentes Fresnel no formadoras de ima´genes. Las aberraciones croma´ticas, presentes en
lentes de tipo Fresnel que desempen˜an la funcio´n de o´ptica primaria de concentracio´n
fotovoltaica (PV), son una limitacio´n importante a fin de obtener altos niveles de concen-
tracio´n [20], conduciendo a nuevas soluciones para el sistema de concentracio´n primario
como pueden ser lentes aplana´ticas (lente capaz de transmitir la luz sin introducir la
aberracio´n esfe´rica), vidrios de baja dispersio´n y dobletes acroma´ticos [21].
Esta seccio´n tiene como objetivo desarrollar un disen˜o de lente acroma´tica, que
combine las ventajas de las lentes de Fresnel (alta eficiencia, menor espesor, construccio´n
ligera), junto con la estabilidad y la ausencia de aberraciones esfe´ricas y espectrales de las
lentes acroma´ticas. El disen˜o doblete acroma´tico se llevara´ a cabo mediante un proceso
de optimizacio´n parame´trico para rechazar las configuraciones menos eficientes lo que
conduce a un conjunto de soluciones o´ptimas en te´rminos de eficiencia, distribucio´n de
flujo, estabilidad, uniformidad, etc.
Se proporcionara´ disen˜os h´ıbridos innovadores que aprovechan las zonas o´ptimas
de operacio´n de cada tipo de lente (Fresnel esta´ndar y acroma´tica) y se llevara´ a cabo
un ana´lisis exhaustivo teniendo en cuenta el rendimiento de cada disen˜o en relacio´n con
el a´ngulo de incidencia de la luz solar y su espectro.
3.2.2. Descripcio´n del sistema
Como se ha explicado anteriormente el objetivo es el desarrollo de un sistema de
concentracio´n solar de alta apertura nume´rica en formato plano (Fresnel) de tal forma
que se pueda aumentar la concentracio´n sobre una ce´lula fotovoltaica sin una disminucio´n
apreciable de la eficiencia.
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El disen˜o acroma´tico desarrollado se basa en las lentes Fresnel con perfil escalona-
do formado por anillos conce´ntricos, adema´s debe presentar una primera superficie plana
para evitar el deterioro de la misma por acumulacio´n de residuos o por impacto de gra-
nizo o arena. El hecho de introducir una primera superficie plana reduce la complejidad
de los moldes empleados y por tanto el proceso global de fabricacio´n. Las lentes Fresnel
esta´ndar se fabrican copiando directamente el perfil desde un molde negativo en vidrio
mediante te´cnicas de polimerizacio´n ultravioleta o fotolitograf´ıa empleando una mascara
que coincide con el patron disen˜ado. El disen˜o de las lentes Fresnel esta sujeto a ciertas
limitaciones debido a la fabricacio´n de moldes de que implica desviaciones de los dientes
de alrededor 1 − 2µm [22] as´ı como imprecisiones en las aristas [23]. Recientemente es-
tos procesos han sido perfeccionados notablemente debido a mejoras en los procesos de
fabricacio´n y te´cnicas de control de temperatura,como el enfriamiento por flujo de aire
[24]. Hoy en d´ıa las lentes de Fresnel para aplicaciones de concentracio´n solar alcanzan
unas dimensiones ma´ximas de alrededor 150mm x 100mm y su techo de eficiencia media
teo´rico es del 82 % junto a factores de concentracio´n ma´ximos de alrededor de 800× [22].
Estos niveles de concentracio´n y eficiencia se logran para una incidencia perfectamente
perpendicular y sin considerar ninguna apertura solar ni perdidas en el sistema secun-
dario y la ce´lula fotovoltaica, por tanto las perspectivas reales en cuanto a eficiencia y
concentracio´n son mucho mas modestas.
En la actualidad la tecnolog´ıa ma´s prometedora para ce´lulas de nueva generacio´n es
la de multicapas, que permite aprovechar un intervalo mayor del espectro solar apilando
unas ce´lulas encima de otras y el nivel de eficiencia alcanzado por dispositivos de tres
uniones ronda el 45 % [25]. Y los modelos de concentradores tipo Fresnel comerciales
ofrecen factores de concentracio´n menores, alrededor de 300 soles, en parte para evitar
el sobrecalentamiento de la ce´lula fotovoltaica.
La mayor parte de las lentes Fresnel esta´n hechas con vidrio, una de las mayores
desventajas del vidrio como material de fabricacio´n de estas lentes es la limitacio´n para
obtener un perfil operativo, para produccio´n en masa (moldeo por inyeccio´n por ejemplo)
de alta eficiencia. Esto es debido a su falta de flexibilidad a la hora de reducir la anchura
de cada diente del perfil, que pueden llegar a ser de 0.3mm en las lentes de Fresnel
modernas hechas de pol´ımeros.
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A lo largo de esta seccio´n se llevara´ a cabo una serie de comparaciones entre lente
de Fresnel esta´ndar, considerando la lente Fresnel de facetas planas, en oposicio´n a una
serie de dobletes acroma´ticos, de disen˜os propio, que estara´n formados por los siguientes
materiales: polimetilmetacrilato (PMMA), el cual es uno de los materiales pla´sticos ma´s
empleados en aplicaciones de concentracio´n solar debido a su alta transmitancia y baja
dispersio´n. Las lentes de PMMA ofrecen adema´s una baja rigidez meca´nica y una gran
estabilidad o´ptica; y policarbonato (PC)que presenta una alta resistencia a los impactos
[26]. La existencia de dobletes acroma´ticos convencionales compuestos por estos mismos
materiales son comunes [27], debido a su bajo coste y el comportamiento de refraccio´n
adecuado (una alta diferencia en el ı´ndice de refraccio´n como se muestra en la Figura
3.5).
Con el fin de caracterizar los materiales empleados en el doblete acroma´tico, se
muestra el comportamiento del ı´ndice de refraccio´n frente a la longitud de onda de la
luz incidente (fig. 3.5).
Figura 3.5: I´ndice de refraccio´n frente a la longitud de onda. PC y PMMA
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Para el disen˜o del doblete acroma´tico se ha seleccionado una configuracio´n del
sistema fotovoltaico con una distancia focal de 155 mm y una apertura nume´rica en la
entrada del secundario de NA = 0.36. En el punto focal se situ´a la o´ptica secundaria de
vidrio BK7 con geometr´ıa prisma´tica, la superficie de entrada de la o´ptica secundaria es
un plano de 11 x 11 mm, la superficie de salida es un plano de 5.5 x 5.5 mm y la altura
del prisma es de 38 mm se como se muestra en la figura (fig. 3.6).
La forma del reflector o sistema o´ptico secundario mas apropiado depende de las
caracter´ısticas del concentrador primario, la lente acroma´tica en nuestro caso, ya que
actu´a sobre los rayos ya refractados por el sistema de concentracio´n. Es posible encon-
trar una amplia gama de disen˜os diferentes de reflectores secundarios para aplicaciones
fotovoltaicas, los ma´s empleados se pueden clasificar en los siguientes grupos: tipo domo,
CPC (Compound Parabolic Concentrator) y pira´mides truncadas o conos [28].
Figura 3.6: Esquema del sistema acroma´tico
Basa´ndonos en un formato doblete acroma´tico esta´ndar, ampliamente discutido en
la literatura [29], se disen˜ara´ un doblete de formato Fresnel compuesto por dos materiales
pla´sticos de diferente ı´ndice de refraccio´n. Por lo tanto el disen˜o doblete acroma´tico debe
estar compuesto por dos fases: la primera consiste en un perfil de doble sierra de PMMA,
la segunda fase esta´ compuesta de una capa de PC como se describe en la Figura 3.7.
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Figura 3.7: Seccio´n de la lente acroma´tica
3.2.3. Disen˜o del doblete acroma´tico
El doblete acroma´tico Fresnel, en adelante mencionado como lente acroma´tica,
constituye el nu´cleo del la presente aplicacio´n y el objeto de las simulaciones llevadas a
cabo. A continuacio´n se muestra el desarrollo matema´tico basado en las ecuaciones Snell
que conducen al disen˜o de la lente acroma´tica:
Figura 3.8: Rayo a trave´s de la sec-
cio´n
Ecuaciones de Snell:n1 sin 1 = n2 sin 2n2 sin 3 = sin 4.
 (3.8)
Incidencia y refraccio´n:
1 = α1. (3.9)
Reescribiendo las ecuaciones de Snell:
2 = arcsin
(n1
n2
sin(1)
)
. (3.10)
Por las propiedades del tria´ngulo:
2 + 3 + (180− α2) = 180. (3.11)
Substituyendo [ec. 3.10] y [ec. 3.11] en la ecuacio´n de Snell para 4 reescrita:
4 = arcsin
(
n2 sin(3)
)
= arcsin
(
n2 sin(α2 − 2)
)
= ...
... = arcsin
(
n2 sin
(
α2 − arcsin
(n1
n2
sin(1)
)))
.
(3.12)
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A´ngulo de salida:
Por u´ltimo, el a´ngulo de salida del haz de luz que pasa a trave´s de la lente acroma´ti-
ca se puede expresar como una funcio´n que so´lo depende de los a´ngulos [α1, α2] de los
prismas (PC & PMMA) y su respectivo ı´ndice de refraccio´n [n1, n2] simplemente susti-
tuyendo las componentes del a´ngulo de salida por las ecuaciones [ec. 3.9], [ec. 3.10], [ec.
3.11] y [ec. 3.12]:
β = 90o + (2 − 1) + (4 − 3) = 90o + α2 − α1 − 4 = ...
... = 90o + α2 − α1 − arcsin
(
n2 sin
(
α2 − arcsin
(n1
n2
sin(α1)
)))
.
(3.13)
La condicio´n de convergencia del flujo fija el a´ngulo de salida βn(λ) y en conse-
cuencia los para´metros de disen˜o α1 y α2 del perfil de la lente.
Figura 3.9: Esquema del a´ngulo de salida res-
pecto a la posicio´n del prisma
Debido a la condicio´n de conver-
gencia y suponiendo que la anchura de
la lente es insignificante en compara-
cio´n con la distancia focal f , el a´ngulo
de salida se determina:
βn(λ) = arctan(
f
Xn
). (3.14)
Finalmente los para´metros de
disen˜o para cada segmento del perfil
pueden ser calculados:
βn = 90
o + αn2 − αn1 − arcsin
(
n2 sin
(
αn2 − arcsin
(n1
n2
sin(αn1)
)))
= arctan(
f
Xn
).
(3.15)
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A partir de la ecuacio´n 3.15, y seleccionando de un rango de longitud de onda
de trabajo adecuado [λ1 = 350nm, λ2 = 1000nm] (que establece el valor del ı´ndice de
refraccio´n n1 y n2 de cada material en cada longitud de onda), se puede determinar el
perfil de la lente acroma´tica cuyo comportamiento se pondra´ a prueba en simulaciones
posteriores.
El rango de longitud de onda ([λ1, λ2]) se delimita fundamentalmente por tres
factores:
El primero y ma´s restrictivo es, obviamente, el espectro de emisio´n solar que de-
termina un valor mı´nimo de longitud de onda para la radiacio´n a nivel del mar
alrededor de 300nm.
El mı´nimo de energ´ıa de los fotones radiados capaces de estimular los materiales
utilizados para la fabricacio´n de ce´lulas fotovoltaicas. En el caso de Silicio (Si) la
longitud de onda de corte es de 1100nm ,equivalente a 1.2e.V (electro´n-voltio),
[30] y determina el ma´ximo de la de longitud de onda.
Se debe tener en cuenta que el rango de longitud de onda seleccionado (λ1 − λ2)
determina el ma´ximo del factor de aberracio´n croma´tica lineal (LCA) dentro de
dicho rango de operacio´n, que corresponde a la diferencia de las distancias focales.
LCA = f(λ1)− f(λ2). (3.16)
3.2.4. Lentes de Fresnel standard frente al disen˜o acroma´tico
A continuacio´n se realizara´ un estudio de la luz que incide sobre la superficie de
entrada de la o´ptica secundaria. Este ana´lisis tiene en cuenta la eficiencia, la uniformidad
y el area del haz focalizado sobe la superficie de entrada del secundario. Las lentes
empleadas en este ana´lisis sera´n una Fresnel esta´ndar circular y dos lentes acroma´ticas.
Su distancia focal es de 155 mm y el taman˜o del radio es R = 120mm, siendo la apertura
nume´rica AN = 0.36. Estos para´metros de configuracio´n no son muy restrictivos por lo
que el disen˜o acroma´tico se compara con un disen˜o esta´ndar en su mejor zona de trabajo,
no obstante este ana´lisis permitira´ apreciar las debilidades y fortalezas de cada una de
las lentes.
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Disen˜o de para´metros Lente acromatica 1 Lente acromatica 2
Taman˜o del paso 0.5 0.5
A´ngulo del prisma dif.min. (PC-PMMA) dif.media (PC-PMMA)
Punto de referencia Borde del prisma Centro del prisma
Tabla 3.1: Para´metros distintivos del disen˜o de lentes acroma´ticas
La distincio´n entre las dos lentes acroma´ticas analizadas surge de su proceso de
disen˜o, cuyos para´metros principales son: el taman˜o del paso o diente de la lente, que
determina precisio´n contemplada; el a´ngulo de los prismas de cada material que compone
el doblete acroma´tico (PC y PMMA); y el punto de referencia del a´ngulo de salida, cuya
relevancia en el disen˜o es proporcional al taman˜o del diente de la lente. De este modo
se alcanza el mejor patro´n geome´trico entre las mu´ltiples configuraciones posibles para
cada prisma de la lente acroma´tica. El criterio de seleccio´n de los dos disen˜os acroma´ticos
finales se basa en maximizar la cantidad de flujo focalizado sobre el sistema secundario
garantizando al mismo tiempo la dispersio´n croma´tica mı´nima.
El para´metro “a´ngulo del prisma” ha sido seleccionado entre las dos opciones que
han demostrado ser o´ptimas. Estas opciones consisten en la diferencia ma´xima o media
entre los a´ngulos de los prisma correspondientes (situados a la misma distancia del eje
de la lente) de cada capa (PC-PMMA). El para´metro “punto de referencia” indica el
punto respecto a cada prisma desde el cual se considera el a´ngulo de salida. Tenien-
do en cuenta estas diferentes estrategias de disen˜o se obtendra´ un conjunto de lentes
acroma´ticas de distintas caracter´ısticas. El comportamiento de los dos disen˜os o´ptimos
de las lentes acroma´ticas se han comparado frente a una lente de Fresnel esta´ndar de
focal y taman˜o similar. En la figura 3.10 se muestran los mapas de irradiancia bajo inci-
dencia normal considerando para la comparacio´n u´nicamente el mejor disen˜o acroma´tico
obtenido (Lente acroma´tica 1).
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(a) Lente Fresnel. Mapas de irradiancia (b) Lente acroma´tica 1. Mapas de irradiancia
Figura 3.10: Mapas de irradiancia de lente Fresnel frente a lente acroma´tica 1 en la
superficie de entrada de o´ptica secundaria
Como se observa comparando los mapas de irradiancia de la figura 3.10, la zona
iluminada en la superficie de entrada secundaria es mucho ma´s reducida a trave´s de
la lente acroma´tica en relacio´n con la lente Fresnel esta´ndar. Los disen˜os acroma´ticos
minimizan las aberraciones, produciendo taman˜os reducidos del area de la luz focalizada,
que podr´ıa permitir el empleo de un sistema o´ptico secundario ma´s compacto y por lo
tanto una ce´lula fotovoltaica menor.
La eficiencia del sistema η se define como la relacio´n entre el flujo luminoso Φ en
la superficie de entrada del secundario respecto al flujo total que incide en la lente de
Fresnel:
η =
ΦIN sec
ΦIN lens
. (3.17)
Para observar el efecto del espectro solar en el sistema adema´s de la influencia
del a´ngulo de incidencia de la luz es necesario cambiar la direccio´n del haz incidente
antes de ser focalizado por la lente. La variacio´n del a´ngulo de incidencia constituye una
circunstancia comu´n en sistemas concentracio´n e iluminacio´n solar al depender de una
fuente de posicio´n variable. Este efecto se puede observar en la figura 3.11.
73
(a) η frente a λ. A´ngulo de incidencia 0.4o (b) η frente a λ. A´ngulo de incidencia 1o
Figura 3.11: Eficiencia, η, frente a longitud de onda, λ. A´ngulo de incidencia variable
La eficiencia de estas tres lentes (una Fresnel esta´ndar y dos acroma´ticas), que
se muestra en la figura 3.11, es casi equivalente aunque el rendimiento de la lente de
Fresnel convencional se reduce dentro de un rango de longitud de onda corta, y esto
es particularmente notable a medida que aumenta el a´ngulo de incidencia, provocando
mayores perdidas en el comportamiento de la lente Fresnel. Esta deriva es causada por
el efecto de la dispersio´n croma´tica y acentuada por un alto a´ngulo incidente, aunque el
disen˜o acroma´tico mantiene el enfoque para un rango mas amplio de longitudes de onda
y ha aumentado el a´ngulo de aceptancia.
A la vista de estos resultados se puede pensar en aumentar concentracio´n a costa
de reducir el taman˜o de la ce´lula pero se opta por mantener las medidas de esta por
razones de sobrecalentamiento de la ce´lula y mantener dimensiones esta´ndares.
Con el fin de evaluar el efecto real de las aberraciones acroma´ticas se ha considerado
la importancia de cada longitud de onda teniendo en cuenta la distribucio´n espectral
ASTM1 (Terrestrial Reference Spectra [9]) de la luz solar.
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Figura 3.12: Eficiencia ponderada para todo el espectro (ASTM1) solar frente al a´ngulo
incidente
En la figura 3.12 se observa que el comportamiento de la lente de Fresnel esta´ndar
(para la apertura nume´rica seleccionada y las caracter´ısticas de la o´ptica secundaria)
es todav´ıa ligeramente mejor que el disen˜o acroma´tico. Con el objetivo de obtener un
disen˜o mas eficiente es necesario conocer la apertura mı´nima a partir de la cual la lente
acroma´tica se comporta mejor que la lente de Fresnel esta´ndar y sacar el ma´ximo partido
al disen˜o acroma´tico en dicha zona.
3.2.5. Disen˜o de lente Fresnel acroma´tica h´ıbrida
A ra´ız de los resultados anteriores se comprueba que el disen˜o Fresnel esta´ndar
es una solucio´n bastante eficaz, siempre y cuando la apertura nume´rica este´ limitada.
Sin embargo si se persigue alcanzar un alto factor de concentracio´n entonces se necesita
aumentar la apertura nume´rica del sistema. A lo largo de esta seccio´n se mostrara´ un
disen˜o de lentes h´ıbrido, combinando las zonas mas eficientes de cada disen˜o (disen˜o
Fresnel esta´ndar y acroma´tico).
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Para evaluar el rendimiento radial de la lente de Fresnel frente a ambos disen˜os
acroma´ticos (tabla. 3.1) se han desarrollado una serie de simulaciones modificando el
radio (Rn, Rn+1) de un anillo de luz incidente como se ve en la figura 3.14.
Figura 3.13: Esquema del trazado de rayos de anillo de luz incidente de a´ngulo variable
Es necesario dividir la superficie de la lente en elementos de area que contribuyan
equivalentemente al comportamiento global. Para asegurarse de que la contribucio´n a la
concentracio´n se mantiene constante el anillo incidente debe mantener su a´rea en cada
interaccio´n de trazado de rayos. De este modo el flujo emitido por cada anillo se mantiene
constante y la comparacio´n, en te´rminos de concentracio´n, es relevante. Por lo tanto, el
radio del disco luminoso cumple la ecuacio´n 3.18.
Rn =
√
nR1 ⇒ ∆R = pi(R2n+1 −R2n+1) = piR21. (3.18)
Este estudio confirmara´ las ventajas del disen˜o acroma´tico frente a la lente Fresnel
esta´ndar a medida que la luz incide en la zona exterior de la lente. En la figura 3.14 se
determina el l´ımite de rendimiento radial entre la lente acroma´tica y la lente de Fresnel
esta´ndar.
76
Figura 3.14: Eficiencia radial de la lente acroma´tica y Fresnel estandar
En la figura 3.14 se comprueba que la lente de Fresnel esta´ndar tiene una eficacia
superior al disen˜o acroma´tico hasta un valor del radio de la lente de Rn = 76 mm. Por
tanto la apertura nume´rica a la entrada del secundario ser´ıa NA = 0.26 respecto la zona
Fresnel esta´ndar. Combinando esta zona central de la lente basada en el perfil de Fresnel
esta´ndar junto con un disen˜o acroma´tico para la zona perife´rica se obtiene el disen˜o
h´ıbrido.
Figura 3.15: Seccio´n de la lente h´ıbrida
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El mejor rendimiento de la lente acroma´tica h´ıbrida en comparacio´n con el disen˜o
convencional Fresnel se pone de manifiesto a medida que aumenta la zona de trabajo de la
lente, esto se puede analizar con mayor detalle a trave´s de un estudio de la concentracio´n
de la lente frente al radio de la misma al cuadrado. El factor de concentracio´n (C) se ha
medido en la superficie de salida de la o´ptica secundaria:
C =
SLens
Ssec
η, (3.19)
donde η es la eficiencia del sistema medida respecto al flujo incidente en la superficie de
salida o´ptica secundaria.
Figura 3.16: Factor de concentracio´n frente al radio al cuadrado de la lente
Se verifica que la lente acroma´tica h´ıbrida ofrece ventajas a medida que aumenta
el radio de la misma, alcanzando niveles de concentracio´n (considerando la o´ptica se-
cundaria) por encima de 1000 soles (fig. 3.16) que dif´ıcilmente logran una lente Fresnel
convencional para unas dimensiones ma´ximas establecidas, 120mm de radio.
En la figura 3.16 tambie´n se aprecia que el factor de concentracio´n es pra´cticamente
ide´ntico (salvo discrepancias debidas a la simulacio´n) para la lente h´ıbrida y la lente
Fresnel esta´ndar hasta un valor del radio de la lente cercano a Rn, ya que ambas lentes
comparten la misma geometr´ıa delimitada por dicho valor radial.
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Por el principio de la conservacio´n de la E´tendue (seccio´n 1.4) se puede calcular
el ma´ximo teo´rico del factor de concentracio´n para un sistema y una fuente de las
caracter´ısticas geome´tricas establecidas. Segu´n la ecuacio´n [ec. 1.14], se puede realizar
una estimacio´n del factor ma´ximo teo´rico de concentracio´n de la lente acroma´tica en
ausencia de perdidas. Para ello se considera un semia´ngulo de aceptancia de incidencia,
α, de 1.8o que comprende un 70 % del flujo luminoso, como se observa en la figura 3.12,
y un a´ngulo de aceptancia en el receptor, β, de 36.45o que se encuentra en un medio
(aire) de ı´ndice de refraccio´n n=1:
Cacro = n
2 sin
2 β
sin2 α
= 370. (3.20)
Este factor debe multiplicarse por la concentracio´n propia del sistema secundario
de superficie de entrada A y salida S.
Csec =
A
S
=
11.52
5.52
= 4. (3.21)
Por tanto el factor ma´ximo teo´rico de concentracio´n para el sistema completo
sera´ de Cmax,etend = 1468. Que coincide aproximadamente con la concentracio´n ma´xima
derivada de la superficie de la lente entre la superficie de la ce´lula fotovoltaica Cmax =
1481.
Finalmente se muestran los niveles de concentracio´n de la lente h´ıbrida frente a
la lente acroma´tica y Fresnel esta´ndar (fig. 3.17). Se puede apreciar el comportamiento
superior para el disen˜o de la lente h´ıbrida, sobre todo en comparacio´n con la de Fresnel,
este rendimiento es bastante notable para a´ngulos de incidencia relativamente bajos
(menos de un grado) en el que alcanza un 18 % de mejora.
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Figura 3.17: Factor de concentracio´n frente al a´ngulo de incidencia
A medida que el a´ngulo de incidencia aumenta (fig. 3.17) los perfiles de concen-
tracio´n de los distintos disen˜os de lentes se homogenizan pero la lente h´ıbrida mantiene
un mejor rendimiento en comparacio´n con el resto de disen˜os,y muestra un 9 % ma´s de
concentracio´n para 1.5◦ de a´ngulo de incidencia. A la vista de estos resultados se puede
confirmar el disen˜o de una lente h´ıbrida de alta eficiencia combinando las a´reas favora-
bles de dos tipos de lente (Fresnel esta´ndar y acroma´tica) que forma parte de un sistema
de concentracio´n de probada estabilidad frente al a´ngulo de incidencia y que muestra en
su conjunto (incluyendo el sistema secundario) un factor de concentracio´n superior los
mil soles rondando el 81 % del ma´ximo factor de concentracio´n teo´rico.
A trave´s de un proceso de disen˜o o´ptico y optimizacio´n se ha obtenido una lente
acroma´tica h´ıbrida; este tipo de lente combina las ventajas de las lentes de Fresnel
esta´ndar con las caracter´ısticas ma´s u´tiles de la lente acroma´tica . El disen˜o acroma´tico
h´ıbrido resulta una solucio´n eficaz como o´ptica primaria para sistemas fotovoltaicos,
maximizando el a´rea de captura de la lente de enfoque sin sacrificar la eficiencia y
disminuyendo el taman˜o de la mancha. La lente acroma´tica h´ıbrida proporciona un
mayor nivel de concentracio´n que se mantiene durante un intervalo de tiempo ma´s largo,
al ser su comportamiento ma´s estable frente a los cambios en la incidencia del haz.
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3.3. Sistema de iluminacio´n natural para edificios
El sistema de iluminacio´n presentado en esta seccio´n aprovecha la luz solar in-
cidente en la fachada del edificio con fines de iluminacio´n reduciendo el consumo de
energ´ıa y complementa´ndolo con energ´ıa renovable y limpia. El sistema de iluminacio´n
comprende un colector de luz situado en el exterior de la fachada vertical, una gu´ıa de
luz modular que se extiende horizontalmente a trave´s del falso techo y unas luminarias
extractoras colocadas estrate´gicamente a lo largo de la gu´ıa.
El trabajo que se recoge en esta seccio´n ha sido desarrollado dentro del proyecto
Eureka 3575 “Active Daylighting System” (ADASY c©) liderado por la empresa Lledo´ Ilu-
minacio´n S.A. junto con Bartenbach Lichtlabor (BLL), la Universidad Polite´cnica de
Madrid (UPM) y la Universidad Complutense de Madrid (UCM).
Un prototipo a escala del sistema se ha fabricado satisfactoriamente en su totalidad
y actualmente se encuentra integrado en las instalaciones de Lledo´ S.A.
3.3.1. Introduccio´n
Actualmente la presencia de energ´ıas renovables aplicadas a entornos arquitecto´ni-
cos ha adquirido gran importancia. El cambio de la mentalidad y las tendencias econo´mi-
cas de los agentes involucrados en este sector son ya una realidad, e impulsan las nuevas
estrategias de construccio´n, materiales compatibles con la conservacio´n del medio am-
biente y la sostenibilidad energe´tica. De esta forma los programas para el medio ambiente
como el de las Naciones Unidas “Global Green New Deal” (Marzo 2009), el proyecto de
la comisio´n europea “Greenligh” (Marzo 2006) son dos ejemplos de esta tendencia.
Los beneficios de la luz solar en los edificios de oficinas son bien conocidos [31,
32, 33]. El uso de la luz solar reduce los costes de mantenimiento y mejora el bienestar
de los ocupantes del edificio. La productividad de los trabajadores se incrementa y el
entorno de trabajo es ma´s saludable. Mejorar la condiciones de los trabajadores les afec-
ta directamente y repercute en la productividad de la empresa [34, 35]. Los efectos de
los los sistemas de iluminacio´n solar en los edificios deben de suponer una consideracio´n
importante para los disen˜os de los mismos ya que significan un beneficio para todos; los
ocupantes, los duen˜os y por extensio´n toda la sociedad. Para ofrecer unas condiciones
visuales agradables en la habitacio´n es indispensable asegurar ciertos valores en los nive-
les de iluminacio´n, luminancia, ı´ndice de deslumbramiento y composicio´n de color. Los
niveles requeridos var´ıan en funcio´n de las actividades realizadas en cada estancia [36].
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Los sistemas no formadores de ima´genes son soluciones adecuadas cuando son
deseables factores de concentracio´n y eficiencia elevados, los sistemas basados en dis-
positivos anido´licos han demostrado un gran potencial en el campo de los sistemas de
iluminacio´n natural aunque las soluciones comerciales no esta´n extendidas ampliamente
debido principalmente a sus elevados costes de fabricacio´n e instalacio´n. Diversos ejem-
plos de sistemas de iluminacio´n anido´licos se pueden encontrar en la literatura junto con
sus propios criterios de disen˜o, herramientas de simulacio´n y resultados [5, 37].
La aplicacio´n descrita en este trabajo pretende aprovechar la luz que llega a la
fachada del edificio con fines de iluminacio´n. El sistema esta´ ideado para adaptarse a
las caracter´ısticas especificas de un edificio, aunque su rendimiento podr´ıa mejorarse si
la planificacio´n del edificio tuviera en cuenta la integracio´n del sistema de iluminacio´n y
sus restricciones. En este sentido algunos estudios sugieren que la manera de optimizar
el uso de la energ´ıa solar por parte de un edificio se debe planear desde las fases iniciales
de construccio´n del mismo [38].
El disen˜o del sistema de iluminacio´n sera´ dividido teniendo en cuenta la funciona-
lidad especifica de cada componente: captacio´n transmisio´n y distribucio´n.
Sistema colector:
El sistema colector tiene dos funciones principales, la primera es captar el ma´ximo
flujo de luz posible y la segunda, y no menos importante, redirigir la luz con una
orientacio´n especifica hacia interior de la gu´ıa de alta reflectividad. Es prioritario
reducir el a´ngulo de salida de la luz del sistema colector que estara´ basado en una
matriz de T-CPC (Truncated Compound Parabolic Concentrator).
El disen˜o del colector ha sufrido un proceso de optimizacio´n bajo las condiciones de
irradiancia solar de la ciudad de Madrid. La innovacio´n del colector reside tanto en
la geometr´ıa de la unidad estructural de la matriz, CPC, como en los para´metros
geome´tricos de la matriz: ı´ndice de compactacio´n y a´ngulo de inclinacio´n.
Transmisio´n:
Una vez la luz solar incidente es captada se redirige el flujo a las zonas distantes
de las ventanas donde la luz no alcanza directamente. Esto se consigue mediante la
gu´ıa de luz horizontal dentro del falso techo. La luz se canaliza por reflexio´n en los
espejos de alta reflectividad de las caras interiores de la gu´ıa. El ana´lisis de la gu´ıa
de luz esta´ incluido en la optimizacio´n del colector anteriormente mencionada.
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Distribucio´n:
Finalmente un sistema de extraccio´n/distribucio´n de luz sera´ ideado con el objeti-
vo de repartir la luz eficientemente y de forma equilibrada dentro de la habitacio´n.
Para llevar a cabo la extraccio´n de luz se dispondra´ de varias luminarias solares
que trabajan eficientemente bajo un amplio rango de condiciones de incidencia y
se complementara´n con materiales de distinta rugosidad para romper las concen-
traciones excesivas de luz en determinados puntos del sistema. Estas luminarias
tambie´n se disen˜ara´n buscando un mı´nimo nivel de deslumbramiento.
Figura 3.18: Esquema sistema de iluminacio´n
3.3.2. Sistema colector de luz solar
El primer elemento del sistema es el colector anido´lico, responsable de captar y
redirigir la luz solar. Los componentes activos se descartan en el colector debido a que
aumentar´ıa en exceso el coste del producto y del mantenimiento. El colector debe operar
bajo una alta apertura nume´rica (captando la mayor luz posible), garantizando una alta
eficiencia (reduciendo pe´rdidas) y proporcionar una divergencia reducida en su flujo de
salida para facilitar el guiado de la luz.
La matriz del sistema colector se trata mediante metalizacio´n PVD. La te´cnica
PVD (Physical Vapor Deposition) consiste en la deposicio´n f´ısica de pel´ıculas delgadas
a partir de la fase de vapor, al condensarse el vapor se forma una capa delgada sobre
la superficie del substrato formando una superficie de alta reflectividad especular. En
concreto la reflectancia del colector es ρtcpc = 0.95, que esta´ conectado a su vez con la
gu´ıa de luz de luz de alta reflectancia ρguia = 0.97, y de dimensiones 1mx 0.3mx 10m.
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El nombre del reflector parabo´lico CPC proviene de la curva de la que obtiene su
forma, la para´bola es el conjunto de los puntos del plano que equidistan de un punto
fijo llamado foco y de una recta llamada directriz. Se conoce como eje de simetr´ıa de la
para´bola a la recta perpendicular a la directriz que pasa por el foco. Se denomina ve´rtice
de la para´bola al punto donde la curva corta al eje, dicho punto se encuentra a igual
distancia de la directriz y el foco.
Figura 3.19: Para´metros de una para´bola
La geometr´ıa del CPC se basa en aprovechar las propiedades del paraboloide de
revolucio´n. Las superficies de revolucio´n o de rotacio´n son engendradas por una l´ınea
generatriz que gira alrededor de una recta llamada eje. Cada punto de la generatriz
describe una circunferencia, cuyo centro esta´ en el eje. La superficie engendrada al girar
una para´bola (curva generatriz) alrededor de su eje es una superficie Parabo´lica. El eje
de simetr´ıa del CPC sin embargo no coincide con el eje de la para´bola, sino que forma
un a´ngulo conocido como a´ngulo de aceptacio´n, θ, que determina a su vez el rango de
aceptacio´n de luz del CPC en su uso convencional como concentrador de luz.
La geometr´ıa del colector se basa en el reflector parabo´lico CPC en uso inverso
[39] que tienen la capacidad de reflejar toda la radiacio´n incidente dentro de un amplio
rango angular, aumentando as´ı la radiacio´n potencialmente aprovechable. De modo que
el a´ngulo de aceptacio´n, θ, en su uso inverso se convierte en el a´ngulo de emisio´n del
CPC (fig. 3.21). El potencial del CPC como captador de energ´ıa solar es bien conocido
y ha sido descrito por Winston [40], Joseph J. O’Gallagher [41] o P. Sansoni [42] entre
otros.
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Figura 3.20: Esquema CPC
Figura 3.21: Concentrador CPC en uso inverso
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Con el propo´sito de ampliar el a´ngulo de captacio´n solar y aumentar la energ´ıa
captada a lo largo del an˜o se realiza en el colector una operacio´n conocida como trun-
camiento que define una nueva geometr´ıa conocida como T-CPC (CPC truncado). Esto
implica un corte en la geometr´ıa de entrada del CPC definido por un plano inclinado
cierto a´ngulo de truncamiento α. Adema´s se aplica otro a´ngulo de correccio´n, β, que lla-
maremos a´ngulo de inclinacio´n, y junto con α permite orientar la superficie de entrada
del colector con el plano de ma´xima irradiancia solar. El a´ngulo de inclinacio´n β se mide
entre el eje horizontal y el eje de simetr´ıa del CPC (fig. 3.22). El estudio pormenorizado
de otros concentradores parabo´licos similares es un tema estudiado en profundidad [43].
Figura 3.22: T-CPC. α: a´ngulo de truncamiento β:a´ngulo de inclinacio´n
Otra ventaja que implica la implementacio´n del a´ngulo de truncamiento α, es que
los elementos T-CPC pueden formar una matriz, cuya superficie adopta la orientacio´n
deseada, mientras los T-CPCs que forman el colector no arrojara´n sombra sobre el
resto de componentes de la matriz ni se perjudica el a´ngulo de aceptancia del sistema
colector. Tanto la orientacio´n del CPC, β, como el a´ngulo de truncamiento determinan
la inclinacio´n de la superficie de entrada de la matriz que condiciona el flujo incidente,
as´ı como el a´ngulo de aceptancia [44]
Al considerar la estructura matricial se debe introducir un nuevo para´metro, el
factor del compactacio´n (dx,dy) (fig. 3.23.b). Este factor mide la distancia que se des-
plaza una unidad CPC respecto a su unidad vecina ma´s pro´xima en la direccio´n del eje
especificado (fig. 3.24). El objetivo del factor de compactacio´n es reducir el gap o area
inu´til entre los T-CPCs favoreciendo el funcionamiento del sistema colector; apertura,
a´ngulo de salida, eficiencia, distribucio´n de flujo etc.
86
Figura 3.23: Matriz colector. a) T-CPC original b) Factor de compactacio´n
3.3.3. Optimizacio´n del sistema colector
En apartado se pretende optimizar el comportamiento del sistema colector. Para
llevar esta tarea a cabo es necesario primeramente fijar la posicio´n y orientacio´n del
sistema colector. Los ca´lculos se han aplicado a 4 ciudades diferentes en Espan˜a con-
siderando una fachada orientada a Sur, aunque finalmente se presentan los resultados
de la localizacio´n en Madrid. El proposito de esta optimizacio´n es maximizar el flujo
al final de la gu´ıa, para ello es necesario calcular el flujo incidente en la entrada del
colector proveniente de la radiacio´n solar directa. Los datos del flujo incidente (W/m2)
en la localizacio´n fijada (Madrid) as´ı como las probabilidades de d´ıas soleados empleados
en la optimizacio´n final se obtienen de la base de datos europea “Satel-Light” [45]. Los
datos climatolo´gicos son registrados cada media hora y se han empleado los relativos al
periodo 1996-2000. Al disponer de los valores de flujo medio para lapsos temporales fijos
a lo largo de un an˜o natural sera´ posible determinar la cantidad de luz [klm h] durante
las horas de trabajo. El ca´lculo del flujo incidente en el colector debe de tener en cuenta
adema´s de las probabilidades medias mensuales(o previsiones) de dias soleados tambie´n
los factores de turbidez TL promediados mensualmente, siendo esta magnitud una medi-
da de la falta de transparencia de un medio debido a las part´ıculas que absorben la luz.
Estos factores se pueden obtener por ejemplo del sitio web SoDa, de servicios de energ´ıa
solar para profesionales [46].
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Los para´metros de optimizacio´n considerados sera´n (fig. 3.24):
el a´ngulo de truncamiento α
el a´ngulo de inclinacio´n del T-CPC β;
el a´ngulo de radiacio´n de salida θ;
el factor de compactacio´n (dx, dy).
Los para´metros de optimizacio´n definen los grados de libertad del sistema, y su
optimizacio´n favorecera´ que el sistema evolucione hacia un modelo de colector capaz de
capturar la mayor cantidad de energ´ıa incidente diaria y transmitirla en las condiciones
o´ptimas a trave´s de la gu´ıa de luz.
Figura 3.24: Para´metros de la optimizacio´n
La optimizacio´n del colector persigue captar la mayor cantidad de energ´ıa dia-
riamente y anualmente pero adema´s debe mantener un a´ngulo de emisio´n θ reducido
para maximizar su propagacio´n a lo largo de la gu´ıa. Con el fin de caracterizar este
compromiso se definen los siguientes objetivos: la eficiencia del conjunto colector-gu´ıa,
ηcg, que mide el flujo luminoso transportado al final de la gu´ıa; y la uniformidad de la
luz proyectada al final de la gu´ıa, u′, considerando el ma´ximo y el mı´nimo anual diario.
Ambas variables, u′ y ηcg se ligan para definir el u´ltimo objetivo de la optimizacio´n r
(fig. 3.25).
El proceso de optimizacio´n del sistema colector (3.26) parte de centenares valores
iniciales distintos de los para´metros anteriormente introducidos (α, β, etc) y el algoritmo
de optimizacio´n empleado, conocido como Nelder Mead (Seccio´n 2.1.2.2), tiene como
objetivos u′, etacg y r. Este proceso de optimizacio´n ha sido desarrollado por el socio del
proyecto Bartenbach Lichtlabor.
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Figura 3.25: Objetivo de la optimizacio´n
Figura 3.26: Progreso de la optimizacio´n para la cantidad de luz [klm h] captada durante
las horas de trabajo
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La geometr´ıa de la unidad estructural evoluciona desde el cla´sico CPC hasta una
geometr´ıa parabo´lica tipo lama. Esta disminucio´n de la superficie reflectante de la uni-
dad estructural tiene su causa en la integracio´n del T-CPC dentro de una matriz, ya
que al acoplar varios concentradores parabo´licos la superficie reflectante del conjunto
suple la disminucio´n de la superficie individual del T-CPC optimizado. De este modo, y
considerando la posicio´n solar incidente durante las horas de trabajo, la superficie total
del colector puede verse reducida mejorando la eficiencia (menos perdidas por reflexio´n
en el colector) sin perjudicar seriamente la uniformidad.
Para caracterizar los sistemas de iluminacio´n solar se emplean a menudo los dia-
gramas tipo Onion (cebolla). Esta representacio´n (fig. 3.27) proporciona informacio´n del
sistema lo largo del an˜o mediante niveles croma´ticos de la variable analizada (en este
caso la exposicio´n radiante en [klmh]) y curvas isome´tricas. Como resultado de la opti-
mizacio´n se obtienen diferentes modelos de colector (fig. 3.27) de entre los cuales destaca
el modelo V arG 12 que sera´ la eleccio´n para el sistema de iluminacio´n y por tanto la
geometr´ıa que se empleara´ en el resto de simulaciones.
Pero este tipo de representacio´n por medio de diagramas de Onion supone una
gran carga de simulaciones ya que considera una multitud de puntos o configuraciones
del sistema diferentes. En la figura 3.28 se representa la eficiencia del sistema colector-
gu´ıa (tanto para su modelo original como para el colector optimizado VarG 12) frente 14
posiciones solares espaciadas de manera uniforme. El numero de a´ngulos de incidencia
seleccionados sera´n reducidos a la mitad en las simulaciones del sistema completo debido
al aumento de la complejidad.
En la figura 3.28 se observa que el colector optimizado mejora la eficiencia respecto
al colector original para la mayor´ıa de los a´ngulos de incidencia solar analizados en un
factor medio del 12 %. De este modo se obtiene un disen˜o del colector optimizado cuya
eficiencia media, junto a la gu´ıa de luz, alcanza el 56 %.
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Figura 3.27: Modelos del colector optimizado y diagramas de flujo luminoso (al final de
la gu´ıa de luz)
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Figura 3.28: Eficiencia colector+gu´ıa para modelo original y Var G12
3.3.4. Simulacio´n del sistema de iluminacio´n completo
De aqu´ı en adelante el ana´lisis considerara´ el sistema en su totalidad (no simple-
mente el colector y la gu´ıa), y se analizara´ el comportamiento del sistema de extraccio´n
(luminarias) bajo el flujo inyectado por el modelo de colector optimizado V arG 12. Las
simulaciones proporcionara´n informacio´n sobre el nivel de iluminacio´n y mapas de irra-
diancia en el plano de trabajo, y en u´ltima instancia sera´n comparados con los resultados
experimentales proporcionados por el prototipo real.
Para llevar a cabo una comparacio´n precisa con el prototipo real sera´ necesario
aumentar el numero de rayos trazados por la fuente. Con este propo´sito se recurrira´ al
sistema de divisio´n o segmentacio´n de la fuente en determinadas simulaciones que impli-
can especial complejidad. Esta te´cnica consiste en dividir la superficie total de emisio´n
en un conjunto de fuentes de menor taman˜o y nu´mero de rayos para poder simular cada
una de manera independiente (y posteriormente sumar los resultados del conjunto). De
este modo se dividen los requisitos computacionales entre los diversos procesos de simu-
lacio´n. En cuanto al tiempo de ejecucio´n puede minimizarse siempre que los subprocesos
de simulacio´n se aborden simulta´neamente en diferentes equipos de computacio´n.
92
Figura 3.29: Trazado por segmentacio´n de la fuente. Optimizacio´n de recursos
Mediante esta te´cnica son posibles trazados de varios millones de rayos para un
sistema complejo de mu´ltiples superficies reflectantes, que por el me´todo convencional
ser´ıan inviables. Como consecuencia de aplicar este me´todo se puede estudiar con ga-
rant´ıas la distribucio´n del flujo y el deslumbramiento del sistema.
Para la ejecucio´n de las posteriores simulaciones se muestrea la trayectoria aparente
del Sol por medio de 7 duplas de a´ngulos de incidencia (fig. 3.30). Gracias al modelo
matema´tico que describe la posicio´n aparente del Sol (seccio´n 3.1.1) se pueden derivar
los instantes temporales a los que corresponden dichos a´ngulos solares.
Figura 3.30: Posiciones solares simuladas
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Adema´s se establecen las dimensiones del plano de iluminancia (ancho W=5m,
largo L=11m) situado a una distancia H=1.85m, de la gu´ıa de luz. La reflectancia del
colector sera´ ρtcpc = 0.95, mientras que la reflectancia de la gu´ıa de luz es ρtcpc = 0.97,
(de dimensiones 1mx 0.3mx 10m), reflectancia que coincide con la de las luminarias.
Figura 3.31: Simulacio´n sistema iluminacio´n completo
En el disen˜o de las luminarias solares se persigue tanto un equilibrio de flujo
extra´ıdo por cada luminaria como una eficiencia global ma´xima del conjunto de las lu-
minarias. Para cuantificar estos dos objetivos se definen tanto las eficiencias individuales
de cada luminaria como la eficiencia global del sistema de extraccio´n [ec. 3.22]:
ηlum =
ΦOUT lum
ΦIN colec
ηgolabal lum =
4∑
i=1
ηlum. (3.22)
Figura 3.32: Flujo de cada luminaria
Para el disen˜o de las luminarias solares se contemplan distintas opciones de geo-
metr´ıas reflectantes (fig. 3.33) que son integradas en la gu´ıa, y sus para´metros de disen˜o
son optimizados con respecto a los objetivos descritos en la ecuacio´n [ec. 3.22].
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La optimizacio´n de las luminarias no requiere un elevado nu´mero de rayos ya que
el propo´sito no es obtener ima´genes detalladas de los planos de irradiancia sino obtener
una estimacio´n del flujo emitido por cada luminaria. Esta ventaja en cuanto al tiempo
de ejecucio´n permite evaluar todo el rango de valores de los para´metros de disen˜o de las
luminarias con una gran precisio´n.
Figura 3.33: Opciones de disen˜o luminarias extractoras
La red de Ronchi consiste en una geometr´ıa cuya superficie total es ajustable.
De este modo la red de Ronchi puede solapar parte de su superficie reflectante carac-
teriza´ndose la configuracio´n adoptada mediante el para´metro “duty cycle” (DC). Entre
las opciones consideradas la red de Ronchi plana demuestra un mejor equilibrio de flujo
individual en cada luminaria.
La red de Ronchi puede variar la superficie reflectante presentada en cada lumina-
ria independientemente. El para´metro DC var´ıa desde el valor mı´nimo (para la ma´xima
superficie solapada) DCmin hasta el doble de dicha cantidad cuando se proyecta la su-
perficie reflectante total. Mediante la eleccio´n de la red de Ronchi se consigue equilibrar
el flujo extra´ıdo en cada luminaria ya que esta red no condiciona el flujo extra´ıdo ,de
manera tan acentuada, al a´ngulo de propagacio´n de la luz y nu´mero de reflexiones a
lo largo de la gu´ıa. Esto se debe a que no presenta una superficie reflectante continua
y adema´s posibilita en el prototipo un ajuste manual de sus para´metros. Como conse-
cuencia este grado de libertad reduce la dependencia del sistema frente a las variaciones
temporales y condiciones clima´ticas.
95
Figura 3.34: Esquema de la red de Ronchi
Figura 3.35: Eficiencia luminarias
Los resultados referentes a la eficiencia del sistema de extraccio´n son prometedores
(fig. 3.35) ya que se consigue aprovechar mas de la mitad de la luz incidente en el colector
para la mayor parte de las posiciones estudiadas. Una vez determinadas las caracter´ısticas
de las luminarias extractoras es posible obtener los resultados del sistema completo.
Para medir el comportamiento global de la configuracio´n del sistema de iluminacio´n
se emplean dos magnitudes, la Eficiencia total η y la uniformidad U de la radiacio´n
incidente, ambas medidas en el plano de trabajo (PT).
η =
ΦPT
ΦIN colec
, U =
Φ¯PT
Max(ΦPT )
. (3.23)
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A partir de ahora se aplicara´ el me´todo de simulacio´n por divisio´n de fuente ante-
riormente mencionado ya que se necesita obtener una imagen de los planos de iluminan-
cia lo ma´s precisa posible. La uniformidad, en el caso del sistema analizado, se puede
considerar representativa si el nu´mero de rayos aumenta hasta varios millones. En los
siguientes resultados se han trazado 4 millones y el plano de trabajo se registrara´ en una
matriz de 1500 x 4500 pixels.
Los valores de uniformidad para la configuracio´n actual del sistema (referido como
sistema ba´sico especular a partir de ahora) se aprecian en el diagrama de barras de la
figura 3.36.
Figura 3.36: Uniformidad sistema ba´sico especular
La CIE (Comisio´n internacional en iluminacio´n) promueve, mediante una serie
de recomendaciones [47] la uniformidad de iluminacio´n en el espacio de trabajo como
una para´metro importante para evitar los deficits lumı´nicos. Considerando los beneficios
sicolo´gicos y f´ısicos de los sistemas de iluminacio´n solar se deben de considerar criterios
espec´ıficos en cuanto a niveles de uniformidad para los sistemas de iluminacio´n natural
(Collins, 1975,1976).
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Para establecer el criterio cuantitativo para los niveles de uniformidad en ilu-
minacio´n se pueden emplear una serie de indicaciones provenientes de gu´ıas te´cnicas
relacionadas con tareas de iluminacio´n en el entorno de trabajo [48]. Estas recomenda-
ciones indican que el factor entre el nivel medio y ma´ximo de iluminacio´n en la zona
de trabajo no debe ser menor de 0.5. Sin embargo el criterio de uniformidad no debe
ser tan riguroso cuando se aplica a sistemas de iluminacio´n natural. Adema´s hay que
tener en cuenta que este sistema de iluminacio´n solar esta´ disen˜ado para complementar,
y no sustituir, el sistema de iluminacio´n convencional. La distribucio´n equilibrada de
la iluminacio´n natural lleva a reducir el mı´nimo de iluminancia aceptable como varios
estudios indican [47, 49]. Adema´s la calidad espectral de la luz natural puede compensar
la menor iluminancia obtenida en ciertas zonas de la distribucio´n que hacen caer el factor
de uniformidad.
Sin embargo los niveles de uniformidad de nuestro sistema mostrados en la figura
3.36 son excesivamente bajos, la falta de uniformidad del sistema es causada por el flujo
excesivamente concentrado (“hot spots”) en determinadas zonas del plano de irradiancia.
Esta concentracio´n se puede distribuir en un area mas amplia mediante la introduccio´n
de materiales difusores situados al inicio de la gu´ıa de luz. Concretamente Alanod, em-
presa especializada en materiales de recubrimiento en aluminio, dispone de un producto
llamado “Softgloss Miro 720” disen˜ado a partir de un perfil sinusoidal que proporciona
una apertura del haz de luz parametrizable.
Figura 3.37: Material Softgloss Miro 720
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No se conocen los valores exactos de los para´metros del material Softgloss ya
que Alanod no pone estos datos a disposicio´n del consumidor, para caracterizar dichos
materiales se procede a la Microscop´ıa Confocal. El solido difusor empleado en las simu-
laciones toma la media estad´ıstica de los para´metros obtenidos en la topograf´ıa, adema´s
este difusor se escala uniformemente (conservando las propiedades o´pticas) para aumen-
tar el solido y reducir el numero de ondulaciones y por tanto las superficies introducidas
en la simulacio´n (reduciendo la carga de ejecucio´n).
Se tendra´n en cuenta distintas orientaciones del material Softgloss as´ı como la
introduccio´n de vidrios rugosos y celos´ıas de apantallamiento. La opcio´n que mejores
resultados ofrece es el difusor Softgloss colocado transversalmente a la gu´ıa de luz sin
ningu´n otro sistema difusor o micro rugosidad salvo un vidrio rugoso en la salida de
la luminaria. Este vidrio tiene dos funciones primordiales, aumentar la uniformidad e
impedir la acumulacio´n residuos dentro de la gu´ıa. Los resultados de esta configuracio´n
se muestran a frente al sistema sin ningu´n elemento difusor (fig. 3.38) para diferentes
posiciones de incidencia solar.
Las ima´genes de los planos de irradiancia (fig. 3.38) se han procesado mediante un
filtro de media mo´vil con un kernel de convolucio´n que afecta a los 10 x 10 pixels vecinos.
Este filtro es necesario para homogeneizar la irradiancia evitando valores extremos que
falseen la uniformidad. Tambie´n es aplicada a la imagen una escala logar´ıtmica para
diferenciar los cambios de irradiancia inapreciables en escala lineal.
Se observa claramente (fig 3.38) que el efecto del Softgloss permite romper la
concentracio´n excesiva de determinadas zonas favoreciendo la uniformidad. Del mismo
modo introduce una componente difusa al comienzo de la gu´ıa que aumenta el numero
de reflexiones y perjudicada la eficiencia del sistema como se observa en los resultados
de la configuracio´n con difusor (tabla 3.2).
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Figura 3.38: Planos de irradiancia sistema ba´sico especular frente a difusor Softgloss
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Sistema ba´sico especular Sistema difusor softgloss
Angulo de incidencia Eficiencia Uniformidad Eficiencia Uniformidad
0 60 51 % 0.007 41.6 % 0.07
30 30 54.3 % 0.01 45.6 % 0.08
60 60 42 % 0.02 32.3 % 0.24
69 37 26.9 % 0.006 15.4 % 0.08
16 27 64.2 % 0.015 51.6 % 0.09
56 56 46.3 % 0.01 36.1 % 0.17
75 33 16.8 % 0.005 7.9 % 0.1
Tabla 3.2: Resultados configuraciones especular ba´sica y difusor Softgloss
Al an˜adir el material difusor se obtiene una mejora notable en te´rminos de unifor-
midad, que aumenta cerca del 9 % de media. Este efecto tiene como contrapartida una
disminucio´n de la eficiencia un factor medio del 10 %, sin embargo esta perdida de flujo
luminoso es asumible ya que el difusor logra distribuir la luz de forma mas homoge´nea
el plano de trabajo aumentando las opciones de aprovechamiento por los ocupantes de
la estancia. Los anteriores resultados no tiene en cuenta un acristalamiento colocado a
la salida de las luminarias que consiste en un vidrio rugoso. Este nuevo elemento difusor
aumenta notablemente la uniformidad hasta valores pro´ximos a la recomendacio´n para
sistemas convencionales de iluminacio´n (0.5) a costa de introducir otro factor de perdidas
cercano al 10 %.
Ahora que se ha alcanzado la configuracio´n o´ptima del sistema de iluminacio´n es
posible caracterizar su comportamiento de manera ma´s detallada a lo largo de todo el
an˜o. Para ello se aumenta el numero de posiciones aparente del Sol bajo las que se simula
el comportamiento del sistema de iluminacio´n.
De esta forma se genera un diagrama de Onion mas completo que no requiere de
simulaciones exhaustivas ya que su objetivo no es obtener planos detallados de irradiancia
ni calcular la uniformidad del sistema. Este diagrama de Onion se ha calculado con medio
millon de rayos por simulacio´n.
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Figura 3.39: Diagrama de Onion. Configuracio´n Difusor
La figura 3.39 muestra que la eficiencia del sistema alcanza un valor medio aproxi-
mado del 40 % para la franja horaria central que abarca de 10:30 a.m a 15:30 p.m. Este
valor medio de la eficiencia se debe corregir con el 10 % de perdidas por el vidrio rugoso
a la salida de las luminarias que no ha sido contemplado, sin embargo sigue siendo un
valor o´ptimo si se toma como referencia sistemas anido´licos de iluminacio´n solar de es-
tructura similar presentes en la literatura [7, 50]. En estos sistemas el l´ımite de eficiencia
se establece alrededor del 32 % debido a pe´rdidas se asociadas a cada componente. A
continuacio´n se especifica la eficiencia media de cada componente:
Doble acristalamiento de entrada 74 %
colector anido´lico 72 % (en funcio´n del modelo)
gu´ıa de luz 68 % (en funcio´n del material y longitud)
Acristalamiento de salida 84 %
En nuestro sistema de iluminacio´n la eficiencia del conjunto colector-gu´ıa supera
en un 16 % la eficiencia prevista por un sistema esta´ndar (fig. 3.28), sin embargo las
perdidas por el acristalamiento son ligeramente mayores y hay que considerar tambie´n
las perdidas que introducen las luminarias extractoras que no esta´n presentes en el
estudio de los sistemas esta´ndar [50]. Analizando estos factores es lo´gico que la eficiencia
global del sistema se equipare con la de los sistemas anido´licos de referencia, sin embargo
muestra otras ventajas en comparacio´n, como son un nivel superior de uniformidad e
independencia temporal, debido al disen˜o innovador del colector y de las luminarias.
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3.3.5. Medidas del prototipo
Con el fin de validar las simulaciones llevadas a cabo y respaldar el comportamiento
del disen˜o del sistema iluminacio´n se ha fabricado un prototipo del sistema por parte de la
empresa Lledo´ iluminacio´n. El excesivo taman˜o del sistema de iluminacio´n hace necesario
escalar el prototipo y, aunque en principio se considero´ una escala lineal, finalmente se
ha fabricado un prototipo a diferente escala en cada eje.
Dimensiones (metros) Prototipo Sistema simulado
Ancho de la gu´ıa 0.57 1.1
Alto de la gu´ıa 0.30 0.5
Largo de la gu´ıa 5.79 11
Distancia al plano ana´lisis 1.85 1.85
Ancho del plano de ana´lisis 5 5
Largo del plano de ana´lisis 9 11
Tabla 3.3: Dimensiones del prototipo
Figura 3.40: Prototipo sistema iluminaco´n
El modelo de colector V arG 12 ha sido fabricado por inyeccio´n en molde y va-
porizacio´n, y se separa del exterior mediante un doble acristalamiento para prevenir la
condensacio´n y mantener un buen aislamiento. Para describir en detalle la integracio´n
del colector dentro del sistema de iluminacio´n se muestra un esquema del acristalamiento
(fig. 3.41) y la posicio´n relativa del mismo respecto a la gu´ıa de luz.
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La gu´ıa de luz esta´ recubierta de un material de alta reflectividad (Miro Silver) y
acoplada al cierre externo. Debido a que el conjunto cerramiento-colector-gu´ıa esta´ total-
mente sellado el mantenimiento es extremadamente simple y solo requiere una limpieza
perio´dica del exterior del cerramiento de cristal del colector.
Figura 3.41: Esquema del acristalamiento. Integracio´n del sistema colector
Este prototipo se ha empleado para tomar medidas dentro de un simulador solar
que se encuentra en las instalaciones de la empresa Bartenbach y cuya fuente adopta las
posiciones de la fuente contempladas en las simulaciones para as´ı verificar los resultados
obtenidos por trazado de rayos. Al mismo tiempo se integran los disen˜os de luminarias
extractoras para evaluar el sistema completo. Las medidas del plano de irradiancia han
sido tomadas por Bartenbach mediante una ca´mara CCD calibrada.
Los resultados del prototipo muestran una eficiencia inferior, en la mayor parte de
posiciones solares analizadas, con respecto a las simulaciones. Este desajuste, inferior al
10 % (fig. 3.43), puede deberse a que las dimensiones del prototipo no son las mismas
que las del sistema simulado adema´s de las perdidas causadas por las imperfecciones y
desajustes propios de cualquier prototipo.
Las ima´genes del plano de irradiancia generadas por el prototipo conservan una
gran semejanza (fig. 3.43) respecto a la distribucio´n de flujo obtenida por las simula-
ciones ejecutadas a lo largo de este cap´ıtulo. Las zonas donde se localizan las mayores
concentraciones de flujo coinciden, teniendo en cuenta el factor de escala aplicado al las
dimensiones del prototipo.
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Figura 3.42: Resultados del prototipo escalado frente a las simulaciones
En la actualidad el sistema de iluminacio´n descrito en esta seccio´n se encuentra
encuentra integrado en las instalaciones de la empresa Lledo´ iluminacio´n, en Mostoles,
donde asegura un nivel de iluminacio´n medio de 300-400lx durante las horas de trabajo
en un area de 4m x 10m, es decir 40m2.
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Figura 3.43: Planos de irradiancia. Prototipo frente a simulaciones
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Cap´ıtulo 4
Disen˜os o´pticos para aplicaciones
de fuentes LED
En este cap´ıtulo se recogen una serie de aplicaciones cuya fuente de luz en comu´n
son los dispositivos LED (Light Emitting Diodes). Estas aplicaciones se enmarcan prin-
cipalmente dentro del campo de la sen˜alizacio´n, iluminacio´n e instrumentacio´n. Para
describir este tipo de fuentes es antes necesario detallar el funcionamiento as´ı como las
principales magnitudes que caracterizan a los LEDs. El disen˜o de cada sistema o´ptico
sera´ planteado teo´ricamente para despue´s sufrir un proceso de optimizacio´n y finalmente
se fabricara´ un prototipo para corroborar los resultados con medidas experimentales. A
lo largo de este cap´ıtulo se empleara´n distintos tipos de fuentes LED cuyo modelo vir-
tual sera´ aplicado a las simulaciones y posteriormente el dispositivo f´ısico de la fuente
sera´ integrado en el prototipo.
4.1. Introduccio´n
Los diodos emisores de luz o LEDs se vienen usando desde la de´cada de 60, sin
embargo la tecnolog´ıa empleada ha cambiado notablemente desde entonces. Los primeros
LEDs comerciales se desarrollaron en el an˜o 1962 combinando Galio, Arse´nico y Fo´sforo
(GaAsP) y emit´ıan exclusivamente luz roja de baja intensidad emplea´ndose generalmente
como pilotos indicadores de luz de diversos dispositivos electro´nicos. La evolucio´n desde
los primeros modelos de LED ha sido enorme, y recientemente los inventores del LED
azul [1] han sido galardonados con el premio Nobel que reconoce la revolucio´n de este
tipo de fuentes de luz en la iluminacio´n actual. Este hito permit´ıa completar la matriz
RGB imprescindible para obtener luz blanca con fuentes LED.
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Los diodos actuales esta´n basados en la unio´n de dos cristales semiconductores
dopados con impurezas de otro metal o compuesto qu´ımico. Dependiendo de la naturaleza
qu´ımica de estas impurezas se formara´n en el cristal enlaces covalentes deficitarios en
electrones provocando que los portadores mayoritarios sean huecos (semiconductor tipo
P) o por el contrario se formara´n enlaces en los que los portadores mayoritarios sera´n
electrones (semiconductor tipo N). La unio´n de un semiconductor de cada tipo se conoce
como unio´n PN.
Cuando se juntan dos portadores de distinto signo, un electro´n libre y un hueco, se
produce el feno´meno conocido como recombinacio´n. Existen dos tipos de recombinacio´n
de portadores:
la recombinacio´n no radiante, que se da en semiconductores de gap indirecto (como
el Silicio y Germanio) en los cuales el rendimiento de la emisio´n de luz es bastante
pobre ya que la recombinacio´n entre los electrones de la banda de conduccio´n con
los huecos de la banda de Valencia genera fonones (Calor).
la recombinacio´n radiante, que se observa en semiconductores de gap directo(como
el Arseniuro de Galio NaGa) en la cual la energ´ıa se libra en forma de radiacio´n
cumplie´ndose:
E = hf =
hc
λ
, (4.1)
donde E es la energ´ıa del foto´n, c la velocidad de la luz (3 108 m/s), y h la constante
de Planck (6.624 10−34Js).
Un diodo semiconductor convencional permite la corriente de ele´ctrica en un solo
sentido P → N (debido al flujo de electrones en el sentido opuesto) sin embargo no emite
luz ya que la recombinacio´n producida es no radiante. El dispositivo LED sin embargo es
un diodo semiconductor que emite luz cuando se polariza de manera directa y conduce
una corriente ele´ctrica a trave´s de e´l. El semiconductor empleado en la fabricacio´n del
LED es la clave para favorecer la recombinacio´n radiante que generara´ la energ´ıa en
forma de luz.
La luz emitida por un LED, cuyo espectro se caracteriza por un ancho de banda
reducido, se corresponde con una determinada frecuencia del espectro electromagne´ti-
co que depende de la diferencia energe´tica de la banda prohibida, o gap, del material
empleado para fabricar el dispositivo.
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En la actualidad los dispositivos LED son capaces de emitir una radiacio´n constan-
te de alta intensidad y relativamente bajo consumo asegurando a su vez un tiempo de vida
superior a las la´mparas convencionales. El uso de las nuevas tecnolog´ıas de iluminacio´n
basadas en LED proporciona soluciones con un mayor rendimiento, y con reducciones de
consumo entorno al 70 % [2]. Las aplicaciones de las fuentes LED son numerosas entre
las que destacan: luminarias, sen˜alizacio´n de trafico, alumbrado inteligente, automocio´n,
fotograf´ıa, etc. [3, 4].
Algunas de las ventajas mas importantes que presenta la tecnolog´ıa LED, al igual
que los inconvenientes y barreras que limitan su uso se resumen a continuacio´n [5, 6]:
Ventajas
1. Eficiencia: Los LEDs proporcionan ma´s cantidad de luz en relacio´n a la po-
tencia consumida comparados con las la´mparas convencionales ma´s comunes.
El l´ımite de eficiencia de los LEDs actuales ronda los 150lm/w [7].
2. Bajo consumo: Los LED no requieren excesiva alimentacio´n para su fun-
cionamiento. El rango de corrientes con el que se puede alimentar a un diodo
LED depende del modelo empleado, los valores recomendados ma´s comunes
var´ıan entre 350mA y 2100mA, pero una ventaja de alimentar el LED con
una corriente baja es que se alarga su vida u´til ya que la temperatura del
LED disminuye cuanto ma´s pequen˜a es la corriente que conduce. Adema´s si
el LED requiere una menor corriente de alimentacio´n se pueden conectar mu-
chos ma´s LED en paralelo para una misma potencia. De esta forma disminuye
la corriente que circula por ellos.
3. Capacidad de regulacio´n y control: Para la mayor´ıa de las aplicaciones
los LED pueden ser disen˜ados junto con controles de regulacio´n de brillo,
como la modulacio´n de anchura de pulsos (PWM) ya que los ciclos de encen-
dido/apagado de alta frecuencia no afectan su vida u´til. Adema´s es comu´n
emplear sensores de movimiento para ajustar ciclos de trabajo. De este mo-
do se reducen las horas anuales de funcionamiento dando lugar a un mayor
ahorro de energ´ıa.
4. Taman˜o: Los LEDs suelen tener unas dimensiones reducidas (menores de
2mm2) y pueden ser fa´cilmente integrados pra´cticamente en cualquier circuito
de iluminacio´n as´ı como en circuitos impresos.
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5. Robustez y tiempo de vida: Los LEDs tienen una menor tasa de fallos
y una vida media entre 40000-70000 horas [7], adema´s muestran una mayor
resistencia al impacto al estar fabricados por un material solido (Solid State
Lighting SSL) y carecer de filamento como las la´mparas convencionales.
6. Espectro: Los LEDs emiten radiacio´n cuyo espectro caracter´ıstico presenta
un reducido ancho de banda, lo que permite un obtener luz pra´cticamente
monocroma´tica sin necesidad de filtros que reduzcan la eficiencia como ocurre
en las fuentes de luz convencionales.
7. Disen˜o y fabricacio´n: La tecnolog´ıa LED es objeto de un gran intere´s debido
a la diversidad de aplicaciones que presenta y a sus caracter´ısticas de disen˜o y
fabricacio´n. Esto se traduce en una ventaja competitiva para la industria de
produccio´n de fuentes de luz. Los LEDs presentan una enorme flexibilidad en
el disen˜o que permite fabricar modelos de diversos taman˜os y caracter´ısticas
de emisio´n. Adema´s la ausencia de elementos to´xicos, como el mercurio o
el plomo, y la posibilidad de reciclar ciertos componentes, como la carcasa
de aluminio, permiten mejorar el proceso de fabricacio´n reduciendo costes y
aumentando la competitividad del producto.
Desventajas
1. Dependencia de la temperatura: El comportamiento del LED depende
notablemente de la temperatura del entorno de operacio´n. El sobrecalenta-
miento puede tener como consecuencia la perdida de emisio´n e incluso el fallo
del dispositivo a largo plazo.
2. Sensibilidad a la alimentacio´n: Los LEDs deben ser alimentados mediante
un voltaje o diferencia de potencial por encima de una tensio´n umbral para que
emita luz. Por otro lado la corriente que circula por el LED debe ser limitada
para no dan˜ar irreversiblemente el dispositivo. Estas condiciones implican la
necesidad de un sistema regulador de corriente o controlador.
3. Coste: El coste de las fuentes LED es inicialmente mayor que el de las la´mpa-
ras convencionales, adema´s de la necesidad de un sistema controlador para
su alimentacio´n. Sin embargo esta inversio´n se ve amortizada con el tiempo
debido a su mayor eficiencia de consumo respecto a las fuentes convencionales.
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4.2. Caracter´ısticas de emisio´n de las fuentes LED
Las fuentes LED esta´n compuestas por multitud de componentes (encapsulado,
empaquetamiento, chip, etc.) por tanto las caracter´ısticas de emisio´n de la luz pueden
variar dependiendo de la posicio´n relativa y las caracter´ısticas de cada una de sus partes.
Figura 4.1: Componentes del LED
Para describir las caracter´ısticas de emisio´n del LED se introducen los siguientes
para´metros:
Flujo luminoso. El flujo luminoso es la medida de la potencia luminosa percibida
y, a diferencia de la potencia total emitida, esta´ ajustada para reflejar la sensibili-
dad del ojo humano a diferentes longitudes de onda. La unidad de medida del flujo
luminoso es el lumen (lm), y en este cap´ıtulo se empleara´n modelos de LED cuyo
flujo luminoso oscila entre los 40lm-100lm.
Eficiencia luminosa de la fuente. Es la relacio´n entre la flujo luminoso emitido
frente a la potencia ele´ctrica consumida para generar dicho flujo. Se representa
normalmente por el s´ımbolo ηv. Los valores habituales oscilan entre los 120-150
lm/W.
116
Apertura θe. Este a´ngulo determina la directividad de la luz al ser emitida desde
el LED. El a´ngulo de semiapertura se mide desde el eje o´ptico hasta el a´ngulo
donde la intensidad de luz IV (Flujo luminoso dividido por unidad de a´ngulo
so´lido) disminuye a la mitad respecto al ma´ximo (intensidad en el eje directo) (fig.
4.2). El eje o´ptico no tiene porque coincidir con el eje meca´nico, perpendicular al
chip del LED y empaquetamiento, debido a que siempre se produce un pequen˜o
desajuste. Es por tanto desde este eje o´ptico desde el que se mide el a´ngulo de
emisio´n θ.
Figura 4.2: A´ngulo de emisio´n del LED
En determinadas ocasiones el patro´n angular de emisio´n del LED se pueden apro-
ximar mediante el modelo de fuente lambertiana. La ley de emisio´n de Lambert
dice que la intensidad radiante o intensidad luminosa observada a partir de una
fuente difusa ideal es directamente proporcional al coseno del a´ngulo de emisio´n θ
entre la l´ınea de visio´n del observador y el eje o´ptico (fig. 4.2).
Espectro Los dispositivos LED emiten luz pra´cticamente monocroma´tica que vie-
ne determinada por el material semiconductor empleado para su fabricacio´n. La
emisio´n espectral se define por: la longitud de onda de pico λp, que corresponde a
la potencia radiada ma´xima; la anchura espectral a mitad del ma´ximo, FWHM
(Full Width Half Max); y la longitud de onda central λc, que se encuentra en el
medio del intervalo FWHM (fig. 4.3).
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Figura 4.3: Espectro de emisio´n del LED. Fuente Luxeon
Estos para´metros se muestran para los espectros de emisio´n de alguno de los mo-
delos de LED (fig. 4.3) que se empleara´n a lo largo de este cap´ıtulo, de este modo
se caracteriza el espectro emitido por los fuentes empleadas aplicaciones de sen˜ali-
zacio´n e iluminacio´n.
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4.3. Sistema colimador de flujo para fuentes LED
La o´ptica anido´lica es un campo dedicado al disen˜o de sistemas tales como con-
centradores solares, dispositivos de iluminacio´n o colimadores o´pticos. Estos sistemas
se basan generalmente en simetr´ıas traslacionales, simetr´ıas rotacionales o superficies
“free-form” [8, 9].
Si se considera un dispositivo concentrador que transforma luz de entrada con una
gran apertura y una pequen˜a divergencia en salida de luz con un a´ngulo de divergencia
mayor y una apertura menor, entonces un sistema colimador se puede definir como el
dispositivo o´ptico cuyo comportamiento es el inverso al del concentrador [10]. De este
modo el dispositivo colimador asegura un haz de luz de salida de reducida divergencia
que se puede utilizar para calibrar otros dispositivos, comprobar su alineacio´n en el
eje o´ptico o medir diferentes para´metros o´pticos o geome´tricos. Los colimadores se han
convertido en un sistema o´ptico fundamental de una amplia gama de dispositivos y
aplicaciones tales como ca´maras, telescopios, la´ser, aceleradores lineales (tratamientos
de radioterapia), acopladores LED, sistemas de iluminacio´n, etc. [11, 12, 13, 14]
Aunque los colimadores son capaces de dirigir el flujo de luz dentro de los sistemas
de iluminacio´n y mejorar la resolucio´n en los sistemas o´pticos, tambie´n pueden reducir la
intensidad bloqueando parte de la radiacio´n incidente, lo cual no ser´ıa recomendable para
instrumentos de medida o de concentracio´n de energ´ıa. Sin embargo estas limitaciones
no excluyen el uso de colimadores como herramientas de iluminacio´n fiables y de bajo
coste, especialmente apropiados para colimacio´n de fuentes LED.
Para facilitar el disen˜o del colimador LED se asumen una series de hipo´tesis:
fuentes puntuales, emisio´n angular uniforme y radiacio´n monocroma´tica. Estas premisas
son muy razonables debido al tipo de fuente empleada, que si bien no es puntual si
tiene un taman˜o muy reducido (aproximadamente el radio del encapsulado ronda un
milimetro). Su emisio´n angular no es exactamente uniforme y bajo ciertas condiciones se
puede suponer lambertiana (proporcional al coseno del a´ngulo con la perpendicular a la
superficie de emisio´n). Llegado el momento se contemplara´n ambas hipo´tesis (uniforme
y lambertiana) para el modelo de emisio´n de la fuente.
Las dimensiones del sistema y el ı´ndice de refraccio´n del material empleado juegan
un papel importante en la forma y la eficiencia ma´xima del sistema colimador. De este
modo debe de ser alcanzado un equilibrio entre las dimensiones del dispositivo y su
comportamiento o´ptico.
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Reducir las dimensiones del sistema es conveniente para facilitar la integracio´n del
disen˜o del colimador en cualquier dispositivo o´ptico, adema´s podr´ıa ser una ventaja para
reducir costes de fabricacio´n. Hay dos limitaciones principales en esta tendencia a reducir
el taman˜o del colimador. En primer lugar las inevitables imprecisiones de fabricacio´n,
que se hacen ma´s relevantes a medida que decrecen las dimensiones del sistema y son
perjudiciales para la eficiencia del colimador. En segundo lugar se debe considerar el
teorema de conservacio´n de la E´tendue.
La magnitud E´tendue (Seccio´n 1.4), que caracteriza el a´rea y el a´ngulo de propa-
gacio´n de la luz en un sistema o´ptico, es proporcional al ı´ndice de refraccio´n del medio,
la relacio´n entre el a´rea de la fuente y el receptor, y la dispersio´n angular de la luz [15].
Por lo tanto, si las caracter´ısticas de la fuente y el medio son bien conocidas, entonces
la conservacio´n de la E´tendue implica un limite del a´ngulo de propagacio´n ma´ximo, lo
que significa una limitacio´n del taman˜o mı´nimo del sistema. Esta consideracio´n (E´ten-
due) no es aplicable al disen˜o del colimador teo´rico debido a la consideracio´n de fuente
puntual, sin embargo debe ser tenido en cuenta para el desarrollo del prototipo del coli-
mador. Adema´s como ya se ha mencionado el dispositivo colimador puede actuar como
concentrador y en este caso el teorema de conservacio´n de la E´tendue fija el factor de
concentracio´n ideal ma´ximo.
Se propone inicialmente un sistema ba´sico de simetr´ıa rotacional, y a partir de
dicho sistema tendra´ lugar un proceso de revisio´n y optimizacio´n.
A lo largo de este proceso la geometr´ıa ba´sica sufrira´ una serie de modificaciones en
sus para´metros o´pticos con el objetivo de alcanzar el ma´ximo rendimiento manteniendo
las restricciones de taman˜o y fabricacio´n. Conjuntamente, una serie de simulaciones y
mediciones experimentales sera´n llevadas a cabo para confirmar el funcionamiento del
sistema de colimacio´n.
Una vez finalizado el proceso de optimizacio´n, basado en una funcio´n de me´rito que
contempla el flujo total colimado, se realizara´ un prototipo del sistema colimador de LED
en material Polimetilmetacrilato (PMMA), y se llevara´n a cabo medidas experimentales
empleando como fuente de luz un LED Luxeon A´mbar modelo Rebel.
120
4.3.1. Esquema ba´sico del colimador
La premisa fundamental del disen˜o ba´sico del colimador consiste en redirigir el
flujo emitido por la fuente empleando una geometr´ıa reflectiva/refractiva compacta de
dimensiones mı´nimas. La luz, tras su interaccio´n con el sistema colimador, debe de
propagarse paralela al eje o´ptico para contribuir a aumentar el flujo total colimador. La
geometr´ıa del colimador, as´ı como el ı´ndice de refraccio´n, debe elegirse para asegurar
equilibrio entre las dimensiones del colimador y su eficiencia final.
Como se puede observar en la figura 4.4 la geometr´ıa ba´sica del colimador esta´ com-
puesta de una componente parabo´lica, orientada para reflejar los haces de luz de mayor
a´ngulo de emisio´n (grupo (1)), y una componente el´ıptica, colocada para transmitir el
flujo de bajo a´ngulo de emisio´n (grupo (2)). Adema´s los focos de la para´bola y la elip-
se coinciden con la ubicacio´n de fuente y sus ejes son comunes coincidiendo con el eje
o´ptico.
Figura 4.4: Esquema ba´sico del colimador LED
En la figura 4.4 se muestra la seccio´n transversal del sistema colimador, el dis-
positivo posee realmente simetr´ıa rotacional respecto al eje Z. La coincidencia entre la
ubicacio´n de la fuente y los focos de la para´bola y la elipse aseguran la colimacio´n del
flujo representados por los grupos (1) y (2). Para simplificar el disen˜o y con motivos
de facilitar la simulacio´n, la posicio´n de la fuente sera´ fijada a su vez en el origen de
coordenadas y sera´ considerada puntual.
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Se denominara´n “ventanas de unio´n” a las rectas (en el plano seccio´n del coli-
mador) que unen la componente parabo´lica y la el´ıptica de la seccio´n transversal del
colimador (fig. 4.4). Las ventanas de unio´n son perpendiculares al eje o´ptico y permiten
que los rayos reflejados en la componente parabo´lica (grupo (1)) se transmitan paralelos
a dicho eje (colimados). Pero todav´ıa falta por contemplar el flujo transmitido por la
ventana de unio´n proveniente directamente del LED, sin reflejarse en la componente
parabo´lica (grupo (3)). Con el disen˜o actual este rango angular de emisio´n esta´ siendo
desaprovechado y no contribuye al flujo total colimado.
Dependiendo de la distribucio´n angular real del flujo emitido por el LED la con-
tribucio´n de uno de estos tres grupos puede llegar a predominar respecto al resto reper-
cutiendo en el posterior proceso de optimizacio´n.
4.3.2. Colimador parabo´lico inclinado
Para resolver el problema de la perdida de flujo (grupo (3)) planteado en el esque-
ma ba´sico del colimador (fig. 4.4), es necesario llevar a cabo algunas modificaciones en el
disen˜o. Utilizando el principio de rayo marginal aplicado al disen˜o ba´sico del colimador,
y considerando la fuente LED (al objeto de desarrollar la primera aproximacio´n) como
una fuente de emisio´n puntual, se obtiene una geometr´ıa de ventanas de unio´n inclina-
das cuya proyeccio´n converge en la posicio´n de la fuente. Se define como γ el a´ngulo que
forma la ventana de unio´n con el eje Z (eje o´ptico).
Debido a esta modificacio´n en la geometr´ıa del colimador el haz divergente (grupo
(3)) se cancela pero la componente parabo´lica ha de ser rotada. El eje de la para´bola se
rota cierto a´ngulo, α, para asegurar la condicio´n de colimacio´n de los rayos reflejados en
la componente parabo´lica y transmitidos por la ventana de unio´n inclinada (grupo (1)).
Tambie´n se fija un dia´metro ma´ximo Ymax para determinar las dimensiones del sistema.
Los rayos trazados en la figura 4.5 representan el rango completo de emisio´n para
una fuente de semia´ngulo de apertura 90◦. Dependiendo de la apertura de la fuente y
de la distribucio´n angular considerada el proceso de optimizacio´n conducira´ a diferentes
resultados para adaptarse a las caracter´ısticas del LED.
La relacio´n entre el a´ngulo de rotacio´n de la para´bola, α, y el a´ngulo de inclinacio´n
de las ventanas de unio´n, γ, que permite asegurar el flujo de salida colimado se expresa
en ecuacio´n 4.2.
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Figura 4.5: Colimador parabo´lico inclinado
α = 90o −
{
α+ arctan
[
n2 sin(α)
n1 − n2 cos(α)
]}
. (4.2)
La ecuacio´n 4.2 se deriva aplicando las ley de Snell a los rayos transmitidos por
la ventana de unio´n. Las variables n1 y n2 corresponden a los ı´ndices de refraccio´n del
material colimador y del medio exterior (aire) respectivamente. La dimensio´n del sistema
respecto al eje o´ptico viene determinada por el a´ngulo de inclinacio´n de las ventanas de
unio´n que depende a su vez de los ı´ndices de refraccio´n y del a´ngulo de rotacio´n del eje
de la para´bola. Por tanto, como los ı´ndices de refraccio´n son conocidos una vez elegido
el material de fabricacio´n del colimador, el u´nico para´metro que falta por determinar
es el a´ngulo de rotacio´n de la para´bola α. Se asume que la distancia focal tanto de la
para´bola como de la elipse no son determinantes en el rendimiento del sistema mientras
cumplan las condiciones de reflexio´n total (para´bola) y dimensiones mı´nimas (elipse).
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4.3.3. Optimizacio´n del sistema colimador
Una vez definida la geometr´ıa definitiva del colimador y los para´metros de disen˜o
es necesario el desarrollo de un proceso de optimizacio´n que conduzca al valor ido´neo de
dichos para´metros. El principal propo´sito de este ana´lisis es encontrar el valor o´ptimo
del a´ngulo de rotacio´n de la para´bola α para asegurar la ma´xima eficiencia del sistema.
La condicio´n de ma´xima eficiencia se alcanza cuando se logra el nivel ma´s alto de
flujo colimado de salida Φ. Teniendo en cuenta que el sistema esta´ disen˜ado sin ninguna
superficie espejada, asumiendo una fuente puntual, emisio´n angular uniforme y un semi-
a´ngulo de apertura de 90o, el flujo emitido paralelo al eje o´ptico se puede expresar por
la integral de flujo 4.3.
Φ = I ×
[∫ 2pi(1−cos(γ))
0
Tellip(α, β)dΩ +
∫ 2pi
2pi(1−cos(γ))
TunionPE(α) ·Rparabola(α, β)dΩ
]
,
(4.3)
donde I es una constante de proporcionalidad, Tellip es la transmitancia de la componente
el´ıptica, Ω es el a´ngulo so´lido, TunionPE es la transmitancia de la ventana de unio´n y
Rparabola es la reflectancia de la para´bola la cual depende del a´ngulo de rotacio´n α y del
a´ngulo de emisio´n β.
Substituyendo, en la ecuacio´n 4.3, el a´ngulo solido Ω por su ecuacio´n en funcio´n
del a´ngulo de emisio´n β , y expresando la transmitancia de la elipse Tellip como funcio´n
de la reflectancia Rellip:
Ω = 2pi(1− cos(β)), (4.4)
dΩ = 2pi sin(β), (4.5)
Tellip = 1−Rellip. (4.6)
Se obtiene la ecuacio´n 4.7:
Φ = K ×
[∫ γ
0
[
1−Rellip(α, β)
]
2pi sin(β)dβ + ...
...+
∫ 90
γ
[
1−RunionPE(α)
]
Rparabola(α, β)2pi sin(β)dβ
]
.
(4.7)
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La ecuacio´n 4.7 depende de la constante de proporcionalidad K al tratarse de una
fuente de luz que emite uniformemente con independencia del a´ngulo de emisio´n. La
constante de proporcionalidad K no es relevante en nuestro estudio porque el objetivo
es encontrar el ma´ximo de la ecuacio´n 4.7.
La primera integral de la ecuacio´n 4.7 representa el flujo transmitido por la regio´n
el´ıptica, no´tese que el l´ımite superior de la integral es γ, el a´ngulo de inclinacio´n de la
ventana de unio´n. La segunda integral de la ecuacio´n 4.7 da cuenta del flujo reflejado por
la para´bola y transmitido por la ventana de unio´n. Debido a la simetr´ıa del sistema el
l´ımite inferior de integracio´n es cero, la contribucio´n del cuadrante negativo es equivalente
al de la ecuacio´n 4.7 y por tanto puede ser incluido en la constante de proporcionalidad
K sin ma´s efecto sobre la bu´squeda del ma´ximo.
Tambie´n es necesario calcular las expresiones de la reflectancia en funcio´n del
a´ngulo de entrada θ1 y de salida θ2 teniendo en cuenta la superficie de transmisio´n
considerada en cada caso (Elipse, Para´bola o Ventana de unio´n). Las dos componentes
de la reflectancia y la magnitud global R pueden calcularse por medio de las ecuaciones
4.8

Rparallel =
tan(θ1−θ2)
tan(θ1+θ2)
,
Rperpend =
sin(θ1−θ2)
sin(θ1+θ2)
,
R =
(
Rparallel
2 +
Rperpend
2
)
.
 (4.8)
Para calcular la integral de flujo de la ecuacio´n 4.7, antes es necesario expresar θ1
y θ2 como funcio´n del a´ngulo de emisio´n β, teniendo en cuenta si el flujo es transmitido
por la elipse (fig.4.5, grupo (2)) o reflejada por la para´bola y luego transmitida por la
ventana de unio´n (fig.4.5, grupo (1)).
4.3.3.1. Ana´lisis del flujo transmitido por la elipse
Si el flujo incide directamente en la regio´n el´ıptica, los a´ngulos de incidencia θ1 y
de transmisio´n θ2 se derivan del siguiente esquema:
A partir de la figura 4.6 se formulan las ecuaciones iniciales para la transmisio´n
en la regio´n el´ıptica:
 θ2 = θ1 + β,n1 sin θ1 = n2 sin θ2.
 (4.9)
125
Figura 4.6: A´ngulos de incidencia y transmisio´n en la regio´n el´ıptica
Un simple desarrollo matema´tico conduce a las ecuaciones siguientes, donde θ1 y
θ2 son funciones de β:
θ1 = arctan
{
n2 sin(β)
n1−n2 cos(β)
}
, (4.10)
θ2 = arctan
{
n1 tan(β)
n1−n2[cos(β)+sin(β) tan(β)]
}
. (4.11)
Con estas expresiones [ec. 4.11, ec. 4.11] podemos despejar la reflectancia de la
elipse Rellip como funcio´n del a´ngulo de emisio´n β y substituirla dentro de la primera
componente integral de la ecuacio´n [4.7] para calcular el flujo parcial transmitido por la
elipse.
4.3.3.2. Ana´lisis del flujo transmitido por la ventana de unio´n
Si el flujo emitido incide en la regio´n parabo´lica, entonces θ1 y θ2 tendra´n que ser
calculadas de acuerdo a la trayectoria adecuada del rayo emitido. En este caso el flujo
es reflejado por la para´bola y transmitido por la ventana de unio´n, como se observa en
la figura 4.7.
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Figura 4.7: Esquema de flujo transmitido por ventana de unio´n
Primero se calculan los a´ngulos de entrada y salida en la regio´n parabo´lica:
 β + 2θ1 + α = 180n1 sin θ1 = n2 sin θ2
 , (4.12)
θ1 =
(
180−α−β
2
)
, (4.13)
θ2 = arcsin
[
n1
n2
sin
(
180−α−β
2
)]
. (4.14)
θ1 y θ2 dependen tanto del a´ngulo de emisio´n β, como del a´ngulo de rotacio´n α,
por tanto la reflectancia en la para´bola, Rparabola, es funcio´n de ambas variables. De
hecho este termino es el u´nico que depende del a´ngulo de rotacio´n α entre los factores
que contribuyen al flujo colimado total.
La transmitancia de la ventana de unio´n, Tellip, se calcula tambie´n a partir del
esquema correspondiente (fig. 4.7), pero considerando los a´ngulos de incidencia θ′1 y
transmisio´n θ′2 correspondientes a la de la ventana de unio´n .
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 θ′2 = θ′1 + αn1 sin(θ′1) = n2 sin(θ′2)
 , (4.15)
θ′1 = arctan
[
n2 sin(α)
n1−n2 cos(α)
]
, (4.16)
θ′2 = α+ arctan
[
n2 sin(α)
n1−n2 cos(α)
]
. (4.17)
Finalmente la integral del flujo colimado [ec. 4.7] puede ser descrita en funcio´n
del a´ngulo de emisio´n (variable de integracio´n), y del a´ngulo de inclinacio´n del eje de la
para´bola α. El l´ımite de integracio´n, γ, tambie´n puede ser expresado como funcio´n de
α [ec. 4.2]. Esto nos permite llevar a cabo el proceso de optimizacio´n con α como u´nica
variable.
4.3.3.3. Ana´lisis del flujo total colimado
Una vez completado el desarrollo matema´tico se puede emplear un me´todo de
ca´lculo nume´rico para encontrar el valor del para´metro de rotacio´n α que garantice
la ma´xima cantidad de flujo colimado [ec. 4.7]. Empleando el programa de matema´ti-
co Matlab se calculara´ la integral de flujo [ec. 4.7] y se representara´n gra´ficamente la
ecuacio´n de flujo.
Para obtener resultados nume´ricos se asignara´n valores espec´ıficos a los ı´ndices de
refraccio´n n1 y n2. Se emplea Polimetilmetacrilato (PMMA) para fabricar el prototipo
del colimador cuyo ı´ndice es n1 = 1.49, y el medio exterior es aire n2 = 1. En las figuras
4.8 y 4.9 se muestran los resultados obtenidos al evaluar la integral de flujo [ec.4.7] en
funcio´n del a´ngulo de inclinacio´n del eje de la para´bola.
La condicio´n de alineamiento entre la ventana de unio´n inclinada y la fuente de
luz se mantiene independientemente del valor del a´ngulo de rotacio´n α. Esta restriccio´n
limita la contribucio´n al flujo colimado de la geometr´ıa parabo´lica para un rango bajo
del a´ngulo de rotacio´n α (fig. 4.8, fig. 4.9). Incluso, si la semiapertura de la fuente es
menor de 90o (fig. 4.8), la contribucio´n al flujo de la regio´n parabo´lica se hace nula hasta
que el a´ngulo de rotacio´n α es suficientemente grande para forzar el valor mı´nimo del
a´ngulo de inclinacio´n de la ventana de unio´n γ. Es decir, la contribucio´n parabo´lica al
flujo colimado empieza a ser relevante cuando el a´ngulo de inclinacio´n de la ventana de
unio´n α situ´a a la fuente (debido a la condicio´n de alineamiento) en una posicio´n para la
cual la apertura de emisio´n de la fuente es lo suficientemente grande como para incidir
sobre una zona considerable de la regio´n parabo´lica.
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Figura 4.8: Flujo total Φ frente al a´ngulo de rotacio´n de la para´bola α. Semiapertura de
la fuente 80o
Figura 4.9: Flujo total Φ frente al a´ngulo de rotacio´n de la para´bola α. Semiapertura de
la fuente 90o
129
Respecto a la contribucio´n de flujo transmitido por la ventana de unio´n se mantiene
constante hasta que el aumento del a´ngulo de rotacio´n causa una ca´ıda de la reflectancia
parabo´lica (debido a la variacio´n del a´ngulo de incidencia θ1).
Por otra parte, la contribucio´n de la regio´n el´ıptica al flujo colimado (grupo 2,
fig.4.5) esta´ limitada por el a´ngulo de incidencia ma´ximo en una interfase refractiva.
Aplicando la ley de Snell a la regio´n el´ıptica [ec. 4.17] se obtiene el a´ngulo cr´ıtico por
debajo del cual se garantiza flujo colimado. Este para´metro cr´ıtico se obtiene para un el
a´ngulo de refraccio´n θ2=θ2c=90
o.
θ1c = arcsin
(
n2 sin(θ2c)
n1
)
= arcsin
(
1
n1
)
= 42.12o, (4.18)
βc = θ2c − θ1c = 90− 42.12 = 47.78o. (4.19)
De este modo el rango de emisio´n efectivo se adapta a las consideraciones espe-
cificas de la geometr´ıa el´ıptica del colimador. Si el a´ngulo de emisio´n es mayor de βc
entonces la regio´n el´ıptica actu´a por reflexio´n total interna y la luz emitida no contri-
buye al flujo colimado. El rango de emisio´n real que impacta sobre la regio´n el´ıptica lo
delimita el a´ngulo de la ventana de unio´n γ (fig. 4.5), y el a´ngulo de inclinacio´n depende
a su vez del a´ngulo de rotacio´n α [ec. 4.2] como se observa en la figura 4.10:
Figura 4.10: A´ngulo de inclinacio´n de la ventana de union γ frente al a´ngulo de inclinacio´n
del eje de la para´bola α
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A medida que aumenta el a´ngulo α la inclinacio´n de la ventana de unio´n decrece
(fig. 4.10) y la regio´n el´ıptica reduce su area en favor de la extensio´n de la regio´n pa-
rabo´lica. Pero la componente el´ıptica del flujo permanece constante hasta que el a´ngulo
de inclinacio´n de la ventana de unio´n alcanza el valor cr´ıtico γc y de este modo la regio´n
el´ıptica comienza a reducir su geometr´ıa por debajo del rango efectivo de emisio´n. Este
efecto se observa en la disminucio´n de la componente del flujo transmitido por la elipse
(fig. 4.8, fig. 4.9).
La solucio´n nume´rica a la ecuacio´n de flujo [ec. 4.7] nos proporciona el para´metro
esencial del proceso de optimizacio´n, que consiste en el valor del a´ngulo de inclinacio´n
del eje de la para´bola, αmax, que asegura el mayor valor del flujo colimado. En el caso
concreto de un colimador fabricado en PMMA y cuya fuente emite uniformemente con
una semiapertura de 90o el valor o´ptimo de α se encuentra en el entorno de αmax = 17
o.
Pero este valor depende de las caracter´ısticas de la fuente considerada y el material
empleado en la fabricacio´n del colimador.
Figura 4.11: Flujo total Φ frente al a´ngulo de rotacio´n de la para´bola α. Fuente lamber-
tiana
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La solucio´n para una fuente de emisio´n lambertiana de la misma apertura var´ıa
debido al factor cos(β) que modula la radiacio´n emitida respecto al eje o´ptico. Aplicando
este factor en las ecuaciones de flujo se obtiene una solucio´n que difiere notablemente
respecto a la obtenida considerando fuente angular uniforme. En el caso de emplear
una fuente lambertiana el valor del a´ngulo de rotacio´n o´ptimo del eje de la componente
parabo´lica aumenta hasta αmax = 20
o, como se aprecia en la figura 4.11. Este aumento
de la rotacio´n del eje de la para´bola implica un menor a´ngulo de la inclinacio´n de la
ventana de unio´n por tanto una disminucio´n de la superficie el´ıptica.
4.3.4. Resultados experimentales
Se ha fabricado un prototipo real para comparar su rendimiento con los resultados
teo´ricos. Las dimensiones del prototipo esta´n determinadas por el encapsulado del LED.
La fuente seleccionada para comprobar el rendimiento del prototipo es un modelo Rebel
de Luxeon, y el material usado para fabricar el prototipo sera´ PMMA (poly methyl me-
tacrylate). Las medidas experimentales se han tomado usando una ca´mara CCD (The
Imaging Source DFK 41BU02.H) situada a 5 metros de distancia de la fuente (LED),
detra´s de una pantalla lambertiana en el centro de la imagen proyectada. Los resultados
experimentales se comparara´n con una serie de simulaciones ejecutadas mediante el soft-
ware de trazado de rayos Tracepro que considera las perdidas por absorcio´n/transmisio´n
del material, adema´s de simular las dimensiones y caracter´ısticas reales de la fuente, que
en el modelo teo´rico era considerada como puntual y de emisio´n uniforme o lambertiana.
Figura 4.12: Prototipo real del colimador
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El prototipo (fig. 4.12) del colimador se fabrica mediante impresio´n 3D y posterior-
mente, mediante un proceso de pulido, se suavizan las facetas e imperfecciones inherentes
al proceso de fabricacio´n.
Los mapas de irradiancia (fig. 4.13) que representan la potencia por unidad de
superficie del flujo emitido por colimador LED muestran una similitud notable entre
los resultados experimentales y aquellos obtenidos mediante el proceso de simulacio´n.
Teniendo en cuenta las tolerancias de fabricacio´n del prototipo, este hecho asegura la
validez del disen˜o del colimador y tambie´n proporciona una informacio´n detallada de la
distribucio´n del flujo emitido.
Figura 4.13: Mapas de irradiancia del sistema colimador, experimentales y simulados
Los perfiles normalizados (fig. 4.14) muestran una semia´ngulo de apertura de emi-
sio´n (rango angular para el cual el perfil de intensidad luminosa decrece un 50 %) de
2.68o para el mapa de irradiancia simulado y de 3.1o para el experimental. Es razonable
asumir que la mayor´ıa de la energ´ıa esta´ contenida en este intervalo, lo cual representa
un resultado prometedor en cuanto a comportamiento del colimador. Este dato de la
apertura del colimador (3.1o) se puede interpretar como el semia´ngulo de aceptancia α
del sistema si se considera el dispositivo en modo de funcionamiento inverso, es decir ac-
tuando como sistema concentrador. En este caso el factor de concentracio´n del mismo se
podr´ıa calcular mediante la ecuacio´n [ec. 1.14] asumiendo una aceptancia en el receptor
equivalente a la apertura de emisio´n de una fuente lambertiana β = 60o y teniendo en
cuenta que el ı´ndice de refraccio´n del sistema es n = 1.49:
Ccol = n2
sin2 β
sin2 α
= 569. (4.20)
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El factor de concentracio´n obtenido situ´a al colimador en funcionamiento inver-
so dentro del rango medio de concentradores si atendemos por ejemplo a aplicaciones
fotovoltaicas [16].
Figura 4.14: Perfiles de irradiancia normalizados
Adema´s los perfiles normalizados (fig. 4.14) muestran que el nivel de flujo (Watios)
cae a un 10 % para una semiapertura de 8 grados, por lo tanto el 90 % de la energ´ıa del
colimador esta´ contenida en dicho intervalo angular.
El proceso de disen˜o y optimizacio´n del colimador LED concluye en la fabrica-
cio´n de un prototipo compacto sin superficies espejadas que le proporciona una ventaja
competitiva respecto a costes de fabricacio´n. Adema´s su reducida apertura de emisio´n
le equipara a los disen˜os comerciales mas eficientes [17].
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4.4. Sistemas de balizas LED para aeropuertos
Nuevas te´cnicas de iluminacio´n aerona´utica esta´n cobrando gran importancia para
aumentar la seguridad y reducir los costes mantenimiento de las pistas de aterrizaje y
despegue. Hasta hace escasos an˜os la iluminacio´n de las pistas consist´ıa en sistemas
embebidos basados en la´mparas incandescentes.
Pero dichas la´mparas presentan serias desventajas:
Frecuentes aver´ıas que derivan en un alto coste de mantenimiento. De media una
la´mpara debe ser reemplazada cada 1500 horas operativas.
Alto consumo energe´tico.
Esta tecnolog´ıa no hace posible la introduccio´n de nuevas funciones de iluminacio´n,
como el manejo y modificacio´n de sen˜ales.
Para resolver estos problemas se han desarrollado sistemas basados en tecnolog´ıa LED.
Este tipo de fuentes presentan las siguientes ventajas:
La iluminacio´n por medio de LEDs consume una de´cima parte de energ´ıa.
Permite el mantenimiento preventivo (La vida u´til de un LED esta´ alrededor de
40000-70000 horas)
La iluminacio´n de tecnolog´ıa LED puede ser controlada remotamente de acuerdo
a las necesidades de la configuracio´n de pista.
Hasta ahora solamente hab´ıan sido desarrollados sistemas de iluminacio´n de tec-
nolog´ıa LED no embebidos. Los sistemas embebidos no hab´ıan podido ser empleados
debido a las restricciones espec´ıficas de la normativa y la regulacio´n de aeropuertos,
mensiones ma´ximas de balizamiento, tecnolog´ıa del sistema de alimentacio´n, etc.
En el desarrollo de esta aplicacio´n se define una arquitectura de iluminacio´n em-
bebida que cumple las regulaciones vigentes para iluminacio´n en pistas aeroportuarias
[18]. Para lograrlo se divide el disen˜o en tres tareas clave:
Desarrollo de un sistema o´ptico para optimizar la iluminacio´n.
Fabricacio´n del prototipo.
Validacio´n del modelo de iluminacio´n.
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4.4.1. Introduccio´n
Un elemento fundamental para el guiado de las aeronaves dentro de la zona ae-
roportuaria son las ayudas visuales. La principal razo´n de las luces aerona´uticas es que
el piloto sepa por donde conducir la aeronave sin riesgos, tanto en tierra como en su
aproximacio´n a las pistas de vuelo. Este tipo de informacio´n es complementaria a la
informacio´n que facilita el controlador ae´reo.
En esta seccio´n llevara´ a cabo el disen˜o de un sistema de balizas unidireccionales
de tecnolog´ıa LED que satisfagan los requisitos OACI (Organizacio´n de Aviacio´n Ci-
vil Internacional) de iluminacio´n. Para ello se empleara´ el disen˜o de colimador descrito
en la anterior aplicacio´n (Seccio´n 4.3. Sistema Colimador de Flujo para fuentes LEDs).
El ana´lisis que se va desarrollar teniendo en cuenta tres modos de emisio´n distintos,
correspondientes a los tres modelos de fuente empleados, el sistema debe alcanzar, me-
diante una geometr´ıa comu´n, un comportamiento lo ma´s estable posible para las tres
configuraciones. El procedimiento consiste en disen˜ar un sistema o´ptico que cumpla las
especificaciones para los tres modos de funcionamiento y una vez fijados los para´me-
tros que caracterizan la geometr´ıa del sistema, aplicar un me´todo de optimizacio´n que
permita ajustar con mayor precisio´n la configuracio´n final de la baliza.
El trabajo presentado en este cap´ıtulo se ha desarrollado por la U.C.M por encargo
de la empresa Instalaza el a´mbito del proyecto Eureka 3456 E3L (Embebed Led Landing
Light) y tiene como objetivo especifico el desarrollo de un sistema de balizamiento basado
en fuentes de tecnolog´ıa LED (Light Emitting Diode) para aeropuertos que cumpla las
normativas OACI (Organizacio´n de Aviacio´n Civil Internacional). Tanto el disen˜o como
la validacio´n experimental se ha llevado a cabo por el grupo de o´ptica aplicada (AOCG)
de la Universidad Complutense de Madrid.
4.4.2. Esquema ba´sico y componentes del sistema de balizamiento.
El requisito para hablar de un sistema de iluminacio´n embebido es disponer de un
sistema que pueda ser alojado en un volumen donde las dimensiones son habitualmente
cr´ıticas y que asimismo integre todos los componentes esenciales para su funcionamiento:
Una carcasa exterior capaz de albergar el resto de componentes y permitir
diferentes configuraciones predeterminadas del sistema.
Una o varias fuentes de luz (Diodos Emisores de Luz en nuestro caso) que asegu-
ren la cantidad de luz adecuada para alcanzar las prestaciones exigidas al sistema.
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Sistemas y dispositivos o´pticos (colimadores de luz, lentes, materiales difuso-
res, etc.) necesarios para lograr el rendimiento o´ptimo aprovechando al ma´ximo la
energ´ıa proporcionada por las fuentes emisoras de luz.
Sistema de control y comunicaciones. El sistema de balizas ha de permitir el
control remoto y transmitir la informacio´n sobre el estado del mismo.
Sistema de alimentacio´n, necesario para suministrar la energ´ıa ele´ctrica que
alimenta las fuentes de luz del sistema, y el sistema de control de la baliza.
Esta seccio´n se centrara´ en el disen˜o de los sistemas y dispositivos o´pticos del
sistema de balizamiento, dejando en un segundo plano el disen˜o del resto de componentes
de la baliza, aunque teniendo siempre en cuenta sus restricciones y particularidades
meca´nicas as´ı como su integracio´n en el sistema embebido.
Una unidad de balizamiento de aeropuerto incluye una luz intermitente y omnidi-
reccional para ayudar al piloto en la localizacio´n de los l´ımites de la pista y otra fuente
de luz direccional para guiar al piloto en el acercamiento final a la pista. El disen˜o que se
presenta en este proyecto es el de la baliza de luz direccional y para ello sera´ primordial
emplear un sistema colimador de flujo que dirija la luz emitida por los LEDs a trave´s
del sistema o´ptico que forma la baliza.
4.4.3. Requisitos de iluminacio´n
La OACI establece una normativa para la iluminacio´n terrestre de aeropuertos
que se divide en tres categor´ıas, esta clasificacio´n responde a las condiciones de visibilidad
mı´nima que se dan en el momento del aterrizaje.
En este estudio nos centraremos en los requisitos exigidos para el tipo II, que es
de un nivel de exigencia intermedio y las zonas de intere´s son rectangulares.
Tipo Media Iv (cd) Minimo Iv
(cd)
Apertura
horizontal (o)
Apertura
vertical (o)
Comentarios
II 200 100 -10+10 1-9 Rectangular
II 200 100 -3.5+3.5 1-9 Rectangular
II 100 50 -19.2+19.2 1-4 Rectangular
Tabla 4.1: Requisitos ICAO para sistemas de balizas
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Como se observa en la tabla 4.1 se delimitan tres zonas diferentes en las que se
fijan unos valores medios y mı´nimos de intensidad luminosa en candelas. La intensidad
luminosa se define como la cantidad de flujo luminoso por unidad de a´ngulo so´lido. Su
unidad de medida es la candela (cd) y se expresa mediante la ecuacio´n 4.21:
IV =
dΦ
dΩ
, (4.21)
donde Iv es la intensidad luminosa en Candelas, Φ es el flujo luminoso en lumens y
dΩ el diferencial de a´ngulo solido en estereorradianes. El flujo luminoso Φ se obtiene
ponderando la potencia de la fuente para cada longitud de onda con la funcio´n de
luminosidad, que representa la sensibilidad del ojo en funcio´n de la longitud de onda.
Para analizar el comportamiento del sistema de balizas se van a emplear como
fuentes de luz los LED modelo Rebel de la casa Luxeon. Esta eleccio´n se basa en sus
adecuadas caracter´ısticas de consumo y potencia as´ı como sus dimensiones ido´neas para
el sistema embebido y su bajo coste. A continuacio´n se muestran las caracter´ısticas
te´cnicas del modelo Rebel para las tres longitudes de onda (A´mbar, Verde y Rojo)
empleadas en el disen˜o de la baliza:
LED REFERENCIA FLUJO TI´PICO CONSUMO TI´PICO
AMBAR LXM2-PL01-0000 70lm 1.1W
VERDE LXML-PM01-0100 100lm 1.1W
ROJO LXML-PD01-0040 40lm 1.1W
Tabla 4.2: Tabla de especificaciones LEDs
Una misma baliza puede albergar varios LEDs que emitan simulta´neamente, y una
forma para equilibrar el funcionamiento de los diferentes modos de emisio´n podra´ ser
disponer de distinto numero de LEDs dependiendo del modo de emisio´n. Como se puede
observar (tabla 4.2) el flujo t´ıpico var´ıa notablemente dependiendo de cada modelo.
Teniendo en cuenta esta diferencia de emisio´n es lo´gico anticipar que los niveles de flujo
sera´n ma´s dif´ıciles de alcanzar en el modo de emisio´n que utiliza los LEDs rojos, ya que
ofrecen el flujo nominal ma´s bajo.
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4.4.4. Disen˜o del sistema de balizas
4.4.4.1. Sistema ba´sico de balizamiento
En este apartado se va a proceder a disen˜ar el sistema o´ptico de la baliza. Lo
primero que se debe decidir es el nu´mero de fuentes de luz (LED) de los que dispondre-
mos en cada baliza. El nu´mero ma´ximo de fuentes esta´ limitado por el taman˜o total de
baliza que impone la carcasa, y esta a su vez tiene unas dimensiones ma´ximas para su
correcta integracio´n en las zonas habilitadas junto a la pista de aterrizaje. Las dimen-
siones esta´ndar de las balizas permiten permiten albergar un ma´ximo de 5 LEDs, con
sus respectivos sistemas de colimacio´n disen˜ados anteriormente. Sin embargo para cum-
plir los requisitos se comprobara´ que no es necesario disponer de los 5 LEDs emitiendo
simulta´neamente.
Se realizara´n un ca´lculo previo para comprobar si es viable el disen˜o con este
nu´mero limitado de LEDs. Se supone una emisio´n angular uniforme que simplifica el
ca´lculo medio de intensidad luminosa, adema´s se aplicara´ un factor de correccio´n para
introducir la eficiencia de la baliza, η.
Se considera la regio´n angular ma´s amplia de la tabla 4.1 (semiapertura horizontal),
y se supone una eficiencia del sistema η =70 % (ma´s adelante se comprobara´ la validez
de esta hipo´tesis). El requisito que se fija para la zona de estudio es el ma´s exigente para
asegurarnos de cumplir el caso ma´s desfavorable.
La intensidad luminosa se calcula segu´n la ecuacio´n [ec. 4.21]:
I =
Φ
Ω
= η
( ΦR,V,A
2pi(1− cos(Max(θHor)))
)
, (4.22)
donde ΦR,V,A es el flujo emitido por cada LED dependiendo del modelo (longitud de
onda). Tambie´n se asume que el flujo estara´ confinado en la zona de intere´s ma´s amplia,
(Max(θHorizontal), guiado por la geometr´ıa de la baliza. Esta hipo´tesis se confirmara´ en
la media que se logre una baliza que encauce el flujo apropiadamente en cada zona de
intere´s.
La eficiencia η se define como el flujo total en el plano del detector, la union de
las tres zonas de estudio (tabla 4.1), respecto al flujo total emitido por los tres LEDs:
η =
Φdetector
ΦR,V,A
. (4.23)
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LED INTENSIDAD LUMINOSA REQUISITOS No FUENTES
AMBAR 129cd 200cd 2
VERDE 184cd 200cd 2
ROJO 72cd 200cd 3
Tabla 4.3: Estimacio´n intensidad luminosa y numero de LEDs en baliza
A partir de los resultados de la tabla 4.3 se deriva que son necesarios al menos 3
LEDs (rojos) en el peor de los casos para satisfacer los requisitos establecidos. Esto no
genera ningu´n conflicto porque tenemos espacio hasta 5 LEDs dentro de la carcasa. De
este modo se asignara´n 3 LEDs para cada configuracio´n (Rojo,A´mbar y Verde) aplicando
un margen de seguridad sobre los requisitos de la iluminacio´n. De ahora en adelante las
simulaciones empleara´n LEDs rojos ya que su modo de emisio´n cuenta con el margen ma´s
cr´ıtico sobre los requisitos impuestos. Una vez que los requisitos se cumplan para esta
configuracio´n el resto de modos de operacio´n (A´mbar y Verde) debera´n, lo´gicamente,
alcanzar tambie´n los requisitos establecidos.
Una vez asignado el nu´mero de fuentes de cada tipo en la baliza se puede comenzar
a disen˜ar el sistema o´ptico para distribuir el flujo apropiadamente en cada zona de
intere´s. Primero se va a presentar un modelo de baliza convencional procedente de una
patente estadounidense “Embedded light fitting for runways” [19], que puede servir como
modelo inicial ya que se corresponde a un esquema ba´sico comu´n en diversos sistemas
de balizamiento.
En la figura 4.15 se observa el funcionamiento de modelo de baliza, el flujo es
emitido por la fuente e incide en el reflector, parte de ese flujo se dirige a la entrada
de luz y se convierte en flujo de salida abandonando la baliza. Otra parte del flujo
emitido por la fuente tras reflejarse en el reflector incide en el espejo y vuelve al reflector
para acabar encauzado en la baliza. Pero este sistema sufre pe´rdidas de flujo que no se
muestran en la Figura 4.15, como por ejemplo los rayos que inciden en un borde del
espejo de tal forma que no vuelven a la superficie del reflector, adema´s del flujo emitido
por la fuente y que no llega a incidir en el reflector y no se dirige por tanto a la entrada
de luz.
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Figura 4.15: Patente sistema balizamiento. Hans Ahlen, Leif Ek.
Para comenzar con el disen˜o de la baliza se realizara´ un esquema con un trazado
ba´sico que logre la orientacio´n adecuada de la luz concentrando el flujo luminoso en la
zona requerida. Como se observa en la tabla 4.1 las zonas de intere´s se centran a una
altura aproximada de θSAL = 5
o en el eje vertical.
El a´ngulo vertical de salida (altura) de la baliza se deriva de la figura 4.16:
 θ1 = 90− ϕθ2 = 2θ1 − 90 = 90− 2ϕ
 , (4.24)
θSAL = arcsin
(
n1 sin(θ2)
n2
)
= arcsin
(
n1 sin(90−2ϕ)
n2
)
. (4.25)
Sustituyendo los ı´ndices de refraccio´n por sus valores (n1 = 1.49 PMMA) (n2 = 1
Aire), y despejando en a´ngulo de inclinacio´n ϕ, se puede averiguar la inclinacio´n de la
baliza para un a´ngulo de salida deseado θSAL = 5
o:
ϕ =
90− arcsin
(
sin( θSALn1 )
)
2
=
90− arcsin
(
sin( 51.49)
)
2
= 43.32o. (4.26)
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Figura 4.16: A´ngulo vertical de salida de la baliza
Se va a comprobar que el valor obtenido para el a´ngulo del codo de la baliza, ϕ,
esta´ dentro de los l´ımites de reflexio´n total, de esta forma se evitan perdidas por reflexio´n
en el interior de la baliza. A partir de las leyes de Snell se deriva el a´ngulo l´ımite ϕmax:
n1 sin(θ1min) = n2 sin(90)⇒ θ1min = arcsin(
n2
n1
)
180 = θ1 + 90 + ϕ⇒ ϕ = 90− θ1
 , (4.27)
ϕmax = 90− θ1min = 90− arcsin
(
n2
n1
)
= 47.78o. (4.28)
Como se puede comprobar el valor del a´ngulo ϕ obtenido esta´ dentro del l´ımite
de reflexio´n ϕmax. De esta forma se ha fijado el primer para´metro de la geometr´ıa de
la baliza, ahora se va a simular mediante el programa de trazado o´ptico TracePro un el
sistema ba´sico para analizar su comportamiento:
En la figura 4.17 se muestra un trazado de rayos en el modo de emisio´n de los LEDs
rojos, situados dentro de la baliza como se observa en el plano X-Z. Al tratarse de una
primera aproximacio´n a la geometr´ıa del sistema no se trata de cumplir los requisitos
en las tres zonas sino simplemente comprobar que el flujo se propaga con el a´ngulo de
altura deseado θSAL = 5
o.
A continuacio´n (fig. 4.18) se muestra un mapa rectangular de iso-candelas que
situ´a el flujo en el espacio angular, la simulacio´n ha sido realizada emitiendo con los
LEDs rojos con 100 lm de flujo luminoso cada LED.
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Figura 4.17: Ana´lisis del comportamiento o´ptico del sistema ba´sico de balizamiento
Figura 4.18: Mapa rectangular de isocandelas para sistema ba´sico de balizamiento
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En la figura 4.18 se aprecia que el flujo de salida de la baliza se distribuye alrededor
del a´ngulo de altura deseado 5o. La escala croma´tica de candelas, a la izquierda de la
figura, muestra un nivel muy alto, entre 2000 y 10000 candelas, pero es debido a que
el flujo se concentra en un espacio angular muy reducido. Si calcula´semos teo´ricamente
el flujo con 200 lumens en una regio´n angular de ±5o se obtendr´ıan aproximadamente
5000 candelas, dato que concuerda con el obtenido por la simulacio´n.
Por otra parte se puede comprobar que el flujo total de salida es 145 lm lo que
corresponde a un 72.5 % de eficiencia, validando la hipo´tesis del rendimiento del sistema
aplicada en los ca´lculos preliminares sobre el nu´mero de LED necesarios para satisfacer
los requisitos de iluminacio´n (tabla 4.3). En un primer ana´lisis de la distribucio´n de flujo
se aprecia (fig. 4.18) que la energ´ıa se concentra principalmente en la Zona I (recta´ngu-
lo rojo) y por tanto las dos zonas restantes no alcanzan el mı´nimo nivel requerido de
intensidad luminosa. El siguiente paso consiste en expandir la el flujo para cubrir una
regio´n angular mayor, se tratara´ de distribuir el flujo emitido por la baliza en un a´rea
delimitada por las especificaciones de la tabla 4.1. Para esta labor se ha realizado un
exhaustivo estudio en el que se combinan el uso de superficies rugosas que optimicen la
uniformidad con superficies cil´ındricas y asfe´ricas que aumentan la apertura del haz de
luz emitido. Al introducir dichos elementos o´pticos se gana en uniformidad (ajusta´ndose
a los niveles de flujo exigidos) y se consigue una regio´n angular de emisio´n que se adapta
a las zonas de estudio. El principal inconveniente es que se introducen pe´rdidas al desviar
la trayectoria de la luz y an˜adir un mayor nu´mero de interfaces o´pticos. El sistema de
balizamiento completo se muestra en el siguiente esquema, en el que se aprecian los ele-
mentos o´pticos (lente plano-convexa convergente y material difusor Softgloss) an˜adidos
respecto al sistema ba´sico.
A ra´ız de an˜adir al sistema los nuevos elementos o´pticos se le dota de mayor
complejidad y es necesario fijar una serie de para´metros para su completa caracterizacio´n.
El material rugoso Softgloss ya ha sido descrito con anterioridad (Seccio´n 3.3) y se puede
caracterizar mediante la relacio´n entre el periodo y la amplitud de su ondulacio´n, ya que
el perfil del Softgloss se puede aproximar a una sinusoidal.
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Figura 4.19: Configuracio´n completa del sistema de balizamiento
Una vez introducidos los nuevos elementos o´pticos, la configuracio´n del sistema de
balizas se puede definir por medio de una serie de para´metros (tabla 4.4) que influyen
de forma decisiva en el comportamiento de la baliza. De este modo los resultados del
sistema o´ptico (eficiencia, uniformidad, e intensidad luminosa media en cada zona de
intere´s) se pueden analizar en funcio´n de los para´metros de la geometr´ıa de la baliza
establecidos.
Se supone una amplitud fija para el Softgloss de modo que solo se considera el
periodo como para´metro caracter´ıstico del sistema. La intensidad luminosa media se mide
en candelas como se ha visto anteriormente [ec. 4.21] y la uniformidad queda definida
por la intensidad luminosa media dividida por el ma´ximo de intensidad, teniendo en
cuenta la regio´n de intere´s estudiada en cada caso.
Un =
In
max(In)
, (4.29)
donde In es la intensidad media del flujo luminoso en cada zona, y Un el factor de
uniformidad correspondiente.
145
Variables de entrada del sistema Variables de salida del sistema
Radios de lente Plano-convexa: Rx,
Ry
Periodo del Softgloss: P
Eficiencia del sistema: η.
Intensidad Luminosa media en cada
una de las zonas de intere´s: I1, I2, I3
Uniformidad en cada una de las zo-
nas de intere´s: U1, U2, U3
Tabla 4.4: Variables del sistema de balizas
4.4.4.2. Optimizacio´n del sistema de balizamiento
A trave´s del proceso de disen˜o se ha obtenido una configuracio´n de la baliza puede
ser tratada como una funcio´n multi-variable y con mu´ltiples salidas. Por tanto es posible
llevar a cabo un proceso de optimizacio´n de la funcio´n que caracteriza la emisio´n de la
baliza y de este modo alcanzar una configuracio´n optima que asegure un comportamiento
que cumple con los requisitos establecidos por la normativa OACI.
Para desarrollar el proceso de optimizacio´n se emplea un conjunto de funciones
que son capaces de minimizar y maximizar funciones no lineales e implementan algorit-
mos de optimizacio´n espec´ıficos. En concreto se empleara´ un algoritmo basado en SQP
(Programacio´n Cuadra´tica Secuencial), introducido previamente (Seccio´n 2.1.1.2), y que
resuelve un problema, caracterizado por una funcio´n de me´rito, que tiende a una serie
de objetivos definidos por el usuario.
Los me´todos basados en SQP efectivo para optimizar el rendimiento de sistemas
de iluminacio´n [20]. En concreto el algoritmo empleado permitira´ asignar prioridades
entre los objetivos y la definicio´n de ciertos umbrales mı´nimos (aplicados en nuestro
caso a la Eficiencia y Uniformidad) junto con la posibilidad de establecer valores de
objetivos exactos que sera´n u´tiles para establecer niveles de intensidad media. Adema´s
se podra´ restringir el rango de las variables de la funcio´n por medio de valores l´ımite.
De este modo el proceso de optimizacio´n buscara´ la configuracio´n del sistema mas efi-
ciente y uniforme manteniendo los niveles de intensidad en cada una de las tres zonas
(optimizacio´n de Pareto [21]).
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Las tareas previas, necesarias para abordar el sistema de optimizacio´n son las
siguientes:
1. Desarrollar mediante Tracepro una serie de simulaciones parame´tricas en funcio´n
de los radios de la lente y el periodo del Softgloss.
Sera´ necesario desarrollar macros que generen la geometr´ıa de la lente plano-
convexa y el Softgloss en funcio´n de los para´metros de entrada y las an˜adan a la
configuracio´n ba´sica del sistema. Una vez establecida la configuracio´n completa del
sistema se trazan los rayos considerando como fuentes los LEDs correspondientes
al modo de emisio´n. Por u´ltimo se guardara´n los resultados (mapas de Irradiancia
e Iso-candelas) obtenidos por la simulacio´n para su posterior procesamiento.
2. Implementar una funcio´n Simula la baliza.m en lenguaje Matlab cuya tarea con-
sista en gestionar las simulaciones parame´tricas de Tracepro y procese los re-
sultados obtenidos en dichas simulaciones para calcular las variables de salida
η, I1, I2, I3 . . . . De este modo se equipara el sistema de balizas a una funcio´n de
Matlab lo que permite aplicar un proceso de optimizacio´n del sistema. La funcio´n
Simula la baliza.m se muestra en el cap´ıtulo de ape´ndices.
3. Por u´ltimo se aborda el propio proceso de optimizacio´n de la funcio´n “Simula la baliza.m”
antes descrita.
En esta ocasio´n se empleara´ la funcio´n “fgoalattain.m” de la Toolbox de opti-
mizacio´n de Matlab, que emplea un me´todo de optimizacio´n SQP. Para emplear
correctamente la funcio´n de optimizacio´n es necesario definir una serie de variables
y opciones que vienen descritas en la ayuda de la propia funcio´n y que se describen
brevemente en este trabajo.
Algunos factores determinantes en el proceso de optimizacio´n sera´n:
El tiempo de ejecucio´n de la funcio´n a optimizar. Al tratarse de una funcio´n
que simula un sistema de trazado o´ptico el tiempo de ejecucio´n depende del nu´me-
ro de rayos emitidos por cada fuente. Para lograr un resultado realista se necesitan
del orden de 105 rayos por cada fuente LED, esta cifra implica un tiempo de ejecu-
cio´n de varias horas por iteracio´n. Por tanto sera´n necesarios varios d´ıas (incluso
semanas) para completar un proceso de optimizacio´n, dependiendo del nu´mero de
iteraciones necesarias para alcanzar los objetivos fijados.
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Para llevar a cabo ese volumen de ca´lculos se dispone de varias estaciones de trabajo
multi-nu´cleo que pueden dividir el tiempo de trabajo al simular en paralelo.
El valor inicial de las variables de entrada. El valor de las variables iniciales
de la geometr´ıa de la baliza puede influir en la determinacio´n de la solucio´n final.
Para minimizar el efecto del valor inicial de los para´metros del sistema se ejecu-
tara´ el proceso de optimizacio´n considerando varios puntos iniciales del espacio de
variables. Adema´s se realizara´ un estudio previo del rango ido´neo de las variables
del sistema.
El valor de los objetivos que se tratan de alcanzar y los pesos de la
funcio´n de optimizacio´n. Dependiendo de los requisitos impuestos en este caso
a los sistemas de balizamiento para los aeropuertos se fijan los objetivos de la
funcio´n de optimizacio´n. Por otra parte los pesos de la funcio´n de optimizacio´n
fijan las prioridades a la hora de elegir una configuracio´n del sistema frente a
otra. Es decir, dependiendo de co´mo se establezcan los pesos de la funcio´n de
optimizacio´n se considerara´ prioritario alcanzar el objetivo relativo a una variable
de salida del sistema frente a otra. Por ejemplo en nuestro sistema de balizamiento
podr´ıa interesar obtener una configuracio´n de mayor eficiencia en detrimento de la
uniformidad de la luz en cada zona de estudio.
4.4.4.2.1. Ana´lisis del rango de las variables de entrada Resulta fundamental
para acometer el proceso de optimizacio´n un ana´lisis previo del comportamiento de la
funcio´n dependiendo del rango considerado de las variables de entrada. En este apartado
se evaluara la funcio´n que simula el comportamiento de la baliza para diferentes valores
de los radios de la lente Rx, Ry y del periodo P del Softgloss.
En principio se considera un intervalo extenso tanto de los radios como del periodo
y es necesario disminuir la densidad de medidas para abarcar todo el rango. Por tanto
las curvas que se muestran en la figura 4.20 tienen una precisio´n de 5mm respecto a Rx
y Ry y una precisio´n de 0.5mm respecto al periodo del Softgloss P .
Los valores mı´nimos de Rx y Ry vienen impuestos por las dimensiones de la
salida de la baliza, mientras que el periodo del Softgloss P var´ıa entre 0.5mm (l´ımite de
fabricacio´n) y 3mm (valor para el cual el efecto difusor deja de ser relevante).
Se observa (fig. 4.20) una dependencia notable de la Intensidad luminosa media en
las tres zonas (I1, I2, I3) frente a los radios de la lente (Rx, Ry). En cambio la Eficiencia
del sistema (η) no se ve apenas alterada por la variacio´n de los radios de la lente.
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Figura 4.20: Intensidad luminosa media y Eficiencia del sistema de balizas frente a radios
de la lente RxRy
Esto se debe a que el flujo que alcanza la zona de deteccio´n var´ıa en su distribucio´n
pero la energ´ıa no abandona la union de las tres zonas de intere´s.
El hecho de que la eficiencia permanezca estable fig. (fig. 4.20)se debe tambie´n a la
eleccio´n del valor del periodo P , eligiendo un rango adecuado del periodo se asegura un
valor o´ptimo de la uniformidad manteniendo el nivel de la eficiencia y adema´s permite
cierta libertad en la eleccio´n de los valores Rx y Ry para ajustarse a los requisitos
establecidos en cada zona. En cambio una eleccio´n erro´nea del periodo del Softgloss P
puede derivar en unos resultados que se alejan de los objetivos, ya que el sistema depende
dra´sticamente de este para´metro.
En la figura 4.21 se aprecia justo el efecto del periodo P , tanto en la eficiencia
como en la uniformidad en las tres zonas de estudio. Como se hab´ıa anticipado la efi-
ciencia muestra una fuerte dependencia respecto al periodo del Softgloss. Por su parte
la uniformidad en cada una de las zonas var´ıa tambie´n respecto al periodo, al igual que
ocurre si modificamos los radios de curvatura de la lente. En el caso de la eficiencia no
se aprecia apenas dependencia con el radio Rx, resultado que concuerda con el obtenido
anteriormente (fig. 4.20).
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Figura 4.21: Eficiencia y Uniformidad del sistema de balizas frente a al periodo del
SoftglossP y radio de la lente Rx
Una vez acotado el rango de trabajo de la baliza se puede aumentar la densidad
de medidas. A la hora de restringir el intervalo de las variables de entrada se conside-
rara´ fundamental un alto nivel de eficiencia sin renunciar a una buena uniformidad en
las zonas II y III (U2, U3), por tanto el rango de valores del periodo P queda limitado al
intervalo P[1, 2].
Limitando a su vez el rango de variacio´n de los radios de la lente se obtienen unas
curvas de resultados de mayor precisio´n como las que se muestran en la figura 4.22.
4.4.4.2.2. Funcio´n de optimizacio´n “fgoalattain”. Para desarrollar el proceso
de optimizacio´n se emplea la Toolbox de optimizacio´n de Matlab. La Toolbox de optimi-
zacio´n consiste en una coleccio´n de funciones que ampl´ıan la capacidad de computacio´n
nume´rica del programa Matlab. Este conjunto de funciones logran minimizar o maxi-
mizar funciones no lineales generales. Todas las funciones que incluye la Toolbox son
ficheros con extensio´n “.m”, construidos con co´digo de Matlab que implementan algo-
ritmos de optimizacio´n espec´ıficos.
150
Figura 4.22: Intensidad luminosa media y Eficiencia del sistema frente a R1yR2. Precisio´n
1mm
151
En concreto la funcio´n “fgoalattain” resuelve un problema, caracterizado por una
funcio´n de me´rito, alcanzando una serie de cotas u objetivos especificados por el usuario.
Esta funcio´n es eficaz para optimizar la funcio´n que simula el sistema de balizamiento
ya que permite asignar prioridades a determinados objetivos as´ı como especificar unos
umbrales mı´nimos (Eficiencia, Uniformidad) junto con unos objetivos exactos (Intensidad
luminosa media). Adema´s de poder restringir el rango de las variables de la funcio´n
mediante unos valores l´ımite. De este modo el proceso de optimizacio´n buscara´ una
configuracio´n del sistema de baliza que sea lo ma´s eficiente y uniforme posible, sin alejarse
de los niveles de intensidad luminosa requeridos en cada una de las tres zonas.
A continuacio´n se describira´ brevemente el algoritmo y los argumentos que emplea
la funcio´n “fgoalattain”, para una informacio´n ma´s precisa se puede consultar la ayuda
de Matlab. La funcio´n “fgoalattain” resuelve el problema de objetivos mu´ltiples descritos
por la ecuacio´n 4.30:
Minimizar(γ)x,γ ⇒
F (x)− pesos γ ≤ objetivoslb < u < ub
 (4.30)
donde F (x) es la funcio´n que describe el comportamiento del sistema (la baliza) y que
se pretende optimizar, x es el vector de variables de entrada, pesos es el vector de pesos,
objetivos es el vector de objetivos, γ es el para´metro a minimizar y [lb, ub] son los vectores
que limitan el valor inferior y superior de cada una de las variables del vector x.
Como se puede observar en el conjunto de ecuaciones [ec.4.30], la funcio´n “fgoa-
lattain” evalu´a la desigualdad [F (x) − pesos · γ ≤ objetivos] modificando el valor del
vector de variables x (siempre dentro del intervalo [lb, ub]) para minimizar el para´metro
γ que intuitivamente se puede interpretar como el error de la optimizacio´n o la funcio´n
de me´rito.
El signo del vector de pesos indica si el objetivo correspondiente es un l´ımite
superior o inferior y por tanto si ha de superarse o rebajarse en la mayor medida de lo
posible. En este proceso de optimizacio´n se emplea un algoritmo de pesos constantes u
optimizacio´n convencional CMF (Seccio´n 2.2), ya que emplear una funcio´n de me´rito
dina´mica aumentar´ıa el tiempo de ejecucio´n excesivamente, adema´s los objetivos exactos
que se pretenden alcanzar respecto a las intensidades medias reducen la influencia de
dichos pesos en el resultado de la optimizacio´n.
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Figura 4.23: Diagrama de flujo del proceso de optimizacio´n de la baliza
La magnitud de cada componente del vector de pesos indica la prioridad de alcan-
zar el objetivo correspondiente. Cuanto menor sea el peso ma´s prioritario es el objetivo,
pudiendo incluso, si alguna o varias componentes disminuyen lo suficiente, ignorar el
resto de objetivos en favor de los que corresponden a las componentes ma´s reducidas del
vector de pesos. Tambie´n es posible determinar el valor inicial de las variables de entrada
x0 desde el cual se comienza el proceso de optimizacio´n, y como ya se ha comentado
anteriormente puede ser decisivo a la hora de encontrar un ma´ximo absoluto o relativo.
Adema´s la funcio´n “fgoalattain” cuenta con una serie de opciones a las que se ac-
cede mediante la orden “optimset” y que permiten fijar el nu´mero ma´ximo de iteraciones
y de tiempo de ejecucio´n del proceso de optimizacio´n, los l´ımites [lb, ub] del vector de
variables entrada, y el modo de interpretar los objetivos (para activar el modo de obje-
tivos exactos en lugar de limites inferiores o superiores) entre otras muchas opciones. La
funcio´n “fgoalattain” ofrece adema´s un mayor grado de complejidad mediante una serie
de argumentos y opciones adicionales que por el momento no se aplicara´n al proceso de
optimizacio´n.
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4.4.4.2.3. Proceso de optimizacio´n mediante“fgoalattain” Una vez familiari-
zados con la funcio´n de optimizacio´n “fgoalattain” se inicia el proceso de optimizacio´n
con el que se pretende obtener una configuracio´n que cumpla con todos los requisitos
impuestos al sistema de balizamiento y presente unos niveles o´ptimos de eficiencia y
uniformidad.
A continuacio´n se define el valor de los para´metros de la optimizacio´n que se va
a realizar. En cada caso se podra´n ajustar unos valores diferentes tanto del vector de
pesos como de las variables iniciales de entrada. Tambie´n se probara´ a modificar las
opciones de la funcio´n de “fgoalattain”, como pueden ser el tiempo ma´ximo de ejecucio´n
“MaxTime”, o el modo “GoalsExactAchieve” para alcanzar los objetivos exactos en lugar
de fijar l´ımites inferiores o superiores.
Vector de Objetivos: [η I1 I2 I3 U1 U2 U3]=[0.65 250 250 125 0.3 0.3 0.15].
La eficiencia se fija en un 65 %, basado en las simulaciones previas y las perdi-
das introducidas por los elementos an˜adidos al la configuracio´n ba´sica. Los niveles
de Intensidad luminosa se fijan un 25 % por encima de los requisitos OACI pa-
ra asegurarnos que el prototipo cumpla los requisitos, ya que el comportamiento
experimental ofrece, por lo general, un rendimiento inferior al de las simulaciones.
Los objetivos respecto a la uniformidad se estiman a partir de los resultados mos-
trados en la figura 4.21.
Vector de Pesos: Se fija un vector de signo negativo y magnitud igual al valor de
los objetivos que se pretende alcanzar. De este modo se busca una configuracio´n
cuyo vector de salida diste equitativamente de cada uno los objetivos. Tambie´n se
llevara´n a cabo optimizaciones con bu´squeda exacta de objetivos, esta´ opcio´n es la
ma´s adecuada para mantener una proporcio´n exacta entre los niveles de intensidad
luminosa media de las 3 zonas.
Rango de variables: Se acotan los posibles valores de las variables de la funcio´n
objetivo entre los valores obtenidos en el ana´lisis previo (Seccio´n 4.4.4.2.1). L´ımi-
te inferior lb=[Rxmin Rymin Pmin]=[20 35 1], L´ımite superior ub=[Rxmax Rymax
Pmax]=[40 55 2]
Valores iniciales: Se elige un valor inicial x0 de las variables de entrada dentro
del rango establecido previamente. Se llevara´n a cabo varios procesos de simulacio´n
escogiendo distintos valores iniciales
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Opciones de “fgoalattain”: Para el resto de opciones de la funcio´n se utilizan
los valores por defectos, salvo el tiempo ma´ximo de ejecucio´n que se ampl´ıa a una
semana (MaxTime = 604800). El nu´mero ma´ximo de iteraciones no es cr´ıtico ya
que cada vez que se evalu´a la funcio´n objetivo se emplea un tiempo de ejecucio´n
de varias horas (3 horas aproximadamente), y por tanto en una semana el nu´mero
de iteraciones no superara´ el centenar.
A continuacio´n se analizara´ en detalle la evolucio´n y los resultados del proceso
de optimizacio´n que alcanza la configuracio´n o´ptima de entre todas las optimizaciones
llevadas a cabo. En la figura 4.24 se muestra la evolucio´n del para´metro de acercamiento,
“Attainfactor”, durante el proceso de optimizacio´n.
Figura 4.24: Evolucio´n del error global respecto a los objetivos durante la optimizacio´n
En la figura 4.24 se observa que el factor de acercamiento “AttainFactor”, que
se puede interpretar como el error frente a los objetivos fijados, se va reduciendo a
medida que avanzan el nu´mero de iteraciones. Lo que significa que el sistema tiende a
una configuracio´n o´ptima. Si se analizan las variables de salida “normalizadas” frente
a los objetivos (no esta´n estrictamente normalizadas porque el valor ma´ximo puede ser
superior a uno cuando una variable de salida supere su correspondiente objetivo), se
puede observar el efecto positivo de la optimizacio´n en la respuesta del sistema.
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Figura 4.25: Evolucio´n de las variables de salida de la funcio´n objetivo durante la opti-
mizacio´n
En la Figura 4.25 se aprecia una evolucio´n notable de la respuesta del sistema,
tambie´n se puede comprobar que el proceso de optimizacio´n ha utilizado un vector de
pesos que asegure un equilibrio entre las variables de salida. De modo el proceso de
optimizacio´n no se estabiliza en una configuracio´n del sistema en la cual una variable
supera su objetivo correspondiente (valor superior a uno), si en dicha configuracio´n no
se obtiene simulta´neamente una mejora del resto de las variables de salida.
En este caso el proceso de optimizacio´n encuentra una configuracio´n que no es
capaz de mejorar, y se estabiliza el factor de acercamiento en su valor mı´nimo. El proceso
de optimizacio´n termina (tras ma´s de 4 d´ıas de tiempo de ejecucio´n) al llegar a una
desviacio´n de las variables de entrada inferior al doble del para´metro TolX, que se
puede fijar en las opciones de la funcio´n “fgoalattain” y que limita la precisio´n con la
que se debe buscar una configuracio´n o´ptima.
En el mapa de Iso-Candelas obtenido se hace patente una mejora en uniformidad
y distribucio´n en las tres zonas de intere´s que es precisamente el objetivo del proceso de
optimizacio´n (fig. 4.26).
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Figura 4.26: Evolucio´n de las variables de salida de la funcio´n objetivo durante la opti-
mizacio´n
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η I1(cd) I2(cd) I3(cd) U1 U2 U3
62 % 263 238 134 0.22 0.19 0.08
Tabla 4.5: Resultados configuracio´n optima sistema de balizas
En la figura 4.26 se muestra la configuracio´n optima que genera el proceso de
optimizacio´n (Iteracio´n 34). En este mapa de Iso-candelas se puede observar como la
mancha producida por el flujo de salida de la baliza se adapta adecuadamente a las
tres zonas de intere´s. Dando lugar a unos niveles de intensidad luminosa, uniformidad y
eficiencia que se recogen en la tabla 4.5.
La tabla 4.5 muestra unos resultados que cumplen los requisitos en cuanto al nivel
de intensidad luminosa y conservan unos valores adecuados de uniformidad y eficiencia,
por tanto esta configuracio´n del sistema es adecuada para generar un prototipo de la ba-
liza y medir los resultados experimentalmente para contrastar el trabajo ana´lisis llevado
a cabo mediante las simulaciones.
4.4.4.3. Resultados experimentales
En esta seccio´n se muestran los resultados experimentales del sistema de balizas
previamente disen˜ado. Para llevar a cabo este ana´lisis se fabrica un prototipo basado
en la mejor configuracio´n obtenida mediante el proceso de optimizacio´n. Sin embargo se
aplican ciertas modificaciones al mismo para facilitar su fabricacio´n. Estas modificaciones
esta´n orientadas principalmente a acomodar los componentes de la baliza dentro de la
carcasa y no alteran la emisio´n ni la propagacio´n del flujo luminoso.
El sistema de iluminacio´n se muestra en la figura 4.27. Dentro de la carcasa se
acomodan 3 LEDs junto a los correspondientes dispositivos o´pticos (colimadores, pris-
mas, materiales rugosos). Se ha introducido una ligera curvatura en el soporte de metal
que ancla a los LEDs (fig.4.27 b). esta desviacio´n esta´ motivada por razones te´cnicas
y, como se observara´ posteriormente, no afecta al comportamiento actual de la baliza.
Adema´s de los dispositivos o´pticos, la carcasa tambie´n alberga los sistemas de alimenta-
cio´n y control de la baliza. Como requisito previo para empezar el ana´lisis experimental
es necesario llevar a cabo un estudio de la estabilidad, asegurando as´ı la validez de las
medidas sin importar el instante de tiempo en el que han sido tomadas.
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Figura 4.27: Prototipo del sistema de balizas
La estabilidad nos da una idea de la rousted del sistema que debe de mantener
estables los niveles de flujo luminoso en cada zona de emisio´n para alcanzar los requisitos
OACI.
Figura 4.28: Estabilidad del sistema de balizas
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LED Analysis zone Average Intensity (cd) Minimum Intensity (cd)
A´mbar 1 255 123
A´mbar 2 191 118
A´mbar 3 139 82
Rojo 1 212 125
Rojo 2 168 113
Rojo 3 124 61
Verde 1 309 148
Verde 2 243 127
Verde 3 192 113
Tabla 4.6: Resultados experimentales
El regulador de intensidad integrado (fig. 4.28.a) incrementa la inestabilidad de
la baliza. A medida que el regulador comienza a operar calienta los LEDs y el flujo
emitido decrece. La solucio´n consiste en ubicar el sistema regulador lo ma´s lejos posible
de las fuentes LED (fig. 4.28.b). Una vez los ajustes de la estabilidad han sido llevados
a cabo se pueden registrar las medidas experimentales del prototipo para caracterizar el
verdadero comportamiento del sistema de balizas. Se consideran dos modos de emisio´n
dependiendo de la alimentacio´n aplicada a las fuentes LED; nominal (350mA) o t´ıpica
(500mA).
Finalmente se muestran los resultados que proporciona el prototipo y que reflejan
la coherencia entre la optimizacio´n (fig. 4.26) y los resultados experimentales (fig.4.29).
Los resultados se logran por medio de una alimentacio´n nominal por tanto existe un
amplio margen para incrementar la potencia suministrada a la baliza hasta el modo de
operacio´n t´ıpico.
La tabla 4.6 muestra que los resultados respecto a la intensidad de flujo media que
alcanza el prototipo para cada area. Los umbrales mı´nimos de iluminacio´n tambie´n se
alcanzan, sin embargo estos niveles medidos dependen de las dimensiones de la matriz
empleada para almacenar los mapas de isocandelas, as´ı como el procesamiento de las
ima´genes.
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Figura 4.29: Mapas de isocandelas. Prototipo final
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Figura 4.30: Baliza emitiendo
A ra´ız de estos resultados (4.29) se puede asegurar que el flujo emitido por el
sistema de iluminacio´n se adapta de forma precisa a los limites de la zona de intere´s
ma´s amplia (Zona III). Por tanto el flujo emitido por el sistema de balizamiento no se
desperdicia ni interfiere con otros posibles sistemas de balizas vecinos. Pra´cticamente
todo el flujo emitido por el sistema esta comprendido en los ma´rgenes impuestos por los
requisitos OACI con una desviacio´n de cerca de 3o en el eje vertical en el peor de los
casos.
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Conclusiones
El trabajo que conforma esta Memoria de Tesis doctoral se ha focalizado en el
desarrollo de diversas tareas de investigacio´n en el a´mbito de los dispositivos o´pticos de
iluminacio´n, balizamiento y concentracio´n de luz. Estos disen˜os esta´n sometidos normal-
mente a unos requisitos y normativas que imponen altos niveles de exigencia respecto
a su disen˜o. Este hecho motiva el desarrollo de algoritmos de optimizacio´n avanzados
como medio para alcanzar los objetivos impuestos para los diferentes sistemas o´pticos.
Se ha desarrollado un me´todo de disen˜o automatizado que incluye la gestio´n de
diversos programas de ca´lculo y simulacio´n, y supone una herramienta de disen˜o o´ptico
de gran potencial. Este me´todo incluye un novedoso algoritmo de optimizacio´n de pesos
variables que permite abordar disen˜os complejos caracterizados por multiples para´metros
geome´tricos y o´pticos. En estas conclusiones se recogen los resultados mas importantes
obtenidos en el proceso de disen˜o de cada sistema o´ptico, as´ı como los objetivos alcanza-
dos y el comportamiento de sus respectivas aplicaciones. Las Conclusiones ma´s relevantes
de esta tesis se numeran a continuacio´n:
1. Algoritmo de optimizacio´n de funcio´n de me´rito dina´mica DMF .
Se ha desarrollado un nuevo algoritmo de optimizacio´n que emplea el concepto de
funcio´n de me´rito dina´mica (DMF ). Este algoritmo ha sido aplicado con e´xito a
distintos dispositivos o´pticos no formadores de imagen de complejidad variable. Se
llega a la conclusio´n de que su efectividad (en comparacio´n con otros algoritmos
convencionales de optimizacio´n) se hace especialmente patente para sistemas cuya
geometr´ıa se describe por 3 o ma´s para´metros, alcanzando para dichos sistema una
mejora media que ronda el 14 % en eficiencia y el 5 % uniformidad.
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2. Lente acroma´tica de Fresnel para conversio´n solar fotovoltaica.
Se ha disen˜ado un novedoso doblete acroma´tico Fresnel h´ıbrido compuesto de PC
(policarbonato) y PMMA (polimetilmetacrilato) que combina las ventajas de las
lentes de Fresnel esta´ndar con las caracter´ısticas ma´s u´tiles de la lente acroma´ti-
ca. Este disen˜o ofrece ventajas en te´rminos de eficiencia, superior al 85 % y de
concentracio´n, por encima de 1000 soles.
3. Sistema de iluminacio´n natural para edificios no residenciales.
Se ha desarrollado un innovador sistema de iluminacio´n natural y disposicio´n ho-
rizontal que aprovecha la luz solar incidente en la fachada de un edificio y asegura
una distribucio´n equilibrada de flujo en el interior del mismo.
El sistema colector permite captar de 15000 klm h/an˜o, y la configuracio´n final op-
timizada del sistema de iluminacio´n es capaz de mantener un factor de uniformidad
diaria cercano a 0.5 en una habitacio´n de 40 m2.
4. Colimador parabo´lico el´ıptico para fuentes LED
Se ha desarrollado un colimador Parabo´lico-El´ıptico que muestra una distribucio´n
de flujo muy uniforme junto con una apertura de emisio´n muy reducida (aproxima-
damente 3o para el prototipo del colimador). Estas caracter´ısticas o´pticas aseguran
un comportamiento fiable como colimador LED de alta eficiencia. El disen˜o del co-
limador llevado a cabo tambie´n ofrece otras ventajas, como pueden ser un elevado
ı´ndice de compactacio´n, una alta eficiencia y un bajo coste de fabricacio´n debido
a la ausencia de superficies espejadas.
5. Sistemas de balizamiento de tecnolog´ıa LED para aeropuertos
Se ha desarrollado un sistema de balizas de tecnolog´ıa LED con el objetivo de
cumplir la normativa OACI (Organizacio´n de Aviacio´n Civil Internacional) vigen-
te para la iluminacio´n terrestre de aeropuertos. El sistema de iluminacio´n dispone
de varios grados de libertad debido al disen˜o y ajuste de los dispositivos o´pticos
que lo componen, y por ello se ha llevado a cabo un proceso de optimizacio´n de
las variables ma´s significativas, teniendo en cuenta diferentes semillas de iniciali-
zacio´n y para´metros del algoritmo. Tras del proceso de disen˜o y optimizacio´n se
ha fabricado un prototipo del sistema de balizas que cumple los requisitos OACI.
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Cap´ıtulo 5
Ape´ndice
En este cap´ıtulo se recogen los programas empleados para llevar a cabo parte de
las simulaciones y disen˜os que se describen a lo largo de esta tesis. Se mostrara´ una
seleccio´n de todos los programas desarrollados segu´n un criterio que pretende elegir los
mas representativos, entre estos programas se encuentran los correspondientes al me´todo
de optimizacio´n de funcio´n de me´rito dina´mica (Cap´ıtulo 2), los correspondientes al
disen˜o del doblete acroma´tico (Cap´ıtulo 3), y por u´ltimo varios programas empleados en
el desarrollo y medicio´n del sistema de balizamiento (Cap´ıtulo 4)
A lo largo de este trabajo se ha empleado el programa de ca´lculo nume´rico Matlab
como herramienta ba´sica no solo para procesar los resultados de las simulaciones si no
para coordinar y controlar el resto de software involucrado en los procesos de simulacio´n
y optimizacio´n. Tambie´n se ha empleado intensivamente el programa de trazado de rayos
TracePro en el cual se emplea el lenguaje de programacio´n LISP (basado en listas) para
compilar las Macros o rutinas de trazado automatizado.
5.1. Programas empleados en el Cap´ıtulo 2
5.1.1. minimiza.m
En primer lugar se muestra la funcio´n principal “minimiza.m” de la optimizacio´n
que se encargara´ de inicializar los para´metros de la optimizacio´n de sistemas o´pticos no
formadores de imagen, as´ı como optimizar las funciones secundarias “optimizaMAES-
TRA.m” e iniciar la ejecucio´n de los programas CAD (Solidworks) y de trazado de rayos
(Tracepro).Esta funcio´n ha sido empleada, con las correspondientes modificaciones, para
optimizar la lente de concentracio´n, la lente uniformizadora y la luminaria LED plana
del cap´ıtulo 2.
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1 %% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
2 % Funcio´n de minimiaci o´n−opt imizac i o´n
3 %% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
4
5 c l c , c l o s e a l l , c l e a r a l l
6 g l o b a l cana l
7 g l o b a l contador
8 g l o b a l parametros
9 g l o b a l pesos
10 g l o b a l E f i c i e n c i a
11 g l o b a l Uniformidad
12 g l o b a l DATOS
13 g l o b a l f , g l o b a l h o r a i n i c i o , g l o b a l DATOSvectorx0
14 contador =0;
15 i t e r a c i o n =0;
16 hora=c lock ;
17 h o r a i n i c i o=hora (4 ) ∗60+hora (5 )+hora (6 ) /60 ; %En minutos
18 save i t e r a c i o n . txt i t e r a c i o n −a s c i i
19 t i c
20
21 \% Conecta matlab con TracePro no e s ta a b i e r t a l a conexi o´n
22 ! ”C:\Program F i l e s ( x86 ) \Lambda Research Corporat ion \TracePro60\
TracePro60 . exe ” &
23 %pause (15)
24 cana l = d d e i n i t ( ’ TracePro ’ , ’ scheme ’ )
25
26 i f cana l==0
27 % ! ”C:\Program F i l e s \Lambda Research Corporat ion \TracePro70\
TracePro70 . exe ” &
28 ! ”C:\Program F i l e s ( x86 ) \Lambda Research Corporat ion \TracePro60\
TracePro60 . exe ” &
29 cana l = d d e i n i t ( ’ TracePro ’ , ’ scheme ’ )
30 end
31 % For example , to i n i t i a t e a conve r sa t i on with Microso f t Excel
32 % f o r the spreadshee t ’ f o r e c a s t . x l s ’ :
33 % channel = d d e i n i t ( ’ exce l ’ , ’ f o r e c a s t . x l s ’ ) ;
34
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35 % parametros i n i c i a l e s
36 LB=[45 ,45 ] % mı´nimo de R1 R2
37 UB=[2000 ,2000] % ma´ximo de R1 R2
38
39 %v a l o r e s i n i c i a l e s de l proceso de opt imizac i o´n
40 vectorX0 =[50 ,50 ]
41 pesos =[1 ,1 ]
42
43 %Bucle de opt imizac i o´n dima´mico
44 f o r f =1:5 ,
45 % Funcio´n de minimizaci o´n Nelder Mead
46 di sp ( ’Numero de i t e r a c i o n dina´mica : ’ )
47 f ,
48 %Comienza l a opt imizac ion mediante l a func i o´n fminsearch
49 vectorX0=fminsearchbnd (@optimizaMAESTRA , vectorX0 ,LB,UB, opt imset ( ’
MaxIter ’ ,300 , ’ TolFun ’ ,1 e−4, ’ Display ’ , ’ i t e r ’ , ’ Tolx ’ ,1 e−4, ’
PlotFcns ’ , ’ op t imp lo t f va l ’ ) )
50 % Ejecuta l a func ion optimizaMAESTRAvectorx0 que comprueba l a
s o l u c i o´ n
51 % optima y guarda l o s r e s u l t a d o s .
52 optimizaMAESTRAvectorx0 ( vectorX0 )
53 %El a lgor i tmo para mod i f i ca r l o s pesos l i n ea lmente segu´n e l
r e s u l t a d o
54 %obtenido para l o s o b j e t i v o s ( Ef f y Unif ) de l a func i o´n a
opt imizar
55
56 i f E f i c i e n c i a<Uniformidad ,
57 pesos (1 )=pesos (1 ) +(0.3/ f ) ∗ pesos (1 ) ;
58 pesos (2 )=2−pesos (1 ) ;
59 e l s e i f Uniformidad<E f i c i e n c i a ,
60 pesos (2 )=pesos (2 ) +(0.3/ f ) ∗ pesos (2 ) ;
61 pesos (1 )=2−pesos (2 ) ;
62 end
63 pesos ;
64 end
65
66
67
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68 % c i e r r a TracePro
69 ddeexec ( canal , ’ ( f i l e : c l o s e−a l l ) ) ’ ) ; % e j e c u t a comando t racepro c l e a r
cana l y borro v a r i a b l e cana l de conexi o´n
70
71 %Calcula y muestra por p an ta l l a e l tiempo empleado en l a opt imizac i o´n
.
72 tiempo=toc /60 ;
73 msgbox ( s t r c a t ( num2str ( tiempo ) , ’ minutos ’ ) , ’ Optimizaci o´n f i n a l i z a d a ’ , ’
he lp ’ ) ;
74 %Representa l o s puntos de l e spac i o de v a r i a b l e s e l e g i d o s por l a
ru t ina de opt imizac ion
75 p lo t ( parametros ( : , 1 ) , parametros ( : , 2 ) , ’ x ’ ) , x l a b e l ( ’R1 ’ ) , y l a b e l ( ’R2 ’ ) ,
t ex t ( parametros ( contador , 1 ) , parametros ( contador , 2 ) ∗1 .0015 , num2str (
contador ) ) ;
76
77 %Representac i o´n g r a´ f i c a de l o s r e s u l t a d o s de l a opt imizac i o´n
78 load ( ’DATOSlente . txt ’ )
79 subplot ( 1 , 3 , 1 ) , p l o t (DATOS( : , 3 ) , ’ r ’ )
80 x l a b e l ( ’ i t e r a c i o´ n ’ )
81 hold on
82 subplot ( 1 , 3 , 1 ) , p l o t (DATOS( : , 4 ) , ’ g ’ )
83 subplot ( 1 , 3 , 1 ) , p l o t (DATOS( : , 5 ) , ’b ’ )
84 l egend ( ’ func i o´n me´r ito ’ , ’ e f i c i e n c i a ’ , ’ uni formidad ’ )
85 subplot ( 1 , 3 , 2 ) , p l o t (DATOS( : , 2 ) , ’ r ’ ) , hold on
86 subplot ( 1 , 3 , 2 ) , p l o t (DATOS( : , 6 ) , ’ g ’ )
87 subplot ( 1 , 3 , 2 ) , p l o t (DATOS( : , 7 ) , ’b ’ )
88 l egend ( ’ r ebuc l e ’ , ’ peso1 ’ , ’ peso2 ’ )
89 subplot ( 1 , 3 , 3 ) , p l o t (DATOS( : , 8 ) , ’ g ’ ) , hold on
90 subplot ( 1 , 3 , 3 ) , p l o t (DATOS( : , 9 ) , ’b ’ )
91 l egend ( ’R(1) ’ , ’R(2 ) ’ )
92
93 load d a to sve c to rx0 l en t e . txt
94 p lo t ( d a to sve c to rx0 l en t e ( : , 1 ) , d a to sve c to rx0 l en t e ( : , 2 ) , ’ r ’ )
95 hold on
96 p lo t ( d a to sve c to rx0 l en t e ( : , 1 ) , d a to sve c to rx0 l en t e ( : , 3 ) , ’ g ’ )
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5.1.2. optimizaMAESTRA.m
A continuacio´n se mostrara´ la funcio´n “optimizaMAESTRA.m” que se encarga de
gestionar la generacio´n de la geometr´ıa del sistema no formador de imagen (en Solid-
works) sobre el cual se aplicara´ la optimizacio´n, as´ı como ejecutar las simulaciones en
Tracepro. Esta funcio´n tiene como salida el valor de los objetivos que son los que se
encargara´ de optimizar la funcio´n “fminsearch.m”, esta u´ltima funcio´n “fminsearch.m”
no se recoge en el ape´ndice ya que no ha sido desarrollada por el autor de esta tesis, sin
embargo viene descrita detalladamente en la toolbox de optimizacio´n de Matlab.
1 %% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
2 % Macro maestra de opt imizac i o´n TracePro + SW + Matlab
3 %% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
4
5
6 f unc t i on [ f l u j o o p t i m i z a ]= opt imiza (R)
7 g l o b a l cana l
8 g l o b a l contador
9 g l o b a l parametros
10 g l o b a l pesos
11 g l o b a l E f i c i e n c i a
12 g l o b a l Uniformidad
13 g l o b a l i t e r a c i o n
14 g l o b a l DATOS
15 g l o b a l f , g l o b a l h o r a i n i c i o , g l o b a l DATOSvectorx0
16
17
18 load ( ’ i t e r a c i o n . txt ’ )
19
20 % Ruta de t raba jo
21 camino=’C:\ Users \ usuar io \Desktop\Curro\Mario\Mario opt imizac ion \
r e s u l t a d o s l e n t e \ constante \ ’ ;
22 camino2=s t r r e p ( camino , ’ \ ’ , ’ / ’ ) ;
23 %a c t u a l i z a e l contador
24 contador = contador +1;
25 parametros ( contador , 1 )=R(1) ;
26 parametros ( contador , 2 )=R(2) ;
27
28
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29 %Escr ibe en l a tab la de Excel a soc iada a l s o l i d o generado en
Sol idworks
30 SUCCESS = x l s w r i t e ( ’SW\ l e n t e . x l sx ’ ,R(1) , ’ Hoja1 ’ , ’D3 ’ ) ;
31 SUCCESS = x l s w r i t e ( ’SW\ l e n t e . x l sx ’ ,R(2) , ’ Hoja1 ’ , ’B3 ’ ) ;
32 pause (15)
33
34 % Abre SW+Esfera0 , guarda SAT y c i e r r a SW
35 comandoSW=s t r c a t ( ’ ! ”C:\Program F i l e s \SolidWorks Corp\SolidWorks\
SLDWORKS. exe ” /m ” ’ , camino , ’SW\LENTEgeneraSATycierraSW . swp” &’ )
;
36 eva l (comandoSW) ; % Ejecuta orden SW
37
38 % Esperar a que SW genere e l SAT.
39
40 f i g u r e 1=waitbar (0 , ’ generando s o l i d o ’ ) ;
41 whi le e x i s t ( s t r c a t ( camino2 , ’SW\ l e n t e . sa t ’ ) , ’ f i l e ’ )==0
42 pause (5 )
43 end
44
45 pause (15)
46 d e l e t e ( f i g u r e 1 )
47
48 % env ı´a comandos a TracePro
49 ddeexec ( canal , ’ ( f i l e : new) ’ ) ; % e j e c u t a TP abre arch ivo en blanco
50 comandoTP=s t r c a t ( ’ ( i n s e r t : part ” ’ , camino2 , ’SW/ l e n t e .SAT”) ’ ) ; %
i n s e r t a SAT
51 ddeexec ( canal , comandoTP) ; % e j e c u t a comando t racepro
52 pause (5 )
53
54 % Ordenes en TP para ro ta r y a p l i c a r un mate r i a l a l a l e n t e
55 ddeexec ( canal , ’ ( e d i t : r o t a t e ( e n t i t y 1) 0 0 0 0 1 0 −90) ) ’ )
56 ddeexec ( canal , ’ ( property : apply−mate r i a l ( e n t i t y 1) ” P l a s t i c ” ”
Polycarb ” ( gvector 0 0 0) ) ’ ) ; % a p l i c o mate r i a l
57 pause (5 )
58 %Orden en TP para i n s e r t a r e l d e t e c t o r
59 ejecutamacro1=s t r c a t ( ’ ( load ” ’ , camino2 , ’TP/insertaDETECTOR . scm”) ’ ) ;
60 ddeexec ( canal , e jecutamacro1 ) ; % e j e c u t a comando t racepro
61 pause (10)
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62 %Orden en TP para t r a z a r l o s rayos
63 ejecutamacro2=s t r c a t ( ’ ( load ” ’ , camino2 , ’TP/trazaRAYOS . scm”) ’ ) ;
64 ddeexec ( canal , e jecutamacro2 ) ; % e j e c u t a comando t racepro
65 f i g u r e 1=waitbar (0 , ’ trazando rayos ’ ) ;
66 %Bucle para e spe ra r a que termine e l proceso de trazado de rayos
67 whi le e x i s t ( s t r c a t ( camino2 , ’ terminado . oml ’ ) )==0
68 pause (5 )
69 end
70 d e l e t e ( f i g u r e 1 )
71 %Borra l o s a r ch ivo s generados como a l e r t a
72 d e l e t e ( s t r c a t ( camino2 , ’ terminado . oml ’ ) )
73 d e l e t e ( s t r c a t ( camino2 , ’SW\ l e n t e . sa t ’ ) )
74 %S e l e c c i o n a e l d e t e c t o r en Tracepro y guarda l o s r e s u l t a d o s de f l u j o
75 ejecutamacro3=s t r c a t ( ’ ( load ” ’ , camino2 , ’TP/seleccionaDETECTOR . scm”) ’ )
;
76 ddeexec ( canal , e jecutamacro3 ) ; % e j e c u t a comando t racepro
77 pause (10)
78 ejecutamacro4=s t r c a t ( ’ ( load ” ’ , camino2 , ’TP/guardaMAPA . scm”) ’ ) ;
79 ddeexec ( canal , e jecutamacro4 ) ; % e j e c u t a comando t racepro
80 %Calcula l a e f i c i e n c i a y l a uni formidad
81 [ matr iz in , Maxirrin , F lu j o r e c ib ido , F lu joemit ido ]=
lee f lu jonormal i zadoTP6 ( ’ pan t a l l a . txt ’ ) ;
82 E f i c i e n c i a =( F l u j o r e c i b i d o / Flu joemit ido )
83 Uniformidad=(mean( matr i z in ( : ) ) ) /(max( matr i z in ( : ) ) )
84 %Calcula l a func i o´n de me´r ito
85 f l u j o o p t i m i z a =2−(pesos (1 ) ∗ E f i c i e n c i a+pesos (2 ) ∗Uniformidad ) ; %
86 % c i e r r o arch ivo t racepro
87 hora=c lock ;
88 hora=hora (4 ) ∗60+hora (5 )+hora (6 ) /60 ;
89 pause (5 ) % para que de tiempo a c e r r a r s e TracePro
90 %Guarda l o s datos
91 i t e r a c i o n=i t e r a c i o n +1;
92 DATOS( i t e r a c i o n , : ) =[ i t e r a c i o n ; f ; f l u j o o p t i m i z a ; E f i c i e n c i a ; Uniformidad ;
pesos (1 ) ; pesos (2 ) ;R(1) ;R(2 ) ; hora−h o r a i n i c i o ]
93 save i t e r a c i o n . txt i t e r a c i o n −a s c i i
94 save d a t o s l e n t e . txt DATOS −a s c i i
95 ddeexec ( canal , ’ ( f i l e : c l o s e−a l l ) ) ’ ) ;
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5.2. Programas de disen˜o empleados en el Cap´ıtulo 3
5.2.1. Lente acroma´tica.scm
En esta ocasio´n se muestra el co´digo empleado para las simulaciones de trazados
de rayos de la lente acroma´tica. La macro consiste primero en una funcio´n auxiliar (nth)
que permite seleccionar los elementos de la geometr´ıa en lenguaje LISP de manera mas
co´moda. El resto de la macro consiste en un bucle que modifica la longitud de onda de la
luz emitida por la fuente, traza los rayos en el sistema o´ptico previamente generado en
un archivo de TracePro y por u´ltimo salva los mapas de irradiancia obtenidos asignando
al nombre de cada uno las variables empleadas en cada trazado de rayos para asignarles
un nombre identificativo.
1
2 ; Funciones a u x i l i a r e s
3
4 ; ; nth : elemento n de l a l i s t a . NO usar n <= 0
5 ( d e f i n e ( nth l n)
6 ( i f (= n 1) ( car l )
7 ( nth ( cdr l ) (− n 1) ) ) )
8
9 ( d e f i n e a l f a 90)
10 ( d e f i n e r e p e t i c i o n e s a l f a 1)
11 ( d e f i n e p a s o a l f a 0 . 1 )
12 ( d e f i n e repe t i c i ones l ambda 4)
13 ( d e f i n e lambda 0 . 3 )
14 ( d e f i n e pasolambda 0 . 2 )
15
16
17 ; Bucle var iando l a s l o n g i t u d e s de onda
18 ( do ( ( vec )
19 ( j 0 (+ j 1) ) )
20 ((= j repe t i c i ones l ambda ) vec )
21
22 ( p r i n t lambda )
23 \newpage
24 ; Trazamos rayos
25 ( r ay t rac e : set−analysis−mode−on )
26 ( a n a l y s i s : set−display−rays #f )
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27 ( r ay t rac e : s e t−gr id−or ig in ( p o s i t i o n 0.000000 200.000000 0 .000000) ”
Sol ” )
28 ( r ay t rac e : se t−gr id−or i entat ion−eu le r−degrees ( gvector 90.000000
0.000000 0 .000000) ” Sol ” )
29 ( r ay t rac e : set−grid−boundary−annular 120.000000 0.000000 ” Sol ” )
30 ( r ay t rac e : set−grid−pattern−random 700000 61.500000 ” Sol ” )
31 ( r ay t rac e : set−grid−emission−type 1 ” Sol ” )
32 ( r ay t rac e : set−gr id− tota l− f lux 61.500000 ” Sol ” )
33 ( r ay t rac e : set−gr id− rayco lor ( c o l o r : rgb 1.000000 0.000000 0 .000000)
” Sol ” )
34 ( r ay t rac e : set−beam−spatial−prof i le−uniform ” Sol ” )
35 ( r ay t rac e : set−beam−spatial−weighting−uniform− f lux ” Sol ” )
36 ( r ay t rac e : set−beam−angular−profi le−uniform 0.000000 ” Sol ” )
37 ( r ay t rac e : set−beam−angular−weighting−uniform−flux ” Sol ” )
38 ( r ay t rac e : set−beam−orientat ion−perpendicular ” Sol ” )
39 ( r ay t rac e : se t−degree−o f−po lar i zat ion 1.000000 ” Sol ” )
40 ( r ay t rac e : s e t−po la r i za t i on− s ta te−unpo la r i z ed ” Sol ” )
41 ( d e f i n e wvList ( l i s t ( l i s t lambda 1 .000000) ) )
42 ( r ay t rac e : set−wavelengths wvList ( r ay t rac e : source−get−by−name ” Sol ”
) )
43 ( r ay t rac e : a l l− s ou r c e s )
44 ; S e l e c c i o n a r l a entrada de l s i s tema secundar io y s a l v a r l o s mapas
i r r a d i a n c i a
45 ( e d i t : s e l e c t ( e n t i t y : get−by−name ”Entrada” ) )
46 ( a n a l y s i s : i r r a d i a n c e )
47 ( a n a l y s i s : i r rad iance− save ( string−append ”medidas/” ”
Fre sne l l ongonda ” (number−>s t r i n g lambda ) ” .bmp” ) )
48 ( a n a l y s i s : i r r a d i a n c e− c l o s e )
49
50
51 ( t o o l s : delete−raydata−memory )
52 ( r ay t rac e : c lear−wavelengths )
53 ( s e t ! lambda (+ lambda pasolambda ) ) )
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5.3. Programas de optimizacio´n empleados en el cap´ıtulo
4
5.3.1. Simula la baliza.m
La funcio´n de Matlab “simula la baliza.m” define la geometr´ıa de la baliza em-
pleando los para´metros obtenidos en el proceso de optimizacio´n. Adema´s la funcio´n
“simula la baliza.m” ejecuta la macro de Tracepro “Optimiza.scm” que generara´ la geo-
metr´ıa y trazara´ los rayos para simular el comportamiento de la configuracio´n especifica
de la baliza.
1 f unc t i on [ Sa l i da ]= S i m u l a l a b a l i z a ( Parametros )
2 %Var iab l e s i n i c i a l e s
3 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
4 lb =[15 25 1 ] ;
5 ub=[40 45 2 ] ;
6 f=1e−7;
7 Parametros=lb+(Parametros−lb ) . / f ;
8 R1=Parametros (1 ) ;
9 R2=Parametros (2 ) ;
10 Escala=Parametros (3 ) ;
11 tam=1024;
12 ano=’ 2010 ’ ;
13 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
14 %Generamos una macro de v a r i a b l e s para TracePro
15 ruta=’C:\\Documents and S e t t i n g s \\ i l uminac ion \\Desktop\\Bal i za \\
Bal i za d e f i n i t i v a \\Optimizar b a l i z a \\ ’ ;
16 f i l e=s t r c a t ( ruta , ’ v a r i a b l e s . scm ’ ) ;
17 f i d = fopen ( f i l e , ’w+’ ) ;
18 f p r i n t f ( f i d , ’ ( d e f i n e rootPath ”C: / Documents and S e t t i n g s / i luminac ion /
Desktop/ Ba l i za / Ba l i za d e f i n i t i v a / Optimizar b a l i z a /”) ’ ) ;
19 f p r i n t f ( f i d , ’ ( d e f i n e R1 %g ) \n ’ ,R1) ;
20 f p r i n t f ( f i d , ’ ( d e f i n e R2 %g ) \n ’ ,R2) ;
21 f p r i n t f ( f i d , ’ ( d e f i n e Esca la %g ) \n ’ , Esca la ) ;
22 f p r i n t f ( f i d , ’ ( load ( s t r i ng−append rootPath ” Opt imiza ba l i za . scm” ) )
\n ’ ) ;
23 f p r i n t f ( f i d , ’ ( f i l e : c l o s e−a l l ) ’ ) ;
24 f p r i n t f ( f i d , ’ ( f i l e : e x i t ) ’ ) ;
25 f c l o s e ( ’ a l l ’ ) ;
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26 %Para a b r i r TracePro
27 ! ”C:\Program F i l e s ( x86 ) \Lambda Research Corporat ion \TracePro\
TracePro . exe ” ”C:\Documents and S e t t i n g s \ i l uminac ion \Desktop\
Bal i za \Bal i za d e f i n i t i v a \Optimizar b a l i z a \Var iab l e s . scm”
28 d e l e t e ( f i l e ) ;
29 %Almacenamos l o s r e s u l t a d o s obten idos con Matlab
30 Nombre=s p r i n t f ( ’IRR LED VERDE LENTE R1−%g R2−%g Escala−%g . txt ’ ,R1 , R2 ,
Esca la ) ;
31 Nombre irr=s t r c a t ( ruta , ’ medidas\\ ’ ,Nombre) ;
32 Nombre=s p r i n t f ( ’ ISO−CD LED VERDE LENTE R1−%g R2−%g Escala−%g . txt ’ ,R1 ,
R2 , Esca la ) ;
33 Nombre iso=s t r c a t ( ruta , ’ medidas\\ ’ ,Nombre) ;
34 %Llamamos a l a s func i one s que obt ienen e l f l u j o y e l r e s t o de
v a r i a b l e s ( Eff , I1 , I2 , I3 , U1 , U2 , U3)
35 [ F lu jo ]= f i l e l o a d e r s i m p l e t a m ( Nombre irr , tam) ;
36 [ c a n d e l a s a v e r f a c t , uni f , maximo fact , minimo]= P o r t e r i a s i s o c d c a t I I (
Nombre iso , ano ) ;
37 %Salvamos l o s r e s u l t a d o s procesados en medidas
38 Nombre 2=s p r i n t f ( ’PROCESADOS LED VERDE LENTE R1−%g R2−%g Escala−%g .
txt ’ ,R1 , R2 , Esca la ) ;
39 f i l e 2=s t r c a t ( ruta , ’ /medidas/ procesados / ’ , Nombre 2 ) ;
40 f i d = fopen ( f i l e 2 , ’w+’ ) ;
41 %f p r i n t f ( f i d , ’ R1 R2 Escala −−−−−> Flujo cd ( Zona1 )
cd ( Zona2 ) cd ( Zona3 ) u n i f ( Zona1 ) u n i f ( Zona2 )
u n i f ( Zona3 ) max( Zona1 ) max( Zona2 ) max( Zona3 ) min (
Zona1 ) min ( Zona2 ) min ( Zona3 ) \n ’ ) ;
42 f p r i n t f ( f i d , ’ %g %g %g %g %g %g %g %g %g %g\n ’ ,R1 , R2 , Escala , F lu jo /200 ,
c a n d e l a s a v e r f a c t (1 ) , c a n d e l a s a v e r f a c t (2 ) , c a n d e l a s a v e r f a c t (3 ) ,
u n i f (1 ) , u n i f (2 ) , u n i f (3 ) ) ;
43 f c l o s e ( ’ a l l ’ ) ;
44 Flujo=round ( Flujo ∗100) /100 ;
45 %Se d e f i n e l a s a l i d a de l a func i o´n
46 Sa l ida =[ Flujo , c a n d e l a s a v e r f a c t , u n i f ] ;
47 s p r i n t f ( ’ Parametros : %g %g %g . Attainment f a c t o r : %g . Sa l ida %g %g %g
%g %g %g %g ’ ,R1 , R2 , Escala , sum ( ( [ 1 1 1 1 1 1 1]−( Sa l i da . / [ 1 5 0 500
500 250 0 .3 0 .3 0 . 1 5 ] ) ) ) /7 , Sa l i da ) ,
48 end
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5.3.2. Porterias isocd catII.m
Esta funcio´n calcula el vector de objetivos [η I1 I2 I3 U1 U2 U3] y representa el
mapa de emisio´n de la baliza delimitando las zonas de intere´s correspondientes.
1 %Representa e l mapa de i s o c a n d e l a s de l a s p o r t e r i a s y c a l c u l a l o s
o b j e t i v o s
2 %de l a opt imizac i o´n .
3 f unc t i on [ c a n d e l a s a v e r f a c t , uni f , maximo fact , minimo]=
P o r t e r i a s i s o c d c a t I I ( nombre , ano )
4 dim panta l la =3.638;
5 ang max=20;
6 %Se obt i ene l a matr iz imagen ( i r r )
7 i r r=f i l e l o a d e r d e f i n i t i v o I S O C D ( nombre , ano ) ;
8 p i x e l s=length ( i r r ) ;
9 dang=(2∗ang max/ p i x e l s ) ;
10 dangso l=2∗pi ∗(1− cosd ( dang ) ) ;
11 dsup=2∗dim panta l la / p i x e l s ;
12 i r r c d=i r r ;
13 maximo iso=max(max( i r r c d ) ) ;
14 minimo iso=min ( min ( i r r c d ) ) ;
15 %Se f i j a n l a s zonas de i n t e r e´ s donde medir i n t en s idad luminosa media
16 a =[3.5 10 1 9 . 2 5 ] ;
17 b=[8 8 1 0 ] ;
18 num curv=length ( a ) ;
19 norma=[200 100 1 0 0 ] ;
20 i r r cd norma=ze ro s ( p i x e l s , p i x e l s ) ;
21 f o r i =1:num curv
22 minim ejex ( i )=round(−a ( i ) /dang )+p i x e l s /2+1;
23 maxim ejex ( i )=round ( a ( i ) /dang )+p i x e l s /2+1;
24 e j e x =(minim ejex ( i ) : maxim ejex ( i ) ) ;
25 e j e ang=−a ( i ) : ( 2∗ a ( i ) /( l ength ( e j e x )−1) ) : a ( i ) ;
26 c u r v i s o c p o s=ones (1 , l ength ( e j e x ) ) ∗b( i ) ;
27 c u r v i s o c p o s p i x=−1∗round ( c u r v i s o c p o s /dang )+p i x e l s /2+1;
28 c u r v i s o c n e g=ones (1 , l ength ( e j e x ) ) ;
29 c u r v i s o c n e g p i x=−1∗round ( c u r v i s o c n e g /dang )+p i x e l s /2+1;
30 puntos ( : , 1 ) =[ e j e x ’ ; f l i p u d ( e j e x ’ ) ] ;
31 puntos ( : , 2 ) =[ c u r v i s o c p o s p i x ’ ; f l i p u d ( c u r v i s o c n e g p i x ’ ) ] ;
32 i n t e r v ( i )=abs ( c u r v i s o c p o s p i x (1 )−c u r v i s o c n e g p i x (1 ) ) ;
33
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34 %hacemos l a suma de l o s puntos dentro de l i n t e r v a l o de l a zona
35 i f i>1
36 cande l a s ave r ( i )=mean(mean( i r r c d ( p i x e l s /2:−1: p i x e l s /2− i n t e r v ( i ) , [
minim ejex ( i ) : minim ejex ( i −1) maxim ejex ( i −1) : maxim ejex ( i ) ] ) ) ) ;
37 u n i f ( i )=cande l a s ave r ( i ) /max(max( i r r c d ( p i x e l s /2:−1: p i x e l s /2− i n t e r v ( i
) , e j e x ) ) ) ;
38 maximo( i )=max(max( i r r c d ( p i x e l s /2:−1: p i x e l s /2− i n t e r v ( i ) , [ minim ejex (
i ) : minim ejex ( i −1) maxim ejex ( i −1) : maxim ejex ( i ) ] ) ) ) ;
39 minimo ( i )=min ( min ( i r r c d ( p i x e l s /2:−1: p i x e l s /2− i n t e r v ( i ) , [ minim ejex (
i ) : minim ejex ( i −1) maxim ejex ( i −1) : maxim ejex ( i ) ] ) ) ) ;
40 i f i n t e r v ( i −1)< i n t e r v ( i )
41 matriz2=i r r c d ( p i x e l s /2− i n t e r v ( i −1) :−1: p i x e l s /2− i n t e r v ( i ) , [
minim ejex ( i −1) : maxim ejex ( i −1) ] ) ;
42 cande l a s ave r2 ( i )=mean(mean( matr iz2 ) ) ;
43 cande l a s ave r ( i )=mean ( [ cande l a s ave r ( i ) cande l a s ave r2 ( i ) ] ) ;
44 u n i f ( i )=cande l a s ave r ( i ) /(max ( [ maximo( i ) max(max( matr iz2 ) ) ] ) ) ;
45 i r r cd norma ( p i x e l s /2− i n t e r v ( i −1) :−1: p i x e l s /2− i n t e r v ( i ) , [
minim ejex ( i −1) : maxim ejex ( i −1) ] )=i r r c d ( p i x e l s /2− i n t e r v ( i −1)
:−1: p i x e l s /2− i n t e r v ( i ) , [ minim ejex ( i −1) : maxim ejex ( i −1) ] )−
norma ( i ) ;
46 end
47 i r r cd norma ( p i x e l s /2:−1: p i x e l s /2− i n t e r v ( i ) , [ minim ejex ( i ) :
minim ejex ( i −1) maxim ejex ( i −1) : maxim ejex ( i ) ] )=i r r c d ( p i x e l s
/2:−1: p i x e l s /2− i n t e r v ( i ) , [ minim ejex ( i ) : minim ejex ( i −1)
maxim ejex ( i −1) : maxim ejex ( i ) ] )−norma ( i ) ;
48 e l s e
49 cande l a s ave r ( i )=mean(mean( i r r c d ( p i x e l s /2:−1: p i x e l s /2− i n t e r v , e j e x )
) ) ;
50 u n i f ( i )=cande l a s ave r ( i ) /max(max( i r r c d ( p i x e l s /2:−1: p i x e l s /2− i n t e r v ( i
) , e j e x ) ) ) ;
51 maximo( i )=max(max( i r r c d ( p i x e l s /2:−1: p i x e l s /2− i n t e r v ( i ) , e j e x ) ) ) ;
52 minimo ( i )=min ( min ( i r r c d ( p i x e l s /2:−1: p i x e l s /2− i n t e r v ( i ) , e j e x ) ) ) ;
53 i r r cd norma ( p i x e l s /2:−1: p i x e l s /2− i n t e r v , e j e x )=i r r c d ( p i x e l s /2:−1:
p i x e l s /2− i n t e r v , e j e x )−norma ( i ) ;
54 end
55 puntos = [ ] ;
56 end
57
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58 %Representac i o´n g r a´ f i c a p o r t e r i a s
59 num leyend =3;
60 a j u s t e =20;
61 c o l o r p l o t=logspace (−1 , log10 ( maximo iso ) , num leyend ) / a j u s t e ;
62 s e t ( gca , ’ YTickLabel ’ , [ 1 : num leyend ] ) ;
63 co l o rba r ( ’ YTickLabel ’ , {num2str ( round ( minimo iso ) ) , num2str ( round (
maximo iso /10ˆ5) ) , num2str ( round ( maximo iso /10ˆ4) ) , num2str ( round (
maximo iso /10ˆ3) ) , num2str ( round ( maximo iso /10ˆ2) ) , num2str ( round (
maximo iso /10ˆ1) ) , num2str ( round ( maximo iso ) ) })
64 co l o rba r ( ’ YTickLabel ’ , round ( ( c o l o r p l o t ) ) )
65 co l o rba r ;
66 t i t l e ( [ ’Mapa i s o c a n d e l a s . Lente i n c l i n a d a ’ , num2str ( i n c l i n a c i o n ) , ’ o .
E f i c i e n c i a ’ , num2str ( E f i c i e n c i a ) ] ) ;
67 s e t ( gca , ’ XTick ’ , l i n s p a c e (1 , p i x e l s , 5 ) )
68 s e t ( gca , ’ XTickLabel ’ ,[−ang max −ang max/2 0 ang max/2 ang max ] )
69 s e t ( gca , ’ YTick ’ , l i n s p a c e (1 , p i x e l s , 5 ) )
70 s e t ( gca , ’ YTickLabel ’ , [ ang max ang max/2 0 −ang max/2 −ang max ] )
71 x l a b e l ( ’ Angulo e j e X ( o ) ’ )
72 y l a b e l ( ’ Angulo e j e Y ( o ) ’ )
73 c a n d e l a s a v e r f a c t=cande l a s ave r /5 ;
74 u n i f ;
75 maximo fact=maximo /10 ;
76 minimo ;
77 f i g u r e (2 ) ;
78 imagesc ( i r r cd norma ) ;
79 hold on ;
80 [ h j ]= f i n d ( i r r cd norma <0) ;
81 p lo t ( j , h , ’ xblack ’ ) ;
82 co l o rba r ;
83 t i t l e ( [ ’Mapa cande las f r e n t e a l a norma . Lente i n c l i n a d a ’ , num2str (
i n c l i n a c i o n ) , ’ o . E f i c i e n c i a ’ , num2str ( E f i c i e n c i a ) ] ) ;
84 s e t ( gca , ’ XTick ’ , l i n s p a c e (1 , p i x e l s , 5 ) )
85 s e t ( gca , ’ XTickLabel ’ ,[−ang max −ang max/2 0 ang max/2 ang max ] )
86 s e t ( gca , ’ YTick ’ , l i n s p a c e (1 , p i x e l s , 5 ) )
87 s e t ( gca , ’ YTickLabel ’ , [ ang max ang max/2 0 −ang max/2 −ang max ] )
88 x l a b e l ( ’ Angulo e j e X ( o ) ’ )
89 y l a b e l ( ’ Angulo e j e Y ( o ) ’ )
90 end
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