We address the framework of analysing quantum metrology in the information-theoretic picture. Firstly we show how to extract the maximum amount of information in general via suitable state initialization of the probes at the beginning and a quantum measurement at the end. Our analysis can apply to both the single-parameter and the multi-parameter estimation procedures as well as to many other quantum information processing procedures. We then establish a direct connection between the information-theoretic picture of quantum metrology and its conventional variance-covariance picture, by showing that any estimation procedure achieves Heisenberg limit in variance-covariance picture can also reach the information-theoretic Heisenberg limit in the asymptotic sense. As a direct consequence, we argue that the entangled measurement is not necessary for achieving Heisenberg limit in the information-theoretic pictures, which is explicitly illustrated for the Quantum-Classical Parallel strategy of quantum metrology with a separable measurement employed and the Heisenberg limit saturated in both pictures.
Introduction.-The introduction of the concept of information to physics can trace far back to the era of Maxwell. Its intimate relation with thermodynamics has been greatly appreciated since [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . It was until the seminal work of Shannon that the framework of information theory had been systematically developed and established for classical information processing devices [14, 15] , after which the potential of information processing in quantum systems has been realized and thus begins the study of quantum information [9, [16] [17] [18] [19] . The information-theoretic methodology has hence been widely employed in the study of many quantum technologies such as quantum optimal control [20] , quantum error correction [21] , quantum state discrimination [22] [23] [24] [25] [26] and even in the fundamental research of quantum mechanics [9, [27] [28] [29] [30] [31] [32] . Though the temptation to built a information-theoretic picture of quantum metrology has always been common [33] [34] [35] [36] [37] , it was addressed directly only recently [38] [39] [40] . The popularity of informationtheoretic methodology in physics is partly due to the intriguing insight it provides to the study of thermodynamics [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . It is natural to hope to gain similar advantage in the information-theoretic framework in other fields. Besides, an unified information-theoretic framework can provides tools to interdisciplinary researches. For instance, it could be beneficial in the study of the thermodynamic effects in aforementioned quantum technologies which is a very important issue in the development quantum technologies [41] .
Information-theoretic framework of quantum metrology.-As a study of utilizing quantum effects to achieve better estimation of parameters of a physical system, quantum metrology has been among the most vigorous branches of quantum technology [42] [43] [44] . It has great applications in phase estimation [45] [46] [47] [48] , clock synchronization [49] [50] [51] [52] [53] , gravitation wave detection [54] [55] [56] , imaging of biological samples [57, 58] and many other areas [43, 59] . Generally, a metrology task is to estimate a parameter or parameters ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ using some chosen physical systems as probes. The information of ϕ ϕ ϕ would be branded on the probes after sending them through the quantum channel characterized by ϕ ϕ ϕ. Assume that there are n parameters to be estimated each of which is an entry of the vector ϕ ϕ ϕ. In the noiseless case, it is assumed that the information of ϕ ϕ ϕ can be imprinted on a probe via the unitary processÛ ϕ ϕ ϕ = exp(−i n i=1 ϕ iĤi ) where ϕ i denotes the ith entry of ϕ ϕ ϕ and every Hermitian operatorŝ H i is within our prior knowledge. One can either employ N such probes and implement one parameter-imprinting procedureÛ ϕ ϕ ϕ on each of the probes (parallel strategies) or employ a main probe on which the experimenter deployÛ ϕ ϕ ϕ repeatedly for N times (sequential strategies). The parameter-imprinting task would be assisted with some carefully designed quantum gates and even some auxiliary probes in the cases of sequential strategies. At the end of the evolution, we deploy a general POVM measurement on the probes to generate the experiment data. From the information theory point of view, the task of quantum metrology is to extract the maximum amount of information about the parameters to be estimated which is evaluated by the mutual information between the measurement outcome m and ϕ ϕ ϕ [22] [23] [24] [25] [26] 39] 
where H(m) and H(ϕ ϕ ϕ) are Shannon information corresponding to the measurement outcome and the parameters while H(m, ϕ ϕ ϕ) is the joint Shannon information of them. The search for strategies for the maximum information extraction has been addressed by many. While useful bounds has been found and widely used [22-24, 26, 39] , it has been solved for few specific cases [9, 25, 33, 34] . The development of a general formulation for nailing down the optimal information extraction strategy is not only essential for the establishment of the information-theoretic framework, but also very import by itself. Extraction of the maximum amount of information in quantum metrology.-To achieve the maximum information extraction of the parameters ϕ ϕ ϕ, our task is to choose the optimal combination of the state initializationρ 0 of the probes before applying the quantum channel characterized by ϕ ϕ ϕ, and the quantum measurement at the end. The measurement can be the most general POVM measurement described by M positive Hermitian operatorŝ π m satisfying the completeness relation † . Given ϕ ϕ ϕ, the probability of obtaining the mth outcome is [19] p(m|ϕ ϕ ϕ) = tr(π mρϕ ϕ ϕ ).
Let the prior probability of ϕ ϕ ϕ be q ϕ ϕ ϕ . The probability of obtaining m on average is
It turns out that we can always find a strategy where we prepare probes in pure stateρ 0 = |ψ 0 ψ 0 | and perform the rank-one indecomposable POVM measurementπ m = λ m |u m u m | withπ m s being linearly independent, to ensure the maximum information extraction [25, 60, 61] . We remark that the POVM measurement is indecomposable if it can not be implemented by deploying other POVM measurements according to a probability distribution [60, 61] . And the necessary conditions for the optimal information extraction are
for m = m and m, m = 1, . . . , M , and
Before moving to the derivation of (4) and (5), we have a few remarks on the necessary conditions (4) and (5) . First of all, they are conditions cover all the optimal information extraction strategies which employ pure initial state and rank-one indecomposable POVM measurement. Secondly, (4) and (5) can not rule out the existence of other types of optimal information extraction strategies which may utilize mixed initial state or measurement which is not rank-one indecomposable. If there is any such strategy, it can be realized by deploying the optimal strategies given by (4) and (5). This is due to the fact the mutual information H(m : ϕ ϕ ϕ) is convex in terms of the initial state and the POVM measurement employed. Thus, with (4) and (5) we can construct all the optimal information extraction strategies. Thirdly, every optimal rank-one indecomposable POVM measurement is completely orthogonal, namelyπ mπm =π m δ mm [26] , when the constraints given by (4) and (5) are independent. In such circumstances, the degrees of freedom of the strategic combination of pure state and rank-one indecomposable POVM measurement with M outcomes should be (4) and (5) can only be satisfied if M = d N , which implies the rank-one POVM measurement is completely orthogonal. If there are constraints which are not independent, the overcomplete rank-one indecomposable POVM should be employed for optimal information extraction [22, 25, 62] .
Next, we present the derivation of the necessary conditions (4) and (5) for optimal information extraction. The joint convexity of the relative entropy implies that H(m : ϕ ϕ ϕ) is a convex function of the initial stateρ 0 and the POVM measurement {π m } [15, 19] . Hence there exist the pure initial stateρ 0 = |ψ 0 ψ 0 | and the corresponding indecomposable measurement which together accomplish the optimal information extraction [25, 35] . The rank-one POVM measurement obtained via the spectrum decomposition of an indecomposable POVM measurement is also indecomposable [60, 61] . It is also known that classifying two different outcomes as as one would not improve the information extraction (cf. Lemma 2 of Ref. [25] ). Thus if the rank-one POVM measurement is obtained via spectrum decomposition of a POVM measurement, the former would outperform the latter. Hence there is always a rank-one indecomposable POVM measures ensures maximal H(m : ϕ ϕ ϕ). Further, the rankone POVM measurement {π m = λ m |u m u m |} can be implemented as a completely orthogonal measurement {Π m = |v m v m |} on the composite system of the probes and an auxiliary such that |v m =V † |u m ⊗ |a m and |a m belongs to an orthonormal basis of the auxiliary.V is an unitary gate acting upon the composite system
The optimal H(m : ϕ ϕ ϕ) considered in the subsystem of the probes is thus a conditioned optimal in the composite system of the probes and auxiliary. There are two restrictions: a) the auxiliary is initialized in the standard pure state |a 1 and does not pass through the parameter channel; b) only completely orthogonal measurements on the composite system of the probes and auxiliary are considered. The set of strategy combinations of pure initial state |ψ 0 ⊗ |a 1 and completely orthogo-nal measurement {Π m } corresponds to a connected and compact hypersurface with no boundary in an Euclidean space. Hence the "maximum point" is also a "critical point". We choose |ψ 0 as a reference initial state of the probes and {|m m|} as a reference completely orthogonal measurement on the composite system. Our initialization and measurement setup can thus be described by two unitary gatesÛ I andÛ M such that |ψ
If the strategy is optimal, the variation of the mutual information
δp(m|ϕ ϕ ϕ) (7) will vanish in the first order of the variation of the initialization gateÛ I and the measurement adjustment gatê U M . The variation of the conditional probability p(m|ϕ ϕ ϕ) due to the variation of the initialization and the completely orthogonal measurement is Notice that the freedom of choosing arbitrary pure state of the probes and completely orthogonal via the unitary gatesÛ I andÛ M is equivalent to the arbitrariness of δĜ I and δĜ M . Since the initialization gateÛ I acts only on the probes while the measurement adjustment gateÛ M acts on the composite of the probes and the auxiliary, δĜ I should only act on the probes and δĜ M acts on the composite system. By substituting (8) into (7), we can obtain
and
(10) Expand (9) to different blocks by the orthogonal projections 1 1 ⊗ |a m a m | with m = 1, . . . , M . Then it is clear that (9) is equivalent to (4). If we exapnd (10) in the orthnormal basis which contains |ψ 0 , we can realize immediately that (10) is equivalent to (5) .
Connection with the conventional variance-covariance picture.-Quantum metrology has conventionally been studied using the covariance matrix for assessing a estimation which reduces to the variance in the singleparameter estimation case [42, 43, 59, 63] 
where ϕ est is an estimation to the parameter ϕ. The optimal strategy in the conventional variance-covariance picture [64] [65] [66] [67] is not exactly the same as its counterpart (4) and (5) in the information-theoretic picture. There is a intimate relation between the two pictures of quantum metrology in the single-parameter estimation scenario. In a single-parameter estimation, ∆ ϕ is bounded from below by
where W is the width of the spectrum of the probe HamiltonianĤ such thatÛ ϕ = e −iϕĤ . The estimation ϕ est is extracted from s experiment data points. If an entangled initial state is employed in the parallel strategy or one uses a sequential strategy, the Heisenberg limit α = 1 can be obtained. Otherwise, only the standard quantum limit α = 1/2 is available. In the information-theoretic picture, the standard quantum limit of the mutual information H(m : ϕ) is 1 2 ln N and its Heisenberg is limit ln N [39] . It can be shown that the mutual information between the estimation ϕ est and the parameter ϕ is asymptotically upper bounded as
with 1, if the estimation error ∆ ϕ is lower bounded as (12) . Further, if (12) is asymptotically saturated so would be (13) . As a consequence, any estimation strategy achieves the asymptotic Heisenberg limit (standard quantum limit) in the variance description (12) would also obtain the information-theoretic Heisenberg limit (standard quantum limit). It confirms the general connection between information-theoretic picture and the variancecovariance description of quantum metrology .
Next, we will prove that the information-theoretic bound (13) can be obtained from (12) in the asymptotic sense. Given r times of repetition of the aforementioned estimation which produces s data points, one can obtain a final estimationφ
by averaging the r estimations ϕ est . We use the superscript (j) to indicate from which group of data is the estimation ϕ est made. For a reasonable estimator one should expect the average of the estimation ϕ est av asymptotically approaches the parameter ϕ and ∂ ϕ est av /∂ϕ approaches unity, when N grows bigger [43, 48, 68] . In the case of large N , we should have φ est av = ϕ with σ ϕ = ∆ ϕ / √ r being the standard deviation ofφ est . We presume the number of repetition r being sufficiently large and ϕ (j) est s are mutually independent. Then the central limit theorem indicats that the probability ofφ est conditional on ϕ should be Gaussian [69] 
Given the prior probability distribution q ϕ of the parameter ϕ, we can calculate the information ofφ est conditioned on ϕ
With σ ϕ being small enough, the conditional probability p(φ est |ϕ) would be mainly concentrated within a small area of |φ est − ϕ| < kσ ϕ such that it can be approximated by a delta function δ(φ est − ϕ) [70] . We can choose k = σmax σmin ln(6/σ max ) with σ min := min ϕ σ ϕ and σ max := max ϕ σ ϕ such that kσ ϕ is still very small and approaches 0 very fast as σ max → 0. As a result the Shannon information ofφ est would approach to that of ϕ
provided that q ϕ is fairly smooth, namely its first derivative q (1) (ϕ) and the second derivative q (2) (ϕ) with respect to ϕ exist and are finite. Here we presume the complexity of estimating ϕ of different values is of the same order, namely σ ϕ s are of the same order for different values of ϕ. For the convenience of mathematical analysis we also assume the first derivative σ (1) ϕ and the second derivative σ (2) ϕ of σ ϕ with respect to ϕ exist and are finite. O (1/r) means terms of the same as or higher order than 1/r and o (σ max / √ r) denotes the terms much smaller than σ max / √ r. One can obtain the mutual information H(φ est : ϕ) = H(φ est ) − H(φ est |ϕ) betweenφ est and ϕ by subtracting (16) from (17) . Then we obtain the upper bound of the mutual information
from (12) . We can show that the contribution from r in (18) is superficial. First of all, the mere effect of the r repetition of estimation is increasing the amount of data from s to sr. Sinceφ est is the average of r estimations each of which is constructed from s data point, ϕ est cannot be a better estimation than a general estimation ϕ est evaluated directly from the sr experiment data. On the other hand, the scaling behavior of such a general estimation with respect to sr in the variance picture (12) can never be better than 1/ √ sr. It means that the two data processing algorithms are equally good asymptotically when both r and s are sufficiently large. Therefore, r can be incorporated to s whileφ est can be replace by an estimation ϕ est constructed from sr data points. Secondly, by using the jointly convex property of the mutual information which is a result of the joint convexity of the relative entropy [15, 19] , we can show that H(ϕ est : ϕ)≤H(φ est : ϕ). One can then chose r = ln s and (18) is equivalent to (13) with = ln (ln s) / ln s 1 given that s is big.
Information-theoretic Heisenberg limit of the Quantum-Classical parallel strategy.-We know that the entangled measurement is not necessary to achieve the conventional Heisenberg limit (12) [59] . A direct consequence of (13) is that entangled measurement is not necessary to accomplish the information-theoretic Heisenberg limit either. We can verify this explicitly in a general Quantum-Classical parallel strategy of quantum metrology where the probes are initialized in a GHZ state while a separate measurement is employed at the end [59] . The scheme employed here (cf. Fig. 1 ) is similar to the Parallel QPEP presented in Ref. [39] except for several differences. The first difference is the that HamiltonianĤ is of arbitrary form as long as its is known and the dimension d of the Hilbert space of a single probe is finite. Secondly, we employ neither CNOT gate nor any other kind of multi-partite gate at the measurement stage. Lastly, we replace the inverse Quantum Fourier Transformation with a modified Semiclassical Fourier Transformation [71] . The N probes are divided into L = ln(N + 1) groups and label them with 0, 1, . . . , L − 1. The th group has 2 L−1− probes as shown in Fig. 1(b) . The multi-probe gatesV would initialize the 2 L−1− probes to the GHZ state which would be transformed by the parameter-imprinting channelÛ
Here |0 is the ground state of a probe while |1 is its highest excited state. Notice that W is the width of the spectrum ofĤ and we ignored the unimportant global phase in (19) . The effect of the Semiclassical Fourier Transformation shown in Fig. 1(a) plus separable local measurement of the probe Hamiltonian is equivalent to the following procedure: Firstly we deploy a separate measurement ofX 
whereŶ :=i(− |0 1| + |1 0|). As one may have realized thatX (Ŷ ) is the spin along the x (y) direction in the spin-1/2 system. Similarly, we record m = 0, 1 according to whether we obtain even or odd number of probes having the physical quantityÂ of value −1 in the th group. The conditional probability of obtaining the measurement result m = L−1 =0 m 2 conditioned on the parameter ϕ is
(21) With the energy spectrum width W ofĤ set to 1, we obtain the mutual information between m and ϕ
given an uniform prior probability distribution in the interval 0 ≤ ϕ ≤ 2π. It is the exactly the same as the result presented for QPEP in Ref. [39] . Note that though we do not employ any entangled measurement, the measurement employed here is made possible with the assistant of classical communication [19] . The Width of energy spectrum and the Hilbert space dimension.-Just as in the variance-covariance picture (12) , it is the energy spectrum width not the dimension of the Hilbert space of the probe that enters the standard quantum limit α = 1/2 and the Heisenberg limit α = 1 in the information-theoretic picture (13) . This can also be seen explicitly in (22) of a general quantum-classical parallel strategy of estimation. The dimension d of the probe Hilbert space can be involved in some special cases. One typical example is the case wheres the probe energy levels are equally separatedĤ = − d−1 k=0 2kπ as presented in Ref. [39] . The probe energy spectrum width and Hilbert space dimension would then be equivalent W = 2π(d−1). In such as case, the effect of the probe Hilbert space dimension d would manifest itself as ln(d − 1) for both the standard quantum limit and the Heisenberg limit.
Conclusion.-We have investigated the optimal information extraction strategy in quantum metrology. The general method to obtain such optimal strategy is outlined via (4) and (5). Our result can be generalized to information extraction task such as the discrimination of quantum states and quantum channels. We have further established a direct connection between the conventional variance-covariance picture and the informationtheoretic picture of quantum metrology in the singleparameter estimation scenario. This connection indicates that the usefulness of entanglement at different stages of a metrology task is the same in both pictures. We explicitly illustrate this by showing a slightly modified Quantum-Classical Parallel strategy which can achieve the Heisenberg limit in both pictures. Our results also indicate that it is the energy spectrum width rather than the dimension of the probe which plays an nontrivial role in quantum metrology in the information-theoretic pictures.
