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Abstract: Unquestionably, Business Process Modelling (BPM) is an increasingly popular research area for both 
organisations and enterprises due to its effectiveness in enabling better planning of resources, business 
reengineering and optimized business performance. The understanding of Business Process modelling is an 
essential approach for an Organization or Enterprise to achieve set objectives and improve its operations. .   
Recent development has shown the importance of representing processes to carry out continuous 
improvement. The modelling and simulation of Business Processes has been able to show Business Analysts, 
and Managers where bottleneck exists in the system, how to optimize the Business Process to reduce cost of 
running the Organization, and the required resources needed for an Organization.  Although large scale 
organizations have already been involved in such BPM applications, on the other hand, Small Medium 
Enterprises (SME) have not drawn much attention with this respect. It seems that SME need more practical 
tools for modelling and analysis with minimum expenses if possible. One approach to make BPM more 
applicable to SME but, also, to larger scale organizations would be to properly integrate it with analytical 
management computational techniques, including the game-theoretic analysis, the probabilistic modelling, 
the Markov-chain modelling and the Cognitive Maps methodology. In BPM research the Petri Nets 
methodology has already been involved in theory, applications and BPM Software tools. However, this is not 
the case in the previously mentioned as well as to other analytical management techniques. It is, therefore, 
important in BPM research to take into account such techniques. This paper presents an overview of some 
important analytical management computational techniques, as the above, that could be integrated in the BPM 
framework. It provides an overview along with examples of the applicability of such methods in the BPM 
field. The major goal of this systematic overview is to propose steps for the integration of such analytical 
techniques in the BPM framework so that they could be widely applied especially for SME since currently 
are well suited to smaller scale problems. 
1 INTRODUCTION 
Small and Medium-sized Enterprises (SMEs) account 
for more than 90 per cent of the world’s enterprises 
and 50-60 per cent of employment. Their contribution 
to national and regional economic development and 
gross domestic product growth is well-recognized 
(Morsing and Perrini, 2009). In fact, SMEs are often 
characterized as fostering enhanced local productive 
capacities; innovation and entrepreneurship; and 
increased foreign direct investment in both developed 
and developing countries (Raynard and Forstater, 
2002). 
Hence, while SMEs account for more than 60 per 
cent of employment in developing countries, and 
although they are sometimes portrayed as key 
vehicles in the struggle against poverty 
(Luetkenhorst, 2004), there is still a critical lack of 
knowledge about the extent to which these firms may 
contribute to the achievement of broader objectives of 
sustainable and equitable development (Fox, 2005; 
Jeppesen et al., 2012). 
 In order to understand the possibility of such a 
contribution it is important to investigate how SMEs 
are involving analytical management techniques to 
better explore their possibilities and systematically 
optimize their performance in a complex financial 
world and global market. The focus and interest on 
complex data management, including big data 
analytics, has been increased over the recent years in 
the world of SME firms. 
Several research reports attempt, through 
questionnaires, to understand the use of analytical 
management and planning tools and techniques in 
SMEs operating in different countries. 
As a result of these studies, the most common 
used tools and techniques are strategic planning, 
human resources analysis, total quality management, 
customer relationship management, outsourcing, 
financial analysis for firm owners, vision/mission, 
PEST, financial analysis for competitors, 
benchmarking, STEP analysis, Porter’s 5 forces 
analysis and analysis of critical success factors. 
According to Gunn and Williams (2007), the results 
of their research in the UK, SWOT analysis is the 
most widely applied strategic tool by all organizations 
surveyed. Benchmarking was ranked second in terms 
of its usage by all but manufacturing organizations. 
However, it is important to perform a meta-
analysis research on all these and most recent reports 
on the use of management tools and techniques in 
SMEs in order to clearly answer, in detailed tables, in 
what extend each technique is involved by SMEs 
depending on its sector of economy, on its 
country/continent as well as on other crucial meta-
analysis factors. 
Moreover, it is frequently noticed that the value of 
just data has significantly reduced in recent past. 
There are 2 main factors and open issues to consider: 
a) There is an overdose of data and it’s really 
hard for a resource strapped SME to be able 
to digest it; 
b) There is an overdose of technology solutions 
and again it’s really hard for SME’s to 
understand this landscape and pick the right 
solution. 
Actionable insights from data is what everyone, 
including SMEs, want, something with which, on a 
daily basis, they can uncover new opportunities to 
grow their business within a complex world, 
understanding completely their true performance. 
The above two questions have not been answered 
so far by the research reports for SMEs. These 
questions are, also, highly correlated to the issue of 
“on what extend the different analytical management 
tools are really used by SMEs in the optimization of 
their performance”. 
In order, however, for an SME or a larger scale 
organization to apply such analytical techniques and 
for the research community to answer the above 
questions, modelling of the business processes 
(BPM) involved is absolutely necessary in order to 
establish a common language, a well-defined 
framework for the application of analytical 
management techniques.   Therefore, more critical 
than the meta-analysis previously discussed on the 
use of data by SMEs and other larger scale 
organizations, is to review, discuss and provide a 
framework for the proper integration of BPM 
methodologies and analytical management 
techniques worthwhile to be utilized in SMEs and 
beyond. 
The major goal of the paper is, therefore, to 
discuss suitable analytical management techniques 
that could be integrated in the BPM framework, and 
through examples to discuss the feasibility of 
establishing a well-defined framework for the 
application of these techniques to SME and larger 
scale enterprises. 
With this respect we herein discuss and give 
examples of game theoretic analysis, 
probabilistic/stochastic methodology, Markov-chain 
analysis as well as Cognitive maps methodology in 
business modelling and analysis towards discussing 
the feasibility of a well-defined framework for the 
application of these techniques to SME and larger 
scale enterprises through the BPM approach 
2 AN OVERVIEW OF SUITABLE 
ANALYTICAL MANAGEMENT 
TECHNIQUES THAT COULD 
BE INTEGRATED IN THE BPM 
METHODOLOGY 
Most attempts to describe and classify business 
models in the academic and practice literatures have 
been taxonomic, that is, developed by abstracting 
from observations typically of a single industry. With 
only a few exceptions, these attempts rarely deal fully 
and properly with all its dimensions of customers, 
internal organization and monetization; see, for 
instance, Rappa (2004) and Wirtz et al. (2010). So far, 
the literature lacks clear typological classifications 
that are robust to changing context and time (Hempel, 
1965). A typology has been proposed that considers 
four elements Baden-Fuller C. et al. (2010-2013): 
Identifying the customers (the number of separate 
 customer groups); customer engagement (or the 
customer proposition); monetization; and value chain 
and linkages (governance typically concerning the 
firm internally). 
In order to define a framework for the application 
of analytical management techniques through BPM 
methodology such a typology of business processes 
models is important in order to establish the 
ontologies, the conceptual links as well as the 
application paradigms. The herein systematic review 
attempts to describe the aforementioned techniques 
within this context. 
 
2.1 The Game Theoretic Modelling 
Analysis 
Every game has players (usually two), strategies 
(usually two, but sometimes more) and payoffs (the 
payoffs to each player are defined for each possible 
pair of strategies in a two-person game).  There are 
also rules for each game which will define how much 
information each player knows about the strategy 
adopted by the other player, when this information is 
known, whether only pure strategies or mixed 
strategies may be adopted, etc. etc.  Game theory is 
used to help us think about the strategic interaction 
between firms in an imperfectly competitive industry.  
It is particularly helpful for looking at pricing, 
advertising and investment strategies, and for looking 
at the decision to enter an industry (and the strategies 
that can be adopted to deter a firm from entering an 
industry – entry deterrence) as well as to formulate 
the outcomes of different strategies of specific 
business processes. There is a lot of terminology to 
when someone is first introduced to game theory. 
For instance, games can be co-operative or non-
cooperative.  A co-operative game is one in which the 
players can form lasting agreements on how to 
behave.  We focus our attention, however, on non-
cooperative games in which such binding agreements 
are not possible, and players are always tempted to 
cheat on any temporary agreement if they can gain an 
advantage by cheating. Such games are well suited in 
the case for modelling different strategies for specific 
business processes. 
Games can be “pure strategy” games or they can 
allow for “mixed” strategies.  Most of the time we 
will discuss only pure strategy games (for example: if 
a firm has two strategies for a business process, which 
are to charge $50 and to charge $100, then a pure 
strategy game allows for only these two possibilities). 
However, we could consider some examples of mixed 
strategies (for example: if the firm has the two pricing 
strategies described above, it would also have the 
option of charging $50 thirty percent of the time and 
charging $100 seventy percent of the time – i.e., a 
probabilistic move). 
Games can be single-period games or many-
period games (many-period games are also called 
repeated-play games or multi-period games).  A 
single-period game will only be played once and no 
one thinks about the future possible replaying of the 
game in making their decisions about the best 
strategy.  However, many of life’s strategic decisions 
(for business firms as well as individuals) require us 
to think about the payoffs that will occur if a game is 
played over and over and over again.  Results in a 
one-period game can be overturned once you take 
repeated effects into account. 
Games can be described as simultaneous games 
or sequential games.  In a simultaneous game, the two 
players know what their possible strategies are, they 
know the identity of the other player, they know what 
the payoffs are for both players from any combination 
of strategies, but each player does not know what 
move the other player has decided to make.  In other 
words, each player knows the incentives, but not the 
actual strategy adopted.  On the other hand, in a 
sequential game, one player moves first and the other 
player moves second.  The second player to move 
already knows what strategy the other player has 
adopted when the second player is making his/her 
decision. 
What constitutes a dominant strategy? A 
dominant strategy is one that gives you the best result, 
no matter what the other person chooses to do.  For 
example, consider the following game (note: in all the 
games herein discussed the payoff for the enterprise 
following the first process will always be listed first): 
 
 Proc.#2  
  Strategy A Strategy B 
Proc.#1 Strategy Y (100,50) (70,60) 
 Strategy Z (40,30) (60,10) 
 
 
For process #1, Y is a dominant strategy, because 
process#1 always ends up with a higher payoff for the 
enterprise by choosing this strategy.  For process #2 
there is no dominant strategy, because process #2 
does better by choosing A if #1 chooses Z, but 
process#2 does better by choosing B if #1 chooses Y. 
A Nash equilibrium occurs when neither party has 
any incentive to change his or her strategy, given the 
strategy adopted by the other party.  Clearly, the 
existence of a dominant strategy will result in a Nash 
equilibrium: in the game above, the enterprise 
following process #1 always chooses strategy Y; 
 while the enterprise following process 2 then, chooses 
B; Y,B is a Nash equilibrium.  However, games 
without any dominant strategies also often have Nash 
equilibria.  A game may have no Nash equilibrium, a 
single Nash equilibrium, or multiple Nash equilibria. 
In order for such a methodology to be applied it is 
important to completely define strategies, payoffs and 
of course the players. In our case the players are 
different competitive processes within an enterprise, 
but they could be within two different firms too. 
Regarding the payoffs could be even the number of 
customers attracted by the different strategies. 
Therefore, the applicability of this analytical 
management technique should be discussed within 
BPM framework in order to be established for wide 
use within SME or larger enterprises. 
2.2 The Markov Chain Modelling 
Analysis 
Many real-world systems, including enterprises 
functionality and operations, contain uncertainty and 
evolve over time.  Stochastic processes (and Markov 
chains) are probability models for such systems. 
A discrete-time stochastic process is a sequence 
of random variables X0, X1, X2, . . .  typically denoted 
by { Xn }. 
The state space of a stochastic process is the set of 
all values that the Xn’s can take. (we will be 
concerned with stochastic processes with a finite # of 
states). 
 
Time: n = 0, 1, 2, . . . 
State: v-dimensional vector, s = (s1, s2, . . . , sv) 
In general, there are m states, s1, s2, . . . , sm 
or  s0, s1, . . . , sm-1. 
Also, Xn takes one of m values, so Xn  s. 
A stochastic process { Xn } is called a Markov chain 
if  
Pr{ Xn+1 = j  | X0 = k0, . . . , Xn-1 = kn-1, Xn = i } 
 = Pr{ Xn+1 = j | Xn = i }   transition probabilities 
for every   i, j, k0, . . . , kn-1 and for every n.  
Discrete time means n  N = { 0, 1, 2, . . . }. 
 
The future behavior of the system depends only 
on the current state i and not on any of the previous 
states. 
 
Pr{ Xn+1 = j |  Xn = i } = Pr{ X1 = j | X0 = i }, 
for all n (They don’t change over time). 
 
Normally, stationary Markov chains are 
considered. The one-step transition matrix for a 
Markov chain with states S = { 0, 1, 2 } is: 
 
 
where pij =  Pr{ X1 = j  | X0 = i } 
 
If the state space S = { 0, 1, . . . , m –1} then we 
have: 
 j pij = 1  i    and   pij   0   i, j 
 
A relevant example for the application of Markov 
chain modeling in the field of SMEs or larger scale 
organizations, regarding the number of customers 
switching from enterprise to enterprise is as follows 
(adapted from https://www.analyticsvidhya.com/ 
blog/2014/07/markov-chain-simplified/): 
Let’s say Coke and Pepsi are the only companies 
in a country. A soda company wants to tie up with one 
of these competitor. They hire a market research 
company to find which of the brand will have a higher 
market share after 1 month. Currently, Pepsi owns 
55% and Coke owns 45% of market share. 
Following are the conclusions drawn out by the 
market research company: 
P(P->P) : Probability of a customer staying with 
the brand Pepsi for one month = 0.7 
P(P->C) : Probability of a customer switching 
from Pepsi to Coke for one month = 0.3 
P(C->C) : Probability of a customer staying with 
the brand Coke for one month = 0.9 
P(C->P) : Probability of a customer switching 
from Coke to Pepsi for one month = 0.1 
We can clearly see customer tend to stick with 
Coke but Coke currently has a lower wallet share. 
Hence, we cannot be sure on the recommendation 
without making some transition calculations. 
 
Transition Diagram 
The four statements made by the research company 
can be structured in a simple transition diagram 
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 The diagram simply shows the transitions and the 
current market share (MS). Now, if we want to 
calculate the market share after a month, we need to 
do following calculations: 
 
Market share (t+1) of Pepsi = Current market Share 
of Pepsi (t)* P(P->P) + Current market Share of Coke 
(t) * P(C->P) 
Market share (t+1) of Coke = Current market Share 
of Coke(t) * P(C->C) + Current market Share of Pepsi 
(t)* P(P->C) 
 
These calculations can be simply done by looking 
at the following matrix multiplication of course under 
the assumption of stationary only Markov processes. 
Current State(t) X Transition Matrix(t->t+1) = 
Final State (t+1). When t=0, that is, at the initial state, 
we have: 
 
(
𝑀𝑆 𝑃𝑒𝑝𝑠𝑖(𝑡 = 0) 𝑀𝑆 𝐶𝑜𝑘𝑒(𝑡 = 0)
55% 45%
 ) 𝑋 
 
 (
𝑃 𝐶
𝑃 70% 30%
𝐶 10% 90%
) 
 
=  (
𝑀𝑆 𝑃𝑒𝑝𝑠𝑖(𝑡 + 1) 𝑀𝑆 𝐶𝑜𝑘𝑒(𝑡 + 1)
43% 57%
 ) 
 
 
As we can see clearly: Pepsi, although having a 
higher market share now, will have a lower market 
share after one month. This simple calculation is 
called stationary Markov chain. If the transition 
matrix does not change with time, we can predict the 
market share at any future time point. Let’s make the 
same calculation for 3 months later: 
 
(
𝑀𝑆 𝑃𝑒𝑝𝑠𝑖(𝑡 = 1) 𝑀𝑆 𝐶𝑜𝑘𝑒(𝑡 = 1)
43% 57%
 ) 𝑋 
 
 (
𝑃 𝐶
𝑃 70% 30%
𝐶 10% 90%
) 𝑋 (
𝑃 𝐶
𝑃 70% 30%
𝐶 10% 90%
) = 
  
(
𝑀𝑆 𝑃𝑒𝑝𝑠𝑖(𝑡 = 1) 𝑀𝑆 𝐶𝑜𝑘𝑒(𝑡 = 1)
43% 57%
 ) 𝑋 
(
𝑃 𝐶
𝑃 52% 48%
𝐶 16% 84%
) 
 
=  (
𝑀𝑆 𝑃𝑒𝑝𝑠𝑖(𝑡 + 2) 𝑀𝑆 𝐶𝑜𝑘𝑒(𝑡 + 2)
31,48% 68,52%
 ) 
 
 
 
 
Steady State Calculations 
Furthermore to the business case in hand, the soda 
company wants to size the gap in market share of the 
company Coke and Pepsi in a long run. This will help 
them frame the right costing strategy. The share of 
Pepsi will keep on going down till a point the number 
of customer leaving Pepsi and number of customers 
adapting Pepsi are equal. Therefore, we need to 
satisfy the following conditions to find the steady 
state proportions: 
 
Pepsi MS (t)*(Prob(P->C) = Coke MS(t)*Prob(C->P) 
=> Pepsi MS(t)*30% = Coke MS(t)*10% 
Pepsi MS + Coke MS = 100% 
4*Pepsi MS = 100% => Pepsi MS = 25% and Coke 
MS = 75% 
 
The formulation of an algorithm to find the steady 
state is easy. After steady state, multiplication of 
Initial state with transition matrix will give initial 
state itself. Hence, the matrix which can satisfy 
following condition will be the final proportions: 
 
Initial state of Market Share X Transition Matrix 
= Initial state of Market Share 
 
By solving for above equation, we can find the 
steady state matrix. The solution will be the same as 
above [25%,75%]. 
2.3 The Bayesian Network (BN) 
Modelling Analysis 
Bayesian Networks are also known as recursive 
graphical models, belief networks, causal 
probabilistic networks, causal networks and influence 
diagrams among others (Daly et al. 2011). A BN can 
be expressed as two components, the first qualitative 
and the second quantitative (Nadkarni and Shenoy 
2001, 2004). The qualitative expression is depicted as 
a directed acyclic graph (DAG), which consists of a 
set of variables (denoted by nodes) and relationships 
between the variables (denoted by arcs) (Salini and 
Kenett 2009). 
The quantitative expression comprises 
probabilities of the variables. The figure below shows 
a Bayesian Network with three variables X, Y and Z. 
Variables X and Y are parents for variable Z, which 
indicates that Z is the dependent node. The 
probability for Z is a conditional probability based on 
the probabilities of X and Y. 
 
 
 
 
 
  
 
 
The probabilities in a Bayesian Network are 
simplified by the DAG structure of the BN, by 
applying directional separation (d-separation) (Pearl, 
1988) and a Markov property assumption (Jensen and 
Nielsen, 2007; Johnson et al., 2010), so that the 
probability distribution of any variable is solely 
dependent on its parents. Thus, the probability 
distribution in a BN with n nodes 
(X1,…,Xn) can be formulated as: 
 
 
 
where Pa(Xi) is the set of the probability distributions 
corresponding to the parents of node Xi (Heckerman 
et al., 1995; Johnson et al., 2010). For the above 
figure the above equation can be written as 
P(Z)=P(Z|X,Y)∗P(X)∗P(Y). 
Bayesian Networks based modelling relevant to 
BPM framework has been recently investigated, 
although not in depth, and only in the field of 
customer modelling for some specific applications 
(Ashcroft M., 2012; Anderson et al., 2004; 
Chakraborty S., et. al., 2016). 
2.4 The Cognitive Maps Approach in 
Modelling Analysis 
Cognitive maps (Axelrod, 1976), (Eden, 1992) are a 
collection of nodes linked by some arcs or edges.  The 
nodes represent concepts or variables relevant to a 
given domain. The causal links between these 
concepts are represented by the edges. The edges are 
directed to show the direction of influence. Apart 
from the direction, the other attribute of an edge is its 
sign, which can be positive (a promoting effect) or 
negative (an inhibitory effect). Cognitive maps can be 
pictured as a form of signed directed graph.  Figure 1 
shows a cognitive map used to represent a scenario 
involving some issues in public health. 
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Figure 1: Cognitive Map Concerning Causal Relations in 
Business Processes Within an Enterprise. 
The construction of a cognitive map requires the 
involvement of a knowledge engineer and one or 
more experts in a given problem domain. Methods for 
constructing a cognitive map for a relatively recent 
real-world application are discussed in (Tsadiras, 
2003; Jetter, 2014). 
The main objective of building a cognitive map 
around a problem is to be able to predict the outcome 
by letting the relevant issues interact with one 
another.  These predictions can be used for finding 
out whether a decision made by someone is consistent 
with the whole collection of stated causal assertions.  
Such use of a cognitive map is based on the 
assumption that, a person whose belief system is 
accurately represented in a cognitive map, can be 
expected to make predictions, decisions and 
explanations that correspond to those generated from 
the cognitive map. This leads to the significant 
question: Is it possible to measure a person’s beliefs 
accurately enough to build such a cognitive map? The 
answer, according to Axelrod and his co-researchers, 
is a positive one. Formal methods for analysing 
cognitive maps have been proposed and different 
methods for deriving cognitive maps have been tried 
in (Axelrod, 1976). 
In a cognitive map, the effect of a node A on 
another node B, linked directly or indirectly to it, is 
given by the number of negative edges forming the 
path between the two nodes. The effect is positive if 
the path has an even number of negative edges, and 
negative otherwise. It is possible for more than one 
such paths to exist. If the effects from these paths is a 
mix of positive and negative influences, the map is 
said to have an imbalance and the net effect of node 
A on node B is indeterminate. This calls for the 
assignment of some sort of weight to each inter-node  
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Figure 2: Fuzzified version of the cognitive map shown in Figure 1. 
 
 
causal link, and a framework for evaluating combined 
effects using these numerically weight-ed edges. 
Fuzzy cognitive maps (FCM) (Caudill, 1990;  
Brubaker, 1996a; Brubaker, 1996b) were proposed as 
an extension of cognitive maps to provide such a 
framework. 
 
Fuzzy Cognitive Maps 
The term Fuzzy Cognitive Map (FCM) was coined in 
(Kosko, 1986) to describe a cognitive map model 
with two significant characteristics:  
(1) Causal relationships between nodes are 
fuzzified. Instead of only using signs to 
indicate positive or negative causality, a 
number is associated with the relationship to 
express the degree of relationship between two 
concepts.  
(2) The system is dynamic involving 
feedback, where the effect of change in a 
concept node affects other nodes, which in 
turn can affect the node initiating the change.  
The presence of feedback adds a temporal 
aspect to the operation of the FCM. 
 
The FCM structure can be viewed as a recurrent 
artificial neural network, where concepts are 
represented by neurons and causal relationships by 
weighted links or edges connecting the neurons. 
By using Kosko’s conventions, the inter-
connection strength between two nodes Ci and Cj is 
eij, with eij, taking on any value in the range -1 to 1. 
Values –1 and 1 represent, respectively, full negative 
and full positive causality, zero denotes no causal 
effects and all other values correspond to different 
fuzzy levels of causal effects. In general, an FCM is 
described by a connection matrix E whose elements 
are the connection strengths (or weights) eij.  The 
element in the ith row and jth column of matrix E 
represents the connection strength of the link directed 
out of node Ci and into Cj . If the value of this link 
takes on discrete values in the set {-1, 0, 1}, it is called 
a simple FCM. The concept values of nodes C1, C2, 
…, Cn (where n is the number of concepts in the 
problem domain) together represent the state vector 
C. 
An FCM state vector at any point in time gives a 
snapshot of events (concepts) in the scenario being 
modelled. In the example FCM shown in Figure 2, 
node C2 relates to the 2nd component of the state 
vector and the state [0 1 0 0 0 0 0] indicates the event 
"migration into city" has happened. To let the system 
evolve, the state vector C is passed repeatedly 
through the FCM connection matrix E. This involves 
multiplying C by E, and then transforming the result 
as follows: 
 
C(k + 1)   =   T[C(k) . E] 
 
where C(k) is the state vector of concepts at some 
discrete time k, T is the thresholding or nonlinear 
transformation function, and E is the FCM 
connection matrix. 
With a thresholding transformation function, the 
FCM reaches either one of two states after a number 
of passes. It settles down to a fixed pattern of node 
values - the so-called hidden pattern or fixed-point 
attractor. Alternatively, it keeps cycling between a 
number of fixed states - known as the limit cycle. 
With a continuous transformation function, a third 
possibility known as the chaotic attractor (Elert, 
1999) exists, when instead of stabilising, the FCM 
continues to produce different state vector values for 
each cycle. 
 Extensions of FCMs 
A number of researchers have developed extended 
versions of the FCM model described above.                 
Tsadiras (2003) and Jetter et al. (2014) describe the 
extended FCM, in which concepts are augmented 
with memory capabilities and decay mechanisms. 
The new activation level of a node depends not only 
on the sum of the weighted influences of other nodes 
but also on the current activation of the node itself. A 
decay factor in the interval [0,1] causes a fraction of 
the current activation to be subtracted from itself at 
each time step. 
Park (1995) introduces the FTCM (Fuzzy Time 
Cognitive Map), which allows a time delay before a 
node xi has an effect on node xj connected to it 
through a causal link. The time lags can be expressed 
in fuzzy relative terms such as “immediate”, 
“normal” and “long” by a domain expert. These terms 
can be assigned numerical values such as 1, 2, 3.  If 
the time lag on a causal link eij is m (1m) delay units, 
then m – 1 dummy nodes are introduced between 
node i and node j. 
Decision-makers often find it difficult to cope 
with significant real-world systems. These systems 
are usually characterised by a number of concepts or 
facts interrelated in complex ways. They are often 
dynamic ie, they evolve through a series of 
interactions among related concepts.   Feedback plays 
a prominent role among them by propagating causal 
influences in complicated pathways. Formulating a 
quantitative mathematical model for such a system 
may be difficult or impossible due to lack of 
numerical data, its unstructured nature, and 
dependence on imprecise verbal expressions. FCMs 
provide a formal tool for representing and analysing 
such systems with the goal of aiding decision making. 
Given an FCM's edge matrix and an input 
stimulus in the form of a state vector, each of the three 
possible outcomes mentioned above can provide an 
answer to a causal “what if” question.  The inference 
mechanism of FCMs works as follows. The node 
activation values representing different concepts in a 
problem domain are set based on the current state. 
The FCM nodes are then allowed to interact 
(implemented through the repeated matrix 
multiplication mentioned above). This interaction 
continues until: 
(1) The FCM stabilises to a fixed state (the fixed-
point attractor), in which some of the concepts are 
‘on’ and others are not. 
(2)  A limit cycle is reached. 
(3) The FCM moves into a chaotic attractor state 
instead of stabilising as in (1) and (2) above. 
 
The usefulness of the three different types of 
outcomes depends on the user’s objectives. A fixed-
point attractor can provide straightforward answers to 
causal “what if” questions. The equilibrium state can 
be used to predict the future state of the system being 
modelled by the FCM for a particular initial state. As 
an example based on figure 2, the state vector [0 1 0 
0 0 0 0], provided as a stimulus to the FCM, may 
cause it to equilibrate to the fixed-point attractor at [0 
0 0 1 0 0 0].  Such an equilibrium state would indicate 
that an increase in “migration into city” eventually 
leads to the increase of “garbage per area”. 
A limit cycle provides the user with a 
deterministic behaviour of the real-life situation being 
modelled.  It allows the prediction of a cycle of events 
that the system will find itself in, given an initial state 
and a causal link (edge) matrix. For FCMs with 
continuous transformation function and concept 
values, a resulting chaotic attractor can assist in 
simulation by feeding the simulation environment 
with endless sets of events so that a realistic effect can 
be obtained. 
 
Development of FCMs for Decision Modelling 
FCMs can be based on textual descriptions given by 
an expert on a problem scenario or on interviews with 
the expert. The steps followed are: 
 
Step 1: Identification of key concepts/issues/factors 
influencing the problem.  
Step 2: Identification of causal relationships among 
these concepts/issues/factors. 
 
Experts give qualitative estimates of the strengths 
associated with edges linking nodes. These estimates 
are translated into numeric values in the range –1 to 
1. For example, if an increase in the value of concept 
A causes concept B to increase significantly (a strong 
positive influence), a value of 0.8 may be associated 
with the causal link leading from A to B. Experts 
themselves may be asked to assign these numerical 
values. The outcome of this exercise is a 
diagrammatic representation of the FCM, which is 
converted into the corresponding edge matrix. 
 
Learning in FCMs 
FCM learning involves updating the strengths of 
causal links.  Combining multiple FCMs is the 
simplest form of learning.  An alternative learning 
strategy is to improve the FCM by fine-tuning its 
initial causal link or edge strengths through training 
similar to that in artificial neural networks. Both these 
approaches are outlined below. 
 
 
 Multiple FCMs constructed by different experts 
can be combined to form a new FCM.   FCM 
combination can provide the following advantages: 
1. It allows the expansion of an FCM by 
incorporating new knowledge embodied in other 
FCMs. 
2. It facilitates the construction of a relatively 
bias-free FCM by merging different FCMs 
representing belief systems of a number of experts 
in the same problem domain. 
 
The procedures for combining FCM are outlined 
in (Kosko, 1988).  Generally, combination of FCMs 
involves summing the matrices that represent the 
different FCMs.  The matrices are augmented to 
ensure conformity in addition.  Each FCM drawn by 
different experts may be assigned a credibility 
weight.  The combined FCM is given by: 
 
 
 
k=N 
    Wk Ek 
k=1 E =  
 
where E is the edge matrix of the new combined 
FCM, Ek is the edge matrix of FCM k, Wk is the 
credibility weight assigned to FCM k, and N is the 
number of FCMs to be combined.  Siegel and Taber 
(1987) outlines procedures for credibility weights 
assignment in FCMs. 
McNeill and Thro (1994) discuss the training of 
FCMs for prediction.  A list of state vectors is 
supplied as historical data. An initial FCM is 
constructed with arbitrary weight values. It is then 
trained to make predictions of future average value in 
a stock market using historical stock data.  The FCM 
runs through the historical data set one state at a time.  
For each input state, the ‘error’ is determined by 
comparing the FCM's output with the expected output 
provided in the historical data.  Weights are adjusted 
when error is identified.  The data set is cycled until 
the error has been reduced sufficiently for no more 
changes in weights to occur. 
If a correlated change between two concepts is 
observed, then a causal relation between the two is 
likely and the strength of this relationship should 
depend on the rate of the correlated change. This 
proposition forms the basis of the Differential 
Hebbian Learning (DHL). Kosko (1992) discusses 
the use of DHL as a form of unsupervised learning for 
FCMs. DHL can simplify the construction of FCMs 
by allowing the expert to enter approximate values (or 
even just the signs) for causal link strengths. DHL can 
then be used to encode some training data to improve 
the FCM’s representation of the problem domain and 
consequently its performance. 
Business Models as Cognitive Maps 
Drawing on the insights of the cognitive mapping 
approach in strategic management, we argue that the 
causal structures embedded in business models can be 
usefully conceptualized and represented as cognitive 
maps (Furnari S., 2015). From this perspective, a 
business model’s cognitive map is a graphical 
representation of an entrepreneur or top manager’s 
beliefs about the causal relationships inherent in that 
business model (Furnari S., 2015).  By emphasizing 
the causal nature of business models, this definition is 
consistent with previous studies viewing business 
models as sets of choices and the consequences of 
those choices (e.g. Casadesus-Masanell & Ricart, 
2010), and with studies that explicitly highlight the 
importance of cause-effect relationships in business 
models’ cognitive representations (e.g. Baden-Fuller 
& Haefliger, 2013; Baden-Fuller & Mangematin, 
2013). Business models’ cognitive maps can be 
derived from the texts that entrepreneurs and top 
managers use in designing their business models, or 
to pitch their projects to various audiences (including 
investors, customers, policy makers); or they can be 
derived from primary interviews with entrepreneurs 
and top managers (Furnari S., 2015). Thus, the 
content of a business model’s cognitive map can be 
idiosyncratic, depending on the particular 
individual’s cognitive schemas and on the language 
they use. The raw concepts that entrepreneurs and top 
managers use in their causal statements identify the 
elements of a business model’s cognitive map that are 
induced empirically (Furnari S., 2015). At the same 
time, such maps may include elements deduced 
theoretically from extant theories about business 
models - i.e. the conceptual categories developed in 
such theories (such as “value proposition”, 
“monetization mechanisms”) - that can be useful to 
classify the raw concepts used by entrepreneurs and 
top managers, providing a basis for comparing 
different individuals’ cognitive maps Thus, business 
models’ cognitive maps include both inductive and 
deductive elements, as do other types of cognitive 
maps (e.g. Axelrod, 1976; Bryson et al., 2004) 
For the sake of illustrating examples of business 
models’ cognitive maps, we focus particularly on the 
business model representation developed by Baden-
Fuller and Mangematin (2013), (Furnari S., 2015). 
Among the several business model representations 
suggested in the literature, we adopt this typological 
representation because it strikes a balance between 
parsimony and generality, thus meeting the criteria 
typically recommended for solid theory-based 
typologies (e.g. Doty & Glick, 1994; Delbridge & 
Fiss, 2013). Specifically, this typology includes the 
 essential building blocks of the business model as 
covered by other business model representations, thus 
having a general scope in terms of content. At the 
same time, it uses a more parsimonious set of 
categories than other business model representations 
in covering this general scope. For this reason, in the 
cognitive maps’ illustrations provided below, we used 
the four constructs characterizing this business model 
representation (“customer identification”, “customer 
engagement (or value proposition)”, “value chain” 
and “monetization”) as organizing categories 
(Furnari S., 2015). Although we use this specific 
business model representation here for illustrating 
business models’ cognitive maps, the cognitive 
mapping approach developed in this paper can be 
used, more generally, with any other business model 
representation, depending on the analyst’s 
preferences and research objectives (Furnari S., 
2015). 
3 CONCLUSIONS 
In this study we have attempted to present and analyse 
some important analytical management techniques 
that are of value especially for SME, but through 
extensions, under research, to larger scale enterprises 
too. We have argued through examples relevant to 
Business Process Modelling that in order for these 
techniques to be widely utilized by enterprises a 
common well defined framework should be 
established based on BPM. BPM could provide the 
representation schemes that should be integrated in 
the associated formalisms. To this end, our 
presentation is a first step. Each analytical 
management technique herein presented should be 
analysed in depth in order to be integrated with BPM 
methodology in a common useful and well organized 
application framework that in the sequel could be 
employed in real world scenarios, managing even big 
data of the associated enterprises. 
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