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TIME AVERAGES OF POLYNOMIALS
HAN PETERS
Abstract. We define and study when a polynomial mapping has a local or
global time average. We conjecture that a polynomial f in the complex plane
has a time average near a point z if and only if z is eventually mapped into
a Siegel-disc of f . We prove that the conjecture holds generically, namely for
those polynomials whose iterates have the maximal number of critical values.
Important steps in the proofs rely on understanding the iterated monodromy
groups. We also show that a polynomial automorphism of C2 has a global
time average if and only if the map is conjugate to an elementary mapping.
The definition of a time average is motivated by an attempt to understand the
polynomial automorphism groups in dimensions 3 and higher.
1. Introduction
Let f : Ck 7→ Ck be an entire function and let z ∈ Ck. We say that f has
a (weighted) time average near z if there exists a neighborhood U(z), a constant
c ∈ C and a non-zero sequence a0, a1, . . . such that the maps
FN =
N∑
n=0
anf
n(1)
converge uniformly on U to the constant function c as N → ∞. If the maps FN
converge uniformly on any compact subset of Ck then we say that f has a global
time average.
The terminology is clear, we are taking an average of the maps Id = f0, f, f2 =
f ◦ f, . . . with weights a0, a1 . . . and we require that the sums converge to the same
constant c independently of the point w ∈ U(z). The definition is motivated by
an attempt to understand the structure of polynomial automorphism groups in
dimensions 3 and higher, we will explain this in more detail at the end of the
introduction.
In most of this article we will study time averages for polynomials in the complex
plane. Theorem 2 will show that a polynomial has a global time average if and only
if it is affine. We conjecture the following:
Conjecture 1. A polynomial f of degree at least 2 has a time average near z ∈ C
if and only if z is eventually mapped into a Siegel-disc of f .
One direction we can easily show: Theorem 3 says that if z is eventually mapped
into a Siegel disc then f admits a time average near z. We will not prove the other
direction in full generality, but we will see that the conjecture holds in many cases.
In Theorem 6 we will show that f has no time average near z if z lies in the
escaping set I(f), that is, if fn(z)→∞. Then we will show (Corollary 10) that the
conjecture holds if fn has exactly n(d−1) critical values for every n ∈ N. Note that
n(d − 1) is the largest number possible and the condition is satisfied for a generic
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polynomial. The proof relies on the fact that the iterated monodromy groups of
such a polynomial are as large as possible.
We will assume that the reader is familiar with basic notions in complex dy-
namical systems. The definitions and properties that we will use can be found in
standard texts on the subject, see for example the books by Beardon [1] and Milnor
[13].
Before we go into the details of our results and proofs we explain how our defini-
tion of time averages is motivated by a study of polynomial automorphism groups
in several variables. In one variable the only invertible polynomials are the affine
functions. However, in dimensions 2 and higher there exist many invertible poly-
nomial mappings. For example, for any polynomial p(z1, . . . , zn−1) one easily sees
that the mapping
(z1, . . . zj−1, zj , zj+1, . . . zn) 7→ (z1, . . . , zj−1, αzj + p, zj+1, . . . zn),(2)
is invertible for any polynomial p(z1, · · · zj−1, zj+1, . . . zn) and constant α 6= 0.
Automorphisms of the form (2) are called elementary, and finite compositions
of elementary automorphisms are called tame. Jung’s Theorem [11] states that all
polynomial automorphisms in 2 variables are tame. In other words, the polynomial
automorphism group of C2 is generated by elementary automorphisms. This result
has proved to be crucial for our understanding of the dynamics of polynomial auto-
morphisms in C2. Jung’s result was used by Friedland and Milnor [7] to show that
every polynomial automorphisms is conjugate to either a single elementary map or
a composition of He´non mappings :
(z, w) 7→ (δw + p(z), z),
where 0 6= δ ∈ C and p(z) a polynomial.
The dynamical behavior of a single elementary map can easily be understood,
but the dynamics of He´non mappings is highly non-trivial and has been studied
extensively (see for example the work by Hubbard-Oberste Vorth [9], [10] Bedford-
Smillie [2], [3] [4] and Fornæss-Sibony [5] [6]).
In dimensions 3 and higher there is no known generalization of Jung’s theorem
and the dynamics of polynomial automorphisms is far less well understood. In fact,
it was recently shown by Stestakov and Umirbaev [15] that there exist polynomial
automorphisms in 3 dimensions that are not tame. An example is the Nagata
automorphism:
F (x, y, z) = (x+ (x2 − yx)z, y + 2(x2 − yz)x+ (x2 − yz)2z, z).
It might greatly increase our understanding of the dynamics of polynomial au-
tomorphisms in dimensions 3 and higher if there was a known set of generators of
the polynomial automorphism groups whose dynamics is well understood. Unfor-
tunately such a set of generators is currently not known.
There are several conjectured generator sets. One possible candidate is the set of
locally finite polynomial automorphisms. A polynomial endomorphism f is called
locally finite if supn∈N deg(f
n) < ∞. Equivalently f is locally finite if there exist
d ∈ N and a1, . . . ad ∈ C such that
α1f + a2f
2 + . . .+ adf
d = 0.(3)
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Clearly all elementary automorphisms are locally finite, and the Nagata auto-
morphism is also locally finite. However, it may be that this class is still too small.
In [12] a generalization of locally finite maps was studied by Maubach and the
author. Instead of looking at polynomial endomorphisms that are roots of poly-
nomials as in Equation (3), one could consider the maps that are roots of power
series:
∞∑
n=1
anf
n = 0.(4)
Of course, this definition depends on the kind of convergence. In [12] point-wise
convergence of each coefficient was considered. It was shown that the polynomial
automorphisms that are roots of a power series do generate the automorphisms
groups in any dimension but in a rather trivial way: every polynomial automor-
phism is the composition of an affine map with a single root of a power series.
Clearly this definition of a root of a power series is too weak to obtain a deeper
understanding of the dynamical behavior of polynomial automorphisms.
Point-wise convergence of each coefficient in (4) is equivalent to requiring that
for α ∈ Nk one has that
∞∑
n=1
anDα(f
n)(0) = 0.(5)
From an analysis point of view it is more natural to consider a different kind of
convergence, namely uniform convergence on compact subsets. In this article we
require that the maps
∑N
n=0 anf
n converge uniformly to a constant function either
in a neighborhood of some point z or on any compact subset of Ck. This of course
implies point-wise convergence to 0 of all the derivatives at z (as in (5)), so having
a time average near z = 0 implies that f is the root of a power series in the sense
discussed in [12]. Having a time average near 0 is in fact strictly stronger. For
example, in [12] it was shown that if f is a polynomial and 0 = f(0) is a repelling
fixed point, then f is a root of a power series. But if 0 is a repelling fixed point
then it lies in the Julia set, and in Corollary 7 we will see that f can not have a
time average near the origin.
In the next section we prove (Theorem 2) that a polynomial of degree at least 2
cannot have a global time average. In Section (2) we also show (Theorem 3) that
a polynomial does have a time average near a point that is eventually mapped into
a Siegel disc. In Section (3) we discuss iterated monodromy groups and show how
they can be used to prove Conjecture 1. Lemma 4 plays a central role in this paper.
In Section (3) we also show (Theorem 6 and Corollary 7) that a polynomial cannot
have a time average near a point in the escaping set or in the Julia set.
In Section (4) we prove our main result (Corollary 10) which says that Conjecture
1 holds for a generic set of polynomials, namely those whose iterates have the largest
possible number of distinct critical values. In Section (5) we show that Conjecture
1 does hold for some polynomials with a very small number of critical points. In
particular we show (Theorem 11) that Conjecture 1 holds for polynomials of degree
2. In the sixth and last section we consider polynomial mappings in dimensions
3 and higher. We show (Theorem 14) that a polynomial automorphism of C2
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has a global time average if and only if it is polynomially conjugate to either an
elementary or affine mapping.
The author would like to thank Rafe Jones for useful discussions on the subject
of monodromy groups, and in particular for the proof of Theorem 8
2. Global time averages and Siegel discs
Theorem 2. Let f be a polynomial of degree d ≥ 2. Then f does not admit a
global time average.
Proof. Suppose that we have c ∈ C and a0, a1, . . . such that
∞∑
n=0
anf
n(w) = c,
for all w ∈ C. We need to show that an = 0 for all n ∈ N, so let us suppose for
the purpose of contradiction that aN−1 6= 0. Choose p ∈ C generically such that
there are exactly dN distinct pre-images fN(p)j , and write S for the set of all such
pre-images. For every w ∈ C we have the following:
N−1∑
n=0
anf
n(w) = c−
∞∑
n=N
anf
n(w).(6)
The right hand side of (6) is constant on the set S, so the left hand side is also
constant on S. But the left hand side is a polynomial of degree at most dN−1, and
S contains dN distinct points. Hence the left hand side of (6) must be constant
and aN−1 = 0 which is a contradiction. 
The idea of this proof will be used to show that in many cases f does not have
a local time average. The difficulty is that typically only a small portion of the
pre-images fN(p)j lie in the neighborhood U(z), so we cannot automatically use
the same argument. The main idea is to first show that the maps FN converge
uniformly in a larger set U˜ , so that U˜ contains at least a few of the pre-images.
Then, we use the monodromy group of fn to include the rest of the pre-images, we
will describe this method more precisely in the next section.
First we will show that a polynomial does have a time average near a point that
is eventually mapped into a Siegel disc. The proof does not rely on the fact that
the map is a polynomial, so we will prove the result in slightly greater generality.
Theorem 3. Let f : C → C be an entire function and let V ⊂ C be a Fatou
component of f that is eventually mapped onto a periodic Fatou component that is
either a Siegel disc or a Herman ring. Let U be a relatively compact subset of V .
Then there exists a non-zero sequence a0, a1 . . . ∈ C such that
N∑
n=0
anf
N(w)→ 0 as N →∞,
uniformly for w ∈ U .
Proof. Let N ∈ N be such that fN (V ) is a periodic Fatou component.
It follows that for every n ≥ N and every ǫ > 0 we can choose m > n such
that |fm(w) − fn(w)| < ǫ for all w ∈ U . We now inductively construct a sequence
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aN , an1 , an2 . . ., the remaining weights are chosen equal to 0. First we choose n1 >
N such that
‖fN − fn1‖U < 1
2
.
Next, we choose n3 > n2 > n1 such that
‖fN − fn1 + 1
2
fn2 − 1
2
fn3‖U ≤
‖1
2
fN − 1
2
fn1‖+ ‖1
2
fN − 1
2
fn3‖+ ‖1
2
fn1 − 1
2
fn2‖ < 1
4
.
We continue by choosing n9 > · · · > n3 such that
‖fN − fn1 + 1
2
fn2 − 1
2
fn3 +
1
4
fn4 − 1
4
fn5 − 1
4
fn6 +
1
4
fn7 +
1
4
fn8 − 1
4
fn9‖U < 1
8
Here fn4 is chosen very close to fn1 and fn5 is chosen very close to the map
that fn1 was very close to, namely fN . Similarly fn6 is chosen very close to fn2
and fn7 approximates the map that f
n2 was very close to, namely fn1 . And finally
fn8 approximates fn3 and fn9 is close to fN , the map that fn3 is approximating.
Next 8 higher iterates fn10 · · · fn17 are selected with weights an10 = · · · = an17 =
1
8
, to make sure that the total error is less than 1
16
.
We continue the construction of the sequence {anj}. We see that the errors after
the introduction of each group of anj ’s converges to 0. Furthermore, we have that
‖anjfnj‖U converges to zero, and the estimate on the size of
fN +
N∑
j=1
anjf
nj ,
does not increase as N is increased by 2. This completes the proof. 
So note that for a point z ∈ V we can choose any relatively compact neighbor-
hood U ⊂⊂ V . In fact, by constructing the sequence a0, a1, . . . with a little care we
can make sure that the sum
∑
anf
n converges uniformly on any relatively compact
subset U .
3. Monodromy groups
In the proof of Theorem 2 we introduced our main argument to show the non-
existence of time averages. To apply this argument for local time averages we will
use the monodromy groups of the iterates fn. The next Lemma shows the key idea
and will be used throughout the rest of the paper.
Lemma 4. Let f be a polynomial of degree at least 2, let z ∈ C, and let a0, a1, . . . ∈
C be such that
∞∑
n=0
anf
n = c
uniformly in a neighborhood U(z). Let N ∈ N, choose p ∈ C with dN distinct pre-
images f−N(z)j, and write S for the set of these pre-images. Further suppose that
there exists a nested sequence of sets S0 ⊂ S1 ⊂ · · · ⊂ Sm = S such that S0 ⊂ U and
for each j = 1, . . .m there exists a permutation σj in the monodromy-group of f
N
with Sj = σj(Sj−1)∪Sj−1 and σj(Sj−1)∩Sj−1 6= ∅. Then a0 = a1, . . . = aN−1 = 0.
6 HAN PETERS
Proof. We have that
FN−1(w) :=
N−1∑
n=0
anf
n(w) = c−
∞∑
n=N
anf
n(w) for w ∈ U.(7)
Let V be a small neighborhood of p such that the inverse branches {(f−N )j}
are well-defined on V . If i, j are such that (f−N )i and (f
−N )j both map V into U
then it follows from Equation (7) that
FN−1 ◦ (f−N )i = FN−1 ◦ (f−N )j .(8)
We can extend the inverse branches in a neighborhood of any closed loop that
avoids the critical values of fN . Any element in the monodromy group of fN can
be represented by a closed loop at p. By following the inverse branches along a
loop representing σ1 it follows from the hypotheses on σ1 that Equation (8) holds
for all i, j ∈ S1. By applying the same argument for σ2, σ3 and so on we obtain
that Equation (8) holds for i, j ∈ Sm = S. But that means that FN−1 is constant
on the set S, a set whose order is larger than the degree of FN−1, hence FN−1 is
constant. But then aN−1 = 0 and thus aN−2 = 0 and so on. 
In the case that z lies in the escaping set I(f) = {z ∈ C | |fn(z)| → ∞} we can
use Lemma 4 without having any information about the monodromy-group of f .
We denote by G the Green’s function of f given by
G(z) = lim
n→∞
1
dn
log+|fn(z)|.(9)
The function G is harmonic on the escaping set and measures how fast a point
z escapes to infinity. Note that if z and w satisfy fn(z) = fn(w) for some integer
n then G(z) = G(w). We will use the fact that for z in a neighborhood of infinity
the level curve {w ∈ C | G(w) = G(z)} is connected.
Lemma 5. Let f be a polynomial of degree at least 2, and let z ∈ C lie in the
escaping set of f . Let U be an open neighborhood of the connected component of
{w ∈ C | G(w) ≤ G(z)} that contains z.
Suppose that fN has dN distinct pre-images ζ1, . . . ζdN of a point p ∈ C, with
G(ζj) = G(z) for all j. Suppose further that N ∈ N is chosen large enough such
that the number of pre-images ζj ∈ U is strictly larger than the number of connected
components of {w ∈ C | G(w) ≤ G(z)}.
Then there exists a complete cycle σ ∈ SdN in the monodromy-group of fN that
maps a pre-image ζj ∈ U back into U .
Proof. We construct a loop γ that defines the cycle σ explicitly. The point p
necessarily lies in the escaping set. We note that we may assume that the outward
external ray through p does not hit any critical values of fN , if it does then we can
start γ by following the level curve of G slightly.
The loop γ will consist of three pieces, γ1, γ2 and γ3. We let γ1 follow the outward
external ray through p far enough to a point q so that all pre-images f−N(q)j lie
on a simple level-curve of G that is connected.
Then γ2 follows one full clockwise rotation along the level curve of G. It follows
that the pre-images of q must also rotate clockwise along the inverse branches of
γ2 until they arrive at the next pre-image of q.
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Finally we let γ3 follow the external ray back from q to p.
It is clear that γ2 induces a complete cycle on the pre-images of q, and therefore γ
induces a complete cycle on the pre-images of p. To see that at least one pre-image
in U must be mapped into U we claim that there exist at least two pre-images of
p in U whose inverse branches of γ1 lead to adjacent pre-images on the connected
level curve of G. Of course the pre-images in U start out lying adjacent on their
level curve. When we follow γ1 the level curve may split every time the connected
component joins with one or more of the other connected components. The claim
follows from the fact that there are more pre-images of p than connected components
of the level curve {w ∈ C | G(w) = G(z)}. 
Note that the monodromy group is independent of the point p, and hence there
always exists a complete cycle. The important point is that the cycle we constructed
above maps a point in U to a point in U . It is exactly this property that allows us
to prove the following result.
Theorem 6. Let f be a polynomial and let z ∈ I(f). Then f does not have a time
average near z.
Proof. Let U be a neighborhood of z and assume that there exist c ∈ C and sequence
a0, a1, . . . ∈ C such that
n=∞∑
n=0
anf
n → c,(10)
uniformly on U .
Since fn(z) converges to infinity and the polynomial f behaves like its highest
degree term near infinity, one can easily see that for large N ∈ N, the set fN(U)
must contain a large circle centered at the origin, and in particular must contain
the whole (connected) level curve of the Green’s function G through fN (z). Since
the sum on the left hand side of Equation (10) converges uniformly on U we have
see the sum
m=∞∑
m=0
am+Nf
m
converges uniformly on fN(U), and by the maximal principle this sum must also
converge uniformly on the area V enclosed by fN (U).
It follows that the sum
∑n=∞
n=0 anf
n converges uniformly on f−N (V ). Let us
denote by U˜ the connected component of f−N(V ) that contains z. Then we have
that for large N the set U˜ must contain the connected component of the level curve
of G through z. By connectivity we have that Equation 10 holds on U˜ .
Now choose N large enough and p a point with dN pre-images of fN , some
of which lie on the level curve of G through z. Let S be the set of all pre-images
f−N(p)j and let σ be the complete cycle acting on S that we constructed in Lemma
5. Define S0 = S ∩ U˜ and Sj+1 = Sj ∪ σ(Sj) for j ∈ N. Then SdN = S and Lemma
4 gives that aN−1 = aN−2 = · · · = a1 = 0. Since the argument holds for arbitrarily
large N ∈ N we see that f does not have a time average at z. 
Let us recall a few well-known definitions and results regarding the dynamics of
polynomials in the complex plane. We denote by F (f) and J(f) respectively the
Fatou set and Julia set of f . In the case of a polynomial the Julia set is exactly
equal to the boundary of the escaping set. Hence Theorem 6 immediately implies:
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Corollary 7. Let f be a polynomial and let z ∈ J(f). Then f does not have a
time average near z.
So from now on we only have to consider the case where z lies in a bounded
Fatou component of f . By Sullivan’s Non-Wandering Theorem [16] we know that
every Fatou component is eventually mapped onto a periodic Fatou component.
Moreover, the periodic Fatou components are completely classified. A bounded
Fatou component of a polynomial must be one of the following: (1) an attracting
basin, (2) a super-attracting basin, (3) an attracting petal or (4) a Siegel disc. We
have already solved the case of a Siegel disc but the other three cases remain. A
clear difference between these three kinds of Fatou components and a Siegel disc
is that the orbit of these Fatou components must contain a critical point. It is
exactly that distinction that is relevant here, and it will allow us to prove the main
conjecture 1 for many polynomials.
4. Polynomials with the maximal number of critical values
In the previous section we saw how the iterated monodromy groups may be
used to show the non-existence of a local time average. In Theorem 6 we put no
restrictions on the polynomial f , but made assumptions on the orbit of z ∈ C.
In this section we will show that for a large class of polynomials Conjecture we
can determine exactly what the monodromy group is and use this to prove that
Conjecture 1 holds.
The iterated monodromy groups of a polynomial f can be thought of as all
acting on a the same tree of pre-images of a point p, with on the first level of the
tree the pre-images f−1(p)j , and on the second level of the tree the pre-images of
those points, i.e. the pre-images f−2(p) and so on. The monodromy elements must
respect the structure of this tree, so the action of such an element on higher levels
of the tree is restricted by the action on the lower levels. We refer the reader to the
book [14] for a more detailed explanation.
Let us start by computing the iterated monodromy groups for the example f(z) =
z2 + 1. The polynomial f has only one critical value, namely the point 1, so the
monodromy group of f is generated by a single element. Let us represent this
element by a closed loop γ1 that starts at the point 0, then moves towards the
critical value 1 along the real axis, then turns clock-wise once around 1 and moves
back along the real axis to the starting point 0. The inverse images of 0 are the
points i and −i. When we follow the inverse branches along the loop γ1 we see that
i goes to −i and −i goes to +i. So the loop γ1 induces a switch of the two inverse
images i and −i.
The map f2 = f ◦ f has two critical values, 1 and 2. We introduce the loop γ2
that moves from 0 to 1 − ǫ, then makes half a clockwise turn around 1 to 1 + ǫ,
follows the real axis to 2− ǫ, turns clockwise around 2 and follows the original path
back to 0. The loops γ1 and γ2 generate the fundamental group of C \ {1.2} so
the monodromy elements induced by γ1 and γ2 generate the monodromy group of
f2. To understand the monodromy group we need to know how the inverse images
of γ1 and γ2 act on the four inverse images f
−2(0)j , so on the two inverse images
f−1(i)j and f
−1(−i)j .
First note that the loop γ2 does not wind around the critical value 1, so an
inverse image of i must go to an inverse image of i and likewise for −i. An explicit
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computation shows that the inverse images of i switch while the inverse images of
−i stay fixed when following the inverse branches of γ2.
Since γ1 defined a switch on i and −i it necessarily maps the pre-images of i to
pre-images of −i and vice-versa, but it does not have any further action on higher
levels, that is, γ2 gives the trivial monodromy element. One easily sees that γ1 and
γ2 generate the full set of tree-automorphisms.
The following result was shown to the author by Rafe Jones.
Theorem 8. Let f be a polynomial of degree d ≥ 2, and assume that for every
n ∈ N the polynomial fn has n(d − 1) critical points. Then for every N ∈ N the
monodromy-group of fN is as large as possible, that is, equal to the entire group of
tree-automorphisms.
Proof. Let us first note that it follows from the proof of Lemma 5 that the monodromy-
group of a polynomial of degree at least 2 must always contain a complete cycle.
So in particular it must be transitive.
We choose a base point p distinct from a critical value of any iterate fn. The
first iterate f has d− 1 critical values v1,1, . . . , v1,d−1, all of multiplicity 1. For each
critical value v1,j we choose a closed loop γ1,j that starts at p, approaches v1,j very
closely, winds around vi,j once and follows the original path back to p. When we
look at the inverse branches of the loop γ1,j we notice that two branches lead very
closely to the critical point c1,j that is mapped to v1,j , while all the other branches
lead to the d− 2 inverse images of v1,j that are not critical points. When the loop
winds around v1,j once, the two inverse branches that lead to the critical point are
switched, while all other branches just wind around the non-critical point back to
themselves. So we see that each loop γ1,j induces a monodromy action that switches
two inverse images and fixes all other inverse images. Hence the monodromy group
of f is generated by d − 1 2-cycles, and by transitivity we obtain all 2-cycles and
thus the whole permutation group.
Now we will proceed by induction. We assume that the monodromy group of
fN−1 is the tree automorphism group, and we will show the same holds for fN . The
polynomial fN has exactly d−1 critical points that are not critical points of fN−1,
we denote these points by vN,1, . . . , vN,d−1. We construct closed loops γN,J as for
N = 1. Again, each of these loops induces a 2-cycle σj in the monodromy groups.
Since by assumption the monodromy group of fN−1 is the full tree automorphism
group we can conjugate the σj with elements in the monodromy group of f
N−1
(which we can view as a subgroup of the monodromy group of fN ) if necessary to
guarantee that all the σj switches two pre-images (of f) of the same point f
N−1(p)l.
Again by transitivity we obtain the whole permutation group on those d pre-images
and hence the entire group of tree automorphisms. 
We will see in Corollary 10 that having the monodromy groups to equal the full
set of tree automorphisms is more than enough to show that Conjecture 1 holds.
We will need the following lemma.
Lemma 9. Let f be a polynomial that has a time average near z ∈ C. Fur-
ther assume that z lies in a Fatou component V that is eventually mapped onto a
bounded periodic Fatou-component. If V is eventually a periodic attracting basin
or a periodic attracting petal then the maps Fn defined in Equation (1) converge
uniformly on any relatively compact U˜ ⊂ V . If V is eventually mapped onto a
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periodic super-attracting basin then the maps FN converge uniformly on some con-
nected open subset U˜ ⊂ V that contains a point which is eventually mapped to the
super-attracting periodic point.
Proof. Let us first consider the case of a super-attracting basin. Let U be the
neighborhood of z where the maps FN converge uniformly. We may assume that
U ⊂ V so that for N large the set fN (U) lies in a small neighborhood of the
attracting periodic cycle w0, w1, . . . , wm = w0. If f
m has a critical point of order k
at w0 then the map f
m behaves very similarly to x 7→ xk in a neighborhood of w0.
Hence for largeM the set fM (fN (U)) will contain a small circle around the periodic
point. The sum
∑
∞
l=0 aN+M+lf
l converges uniformly on fM+N (U), hence by the
maximum principle also in the area enclosed by fM+N (U), which we will denote
by (̂U). Hence the polynomials FN converge uniformly on the set f
−M−N(Û ), so
in particular on the connected component U˜ ⊂ f−M−N (Û) that contains U . Since
Û is connected it follows that U˜ must contain a pre-image of the periodic point.
The other two kinds of Fatou components require more technical computations
and we will only outline the proof. Without loss of generality one may assume that
V = f(V ) is a fixed Fatou component. Using standard estimates on the rate of
convergence for an attracting petal one can show that for w ∈ U˜ ⊂⊂ V the sum
∞∑
n=0
an[f
n(w)− fn(z)]
converges uniformly. This follows from the fact that if b0, b1, . . . ∈ C is a sum-
mable sequence and c0, c1, . . . ∈ R+ is a decreasing sequence then b0c0, b1c1, . . . is
summable.
In the case of an attracting basin the argument is as follows. Let us denote the
attracting fixed point by q ∈ V and write α = f ′(q). Let G be the function defined
by
lim
n→∞
α−n[fn(z)− q].
Then using the same summability condition as for the attracting petal one can
show that the sum
∞∑
n=0
an[
G(z)
G(w)
(fn(w) − q)− (fn(z)− q)],
converges uniformly for w ∈ U˜ ⊂⊂ V . When q = 0 it follows immediately that the
sums
∑
anf
n(w) converge uniformly. When q 6= 0 we can similarly show that the
sequence a0, a1, . . . must be summable and we obtain the same result. 
We have the following corollary:
Corollary 10. Let f be a polynomial of degree d ≥ 2, and assume that for every
n ∈ N the polynomial fn has n(d − 1) critical points. Then f has a time average
near z ∈ C if and only if z is eventually mapped into a Siegel disc.
Proof. By Theorem 3 we know that f has a time average near z if z is eventually
mapped into a Siegel disc. We have seen in Theorem 6 and Corollary 7 that f does
not have a time average near z if z lies in the escaping set or in the Julia set. So
let us assume for the purpose of contradiction that f has a time average near a
point z that is eventually mapped into a periodic Fatou component V that is either
a super-attracting basin, an attracting basin or an attracting petal. Let N be a
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large integer such that fN maps V into a periodic Fatou component and f is not
injective on FN−1(V ). Then choose p ∈ fN(V ) close enough to the limit point,
i.e. the periodic point either in fN (V ) or on the boundary in case of an attracting
petal.
It follows from Lemma 9 that we may assume that U contains two pre-images
f−N(p)1 and f
−N (p)2 that lie in different main branches in the monodromy tree,
in other words
fN−1(f−N(p)1) 6= fN−1(f−N (p)2).
We know from Theorem 8 that the monodromy group of fN is equal to the
entire group of tree automorphisms. Therefore for any other pre-image f−N(p)j ,
with j 6= 1, 2 there is a monodromy permutation that maps f−N(p)1 to f−N(p)j
and maps f−N (p)2 to either f
−N(p)1 or f
−N (p)2. Therefore we obtain the sets
S0, S1, . . . , Sm in Lemma 4 which gives that the sequence a0, a1, . . . for the time
average is the zero-sequence which is a contradiction. 
5. Polynomials with fewer critical values
We will now look at some examples of polynomials whose iterates have fewer
critical values and whose iterated monodromy groups are not equal to the tree
automorphisms groups. However, for each of these examples the monodromy group
will still be large enough to show that Conjecture 1 holds.
First we look at the polynomial x2 − 1. Both the dynamical behavior and the
iterated monodromy groups of this polynomial are well-known, see for example [14].
Note that the monodromy groups of fn for large n ∈ N are much smaller than the
tree automorphism groups. The orbit of the unique critical point 0 contains only
the points 0 and 1, and therefore the iterated monodromy groups are all generated
by only two elements. All bounded Fatou components are eventually mapped to
the super-attracting basin of the cycle {0, 1}. Let V0 be the Fatou component that
contains the point −1 and let z ∈ C lie in a bounded Fatou component V . We
assume for the purpose of contradiction that f admits a time average near z, the
argument that we will use to get a contradiction is similar to that in the proof of
Theorem 6.
Letm be the smallest positive integer such that fm(V ) = V0 and let V1, V2, . . . , Vl
be all Fatou components that are mapped onto V0 by f
m. If p ∈ V0 then all pre-
images f−m(p)j must lie in one of the sets Vj .
The Fatou component that contains 0 is the only Fatou component that maps
directly to V0, and f is 2 − 1 there. Hence V contains exactly two pre-images
f−m(p)j . By choosing the point p close enough to −1 and by using Lemma 9 to
enlarge the set U if necessary we may assume that U contains exactly two pre-
images.
We define a graph representing the Filled-in Julia set of a polynomial as follows.
We assign a vertex to each bounded Fatou component and to each point in the
Julia set. For each boundary point of a bounded Fatou component we draw an edge
between the vertex representing the Fatou component and the vertex representing
the boundary point. If the Filled-in Julia set is connected and has interior then we
obtain a connected graph, and since the Julia set is the boundary of the escaping
set we see that there is a unique simple path between any two bounded Fatou
components.
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Recall that the Fatou components V2, V3, . . . , Vl are exactly those that get mapped
to V0 by f
m, where V0 is the Fatou component that contains the critical value of
f and m is the minimal positive integer with fm(V ) = V0. It follows from the
fact that f has only one critical point that the simple paths from the V -vertex to
the vertices corresponding to the Fatou components V2, V3, . . . , Vl all start with the
same edge.
We now define a closed loop starting at p that moves through the Julia set into
the escaping set, then turns once clockwise around the filled Julia set on a level
curve of the Green’s function, and then back to p along the same path. We claim
that this loop induces a monodromy element that is a complete cycle and maps one
of the pre-images in V to the other, which gives a contradiction just as in the proof
of Theorem 6.
The fact that this loop induces a complete cycle follows immediately from the
fact that the Julia set is connected. To see that one of the pre-images is mapped
to the other we must argue that the paths of these two pre-images lie adjacent on
the level-curve of the Green’s function. This follows from the fact that the Fatou
component is extremal in the set V1, . . . vl in the sense that all simple paths from
V to vj 6= V start with the same edge.
In fact, this argument holds for any polynomial of degree 2.
Theorem 11. Let f be a polynomial of degree 2. Then f has a time average near
z if and only if z is eventually mapped into a Siegel disc.
Proof. There is exactly one critical point. If the orbit of the critical point is not
(pre-) periodic then the conclusion follows from Corollary 10. If z lies in a Siegel disc
or in the escaping set or in the Julia set then the result follows from Theorems 3 and
6 and Corollary 7, so we may assume that z is eventually mapped into a periodic
Fatou component that is either a (super-) attracting basin or an attracting petal.
But the orbit of such a component must contain the critical point. We let V0 be the
Fatou component that contains the critical value of f and we choose p very close
to the critical value. Then we can follow exactly the same argument as for z2 − 1
to see that f does not have a time average near z. 
Essential in the above proof is that there is only one critical point.
The extremality of V in the graph discussed above does not necessarily hold
for polynomials of higher degree. Consider for example for the polynomial f(z) =
2z2(z−2)2. The critical points of f are 0, 1 and 2, the point 1 is mapped to 2 and 2
is mapped to the super-attracting fixed point 0. There are three Fatou components
that are mapped to the Fatou component containing 2, namely those that contain
the points 1−√2, 1 and 1+√2. The simple path in the graph between the vertices
representing the Fatou components containing 1 −√2 and 1 +√2 passes through
the vertex representing the Fatou component containing 1.
This means that the argument in the proof of Theorem 11 does not work for
f(z) = 2z2(z− 2)2, but one can explicitly compute the iterated monodromy groups
of f to show that Conjecture 1 does hold for this polynomial. There are still enough
permutations in the iterated monodromy groups to construct the sets S0, S1, . . . Sm
in Lemma 4. However, there are polynomials for which even this construction is
not possible.
Consider for example the polynomial f(z) = z4−2z2. Notice that f is the second
iterate of z2− 1, so the iterated monodromy groups are still generated by the loops
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around the critical values −1 and 0. Let V be the Fatou component containing√
(2), and take a generic point p in the Fatou component containing 0. Now let
N ≥ 2 and let S be the set of the 4N distinct pre-images of p. Let S0 ⊂ S be
the subset of those pre-images that lie in V . Let Ŝ be the largest set that one can
obtain using the construction in Lemma 4, in other words, Ŝ is the smallest subset
of S that contains S0 and such that σ(Ŝ)∩ Ŝ is either ∅ or Ŝ for any permutation σ
in the monodromy group of fN . By computing the iterated monodromy groupa of
f explicitly one sees that Ŝ is not equal to S but contains exactly half the elements
of S. In fact, Ŝ contains two of the four major branches of the tree of pre-images.
However, since 1
2
4N > 4N−1 one can still follow exactly the same argument as in
Lemma 4 to see that f cannot have a time average near any point in V .
It seems that to solve Conjecture 1 using iterated monodromy groups one would
need to give a positive answer to the following question:
Question 12. Let V be a Fatou component for a polynomial f of degree d. For
N ∈ N and a generic point p ∈ C such that fN has dN distinct pre-images we
define Ŝ as the smallest subset of S = {z | fN (z) = p} that contains S0 = {z ∈ V |
fN(z) = p} and has the property that σ(Ŝ) is either ∅ or Ŝ for any permutation σ
in the monodromy group of fN . Can we always find N and p such that the number
of elements in Ŝ is strictly larger than dN−1?
We know that the answer is affirmative for generic polynomials, polynomials of
degree 2 as well as for many other polynomials.
6. Polynomial mappings in Ck
Some of the proofs for results from the previous sections also work in higher
dimensions. For example, if z lies in a Siegel domain of f (a domain where the
action of f is holomorphically conjugate to a rotation) then f has a local time
average near z. Also, the proof of Theorem 2 immediately gives the following
result:
Theorem 13. Let f : Ck 7→ Ck be a polynomial mapping of algebraic degree d ≥ 2
and assume that the topological degree equals dk. Then f does not admit a global
time average.
Of course, in higher dimensions there are many polynomial mappings for which
the topological degree is strictly less than dk, and such polynomial mappings may
well have a global time average. As we noted in the introduction, an elementary
mapping is locally finite so certainly has a global time average. In fact, for invertible
polynomial mappings in C2 we see that locally finite mappings are the only maps
with global time averages:
Theorem 14. A polynomial automorphism f : C2 → C2 admits a global time av-
erage if and only if f is polynomially conjugate to an elementary or affine mapping.
In particular if and only if f is locally finite.
It was already shown by Furter and Maubach [8] that a locally finite polynomial
automorphism of C2 is conjugate to an elementary or affine mapping.
Proof. Recall that a polynomial automorphism of C2 is polynomially conjugate to
either a single elementary map or affine map or to a finite composition of He´non
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mappings. If f is conjugate to an affine or elementary mapping then the degrees
of the maps fn are bounded and f is locally finite, hence admits a global time
average.
If f is conjugate to a composition of He´non mappings then there must be a
point z whose forward orbit escapes to the line at infinity exponentially fast and
also a point w whose backward orbit escapes to infinity exponentially fast but whose
forward orbit is bounded. If the sum
∑
anf
n converges for every element in C2
then it must in particular converge for every point fm(z). It follows that there is
some constant C > 0 such that |an| < C2n . But by evaluating
∑
anf
n = c at points
f−m(w) we see that a0 = 0, and then also a1 = 0 and so on. Hence f does not
admit a time average. 
Note that the existence of two orbits, one going exponentially fast to infinity in
forward time, the other going to infinity exponentially fast in backward time yet
is bounded in forward time, guarantees that there is no non-zero sum of the form∑
anf
n that converges globally. This idea holds in dimensions 3 and higher as well
and would allow one to prove that polynomial automorphisms in dimensions 3 and
higher whose behavior is similar to that of He´non mappings do not have global time
averages.
Theorem 14 raises the question whether there exist polynomial mappings (or
even automorphisms) that admit a global time average but are not locally finite.
The author does not know the answer.
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