Quality of experience (QoE) research usually focuses on measuring or predicting mean opinion score (MOS), i.e. the average of ratings across subjects. Here we focus instead on the variability among subjects and explore questions such as: What factors does it depend on? Are these factors consistent across different experiments? Could variability be predicted from the test content?
INTRODUCTION
A number of papers have explored the properties of data gathered in subjective experiments. For example, the importance of using non-parametric statistics for modeling user ratings was highlighted in [1, 3] . We previously analyzed the effects of rating scales on MOS standard deviations [7] and studied MOS uniformity and variability across databases in [8] .
In this paper, we focus on the variability among subjects. Naturally this depends on the specific subjects in a given experiment. However, there may be other factors of influence, which we attempt to study here. Specifically, we propose a way to detach the standard deviations (SD) of subjective ratings from their dependence on MOS, investigate the effects of source content and test conditions on SD, and test a simple model to predict SD from source content.
EXPERIMENTS

Databases
We use the following image quality databases: Categorical Subjective Image Quality (CSIQ) Database [2] , LIVE Image Quality Assessment Database [5, 6] , and Tampere Image Database (TID2013) [4] . These databases were selected because they represent the largest ones available at the moment. Their key parameters are summarized in Table 1 . Standard deviations of ratings across subjects (σ) are provided by all three datasets. 
SD Normalization
It is well known that the variability of ratings depends on MOS; it is typically highest for MOS in the middle of the rating scale and decreases towards both low and high ends of the scale. This behavior is due to the finite range of the scale and can been observed in virtually all subjective experiments [8] . The influence of absolute quality on SD needs to be removed in order to perform hypothesis testing and compute useful summary statistics. We therefore normalize the standard deviation (σ) with respect to MOS as follows. We compute a "moving average"σ(MOS) of the standard deviation as a function of MOS by applying robust local regression, using weighted linear least squares and a 2nd-degree polynomial model. 1 The standard deviation of each test image k is then normalized:σ k = σ k /σ(MOS k ), which results in a more uniform distribution across the MOS range (see Figure 1 ). 
SD Factors
Is there more or less agreement between subjects for certain types of source content (SRC) or test conditions (a.k.a. hypothetical references circuits or HRC)? In order to examine this, we perform the Kruskal-Wallis test -a one-way analysis of variance by ranks -onσ. As this test is nonparametric, it does not assume normality in the data and is much less sensitive to outliers. The results are reported in Table 2 . For all three databases, both HRC and SRC have significant impact onσ, as implied by p ≈ 0. Using MOS for comparison, only HRC has a consistent impact on MOS (as one would expect), whereas SRC does not. 
SD Predictability
Based on the results in the previous section, an intriguing question arises: can the variability of ratings be predicted from the image content alone? HRCs are usually designed to create different quality levels, but could SRCs be selected to target different rating variabilities? In an attempt to address this question in a very basic way, we use spatial information (SI) for each reference image (SRC) in the databases as a simple feature for predicting variability. We then compute the medianσ across HRCs for each SRC and correlate those with SI. The results (Table 3) are somewhat inconclusive: While a strong positive correlation is observed for the largest database (TID2013), there is practically none for the other two, despite the fact that they share some source images. One possible reason for this may be the much larger number of HRCs in TID2013. Furthermore, different subjective rating methods were used to gather the data in each database (only LIVE DMOS comes from a straightforward ACR rating method), which could have an impact on the results.
CONCLUSIONS
We investigated factors determining inter-subject variability for quality assessment experiments using three large image quality databases. We found that both SRC and HRC have a statistically significant effect on rating variability. Our first and very basic attempt to model this effect in a predictive manner only works for one of the three databases; other features or more sophisticated models may yield better results.
