Abstract Large-scale collaborative e-science requires fast and reliable data transfer with guaranteed performance, which is made possible by reserving bandwidth as needed in advance in high-performance networks. In scientific applications, users typically know the data size, the data available time, and the deadline to finish the data transfer, and they always wish to achieve the earliest possible finish time or the minimum time duration for the data transfer. On the other hand, the network service provider wishes to serve as many users' bandwidth reservation requests (BRRs) as possible to maximize the network resource utilization without compromising their deadlines. Such multi-objective requirements and high system throughput call for a fast and efficient bandwidth reservation strategy that can quickly discover various reservation options in a time-varying network environment. We propose two bandwidth reservation algorithms with rigorous optimality proofs to compute the reservation options with the earliest completion time and with the shortest duration for a local BRR. Our algorithms aim to achieve the balanced resource utilization for the network system. Extensive simulation results demonstrate the superiority of the proposed algorithms in terms of execution time, success ratio, success ratio of BRRs with different priorities and searched complexity of BRRs in comparison with similar scheduling algorithms.
has been successfully transferred [1] . The focus of our work is on the design of bandwidth reservation algorithms to improve resource provisioning in the backbone networks by adding an additional level of intelligence to the existing control plane. Specifically, we develop two bandwidth reservation algorithms, namely Fast and Efficient earliest Completion Time (FECT) and Fast and Efficient Shortest Duration (FESD). For each local BRR, these two algorithms calculate and present two reservation options to the user: (1) qualified reservation with the earliest completion time (QRECT) and (2) qualified reservation with the shortest duration (QRSD). We provide a rigorous proof of local single-BRR optimality for each algorithm and demonstrate their superiority in terms of execution time, success ratio, success ratio of BRRs with different priorities and search complexity through extensive simulations in comparison with similar scheduling algorithms. The proposed algorithms not only advance the theoretical research on bandwidth scheduling and reservation, but also enhance the provisioning systems used to support highperformance networking in Grid and Cloud environments.
Related Work
High-performance networks with the capability of provisioning dedicated channels have proven to be a promising solution to meet the large data transfer needs in scientific applications. Bandwidth scheduling with advance reservation for dynamic network provisioning has been studied in various contexts in the past decade. We provide below a brief survey of research efforts related to bandwidth reservation.
Authors of [12] focus on how to compute a dedicated channel from a source node to a destination node in a network under different requirements: (1) a specified bandwidth in a specified time slot, (2) the highest available bandwidth in a specified time slot, (3) the earliest available time with a specified bandwidth and duration, and (4) all available time slots with a specified bandwidth and duration. In these four scheduling problems, the first and third problems can be solved using the classical breadth-first search, the second one falls in the scope of problems solvable using Dijkstra's shortest path algorithm, and the solution to the fourth one is essentially a variant of Bellman-Ford algorithm.
Different aspects of OSCARS are described in detail in [13] . The strategy of path computation used in OSCARS is as follows: first, based on the parameters specified by the users in the virtual circuit reservation request, some vertices and edges that do not match the received parameters are removed from the base topology graph; then, Dijkstra's shortest path algorithm is run on the modified topology graph, trying to find out the path used to provision the virtual circuit. The trimming process ensures that the computed path satisfies the virtual circuit reservation constraints, and significantly improves the efficiency of Dijkstra's algorithm.
Admission control and scheduling for bulk data transfer are discussed in [14] to improve the network resource utilization and reduce the reservation request rejection rate. A similar work on a flexible polynomial-time algorithm is proposed in [15] to accommodate a single reservation request in time-dependent reservation networks. Authors of [15] do not name the proposed algorithm, we name it as Flexible Reservation Algorithm (FRA) for convenience in this paper. Given source node, destination node, local bandwidth constraint, the earliest data transfer start time and the latest data transfer finish time in the bandwidth request from a user, the scheduler yields QRECT and QRSD for the bandwidth request by using FRA. To improve the scheduling efficiency, FRA uses couples of trimming techniques to narrow down the solution space. However, the performance of FRA is lack of convincing since it is not compared with the other similar bandwidth reservation algorithms in the experiment section.
Scheduling multiple resource reservation requests is proved as an NP-hard problem and a polynomial-time heuristic resource reservation algorithm is proposed to accommodate as many reservation requests as possible while minimizing the total time needed to complete the data transfers [16] . The proposed resource reservation algorithm has two main limitations: it works only on one certain given path, which is not common in real situations, and it has a high algorithm complexity.
Four types of advance bandwidth scheduling problems based on a combination of different path and bandwidth constraints are considered by Wu and Lin [1] : (1) fixed path with fixed bandwidth (FPFB), (2) fixed path with variable bandwidth (FPVB), (3) variable path with fixed bandwidth (VPFB), and (4) variable path with variable bandwidth (VPVB), with the objective to minimize the data transfer end time for a given transfer request with a pre-specified data size. Particularly, for FPFB, which is the most common situation in reality, an optimal algorithm, called OptFPFB, is proposed. OptFPFB returns the earliest completion time for a BRR. OptFPFB searches some unnecessary solution space for the final result for each BRR, which results in a lower scheduling efficiency than FRA.
In this paper, we propose two bandwidth reservation algorithms, FECT and FESD, to address the problem of making bandwidth reservations for a set of accumulated BRRs received within a period to achieve local single-BRR optimality. FECT is an improvement of OptFPFB and FRA when FRA is used to return QRECT while FESD is an improvement of FRA when FRA is used to return QRSD. Compared with the above similar algorithms, both FECT and FESD have additional new functions to deal with BRRs with different priorities and have the ability to process BRRs accumulated in a time interval to improve the overall scheduling efficiency. FECT and FESD combine these solution space narrowing down techniques in FRA, trimming process introduced in [13] and couples of additional new trimming techniques. Such optimization techniques attempt to shrink the order and size of the scheduling network topology and scale down the solution space, which is quantified as the number of timewindows in this paper, as much as possible when trying to schedule a BRR. Another novelty of FECT and FESD is that BRRs accumulated within a time interval are sorted twice with different criteria to improve the schedule efficiency. To make the assumption our algorithms closer to the reality, we divide BRRs into three groups, each of which is tagged with a priority value based upon the level of urgency and importance of the data to be transferred. Such priority values may be determined based on the group of users and the type of applications. In general, a BRR with a higher priority has a better chance to be successfully scheduled.
The rest of this paper is organized as follows. Section 3 presents the mathematical models and problem definition. Section 4 details the algorithm design and provides the algorithm optimality proof. Performance evaluation is conducted in Sect. 5 Sect. 6 concludes our work.
Mathematical Models and Problem Formulation
We model the high-performance scheduling network as a graph G(V, E), where V and E represent the set of nodes and the set of edges, respectively. In general,
max , D, and p denote the source node, the destination node, the maximum Local Area Network (LAN) bandwidth, the total size of data to be transferred during the period from the earliest start time t S to the latest finish time t E (t S \ t E ), and the priority of the request, respectively [15] .
For illustration purposes, a simplified topology G 0 of an underlying highperformance scheduling network is shown on the left side of Fig. 1 . In G 0 , V 0 = {A, B, C}, E 0 = {e 1 , e 2 , e 3 , e 4 }, the value on each edge represents the edge's bandwidth capacity. Suppose that at a certain time point, the control plane receives a BRR: R(A, C, 300MB/s, 900MB, 0, 8s). For simplicity, we ignore the priority of the BRR in this example. The available bandwidth of each edge during (0,8s) is shown on the right side of Fig. 1 We define a timestep as the longest time interval during which the available bandwidth of all edges remains unchanged. For example, four timesteps are found in Fig. 1: (0, 1s) , (1s, 4s), (4s, 5s), and (5s,8s).
A timewindow may consist of one timestep or more consecutive timesteps. We use tw i s , tw i e and D(tw i ) to denote the start time, the end time, and the duration of timewindow tw i , respectively. If a timewindow tw i contains a timewindow tw j , it implies that tw i s B tw j s and tw i e C tw j e . Given N timesteps, by using the theory of combinations, the total number of timewindows is Since the total amount of data to be transferred is D and the maximum length of time to finish the data transfer is (t E -t S ), it is easy to see the reserved bandwidth in a QR will be no less than We use AvB(p i ) to represent the available bandwidth of path p in the network during timewindow tw i . Available bandwidth of a path during a timewindow is limited by the bottleneck edge of that path, namely, the edge with the minimum available bandwidth during that timewindow. MP(tw i ) denotes the path with the largest bandwidth from the source node to the destination node within tw i , which can be calculated by using a slightly modified Dijkstra's algorithm. The corresponding available bandwidth of MP(tw i ) is denoted by MB(tw i ). For convenience, we tabulate all the parameters used in the mathematical models in Table 1 . We provide a lemma on the available bandwidth of a path, which will be used in the algorithm design. 
Algorithm Design
To meet different users' requests, bandwidth scheduling algorithms can be divided into two categories: instant and periodic scheduling. For instant scheduling, a BRR is processed as soon as it is received by the control plane, while for periodic scheduling, the control plane processes a set of BRRs accumulated during a certain period [17] . FECT and FESD can be regarded as either instant scheduling algorithms or periodic scheduling algorithms, but to make our experiment easier to collect and analyze evaluation parameters, we regard FECT and FESD as periodic scheduling algorithms in this paper. However, instead of directly processing the accumulated BRRs sorted by their priorities in a descending order, FECT and FESD further sort those BRRs with the same priority by their data size in an ascending order. Also, when scheduling a BRR, FECT and FESD sort timewindows by their end times and durations to improve the scheduling efficiency [15] .
Fast and Efficient Earliest Completion Time Algorithm (FECT)
We focus on FECT in this part. Detailed algorithm design and pseudocode of FECT are shown first, following are the intuitive explanation and mechanism illustration by using the given example in Sect. 3, the optimal proof is given at last.
Algorithm Design
Please refer to Algorithm 1 and Algorithm 2 for detailed pseudocode of FECT.
We sort the timewindows by their end times in an ascending order because it will be easier for us to remove those timewindows that cannot produce QRs from the timewindow set. The pseudocode of FECT is provided in Algorithm 1, which calls FECT-Single shown in Algorithm 2. In the worst case, the complexity of FECT is
where N = |LR| and M is the number of initial timewindows.
Algorithm Explanation
We provide an intuitive step-by-step explanation of FECT as follows.
Step 1. For a list of BRRs, sort them by their priorities in a descending order and for those BRRs with the same priority, further sort them by their data size in an ascending order. For each BRR on the above sorted BRR list, use Step 2 to Step 5 to obtain the QRECT or NULL if there is no QR for this BRR.
Step 2. Get the current topology G of the scheduling network, and remove all edges whose available bandwidths are less than B min from the initial edge set E.
Step 3. After Step 2, if G becomes disconnected, and v s and v d are in two disjoint sets, return NULL; else, find out all timewindows during the specified time period.
Identify all timewindows whose durations are no less than t min , then sort them by their end times in an ascending order.
Step 4. Iterate through the timewindow set TW computed in Step 3. During tw i , 1 B i B |TW|, use modified Dijkstra's algorithm to find out MP(tw i ) and MB(tw i ). If MP(tw i ) can provide with a QR and the reserved bandwidth is equal to B max , directly return that QR, which is QRECT. If MP(tw i ) can provide with a QR and the reserved bandwidth is less than B max , remove all the timewindows whose start times are equal to tw i s and end times are greater than tw i e or whose start times are no less than (tw i e -t min ), since those timewindows are not able to provide any QR with an earlier completion time; if MP(tw i ) cannot provide with a QR and there already exists a QR, remove all timewindows containing tw i from TW. Record the QR with the earliest completion time while iterating the timewindows in TW.
Step 5. After Step 4, if there does not exist any QR, return NULL; otherwise, return the existing QR, which is QRECT.
Algorithm Illustration
We illustrate FECT using the example in Fig. 1 .
Step 1. Since there is only one BRR on the BRR list, no sorting is needed.
Step 2 to Step 5 are directly taken to try to get the QRECT for the given BRR.
Step 2.
With the given scheduling network topology, for RðA; C; 300MB=s; 900MB; 0; 8sÞ; B min ¼ 900MB 8sÀ0 = 112.5MB/s, no edge will be removed from the edge set.
Step 3. There are more than one timewindow during (0,8s). Calculate all the timewindows and sort them by their end times. The calculated timewindow set TW is {(0, 4s), (1s, 4s), (0, 5s), (1s, 5s), (0, 8s), (1s, 8s), (4s, 8s), (5s, 8s)}.
Step 4. As illustrated in Fig. 3 , the first QR emerges during (0, 5s) as (e 1 e 3 , 200MB/s, 900MB, 0, 4.5 s). We remove timewindow (0, 8s) because the start time of (0, 8s) equals to that of (0, 5s) while the end time of (0, 8s) is greater than that of (0, 5s). Timewindows (4s, 8s) and (5s, 8s) are also removed because their start times are larger than (5s -3s), i.e. 2s. There is no QR during timewindow (1s, 5s) and at this time, there already exists a non-NULL QR, which is the first QR, so (1s, 8s) is removed.
Step ; it means that tw 00 contains tw 000 . Suppose that the QR returned during tw 000 is QR 000 . According to Lemma 1, the available bandwidth of a path during tw 00 is less than or equal to that of the same path during tw 000 . It follows that the reserved bandwidth of QR 000 is larger than or equal to that of QR 00 ; which means that the end time of QR 000 is less than or equal to that of QR 00 : Hence, QR 00 cannot be the returned QRECT in this case. 00 cannot be the returned QRECT, either. In sum, in any case discussed above, there is a contradiction against our initial assumption. Proof ends. h
Fast and Efficient Shortest Duration Algorithm(FESD)
In this part, detailed algorithm design and pseudocode of FESD are shown, then the intuitive explanation and mechanism illustration by using the given example in Sect. 3 is given. The optimality of FESD is proved at last.
Algorithm Design
Please refer to Algorithm 3 and Algorithm 4 for detailed pseudocode of FESD.
In FESD-Single, we sort the timewindows by their duration in an ascending order because the less duration a timewindow has, the more likely that timewindow can provide the largest available bandwidth. In the worst case, FESD has the same complexity as FECT.
Algorithm Explanation
We provide an intuitive step-by-step explanation of FESD as follows.
Step 1. For a list of BRRs, sort them by their priorities in a descending order and for those BRRs with the same priority, further sort them by their data size in an ascending order. For each BRR on the above sorted BRR list, use Step 2 to Step 5 to obtain the QRSD or NULL if there is no QR for this BRR.
Step 3. After Step 2, if G becomes disconnected, and v s and v d are in two disjoint sets, return NULL for the current BRR; else, find out all timewindows during the specified time period. Identify all timewindows whose durations are no less than t min , further sort them by their durations in an ascending order.
Step 4. Iterate through the timewindow set TW computed in Step 3. During timewindow tw i , 1 B i B |TW|, use modified Dijkstra's algorithm to find out MP(tw i ) and MB(tw i ). If MP(tw i ) can provide with a QR and the reserved bandwidth is equal to B max , directly return that QR, which is QRSD. If MP(tw i ) can provide with a QR and the reserved bandwidth is less than B max , remove all the timewindows containing tw i from TW; if MP(tw i ) cannot provide with a QR and there already exists a QR, remove all timewindows containing tw i from TW. Record the QR with the shortest duration while iterating TW.
Step 5. After Step 4, if there does not exist any QR, return NULL; otherwise, return the existing QR, which is QRSD.
Algorithm Illustration
We illustrate FESD using the example given in Fig. 1 .
Step 1. Since there is only one BRR on the BRR list, no sorting is needed. Step 2 to Step 5 are directly taken to try to get the QRSD for the given BRR.
Step 2. With the given scheduling network topology, for reservation request R(A, C, 300MB/s, 900MB, 0, 8s), B min = 900MB 8sÀ0 ¼ 112.5MB/s, no edge will be removed from the edge set.
Step 3. There are more than one timewindow during (0, 8s). Calculate all the timewindows and sort them by their durations. After sorting, the calculated timewindow set is {(1s, 4s), (5s, 8s), (0, 4s), (1s, 5s), (4s, 8s), (0, 5s), (1s, 8s), (0,8s)}.
Step 4. As shown in Fig. 4 , the first QR emerges within (5s, 8s) and within that timewindow, the largest available bandwidth is 700MB/s while the bandwidth constraint of R is 300MB/s. Hence, the QR during (5s, 8s), (e 4 , 300MB/ s, 900MB, 5s, 8s), is directly returned and we do not need to consider the other timewindows. 
Optimality Proof
Theorem 2 FESD-Single returns QRSD, if it exists, for any BRR.
Proof The proof of this theorem is similar to that of Theorem 1. We also divide the initial timewindow set TW into three subsets, namely TW 1 ¼ ftw 1 ; tw 2 ; Á Á Á ; tw m g; TW 2 ¼ ftw mþ1 ; tw mþ2 ; Á Á Á ; tw n g; and TW 3 ¼ ftw nþ1 ; tw nþ2 ; Á Á Á ; tw TW g; Dðtw 1 Þ . . . Dðtw m Þ Dðtw mþ1 Þ . . . Dðtw n Þ. TW 1 and TW 2 contain those timewindows that have been visited and there is no QR that can be made on any path during any timewindow contained in TW 1 . The first element of TW 2 , i.e. tw m?1 , is the first timewindow during which MP(tw m?1 ) can produce a QR and all timewindows contained in TW 3 are those removed when visiting timewindows in TW 2 . Suppose that FESD-Single returns QR 0 , which is made on MP(tw 0 ) during timewindow tw 0 . Obviously, tw 0 [ TW 2 . When the reserved bandwidth of QR 0 equals to B max or TW 3 = [, it is obvious that QR 0 is the returned QRSD; when the reserved bandwidth of QR 0 is less than B max and TW 3 = [, we use proof-by-contradiction to prove that QR 0 is the returned QRSD. Suppose that QR 00 should be the returned QRSD and QR 0 = QR 00 . So, QR 0 is just a normal QR for the input BRR. Since the timewindows in TW 1 cannot provide any QR, the only possibility that the timewindow during which QR 00 is made is from TW 3 , denoted as tw 00 . Suppose that the path that QR 00 is made on is MP(tw 00 ) and tw 00 is removed when visiting tw 000 , tw 000 [ TW 2 . There are two possibilities for tw 000 : a QR can be provided during tw 000 and no QR can be provided during tw 000 . If a QR can be provided during tw 000 , from the pseudocode, we know that tw 00 contains tw 000 ; if no QR can be provided during tw 000 , tw 00 also contains tw 000 and when visiting tw 000 , there is already an existing QR.
If a QR can be provided during tw 000 , tw 00 contains tw 000 . Suppose that the QR returned during tw 000 is QR 000 . According to Lemma 1, the available bandwidth of a path during tw 00 is less than or equal to that of the same path during tw 000 . It follows that the reserved bandwidth of QR 000 is larger than or equal to that of QR 00 , which means that the duration of QR 000 is less than or equal to that of QR 00 . Hence, QR 00 cannot be the returned QRSD in this case. If no QR can be provided during tw 000 , tw 00 also contains tw 000 and when visiting tw 000 , there already exists a non-empty QR denoted by QR 0000 . It is obvious that the duration of QR 0000 is less than or equal to D(tw 000 ) while the duration of QR 00 must be larger than D(tw 000 ) because of Lemma 1 and tw 000 cannot provide with a QR. Hence, in this case, QR 00 cannot be the returned QRSD, either. In sum, in any case discussed above, there is a contradiction against our initial assumption. Proof ends. h
Performance Evaluation
To fully illustrate the performance of FECT and FESD, two naive algorithms are proposed here: Naive-ECT and Naive-SD, which try to find QRECT and QRSD for a local BRR by searching the entire solution space without neither using any trimming techniques nor sorting BRRs or timewindows. As stated in Sect. 2, FRA returns the QRECT and QRSD for a BRR if the input BRR can be scheduled. To avoid confusion, FRA is named as FRA-ECT when it is used to find the QRECT and is named as FRA-SD when it is used to find the QRSD for a BRR. We tabulate these algorithms in Table 2 , all of which are implemented for a comprehensive performance comparison. Nowadays, the most widely used bandwidth reservation service within the global research and networking community is provided by ESnet, where the OSCARS software is deployed with multi-domain, high-bandwidth virtual circuits. By using OSCARS, ESnet provides interoperable, effective, reliable, and high performance network communications infrastructure, and certain collaboration services [19] [20] [21] [22] [23] . Currently, more than 40 DOE research sites, including the entire National Laboratory system, together with its supercomputing facilities, the major scientific instruments and another 140 research and commercial networks around the world are using ESnet to transfer scientific data and collaborate [20, 21] . To mimic the real ESnet scenario, we perform our simulation experiments by using the topology data gathered from ESnet [18] . Edges with bandwidth capacity less than 1,000 Mbps are removed for simplicity. With above notation, the simple topology of ESnet is plotted in Fig. 5 . As discussed in Sect. 4, FECT and FESD are regarded as periodic scheduling algorithms. In our experiment, the range of the scheduling period is defined to be from 0 to 20, during which, a certain number of BRRs are randomly generated and accumulated. 20] , and p is randomly selected from three predefined priorities. We conduct ten sets of simulations, each of which runs with 20 batches of randomly generated BRRs. Each BRR batch contains the same number of randomly generated BRRs within the range from 1 9 100 to 10 9 100. We run all the algorithms listed in Table 2 to process the BRRs in each batch. For each algorithm and for each of four performance metrics, namely (1) algorithm execution time, (2) success ratio, which is defined as the percentage of BRRs that have been Tables 5 and 6 is in the form of (a, b), where a denotes the mean of the corresponding result returned by each algorithm to process these 20 batches of randomly generated BRRs in each of the ten sets of simulations, and b denotes the Fig. 7 Comparison of success ratio between Naive-ECT, FRA-ECT and FECT Tables 5 and 6 , representing the running time, the success ratio, and the average number of timewindows searched to process one BRR in the corresponding simulation from up to down. We further plot these experimental results in Figs. 6, 7, 8, 9, 10 and 11. These performance figures clearly show that the running time and success ratio of Fig. 8 Comparison of the average number of searched timewindows to process one BRR between Naive-ECT, FRA-ECT and FECT Fig. 9 Comparison of execution time between Naive-SD, FRA-SD and FESD all these algorithms almost linearly increase and decrease as the BRR load increases. Please refer to Tables 5 and 6 for detailed specific simulation performance results since for small loads of BRRs, the success ratio confidence intervals are relatively large and overlapping in a certain extent in Figs. 7 and 10. On average, the success ratio of FECT is higher than that of Naive-ECT by 3.67 % and higher than that of FRA-ECT by 3.65 % while the success ratio of FESD is higher than that of Naive-SD by 4.28 % and higher than that of FRA-SD by 3.76 %. In terms of algorithm execution time, on average, FECT is 10.04 times faster than Naive-ECT and 2.88 times faster than FRA-ECT, while FESD is 7.97 times and 1.93 times faster than Naive-SD and FRA-SD, respectively. When processing a BRR, on average, Naive-ECT and FRA-ECT need to check 25.38 times and 11.87 times more timewindows than FECT while Naive-SD and FRA-SD need to check 23.81 times and 9.51 times more timewindows than FESD. Since the BRRs processed by FECT and FESD are sorted twice, for those BRRs with the same priority, FECT and FESD try to schedule BRRs with less data size, which improves the overall success ratio. Table 3 and Table 4 show the average ratio between the number of BRRs with different priorities (from high to low) that have been successfully scheduled and the number of all BRRs with the same priority in the initial BRR batch. Overall, FECT and FESD have a better performance on the distribution of success ratio of BRRs with different priorities. On average, for BRRs with priorities from high to low, FECT can achieve a success ratio of BRRs with different priorities higher than Naive-ECT by (3.8 %, 4.3 %, 2.8 %) and higher than FRA-ECT by (3.5 %, 4.3 %, 3.0 %) while FESD has the similar result: it achieves a success ratio higher than Naive-SD and FRA-SD by (3.4 %, 4.9 %, 4.0 %) and (2.7 %, 5.0 %, 4.0 %), respectively.
Conclusion and Future Work
We proposed two bandwidth scheduling algorithms, i.e. FECT and FESD, which calculate two optimal reservation options, i.e. QRECT and QRSD, respectively, for a local single BRR. We demonstrated the superiority of these two algorithms in terms of execution time, success ratio, success ratio of BRRs with different priorities and search complexity through extensive simulations in comparison with two similar scheduling algorithms. Particularly, we gathered the topology and resource information of ESnet, a real-life high-performance network, to set up a realistic simulation environment.
Compared with Naive-ECT/SD and FRA-ECT/SD, FECT and FESD remove those timewindows that fail to provide a QRECT or QRSD from the solution search space based on sorted timewindows. Such reduction in the solution space significantly cuts down the algorithm running time and makes it possible to perform real-time scheduling in large-scale or cross-domain networks with a large number of user requests. The proposed algorithms achieve a high BRR success ratio for improved resource utilization, thus accommodating more user requests without adding extra network resources. Also, instead of directly processing BRRs in the descending order of their priorities, FECT and FESD further sort those BRRs with the same priority by their data size in an ascending order (i.e. the one with the least data is scheduled first). The above strategy brings forth two advantages for FECT and FESD: (1) with the same amount of network resources, they are able to schedule more BRRs, hence improving the overall BRR success ratio; (2) compared with Naive-ECT/SD and FRA-ECT/SD, they require less network resources in most cases when the same amount of BRRs are successfully scheduled, hence saving network resources for future BRRs. Furthermore, FECT and FESD compute all timewindows and sort them by their end times and durations in an ascending order to narrow down the solution space through a repetitive trimming process. With multiple trimmings, FECT and FESD only need to search significantly reduced timewindows, hence leading to a much faster running time.
The current work is focused on scheduling one BRR at a time. We plan to extend our work to concurrent scheduling where multiple BRRs are considered simultaneously to further improve the scheduling performance. We will also design different scheduling strategies for BRRs with different priorities. As the network scale, complexity, and heterogeneity rapidly increase, nodes and links may fail at a certain rate, especially for long-lasting data transfers. Therefore, fault tolerance has become another important aspect of the network performance. It is of our future interest to investigate the reliability issue in the bandwidth scheduling problem in high-performance networks with faulty nodes and links.
Appendix Tables 5 and 6 show the specific simulation performance results using different scheduling algorithms. 
