Abstract Gravity wave (GW) parameterizations control the mean state and variability of the middle atmosphere in present-day climate models. The most recent parameterizations relate the GWs to their nonorographic sources (fronts and convection), which impacts the annual cycle of the GW drag, and makes the GWs respond to the changing climate. These issues are addressed using the Laboratoire de M et eorologie Dynamique Zoom (LMDz) climate model, showing first a climatology of the middle atmosphere in the presence of nonorographic GW sources. The model performance is comparable with that documented in earlier model versions, illustrating that there are no major difficulties in including nonorographic GW sources in models. A twin experiment where the parameterization of GWs has no link with the nonorographic sources is also performed. Provided that in the twin experiment the launched GW stress is very intermittent, its climatology compares reasonably well with the experiment with sources. This illustrates that GW intermittency is a key factor in GW dynamics, but also that the dynamical filtering of the waves by the background flow strongly modulates the significance of the sources. Some impacts of having GW sources on the annual cycle of the zonal mean circulation of the middle atmosphere are nevertheless evident. In a changing climate, the impact of introducing GW sources also seems to be substantially mitigated by the dynamical filtering. The experiments and diagnostics are nevertheless limited in time and to the averaged climatology, respectively, calling for longer tests to measure the impacts on the atmospheric low frequency variability.
Introduction
The representation of gravity waves (GW) is critical for the proper representation of the circulations of both the troposphere and the middle atmosphere in general circulation models (GCM). Orographic GWs were the first to be parameterized, their effects helping to reduce biases in the upper tropospheric and lower stratospheric jets [e.g., Palmer et al., 1986; McFarlane, 1987; Lott, 1999] . Nonorographic GWs have been incorporated thereafter, aiming at reducing very large biases in the stratosphere and mesosphere [e.g., Manzini et al., 1997; Sassi et al., 2002; Lott et al., 2005] .
Contrarily to the orographic GWs, for which the source mechanisms are relatively well understood, the mechanisms exciting the nonorographic GWs are less evident [Fritts and Alexander, 2003] . For this reason, early parameterizations of the nonorographic GWs have no relation with their sources. Among these parameterizations, the so-called ''globally spectral'' ones [Hines, 1997; Warner and McIntyre, 1996] assume that the GWs follow a saturated spectra, somehow in agreement with observations [Fritts, 1989, and references therein] . The good performance of the models that use these schemes [e.g., Lott et al., 2005 , and references therein] witnesses that, for gravity waves, the dynamical filtering due to the air density decrease with altitude and the vertical variations of the large scale winds play a central role determining the GW drag (GWD). The globally spectral schemes are also used for the practical reason that they permit the treatment of a large ensemble of waves at a reasonable numerical cost. Nevertheless, the absence of sources in GW parameterizations limit their potential calibration with the growing number of in situ and satellite observations, and is maybe a cause for systematic errors, at least in the Southern Hemisphere spring [McLandress et al.,Schirber et al., 2014; Bushell et al., 2015] and by fronts [Rind et al., 1988; Charron and Manzini, 2002; Richter et al., 2010] or planetary wave breaking [Z€ ulicke and Peters, 2008] . Many of these parameterizations prefer to adopt a ''multiwave'' approach rather than a globally spectral one to treat the GWs. For the convective waves this is because it is quite easy to include a diabatic heating into a GW linear equation, and for the fronts an ageostrophic momentum forcing could play a similar role. This is the approach followed by the parameterizations that evaluate a frontogenesis function to identify where the GWs are excited [Rind et al., 1988; Charron and Manzini, 2002; Richter et al., 2010] , a step that is quite demanding technically. For this reason, and also because there are no closed theories relating such an ''ageostrophic forcing'' to the GWs potentially produced, de la C amara and Lott [2015] use a simple relation between GWs and fronts that is based on theoretical results on GW emission from potential vorticity anomalies in sheared flows [Lott et al., 2010 [Lott et al., , 2012a . Interestingly, de la C amara et al. [2016] have recently demonstrated that the GW intermittency resulting from the introduction of sources (convection and fronts) is significant to predict well the timing of the Southern Hemisphere stratospheric final warming. It is also worthwhile to recall that by using stochastic techniques, the multiwave methods can be made much more computationally efficient than initially thought (see discussions in Eckermann [2011] and Lott et al. [2012b] ).
A fundamental motivation to relate the GWs to their potential sources is that these sources can have an annual cycle and change when the climate changes. It is therefore important to test if this can affect the model annual cycle in the middle atmosphere and to analyze if the changes in the GW sources impact the prediction of the future climate. To have a more thorough understanding of their impact, a longer term objective is to include the GW sources in some of the models participating in the next climate model intercomparison project (CMIP6). This is the approach followed by the Laboratoire de M et eorologie Dynamique Zoom (LMDz) GCM where all the parameterized GWs will be related to their sources, e.g., mountains, convection and fronts. This is in opposition with CMIP5 [Lott et al., 2005] , where the LMDz model used the Hines [1997] globally spectral scheme to parameterize the nonorographic GWs. The first purpose of this paper is therefore to carefully analyze the model middle atmospheric climate and variability, and to see if the frontal and convective GWs can do at least as well as the Hines [1997] uniform background of waves. The second is to start testing if having time and space varying sources influences the troposphere and middle atmosphere climate.
The paper is organized as follows. Section 2 presents the LMDz model and summarizes the source-related GW parameterizations. Section 3 validates the model climatology and variability of the middle atmosphere against the European Centre for Middle-range Weather Forecast Interim Reanalysis (ERA-Interim), while section 4 addresses the impact of introducing nonorographic GW sources in the parameterizations. The main conclusions are given in section 5.
Model Description
The version of LMDz we use has a 3.758 3 1.8758 longitude-latitude grid, and 71 levels in the vertical with the top at 0.01 hPa. Its vertical resolution is around 1 km in the lower stratosphere. The results shown are from a 20 year simulation (referred to as CONTROL), forced with climatological fields of sea surface temperature, sea ice, soil temperature and composition over land. These climatological fields are averages over the period , as are the ozone fields, which are those predicted by the LMDz-Reprobus coupled climate-chemistry model [Jourdain et al., 2008] .
Gravity Wave Drag Parameterizations
LMDz uses three distinct GWD parameterizations that account for GWs generated by topography [Lott, 1999] , convection , and fronts [de la C amara and Lott, 2015] . The parameterizations of nonorographic GWs are based on the stochastic approach introduced by Eckermann [2011] and Lott et al. [2012b] , and consists in sampling randomly the GW spectrum by launching 8 monochromatic waves at each grid point and ''physical'' time step (e.g., every 30 min). The waves chosen are purely zonal, and their zonal wavenumber k is chosen randomly between two extrema corresponding to wavelength between 1 km and 300 km and using a uniform statistics. The phase speed is chosen randomly according to a Gaussian distribution with 40 mÁs -1 standard deviation and centered on the wind velocity at the emission level (500 hPa for convective waves, 900 hPa for frontal waves).
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As the sensitivity to the nonorographic sources is our first objective, we next recall how this is done in LMDz (for the other aspects, like the treatment of the breaking, or the statistical superposition of the waves see Lott and Guez [2013] and de la C amara and Lott [2015] 
where q r is the density at a reference level, G c0 is a tunable, dimensionless parameter of order 1 (we take ; G c0 51:75), Dz a tunable characteristic depth of the heating source (we take Dz51 km), R is the ideal gas constant, L W is the latent heat of condensation, H 5 7 km is the stratospheric scale height, c p is the specific heat at constant pressure,k is the horizontal wavenumber vector, m is the vertical wavenumber (m 2 5N 2 jkj 2 =X 2 ), N is the buoyancy frequency, X5x2k ÁŨ is the intrinsic frequency (with x the groundbased frequency, andŨ the horizontal wind vector), and P is the grid-scale precipitation. Therefore, equation (1) translates the gridscale precipitation into a subgrid scale GW stress.
For frontal waves, the emitted GW stress is [see de la C amara and Lott, 2015] :
where z top is the top of the model, G f 0 is a tunable, dimensionless parameter of order 1 (we take G f 0 52), dz is a typical vertical depth of the vorticity anomaly (set to 1 km), f is the Coriolis parameter, q 0 5q r e 2z=H is the reference state density, f is the grid-scale relative vorticity, and U z is the vertical shear. As we see equation (2) translates the resolved dynamics (gridscale vorticity and stability conditions) into a subgrid scale GW stress. Figure 1 shows the annual cycle of eastward and westward momentum flux (MF) at the launching altitude (i.e., convective GW stress at 500 hPa plus frontal GW stress at 900 hPa), 100 hPa and 1 hPa. At the level of emission (Figures 1e and 1f) , the band of high MF in the tropics is due to the convectively generated GWs. The bands in the midlatitudes of both hemispheres are mainly due to frontal GWs, although convective GWs also contribute. The emitted MF is almost similar in amplitude for eastward and westward MF, and both exhibit a pronounced annual cycle. The tropical band migrates northward and gets stronger during the northern summer, consistent with the behavior of precipitation in the model (not shown). In the midlatitudes, the emitted MF is weaker than in the tropics and presents higher values in winter of both hemispheres, consistent with stronger baroclinicity.
Characteristics of the Nonorographic gravity waves
The effect of wind filtering on the GW propagation is evident, the MF getting smaller and smaller when entering the stratosphere at 100 hPa and the mesosphere at 1 hPa. At 100 hPa (Figures 1c and 1d) , the MF still has some pattern similarities with the emitted MF, although the wind filtering modulates the annual cycle. At 1 hPa (Figures 1a and 1b ) the tropical band has been filtered out to a large extent. In the extratropics, while the annual cycle pattern of westward MF somehow resembles that of the emitted flux, the pattern of eastward fluxes is almost in phase opposition with that emitted, presenting larger values during the summer months in both hemispheres.
It is interesting to compare the GW stress at 100 hPa with the results of Richter et al. [2010] , where the authors show similar plots for convective and frontal GW stresses separately at 100 hPa in WACCM3.5 (their Figures 2 and 3) . The annual cycle of the GW stress in the tropics (Figures 1c and 1d ) resembles the convective GW stress in Richter et al. [2010] , but the magnitude in our model is smaller by a factor of 2. At mid-tohigh latitudes, the GW stress at 100 hPa is also qualitatively similar to the frontal GW stress in Richter et al. [2010] , and this time the magnitude is smaller in our scheme by a factor of $1.5. Such differences in stress amplitude are not surprising given that the two models are very different, and most of all the WACCM model top (0.0001 hPa) is much higher than the LMDz model top (0.01 hPa), meaning that a given stress can give much larger drag near the top in the first model than in the second. This can yield modelers to tune the launched GW stress to control the drag amplitude near the model top.
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DE LA C Figure 2 presents the drag imposed on the mean flow by the frontal, convective, and orographic GW parameterizations for DJF and JJA. Frontal GWs are the main contributor to the total GWD in the southern extratropics in both seasons, with peak values larger than 621 mÁs 21 Ád -1 near 608S at mesospheric levels above 0.1 hPa. Convective GWD is weaker than the frontal drag in the extratropics, but it presents relative maxima (about 63-6 mÁs 21 Ád -1 ) near 508 latitude in both hemispheres at the highest altitudes of the model, presumably associated with the location of the storm tracks. The strong dissipation of MF in the tropics between 100 and 1 hPa described in Figure 1 is not evident here due to density effects, i.e., the drag is proportional to the the vertical divergence of the momentum flux and inversely proportional to density. Orographic GWD is mainly active in northern winter extratropical stratosphere, reaching 29 mÁs 21 Ád -1 at 0.1 hPa.
3. Mean Climate and Variability of the Middle Atmosphere 3.1. Zonal Mean Climate As this paper focuses on the impact of including sources in the nonorographic GWD schemes, we have tuned these parameterizations to ensure that LMDz has a climatology at least comparable to that documented in its previous stratospheric version [Lott et al., 2005] . As we shall see, the improvements in some places are obvious, like in the QBO region, whereas in the midlatitudes the effects are more neutral. Note that having a model version with GW sources and a QBO but without degrading the model in other places was an implicit objective of the present study.
To illustrate this, Figure 3 shows the seasonal averages of zonal-mean zonal wind profiles. It shows welldefined polar night jets in the solstices with values up to 40 and 85 mÁs -1 in the boreal and austral jet cores, respectively. The summer easterly jets present maximum values of 270 mÁs -1 in the subtropics at around 1 hPa, and the winds show transition conditions in the equinoxes. These zonal mean winds compare well with those corresponding to an earlier model version [Lott et al., 2005, Figure 3 ], but some biases that were present in the previous version of the model remain. When compared to ERAI in Figure 4 we see that the largest biases in the model are in the summer easterly jets, with winds 20 mÁs -1 stronger in LMDz than in ERAI. Also, the SH easterly jet in DJF splits into two parts ( Figure 3a ). The strength of the polar night jet is comparable in the two data sets, although the boreal jet in LMDz is weaker than in ERAI in the upper stratosphere and lower mesosphere. This is more clearly seen in Figure 5 , which specifically shows the wind speed in the jet core and its latitudinal position as a function of height during the northern and southern winters (note that Figures 5 and 6 include results for GWLOG, which will be discussed in section 4). The latitudinal tilt of the jets with altitude is well captured, with the exception of the southern jet in JJA. This bias is common to most climate models [Butchart et al., 2011] . The model performance in MAM and SON shows good agreement with ERAI ( Figures 3 and 4) .
To complete the description of the zonal mean circulation, the contours in Figure 3 display the mass streamfunction in CONTROL, representing the residual mean meridional circulation W
where q 
GW SOURCES IMPACTS ON MIDDLE ATMOSPHERE
In DJF and JJA (Figure 3c ), the main circulation cell presents upward motions in the tropics, extending to the summer hemisphere, that reach mesospheric altitudes, and downward motions in the winter high latitudes. The meridional motion in the mesosphere above 1 hPa is responsible for the dynamical maintenance of winter pole temperatures much warmer than summer pole temperatures in the mesosphere (not shown). A secondary, shallow circulation cell can also be seen in the summer hemisphere lower stratosphere. All these features compare well with ERAI ( Figure 4 ). During MAM and SON the circulation cells grow deeper in the autumn and shallower in the spring hemispheres, in good agreement with the reanalysis. 
Interannual Variability
To analyze the simulated variability, Figure 6 shows the amplitude and latitudinal location of maximum interannual variability of the polar night jets as a function of height, for CONTROL and ERAI. For the Northern Hemisphere (NH) winter, the amplitude of the maximum variability is well represented below 1 hPa as compared to ERAI, but the model underestimates it in the lower mesosphere ( Figure 6a ). The latitudinal location of this variability is not so well represented (Figure 6b ). While in ERAI the position tilts equatorward with height between 30 and 1 hPa, in LMDz it tilts poleward. This bias is common to many climate models, and needs further investigation [Butchart et al., 2011] . For the Southern Hemisphere (SH) winter, the comparison to ERAI provides similar conclusions. A slight equatorward tilt with height of the maximum variability does appear in CONTROL below 1 hPa, but with a much steeper slope than in ERAI. The maximum variability is 10-208 poleward in CONTROL as compared to ERAI, possibly due to differences in the locations of the jet core (Figure 5d ).
A complementary view of the interannual variability is given by the time series of polar temperature in both hemispheres (at 858 latitude) at 10 hPa in Figure 7 . The seasonal evolution and variability, as well as the interhemispheric contrasts, are generally well captured. However the model presents too much variability, as evidenced by sporadic warmings in October and November in the North Pole (Figure 7a ), or the spread in temperatures in the South Pole during the austral winter/spring that are not present in the ERAI data. Figure  8 further shows an histogram of frequencies of major sudden warmings (MSW) in the NH for both CONTROL and ERAI, sorted by winter month. We have followed the method by Charlton and Polvani [2007] to identify these events. The frequency of events is higher in CONTROL than in ERAI (0.76/year versus 0.67/year), confirming larger simulated variability. Importantly, the intraseasonal In the tropical lower stratosphere, the QBO dominates the interannual variability of the zonal winds. Figure  9 shows the zonal winds at the Equator as a function of time and height. The model internally generates a QBO with an average period of 28 months that closely matches that in ERAI (27 months). Yet there are some discrepancies between the model and the reanalysis in Figure 9 , such as wind velocities that are up to 10 mÁs -1 weaker in the model, especially during the westward phase. Also the QBO in CONTROL does not descend as low as it does in ERAI, and it lacks the westerlies stalling that often occurs below 30 hPa (see e.g., the years 2009-2010 in Figure 9b ). The causes are multiple, but we suspect that the underestimation of the slow Kelvin waves in LMDz might play a significant role [Maury et al., 2013] . A finer vertical resolution in the lower stratosphere (1 km in this model version) might also contribute to improve the QBO simulation especially at lower levels [see Anstey et al., 2016] . The reader is referred to Lott and Guez [2013] for further details on the simulation of the QBO in LMDz and the comparison with observations. For completeness, we recall here that the QBO was absent in Lott et al. [2005] .
Impact of Source-Varying GWD Parameterizations
In this section we evaluate the impact of including sources of nonorographic gravity waves (NGW). First, we describe the twin experiments performed, and then we will present the results, with the focus on 
Model Experiments
Recent studies have shown that linking the parameterized GW amplitudes to their nonorographic sources naturally produces intermittent MFs, the probability density function of absolute momentum fluxes fitting a lognormal distribution [de la C amara et al., 2014; de la C amara and Lott, 2015; Stephan and Alexander, 2015] . These studies also suggest that the NGW intermittency can help reduce model biases, simply because for a given averaged launched momentum flux, few large amplitude waves break at lower altitude than a large number of small amplitude waves. Therefore, to evaluate the role of the NGW sources specifically, we next replace the source terms in the convective and frontal schemes (i.e., the P 2 and f 2 terms in equations (1) and (2)) by random numbers produced by a lognormal distribution. The characteristics of the distribution are tuned to obtain a reasonable zonal mean climatology (see next section). This run is referred to as GWLOG. We also apply a latitudinal weighting in the modified convective GW scheme to launch larger stress in the tropics and help generate a QBO. Specifically, the latitudinal weighting function chosen is f w ð/Þ5ð0:15sin 2 2/11:1cos 30 /Þ. This function has a narrow maximum at the equator and two secondary peaks at 458 latitude, qualitatively mimicking the averaged latitudinal distribution of precipitation [e.g., Lott and Guez, 2013] . The magnitudes of the maxima have been chosen ad hoc to obtain a reasonable climatology (see next section).
A different potential impact of having source-related NGW schemes is that parameterized wave amplitudes will change if climate changes. To investigate this point, we perform two additional experiments. First we make a 20 year experiment, named 4xCONTROL, where the GW specifications are as in CONTROL, but increasing the CO 2 concentrations by a factor of four, and by adding everywhere 4 K to the prescribed SST. Second we make another 20 year experiment, named 4xGWLOG, similar to 4xCONTROL but using the GW specifications of GWLOG.
Climatology of the Simulation Without GW Sources
To make a fair comparison between the simulations with and without NGW sources we have tried to make them as close as possible in terms of the GW drag in the midlatitudes, the middle atmosphere jets in the midlatitudes and subtropics, and the QBO in the tropical lower stratosphere. Figure 10 displays the nonorographic GWD for DJF and JJA in the CONTROL and GWLOG runs. The lognormal distributions of emitted GW stress used in GWLOG provide GWD profiles qualitatively similar to those in CONTROL. Gravity wave drag values larger than 63 mÁs 21 Ád -1 are found above 1 hPa in the mesosphere of the two runs. Quantitatively, the drag in CONTROL is slightly weaker than in GWLOG, particularly in the summer hemisphere.
Concerning the impacts on the mean climate, we return to Figure 5 that shows the strength and location of the wintertime polar jets in GWLOG. The zonal mean climate of GWLOG is comparable to that of CON-TROL during the solstices. Although the panels in Figure 5 focus on the winter westerly jets, essentially because the GW parameterizations are first intended to improve them, it is important to say that similarities are found in the midlatitudes during other seasons. Beyond the zonal means, it is much more difficult to control the variability, as illustrated in Figure 6 where the variability of the jet in GWLOG is also shown. The most notorious differences appear in the SH, such as larger variability of the jet in GWLOG (Figure 6c) , and the absence of the equatorward tilt with height in the jet variability below 1 hPa (Figure 6d ).
Impact on the Annual Cycle
We showed in Figure 1 that the GW stress emitted in CONTROL presents a strong annual cycle, presumably due to the annual cycle of the GW sources activity. Figure 11 presents the eastward and westward NGW stress as a function of latitude and time of the year for GWLOG. As expected, a very weak seasonality appears at the altitude of emission since NGW sources are not considered in this run. At 100 hPa, seasonal differences start to show up, and at 1 hPa a strong annual cycle is present due to momentum flux dissipation. We can now compare this performance in GWLOG with that in CONTROL (Figure 1 ). At 1 hPa both eastward and westward momentum fluxes are very similar in magnitude and seasonal evolution in both runs. This contrasts with the stress at 100 hPa, where the annual cycle is much stronger and peak values are much larger for CONTROL than for GWLOG, specially for the westward direction (e.g., 2.1 versus 1.2 mPa at $508S in August). It can be interpreted then that the GW stress entering the mesosphere in our simulations is only weakly dependent on the seasonal cycle of the stress at lower altitudes, and in particular on the seasonal cycle introduced by the GW sources. On the other hand, this implies a distinct momentum flux dissipation in the stratosphere between these two runs, which may result in differences of GW drag in the stratosphere.
In terms of nonorographic GW drag, the difference between CONTROL and GWLOG is also significant as illustrate the Figures 12a and 12b where the annual cycle of the drag averaged for the northern (508N-808N) and southern (508S-808S) high latitudes, are shown. In the NH (Figure 12a ), there is a band of negative differences in the lowermost stratosphere during the whole year, perhaps pointing to larger westward net stress emitted (i.e., producing a negative drag) in CONTROL than in GWLOG. Above 50 hPa, a marked seasonal cycle appears, with positive differences during summer and negative during winter, changing sign in the mesosphere above 0.5 hPa. In the SH (Figure 12b ), there is a noticeable annual cycle in the drag up to 0.1 hPa, with positive differences in summer and negative in winter. The magnitude is also small, reaching up to 20.3 mÁs 21 Ád -1 in the upper stratosphere in JJA. The negative differences during the summer months descend throughout the season and reach the lower stratosphere by September.
The impact of the GW seasonality on the annual cycle of the zonal winds at midlatitudes is not very significant, consistently with the fact that we tuned GWLOG with this objective (see supporting information). The situation is somehow different if we look at the Brewer-Dobson circulation, as we show below. To evaluate 
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DE LA C AMARA ET AL. GW SOURCES IMPACTS ON MIDDLE ATMOSPHEREthe impact of the GWs on the Brewer-Dobson circulation we use the TEM formalism, where the zonal momentum equation is given by [Andrews et al., 1987] :
and where ð v Ã ; w Ã Þ are the meridional and vertical components of the TEM residual circulation,f 5f 2
with f the Coriolis parameter, DF 5r ÁF q 0 a cos / is the force applied by the resolved waves withF the Eliassen-Palm (EP) flux, and X is the force applied by unresolved processes (in our case the parameterized gravity wave drag). In equation (5), the left-hand terms represent the circulation response to the forcing applied by the right-hand terms. We next evaluate the vertical motion over the high latitudes (i.e., downwelling), focusing on the possible response of the mean meridional circulation to the NGW drag differences between CONTROL and GWLOG. Following Randel et al. [2002] and Abalos et al. [2012] , we combine equation (5) and the TEM continuity equation [Andrews et al., 1987] to derive the vertical component of the residual circulation:
w
We take / 1 560 N, / 2 580 N for the NH, and / 1 580 S, / 2 560 S for the SH. Note that the forcing from the total GW drag (orographic plus nonorographic, i.e., X ) is explicitly taken into account in equation (6). 
GW SOURCES IMPACTS ON MIDDLE ATMOSPHERE
The panels in the second row of Figure 12 show the annual evolution of the differences of w Ã m in the northern and southern high-latitudes. In the NH (Figure 12c) , the pattern is similar to that of the NGWD ( Figure  12a ). The fact that the patterns in w Ã m are found at lower altitudes than those in the NGWD is consistent with equation (6), which links the vertical motion to the drag at that level and above. We see positive differences in the winter mesosphere and negative differences in the summer mesosphere (note that the regions of statistical significant differences are somewhat limited). This means that the amplitude of the annual cycle of w Ã m is around 10% weaker in CONTROL than in GWLOG in the mesosphere, and around 10% stronger in the lower stratosphere (note that in the lower stratosphere the value is not statistically significant). In the SH, the differences in w Ã m do not present a clear pattern and are barely significant. To address whether the w Ã m differences in the NH between CONTROL and GWLOG emerge from the NGWD differences, we evaluate separately the contributions from the NGWD and from the resolved forcing (i.e., DF in equation (5)) to the vertical component of the residual circulation [Haynes et al., 1991] . We do so by computing w 
and using the divergence of the EP flux alone (i.e., w
The corresponding plots for w Ã m;NGWD and w Ã m;DF are shown in the third and bottom rows, respectively, of Figure 12 . In the NH, the main contribution to the change in vertical motion is due to the changes in NGWD (Figure 12e ). The differences in w (Figures 12b and 12f) . Interestingly, the residual circulation induced by the resolved forcing opposes almost exactly (Figure 12h ) that induced by the NGWD, resulting in the insignificant w Ã m differences in the SH. We interpret that in the NH the amplitude and variability of the resolved waves are sufficiently large not to be sensitive to the rather small differences in the annual cycle of the NGWD. In contrast, in the SH the amplitude and variability of the resolved waves are not as large, and they respond compensating the forcing from the parameterized NGWs.
Impact on a Warmer Climate
In this section we analyze the potential impact of NGW with source-depending amplitudes on a warmer climate. Figure 13 displays sea level pressure (SLP) differences 4xCONTROL-CONTROL and 4xGWLOG-GWLOG, in DJF (NH) and SON (SH). The tropospheric circulation response to warmer conditions reinforces the Figure 14 shows the difference between 4xCONTROL and CONTROL in eastward and westward stress at the launching altitude, 100 and 1 hPa. Interesting features emerge in this figure. At the launching level ( Figures  14e and 14f) , there is a poleward shift of the latitude bands with maximum stress in the extratropics of both hemispheres. This is consistent with the intensification of the circulation described in Figure 13 , and with the projected poleward shift in the storm tracks [Scaife et al., 2012] . It can also be seen that the annual cycle intensifies. The poleward shift is also present at 100 hPa (Figures 14c and 14d) , where the extratropical annual cycle is notably enhanced, particularly for the westward stress. At 1 hPa (Figures 14a and 14b) , there is a weak reduction in eastward stress, and the enhanced annual cycle in the SH westward stress is collocated with the maximum stress in CONTROL (Figure 1b) . Figure 15 shows the corresponding plots for the difference between 4xGWLOG and GWLOG, where we can look into the effect of wind filtering alone. At the launching level (Figures 15e and 15f) , there is again a poleward shift. However, there is practically no signal of an annual cycle. This implies that the enhanced annual cycle in 4xCONTROL is due to changes in the strength of GW sources, while the poleward shift is due to a We next analyze the potential impact of triggering GWs from their sources on the seasonal cycle of the downwelling branches of the Brewer-Dobson circulation in a warmer climate. Figure 16 presents similar plots as Figure 12 , but for the difference 4xCONTROL minus 4xGWLOG. The change in the NGW drag induced by linking the wave amplitude to their sources is very similar in warmer and in present climate conditions in both structure and magnitude (compare Figures 16a and 16b and Figures 12a and 12b ). This similarity appears also in the w (Figure 16c ). We can then conclude that the self-adjustment of parameterized NGW amplitudes to climatological changes in the sources has a minor effect on the induced middle-atmospheric circulation changes in a warmer climate. We have just discussed the impact on the extra-tropical downwelling because we find it to be the most sensitive aspect of the midlatitude circulation to respond to the GWs annual cycle. We nevertheless verified that this conclusion also applies to the zonal winds, and found that the differences between 4xCONTROL and 4XGWLOG in zonal mean zonal winds are almost identical to those betwen CONTROL and GWLOG (not shown but see supporting information). 
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In the tropics, the situation is not as clear, and it is more difficult to deliver a clear message. We find significant changes in the amplitude and period of the QBO between 4xCONTROL and 4xGWLOG. In both runs the QBO period decreases drastically and the amplitude of the eastward phase is reduced. Also, in 4xGWLOG the oscillation of the winds is lost below 20 hPa, remaining in westward phase (see supporting information). Nonetheless, different settings and tuning of a given parameterization may have differentand somewhat inconsistent-QBO responses in simulations of a warmer climate [Schirber et al., 2015] , so we do not consider that those changes be due to a crucial role of the GW sources.
Summary and Concluding Remarks
In this work, we have presented the mean climate and variability of the middle atmosphere in the new version of the LMDz general circulation model. A novel characteristic of LMDz is that it includes a set of gravity wave parameterizations where the emitted stress is linked to the source characteristics, namely flow over topography, convection, and fronts and jet imbalances. In general, LMDz with source-related GWD (i.e., CONTROL) shows good climatology and interannual variability as compared to ERA-Interim. Some wellknown biases persist, as the lack of an equatorward tilt with height of the southern stratospheric polar night jet, and too strong summer easterly jets in both hemispheres. The model presents good statistics of sudden stratospheric warmings, and internally generates a QBO in the tropical stratosphere with reasonable amplitude and mean period, as described in more detail by Lott and Guez [2013] .
There are two major features that are reproduced in nonorographic GW parameterizations when the launched stress is tied to the intensity of the sources. The first one is a realistic representation of momentum flux intermittency; the second one is an annual cycle of the stress due to that in the GW sources.
Regarding the reproduction of momentum flux intermittency, de la C amara et al. [2016] have shown that it is a crucial factor in order to simulate the stratospheric final warming in the SH with a realistic timing. In the present paper, we investigate the possible impact of the source-induced GW stress annual cycle on the middle atmospheric circulation. For this, we have conducted additional experiments in which the intermittency is prescribed, but the launched GW stress is uncoupled from the sources (i.e., GWLOG).
Our results show that including GW sources changes the seasonality of the middle atmospheric GW drag. The seasonality of the GW stress is filtered out quite rapidly with altitude, and a quite reasonable midlatitude climate can be obtained with a scheme without sources and prescribing the GW intermittency.
Regarding the global Brewer-Dobson circulation, the GWD differences between CONTROL and GWLOG lead to changes in the seasonality of the Brewer-Dobson circulation that can be up to 10% in the NH, while in the SH the GWD variations are compensated by the resolved wave forcing. Our warmer climate simulations show that the GWD has a stronger seasonality when linked to the GW sources, but we do not find any dramatic amplification of climate change in the troposphere or the stratosphere due to the changes in nonorographic GWD specification. This result is consistent with Sigmond and Scinocca [2010] , who found that the influence of the basic state on the circulation response to a warmer climate is much larger than the influence of changes in the orographic GW drag. Our conclusions here are nevertheless based on a limited set of experiments, concerning zonal and time mean diagnostics. The results we find regarding the midlatitude variability seem to indicate a stronger sensitivity to the GW annual cycle. Longer runs are needed to address this issue in present and future climate.
