New comparison theorem for the nonlinear multisplitting relaxation method for the nonlinear complementarity problems  by Bai, Zhong-Zhi
Pergamon 
Computers Math. Applic. Vol. 32, No. 4, pp. 41-48, 1996 
Copyright©1996 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
S0898.1221(96)00123.X 0898-1221/96 $15.00 + 0.00 
New Comparison Theorem for the 
Nonlinear Multisplitt ing Relaxation Method for 
the Nonlinear Complementarity Problems 
ZHONG-ZHI  BAI  
State Key Laboratory of Scientific/Engineering Computing 
Institute of Computational Mathematics and Scientific/Engineering Computing 
Chinese Academy of Sciences, P.O. Box 2719 
Beijing 100080, P.R. China 
(Received March 1996; accepted April 1996) 
Abst rac t - -A  new comparison theorem on the monotone convergence rates of the parallel non- 
linear multisplitting accelerated overrelaxation (AOR) method for solving the large scale nonlinear 
complementarity problem is established. Thus, the monotone convergence theory of this class of 
method is completed. 
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1. INTRODUCTION 
Let R n denote Euclidean n-space, (*, *) the usual inner product, and R~_ the set of x in R n with 
x _> 0 in the componentwise ordering. Then given F : R n ~ R n, the nonlinear complementarity 
problem (NCP) consists of finding an x* _> 0 such that 
F(x*) > O, (x*, F(x*)) = 0. (1.1) 
This problem has received a great deal of attention, and there has been a lot of research on 
the existence and uniqueness of its solution, as well as applicable numerical methods for get- 
ting its approximated solution by serial computers. Recently, by making use of the nonlinear 
multisplitting methodology and the accelerated overrelaxation (AOR) technique, Bai [1] set up 
a class of parallel nonlinear elaxation methods for solving the NCP (1.1) on the SIMD multi- 
processor systems. This class of methods has strong parallel computational function, and covers 
a series of important nonlinear multisplitting relaxation methods, such as the nonlinear multi- 
splitting Gauss-Seidel method and the nonlinear multisplitting SOR method. Moreover, it affords 
a general method model for us to discuss systematically the nonlinear multisplitting relaxation 
iterations for the NCP (1.1). For the important Z-function class as well as the M-function class, 
the monotone and the global convergence theories of this class of parallel nonlinear multisplitting 
relaxation methods were well established, and the different convergence properties of it resulting 
from different choices of the relaxation parameters were investigated in detail. 
In this paper, we are going to study further the monotone convergence rate of the aforemen- 
tioned nonlinear multisplitting relaxation method. By meticulously analyzing the inner charac- 
terization of this meaningful method, we reveal not only that increasing the relaxation parameters 
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can accelerate its convergence rate, but also that different nonlinear multisplittings can result 
in its different convergence behaviours. Thereby, this new conclusion covers and extends thor- 
oughly the existing one given in [1], and completes the monotone convergence theory of the 
parallel nonlinear multisplitting relaxation method for the NCP (1.1), also. 
2. THE NONLINEAR MULT ISPL ITT ING AOR METHOD 
Throughout his paper, the mth component of a column vector x • R n is denoted by xm and 
e m represents the mth unit basis vector of R n for m = 1(1)n. The natural partial ordering "_" 
and "<" on R n are to be understood component-wise. 
For i = 1 ,2 , . . . ,a  (a _< n, an integer), let Ji be a nonempty subset of the set (1 ,2 , . . . ,n}  
satisfying Ui= 1c~ j.i -- {1, 2, . .., n}, and Ei = diag(e~ i), e(0,. .., e~ )) • L(R  n) be a nonnegatively 
diagonal matrix defined by 
e~) = { e~)> 0, for m • Ji, 
- ~ = 1(1)n, 
0, for m ¢ Ji, 
with ~-~a=l Ei = I ( I  • L (R  n) the identity matrix). It is worth mentioning that there may be 
overlappings among these subsets Ji (i = 1, 2 , . . . ,  a). 
Consider the nonlinear mapping F : R n ~ R n. For i = 1, 2 , . . . ,  c~, if there exists a mapping 
f(i) : R n x R n ~ R n such that f(~)(x;x) = F (x )  for all x • R '~, then the collection of pairs 
(f(0, Ei) (i = 1, 2,. . .  ,a)  is called a nonlinear multisplitting of the mapping F. Making use 
of the above concepts, we can now describe the parallel nonlinear multisplitting AOR method 
(NMAOR(r, w)-method) established in [1] for solving the NCP (1.1) as follows. 
METHOD. Let D = {x • R?~ [ F (x )  >_ 0} be the feasible set of the NCP (1.1). Given a starting 
vector x ° • D, for p = O, 1, 2 , . . . ,  compute 
xPTI~ (~llTI,xPT1,...,xP+I) T, 
through 
xPm+l = A-~J-~e(i)xP'im m,  m= 1(1)n, (2.1) 
i=1 
with -P'~ the m th element of x p,i, satisfying ilJ?yg , 
S max{0, wx~ i+(1 -w)xpm},  fo rm•J i ,  
(2.2) 
x~,  for m ¢ J~, 
where w • (0 ,~)  is an acceleration factor. For each i • {1,2 . . . . .  a )  and each index m • Ji, 
X~ ~ = O is set if 
. . . .  ~P~_I ,  0, XPrn+i, . . O; (2.3)  
otherwise, x~' is taken as a solution of the nonlinear equation 
$2 ) (zp;~,~,.  ~,~ ~,~ z p ,z~) 
• " ,~Vm- l ,~m , re+l , ' ' "  
Here for i = 1,2, . . .  ,a, 
x ~'~ (~p,~ ~p,~ )T  = ~,~1 ,~2 . . . . .  ~'~ , 
and the mth element x~ of ~p,i is determined by 
• S max{O, rx~Pn~'-b (1 - r )x~},  
l Xnm, 
= 0. (2.4) 
for m E Ji, 
(2.5) 
for m C J~, 
while r E [0, oo) is a relaxation factor. 
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To review the monotone convergence theory of the NMAOR(r, w)-method established in [1], we 
first recall that the nonlinear mapping F(x )  from R n into R n with components Fro(x) (m = l(1)n) 
is called off-diagonally antitone on R" if for all x 6 R n and m # j ,  m, j  = l(1)n, the scalar 
functions qOmj(t) : R 1 -* R 1 defined by ~mj(t) = Fm(x + teJ) are nonincreasing; (strictly) 
diagonally isotone on R n if for all x 6 R n and m = l(1)n the scalar functions ~mm : R 1 --* R 1 
defined by ~mm(t) = Fm(x + te m) are (increasing) nondecreasing; surjectively diagonally isotone 
on R n if for all x • R n the scalar functions ~omm (m = l(1)n) are surjective and F is strictly 
diagonally isotone on R n. The mapping F : R n ~ R n is said to be a Z-function if it is off- 
diagonally antitone on Rn; an M-function if it is a Z-function as well as inverse isotone on R n, 
i.e., for any x, y • R n, F (x )  <_ F(y)  implies x <_ y. Evidently, a continuous, urjective and inverse 
isotone mapping F : R n ~ R n is a homeomorphism from R ~ onto F(Rn) .  
The following monotone and global convergence characterizations about the NMAOR(r,w)- 
method have been proven in [1] by technically using the induction. 
THEOREM A. Let (f(i), Ei) (i = 1, 2 . . . .  , a) be a nonlinear multisplitt ing of the nonlinear map- 
ping F : R n --~ R n. Suppose that for each i • {1,2, . . . ,a},  f(~)(x;y) : R"  x R n --, R n is 
continuous, antitone for x on R n, off-diagonally antitone and strictly diagonally isotone for y 
on R n. Assume that the relaxation parameters r and w sat/sly 0 _< r < 1 and 0 < ~ <_ 1. 
I f  the feasible set D of the NCP (1.1) is nonempty, then the sequence {x p} generated by the 
NMAOR(r ,  w) -method is well defined on R~_ and satisfies 
(a) 0 <_ x p+I < xv; 
(b) limp-.oo x p = x*, 0 < x* < x°; 
(c) x* is a solution of the NCP (1.1); 
(d) for any solution y* of  the NCP (1.1), ifO <_ y* <_ x °, then y* <_ x*; 
(e) for any fixed r, the increment of  w will result in the speedup of the convergence rate of 
the method. 
Moreover, if F(0) < 0, then F(x*)  = O, and if  F : R n --* R n is surjective, inverse isotone and 
for each i • {1, 2 , . . . ,  a}, f(i) (x; y) : R n x R n -~ R n is surjectively diagonally isotone for y on R n, 
then any sequence generated by the NMAOR(r ,w) -method  starting from any x ° • D converges 
to the unique solution x* of  the NCP (1.1). 
3. NEW COMPARISON THEOREM 
As a preliminary, we initially verify the following property of the iterative sequence generated 
by the NMAOR(r, oJ)-method. 
THEOREM B. Let  the conditions of  Theorem A be satisfied. Then the sequence {x p} generated 
by the NMA O R( r, w ) -method starting from x ° obeys 
F (x  p) > 0, p = 0, 1, 2 . . . . .  (3.1) 
PROOF. We use induction to demonstrate (3.1). When p = 0, the inequality (3.1) is obviously 
trivial. Suppose that (3.1) holds for some positive integer p - 1. Then we can assert hat the set 
Dp = {m [ Fm(x p) < O, m = l(1)n} 
is empty. Otherwise, there must exist a positive integer e(p) such that 
re(p) -- min{m [ Fm(x p) ,( 0,  m = l(1)n}. 
Introduce two number sets 
. . . ~ ~ m _ l ,  - -~  ~ V m + l ,  • . _ , 
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foranyiE{1,2,... , a} and any p E (0, 1,2,. . . }. There evidently hold 
Q&) n HAP> =0, 
Q&d @i(d = Ji, 
ViE{1,2 )...) (w}, VfIE{O,1,2 )... ). 
Now,foranyi~{1,2 ,..., a}andany 
j E &i(p) n {m E Ji I 1 I m I m(p) - l), 
there holds 
qrP)10=f3(i)(zP;~i )...) q!l,z$q+l )...) Cc;) 
by making use of (2.4). Hence, in accordance with the off-diagonal antitonicity of fti)(z; y) and 
the strictly diagonal isotonicity of it with respect to y, we can inductively get 
O<ZP<X? --3 -33' j E Q&4 n {m E Ji I 1 I m I m(p) - 1). 
On the other hand, for any i E {1,2,. . . , a} and any 
j E i&(p) n {m E Ji I 1 L m I m(p) - 11, 
there holds ZFi = 0 by making use of (2.3). Hence 
$+ = (1 - r>+ 5 q. I 
Therefore, we know that 
0 < x7$ I xp,, m E Jiy m=l,2,...,&)-1; i=1,2 )...) (Y, (3.2) 
from the above relations. 
ForeachiE{1,2,..., a} and m(p) E Jiq noticing from (2.3)-(2.5) that 
0 I fz’(p, (xp; qi, . . ., q(p)_-l,~~p), G(p)+l’. . . 7%) 
=.gp, (3cp;~,...‘$(p)_l’~~p),~@)+1,...,~~) -.f~;p)w;xp) 
+ [ ( gp, zp; qi, * *. ‘g(p)_l’~~p), G(p)+l’ * * * ,x:) 
-gp) (~~;“~‘...,x~@)-l’~~p)‘~~(p~+~,...’”~)] 
+ &iip) (9; Li?“) 
and 
pd_,P = 
r(iS$$ - XL), for m E Ji, 
m m 
0, for m $ Ji, 
m= 1,2,. ..,rn(P) - 1 
hold, and from (3.2), as well as the off-diagonal antitonicity of f(“)(x; y) with respect to 9 that 
holds, we see that there must exist r E [0, l] sufficiently small such that 
[ ( 
f(i) xpcp; x?’ ,. 
dP) ‘**.~~~;p)-lJ~(p)’ 
-Psz ,g 
a(p)+1 * * . ’ 4 > 
-gp, (~~~~~~...~~~p)_l,~~p),~~(p,+l,...’x~)] +f~;p)(xP;zP) <o. 
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Therefore, for this small T E [0, l] we have 
Making use of the strict isotonicity of fti)(x; y) with respect to y, we immediately get that 
P,i 
E(P) ’ xL(P) 
holds for the above chosen T E [0, 11. 
Let 
K(m) = {i ] m E Ji, i = 1,2,. . . ,a}. 
Then the above inequality together with (2.1),(2.2) give us 
P+l _ 
jcIIl(P) - c (4 P,i e!E(PYkP) 
iEWrn(P)) 
= c (4 e?E(P) max 0, wZgCpJ + (1 - w)$(~)} 1 
iEKk?dP)) 
= 
c 
(9 
e,(P) ( 
wzg(p) + (1 - 4gqp)) 
+=(rn(P)) 
> 
c 
(i) 
eE(P) ( uz&(P) + (1 - +gz(pJ = <(P), 
iEKk?dP)) 
which clearly contradicts the monotonously nonincreasing property of the sequence {xp}. Hence, 
the assertion is true and (3.1) is demonstrated for the integer p. By induction, (3.1) holds for all 
nonnegative integers. 
The proof of Theorem B clearly shows that the iterative sequence {xp} generated by the 
NMAOR(r, ti)-method starting from x0 has the properties 
{ 
0 < FAi < xp rn? m E Ji, 
0 < zg 5 xp,, - m = l(l)n, i = 1,2,. . . , a; p = O,l, 2 ,***, (3.3) 
O<x~<xP rn, m = l(l)n, 
provided the conditions of this theorem are satisfied. 
Besides Theorem B, we also need to introduce the following concept which characterizes com- 
parison relation between two different nonlinear multisplittings. Let (fli), I&) (i = 1,2, . . . , a) 
and (f”i’,Ei) (i = 1,2 , . . . , a) be two different nonlinear multisplittings of the mapping F : 
Rn -, Rn. If for all m E Ji (i = 1,2, . . . , a), any x, y, z E Rn, there hold 
F,(x) 2 0, yj =zj (j=l,Z ,..., m-l), 
_$’ x;x + Jgl(yj - xj)ej x;x + E (.zj - xj)ej 
=+ Ym 5 Gn, 
j=l 
then we call the nonlinear multisplitting (fci), Ei) (i = 1,2,. . . , a) at least as fast as the nonlinear 
multisplitting (f”i’, Ei) (i = 1,2 , . . . , a). This relation between the referred two multisplittings 
is simply represented as 
(f(Q) k (f’(‘),Ei), i=1,2 ,..., Q. 
To illustrate the meaning of this concept more clearly, we consider the nonlinear mapping 
F(z) = Ax + p(x) - b 
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from R" to R", where A E L(R")  is an M-matrix, 
~9(X) ---- (~1(Xl),  ~02(X2),-.-, ~9n(Xn)) T 
is a continuous function and b 6 R n is a constant vector. Let (f(0,Ei)  (i = 1 ,2 , . . . ,a )  and 
(f'(i), Ei) (i = 1, 2 , . . . ,  a) be two different nonlinear multisplittings of the mapping F such that 
f ( i ) (x ;y )=(D- i i )y+~v(y) -U ix -b ,  i = 1 ,2 , . . . ,a ,  
and 
f '( i)(x;y) = (D- i~)y+~(y) -  U~x-b ,  i = 1 ,2 , . . . ,~ ,  
where D = diag(A), Li = (l(mi~) > 0, L~ = (/'~)) > 0 (i = 1, 2 . . . .  , o~) are strictly lower triangular 
matrices uch that 
l~=f  form, j6 J i  and m>j ,  l , ( i )=f/ '~) j ,~ form, j6 J i  and re>j ,  
O, otherwise, " "~ O, otherwise, 
m, j  = 1(1)n; i = 1 ,2 , . . . ,a ,  
and Ui = (u~)j) > O, U~ = (u'~.) > 0 (i = 1, 2 , . . . ,  a) are zero-diagonal matrices atisfying 
A=D-L i -U i  
=D-L~-U~,  i= l ,2 , . . . , v t .  
Then, by direct verification, we know that there hold 
( f (O ,E i )>- ( f ' ( i ' ,EO,  i=1,2 , . . . , c~,  
if and only if 
Li _> L~, i = 1 ,2 , . . . ,a .  
Based on the above prerequisite, we can now set up the new comparison theorem about the 
NMAOR(r, w)-method. 
THEOREM C. Let (f(O,Ei) (i = 1, 2 , . . . ,a )  and (f,(0,Ei) (i = 1, 2,...,c~) be two nonlinear 
multispfittings o fF  : R n --* R n. Suppose that for each i 6 {1 ,2 , . . . ,a}  both f(O(x;y) and 
f ' (O(x;y) : R n x R n --* R ~ are continuous, antitone for x on R", off-diagonally antitone and 
strictly diagonally isotone for y on R". Assume that the feasible set D of the NCP (1.1) is 
nonempty. I f  there holds at least one of the foflowing conditions: 
(a) (f(0, Ei) _ (1,(0, Ei), i = 1,2, . . . ,  a; 
(b) O < r' < r < l; 
(c) 0<w'<w<l ,  
then by Theorem A, for the starting vectors x ° = x '° 6 D, both the sequences {x p} and {x 'p} 
generated by the NMAOR(r ,w )-method and the NMAOR(r ' ,w')-method corresponding to the 
non//near multisplittings (f(O, E~) (i = 1 ,2 , . . . ,~)  and (f'(O, E~) (i = 1,2 . . . .  , ~), respectively, 
converge monotonically decreasingly to a solution x* of the NCP (1.1). Moreover, there hold 
x p < x 'p, p = 0, 1, 2 . . . . .  (3.4) 
PROOF. When p ---- 0, the inequality (3.4) is trivial. Suppose that (3.4) holds for some positive 
integer p. By (3.3), we know that at this moment we have 
z~' _< z~, ~P" < 'P 
--~'t Xm,  
m6J i ,  i=1 ,2  . . . .  ,c~, 
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and 
• IP  
m = l(1)n, i = 1 ,2 , . . . ,a .  
Presently, we use induction to verify further that 
• ~p, i  
• Zip# i = 1, 2 , . . . ,  a. (3.5) 
5~' < x m, m = l(1)n, 
Evidently, we have F(x  p) >_ 0 in accordance with Theorem B. For m = 1, the verification 
of (3.5) is simple. Suppose that (3.5) is true for m = 1 ,2 , . . . , j  - 1. By making use of the 
antitonicity of f~(i)(x; y) with respect o y, we can obtain 
( ~-p,i ,p , i~p ~) f!i) xp; #, "3 ... ,.~j_l,~j ,~ j+ l , . . . , x  =0 
_ r,! i)  / ,p. :~p,i Dp,~ 2,p# ,v ~) - - '3  [X ,X  1 , . . . , .~ j _ l ,~ j  ,X j+ I , . . . ,X  ! 
( • ) 
" ~ j  , '~ j+ l ,  • • " , - - , i  j 
if j ~ Qi(p). Therefore, by the hypothesis (a), we have 
xj~P# - -3  < ~p'~, for j E Qi(p). 
In addition, for j E Q~ (p), we have 
pp, '  
x j  ~-0~-~ . 
Remembering (2.5) we can immediately get by applying the hypothesis (b) that 
x~j. 'i =max {0, r~. 'i + (1 -- r)x~} _<max {0, rx~P ' i+(1 - - r )x '~  • } 
= max O, r ' x~ " + (1 - rt)x ' = ~'P" 
for j e Ji and 
p < ,v 
~Xj  X j  -~ ~3 ' 
for j ~ Ji. Hence, 
- -3  , j= l (1 )n ,  
and thereby, (3.5) is true. 
Now, from (3.5) and (2.2), we can similarly demonstrate by using hypothesis (c) that 
x~ ~ ~ x m m- -  l(1)n 
hold for i = 1, 2 , . . . ,  a. Applying (2.1), we finally get 
xpm+ 1 <_ ;b rn_tpT1 , }Tt---- 1(1)n, 
or in other words, (3.4) is valid for p + 1, also. The induction then shows that (3.4) is true for 
any nonnegative integer. 
Finally, we use the following remarks to end this section. 
REMARK I. Theorem C obviously implies that the NMAOR(r, w)-method will attain its fastest 
convergence rate at some (r0,w0) with ro,wo E (1, cx)). 
REMARK II. All the previous conclusions till hold for the modified NMAOR(r, w)-method in [1] 
even if for each i E {1, 2 . . . . .  ~}, the strictness requirement on the diagonal isotonicity of f(i)(x; y) 
with respect o y on R n is removed. 
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