A new analytical method to resolve underspecified systems of algebraic equations is presented.
Introduction
This paper deals with the motion control of serial-link manipulators using solutions of the kinematic equations of the system: (2) is typically highly non-linear, control of the system is generally performed using "looprate" cycles of calculation, with a linearized version of Eq. (2) providing first-order approximations for the displacement vectors A x and A. over the discretized time domain with time steps At:
In solving Eq. (3) a high loop rate is generally desirable to minimize the errors generated by assuming that the linearized Jacobian matrix J A~ has constant coefficients during the time step At; and a feed-back loop in the calculational cycle needs to be utilized to minimize the error accumulation over time (tracking drift).
Solution of Eq. (3) at each time step essentially consists in solving a set of algebraic equations. When the manipulator is a redundant system, the Jacobian is a rectangular n x m matrix with n < m, and the system of equations represented by Eq. (3) is underspecified. If the Jacobian matrix is of rank n , there generally exists an infinity of solutions to the system of Eq. (3) and the matrix 5~~ cannot be directly inverted.
In what follows, we will assume that the matrix J a t > thereafter simply denoted by J , is of rank n (the particular cases where the matrix is of rank r < n will be treated in a following companion paper).
Several methods exist to resolve underspecified systems of equations such as Eq. (3) with n < m, and Ref.
[l] provides an excellent review of these methods for application to redundant manipulator control.
Essentially, all existing methods (for instantaneous or real-time control) fall into two categories: those that use a generalized inverse to find a particular solution corresponding to a specific criterion (e.g., the pseudo inverse for the least norm of AT), on which is superimposed an homogenous solution corresponding to a secondary criterion or cost function (e.g., manipulability index [2], gradient projection method [3,4], obstacle or joint limit avoidance [5, 6] ) which produces a self-motion of the joints in the null space of the mapping J ; and those that utilize a set of constraints or relationships on the task to generate an "augmented task space" (e.g., see [7] , [ 8 ] ) by adding some Cartesian space variables to the system, and produce an "extended Jacobian" (e.g., see [9] ) which, if square, can then be inverted using direct inverse techniques.
Severe difficulties and/or shortcomings exist with each of these techniques and have been well documented and studied (e.g., see Refs. [l] through [9] ).
Among those drawbacks, to cite only a few, are the implicit task priority requirements, i.e., the fact that a solution found from the superposition of a particular solution obtained from a primary criterion and a homogenous solution obtained from a secondary criterion, typically does not satisfy both together (e.g., a solution obtained from a least-norm particular solution to which an obstacle-avoiding self-motion solution has been added, is not the least-norm solution of the obstacle-avoiding solutions); and the "artificial" algorithmic singularities that may be encountered with extended Jacobian and augmented task space approaches.
With respect to singularities, it should be mentioned here that the Singular Value Decomposition (SVD) method (e.g., see [lo] ) is a particularly efficient method to alleviate the very significant problems of inverse kinematic manipulator control near singularities (e.g., see [ll] ). Its very high computational cost, however, may still represent an overkill for general (away from singularities) real-time operation of manipulators, while also suffering from some of the above-mentioned drawbacks. Overall, we contend that all of the existing methods present difficulties for application to real-time robotic control in changing environments because they each consit in finding a particular solution using an a priori selected criterion which at some time during the motion may, but typically does not over the entire trajectory, represent the actual requirements of the task motion. When the requirements do not correspond to the primary criterion anymore, one has to set a secondary criterion and essentially search in the extended space and/or null-space (without an explicit expression of it), to find a "better" solution satisfying the current constraints. Each task space extension and/or null space search requires its own analytic set up and specific algorithm.
Consequently, when motions under real-time conditions would call for rapid changes in requirements (e.g. time optimality, least norm, obstacle avoidance, minimum torque, maximum global strength, optimum manipulability, etc.), these methods would require a full rescope of the solution algorithm in order to handle the particular secondary criteria and/or task space extension introduced at each of the changes in task requirement. In other words, real-time motion of autonomous manipulators under widely changing conditions would require the cumbersome storing on-board the robot of a correspondingly large library of complex algorithms (generalized inverse algorithms are complex and computationally costly), and the switching from one to the other as called by the real-time situation.
This paper proposes a different approach to the resolution of underspecified systems of equations, such as Eq. (3) for manipulators, in which the entire space of solutions is first determined (in the same fashion at each time step), and is very conveniently parameterized so that the subsequent calculation of a specific solution satisfying all the constraints and requirements of the particular time step becomes the matter of a few explicit programming statements. The following section describes how this new method, called the Full Space Parameterization (FSP) method, provides parameterizations for the entire space of solutions of Eq. (3), as well as for the corresponding null space (self-motion) of the mapping J , using easily-calculated projected vectors. Section 3 describes the analytic solution for the parameters that provide the least-norm solution within the space, and the results are compared to those of the pseudo-inverse, since this method has become "the standard" for generalized inverse techniques.
Several sample problems involving 4 d.0.f. planar and 7 d.0.f. 3-D manipulators with respectively one and two, and one and four degrees of redundancy are presented to illustrate the results of the method in these comparisons of least-norm calculation. The last section briefly discusses other applications of the FSP that we have performed, and presents our conclusion.
Full Space Parameterization
One of the key ideas of the proposed methodology is to represent the set of solutions of the general underspecified system of Eq. (3) as an easily parameterized subspace of a much larger, but easily constructed vectorial space.
Consider the set of projected vectors z k which are solutions of Eq. (3) and have m -n fixed components. Without loss of generality these fixed components will be set to zero. There are Cg-n such m-dimensional vectors z k , each being associated with a n-dimensional vector verifying the following property :
where Jk is the square submatrix of J obtained by removing the columns of J corresponding to the fixed zero components of ?jk. $, therefore, is the n-dimensional vector constituted of the ordered n nonzero components of z k . Since the Jk , k = 1, Cgpn, are square n x n matrices, each g; corresponding to a non-singular matrix Jk can be very easily obtained from the right-hand side of Eq. (4). With J being of rank n , the existence of at least m -n + 1 non-singular square matrices Jk , can be proven as follows.
Recall that J , of dimension (n x m), is constituted of m columns c;, and is of rank n; therefore there exist at least one square matrix J1 which is invertible. For ease of indexing and without loss of generality, we assume this matrix is constituted by the first n columns of matrix J , therefore: submatrices Jk instead of (m-n+l). We thus can neglect J2 and continue the search process with J3, etc.
In the latter case, the previous substitution is cancelled, and instead we substitute c h , h E { I , . . . ,n} -{ I } by c,+1.
J2 therefore becomes
Since c,+1 is a linear combination of columns c;, i E { 1, . . . , n } -{ I } , which includes c h , we have:
and Therefore the matrix J2 is invertible. This process can be applied to the ( m -n ) columns cj , j E {n + 1, . . . , m } , and consequently there exist at least (m -n + 1) invertible square submatrices Jk .
Notice here that in the general case, many more than m -n + 1 submatrices of J will be invertible and will lead to a projected vector solution since, even in the latter case above where a column ch of the linear combination of cn+l needs to be substituted, ch will not be the only column in the linear decomposition of c,+l (unless the manipulator is "folded on itself in a singular configuration), and therefore, other matrices J; could be shown to be non singular and to lead to a projected vector.
In similar fashion, other J' could be shown to be non singular and to l e d to projected vectors during the successive identification of the invertible Jk,k = 1 , m -n + 1.
Let us now consider a maximal set of p independent vectors Tjk , k = 1, . . . , p among those found through the submatrices inversion, and introduce the space spanned by this family:
We can construct the affine space E (a subspace of Span {Sl, . . . g p } ) , of dimension dim(E) = p -1, 
A Z = G i ,
and therefore t;AT = Jtijj; V t ; E IR, V; E ( 1 ,~) .
(12)
Consequently, 
Eq. (10).
From Eq. (14) and the dimensionality relations above, it is straightforward to show that the null space JV of the mapping J can also be directly derived and parameterized as:
Thus, from m -n + 1 vectors that can be directly calculated from inversion of ( n x n ) square submatrices, both the entire space of solutions of 
Analytical Determination of Particular Solutions
Only a few authors have studied solution techniques involving linear combinations of vector sets similar to that discussed here for manipulator redundancy resolution, and they have done so only for very particular control situations (e.g., see the "joint blocking" technique for acceleration-level control in Since derivation of the wide variety of analytical solutions that correspond to the various types of criteria and/or constraints typically involved in manipulator control is clearly beyond the scope of this paper (many of these solutions for both discrete and continuous criteria, and for various types of constraints such as joint limit avoidance, obstacle avoidance, etc., have been derived in [14] and will appear in companion papers), we only present here an example of such an analytical solution for a "general" least-norm criterion with a set of constraints expressed in a form most encountered in manipulator kinematics [14] . Since the focus of this initial paper is to present comparisons of the FSP method with the "standard" least norm (of the joint velocities) algorithm, we then reduce the general solution to this particular case, and apply it to several illustrative manipulator systems. 
and define the vector and matrix G as:
G , G ; j = i~B T B 7 5 j ; i = 1 , m -n + l ; j = 1 , m -n + l (21)
where the upper T sign denotes a. transpose. 
Experimental Results
The IMSL standard pseudo-inverse algorithm and the FSP method described above with the least-norm solution of Eqs. (27) and (28) were both implemented on several redundant manipulator test-beds and tested on a variety of trajectories. In all cases, a feedback loop from the output of the redundancy resolution was utilized to add to the desired Axn+' vector at time step n + 1 the error between the desired configuration xn at time step n and the configuration actually resulting from the joint displacement solution of time step n. The actual configurations, calculated using the forward kinematic Eq. 
. Conclusion
A new approach for controlling redundant manipulators under varying criteria and constraints has been presented. The approach uses the Full Space Parameterization (FSP) method to generate the entire solution space as well as the null space for the underspecified system. Within these spaces, the optimization problem to find a specific solution reduces to an m--72 dimensional problem in parameter space. An example of analytical solution has been derived for the generic case of a criterion involving the least norm of a general operational vector funtion with a set of kinematic and/or environment constraints imposed on the system. The solution has then been reduced to the case of unconstrained least norm of the joint displacements so that comparisons could be performed between the new FSP approach and the "standard" pseudo-inverse algorithm. In these comparisons, the two methods provided identical results to within numerical round-off errors (at the sixth significant digit). 
