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REDUCTION FOR MICHAELIS-MENTEN-HENRI KINETICS IN
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LEONID V. KALACHEV, HANS G. KAPER, TASSO J. KAPER,
NIKOLA POPOVIC´, ANTONIOS ZAGARIS
Dedicated to Jacqueline Fleckinger on her 65-th birthday
Abstract. The Michaelis-Menten-Henri (MMH) mechanism is one of the par-
adigm reaction mechanisms in biology and chemistry. In its simplest form, it
involves a substrate that reacts (reversibly) with an enzyme, forming a com-
plex which is transformed (irreversibly) into a product and the enzyme. Given
these basic kinetics, a dimension reduction has traditionally been achieved in
two steps, by using conservation relations to reduce the number of species and
by exploiting the inherent fast–slow structure of the resulting equations. In
the present article, we investigate how the dynamics change if the species are
additionally allowed to diffuse. We study the two extreme regimes of large dif-
fusivities and of small diffusivities, as well as an intermediate regime in which
the time scale of diffusion is comparable to that of the fast reaction kinetics.
We show that reduction is possible in each of these regimes, with the nature
of the reduction being regime dependent. Our analysis relies on the classical
method of matched asymptotic expansions to derive approximations for the
solutions that are uniformly valid in space and time.
1. Introduction
One of the paradigm reaction mechanisms in biology and chemistry—often re-
ferred to as the Michaelis-Menten-Henri (MMH) mechanism—involves a substrate
(S) that reacts (reversibly) with an enzyme (E) to form a complex (C) which, in
turn, is transformed (irreversibly) into a product (P ) and the enzyme [10, 16]. The
reaction mechanism is represented symbolically by
S + E
k1

k−1
C
k2→ P + E, (1.1)
where k1, k−1, and k2 are rate constants.
The MMH mechanism models the kinetics of many fundamental reactions. Ex-
amples from biochemistry include those discussed in [4, 6, 7, 8, 17, 21, 22, 23, 24, 26,
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30], and examples involving nutrient uptake in cells and heterogeneous catalytic re-
actions are analyzed in [5, Chapter 7.1] and [2], respectively. The MMH mechanism
is also presented as a prototypical mechanism exhibiting fast and slow dynamics—
and, hence, the potential for dimension reduction—in numerous textbooks, see,
e.g., [13, 15, 19, 20].
1.1. MMH Kinetics. Equations governing the kinetics of (1.1) may be derived
from the law of mass action,
dS
dt˜
= −k1SE + k−1C, (1.2a)
dE
dt˜
= −k1SE + (k−1 + k2)C, (1.2b)
dC
dt˜
= k1SE − (k−1 + k2)C, (1.2c)
dP
dt˜
= k2C, (1.2d)
where S, E, C, and P denote the concentrations of substrate, enzyme, complex,
and product, respectively. The initial conditions are S(0) = S¯, E(0) = E¯, C(0) = 0,
and P (0) = 0.
Dimension reduction in (1.2) is traditionally achieved in two steps. The first
step uses the pair of conservation relations that exist for the mechanism (1.1).
In particular, the total concentration of enzyme (free and bound in complex) is
constant; that is, E(t)+C(t) = E¯ for all t > 0. In addition, S(t)+C(t)+P (t) = S¯
for all t > 0. Therefore, there is a decrease from four variables to two, and the
governing equations (1.2) reduce to
dS
dt˜
= −k1E¯S + (k1S + k−1)C, (1.3a)
dC
dt˜
= k1E¯S − (k1S + k−1 + k2)C. (1.3b)
The second reduction step exploits the separation of time scales. In particular,
E¯ ¿ S¯. Hence, there is a small, positive, dimensionless parameter,
ε =
E¯
S¯
, (1.4)
and the nondimensionalized equations are naturally formulated as a fast–slow sys-
tem,
s˙ = −s+ (s+ κ− λ)c, (1.5a)
εc˙ = s− (s+ κ)c, (1.5b)
where
t = k1E¯t˜, s =
S
S¯
, e =
E
E¯
, c =
C
E¯
. (1.6)
The dimensionless parameters are
κ =
k−1 + k2
k1S¯
, λ =
k2
k1S¯
. (1.7)
During a short O(ε) initial transient period, the variable c is fast and rises rapidly
to its maximum value, while the variable s is slow and remains essentially constant.
Subsequently, the evolution of c is slaved to that of s, and both c and s evolve
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slowly toward their equilibrium value, zero. This slaving is often referred to as
reduced kinetics. From the point of view of dynamical systems, the system (1.5)
has an asymptotically stable, invariant, slow manifold. During the transient, the
concentrations relax to the slow manifold, decaying exponentially toward it. Sub-
sequently, on the O(1) time scale, the reaction kinetics play out near this manifold.
Since the slow manifold is only one-dimensional, a reduction is achieved.
To leading order, the slow manifold is given by
c =
s
s+ κ
, (1.8)
and the reduced system dynamics on it are governed by a single equation,
ds
dt
= − λs
s+ κ
.
This leading order slow manifold is obtained directly from (1.5b) with ε = 0 and
is referred to as the quasi-steady state approximation [1, 13, 15, 19, 22, 25] in
chemistry and as the critical manifold in mathematics. Higher-order corrections to
the critical manifold, which is sufficiently accurate for many applications, may be
calculated using geometric singular perturbation theory, see for example [11, 12].
We emphasize that the critical manifold is only approximately invariant under the
dynamics of (1.5); the exact slow manifold is invariant. Additional studies of the
accuracy of the quasi-steady state approximation are given in [1, 9, 15, 20, 21, 25,
27].
Remark 1.1. For all sufficiently small, positive ε, there is a family of slow mani-
folds, all of which are exponentially (O(e−k˜/ε) for some k˜ > 0) close to each other,
i.e., the asymptotic expansions of these slow manifolds are the same to all powers
of ε, see [11, 12], for example. For convenience, we will sometimes refer to ‘the’
(rather than to ‘a’) slow manifold.
1.2. MMH Kinetics with Diffusion. Given the effectiveness of the two reduc-
tion steps in the kinetics problem (1.2), one is naturally led to ask what happens
when the species are simultaneously permitted to diffuse, and whether any similar
reduction can be achieved. The conservation relations used in the first reduction
step of the kinetics analysis do not generalize. However, there is still a separation of
time scales in the reaction kinetics, and the process of diffusion introduces one (or
more) additional time scale(s). Therefore, one expects that dimension reduction
may still be achieved by exploiting the separation of time scales, and the purpose
of this article is to investigate this possibility.
The problem with diffusion is governed by the evolution of the concentrations
of substrate, enzyme, and complex in time and space. The concentration of prod-
uct can be found by quadrature as a function of these other concentrations, since
the second reaction in (1.1) is irreversible. The governing equations in one space
dimension are
∂S
∂t˜
= −k1SE + k−1C +DS ∂
2S
∂x˜2
, (1.9a)
∂E
∂t˜
= −k1SE + (k−1 + k2)C +DE ∂
2E
∂x˜2
, (1.9b)
∂C
∂t˜
= k1SE − (k−1 + k2)C +DC ∂
2C
∂x˜2
, (1.9c)
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with x˜ ∈ [0, `], subject to no-flux (Neumann) boundary conditions
∂S
∂x˜
∣∣∣
x˜=0,`
=
∂E
∂x˜
∣∣∣
x˜=0,`
=
∂C
∂x˜
∣∣∣
x˜=0,`
= 0 (1.10)
and initial conditions
S(0, x˜) = Si(x˜), E(0, x˜) = Ei(x˜), C(0, x˜) = 0. (1.11)
Here, ` > 0 is the O(1) size (length) of the reactor; DS , DE , and DC denote the
diffusivities of S, E, and C, respectively; and Si and Ei are given, smooth functions
describing the initial spatial profiles of substrate and enzyme, respectively.
We nondimensionalize (1.9)–(1.11) as follows. The nondimensional spatial vari-
able is x = x˜/`. Time and the species’ concentrations are nondimensionalized as in
(1.6), but now S¯ and E¯ denote the spatial averages,
S¯ =
1
`
∫ `
0
Si(x˜) dx˜, E¯ =
1
`
∫ `
0
Ei(x˜) dx˜.
The nondimensional parameters are again given by (1.7), and the diffusivities are
scaled as
δ =
DS
k1`2E¯
, a =
DE
DS
, b =
DC
DS
. (1.12)
Thus, we obtain the equations
∂s
∂t
= −se+ (κ− λ)c+ δ ∂
2s
∂x2
, (1.13a)
∂e
∂t
= −1
ε
(se− κc) + aδ ∂
2e
∂x2
, (1.13b)
∂c
∂t
=
1
ε
(se− κc) + bδ ∂
2c
∂x2
, (1.13c)
on the unit interval, subject to the Neumann boundary conditions
∂s
∂x
∣∣∣
x=0,1
=
∂e
∂x
∣∣∣
x=0,1
=
∂c
∂x
∣∣∣
x=0,1
= 0, (1.14)
and the initial conditions
s(0, x) = si(x), e(0, x) = ei(x), c(0, x) = 0. (1.15)
Here, si = Si/S¯ and ei = Ei/E¯. We assume 0 < ε¿ 1 and that a and b are O(1).
In vector notation, equations (1.13) may be written as
∂u
∂t
=
1
ε
Fε(u) + δD
∂2u
∂x2
, (1.16)
where
Fε(u) =
−εse+ ε(κ− λ)c−(se− κc)
se− κc
 , u =
se
c
 , (1.17)
and D = diag(1, a, b). Moreover, we use [Fε(u)]k to denote the kth order terms in
the Taylor expansion of Fε with respect to ε. Given a formal asymptotic expansion
u(·, x, ε) =∑∞k=0 uk(·, x)εk of the solution of (1.16), [Fε(u)]k will generically be a
function of u0, . . . ,uk.
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1.3. Summary of Main Results. The impact of diffusion depends on the time
scales associated with the species’ diffusivities relative to those of the reaction
kinetics. We examine a spectrum of species’ diffusivities here:
(i) Large diffusivities, δ = O(1/ε2): the diffusive time scale is shorter than
both the fast and the slow kinetic time scales;
(ii) Moderately large diffusivities, δ = O(1/ε): the diffusive time scale is com-
parable to the time scale of the fast kinetics; and
(iii) Small diffusivities, δ = O(ε): the diffusive time scale is longer than both
kinetic time scales.
Our principal findings are that reduction is possible in all regimes under consider-
ation.
In regime (i), diffusion effectively homogenizes the concentrations of all three
species on the super-fast (τ = t/ε2) time scale. Then, the dynamics on the fast (η =
t/ε) and slow (t) time scales are given by the classical MMH kinetics mechanism,
with the fast reactions occurring on the fast scale and the reduced kinetics taking
place on the slow time scale. We treat this regime primarily to introduce the method
we use throughout.
In regime (ii), the species undergo both diffusion and the fast reaction on the
fast (η = t/ε) time scale. In particular, the substrate concentration satisfies the
homogeneous heat equation to leading order; hence, it homogenizes exponentially
in time. The enzyme and complex concentrations satisfy nonautonomous, linear
reaction–diffusion equations to leading order, and they also homogenize exponen-
tially in time, approaching points on the classical critical manifold. Then, on the
slow (t) time scale, the solution is essentially spatially homogeneous. The concen-
tration of substrate evolves according to the classical reduced equation, while the
enzyme and complex concentrations are constrained to lie on the critical manifold,
to leading order. Most significantly, these leading-order results are independent
of the diffusivities of the enzyme and complex, even when these diffusivities are
unequal.
In regime (iii), the MMH reaction kinetics take place at every point in the domain
effectively decoupled from the kinetics at any other point. On the fast (η = t/ε)
time scale, enzyme and substrate bind to form complex with the amount of complex
at each point x depending on the initial enzyme concentration ei(x), while on
the slow (t) time scale the substrate and complex concentrations slowly approach
equilibrium in an x-dependent manner. We label these dynamics as pointwise fast
kinetics and pointwise slow, reduced kinetics, respectively. Also, on the slow time
scale, the enzyme concentration returns essentially to the initial enzyme profile.
Then, on asymptotically large or super-slow (ζ = εt) time scales, the enzyme profile
homogenizes.
The observed dynamics and the time scales in these regimes are summarized in
Table 1.
We use matched asymptotic expansions in time in a straightforward manner in
each of the regimes identified above. (Equivalent results could, for example, be
obtained via the so-called boundary function method [29].) Moreover, we present
numerical simulations in every regime to further illustrate our analysis.
Remark 1.2. The regime of moderately small diffusivities, δ = O(1), will be an-
alyzed in a separate article. In this regime, the diffusive time scale is comparable
to that of the slow kinetics. Preliminary results suggest that the fast dynamics are
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Regime δ Dynamics Time scale
(i) 1/ε2 homogenization of s, e, c super-fast τ = t/ε2
fast kinetics fast η = t/ε
slow reduced kinetics slow t
(ii) 1/ε homogenization & fast kinetics fast η = t/ε
slow reduced kinetics slow t
(iii) ε pointwise fast kinetics fast η = t/ε
pointwise slow reduced kinetics slow t
homogenization of e super-slow ζ = εt
Table 1. Summary of the observed dynamics and the time scales
of (1.13) in regimes (i)–(iii)
similar to those in regime (iii), but without the concentrations becoming homoge-
nized, while the slow dynamics are governed by a reaction-diffusion equation for the
concentration of substrate, with the concentrations of enzyme and complex slaved
to it.
Remark 1.3. The MMH mechanism in the presence of diffusion is analyzed here
as a prototype problem. The method we employ here may be used for other mech-
anisms with one or more kinetics time scales.
Remark 1.4. The analysis may also be extended to problems in which the domain
length ` is not O(1). For example, the analysis of regime (i) also applies to problems
in which ` is small and the diffusivities are not large. In that case, it is natural to
scale the spatial variable as x = εx˜. With this scaling, the diffusion terms in (1.13)
are of the form
δ
∂2s
∂x2
=
δ
ε2
∂2s
∂x˜2
.
Hence, diffusion dominates again, even if the actual diffusion coefficients are δ =
O(1).
Remark 1.5. The influence of diffusion in the MMH mechanism has also been
studied in [31]. Specifically, the reduced kinetics model (1.5) is considered and a
diffusion term is added for the substrate only, with O(1) diffusion coefficient. Via
an inertial manifold approach, it is shown that this system may be reduced to a
single reaction-diffusion equation for s, in which the diffusivity has a concentration-
dependent correction at O(ε). The fast transients for this model are also calculated,
and extensions are given for general systems with fast–slow kinetics in which the
slow species also diffuse.
Remark 1.6. It has been shown in [27] that the effective small parameter in the
MMH mechanism is ε˜ = E¯/(S¯+KM ), where KM = (k−1+k2)/k1 is the Michaelis–
Menten constant. Hence, there is a wider range of physical parameters for which
one has a separation of time scales. Our method can be applied to the equations
with this small parameter as well; however, here we use the traditional scaling,
since it is still the one that is most commonly used.
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This article is organized as follows. The regimes (i)–(iii) are analyzed in Sec-
tions 2–4, respectively. In Section 5, the results of the preceding sections are dis-
cussed, and the theoretical results are further illustrated using numerical simula-
tions. In Appendix A, it is shown via a Turing analysis that the homogeneous
attractor of (1.13) is linearly stable, irrespective of the magnitudes of the diffusion
coefficients. Appendix B contains a technical result relating to Section 3.
2. Large Diffusivities
In this section, we consider the regime in which the diffusivities of all species are
large, δ = O(1/ε2); for convenience, we choose δ = 1/ε2 in (1.13). Here, the time
scale on which diffusion acts is much shorter than that of the fast kinetics. There is
a very short transient period, O(ε2) in duration, in which the initially heterogeneous
species’ concentrations, given by (1.15), homogenize and during which essentially
no reaction takes place. After this short transient, the problem reduces to the well-
understood, classical problem of pure kinetics for the homogeneous solution, see,
e.g., [15]. We treat this regime in some detail to introduce the method employed
in this article in an elementary context.
After introduction of δ = 1/ε2, equations (1.13) become
ε2
∂s
∂t
= −ε2se+ ε2(κ− λ)c+ ∂
2s
∂x2
, (2.1a)
ε2
∂e
∂t
= −ε(se− κc) + a ∂
2e
∂x2
, (2.1b)
ε2
∂c
∂t
= ε(se− κc) + b ∂
2c
∂x2
. (2.1c)
Equivalently, in vector form,
ε2
∂u
∂t
= εFε(u) +D
∂2u
∂x2
, (2.2)
where F is defined in (1.17).
2.1. Homogenization: The Super-Fast (Inner) Time Scale. To study the
initial transient period, we let τ = t/ε2 denote the super-fast (inner) time and let
uˆ(τ, x, ε) = u(t, x, ε). The governing equations become
∂uˆ
∂τ
= εFε(uˆ) +D
∂2uˆ
∂x2
, (2.3)
with initial and boundary conditions
uˆ(0, x, ε) = ui(x) and
∂uˆ
∂x
∣∣∣
x=0,1
= 0. (2.4)
We consider (2.3) and (2.4) over an O(1)–interval of τ time, starting at τ = 0.
Asymptotically, as ε→ 0+, the solution can be expressed using the Ansatz
uˆ(τ, x, ε) = uˆ0(τ, x) + εuˆ1(τ, x) +O(ε2).
Hence, we expand both sides of (2.3) in powers of ε to obtain a recursive sequence
of differential equations for uˆk, k = 1, 2, . . . . At O(1), uˆ0 satisfies the homogeneous
heat equation,
O(1) : Lτ uˆ0 = 0, (2.5)
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where Lτ = ∂/∂τ − D∂2/∂x2, subject to Neumann boundary conditions. The
solution is
uˆ0(τ, x) =
∞∑
k=0
uˆ0ke−D(kpi)
2τ cos (kpix). (2.6)
Here, the coefficients uˆ0k are the Fourier coefficients of the initial distribution ui(x)
with respect to {cos (kpix)}k≥0, and they are constant during the fast transients on
the τ time scale.
Asymptotically, as τ →∞, we find
uˆ0(τ, x)→ uˆ00 =
∫ 1
0
ui(x) dx =
11
0
 , (2.7)
where we used (1.15). Therefore, asymptotically, the effect of diffusion in (2.1)
is to smear out the initial distributions of the reactants until they are effectively
uniformly distributed over the entire spatial domain.
Remark 2.1. It will suffice to consider the leading-order fast solution (2.6) to
accomplish matching to lowest order in the next subsection. To that end, it is
useful to write (2.6) as
uˆ0(τ, x) = (1, 1, 0)T +O(e−dpi2τ ), (2.8)
where d = min{1, a, b} and where we used (2.7).
2.2. Fast Kinetics: The Fast Time Scale. The fast kinetics take place on the
fast η = t/ε time scale, during which the system dynamics are given by
ε
∂u˜
∂η
= εFε(u˜) +D
∂2u˜
∂x2
, (2.9)
subject to Neumann boundary conditions. Here, u˜ = u˜(η, x, ε), and we assume
u˜(η, x, ε) = u˜0(η, x) + εu˜1(η, x) +O(ε2). Then, expanding (2.9) in powers of ε and
rearranging the resulting equations, we find
O(1) : −D∂
2u˜0
∂x2
= 0, (2.10a)
O(ε) : −D∂
2u˜1
∂x2
= −∂u˜0
∂η
+ [Fε(u˜)]0, (2.10b)
subject to Neumann boundary conditions. It will suffice to consider the dynamics
to this order to obtain a uniform leading-order approximation to the solution of the
original system (2.1).
Integrating (2.10a) and taking into account the boundary conditions, we conclude
that
u˜0(η, x) = u˜0(η), (2.11)
i.e., that u˜0 is independent of x. Similarly, it follows from (2.10b) that
−D
∫ 1
0
∂2u˜1
∂x2
dx = −D∂u˜1
∂x
∣∣∣1
x=0
= 0 =
∫ 1
0
(
− du˜0
dη
+ [Fε(u˜)]0
)
dx. (2.12)
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Since the integrand in the right member of (2.12) is independent of x, we see that
the dynamics of u˜0 are governed by the ordinary differential equation
du˜0
dη
= [Fε(u˜)]0,
which we write out componentwise,
ds˜0
dη
= 0, (2.13a)
de˜0
dη
= −(s˜0e˜0 − κc˜0), (2.13b)
dc˜0
dη
= s˜0e˜0 − κc˜0. (2.13c)
These equations are the same as one finds to leading order in the classical MMH
kinetics problem; hence, they can be solved explicitly: s˜0(η) ≡ s˜0(0) and
e˜0(η) + c˜0(η) = e˜0(0) + c˜0(0) for all η ≥ 0.
The initial conditions for (2.13) are determined by matching with the leading-order
equations on the super-fast (τ) scale; notably, we require that limτ→∞ uˆ0(τ, x) =
limη→0+ u˜0(η, x). Now, by (2.8),
lim
τ→∞ uˆ0(τ, x) = (1, 1, 0)
T . (2.14)
Hence, we have
s˜0(η) ≡ 1 and e˜0(η) = 1− c˜0(η). (2.15)
In turn, it follows that
dc˜0
dη
= 1− (1 + κ)c˜0, with c˜0(0) = 0,
and, hence,
u˜0(η, x) =
(
1,
1
1 + κ
(
κ+ e−(1+κ)η
)
,
1
1 + κ
(
1− e−(1+κ)η))T . (2.16)
Therefore, on the fast (η) scale, the species’ concentrations are essentially homoge-
neous, and the fast chemistry occurs, with the binding of enzyme and substrate to
form complex.
2.3. Slow Reduced Kinetics: The Slow (Outer) Time Scale. The slow,
reduced kinetics take place on the slow (t) time scale. The dynamics are governed
by the original system, (2.2), subject to Neumann boundary conditions. We expand
u(t, x, ε) = u0(t, x) + εu1(t, x) + ε2u2(t, x) +O(ε3) and equate coefficients of equal
powers of ε to obtain
O(1) : −D∂
2u0
∂x2
= 0, (2.17a)
O(ε) : −D∂
2u1
∂x2
= [Fε(u)]0, (2.17b)
O(ε2) : −D∂
2u2
∂x2
= −∂u0
∂t
+ [Fε(u)]1. (2.17c)
Applying the same type of solvability argument used in Section 2.2, we conclude
from (2.17a) that u0(t, x) = u0(t). Similarly, the solvability for (2.17b) implies
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u1(t, x) = u1(t), since the right member of (2.17b) is independent of x and, hence,
[Fε(u)]0 = 0. In turn, this yields
s0(t)e0(t)− κc0(t) = 0. (2.18)
Next, by writing out (2.17c) componentwise and by applying a solvability argu-
ment similar to the one used in (2.12), we find
ds0
dt
= −s0e0 + (κ− λ)c0, (2.19a)
de0
dt
= −(s0e1 + s1e0 − κc1), (2.19b)
dc0
dt
= s0e1 + s1e0 − κc1. (2.19c)
In turn, equation (2.19a) may be simplified using (2.18) to obtain ds0/dt = −λc0.
In addition, (2.19b) and (2.19c) imply
e0(t) + c0(t) = e0(0) + c0(0) for all t ≥ 0, (2.20)
where the constant is to be determined by matching with the equations on the fast
(η) scale: limη→∞ u˜0(η) = limt→0+ u0(t). From (2.16), we find
lim
η→∞ u˜0(η) =
(
1,
κ
1 + κ
,
1
1 + κ
)T
. (2.21)
Hence,
e0(t) + c0(t) = 1. (2.22)
Finally, we combine (2.18) and (2.22) to obtain the critical manifold from the
classical kinetics problem with ε = 0,
c0(t) =
s0(t)
s0(t) + κ
and e0(t) =
κ
s0(t) + κ
. (2.23)
Moreover, we see that the reduced equation for s0(t) on this critical manifold is
ds0
dt
= −λ s0
s0 + κ
with s0(0) = 1, (2.24)
just as is the case for the pure MMH kinetics problem, see for example [15]. The
solution of (2.24) is known implicitly,
s0(t) + κ ln s0(t) = −λt+ 1. (2.25)
Also, the rate of approach toward the slow manifold is determined by the dynamics
on the fast (η) scale, cf. (2.16).
2.4. The Uniformly Valid Leading-Order Approximation. In this regime of
large diffusivities, the leading-order approximation, uniformly valid in time and
space, to the solution of (1.13) is obtained by combining the expressions for uˆ0,
u˜0, and u0 (recall (2.6), (2.16), (2.23), and (2.25)) and subtracting their respective
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common parts (recall (2.14) and (2.21)). We find
s(t, x) = s0(t) +O
(
e−pi
2δt
)
+O(ε), (2.26a)
e(t, x) =
κ
s0(t) + κ
+
e−(1+κ)
√
δt
1 + κ
+O(e−bpi2δt)+O(ε), (2.26b)
c(t, x) =
s0(t)
s0(t) + κ
− e
−(1+κ)√δt
1 + κ
+O(e−bpi2δt)+O(ε), (2.26c)
where s0 is defined by (2.25), and we recall that δ = 1/ε2, i.e., δ is asymptotically
larger than the rate constant corresponding to the faster of the two kinetics scales.
The physical interpretation of (2.26) is that, during a short initial time interval
of O(ε2), diffusion effectively homogenizes the species’ concentrations. Thereafter,
the concentrations of all three species are essentially uniform and independent of
the fine structure of the initial distributions, and they evolve as in the classical
MMH kinetics problem. On the fast time scale, enzyme rapidly binds to form
complex, while in the phase space the concentrations quickly approach the slow
manifold. Then, on the slow (outer) time scale, one observes the reduced kinetics;
the concentrations evolve toward equilibrium along the slow manifold, with the
concentrations of enzyme and complex being slaved to that of the substrate.
In the limit as δ → ∞, the expressions in (2.26) agree with the results for
the chemical kinetics problem considered for example in Lin and Segel [15, Equa-
tions (14) and (15)]. Moreover, the algebraic corrections at O(ε) and upwards are
independent of x, and they are governed by ordinary differential equations in t.
These are obtained from solvability conditions, as is shown for u1, for example, in
the following subsection.
2.5. Higher-Order Corrections. On the slow time scale t, the O(ε) corrections
to the leading-order solution are characterized by the O(ε3)–terms in (2.2),
O(ε3) : −D∂
2u3
∂x2
= −∂u1
∂t
+ [Fε(u)]2. (2.27)
Equation (2.17c) yields that u2(t, x) = u2(t); hence, application of the solvability
condition to (2.27) implies
ds1
dt
= −s1e0 − s0e1 + (κ− λ)c1,
de1
dt
= −(s0e2 + s1e1 + s2e0 − κc2),
dc1
dt
= s0e2 + s1e1 + s2e0 − κc2.
Therefore, e1(t) + c1(t) = e1(0) + c1(0) = 0, since matching with the next-order
approximation on the super-fast and fast scales shows that this constant is zero.
Hence, e1 = −c1; and, recalling that e0 = 1− c0, we see that
ds1
dt
= −(1− c0)s1 + (κ− λ+ s0)c1,
which is precisely [15, Equation (25a)]. One may proceed in a similar manner to
obtain the asymptotics of u to any order, as well as the O(ε) and higher-order
corrections to the slow manifold, as in the classical MMH kinetics problem.
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We observe that one may also calculate the higher-order corrections to the
leading-order solution on the super-fast time scale. At O(ε), system (2.3) yields
∂sˆ1
∂τ
=
∂2sˆ1
∂x2
,
∂eˆ1
∂τ
= −(sˆ0eˆ0 − κcˆ0) + a∂
2eˆ1
∂x2
,
∂cˆ1
∂τ
= sˆ0eˆ0 − κcˆ0 + b∂
2cˆ1
∂x2
.
Hence, substituting the leading-order solution (2.6), one sees that the constant
terms, corresponding to k = 0, lead to linearly growing and decaying terms in eˆ1
and cˆ1. These secular terms render the expansion invalid as an approximation on
time scales of τ = O(1/ε). Therefore, one needs to use the multiple scales method
(or, alternatively, the boundary function method), as follows. We let
uˆ0 = uˆ0(η, τ, x) = uˆ00(η) + Σ∞k=1uˆ0ke
−D(kpi)2τ cos(kpix),
so that uˆ00 varies on the fast scale, while for k ≥ 1 uˆ0k remains constant, as before.
Therefore, the equations at O(ε) are now
∂sˆ1
∂τ
+
∂sˆ00
∂η
=
∂2sˆ1
∂x2
,
∂eˆ1
∂τ
+
∂eˆ00
∂η
= −(sˆ0eˆ0 − κcˆ0) + a∂
2eˆ1
∂x2
,
∂cˆ1
∂τ
+
∂cˆ00
∂η
= sˆ0eˆ0 − κcˆ0 + b∂
2cˆ1
∂x2
.
Solvability (or ‘elimination of the secular terms’) implies that one should choose
the η–dependence in uˆ00 so that
∂sˆ00
∂η
= 0,
∂eˆ00
∂η
= −(sˆ00eˆ00 − κcˆ00),
∂cˆ00
∂η
= sˆ00eˆ00 − κcˆ00.
By this choice, the solution of the system for uˆ1 is bounded. Also, we observe that
these equations are exactly the same as equations (2.13) for u˜0, as expected. For
an exposition of the method of multiple scales, see [14], for example.
3. Moderately Large Diffusivities
In this section, we examine the regime of moderately large diffusivities, δ =
O(1/ε); for convenience, we take δ = 1/ε in (1.13). Here, the diffusive time scale is
of the same order of magnitude as that of the fast kinetics.
We show that, on the fast time scale, s satisfies the homogeneous heat equation
to leading order and hence approaches one exponentially in time. At the same
time, to leading order, e and c satisfy inhomogeneous, linear reaction–diffusion
equations, and they approach constant values exponentially in time. Moreover,
the homogeneous values of e and s are, to leading order, precisely those values
corresponding to the point on the slow kinetics manifold, which is to be expected.
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The rate constant for the exponential convergence in time to this homogeneous
state is one order of magnitude smaller than in regime (i), see Section 2.1.
On the long time scale, s is the reaction progress variable. It satisfies the classical
slow reduced MMH kinetics equation. At the same time, the homogeneous enzyme
and complex concentrations are slaved to that of s and lie on the critical manifold
to leading order. Most significantly, the leading order dynamics in this regime turn
out to be independent of the diffusivities a and b.
The equations in this regime are
ε
∂s
∂t
= −εse+ ε(κ− λ)c+ ∂
2s
∂x2
, (3.1a)
ε
∂e
∂t
= −(se− κc) + a ∂
2e
∂x2
, (3.1b)
ε
∂c
∂t
= se− κc+ b ∂
2c
∂x2
. (3.1c)
Equivalently, in vector form, they are given by
ε
∂u
∂t
= Fε(u) +D
∂2u
∂x2
.
3.1. Homogenization and Fast Kinetics: The Fast (Inner) Time Scale.
Recall that uˆ(η, x, ε) = u(t, x, ε) on the fast time scale given by η = t/ε. Then, the
governing equations become
∂sˆ
∂η
= −εsˆeˆ+ ε(κ− λ)cˆ+ ∂
2sˆ
∂x2
, (3.2a)
∂eˆ
∂η
= −(sˆeˆ− κcˆ) + a ∂
2eˆ
∂x2
, (3.2b)
∂cˆ
∂η
= sˆeˆ− κcˆ+ b ∂
2cˆ
∂x2
(3.2c)
subject to the usual initial conditions and Neumann boundary conditions.
Making the Ansatz uˆ(η, x, ε) = uˆ0(η, x) + εuˆ1(η, x) + O(ε2), we find to lowest
order that
∂sˆ0
∂η
=
∂2sˆ0
∂x2
, (3.3a)
∂eˆ0
∂η
= −(sˆ0eˆ0 − κcˆ0) + a∂
2eˆ0
∂x2
, (3.3b)
∂cˆ0
∂η
= sˆ0eˆ0 − κcˆ0 + b∂
2cˆ0
∂x2
. (3.3c)
Hence, sˆ0 satisfies the homogeneous heat equation with Neumann boundary condi-
tions and with initial data given by sˆ0(0, x) = si(x), which implies that
sˆ0(η, x) =
∞∑
k=0
sˆ0ke−(kpi)
2η cos (kpix), (3.4)
where sˆ00 = 1 and
sˆ0k = 2
∫ 1
0
sˆ0(0, x) cos (kpix) dx = 2
∫ 1
0
si(x) cos (kpix) dx for k ≥ 1.
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Next, we find the corresponding expressions for eˆ0 and cˆ0. Equations (3.3b) and
(3.3c) are linear in eˆ0 and cˆ0, with some of the coefficients depending on η and x
through s0. Hence, due to the Neumann boundary conditions on eˆ0 and cˆ0, one
can write
eˆ0(η, x) =
∞∑
k=0
eˆ0k(η) cos (kpix) and cˆ0(η, x) =
∞∑
k=0
cˆ0k(η) cos (kpix) (3.5)
for some sets of coefficients {eˆ0k(η)} and {cˆ0k(η)}. Substituting (3.4) and (3.5) into
(3.3b) and (3.3c), making use of the identity
cos (mpix) cos (npix) =
1
2
(
cos ((m+ n)pix) + cos ((m− n)pix))
as well as of sˆ00 = 1, and collecting coefficients of like cosines, we find that eˆ0k
and cˆ0k must satisfy the following infinite system of linear ordinary differential
equations:
deˆ00
dη
= −(eˆ00 − κcˆ00)−F0, (3.6a)
dcˆ00
dη
= eˆ00 − κcˆ00 + F0, (3.6b)
for the zeroth Fourier mode, and
deˆ0k
dη
= −(1 + a(kpi)2 + 1
2
sˆ0(2k)e−4(kpi)
2t
)
eˆ0k + κcˆ0k −Fk, (3.7a)
dcˆ0k
dη
= −(κ+ b(kpi)2)cˆ0k + (1 + 12 sˆ0(2k)e−4(kpi)2t)eˆ0k + Fk, (3.7b)
for the kth Fourier mode, k ≥ 1. Here, Fk is defined via
F0(η) = 12
∑
m≥1
sˆ0me−(mpi)
2η eˆ0m(η), (3.8a)
Fk(η) = 12
∑
m≥0
m6=k
(
sˆ0(m+k)e−(m+k)
2pi2η + sˆ0|m−k|e−(m−k)
2pi2η
)
eˆ0m(η), k ≥ 1.
(3.8b)
In particular, (3.6) yields that eˆ00(η) + cˆ00(η) is constant in this regime. Then,
solving (3.6) and taking into account the identities
eˆ00(0) =
∫ 1
0
eˆ0(0, x) dx =
∫ 1
0
ei(x) dx = 1,
cˆ00(0) =
∫ 1
0
cˆ0(0, x) dx =
∫ 1
0
ci(x) dx = 0
as well as the fact that eˆ0k and cˆ0k must be bounded in η, we find
eˆ00(η) =
κ
1 + κ
+O(e−min{pi2,1+κ}η), cˆ00(η) = 11 + κ +O(e
−min{pi2,1+κ}η). (3.9)
Similar expressions can be derived for eˆ0k and cˆ0k with k ≥ 1; in particular, one
can show that eˆ0k, cˆ0k = O(e−dpi2η), where we recall d = min{1, a, b}. Hence, we
conclude that for η large,
uˆ0(η, x) =
(
1,
κ
1 + κ
,
1
1 + κ
)T
+O(e−min{dpi2,1+κ}η). (3.10)
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See Appendix B for details.
3.2. Reduced Kinetics: The Slow (Outer) Time Scale. On the slow (outer)
time scale, the system dynamics are naturally described by (3.1) in the original
time t. To lowest order, we find
0 =
∂2s0
∂x2
, (3.11a)
0 = −(s0e0 − κc0) + a∂
2e0
∂x2
, (3.11b)
0 = s0e0 − κc0 + b∂
2c0
∂x2
, (3.11c)
where we again make the Ansatz u(t, x, ε) = u0(t, x) + εu1(t, x) +O(ε2).
Integrating (3.11a) with respect to x and making use of the Neumann boundary
conditions, we conclude immediately that s0(t, x) ≡ s0(t). Similarly, it follows from
either (3.11b) or (3.11c) that
s0(t)
∫ 1
0
e0(t, x) dx− κ
∫ 1
0
c0(t, x) dx = 0. (3.12)
To obtain explicit formulae for e0 and c0, we rescale x via x¯ = x/
√
a, and observe
that the ratio
α = a/b
is the relevant parameter, rather than a and b separately. We rewrite (3.11b) and
(3.11c) as a four-dimensional linear system with t–dependent coefficients,
e′0 = f0, (3.13a)
f ′0 = s0(t)e0 − κc0, (3.13b)
c′0 = d0, (3.13c)
d′0 = −α(s0(t)e0 − κc0), (3.13d)
where the prime denotes (partial) differentiation with respect to x¯.
The general solution of (3.13) is given by
e0(t, x¯) = κγ1(t) + κγ2(t)x¯+ γ3(t)e
√
s0(t)+ακ x¯ − γ4(t)e−
√
s0(t)+ακ x¯, (3.14a)
c0(t, x¯) = s0(t)γ1(t) + s0(t)γ2(t)x¯− αγ3(t)e
√
s0(t)+ακ x¯ + αγ4(t)e−
√
s0(t)+ακ x¯,
(3.14b)
where f0 = e′0 and d0 = c
′
0 can be found from (3.14), and γ1, . . . , γ4 are t–dependent
constants of integration. Making use of the Neumann boundary conditions on e0
and c0 in (3.14), one sees that γ2, γ3, and γ4 must be identically zero. Hence, the
only solution (3.14) that satisfies the boundary conditions is given by
(e0, c0)(t) = γ1(t)(κ, s0(t)), (3.15)
where γ1(t) is as yet undetermined, and we see that (3.12) reduces to
s0(t)e0(t)− κc0(t) = 0. (3.16)
Summarizing, we see that e0 and c0 are spatially uniform on the slow time scale
and that the constraint (3.16) is satisfied at all times.
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To describe the dynamics of u0 on the t time scale, we consider the O(ε)–terms
in (3.1),
ds0
dt
= −s0e0 + (κ− λ)c0 + ∂
2s1
∂x2
, (3.17a)
de0
dt
= −(s1e0 + s0e1 − κc1) + a∂
2e1
∂x2
, (3.17b)
dc0
dt
= s1e0 + s0e1 − κc1 + b∂
2c1
∂x2
. (3.17c)
First, an integration of (3.17a) over x ∈ [0, 1] in combination with (3.16) yields
ds0
dt
= −λc0. (3.18)
To find the corresponding dynamics of e0 and c0, we add (3.17b) and (3.17c) and
integrate the resulting expression with respect to x, which gives
de0
dt
+
dc0
dt
= 0.
Hence, e0(t) + c0(t) = e0(0) + c0(0) for all t ≥ 0. Finally, taking into account that
limt→0+ u(t, x) must equal
lim
η→∞ uˆ0(η, x) =
(
1,
κ
1 + κ
,
1
1 + κ
)T
,
we obtain
e0(t) + c0(t) = 1.
Combining this identity with (3.15) and solving the resulting equation for γ1, we
find γ1(t) = (s0(t) + κ)−1 and therefore
e0(t) =
κ
s0(t) + κ
and c0(t) =
s0(t)
s0(t) + κ
, (3.19)
see (2.23). Finally, substitution of (3.19) into (3.18) yields the governing equation
for s0,
ds0
dt
= −λ s0
s0 + κ
with s0(0) = 1, (3.20)
see also (2.24).
This approximation is independent of the values of a and b, and hence it coincides
with the one in Section 2. The unequal diffusivities of e and c do not influence the
leading-order asymptotics of (3.1).
3.3. The Uniformly Valid Leading-Order Approximation. In this regime,
δ is of the same size as the rate constant corresponding to the faster of the two
kinetics time scales, i.e., δ is moderately large. Therefore, given the expressions
for uˆ0 and u0 in (3.10) and (3.19), respectively, with s0(t) given by (3.20), the
uniformly valid leading-order approximation for u is
s(t, x) = s0(t) +O(e−min{pi2,1+κ}δt) +O(ε), (3.21a)
e(t, x) =
κ
s0(t) + κ
+O(e−min{api2,1+κ}δt) +O(ε), (3.21b)
c(t, x) =
s0(t)
s0(t) + κ
+O(e−min{bpi2,1+κ}δt) +O(ε), (3.21c)
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where δ = 1/ε. Again, we emphasize that this approximation is independent of the
values of a and b. Correspondingly, the leading-order dynamics may be interpreted
physically in the same manner as that found in the regime of large diffusivities
(Section 2.4), although of course the error terms here are more significant.
3.4. Higher-Order Corrections. Similar reasoning as used in Section 3.2 can be
applied to determine the asymptotics of un, for any n ≥ 1. In particular, one can
show that un remains spatially uniform for all times t, un = un(t), and that the
state of the system at time t is determined by the set of equations
dsn(t)
dt
= [F1,ε(u(t))]n, (3.22a)
en(t) + cn(t) = 0, (3.22b)
s0(t)en(t)− κcn(t) = c˙n−1 + rn−1(t). (3.22c)
Here, the overdot denotes differentiation with respect to time, F1,ε(u) = −se +
(κ − λ)c, and the term rn−1 = [F2,ε(u)]n + s0en − κcn, with F2,ε(u) = −se + κc,
is a function of u1, . . . ,un−1, sn, and e0 exclusively.
The proof is by induction. First, at O(εn), (3.1a) reads
dsn−1(t)
dt
= [F1,ε(u)]n−1(t) +
∂2sn(t, x)
∂x2
.
Now, dsn−1/dt = [F1,ε(u)]n−1 by the induction hypothesis, and thus ∂2sn/∂x2 = 0.
Using the boundary conditions, then, we find that sn(t, x) = sn(t).
Next, at O(εn), (3.1b) and (3.1c) yield
e˙n−1 − rn−1 = −(s0en − κcn) + a∂
2en
∂x2
,
c˙n−1 + rn−1 = s0en − κcn + b∂
2cn
∂x2
,
Here again, we rescale x via x¯ = x/
√
a and rewrite these equations as a four-
dimensional, inhomogeneous, linear system with t–dependent coefficients,
e′n = fn, (3.24a)
f ′n = s0en − κcn + e˙n−1 − rn−1, (3.24b)
c′n = dn, (3.24c)
d′n = −α(s0en − κcn + e˙n−1 − rn−1), (3.24d)
where the prime denotes (partial) differentiation with respect to x¯ and we have
used that e˙n−1(t) + c˙n−1(t) = 0 by the induction hypothesis.
The general solution of (3.24) is given by
en(t, x) = κγ1(t) + κγ2(t)x¯+ γ3(t)e
√
s0(t)+ακ x¯ − γ4(t)e−
√
s0(t)+ακ x¯
+
e˙n−1(t)− rn−1(t)
s0(t) + ακ
(
cosh(
√
s0(t) + ακ x¯)− 1
)
,
(3.25a)
cn(t, x) = s0(t)γ1(t) + s0(t)γ2(t)x¯− αγ3(t)e
√
s0(t)+ακ x¯ + αγ4(t)e−
√
s0(t)+ακ x¯
− αe˙n−1(t)− rn−1(t)
s0(t) + ακ
(
cosh(
√
s0(t) + ακ x¯)− 1
)
,
(3.25b)
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where fn = e′n and dn = c
′
n can be found from (3.25) and γ1, . . . , γ4 are t–dependent
constants of integration. Making use of the Neumann boundary conditions on en
and cn, one sees that γ2, γ3, and γ4 are such that
en(t, x) = en(t) = κγ1(t)− e˙n−1(t)− rn−1(t)
s0(t) + ακ
, (3.26a)
cn(t, x) = cn(t) = s0(t)γ1(t) + α
e˙n−1(t)− rn−1(t)
s0(t) + ακ
. (3.26b)
In summary, these formulas show that un = un(t).
Next, by integrating the O(εn+1) terms in (3.1a) and using the boundary con-
ditions, we obtain
∫ 1
0
(dsn/dt) dx =
∫ 1
0
[F1,ε(u)]n dx. To evaluate these integrals,
we observe that sn, and thus also dsn/dt, is a function of time only. Moreover,
[F1,ε(u)]n is a function of u0, . . . ,un−1 and thus also a function of time only. There-
fore, dsn/dt = [F1,ε(u)]n, as desired.
Finally, at O(εn+1), (3.1b) and (3.1c) yield
e˙n = [F2,ε(u)]n + a
∂2en+1
∂x2
,
c˙n = −[F2,ε(u)]n + b∂
2cn+1
∂x2
.
Integrating both members of these equations over the spatial domain [0, 1], using
the boundary conditions and recalling that en and cn are functions of time only, we
obtain the identity e˙n(t) + c˙n(t) = 0. Recalling also that e(t, x) + c(t, x) = 1 and
that e0(t) + c0(t) = 1, we conclude that en(t) + cn(t) = 0 as desired. Therefore,
combining (3.26) with the identity e˙n(t) + c˙n(t) = 0, we obtain (3.22), and the
proof is complete.
Remark 3.1. Equations (3.22) show that the system dynamics are governed solely
by the chemical kinetics together with the conservation law e(t) + c(t) = 1, to
within all algebraic orders in ε. Thus, all of the results that are valid for the usual,
nondiffusive MMH kinetics (such as the existence of a slow invariant manifold with
an asymptotic expansion in powers of ε [12]) also apply to this case.
4. Small Diffusivities
In this section, we consider the regime in which the species’ diffusivities are
small, δ = ε, so that the time scale on which diffusion acts is much longer than that
of the slow kinetics.
The solution in this regime depends on the fine structure of the initial distribu-
tions, as well as on the local distributions of the species. We will show that, on
the fast and slow time scales, the effects of diffusion may be neglected to a fairly
good approximation (to within O(ε2)) and that the kinetics are largely decoupled
at each point x in space. In particular, for each fixed x, the kinetics follow the
classical MMH kinetics. Complex is formed on the fast time scale, with the species’
concentrations rapidly approaching an x–dependent point on the slow manifold.
We label the dynamics on the fast time scale as pointwise fast kinetics. Then, the
reaction proceeds on the slow time scale, with the concentrations of substrate and
complex evolving along the slow manifold to zero, pointwise in x. Also, the enzyme
concentration evolves to leading order toward the initial profile ei(x), which still
depends on x. We label the dynamics on the slow time scale as pointwise slow
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reduced kinetics. Finally, on the super-slow time scale, diffusion homogenizes the
enzyme concentration profile.
Equations (1.13) with δ = ε are
ε
∂s
∂t
= −εse+ ε(κ− λ)c+ ε2 ∂
2s
∂x2
, (4.1a)
ε
∂e
∂t
= −(se− κc) + aε2 ∂
2e
∂x2
, (4.1b)
ε
∂c
∂t
= se− κc+ bε2 ∂
2c
∂x2
. (4.1c)
In vector notation, (4.1) is given by
ε
∂u
∂t
= Fε(u) + ε2D
∂2u
∂x2
. (4.2)
One factor of ε in (4.1a) is redundant; however, we retain it for consistency of
notation.
4.1. Pointwise Fast Kinetics: The Fast (Inner) Time Scale. On the fast
(η = t/ε) time scale, the full governing equations are given by
∂uˆ
∂η
= Fε(uˆ) + ε2D
∂2uˆ
∂x2
, (4.3)
subject to the usual initial and boundary conditions, see Section 1. Again, we
expand uˆ(η, x, ε) = uˆ0(η, x) + εuˆ1(η, x) +O(ε2). To lowest order, (4.3) implies
O(1) : ∂uˆ0
∂η
= [Fε(uˆ)]0, (4.4)
subject to Neumann boundary conditions and the initial condition
uˆ0(0, x) = ui(x). (4.5)
Solving the system (4.4) and (4.5) componentwise, we find sˆ0(η, x) = sˆ0(0, x);
hence, sˆ0(η, x) ≡ si(x) for all η ≥ 0. Moreover,
∂eˆ0
∂η
+
∂cˆ0
∂η
= 0,
so that
eˆ0(η, x) + cˆ0(η, x) = eˆ0(0, x) + cˆ0(0, x) ≡ ei(x) for all η ≥ 0. (4.6)
Now, given that sˆ0 = si and eˆ0 = ei − cˆ0, we see from (4.4) that
∂cˆ0
∂η
= −(si + κ)cˆ0 + siei with cˆ0(0, x) = 0,
which has the solution
cˆ0(η, x) =
si(x)ei(x)
si(x) + κ
(
1− e−(si(x)+κ)η).
In summary, we have
uˆ0(η, x) =
(
si(x),
ei(x)
si(x) + κ
(
κ+si(x)e−(si(x)+κ)η
)
,
si(x)ei(x)
si(x) + κ
(
1−e−(si(x)+κ)η))T .
(4.7)
The physical interpretation of these results is that, on the fast time scale, dif-
fusion has no effect on the concentration amplitudes to O(1) and O(ε); it only
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influences the amplitudes at O(ε2). Instead, on the fast time scale, the kinetics
have center stage and are essentially independent at each point x. In particular,
pointwise in x and to leading order in ε, sˆ remains unaltered, and eˆ and cˆ are
constrained to satisfy the linear conservation law (4.6), while the concentrations
evolve to the appropriate (x–dependent) point on the leading-order slow manifold
as η →∞, which is exactly dictated by the chemical kinetics.
4.2. Pointwise Slow Reduced Kinetics: The Slow Time Scale. The slow
time scale is given by the original time scale t itself; hence, with a slight abuse of
notation to ensure consistency with Section 2, we replace u by u˜ = u˜(t, x, ε) in
(4.2) and make the Ansatz u˜(t, x, ε) = u˜0(t, x)+εu˜1(t, x)+O(ε2). After expanding
with respect to ε and rearranging, we have
O(1) : [Fε(u˜)]0 = 0, (4.8a)
O(ε) : ∂u˜0
∂t
= [Fε(u˜)]1, (4.8b)
with Neumann boundary conditions on u˜0 and u˜1 and with initial conditions to be
determined by matching with the equations on the fast time scale.
Writing (4.8a) componentwise, we see that s˜0e˜0 = κc˜0, which we can substitute
into (4.8b) to obtain
∂s˜0
∂t
= −λc˜0.
Also, we deduce from (4.8b) that e˜0(t, x) + c˜0(t, x) = e˜0(0) + c˜0(0) must hold.
Imposing the matching condition limη→∞ uˆ0(η, x) = limt→0+ u˜0(t, x) and taking
into consideration that
lim
η→∞ uˆ0(η, x) =
(
si(x),
κei(x)
si(x) + κ
,
si(x)ei(x)
si(x) + κ
)T
, (4.9)
we conclude that e˜0(t, x) + c˜0(t, x) ≡ ei(x). Therefore, recalling (4.8a), we obtain
e˜0(t, x) =
κei(x)
s˜0(t, x) + κ
and c˜0(t, x) =
s˜0(t, x)ei(x)
s˜0(t, x) + κ
, (4.10)
where s˜0(t, x) solves
∂s˜0
∂t
= −λ ei(x)
s˜0 + κ
s˜0 with s˜0(0, x) = si(x). (4.11)
This reduced equation for s˜0(t, x) is of the same form as (2.24), the equation for
s0(t) in the large diffusivities regime; however, the interpretations differ. Here,
s˜0(t, x) depends on x through ei(x), whereas s0(t) is independent of x. Moreover,
we recall that s˜0 may be found only implicitly, as was shown for s0(t) in (2.25).
Therefore, we conclude that, at each point x in the domain, s˜0 is the natural
reaction progress variable and that the enzyme and complex concentrations are
given as functions of it, as in the chemical kinetics problem. However, we emphasize
that, in this small-diffusivity regime, the sum of e˜0 and c˜0 depends on x and is equal
to the local initial enzyme profile ei(x), not uniformly equal to one, as in the classical
kinetics problem. This means, among other things, that, for certain spatial profiles
ei(x), the dynamic evolution of u˜ takes place outside the unit cube, i.e., outside
the region that is feasible for the classical kinetics problem.
EJDE/CONF/16 REDUCTION FOR MICHAELIS-MENTEN-HENRI KINETICS 175
4.3. Homogenization of the Enzyme Concentration: The Super-Slow
(Outer) Time Scale. Due to the fact that δ = ε in this regime, diffusion acts on
the super-slow (ζ = εt) time scale, and we express the governing equations as
ε2
∂u
∂ζ
= Fε(u) + ε2D
∂2u
∂x2
, (4.12)
subject to Neumann boundary conditions. We make the Ansatz
u(ζ, x, ε) = u0(ζ, x) + εu1(ζ, x) + ε2u2(ζ, x) +O(ε3),
substitute it into (4.12), expand, and rearrange the resulting equations to obtain
O(1) : [Fε(u)]0 = 0, (4.13a)
O(ε) : [Fε(u)]1 = 0, (4.13b)
O(ε2) : Lζu0 = [Fε(u)]2, (4.13c)
where Lζ = ∂∂ζ −D ∂
2
∂x2 , supplemented by Neumann boundary conditions.
First, observe that (4.13a) gives s0e0 = κc0, as on the slow (t) scale. Then
(4.13b) shows that λc0 = 0, which implies c0 ≡ 0 (since λ 6= 0 by definition).
Moreover, we see from that same equation (4.13b) that
s0e1 + s1e0 = κc1,
which we use in (4.13c) to obtain
∂s0
∂ζ
− ∂
2s0
∂x2
= −λc1.
Similarly, to find e0, we note that (4.13c) and the identity c0 ≡ 0 derived above
imply Lζc0 = 0; hence,
s0e2 + s1e1 + s2e0 = κc2.
Therefore, Lζe0 = 0 and
e0(ζ, x) =
∞∑
k=0
e0ke−a(kpi)
2ζ cos (kpix),
with the constant coefficients e0k to be determined by matching with the dynamics
on the t scale. Since matching requires limt→∞ u˜0(t, x) = limζ→0+ u0(ζ, x) and
lim
t→∞ u˜0(t, x) =
(
0, ei(x), 0
)T (4.14)
by (4.10) and (4.11), it follows that e0 solves the homogeneous heat equation with
nonzero initial conditions and with Neumann boundary conditions. Hence, the
enzyme concentration will generically be nonzero. More precisely, since
e00 =
∫ 1
0
ei(x) dx = 1,
it follows that e0(ζ, x) = 1 + O(e−api2ζ). All reactions have to leading order been
completed when diffusion sets in, i.e., there is only enzyme left to diffuse until a
spatially homogeneous distribution of e has been reached.
Finally, given e0(x) 6≡ 0 and (4.13a), we conclude that s0 ≡ 0 must hold. Hence,
to summarize, we have
u0(ζ, x) = (0, 1, 0)T +O(e−dpi2ζ), (4.15)
where again d = min{1, a, b}.
176 L. KALACHEV, H. KAPER, T. KAPER, N. POPOVIC´, A. ZAGARIS EJDE/CONF/16
4.4. The Uniformly Valid Leading-Order Approximation. We combine the
expressions for uˆ0, u˜0, and u0, which are the leading-order approximations to the
solution u of (4.2) on the fast, slow, and super-slow time scales, respectively, into
one uniformly valid, leading-order approximation for u. Given (4.7), (4.10) and
(4.11), and (4.15), as well as (4.9) and (4.14), a straightforward calculation shows
s(t, x) = s˜0(t, x) +O(e−pi2δt) +O(ε), (4.16a)
e(t, x) = 1− s˜0(t, x)ei(x)
s˜0(t, x) + κ
+
si(x)ei(x)
si(x) + κ
e−(si(x)+κ)t/δ +O(e−api2δt) +O(ε),
(4.16b)
c(t, x) =
s˜0(t, x)ei(x)
s˜0(t, x) + κ
− si(x)ei(x)
si(x) + κ
e−(si(x)+κ)t/δ +O(e−bpi2δt) +O(ε), (4.16c)
where s˜0 is defined by (4.11). Here, we also recall that δ = ε, i.e., δ is asymptotically
smaller than the smaller of the two kinetics rate constants.
4.5. Higher-Order Corrections. In this regime, the higher-order algebraic cor-
rections uj , j ≥ 1, may be found explicitly.
The O(ε) terms in (4.3) are
O(ε) : ∂uˆ1
∂η
= [Fε(uˆ)]1. (4.17)
In particular, the equation for the first component, sˆ1, is
∂sˆ1
∂η
= −sˆ0eˆ0 + (κ− λ)cˆ0 = −si(x)ei(x)
si(x) + κ
(
λ+ e−(si(x)+κ)η(si(x) + κ− λ)
)
, (4.18)
where we used (4.7). Hence, there will be a secular term in sˆ1 that grows linearly
in η, due to the η–independent (first) term in (4.18).
A remedy is at hand using the method of multiple scales. In particular, let the
terms in the expansion of uˆ depend not only on the fast time η, but also on the slow
time t and on a sequence of successively longer time scales as needed, depending
on the order of the truncation of the asymptotic expansion. We start with the
O(1) term, A0(t, x)sˆ0(η, x), in the expansion for sˆ. As in Section 4.1, it is again
the case that sˆ0 = si(x), independently of η, and that (4.6) holds. Moreover, the
leading-order terms for the complex and enzyme concentrations may be found as
in Section 4.1. For example, to leading order, the complex concentration is
A0(t, x)si(x)ei(x)
A0(t, x)si(x) + κ
(
1− e−(A0(t,x)si(x)+κ)η).
Substituting these solutions into (4.3) and collecting the O(ε) terms, we find
si(x)
∂A0
∂t
+A1
∂sˆ1
∂η
= −si(x)ei(x)A0
A0si(x) + κ
(
λ+(A0si(x)+κ−λ)e−(A0si(x)+κ)η
)
. (4.19)
Therefore, if we choose A0(t, x) such that the η–independent term vanishes from
the right hand side of (4.19), then we obtain a regular (bounded) solution for sˆ1.
Specifically, we choose the dependence of A0(t, x) on t so that
∂A0
∂t
= −λ ei(x)A0
A0si(x) + κ
. (4.20)
This requirement is equivalent to applying a solvability condition to equation (4.19),
which forces the ‘bad’ terms to drop out. The resulting equation for sˆ1 may be
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integrated directly to obtain a bounded function. Moreover, as one expects, the
equation (4.20) for A0(t, x) is precisely equation (4.11), which was obtained from the
leading-order analysis on the slow time scale, with s˜0(t, x) replaced by A0(t, x)si(x).
Higher-order terms sˆj , j ≥ 1, may be found in an analogous manner. The
corresponding amplitude functions Ai (for i = 1, . . . , j) depend on t, εt, . . ., εj−1t,
as well as on x, and are determined by solvability conditions, just as A0(t, x) was
determined by the solvability condition on the equation for sˆ1 above. Of course,
the corrections to the complex and enzyme concentrations need to be determined
simultaneously using the multiple scales Ansatz.
5. Interpretation and Conclusions
In the present article, we have studied the effects of diffusion on the classical
MMH reaction mechanism. We have investigated the two extreme regimes of large
diffusivities and of small diffusivities, as well as an intermediate regime of moder-
ately large diffusivities. A brief summary of the observed dynamics and time scales
in each regime was given in Table 1. Here, we summarize our findings in more
detail and illustrate the analytical results with direct numerical simulations.
Regime (i): large diffusivities, δ = 1/ε2. There is a brief initial transient
period of O(ε2) during which the concentrations become spatially homogeneous,
with values equal to the spatial averages of the initial concentration profiles. This
period is followed by another short, O(ε)–period during which the fast kinetics
act. During this second period, the homogeneous concentrations everywhere in the
domain are brought into the regime where the MMH reduction holds. Then, for
large times, the dynamics are exactly the same as those found in the pure kinetics
problem, as described above. The leading-order asymptotics, uniformly valid in
time and space, are given in (2.26).
The results of a typical simulation of (1.13) for this regime are shown in Figure 1.
In particular, the super-fast initial transient appears to last for essentially only one
timestep, as is evident from Figures 1(a) and 1(b).
Regime (ii): moderately large diffusivities, δ = 1/ε. The substrate con-
centration again homogenizes during a brief initial transient, which is of O(ε) here.
However, since the fast reaction kinetics act on the same scale as diffusion, there
is an interplay between the two on this fast time scale. Then, as the species’ con-
centrations homogenize, the kinetics start to take over until an MMH reduction is
again applicable. The uniformly valid approximation is given by (3.21).
The results of a typical simulation of (1.13) are shown in Figure 2. The numerical
outcome is qualitatively similar to that for regime (i); however, homogenization is
one order of magnitude slower, since diffusion acts on a time scale of O(ε), as
compared to O(ε2) before. See especially Figure 2(b), which suggests that the
number of timesteps is approximately five.
Regime (iii): small diffusivities, δ = ε. At every point in the domain,
the kinetics dominate on fast and slow time intervals on the orders of ε and 1,
respectively. In other words, at every point in space, the reaction proceeds exactly
as in the pure kinetics problem, with no communication to leading order between
neighboring points. Then, after the substrate has been used up and all of the
complex has decayed into product and enzyme at every point, on the super-slow
time scale, the enzyme profile becomes homogenized due to diffusion, ultimately
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Figure 1. Regime (i): large diffusivities. Concentration profiles
of (a) s, (b) e, and (c) c as functions of t ≥ 0 and x ∈ [0, 1], with
parameter values κ = 3, λ = 5, ε = 0.1, δ = 100, a = 2, b = 3, and
initial profiles (s, e, c)(0, x) = (1 + 12 cos(2pix), 1 +
1
2 cos(pix), 0).
converging to the spatial average of the initial enzyme concentration profile. The
leading-order approximation, valid uniformly in time and space, is given in (4.16).
The results of a typical simulation of (1.13) for this regime are shown in Fig-
ure 3. It takes at least ten timesteps before the concentrations are essentially
homogeneous.
The above case studies are of interest in a variety of applications modeled by the
MMH mechanism. One interesting example is the problem of nutrient uptake in
cells [5], see also Section 1. There, the role of the enzyme is played by the unoccupied
receptor sites on the outer boundary of the cell membrane, and the role of the
substrate is played by nutrients outside the cell. When a nutrient molecule binds
to a receptor site, the receptor site is said to be occupied; this occupied site plays the
role of the complex. Moreover, this binding is a reversible reaction; after binding,
nutrient molecules may be transported into the cell, which renders the binding site
again unoccupied, i.e., the “enzyme” is recycled. Naturally, nutrient inside the cell
corresponds to the MMH product. In sum, the classical MMH mechanism may be
used to model this type of nutrient uptake process.
Moreover, this class of problems constitutes an interesting case study in which
the diffusivities of “enzyme” and “complex” are identical, since the receptor sites
(occupied and unoccupied) are attached to the cell membrane and hence move with
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Figure 2. Regime (ii): moderately large diffusivities. Concentra-
tion profiles of (a) s, (b) e, and (c) c as functions of t ≥ 0 and x ∈
[0, 1], with parameter values κ = 3, λ = 5, ε = 0.1, δ = 10, a = 2,
b = 0.5, and initial profiles (s, e, c)(0, x) = (1 + 12 cos(2pix), 1 +
1
2 cos(pix), 0).
the cell. Preliminary results suggest that at least some of the more complex regimes
of mixed diffusivities can be analyzed in a manner similar to that outlined above.
The investigation of various mixed regimes and of other related reaction mech-
anisms, including catalysis [2], as well as the study of the effects of Dirichlet and
mixed boundary conditions (which give rise to time-dependent boundary layers)
constitute possible topics for future research.
Appendix A. Linear stability of the extinguished state
In this appendix, we state and prove the linear (spectral) stability of the spa-
tially uniform (homogeneous) equilibria u∗ = (0, e∗, 0) to which solutions tend in
the limit t → ∞, i.e., after all reactions have been completed and the effect of
diffusion has been accounted for. We show that these equilibria are (linearly) sta-
ble with respect to small inhomogeneous perturbations, irrespective of the relative
time scales of reaction and diffusion. Our approach relies on a classical Turing sta-
bility analysis [28]; for more general considerations on the stability of homogeneous
solutions in the presence of diffusion, we refer to [3, 18].
Lemma A.1. For any e∗ ≥ 0 constant, the homogeneous equilibrium solution
u∗ = (0, e∗, 0) of (1.16) is linearly stable.
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Figure 3. Regime (iii): small diffusivities. Concentration profiles
of (a) s, (b) e, and (c) c as functions of t ≥ 0 and x ∈ [0, 1], with
parameter values κ = 3, λ = 5, ε = 0.1, δ = 0.1, a = 2, b = 3, and
initial profiles (s, e, c)(0, x) = (1 + 12 cos(2pix), 1 +
1
2 cos(pix), 0).
Proof. The argument follows closely the corresponding discussion of morphogenesis
in [5, Section 11.4]. First, we linearize (1.13) about u = u∗. Let u′ = u−u∗; then,
∂u′
∂t
=
1
ε
dFε(u∗)u′ + δD
∂2u′
∂x2
, (A.1)
where D = diag(1, a, b) is defined as above and dFε(u∗) is given by
dFε(u∗) =
−εe∗ 0 ε(κ− λ)−e∗ 0 κ
e∗ 0 −κ
 .
Now, we make the Ansatz u′ = (s′, e′, c′)T = (α1, α2, α3)T cos (kpix)eσt, which
we substitute into (A.1). After dividing out the common factor cos (kpix)eσt and
rearranging the resulting equations, we obtain the following homogeneous system
of linear equations for (α1, α2, α3)T ,
(σI3 −A) · (α1, α2, α3)T = (0, 0, 0)T , (A.2)
where A is defined as A = dFε(u∗)/ε− δ(kpi)2D and In denotes the n× n-identity
matrix. For (A.2) to have nontrivial solutions, det (σI3 −A) must vanish. An
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elementary calculation shows
det (σI3 −A) =
(
σ + δa(kpi)2
)[
σ2 +
(
e∗ + δ(kpi)2 +
κ
ε
+ δb(kpi)2
)
σ
+
(
e∗ + δ(kpi)2
)(κ
ε
+ δb(kpi)2
)
− e
∗
ε
(κ− λ)
]
,
which implies that either σ = −δa(kpi)2 < 0, or that the term in square brackets
vanishes. This term, however, is precisely the determinant of the 2 × 2-submatrix
σI2 − A¯ of σI3 −A obtained by deleting the second row and column, with
A¯ =
(−(e∗ + δ(kpi)2) κ− λ
e∗
ε
−
(κ
ε
+ δb(kpi)2
)) . (A.3)
Hence, we are within the framework of [5], and it remains to show that tr A¯ < 0
and det A¯ > 0 for Re(σ) < 0 to hold, as clearly
σ =
tr A¯
2
±
√( tr A¯
2
)2
− det A¯.
However, this is immediate from (A.3), since
tr A¯ = −
(
e∗ +
κ
ε
+ δ(kpi)2(1 + b)
)
and
det A¯ =
1
ε
(
κδ(kpi)2 + λ
)
+ δb(kpi)2
(
e∗ + δ(kpi)2
)
,
and since the values of all individual parameters in these expressions are non-
negative. 
Remark A.2. The above conclusion also holds for κ = 0, since tr A¯ remains
negative and det A¯ positive.
Appendix B. Estimates on (3.6) and (3.7) for regime (ii)
In this appendix, we present some of the technical steps involved in analyzing
the dynamics of eˆ0k and cˆ0k, (3.6) and (3.7), and of deriving (3.10), for regime (ii).
As shown in Section 3, we know that eˆ00(η)+ cˆ00(η) = 1 for all η > 0. Thus, the
equation (3.6) for eˆ00 may be rewritten as
d
dη
(
eˆ00 − κ
κ+ 1
)
= −(1 + κ)
(
eˆ00 − κ
κ+ 1
)
−F0.
Writing w = eˆ00 − κ/(κ+ 1) and multiplying both members by w, we obtain
1
2
d(w2)
dη
= −(1 + κ)w2 −F0w.
Applying Young’s inequality to the last term in the right member, we find
1
2
d(w2)
dη
≤ −(1 + κ− σ)w2 + 1
4σ
F20 .
(Here, σ > 0 is a suitably chosen parameter.) Next, application of Gronwall’s
inequality yields
(w(η))2 ≤ (w(0))2e−2(1+κ−σ)η + 1
2σ
∫ η
0
e−2(1+κ−σ)(η−s)(F0(s))2 ds. (B.1)
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Recalling the definition of F0 and that sˆ0 = si, applying Ho¨lder’s inequality twice,
and employing Parseval’s identity, we estimate
(F0(η))2 = 12e
−2pi2η
( ∑
m≥1
sˆ0meˆ0m(η)
)2
≤ 1
2
e−2pi
2η‖si‖22‖eˆ0(η)‖22. (B.2)
Substituting this estimate into the integral in (B.1), we calculate
(w(η))2 ≤ ((w(0))2 − C(σ)) e−2(1+κ−σ)η + C(σ)e−2pi2η,
where
C(σ) =
‖si‖22
(
supη≥0 ‖eˆ0(η)‖22
)
8σ(1 + κ− σ − pi2) .
Here, ‖eˆ0(η)‖2 is guaranteed to remain bounded uniformly in time by standard
results. This proves that w(η) → 0 (or, equivalently, that eˆ00(η) → κ/(κ + 1)) as
η →∞ at an exponential rate.
The same type of estimates can be made to determine the long-term evolution
of the kth Fourier modes eˆ0k(η) and cˆ0k(η). In particular, one can show that these
modes decay to zero exponentially fast. Hence, we have demonstrated (3.10).
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