The class of quadratic integral equations contains, as a special case, numerous integral equations encountered in the theory of radiative transfer, the queuing theory, the kinetic theory of gases and the theory of neutron transport. As a pursuit of this, in the following pages, sufficient conditions are given for the existence of positive continuous solutions to some possibly singular quadratic integral equations. Meanwhile, we prove the existence of maximal and minimal solutions of our problems. The method used here depends on both Schauder and Schauder-Tychonoff fixed point principles. Unlike all previous contributions of the same type, no assumptions in terms of the measure of noncompactness were imposed on the nonlinearity of the given functions. As far as we know, the approach presented in this paper, in particular, the discussion of the existence of maximal and minimal solutions to the quadratic integral equations was never applied in the field of the quadratic integral equations and so is new.
Introduction and preliminaries
Integral equations of various types play an important role in many branches of functional analysis and in their applications in physics, economics and other fields. In particular, quadratic integral equations have many useful applications in describing numerous events and problems of the real world. For example, quadratic integral equations are often applicable in the theory of radiative transfer, the kinetic theory of gases, the theory of neutron transport, the queuing theory and the traffic theory (see e.g. [1] [2] [3] [4] ).
The aim of this paper is two-fold. On the one hand, we establish a sufficient condition to ensure the existence of positive continuous solutions to the possibly singular quadratic integral equation
x(t) = H(t, x(t)) + x(t)
∫ t 0
k(t, s)ϕ(s)(f (x(s)) + g(x(s))) ds, t ∈ [0, 1].
(1)
By singularity, we mean that the possibility of g(0) being undefined is permitted. For completeness, we consider, as a special case of problem (1), the following quadratic integral equation of fractional type
x(t) = H(t, x(t)) + x(t)I
α ϕ(s)(f (x(t)) + g(x(t))), t ∈ [0, 1], α ∈ (0, 1).
On the other hand, we deal with the possibly singular quadratic integral equation The existence of continuous solutions to the Chandrasekhar's integral equation [5] x(t) = 1 + x(t)
x(t) = H(t, x(t)) + x(t)
will be given as an application.
To encompass the full scope of our paper, we investigate the problem of the existence of solutions of the quadratic integral equation
∫ ∞ 0 k(t, s)ϕ(s)(f (x(s)) + g(x(s))) ds, t ∈ [0, ∞). (5) In our investigations, we assume that f : [0, ∞) → [0, ∞) and g : (0, ∞) → [0, ∞) are nonlinear continuous functions such that f is nondecreasing while g is nonincreasing and possibly singular, that is, the possibility of g(0) being undefined is allowed. By placing appropriate conditions on H, k and ϕ, we use Schauder's and Schauder-Tychonoff fixed point theorems to prove the existence of a continuous solution x to the above problems such that 0 < µ ≤ x(t) ≤ γ for some 0 < µ < γ .
It is worth mentioning that, the theory of quadratic integral equations with nonsingular kernels has received a lot of attention. Many authors studied the existence of solutions for several classes of nonlinear quadratic integral equations with nonsingular kernels (see e.g. [1, [6] [7] [8] [9] [10] and the references therein). However, in most of the above literature, the main results are realized with the help of the technique associated with the measures of noncompactness and a fixed point theorem of Darbo type. This approach seems to be too restrictive. Further, in most of the above investigations, the function H is assumed to be independent of the unknown function and the function x → f (x) + g(x) is assumed to be nondecreasing.
Some additional assumptions in terms of the measure of noncompactness were imposed on H. In comparison with the existence results in these references, our assumptions are more natural. The most interesting point is that the function g may be singular at x = 0. Also, we drop the requirement that x → f (x) + g(x) is monotonic. Further, instead of using the technique associated with Darbo's fixed point theorem, we proceed in a different way by making up the technique associated with Schauder's fixed point theorem. Let us notice that the approach presented in this paper was never applied in the field of quadratic integral equations. The following fixed point theorems play a major rule in our analysis. 
Existence of positive continuous solutions
In this section, we prove the existence of positive continuous solutions for Eq. (1). To facilitate our discussion, let us first state the following assumptions 
Remark 2.1. We are able to relax Assumption (6), if we assume that the function H is independent of x; in this case, we deduce that c 2 (·) ≡ 0 and then Assumption (6) takes the form
and H(t, x) = e 5+t , Assumption (6) takes the form
Remark 2.2. We also remark that, if we replace the function
, then it can be easily shown that the main results of our paper remain valid provided we replace Assumption (6) with the following one 
In account of the above remarks, we can see that Assumption (6) is not too restrictive.
Again, let us pay attention to Assumptions (1)- (6) . In the view of this assumption, we see that the function f +g occurring in the integral equations (1), (3) and (5) 
Proof. To solve Eq. (1), it is necessary to find a fixed point of the operator T :
Let Q be the subset of the space C [0, 1] defined as follows:
we have |x(
where
Note that Q is a nonempty (since µ < γ ), closed, bounded, convex and equicontinuous (hence compact) subset of
Further, for each x ∈ Q , we have that t → x(t) is continuous as a mapping from
) and g(x(·)) are compositions of this mapping with f and g, respectively, and thus, for each
] are continuous; hence the operator T makes sense. Now, let x ∈ Q and t 1 ,
In the view of our assumptions we obtain
Thus we have
] .
The above inequality and our assumptions yield
then Tx is uniformly continuous in [0, 1]. We claim that T : Q −→ Q is continuous. Once our claim is established, according to Schauder's fixed point theorem, T has a fixed point in Q . It remains to prove our claim by showing that T maps Q into itself continuously. To see this, observe Eq. (10) and the definition of Q . It can be easily seen that
Moreover, we have
Further, for every t ∈ [0, 1] and x ∈ Q , we have
We have, therefore, shown that T : Q −→ Q is a continuous operator; hence by Schauder's fixed point theorem, T : Q −→ Q has a fixed point. Consequently, the integral equation (1) has a positive continuous solution. Now, we introduce an example to illustrate the result contained in Theorem 2.1.
Example 2.2.
Consider the following functional integral equation
Observe that the above equation is a special case of Eq. (1) if we put
In what follows, we show that functions involved in Eq. (12) satisfy Assumptions (1)- (6) 
Using the standard methods of differential calculus we can easily prove that
Since ξ > 20.01, then
Then it is clear that this choice of H, f , k, ϕ and g satisfy Assumptions (1)- (5) with
, c 2 (r) = 0.0046. Finally, it remains to verify that Assumption (6) is satisfied. Obviously,
Simultaneously, on the basis of Theorem 2.1 we conclude that the integral equation (12) has at least one continuous solution
Example 2.3. In the view of the above example and Remark 2.2, it can be easily seen that the quadratic integral equation
has at least one continuous solution x with 0.1 ≤ x(t) ≤ 4.
Also, in the view of Remark 2.2, we have the following example.
and H(t, x) = e 5+t .
and consider the problem
It is easy to check, in this situation, that Assumptions (1)- (5) 
Thus, to ensure that Assumption (6) will be valid, it is enough to take ϕ ∈ L ∞ such that ‖ϕ‖ ∞ ≤ e 5.5 ln(2e) . Example 2.5. Consider the following functional integral equation
The above equation is also a special case of Eq. (1), if we put
and,
Observe
Thus, on the basis of Theorem 2.1 we conclude that the integral equation (13) Proof. Consider the integral equation
In the view of our assumptions with H n (t, x) := 
+ H(t, x), it is clear that
Since c 2 is a constant function, then the assumptions of Theorem 2.1 hold; therefore, the integral equation (14) 
k(t, s)ϕ(s)g(x(s)) ds.
As in the proof of Theorem 2.1, u ∈ C ([0, 1], R + ). We will show that u(0) = 0. To see this, we observe that
Since u is continuous, one can deduce that u(0) = 0. We claim that the family of functions {x n } is relatively compact on [0, 1]. To see this, note that {x n } is uniformly bounded and
That is 
(t).
Obviously, the uniform continuity of g and H(·, x(·)) together with the equation
yields ψ as a solution of Eq. (1). Next, we show that the solution ψ is either a maximal or a minimal solution to Eq. (1). To do this, we observe problem (14) and we let m, n ∈ N with m < n. Keeping in mind that u(0) = 0, we obtain
So, we have x n (0) ̸ = x m (0) for otherwise, we get m = n which contradicts our hypothesis that m < n. Thus, we have one of the following possibilities
We start with the case x n (0) > x m (0) and we will show, in this case, that ψ is the minimal solution to Eq. (1). A similar argument with the case x n (0) < x m (0), shows that ψ is the maximal solution to Eq. (1).
First, we will show that if x n (0) > x m (0), then
To prove conclusion (17), we assume that it is false; then there exist a t 1 ∈ [0, 1] such that x m (t 1 ) = x n (t 1 ) and x m (t) > x n (t), for all t ∈ [0, t 1 ).
Since g is monotonic nonincreasing in x, it follows, using Eq. (14) , that
which contradict the fact that x m (t 1 ) = x n (t 1 ). Hence, inequality (17) is true.
Second, we show that ψ is the minimal solution to Eq. (1).
To achieve this goal, we let x be any solution of (1) existing on the interval [0, 1]. Then, x m (t) < x(t), t ∈ [0, 1]. Since the minimal solution is unique (see [11, 12] ), it is clear that x m (t) tends to ψ(t) uniformly in t ∈ [0, 1] as m → ∞, which proves the existence of minimal solutions to the integral equation (1).
A similar argument making up the possibility that x n (0) < x m (0), implies the existence of maximal solutions. This ends the proof. (5) ln
has either maximal or minimal solutions in the space C ([0, 1], (0, ∞)). Based on Corollary 3.1 and Example 2.4, the problem
In the following examples, we show that the singularity of g at x = 0 gives the permission to discuss the solvability of some the Volterra-type integral equations as follows.
Example 3.2. Here, we consider the integral equation
where Θ : [0, ∞) → [0, ∞) is a continuous and nondecreasing function. To see this, we assume that the assumptions of Theorem 2.1 hold with f ≡ 0, H ≡ 1 and g(x) = Θ(x −δ ), δ > 0. In the view of Theorem 2.1, the integral equation 
occurs in the theory of infiltration of a fluid from a reservoir into an isotropic porous medium (see [13] ). To discuss problem (20), we consider functions Θ, P with the following properties:
Observe that the conditions imposed on Θ result in Θ increasing and Ψ := Θ 
as well as
Application
Inspired by the application of the quadratic integral equation of fractional order in physics and motivated by the work of e.g. Banaś [9] , Darwish [10] and others, we will investigate, as a special case of problem (1), the following quadratic integral equation of fractional order
Here, I
α denotes the fractional integral operator of order α > 0. Recall that the fractional integral operator of order α > 0 with left-hand point 0 is defined by
It is a well-known consequence of an inequality of Young that the linear fractional integral operators Apart from this, we assume the following hypothesis:
Proof. Define the kernel k by
We will show that k satisfies the requirements of Theorem 4.1. To see this, we let t, τ ∈ [0, 1]. Since p > 1/α, then we have by Hölder inequality with 1/p + 1/q = 1 and in the view of q(α − 1) > −1 that
Further, without loss of generality, we may assume that t < τ . Then, we obtain the following chain of inequalities
with some finite constant C (α, q), depending only on α and q. Thus,
In summary, we have 0 
Observe that the above equation is a special case of Eq. (21) if we put α = 1/2, p = 3 and
In what follows, we show that the functions involved in Eq. (23) satisfy inequality (22) (0, ∞) ).
Proof. The idea behind the proof is quite similar to the idea in the proof of Theorem 3.1 except that now we define
we deduce, by the properties of the fractional calculus (see e.g. [15] ), that u ∈ C ([0, 1], R + ). Moreover, we observe by Hölder inequality with 1/p + 1/q = 1 and in the view of q(α − 1) > −1 that
Thus, u(t) → 0 as t → 0. Since u is continuous, one can deduce that u(0) = 0. Now we are able to follow the same arguments as in the proof of Theorem 3.1 to show that problem (21) has either maximal or minimal solutions.
As a consequence of Theorem 4.2, we introduce the following corollary. Since the arguments are only a slight variation of the arguments in the proof of Corollary 3.1, we skip the proof. 
Quadratic integral equations of Hammerstein type
As a consequence of Theorem 2.1, we introduce the following theorems. The analysis is similar to that in the proof of this theorem; therefore, we skip the proof. 
then Eq.
Example 5.1. Here, we need to show that the above results can be used so as to include the important quadratic integral equations of Chandrasekhar type
We remark, that usually the existence of solutions of the Chandrasekhar-type integral equation is derived under the additional assumption that the so-called characteristic function ϕ is an even polynomial in s, (cf., [5, Chapter 5] ). For such characteristic functions, it is known that the resulting solutions can be expressed in terms of Chandrasekhar's H-functions [5, Chapters 4 and 5].
In our case, we derive the existence of solutions of this equation under the much weaker assumption of continuity of ϕ. Indeed, we assume that ϕ ∈ L ∞ , that is ϕ is an essentially bounded function and need not to be continuous. Obviously, this equation is a particular case of Eq. Thus, to ensure that inequality (24) will be valid, it is enough to take ϕ ∈ L ∞ such that 
Quadratic integral equations on the half-line
Many authors have investigated the existence of solutions of integral equations on an unbounded interval with the help of some two-component measures of noncompactness in the Banach space BC [0, ∞). This approach seems to be too restrictive.
In this paper, without any assumptions in terms of the measure of noncompactness, we extend the idea of Section 2 to obtain analogous results for singular quadratic integral equations of the form (5 
Then problem (5) has at least one solution x ∈ C [0, ∞) such that µ ≤ x(t) ≤ γ , t ∈ [0, ∞). It is easy to check that conditions (2 0 )-(4 0 ) ensure that (K 3 ) and (K 4 ) are well defined.
Proof. The idea behind the proof is quite similar to the idea in the proof of Theorem 2.1 except that now we use the Schauder-Tychonoff fixed point theorem Define T as in the proof of Theorem 2.1 by First, note that T : C → C is well-defined. Let x ∈ C . Then Tx ∈ C [0, ∞) since for any t 1 , t 2 ∈ [0, ∞), 
Tx(t) := H(t, x(t)) + x(t)
for all x ∈ C [0, ∞), is true. Therefore, as in the proof of Theorem 2.1, it can be shown that T : C → C is well-defined. Second, we show that T (C) is relatively compact in C ⊂ C [0, ∞). To do this we must show that T (C) is uniformly bounded and equicontinuous on each compact subinterval of [0, ∞). Since T (C) ⊆ C , it follows that T (C) is in fact uniformly bounded in [0, ∞). , we obtain for each t ∈ [0, ∞) that
H(t, x n (t)) → H(t, x(t)),
, a.e. s ∈ [0, ∞).
Moreover for each t ∈ [0, ∞)
Consequently, by the Lebesgue dominated convergence theorem we have
Tx n (t) → Tx(t), for each t ∈ [0, ∞) as n → ∞. In summary, we have that T : C → C is a continuous and compact operator, and thus, by Schauder-Tychonoff fixed point theorem, T has a fixed point x ∈ C and we are finished.
