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Abstract
Gait is an important biometric trait for surveillance and
forensic applications, which can be used to identify individ-
uals at a large distance through CCTV cameras. However,
it is very difficult to develop robust automated gait recogni-
tion systems, since gait may be affected by many covariate
factors such as clothing, walking surface, walking speed,
camera view angle, etc. Out of them, large view angle was
deemed as the most challenging factor since it may alter
the overall gait appearance substantially. Recently, some
deep learning approaches (such as CNNs) have been em-
ployed to extract view-invariant features, and achieved en-
couraging results on small data sets. However, they do not
scale well to large dataset, and the performance decreases
significantly w.r.t. number of subjects, which is impracti-
cal to large-scale surveillance applications. To address this
issue, in this work we propose a Discriminant Gait Gen-
erative Adversarial Network (DiGGAN) framework, which
not only can learn view-invariant gait features for cross-
view gait recognition tasks, but also can be used to re-
construct the gait templates in all views — serving as im-
portant evidences for forensic applications. We evaluated
our DiGGAN framework on the world’s largest multi-view
OU-MVLP dataset (which includes more than 10000 sub-
jects), and our method outperforms state-of-the-art algo-
rithms significantly on various cross-view gait identifica-
tion scenarios (e.g., cooperative/uncooperative mode). Our
DiGGAN framework also has the best results on the popu-
lar CASIA-B dataset, and it shows great generalisation ca-
pability across different datasets.
∗Equal contribution to this work
1. Introduction
Gait is a behavioural biometric characteristic which can
be used for remote human identification. Compared with
recognition technologies based on other biometric char-
acteristics like fingerprint or iris, gait recognition can be
applied at a much larger (longer) distance without sub-
jects’ cooperation. Nowadays, surveillance cameras are
widely installed in public places such as airports, govern-
ment buildings, streets and shopping malls, which makes
gait recognition a useful tool for crime prevention and law
enforcement. Gait analysis has contributed to evidence for
convictions in criminal cases in some countries like Den-
mark [18] and UK [5]. For automated gait recognition, there
are two main approaches: model-based, and appearance-
based. Model-based methods aim to model the human body
structure parameters, while appearance-based approaches
extract gait features directly from gait sequences regardless
of the underlying body structure. This work falls in the lat-
ter category, which can also work well on low-quality gait
videos, when the body structure parameters are difficult to
extract precisely.
The average silhouette over one gait cycle, known as
Gait Energy Image (GEI, as shown in Fig. 1) is widely
used in recent appearance-based gait recognition systems
because of its simplicity and effectiveness [10]. In [13],
several gait templates were evaluated on a gait dataset con-
sisting of more than 3000 subjects and it was found that
directly matching GEI can yield very good performance,
when gaits from the probe (i.e., query gait) and gallery (i.e.,
reference gait) are in the same walking conditions. Yet in
real-world scenarios, there exist covariate factors such as
shoe type, carrying condition, clothing, speed, or camera
viewpoint, which may affect the recognition performance
significantly. Various machine learning algorithms were
proposed [8][21][1] to learn gait features that are robust
to covariates which only partially change the gait appear-
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Figure 1. Gait Energy Images (GEIs) in OU-MVLP dataset.
ance. Large camera angle, however, was considered the
most challenging factor— which may affect the gait fea-
tures in a global manner. Fig. 1 demonstrates several GEI
samples from the OU-MVLP dataset [27] from different
view angles, and we can see that view changes may sub-
stantially alter the visual features of gaits, causing recogni-
tion difficulties. Recently, various deep learning approaches
(e.g.,[26][28]) were applied to learn view-invariant features,
which show superb performance on datasets with a small
number of subjects (e.g., on CASIA-B [30]). However, the
performance of these deep approaches do not scale well
to large datasets, e.g., on the OU-MVLP dataset [27] with
more than 10000 subjects. Moreover, the black-box nature
of these deep CNNs makes it hard for real-world applica-
tions, e.g., when evidence is required. To address this is-
sue, in this work we proposed a Discriminant Gait Genera-
tive Adversarial Network (DiGGAN) framework, which not
only can scale well for large-scale cross-view gait identifi-
cation tasks, but also can generate all the possible views for
evidence. Our contribution can be summarised as follows:
• Algorithm: A generative adversarial network based
model (named DiGGAN) is proposed in this paper.
With the mechanisms of two independent discrimina-
tors, the proposed network can generate GEIs at un-
seen views while preserving the identity information.
Besides, a triplet loss is handily introduced in our
framework to enhance the discriminability of the fea-
ture learned.
• Application: Large-scale cross-view gait identification
is challenging, and our proposed DiGGAN effectively
solves the issue. Moreover, it can generate the all-view
evidence, which is important for forensic applications.
• Performance: On the world’s largest OU-MVLP
dataset (with more than 10000 subjects), our method
outperforms other algorithms significantly on many
real-world gait identification scenarios (e.g., coopera-
tive/uncooperative mode). It also has the best results
on the popular CASIA-B dataset and shows strong
generalisation ability across datasets.
2. Related Work
2.1. Cross-view Gait Recognition
Cross-view gait recognition methods can be roughly di-
vided into three categories. Methods belonging to the first
category (e.g., [2]) are based on 3D reconstruction through
images from multiple calibrated cameras. However, these
methods require a fully controlled and cooperative multiple
camera environments, which limits its application in real-
world surveillance scenarios. Methods in the second cat-
egory perform view normalization on gait features before
matching. In [6], after estimating the poses of lower limbs,
Goffredo et al. extracted the rectified angular measurements
and trunk spatial displacements as gait features. Kusakun-
niran et al. [17] proposed a view normalization frame-
work based on domain Transformation obtained through In-
variant Low-rank Textures (TILT), and gaits from differ-
ent views are normalised to the side view for matching.
These methods yielded reasonable recognition accuracies
in some cross-view recognition tasks, yet they are sensi-
tive for views when gait features are hard to estimate (e.g.,
frontal/back views).
The third category is to learn the mapping/projection
relationships of gaits across views. The learning process
relies on the training data that covers the views appear-
ing in the gallery and probe. Through the learned met-
ric(s), gaits from two different views can be projected into
the common subspace for matching. In [19], Makihara et
al. introduced the SVD-based View Transformation Model
(VTM) to project gait features from one view into another.
After pointing out the limitations of SVD-based VTM, a
method in [14] reformulated VTM construction as a regres-
sion problem. Instead of using the global features (e.g.,[19],
local Region of Interest (ROI) was selected based on lo-
cal motion relationship to build VTMs through Support
Vector Regression (SVR). In [15], the performance was
further improved by replacing SVR to Sparse Regression
(SR). Instead of projecting gait features into a common
space, Bashir et al. [4] used Canonical Correlation Anal-
ysis (CCA) to project gaits from two different views into
two subspaces with maximal correlation. The correlation
strength was employed as the similarity measure for iden-
tification. In [16], after claiming there may exist some
weakly or non-correlated information on the global gaits
across views [4], motion co-clustering was carried out to
partition the global gaits into multiple groups of gait seg-
ments. For feature extraction, they performed CCA on these
multiple groups, instead of the global gait features as in [4].
Different from most works (e.g., [19][16],[4]) with multiple
trained projection matrices for different view pairs, recently,
Hu et al. proposed a novel unitary linear projection named
View-invariant Discriminative Projection (ViDP)[12]. The
unitary nature of ViDP makes cross-view gait recognition
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can be performed without knowing the query gait views.
Most recently, deep learning approaches [26], [28],[29],
[11] were applied for gait recognition, which can model the
non-linear relationship between different views. In [26],
the basic CNN framework, namely GEINet was applied
on a large gait dataset, and the experimental results sug-
gested its effectiveness when the view angle changes be-
tween probe and gallery are small. To combat large view
changes, a number of CNN structures were studied in [28]
on the CASIA-B dataset (with 11 views from 0 to 180), and
Siamese-like structures were found to yield the highest ac-
curacies. However, this dataset only includes 124 subjects,
and the most recent work [27] found these CNN structures
do not generalise well to a large number of subjects. In
[29],[11], GAN approaches are applied to generate gait fea-
tures/images to a common view or a target view for match-
ing. However, the generative nature of both GAN mod-
els limit the recognition accuracies, although they are more
interpretable than the discriminant CNN-based approaches
[11].
2.2. Generative Adversarial Networks
Generative Adversarial Networks (GANs)[7] introduces
a novel self-upgrading system. By keeping a balanced com-
petition between a generator and a discriminator, fake data
can be synthesised. While early work focuses on pre-
venting low-quality, instability and model collapse prob-
lems, e.g. WGANs[3, 9] and DCGANs[24], recent appli-
cations utilise various supervision to control the generated
data. Conditional GANs [22] can generate samples accord-
ing to provided label information. The assumption is that
the data is generated by interpolating conditional variations
along a low-dimensional manifold. By modifying differ-
ent manifold assumption, GANs have been successfully ap-
plied to interpolating facial poses, ages. GaitGAN[29] and
MGANs[11] are close related work that uses GANs for gait
recognition. However, compared with their methods, our
method can 1) extract more discriminant view-invariant fea-
tures, which is robust for large cross-view gait recognition
tasks and 2) generate GEI images at unseen view angles,
which can be used as important evidence for forensic appli-
cations.
3. Methodology
In this section, we describe the framework of the pro-
posed DiGGAN and discuss the details of each component
respectively. For a convenient discussion, in the rest of
the paper, we use xki to denote the GEI image of the i
th
subject captured at angle k, thus i ∈ {1, 2, ..., Ns} and
k ∈ {1, 2, ..., Nv}, where Ns is the number of subjects and
Nv is the number of the views in the dataset.
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Figure 2. The illustration of the proposed DiGGAN
3.1. Framework Overview
Fig. 2 illustrates the pipeline of the proposed DiGGAN.
The network is trained to transfer a GEI image xpi at an
arbitrary view p to GEI image xki with the target view k.
As the input GEI image xpi and the target GEI image x
k
i
are supposed to share the same identity, an auto-encoder E
is first applied on xpi to disentangle the view angle infor-
mation and the identity information thus project the images
to an identity preserving latent space and yield the latent
code z = E(xpi ). To involve the target view information
k, the latent code z is concatenated with a one-hot vec-
tor label v ∈ {0, 1}Nv , followed by a generator that takes
the concatenated vector as input and generate the image
xˆki = G(E(x
p
i , v)). Finally, two discriminators on angle
and identity are employed to impose the angle and identity
information. Additionally, to enhance the discriminability
of the embeddings in latent space, a triplet loss is introduced
to constrain z.
3.2. Angle Sensitive Discriminator
We assume that the GEI image is sampled from a low
dimensional manifold where the identity and angle change
smoothly along respective dimensions. As the latent code z
is constrained to contain the identity information only, we
can easily manipulate the angle of the generated image by
concatenating different angle labels to z. Thus it is intu-
itive to employ a conditional discriminator Did to ensure
the view angle of the generated image. Mathematically, for
a given training pair (xpi , x
k
i ), the angle sensitive discrimi-
nator can be trained by:
min
E,G
max
Dangle
Exki ,vk∼pdata [logDangle(x
k
i , vk)]+
Expi ,vk∼pdata [log(1−Dangle(G(E(x
p
i ), vk), vk)].
(1)
It is worth noting that in Dangle, the one-hot vector label is
concatenated after the first convolutional layer to obtain a
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better performance according to [23].
3.3. Identity Preserving Discriminator
One of the drawbacks in original GANs is the poor di-
versity in generated samples, for example, the model tends
to remember samples in the training set hence outputs av-
eraged images without differentiating identities. To tackle
this problem, we introduce an identity preserving discrimi-
nator Did in our framework. Inheriting the similar idea of
Dangle, the Did is designed as a conditional discriminator
which takes two images as input and is expected to predict
1 if two inputs share a same identity and 0 otherwise. Thus
the objective function can be derived as:
min
E,G
max
Did
Expi ,xki∼pdata [logDid(x
p
i , x
k
i )]+
Expi ,xki∼pdata [log(1−Did(x
p
i , G(E(x
p
i ), vk)))].
(2)
Triplet Loss
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Figure 3. The illustration of the triplet loss employed in DiGGAN.
The triplet loss is introduced to push the negative samples away
from the anchor samples while pulling the positive samples closer.
3.4. Triplet Constraints on z
Although the generated images can be directly used for
gait recognition, e.g. direct matching on the pixels [30],
searching on the latent space has been widely adopted by
most of existing works [28] [11] for its higher performance
and efficiency. However, the identity preserving discrimina-
tor does not directly constrains the latent code, which may
result in the distribution of the latent code z exhibiting a
‘hole’. Inspired by [32], which employs an extra discrim-
inator to impose a uniform distribution on z, we introduce
the triplet loss to enhance the discriminability of z. Con-
cretely, as shown in Fig. 3, a triplet sample consists of an
anchor, a positive and a negative sample, where the posi-
tive sample shares the same identity with the anchor while
the negative has a different one. A hinge loss is employed
here to push the negative sample away from the anchor, and
at the same time, to pull the positive closer. For example,
in triplet (xpi , x
k
i , x
q
j), the objective function below is to be
minimized:
Ltriplet = max(d(E(xpi ), E(xki ))− d(E(xpi ), E(xqj)) + δ, 0), (3)
where d(·, ·) can be L2 distance and the δ is the margin to
be ensured.
3.5. Objective Function and Training Strategies
Reconstruction loss Besides the adversarial loss, the
pixel-wise reconstruction loss is also introduced to enhance
the sharpness of the generated image:
Lrec = ||G(E(xpi ), vk), xki )||1 (4)
Overall objective function Based on Eq. 1 to 4, we can
define the overall objective function as follows:
min
E,G
max
Did,Dangle
Ltriplet + Lrec+
Exki ,vk∼pdata [logDangle(x
k
i , vk)]+
Expi ,vk∼pdata [log(1−Dangle(G(E(x
p
i ), vk), vk)]+
Expi ,xki∼pdata [logDid(x
p
i , x
k
i )]+
Expi ,xki∼pdata [log(1−Did(x
p
i , G(E(x
p
i ), vk)))].
(5)
Training strategies Empirically, training such a model with
multiple loss functions in Eq. 5 is challenging thus always
leads to poor results. To tackle this difficulty, we propose a
step-by-step strategy for training. In the frist step, we only
train the angle sensitive discriminator with artificial batches
that are generated from the realistic GEI images. Specifi-
cally, we randomly sample n GEI images from the training
set to form a batch and train the Dangle. In each batch, half
of the images are assigned with wrong angle labels while
the rest are assigned with the correct ones. Training with
realistic images rather than generated ones helps the an-
gle sensitive discriminator to converge quickly. After the
Dangle converges, we subsequently train the network with-
out the triplet loss in two sub stages. In the first sub stage,
we set xki = x
p
i , which means a same image is fed into the
network as the (input, ground truth) pair, therefore enables
the network to learn to recover the input image first. Then
in the second sub stage, we feed different images to teach
the model to generate images with different angles. Finally,
we take the triplet loss in and fine tune the whole network.
Fig. 4 shows the generated images at different stages of the
training process. The model learns to generate averaged im-
ages at the initial stage. After that, with different images
being fed into the network, the model learns to generate im-
ages of new angles. Finally the model learns to generate
images with more details of the identity information from
the triplet loss.
4. Experiments
In this section, we systematically evaluated our method
on two datasets, the OU-ISIR Gait Database, Multi-View
Large Population Dataset (OU-MVLP) [27] and CASIA-B
[33]. It is worth noting that the OU-LP [13] and USF [25]
datasets are not used in this paper due to lack of large view
changes.
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Table 1. Rank 1 identification rate (%) for all baselines in cooperative setting on OU-MVLP datase.
(a) VTM [19] (b) GEINet [26]
Probe Probe
Gallery 0 30 60 90 Mean Gallery 0 30 60 90 Mean
0 68.8 0.5 0.2 0.1 17.4 0 75.9 32.1 7.0 7.4 30.6
30 0.7 82.2 2.1 0.8 21.4 30 17.3 89.6 43.7 22.7 43.3
60 0.3 3.2 77.6 5.4 21.6 60 4.0 43.4 86.5 55.4 47.3
90 0.2 1.1 4.2 80.9 21.6 90 3.4 21.5 50.2 90.7 41.5
Mean 17.5 21.7 21.0 21.8 20.5 Mean 25.2 46.6 46.8 44.0 40.7
(c)Siamese [31] (d)CNN-MT [28]
Probe Probe
Gallery 0 30 60 90 Mean Gallery 0 30 60 90 Mean
0 52.7 23.7 11.1 11.3 24.7 0 70.7 16.7 4.4 3.9 23.9
30 18.4 78.6 32.6 27.6 39.3 30 14.1 88.1 36.9 17.0 39.0
60 8.0 33.5 76.1 39.6 39.3 60 4.0 39.2 85.7 44.2 43.3
90 7.9 26.5 36.5 82.1 38.2 90 3.2 16.2 43.4 89.3 38.0
Mean 21.8 40.6 39.1 40.1 35.4 Mean 23.0 40.0 42.6 38.6 36.1
(e)CNN-LB [28] (f)DM [30]
Probe Probe
Gallery 0 30 60 90 Mean Gallery 0 30 60 90 Mean
0 74.4 16.5 3.5 2.8 24.3 0 68.8 0.8 0.1 0.0 17.4
30 13.6 89.3 36.0 16.2 38.8 30 1.2 82.2 1.4 0.3 21.3
60 2.9 36.2 88.4 44.7 43.0 60 0.1 1.1 77.5 5.6 21.1
90 2.2 14.0 41.2 91.7 37.3 90 0.0 0.2 4.1 80.9 21.3
Mean 23.3 39.0 42.3 38.9 35.9 Mean 17.5 21.1 20.8 21.7 20.3
(g)MGANs [11] (h)DiGGAN(Ours)
Probe Probe
Gallery 0 30 60 90 Mean Gallery 0 30 60 90 Mean
0 72.0 9.6 6.8 2.4 22.7 0 79.0 62.1 46.5 47.7 58.8
30 9.4 83.2 30.3 10.7 33.4 30 58.1 89.8 64.8 58.5 67.8
60 5.3 30.6 80.3 21.0 34.3 60 44.1 66.0 88.7 67.2 66.5
90 2.1 12.0 22.0 85.9 30.5 90 44.6 58.9 66.0 90.0 64.8
Mean 22.2 33.8 34.8 30.0 30.2 Mean 56.4 69.2 66.5 65.8 64.5
To evaluate the performance of our proposed method, we
mainly focus on the cross-view identification under the co-
operative setting [27], where the gallery has a uniform cam-
era view angle. We also studied the uncooperative setting
[27], where the gallery contains unknown views and follow-
ing [27], we randomly select one out of all the view angles
for each test subject in gallery. Moreover, we explored the
effect of the triplet-loss to the performance of our frame-
work. Specifically, we also demonstrated the generated gait
images for unseen views, which may serve as important ev-
idence for forensic application. To the best of our knowl-
edge, this is the first work that is flexible (any-to-any view
generation) at such a fine level.
In the following, we will in turn introduce each of them.
Datasets OU-MVLP is the world’s largest cross-view
gait dataset [27]. It contains 10,307 subjects (5,114 males
and 5,193 females with various ages, ranging from 2 to
87 years) and 14 different view angles 0◦, 15◦, 30◦, 45◦,
60◦, 75◦, 90◦, 180◦, 195◦, 210◦, 225◦, 240◦, 255◦ and
270◦. The subjects repeat forward and backward walking
twice of each, such that two sequences are generated in each
view. The wearing conditions of subjects are various due to
the collection process ranging different seasons. The size-
normalized GEIs used in this paper are 88 × 128 pixels.
Some examples from OU-MVLP dataset are illustrated in
Fig. 1. CASIA-B is another widely used cross-view gait
dataset that consists of 124 subjects with 11 different view
angles range from 0◦ to 180◦ with an interval of 18◦ [33].
For each subject, there are six sequences of normal walking,
two sequences with bags and two sequences with different
clothes.
Settings For the experiments in OU-MVLP, we follow the
settings in [27]. The 10,307 subjects in OU-MVLP dataset
are split into two disjoint groups —- 5153 subjects for train-
ing our DiGGAN model and 5154 for testing (i.e., probe
and gallery). Similarly, for the CASIA-B dataset, we choose
the first 62 subjects for training and the rest 62 subjects for
testing.
Technical Details: Due to the page limitation, the details of
our network architecture as well as the implementation code
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Figure 4. The generated images at different stages of the training
process. First row: initial stage of the model. The model outputs
averaged image. Second row: the model learns to generate images
with new angles from (xpi , x
k
i ). Third row: after adding triplet
loss into training, the model learns more identity details. Last row:
model converges.
can be found at our Github1 repository after the review. For
the parameters, the dimension of the latent code z is set as
512 for OU-MVLP and 128 for CASIA-B; and the δ in Eq. 3
is set as 0.2 for all the experiments.
Performance Measurement: Rank-1 identification rate
(i.e., recognition accuracy) is used as the evaluation met-
ric. Features are extracted from the trained DiGGAN, be-
fore nearest neighbour classifier can be applied for different
cross-view gait recognition tasks.
4.1. Experimental Results on Cooperative Setting
Experimental Results on OU-MVLP Since two GEIs with
180◦ view difference are mostly considered as those from
the same-view pair based on perspective projection assump-
tion [20], we focus on four typical view angels (0◦, 30◦,
60◦, 90◦) in this section. We compared our DiGGAN
framework with some state-of-the-art baselines, including
classical ones: direct matching (DM)[30], VTM[19], CNN-
based methods: GEINet [26], Siamese[31], CNN-MT[28],
CNN-LB[28], and the most recent GAN-based approach:
MGANs[11]. In the cooperative mode, the rank 1 identifi-
cation rates of all four view angles are reported in Table 1,
from where we can see:
• Our method outperforms other methods significantly
on cross-view gait identification tasks. Our overall
rank-1 accuracy is 64.5%, and that is 23.8% higher
than the second best GEINet.
• Our method is more robust on cross-view gait iden-
tification. In this cooperative mode, although accu-
racy decreases w.r.t. increasing view angles differ-
1http://www.github.com/anomynous
ences, they are less significant when compared with
other algorithms. Our DiGGAN can yield very com-
petitive performances even when the view difference
is 90◦, which indicate our method can extract robust
view-invariant features.
• Most of the methods suffered from gallery in view 0◦,
yet our DiGGAN can achieve a reasonable accuracy of
58.8%, much higher than the second best.
In Table 2, we also report the average rank 1 accuracies on
cross-view gait identification excluding the identical views
(between probe and gallery). We can see other algorithms
do not generalise well in this large-scale cross-view gait
recognition evaluation, while our DiGGAN can still remain
very competitive results.
Table 2. Average rank 1 identification rates (%) under Probe
0◦,30◦,60◦,90◦ excluding identical view (cooperative mode) on
OU-MVLP dataset.
Probe
Method 0◦ 30◦ 60◦ 90◦ Mean
VTM[19] 0.4 1.6 2.2 2.1 1.6
GEINet[26] 8.2 32.3 33.6 33.6 26.9
Siamese[31] 11.4 27.9 26.7 26.2 23.1
CNN-MT[28] 7.1 24.0 28.2 21.7 20.3
CNN-LB[28] 6.2 22.2 26.9 21.2 19.1
DM[30] 0.4 0.7 1.9 2.0 1.3
MGANs[11] 5.6 17.4 19.7 11.4 13.5
DiGGAN(ours) 48.9 62.3 59.1 57.8 57.0
Effect of Triplet Loss and Identity Discriminator To ex-
plore the effect of the triplet loss, we trained two separate
models on OU-MVLP: one with the triplet constrains on z
and another without the triplet constrains. We compared
them with the state-of-the-art method GEINet[26]. The re-
sults are shown in Table. 3. Although without the triplet
loss, our method still outperforms the state-of-the-art, the
improvement by introducing the triplet loss is significant as
illustrated.
Table 3. Average rank 1 identification rates (%). (w/o T) indicates
the model without triplet loss.
Probe
Method 0◦ 30◦ 60◦ 90◦ Mean
GEINet[26] 25.2 46.6 46.8 44.0 40.7
DiGGAN(w/o T) 37.6 50.8 52.7 51.3 48.1
DiGGAN 56.4 69.2 66.5 65.8 64.5
Experimental Results on CASIA-B CASIA-B is a relative
small dataset. We evaluated our model and report the aver-
age recognition accuracies on CASIA-B in Table 4. The
comparison is conducted under the probe views 54◦, 90◦
and 126◦ and with several methods such as VTM [14], C3A
[4], ViDP [12], CNN [28] and MGANs [11] The results
show that our method yields the competitive performance
under probe 54◦ while getting significant improvements un-
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der probe 90◦ and 124◦, which indicates our framework
works well on small scale datasets.
Table 4. Average rank 1 identification rates (%) under Probe 54◦,
90◦ and 126◦ excluding identical view (cooperative mode) on
CASIA-B dataset.
Probe
Method 54◦ 90◦ 126◦ Mean
VTM[19] 55.0 46.0 54.0 51.0
C3A[4] 75.7 63.7 74.8 71.4
ViDP[12] 64.2 60.4 65.0 63.2
CNN[28] 94.6 88.3 93.8 92.2
MGANs[11] 84.2 72.3 83.0 79.8
DiGGAN(ours) 94.4 91.2 93.9 93.2
Cross Dataset Evaluation In this section, we evaluated the
generalisation ability of our model. We trained three mod-
els, among which the first model (MO) is trained on OU-
MVLP dataset only, the second model (MC) is trained on
CASIA-B dataset and the last model (MO+C) is first trained
on OU-MVLP and then fine-tuned on CASIA-B. We report
the average rank 1 identification rates of each model on the
62 subjects in CASIA-B’s test set, and the results are shown
in Table 5. We can see that the model MO trained on OU-
MVLP yields a promising identification rate on CASIA-B
dataset. We can also find that pre-training on OU-MVLP
dataset helps the model MO+C to achieve the best results
among the three because of its massive number of training
samples.However, we noticed that MO+C does not benefit
much from a large pretrain set. A possible reason is that
the view angles as well as the nationalities of the subjects in
OU-MVLP and CASIA-B are very different. Nevertheless,
the experimental results suggest it is not harmful to use the
large OU-MVLP for representation learning. In fact, based
on the learned representation, even without local fine tun-
ing, our model MO can outperform all the existing methods
except the CNN[28], which shows our framework has a very
strong generalisation ability.
Table 5. Average rank 1 identification rates (%) under Probe
0◦,30◦,60◦,90◦ excluding identical view (cooperative mode) on
CASIA-B.
Probe
Model 54◦ 90◦ 126◦ Mean
MO 86.2 82.2 84.7 84.4
MC 94.4 91.2 93.9 93.2
MO+C 94.6 91.3 93.9 93.3
4.2. In-depth Analysis
To better understand the success of our proposed model,
this section provides detailed discussions and verifies some
key statements in our methodology. All experimental re-
sults are based on OU-MVLP dataset.
Uncooperative Setting Results Compared with cooper-
ative mode, this scenario is more challenging since the
Figure 5. Performance w.r.t. the size of gallery (in cooperative
mode) on OU-MVLP.
gallery views are non-uniform. Following the settings in
[27], we randomly select one from the 14 view angles for
each test subject in gallery. Furthermore, considering the
cost of collecting full-view training samples, it would be
more practical to train the model with less views but can
generalise to more. In this paper, we thus add an extra chal-
lenge and use the same model that is trained by only 4 an-
gles and the rest of 10 angles in the test gallery are assumed
as unseen. To the best of our knowledge, this is the first at-
tempt to match gait images from unseen view angles in the
test gallery. In Table 6, our model significantly outperforms
state-of-the-art approaches that are trained by full 14 views.
Table 6. Rank 1 identification rate (%) for all baselines in uncoop-
erative setting on OU-MVLP dataset.
Probe
Method 0◦ 30◦ 60◦ 90◦ Mean
GEINet[26] 15.7 41.0 39.7 39.5 34.0
Siamese[31] 15.6 36.2 33.1 36.5 30.3
CNN-LB[28] 14.2 32.7 32.3 34.6 28.5
CNN-MT[28] 11.1 31.5 31.1 29.8 25.9
DM[30] 7.1 7.4 7.5 9.7 7.9
DiGGAN(ours) 30.8 43.6 41.3 42.5 39.6
Performance on Small-scale Gallery In many realistic ap-
plications, such as indoor office, the gallery size can be
smaller. In Fig. 5, we can see the performance tends to
be higher with smaller gallery. At 100-identity scale, the
accuracies under all views exceed 90%, which is in line
with the experimental results on the small-scale CASIA-B.
Given the high performance, our model has many potential
industrial values..
Any-to-Any View Gait Evidence Generation One of the
advantages of our proposed model is that we can generate
gait images from arbitrary view angle to all target angles
whereas existing approaches can only achieve 1-to-1 gen-
eration [11]. Such an extension helps the understanding to
humans when the identification is based on the latent fea-
tures and thus improve the user’s trust.
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Figure 6. Generated images at 0◦, 30◦, 60◦ and 90◦ with different
input views. The top row shows the ground truth GEIs from the
target views in the gallery. The first column shows the input GEIs
from the probe. The images in bottom right 4 × 4 matrix are the
generated GEIs.
15° 30° 45° 60° 75° 90°
Figure 7. Gait view generation: 6 generated GEI images with cor-
responding views. 60◦ is completely unseen during training.
Figure 8. Qualitative analysis of the evidence generation. The first
column marked with red box illustrates three different GEIs in the
probe. The rest five images in each row are generated GEIs based
on the 5 most similar reference(i.e. latent code) templates.
Fig. 9 shows the generated 14 views (0◦ - 90◦, 180◦
-270◦) given an input image at 0◦. We also show the gen-
erated gait images of four typical views (0◦ , 30◦, 60◦ ,90◦)
using these four angles as input (Fig. 6). We can see that the
generated gait images have a high similarity with the ground
truth, even for a large view variance. These cross-view gen-
erated gait images can be used as evidence in surveillance
and forensic applications.
We also conduct a new scenario that has not been con-
sidered in previous works, in which the training dataset does
not contain certain views that appear in test dataset. In Fig.
Figure 9. The generated images of 14 views with the input image
at 0◦, which is indicated by the blue box on top left.
7, we show the generated view 60◦ which is completely un-
seen during training. We can see that both the identity and
angle information can be generated, although some details
(e.g. hands and feet) are missing.
Consistency Evaluation between Latent Code Searching
and Evidence To evaluate the effectiveness of our gener-
ated evidence, we combine it with the results of latent code
searching (rank 5). As Fig. 8 shows, the generated gait ev-
idence of the subject identified by searching in latent space
have high similarity with the input probe image, which indi-
cates that good consistency is achieved in both latent space
and generated image level. Moreover, this demonstrates the
generated evidence is effective, which could be applied to
the real-world forensic situations. On the other hand, we
can see that the generated images for the first five nearest
subjects are similar (Fig. 8), which means if the latent codes
are close with each other, the generated images also look
similar. It also proves the effectiveness of our model.
5. Conclusion
This paper studied a challenging large-scale cross-view
gait recognition problem. Using GANs to generate differ-
ent views, the learnt latent embedding achieved remarkable
cross-view transferability. The model effectively incorpo-
rated three modules. The Dangle loss provided an interac-
tive interface through which a given arbitrary view could
be used to generate all of other views. The Did loss pre-
serves identity sensitive information in the generated im-
ages. To further discriminate a large number of identi-
ties, triplet constraint was introduced onto the latent em-
bedding. Moreover, since the triplet training incorporated
images from different views, the inter-identity distance was
enlarged, which further de-correlated effects of the cross-
view problem. Extensive experiments manifested promis-
ing improvements over the state-of-the-arts. Our method
also achieved the best results in the non-cooperative sce-
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nario, which has non-uniform views in the gallery. More
reliable performance was achieved in small-scale datasets
(i.e. CASIA-B) and we further show our DiGGAN frame-
work can effectively take advantage of large dataset for
cross dataset generalisation. Detailed training strategy was
discussed so as the model could benefit both gait recogni-
tion domain and experts of other domains who would use
GANs to solve their problems. Overall, this paper made a
breakthrough towards reliable cross-view gait recognition
at a very large scale with generated evidence for practical
applications.
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