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We deal with the well studied allocation problem of assigning n balls to n bins so that the
maximumnumber of balls assigned to the same bin isminimized.We focus on randomized,
constant-round, distributed, asynchronous algorithms for this problem.
Adler et al. (1998) [1] presented lower bounds and upper bounds for this problem.
A similar lower bound appears in Berenbrink et al. (1999) [2]. The general lower bound
is based on a topological assumption. Our first contribution is the observation that the
topological assumption does not hold for two algorithms presented by Adler etal. (1998)
[1]. We amend this situation by presenting proofs of the lower bound for these two specific
algorithms.
We present an algorithm in which a ball that was not allocated in the first round
retries with a new choice in the second round. We present tight bounds on the maximum
load obtained by our algorithm. The analysis is based on analyzing the expectation and
transforming it to a bound with high probability using martingale tail inequalities.
Finally, we present a 3-round heuristic with a single synchronization point. We
conducted experiments that demonstrate its advantage over parallel algorithms for 106 ≤
n ≤ 8 ·106 balls and bins. In fact, the obtainedmaximum loadmeets the best experimental
results for sequential algorithms.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Azar et al. [3] considered the problemof allocating balls to bins in a balancedway.We consider the casewhere the number
of balls equals the number of bins, and is denoted1 by n. If each ball selects a bin uniformly and independently at random,
then with high probability (w.h.p.)2 the maximum load of a bin isΘ(ln n/ ln ln n) (see Theorem 3). Azar et al. proved that, if
balls choose d ≥ 2 random bins and each ball is sequentially placed in a bin that is less loaded among these d, thenw.h.p. the
maximum load is only ln ln n/ ln d+Θ(1). Voecking [5] obtained a maximum load ofΘ(ln ln n/d) by applying a symmetry
breaking mechanism.
This surprising improvement in the maximum load has spurred a lot of interest in randomized load balancing in
various settings. Adler et al. [1] studied parallel, asynchronous, load-balancing algorithms. They presented bounds of
Θ( r
√
ln n/ ln ln n) for parallel load balancing using r rounds of communication. Another parallel algorithm with the same
asymptotic bounds was presented by Stemann [6] with a single synchronization point. Berenbrink et al. [2] generalized to
r ≤ log log n communication rounds and to weighted balls.
✩ Preliminary version was presented in the 16th International Colloquium on Structural Information and Communication Complexity (SIROCCO 2009),
May 25–27, 2009, Piran, Slovenia.∗ Corresponding author.
E-mail addresses: guy@eng.tau.ac.il (G. Even), medinamo@eng.tau.ac.il (M. Medina).
1 This case is considered the hardest; see [4] for a discussion of ranges of number of balls vs. bins.
2 We say that an event X occurs with high probability if Pr (X) ≥ 1− O  1n .
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1.1. The model for parallel randomized load balancing algorithms
We overview themodel of parallel load balancing from Adler et al. [1]. There are n balls and n bins. In the beginning, each
ball chooses d (a constant number) bins independently and uniformly at random (i.u.r).
The communication graph is a bipartite graph between balls and bins. Each ball is connected by edges to the d bins it has
chosen. Messages are sent only along edges in the communication graph. Communication proceeds in rounds. Each round
consists of messages from balls to bins and responses from bins to balls. We assume that each node (i.e., ball or bin) may
simultaneously sendmessages to all its neighbors. In the last round, each ball commits to one of the d bins that it has chosen
initially.
Adler et al. were interested in asynchronous algorithms. This means that a node may wait for a message only if the
message is guaranteed to be sent to it. In particular, arrival of messages may be delayed so that messages from later rounds
may precede messages from earlier rounds.
Finally, the model requires symmetry which we formalize as follows. For every execution σ of the algorithm, and for any
permutation π of the balls and bins (i.e. renaming), the corresponding execution π(σ) is a valid execution of the algorithm.
1.2. Previous algorithms
The greedy algorithm. The greedy algorithm for load balancing presented in [3] is a sequential algorithm. Each ball, in its
turn, chooses d bins uniformly and independently at random. The ball queries each of these bins for its current load (i.e., the
number of balls that are assigned to it). The ball is placed in a bin with the minimum load. Azar et al. [3] proved that w.h.p.
the maximum load at the end of this process is ln ln n/ ln d+Θ(1).
The parallel greedy algorithm: pgreedy. Adler et al. [1] presented and investigated algorithm pgreedy described below.
Adler et al. [1] proved that w.h.p. the maximum load achieved by pgreedy is O(
√
ln n/ ln ln n). They also proved a matching
lower bound. For simplicity, we present the version in which each ball chooses d = 2 bins. We denote the balls by b ∈
[1 . . . n] and the bins by u ∈ [1 . . . n]. The algorithm works as follows.
(1) Each ball b chooses two bins u1(b) and u2(b) independently and uniformly at random. The ball b sends requests to bins
u1(b) and u2(b).
(2) Upon receiving a request from ball b, bin u responds to ball b by reporting the number of requests it has received so far.
We denote this number by hu(b), and refer to it as the height of ball b in bin u.
(3) After receiving its heights from u1(b) and u2(b), ball b sends a commit to the bin that assigned a lower height.
(Tie-breaking rules are not addressed in [1].)
The threshold algorithm: threshold. The algorithm threshold studied by Adler et al. [1] works differently. Two
parameters define the algorithm: a threshold parameter T bounds the number of balls that may be assigned to each bin
in each round, and r bounds the number of rounds. Hence, every ball is sent to a bin with a round number. Initially, all balls
are unaccepted. In each round, each unaccepted ball chooses independently and uniformly a single random bin. In each
round, each bin accepts the first T balls that have chosen it. The other balls, if any, receive a rejection.
Note that, although described ‘‘in rounds’’, algorithm threshold can work completely asynchronously as distinct rounds
may run simultaneously. Adler et al. prove that, the number of unaccepted balls decreases rapidly, and thus, if r is a constant,
then setting T = O( r√ln n/ ln ln n) requires w.h.p. at most r rounds. They also proved a maximum load of Θ(r) for T = 1
and r = log log n rounds.
1.3. Lower bounds
In [1,2], a lower bound of Ω( r
√
ln n/ ln ln n) was proved for the maximum load obtained by parallel randomized load
balancing algorithms, where r denotes the number of rounds and n denotes the number of bins and balls. These lower
bounds hold for d = 2 and r ≤ log log n [2], or for a constant d and a constant r [1].
The lower bound uses a random (hyper)graph, called the access graph, that represents the choices of the balls. A structure
called a witness tree is proved to exist in the access graph with constant probability [1,7].
The lower bound is based on a topological assumption (see Assumption 1) that the final commitment of a ball is based
only on the topology of the neighborhood of radius (r − 1) in the access graph (see Section 2 for details).
1.4. Contributions
Gaps in applying the lower bound. Although in [1] it is stated that the topological assumption holds for algorithm
threshold, we show that the topological assumption does not hold for algorithms pgreedy and threshold. The reason
the assumption does not hold is that the commitment is based on information not included in the topology of the access
graph (e.g., heights and round numbers). Since the lower bound in [1,2] is based on the topological assumption, and since it
is natural to design algorithms that violate this assumption, the question of proving general lower bounds for themaximum
load in parallel randomized load balancing is reopened.
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Fig. 1. The neighborhood of e (excluding e), consists of two isomorphic rooted trees, T1 and T2 , each tree rooted at the endpoints of e.
Lower bounding pgreedy and threshold. We show how the witness tree technique can be used to prove theΩ( r

ln n
ln ln n )
lower bound for the pgreedy and threshold algorithms. These proofs are not based on the topological assumption as in [1,2].
Instead, it is proved that high load is obtained with at least constant probability conditioned on the existence of a witness
tree in the access graph. The proofs hold with respect to a rather weak oblivious adversary that randomly permutes the
arrival order of the messages in each round.
Allocation with retries. We introduce an algorithm, called retry, that parallelizes two rounds of the threshold algorithm
and avoids sending heights and assigning priorities to the choices. A ball that is not accepted in the first round, randomly
chooses a new bin in the second round and commits to it. We refer to such an incident as a retry. We note that using retries
violates the topological assumption. We prove that the maximum load obtained by algorithm retry isΘ(
√
ln n/ ln ln n).
Our analysis method is of separate interest. It is based on analyzing the expected number of retries and proving that
the number of retries is concentrated around the expected value. This technique yields both upper and lower bounds. We
remark that the lower bound can be proved similarly to the lower bound we prove for the threshold algorithm.
A practical algorithm and its simulation. The gap between the load of the greedy algorithm (i.e., log2 log2 n) and the
load of a 2-round algorithm such as pgreedy (i.e.,
√
log2 n/ log2 log2 n) becomes noticeable only for very large values
of n (e.g., n > 21024). This raises the need for conducting experiments (i.e., simulations) with smaller values of n (e.g.,
n ∈ 106, 8 · 106) since the asymptotic analysis does not yield results for such values of n. Concentration results (such
as Lemmas 3 and 7) that characterize such random processes further justify simulations.
We designed an algorithm, called H-retry, with 3 rounds and a single synchronization point in which a lot of non-
topological information is communicated. Our experiments show that for 106 ≤ n ≤ 8 ·106 balls, themaximum load is 3–4.
This meets the best sequential results of Azar et al. [3] and Voecking [5], and beats previous results (load 4–5) reported for
parallel algorithms [1].
1.5. Subsequent work
In a subsequent work [8], we extended the lower bound of [1,2]. This extended lower bound applies to every parallel
randomized load balancing algorithmwe are aware of, i.e., the algorithms presented in [1,2,6], and the algorithm presented
in this paper, retry.
Organization. In Section 2, we overview the general lower bound proved in [1,2].We show that the topological assumption
does not hold for the pgreedy and threshold algorithms. In Section 3, we prove lower bounds for the pgreedy and
threshold algorithms. In Section 4, we present an algorithm with retries and analyze its performance. In Section 5, we
present a heuristic and compare its performance by simulations.
2. Reopening the lower bound
Adler et al. [1] and Berenbrink et al. [2] proved a lower bound on the maximum load achieved by randomized parallel
balls and bins algorithms. If each ball selects a constant number of random bins, the lower bound states that, with constant
probability, the maximum load is Ω( r
√
ln n/ ln ln n), where: (i) r denotes the number of communication rounds and (ii) n
denotes both the number of bins and the number of balls. The lower bound is based on a reduction to a random (hyper)graph
model.
For simplicity, we focus on the case that each ball chooses two bins independently and uniformly at random (i.u.r.). An
access graph G over the bins is associated with the random choices of the balls. For each ball b, the edge e(b) connects the
pair of bins (u1(b), u2(b)) chosen by b. Note that the access graph may have self-loops (if a ball chooses the same bin twice)
and parallel edges (if two balls choose the same pair of bins).
The neighborhood Nr(b) of e(b) in G is the set of vertices and edges that can be reached from an endpoint of e(b) by a
path that contains at most r − 1 edges.
In [1], a ball b is said to be confused if Nr(b) \ {e(b)} consists of two isomorphic rooted trees, each tree is rooted at the
endpoints of e(b), as depicted in Fig. 1. In [2], it is additionally required that these two rooted trees are complete trees
of degree T and height r − 1. A monotonicity assumption is made in [2] stating that deleting balls does not increase the
maximum load; hence, edges in Nr(b) \ {e(b)} that do not belong to one of the trees may be deleted.
Adler et al. [1] denoted a complete rooted tree of degree T and height r by a (T , r)-tree. The analysis of the lower bound
in [1,2] is based on the following theorems.
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Fig. 2. Two violations of Assumption 1 for T = 4 and r = 2. (I) Numbers appearing on edges next to a node signify the order in which the balls arrive to
the bin (i.e., height). A confused ball b in pgreedy chooses bin v since the height of b in v is 2. (II) The tail of the arc is the bin chosen in round 1, and the
head is the bin chosen in round 2. A confused ball b in threshold chooses bin u because it is the first round’s choice.
Theorem 1 ([7,1]). Let r ≤ log log n, d = 2, and T = O( r√ln n/ ln ln n). The access graph G contains a copy of a (T , r)-tree with
probability at least 1/2.
Theorem 2 ([1]). Let r = O(1), d = O(1), and T = O( r√ln n/ ln ln n). The access hypergraph G contains a copy of a (T , r)-tree
with constant probability.
The analysis is based on the following observation.
Observation 1. If an edge e(b) is incident to the root of a (T , r)-tree, then the corresponding ball b is confused.
Proof. Consider the two trees T1 and T2, rooted at the endpoints of e(b), each of which is an (r − 1) neighborhood of an
endpoint minus e(b).
The trees T1 and T2 are isomorphic since their roots have degree T − 1, and they have depth r − 1. Each interior node has
degree T . 
The analysis proceeds by proving that the root of such a tree is likely to have a load at least T/2. This argument is based
on the assumption (formalized below) that a confused ball breaks the symmetry by committing to a bin with a fair coin flip.
Assumption 1. The decision of a ball b is based only on the topology of Nr(b) and on random bits. Moreover, if both ‘‘sides’’
of the neighborhood Nr(b) are isomorphic complete rooted trees, then the ball b commits to an endpoint of e(b) by flipping
a fair coin.
We emphasize that topology does not include names of balls and bins, and therefore these names do not affect the
decisions (this is formalized by the symmetry requirement).
Interestingly, both the pgreedy and threshold algorithms introduced and analyzed in [1] do not satisfy this assumption.
Proposition 1. Algorithms pgreedy and threshold do not satisfy Assumption 1.
Proof. In algorithm pgreedy each bin sends back a height to a requesting ball. In terms of the access graph, each vertex (i.e.,
bin) consecutively numbers the edges incident to it. A ball (possibly confused) commits to the bin that returned the lower
height. Part (I) in Fig. 2 depicts a confused ball b that commits to a bin deterministically for r = 2.
In algorithm threshold each ball sends a request together with its round number. Hence the edges of the access graph
can be viewed as directed arcs (e.g, the tail of the arc is the bin chosen in round 1, and the head is the bin chosen in round
2). Algorithm threshold gives preference to the first round over the second round. Part (II) in Fig. 2 depicts a confused ball
b that chooses a destination bin deterministically for r = 2. 
We remark that the C-Load Collision synchronous protocol [6,2] satisfies Assumption 1. Namely, less information is
forwarded by the parties in the protocol, and hence, the lower bound holds for it.
Corollary 1. The proof of the lower bound in [1] does not apply to algorithms pgreedy and threshold.
3. A lower bound for pgreedy and threshold
Lower bound pgreedy. Although Algorithm pgreedy does not satisfy Assumption 1, we use Theorem 1 to prove a lower
bound for algorithm pgreedy. Since pgreedy is a two-round algorithm, the witness tree is a (T , 2)-tree τ in the access
graph G.
Lemma 1. Let T = O(√ln n/ ln ln n). The maximum load of the pgreedy algorithm under an oblivious adversary is at least
T/4− 1 with constant probability.
Proof. By Theorem 1, the access graph G contains a (T , 2)-tree τ with probability at least 1/2. Conditioned on the existence
of τ , we prove that the load of the root ρ of τ is at least T/4− 1 with probability at least 1/3. Consider a ball bwhose edge
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e(b) is incident to the root, namely e(b) = (ρ, v). Consider the heights hρ and hv given to the requests of the ball b. The ball
b commits to the root if hρ < hv . Under an oblivious adversary, the heights of balls that request the same bin constitute a
random permutation (with uniform distribution). Since both the root and v are of degree T , the probability that hρ < hv
equals 1/2− 1/(2T ). Let ℓ(ρ) denote the load of the root ρ. Therefore, by linearity of expectation, the expected load of the
root conditioned on the existence of τ equals E[ℓ(ρ)| ∃τ ] = T/2− 1/2. Let Y , T − ℓ(ρ), then E[Y | ∃τ ] = T/2+ 1/2. The
lemma follows by applying Markov’s bound on Y , as follows.
Pr(ℓ(ρ) ≥ T/4− 1| ∃τ) = Pr(Y ≤ 3T/4+ 1| ∃τ)
= 1− Pr(Y > 3T/4+ 1| ∃τ)
≥ 1− Pr (Y ≥ (3/2) · E[Y | ∃τ ]| ∃τ)
≥ 1/3 . 
Lower bound threshold. AlthoughAlgorithm threshold does not satisfy Assumption 1,we use Theorems 1 and 2 to prove
a lower bound for algorithm threshold. We first focus on a two-round versionwith threshold T , and assume that the access
graph contains a (T , 2)-tree τ . Let v1, . . . , vT denote the children of the root of τ .
Proposition 2. The probability that at least T/2 balls are accepted by bin vi in the first round is at least 1/2.
Proof. Each ball incident to vi is randomly oriented, and the number of balls accepted by vi in the first round equals the
out-degree of vi. With probability at least 1/2, the out-degree of vi is at least T/2. 
Proposition 3. The probability that one of the bins v1, . . . , vT accepts at least T/2 balls in the first round is at least 1− 2−T .
Proof. The loads of the bins v1, . . . , vT are independent since the sets of balls incident to each bin are disjoint. The
proposition follows from Proposition 2. 
threshold: the case of r > 2 rounds. When r > 2, the structure associated with the choices of the balls is a hypergraph.
The details of the access hypergraph appear in [1]. Assume that the access hypergraph contains a (T , r)-tree τ . Let
v1, . . . , vT ·(T−1)r−2 denote the parents of the leaves of τ . The following proposition follows from Hoeffding’s Inequality.
Proposition 4. The probability that at least T/(2r) balls are accepted by bin vi in the first round is at least 1− e−T/(2r2).
Proposition 5. The probability that one of the bins v1, . . . , vT ·(T−1)r−2 accepts at least T/(2r) balls in the first round is at least
1− e−T2·(T−1)r−2/(2r2).
The following corollary assumes an oblivious adversary.
Corollary 2. Let r ≤ log log n and T = O( r√ln n/ ln ln n). With constant probability, the maximum load obtained by algorithm
threshold with r rounds and threshold T is at least T/2r.
4. A tight analysis of an algorithm with retries
In this section we consider an algorithm, called retry, that does not forward height information or associate preferences
to the first two choices of each ball. To compensate for this limitation, rejected balls retry a third bin. Algorithm retry
can be viewed as an attempt to parallelize the two rounds of the threshold algorithm. That is, all balls participate in the
two rounds, and doubly rejected balls are given a third chance. Alternatively, retry can be viewed as an attempt to avoid
forwarding heights (as in pgreedy).
Organization. Webegin by introducing the retry algorithm. Bounds on the number of rejected replicas and doubly rejected
balls are proved in Sections 4.2 and 4.3, respectively. The tight bound on the maximum load is proved in Section 4.4.
4.1. Algorithm retry: description
Each ball is replicated twice, and each replica chooses a random bin. The algorithm is parameterized by a threshold T .
Each bin accepts at most T replicas. A ball is doubly rejected if both its replicas are rejected. A doubly rejected ball chooses
i.u.r. a new bin and commits to it.
Algorithm 1. retry(threshold T, number of balls & bins n):
(1) Round 1:
(a) Each ball b generates two replicas. Each replica b′ chooses i.u.r. a bin u(b′) and sends a request to the bin.
(b) Upon receiving a request from replica b′, if T replicas have been already accepted, then replica b′ is rejected (i.e., a
reject message is sent to ball b). Otherwise, the replica is accepted (i.e., an accept message is sent to ball b).
(2) Round 2:
(a) Each ball that receives two reject messages chooses i.u.r. a bin u(b) and sends a commit message to b. (A commit
message cannot be rejected. A ball that receives two accept messages may send a withdrawal message to one of the
accepting bins.)
Note that Algorithm retry is nonadaptive, as the bin choices (including the commit request) may be chosen before any
communication takes place.
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Fig. 3. (I) The distribution of bin loads in an experiment with n = 8 · 106 bins and 16 · 106 ball replicas. The x-axis depicts the bins in descending load
order. The y-axis depicts the load of each bin. The leftmost bar represents bins with load 5 or higher. (II) The trade-off between the threshold T and the
additional load caused by the retries in Step 2a. The x-axis denotes T , and the y-axis denotes the value of T and 1/(T ln(T )).
4.2. Analyzing the number of rejected replicas
We begin by bounding the expected number of rejected replicas (Lemma 2). In the proof, we use linearity of expectation,
Poisson approximations of the binomial distribution inequalities, and bound the tail of a Poisson distribution by a geometric
series. The following lemmaquantifies the intuition that the load in each bin is a Poisson randomvariable. Thus, the expected
number of rejected replicas is approximately n · Pr (load(bin) > T ) ≈ n · 2T+1
(T+1)! .
Notation. Suppose that m ball replicas are tossed into n bins i.u.r., and let Xi denote the number of replicas in bin i.
The number of replicas rejected by bin i equals Xi − T . Let f (X⃗) denote the number of rejected replicas. Then, f (X⃗) =n
i=1 max (Xi − T , 0). See Fig. 3 for a depiction of the bin loads when 2n replicas are i.u.r. tossed in n bins, for n = 8 · 106.
Lemma 2. If the threshold T satisfies 6 ≤ T ≤ √n, then
e−5n · 2
T+1
(T + 1)! ≤ E

f

X⃗

≤ 2n · 2
T+1
(T + 1)! .
Proof. Let ak , (k− T ) · e−2·2kk! . It follows that for j ≥ T + 1:
aj+1
aj
= (j+ 1− T ) · 2
(j− T ) · (j+ 1) =

1+ 1
j− T

· 2
j+ 1 ≤
4
T + 2 .
If T ≥ 6 then:
aj+1
aj
≤ 4T+2 ≤
1
2
.
Since the random variables X1, X2, . . . , Xn are identically distributed, by linearity of expectation:
E

f

X⃗

= E ni=1 max (Xi − T , 0) = n · E [max (Xi − T , 0)] .
Note that each Xi is a binomial random variable with parameters 2n and 1n . Then, by applying Poisson approximations [9],
for any fixed k = 0, 1, 2, . . . 2n:
Pr (Xi = k) < e
−2 · 2k
k! · e
k/n ≤ e
−2 · 2k
k! · e
2.
Note that for any fixed k = 0, 1, 2, . . . ,√n the following holds:
k2
2n− k +
2
n− 1 <
n
2n−√n + 2 =
1
2− 1√n
+ 2 < 3.
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Hence for any fixed k = 0, 1, 2, . . . ,√n, by applying Poisson approximations [9]:
Pr (Xi = k) > e
−2 · 2k
k! · e
−k2/(2n−k)−2/(n−1) >
e−2 · 2k
k! · e
−3.
It follows that:
n · E [max (Xi − T , 0)] ≤ n ·
2n
k=T+1ak · e2
≤ n · e2

aT+1 +
2n
k=T+1aT+1 ·
k
j=T+1

aj+1
aj

≤ n · e2

aT+1 + aT+1 ·
2n
k=T+1

1
2
k−(T+1)+1
≤ n · e2

aT+1 + aT+1 · 12 ·
∞
k=0

1
2
k
= 2e2 · n · aT+1
which completes the proof of the upper bound.
The lower bound is proved as follows:
E

f

X⃗

> n ·2nk=T+1ak · e−3 ≥ e−3 · n · aT+1. 
The following lemma states that the number of rejected replicas is concentrated around its expected value. The proof
introduces a Doob martingale and applies the Azuma–Hoeffding inequality with the Lipschitz condition (similarly to the
analysis of the number of empty bins in [10]).
Lemma 3. Pr
 f X⃗− E f X⃗ ≥ ε ≤ 2 · e−ε2/n.
Proof. We denote the replicas by 1 ≤ β ≤ 2n. Let ξβ denote the bin of replica β . The random variables

ξβ
2n
β=1 are
independent and uniformly distributed.
Define f˜ so that f˜

ξ⃗

= f

X⃗

. Let Z0 = E

f˜

ξ⃗

and Zk = E

f˜

ξ⃗

| ξ1, ξ2, . . . , ξk

. The sequence Z0, Z1, . . . is a
Doob martingale [10].
Note that Z2n = E

f˜

ξ⃗

| ξ1, ξ2, . . . , ξ2n

= f˜

ξ⃗

. The function f˜ satisfies the Lipschitz condition with bound c = 1. We
apply the Azuma–Hoeffding inequality with the Lipschitz condition, namely, Pr (|Z2n − Z0| ≥ ε) ≤ 2 ·e−ε2/n, and the lemma
follows. 
Corollary 3. Pr

f

X⃗

− E

f

X⃗
2 ≥ γ ≤ 2 · e−γ /n.
We use Corollary 3 to prove a linear bound on the variance of the number of rejected replicas. This bound is a
multiplicative constant above the variance of the sum n independent binomial B(2n, 1/n) random variables.
Lemma 4. Var

f

X⃗

≤ 4n.
Proof. By Corollary 3:
Pr

f

X⃗

− E

f

X⃗
2 ≥ α · n ≤ 2 · e−α.
Now we can bound Var

f

X⃗

:
Var

f

X⃗

= E

f

X⃗

− E

f

X⃗
2
≤
∞
k=1
n · k · Pr

f

X⃗

− E

f

X⃗
2 ≥ (k− 1) · n
≤
∞
k=1
n · k · 2 · e−(k−1)
= 2e · n
∞
k=1
k · e−k = 4n. 
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4.3. Analyzing the number of doubly rejected balls
Let Y denote a random variable that equals the number of doubly rejected balls. The following lemma bounds the
expected number of doubly rejected balls. We use a conditioning on the number of rejected replicas and Lemma 4 to show
that the expected number of doubly rejected balls isΘ

1
n · E2[ f (X⃗)]

. To simplify notation let H(n) △= √ln n/ ln ln n.
See Appendix A for detailed proofs of Lemmas 5 and 6.
Lemma 5.
E2

f (X⃗)

4n − 1 ≤ E [Y ] ≤
E2

f (X⃗)

4n + 1.
Lemma 6. If ln ln n ≤ T ≤ H(n), then, for n sufficiently large,Ω( n3/4·ln ln nln n ) < E [Y ] < nln n .
The following lemma shows that the number of doubly rejected balls is concentrated around its expected value. The
proof is similar to the proof of Lemma 3.
Lemma 7. Pr (|Y − E [Y ]| ≥ ε) ≤ 2 · e−ε2/n.
Corollary 4. Let ln ln n ≤ T ≤ H(n). The following equations hold with probability at least 1− 2n :
(1) |Y − E [Y ]| ≤ √n ln n .
(2) Y = Θ

1
n · E

f

X⃗
2
(if n is sufficiently large).
(3) Y < (1+ o(1)) · nln n (if n is sufficiently large).
Proof. Plugging ε = √n ln n in Lemma 7 and taking the complement probability implies Part (1).
Lemma 6 states:
1
5 · e10 ·
n3/4 · ln ln n
ln n
< E [Y ] <
n
ln n
. (1)
Combining equations Part (1), and (1):
Y ≤ E [Y ]+√n ln n
= E [Y ]

1+
√
n ln n
E [Y ]

< E [Y ]

1+
√
n ln n
1
5·e10 · n
3/4·ln ln n
ln n

= E [Y ]

1+ 5 · e
10 · ln3/2 n
n1/4 · ln ln n

= E [Y ] (1+ o(1)) , (2)
Y ≥ E [Y ]−√n ln n
= E [Y ]

1−
√
n ln n
E [Y ]

> E [Y ]

1−
√
n ln n
1
5·e10 · n
3/4·ln ln n
ln n

= E [Y ]

1− 5 · e
10 · ln3/2 n
n1/4 · ln ln n

= E [Y ] (1− o(1)) ,
Part (2) follows, now, by Lemma 5.
Eqs. (1) and (2) prove Part (3). 
4.4. Putting it all together
The maximum load obtained by Algorithm retry is attributed to two factors: at most T replicas accepted in the first
round and the load caused by the retries of the double rejected balls.
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Theorem 3 ([11,4]). If m balls i.u.r. each choose one ball out of n, then w.h.p. the maximum load equalsΘ

ln n
ln(1+ nm ·ln n)
+ mn

.
By Theorem 3, if T ≤ ln nln ln n , then w.h.p. at least one bin accepts T replicas. The load caused by the retries of the
doubly rejected balls is bounded again using Theorem 3. These two factors are balanced below to minimize the asymptotic
maximum load (see Fig. 3 for a depiction of the trade-off).
Theorem 4. Let ln ln n ≤ T ≤ H(n), then w.h.p. the maximum load obtained by Algorithm retry isΘ T + ln nT ·ln T .
Proof. Let Li denote the maximum load incurred by round i, and let L denote the final maximum load. By Theorem 3, w.h.p.
L1 = T . We now prove that L2 = Θ
 ln n
T ·ln T

.
Corollary 4 and Lemma 2 imply that:
Y = Θ

1
n
· E

f

X⃗
2 = Θ n ·  2T+1
(T + 1)!
2
. (3)
By Corollary 4 w.h.p. Y < (1+ o(1)) · nln n . By Theorem 3 w.h.p. L2 = Θ

ln n
ln(n/Y )

. Since ln(T !) = Θ(T · ln T ), plugging in
Eq. (3) gives L2 = Θ
 ln n
T ·ln T

, as required. The upper bound now follows since L ≤ L1 + L2. The lower bound follows from
L ≥ max{L1, L2} ≥ (L1 + L2)/2, and the theorem follows. 
Corollary 5. Let ln ln n ≤ T ≤ H(n), then the maximum load obtained by Algorithm retry is minimized for T = Θ (H(n)), and
for T = Θ (H(n)) the maximum load is w.h.p.Θ (H(n)).
Proof. Theorem 4 implies that the maximum load is:
Θ

T + ln n
T · ln T

(4)
for T in the interval

ln ln n,

ln n
ln ln n

.
Eq. (4) is minimized for T = ln nT ·ln T , which implies that T = Θ (H(n)). We conclude that if T = Θ (H(n)) then the maximum
load isΘ (T )w.h.p. 
Lemma 8. If T < ln ln n or H(n) < T , then w.h.p. the maximum load obtained by Algorithm retry isΩ (H(n)).
Proof. If T = ln ln n, then by the proof of Theorem4, the additional load that Step 2a incurs isΘ  ln nT ·ln T  ≥ Ω  ln nln ln n·ln ln ln n  =
Ω(H(n)).
If T < ln ln n, then the number of doubly rejected balls (e.g. Y ) only increases; thus the additional load that Step 2a incurs
isΩ(H(n)).
IfH(n) < T , then by Theorem 3w.h.p. themaximum load in the first round is at leastmin

T , ln nln ln n

. Since ln nln ln n = H2(n),
w.h.p. the maximum load isΩ(H(n)). 
5. Algorithm H-retry
Description. The algorithm is a 3-round algorithm and has a threshold parameter T . The first round is identical to pgreedy.
In the second round, each ball forwards the heights of one replica to the bin of the other replica. Namely, replica local heights
are forwarded between bins at distance 2 in the access graph.
A synchronization point is defined at this stage; namely, each bin must receive all its requests and the heights of the
siblings of the replicas requesting the bin. Let binu denote the set of replicas that requested bin u. Each bin now partitions
its set binu into 3 parts, Au, SDu, EDu, where Au is the set of accepted replicas, SDu is the set of rejected replicas due to safe
deletes, and EDu is the set of rejected replicas due to excess deletes.
The subset SDu is defined as follows. For each replica b′ ∈ binu, let b′′ denote its sibling replica. Let δb′ △= h(b′) − h(b′′).
Note that δb′ equals the difference between the local height of replica b′ and the height of its sibling. Let |bini| denote the
cardinality of bini. Sort the replicas in binu in ascending local height order. The set SDu consists of the suffix of binu containing
max{0, |binu| − T } replicas. (SDu is empty if |binu| ≤ T .)
The subset EDu is defined as follows. Note that, if |binu \ SDu| > T , then every replica b′ ∈ binu \ SDu satisfies δb′ ≤ 0.
Sort the replicas in binu \ SDu in descending δb′ order. Break ties by smallest height first. The set EDu consists of the prefix of
binu \ SDu consisting of max{0, |binu \ SDu| − T } replicas. (EDu is empty if |binu \ SDu| ≤ T .)
The subset Au consists of the remaining replicas, namely Au = binu \ (SDu ∪ EDu). Each bin u sends reject messages to all
balls whose replicas are in SDu ∪ EDu and accept message to balls whose replicas are in Au.
In the third round, upon receiving accept/reject messages for both replicas, each ball proceeds as follows. If both siblings
are accepted, then the ball sends a withdrawmessage to the bin with the higher load (break ties arbitrarily). If both replicas
were rejected, then the ball retries by i.u.r. choosing two random bins. These bins accept only if accepting the new ball does
not overload the bin, otherwise the ball is rejected.
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Table 1
Results for bin load frequencies, number of retries, and rejection frequencies in 50 trials per four values of n ranging from 1 to 8 million. For each bin load,
the frequencies obtained in the trials is presented by the median and half the difference between the maximum and minimum frequency.
Discussion. Algorithm H-retry satisfies the requirements of the model described in Section 1.1, except for having one
synchronization point.
Our experiments are, of course, synchronous. This leads to a ‘‘layering’’ phenomenon since two siblings are more likely
to receive the same height. One could shuffle the heights in the simulation and obtain slightly better results. We did not
shuffle heights, so the layering phenomenon had a slight adverse effect.
There aremany otherways to dealwith doubly rejected balls. First, since they are so few, one could simply have each such
ball choose a random bin. Since there are so few such balls, they incur only a constant additional load. This is perhaps the
simplest solution. A second option is to reserve a small portion of the bins for retries so that in the first round the reserved
bins are not chosen.
Duplicate siblings due to retries can be removed by adding a fourth round. Namely, in the second half of the third round
send accept and reject messages, so a ball can send withdraw messages in round 4 to eliminate duplicates. We emphasize
that the complications caused by retries are due to very few balls; hence, it is not clear that these issues are of practical
interest.
Experimental results. We conducted experiments for 106 ≤ n ≤ 8 · 106. For each n, the results for 50 trials are presented
in Table 1. The value of the threshold was T = 3 in all cases, except for n = 8 · 106, where we also used T = 4 (last row).
The frequencies of the bin loads are presented. For example, a load of zero means the bin is empty. For each load, the range
of frequencies in the experiments is given by the median and half the difference between the maximum and the minimum
frequency. Note that the load frequencies are sharply concentrated. The column labeled #Retries contains the number of
balls that are doubly rejected, and therefore, required a retry. Note that the number of doubly rejected balls roughly doubles
as n doubles and is also sharply concentrated. The frequencies of the number of doubly-rejected balls that remain rejected
at the end appear in the last 4 columns. We never encountered more than 5 balls that were not finally accepted.
Our experiments show that, even for 8 million balls, only a handful of balls are finally rejected. One could reassign them,
if needed, using an extra round. Alternatively, one could use three choices in the retry stage instead of two or simply accept
the retries while increasing the maximum load only by one with high probability.
Adler et al. [1] conducted experiments as well. We compare H-retry to the matching threshold algorithm. The
maximum load of the threshold algorithm with 3 rounds and 8 million balls is 5 balls, while H-retry has a maximum
load of 4 balls.
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Appendix A. Detailed proofs
In this section, we prove Lemmas 5 and 6.
Proof of Lemma 5. Let us consider E [Y ]:
E [Y ] =

k
E

Y | f

X⃗

= k

· Pr

f

X⃗

= k

=

k
n · k
2n
· k− 1
2n− 1 · Pr

f

X⃗

= k

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≤

k
n ·

k
2n
2
· Pr

f

X⃗

= k

= 1
4n
·

k
k2 · Pr

f

X⃗

= k

= 1
4n
· E

f

X⃗
2
= 1
4n
·

Var

f

X⃗

+ E2

f

X⃗

, (A.1)
E [Y ] =

k
E

Y | f

X⃗

= k

· Pr

f

X⃗

= k

=

k
n · k
2n
· k− 1
2n− 1 · Pr

f

X⃗

= k

≥

k
n ·

k
2n
2
− 1
n

· Pr

f

X⃗

= k

=

k
n ·

k
2n
2
· Pr

f

X⃗

= k

−

k
Pr

f

X⃗

= k

= 1
4n
·

k
k2 · Pr

f

X⃗

= k

− 1
= 1
4n
· E

f

X⃗
2− 1
= 1
4n
·

Var

f

X⃗

+ E2

f

X⃗

− 1 . (A.2)
Lemma 4 implies that 0 ≤ Var

f

X⃗

≤ 4n, then combining with Eqs. (A.1) and (A.2) :
E2

f

X⃗

4n
− 1 ≤ E [Y ] ≤ 1
4n
·

4n+ E2

f

X⃗

,
and the Lemma follows . 
Proof of Lemma 6. Let us consider the first inequality. Lemmas 2 and 5 imply that:
E [Y ] ≤
E2

f

X⃗

4n
+ 1
≤

2n · 2T+1
(T+1)!
2
4n
+ 1
= n ·

2 · 2T
T ! · (T + 1)
2
+ 1
≤ 2n · 4
(T + 1)2 ·

2T
T !
2
< n ·

2T
T !
2
.
Let us consider the second inequality, then for T ≥ ln ln n:
n ·

2T
T !
2
= n · e2 ln 2·T−(2+o(1))T ln T
< n · e2T−(2+o(1))T ln T
= n · e−T ((2+o(1)) ln T−2)
= n
eT ((2+o(1)) ln T−2)
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≤ n
eln ln n(ln ln ln n−2)
<
n
eln ln n
= n
ln n
.
Lemmas 2 and 5 imply that:
E [Y ] ≥
E2

f

X⃗

4n
− 1
≥

e−5n · 2T+1
(T+1)!
2
4n
− 1
= e
−10
4
· n ·

2T+1
(T + 1)!
2
− 1
= e
−10
(T + 1)2 · n ·

2T
T !
2
− 1 . (A.3)
Let us bound n ·

2T
T !
2
for T ≤

ln n
ln ln n . Since for n ≥ e

e(e
2)

,
√
ln n · ln ln n < 16 ln n, then:
n ·

2T
T !
2
= n · e2 ln 2·T−(2+o(1))T ln T
> n · eT−(2+o(1))T ln T
= n · e−T ((2+o(1)) ln T−1)
>
n
e3T ln T
≥ n
e
3
2

ln n
ln ln n ln

ln n
ln ln n

>
n
e
3
2

ln n
ln ln n ln ln n
= n
e
3
2
√
ln n·ln ln n
>
n
e
3
2 · 16 ln n
= n3/4. (A.4)
Let us bound 1
(T+1)2 for T ≤

ln n
ln ln n :
1
(T + 1)2 ≥
1
ln n
ln ln n + 1
2
>
1
2 ·

ln n
ln ln n
2
= 1
4
· ln ln n
ln n
. (A.5)
Combining Eqs. (A.3)–(A.5):
E [Y ] ≥ e
−10
(T + 1)2 · n ·

2T
T !
2
− 1
>
1
4 · e10 ·
ln ln n
ln n
· n3/4 − 1
>
1
5 · e10 ·
n3/4 · ln ln n
ln n
. 
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