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Resumo
Atualmente, uma grande parte dos utentes de espaços comerciais utilizam dispositivos
móveis. Tal permite aos gestores destes espaços recolherem dados de localização ﬁna
dos visitantes que conjugados com a utilização de ferramentas de análise de dados e
de extração de conhecimento - (data mining) - lhes permitem obter padrões e modelos
de apoio à decisão.
Neste contexto e tendo por base os dados de localização ﬁna dos visitantes de um
centro comercial e de uma loja, procuramos auxiliar na gestão destes espaços aferindo
do número previsível de visitas como meio de escalonamento dos recurso humanos,
no primeiro caso, e do impacto que a alteração de layouts (disposição de diferentes
zonas num espaço comercial) pode provocar no âmbito das compras não planeadas no
segundo caso.
Numa grande superfície comercial, o planeamento de recursos humanos poderá ser
uma tarefa árdua na medida em que a quantidade de visitas que acorrem ao espaço
num determinado dia é de difícil previsão. Neste trabalho, analisamos várias técnicas
de regressão no sentido de servirem como auxilio a essa previsão. O modelo baseado
em árvores de regressão revelou-se o mais apto numa avaliação baseada em growing
windows, num teste de hipótese (Diebold-Mariano) e num modelo de custos.
Numa loja com os produtos agrupados por zonas, como uma loja de desporto em que
usualmente cada zona representa uma gama especíﬁca de produtos, prevalece a dúvida
acerca do impacto que uma alteração na disposição das diferentes zonas pode provocar.
Neste trabalho, através de técnicas de simulação e técnicas de regressão, prevemos o
impacto que uma alteração entre as zonas poderá provocar na duração das visitas à
loja. Sendo que a alteração na duração das visitas produz um impacto direto sobre o
número de compras não planeadas.
As soluções propostas foram apresentadas aos gestores das organizações que se mos-
traram muito recetivos à sua implementação como meio de auxílio em futuras decisões
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de negócio. Acreditamos por isso ter aumentado a competitividade das organizações
que suportam os casos práticos aqui estudados.
Palavras-chave  Business Intelligence, Data Mining, BIPS, Marketing Intelligence,
Métodos de Regressão, Simulação
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Abstract
Nowadays, most of commercial spaces visitors use mobile devices. That reality allows
gathering location data of the visitors, which combined with the use of data mining
allow managers to obtain standards and models in order to support their decision-
making process.
In this context, based on stores and shopping centres visitors location data, we try
to help managing that spaces, gauging the expected number of visits as a mean to
manage either human resources or the impact layouts changing may cause within the
unplanned purchases.
In a large shopping centre, human resources planning can be an arduous task because
of the diﬃculty to preview the amount of visitors who will come each day. This study
analyses multiple regression techniques in order to help that forecast. Regression trees
model proved to be the ﬁttest one in a growing windows based, in an hypothesis test
(Diebold-Mariano) and in a cost model evaluation.
In a shop where products are grouped together by areas, as a sports shop where usually
each zone represents a speciﬁc product range, it's questioned about the impact that a
change in the diﬀerent areas disposal may cause. This study uses simulation techniques
and regression techniques in order to anticipate the impact that a change between zones
may result in store visits duration, therefore in the number of unplanned purchases.
The solutions we propose were presented to organizations managers, which revealed
very receptive to implement them as auxiliary means in future business decisions.
Therefore we believe have contributed to increase the competitiveness of organizations
that support the studied practical cases.
Keywords  Business Intelligence, Data Mining, BIPS, Marketing Intelligence, Re-
gression Methods, Simulation
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Capítulo 1
Introdução
Knowledge has become the key economic resource and the dominant, if not the only,
source of competitive advantage. - Peter F. Drucker
As estratégicas de marketing evoluíram, em parte devido ao aumento exponencial do
volume de dados coletados. Atualmente, é usual os departamentos de marketing terem
vários analistas de dados e um volume assustador de informações para analisar. Mais
do que a vantagem competitiva de transformar essas informações em conhecimentos
úteis de negócio, poderá ser o único meio de sobrevivência para algumas organizações.
Várias histórias de sucesso em marketing têm em comum o facto de o responsável de
marketing ter uma relação muito próxima com todos os stakeholders e, em especial, um
vasto conhecimento dos seus clientes e das necessidades que estes apresentam [1]. Esse
conhecimento, fulcral na tomada de decisões, aﬁgura-se difícil de alcançar em grandes
organizações com milhares de clientes. Com este trabalho pretendemos melhorar o
conhecimento organizacional de duas entidades com base em dados recolhidos por
um sistema de posicionamento (BIPS  Business Intelligence Positioning System) e
de técnicas de data mining. Deste modo, o conhecimento adquirido pelas empresas
depois da realização deste trabalho servirá de auxílio à tomada de decisões estratégicas.
1.1 Objetivos
Com o objetivo global de melhorar a competitividade de duas organizações, de forma
a estas conseguirem honrar a sua missão e superiorizar-se perante os seus concorrentes,
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este trabalho baseia-se na resolução de dois problemas de negócio.
No primeiro problema de negócio, e depois de recolher o máximo dados de comporta-
mento possível, o nosso objetivo passa por fazer uma análise exploratória, usando
técnicas de estatística e de data mining com o objetivo de identiﬁcar padrões e
tendências que posteriormente permitam prever o número de visitas de um centro
comercial. Será necessário avaliar quais as variáveis que possam ter inﬂuência sobre
a quantidade de visitantes e, em seguida, construir modelos preditivos com o objetivo
de prever uma variável numérica.
No segundo problema de negócio, o objetivo passa por dado um layout prever a
média do tempo de duração das visitas. Será utilizado uma técnica de simulação
com base em cadeias de Markov com vista a podermos gerar visitas idênticas às
reais e, através de modelos preditivos, calcular a duração das visitas geradas. Deste
modo, alterando a disposição das zonas num determinado layout mudará o tempo de
passagem entre as diferentes zonas e consequentemente a duração média das visitas, o
que será identiﬁcado pela ferramenta desenvolvida.
Em ambos os problemas, os trabalhos desenvolvidos deverão estar aptos a ser integra-
dos num dashboard que, além destas ferramentas, contém variadíssimas informações da
loja recolhidas através da tecnologia BIPS. No caso do primeiro problema, o dashboard
já existe e está em utilização. No segundo problema, a ferramenta deverá estar apta
a integrar um futuro dashboard ainda em fase experimental.
1.2 Abordagem
Numa primeira fase será feito um estudo das tecnologias mais aptas a utilizar neste
trabalho bem como as técnicas de data mining mais relevantes.
O trabalho aqui realizado seguirá uma metodologia de data mining, a metodologia
CRIPS-DM [2]. É promovida uma relação próxima com os gestores das organizações,
futuros utilizadores da aplicação, dado que todo o impacto do trabalho dependerá da
sua aceitabilidade.
Em ambos os problemas de negócio, será feito um estudo de forma a clariﬁcar o impacto
que estes causam, bem como dos meios que temos à nossa disposição para os mitigar.
Uma fase crucial será a transformação do problema de negócio num problema de data
mining, na medida em que uma má decisão nesta fase comprometerá logo à partida a
resolução do problema [3].
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Para prever o número de visitantes num centro comercial, primeiro problema de negó-
cio, serão estudadas várias técnicas de regressão com inúmeras combinações de variá-
veis preditivas, detalhando o resultado de vários algoritmos. Iremos comparar a solução
proposta com a solução que as organizações atualmente dispõem. Esta comparação
incidirá não só numa análise estatística, nomeadamente no teste de Diebold-Mariano
para perceber se as melhoras da solução proposta são estatisticamente relevantes,
mas também iremos desenvolver um modelo de custos com o objetivo de prever o
escalonamento de recursos humanos através da previsão de visitantes e, em seguida,
traduzir essas decisões em perdas ou ganhos ﬁnanceiros para a organização.
Para testar os tempos médios de duração em cada visita dependendo do layout, segundo
problema de negócio, serão utilizadas técnicas de simulação, um método popular em
várias áreas entre as quais data mining [4]. Deste modo, com base num gerador de
visitas e em modelos de previsão, será possível simular diferentes percursos na loja
e prever a sua duração. Esses percursos simulados poderão ser testados em vários
layouts, dando assim feedback das alterações ao nível da duração das visitas que um
determinado layout produzirá em relação a outro.
1.3 Resultados
Neste trabalho, entre as várias técnicas utilizadas para prever o número de visitantes
de um centro comercial elegemos um método baseado em árvores de regressão como
o mais apto. O recurso a este método representa uma poupança estimada superior
a dez mil euros anuais em relação ao método atualmente utilizado. Esta poupança
ﬁnanceira deve-se a um melhor escalonamento dos recursos humanos.
Realizado o estudo da disposição das zonas numa loja de desporto, desenvolvemos uma
ferramenta que estima com exatidão a duração de visita de diferentes clientes reais.
A ferramenta desenvolvida permite ainda gerar visitas simuladas e testar o impacto
que os diferentes layouts provocam na duração da visita. Com estes dados podemos
observar que uma separação das zonas mais visitadas traduzir-se-á num aumento de
aproximadamente um minuto no tempo médio de visita e, consequentemente, originará
um aumento do número de compras não planeadas, computando-se num aumento de
lucros para a loja.
A ferramenta de simulação de layouts teve uma boa aceitabilidade por parte dos
gestores das lojas, porém poderá necessitar de futuros melhoramentos em resultado da
monitorização das ulteriores alterações de layouts que venham a ser realizadas. Tal
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permitirá avaliar a precisão da ferramenta bem como comprovar se a sua utilização é
viável ou ainda requer calibração.
1.4 Estrutura do Relatório
Ao presente capítulo introdutório seguem-se cinco capítulos. No capítulo 2 intitulado
Tecnologias Utilizadas são descritas as tecnologias mais relevantes na elaboração do
trabalho. Será dado principal destaque à tecnologia BIPS de captura e rastreio de
dispositivos móveis.
No capítulo 3, Técnicas de Data Mining, será feita uma descrição dos conceitos de
data mining, principalmente quando usado num contexto de business intelligence. Será
detalhada uma metodologia de data mining, bem como algumas técnicas e algoritmos
utilizados em capítulos subsequentes.
No capítulo 4, Previsão do Número de Visitas de um Centro Comercial, será deta-
lhado um problema de negócio, estudado um método de resolução com base no uso de
métodos de previsão seguindo uma metodologia de data mining.
No capítulo 5, Análise do Layout de uma Loja de Desporto, será abordado um
problema de negócio da maior cadeia de lojas de desporto a operar em Portugal. Uma
vez mais, seguindo uma metodologia de data mining será proposta uma resolução
baseada, fundamentalmente, em técnicas de simulação e métodos de previsão.
Por último, no Capítulo 6, Conclusões, descreveremos as conclusões mais relevantes
de todo o trabalho desenvolvido, o seu impacto e futuros melhoramentos.
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Capítulo 2
Tecnologias Utilizadas
Este trabalho foi desenvolvido utilizando algumas tecnologias já existentes. As mais
relevantes são as linguagens de programação Python e R, o sistema de base de dados
Apache Cassandra, a notação de objetos JSON e o sistema de deteção de dispositivos
móveis BIPS.
O BIPS foi uma tecnologia crucial uma vez que desta provém todos os dados do
posicionamento de pessoas analisados ao longo do trabalho. O R foi a tecnologia
mais presente durante todo o trabalho, sendo que toda a análise de dados do produto
ﬁnal depende desta. Foi também a tecnologia onde tivemos uma maior liberdade
de escolha. Todas as outras tecnologias foram impostas pela compatibilidade com
o BIPS e pelos atuais produtos da Around Knowledge, empresa que deu suporte ao
trabalho. O Apache Cassandra é utilizado como sistema de base de dados da tecnologia
BIPS, enquanto que o JSON é utilizado para a troca de informações, sendo que foi a
notação utilizada para comunicar entre o BIPS e o R. A utilização de python resulta
do facto desta ser a linguagem mais utilizada pela equipa de desenvolvimento da
Around Knowledg, pelo que surgem inúmeras solicitações para análise aos produtos já
existentes desenvolvidos nesta linguagem.
Todas as tecnologias aqui enumeradas serão descritas neste capítulo, dando ênfase às
suas caraterísticas mais relevantes no decorrer do trabalho.
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2.1 JSON
JSON (JavaScript Object Notation  Notação de Objetos JavaScript) é um formato
livre para a transmissão de dados, usualmente utilizado na comunicação entre um
servidor e um cliente. Foi desenvolvido por Douglas Crockford e está descrito no RFC
4627 [5].
Este formato tem uma grande aceitabilidade na medida em que possui uma estrutura
facilmente interpretada por humanos, sendo que permite, simultaneamente, processar
com facilidade por uma larga variedade de linguagens de programação.
A notação JSON obedece obrigatoriamente a um padrão e regras previamente deﬁnidas
de forma a garantir total compatibilidade entre todos os intervenientes de um sistema
que comuniquem através de JSON. Sendo por isso imprescindível o conhecimento da
estrutura de um objeto, de um vetor e de todos os valores possíveis de uma notação
JSON.
Um objeto é um conjunto desordenado de dados que se inicia com o caráter { e se
ﬁnaliza com o caráter }. No seu conteúdo tem diversos pares chave/valor, onde a
chave é seguida de dois pontos (:) e cada chave/valor é separada por vírgula (,).
Um vetor é uma coleção ordenada de valores que se inicia com o caráter [ e se ﬁnaliza
com o caráter ]. No seu conteúdo pode ter diversos valores estando separados por
vírgulas (,).
Um valor pode ser visto como uma variável que tem de obedecer a um determinado
tipo de dados. Os tipos de dados disponíveis são: string, number, object, array, true,
false e null.
2.2 Apache Cassandra
O Apache Cassandra [6] é um sistema de base de dados não relacional (NoSQL),
inicialmente desenvolvido pelo Facebook e posteriormente disponibilizado em código
aberto a partir de 2008. Atualmente, o seu desenvolvimento está a cargo da fundação
Apache com participação ativa de vários colaboradores externos à fundação.
A principal caraterística do Apache Cassandra é a capacidade de atingir uma alta es-
calabilidade e disponibilidade sem que provoque uma perda de desempenho associada.
Ao nível de tolerância de falhas, o Apache Cassandra permite a replicação dos dados
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por vários nós. Esta caraterística permite repor qualquer falha num nó através da
informação replicada e armazenada em outros nós. Realçar também que o facto de a
informação estar replicada faz com que não exista um ponto único de falha, elemento
vital para sistemas críticos onde uma falha importa um elevado custo.
A nível de desempenho o sistema também se comporta eﬁcazmente. Os débitos de
leitura crescem linearmente à medida que novos nós vão sendo adicionados à rede,
sem que ocorram tempos de inatividade ou alguma interrupção de qualquer aplicação.
Têm surgido várias comparações entre o desempenho de vários sistemas de base de
dados NoSQL, onde em vários casos se identiﬁca a baixa latência apresentada pelo
Apacha Cassandra [7, 8].
2.3 R
O R [9] é um ambiente de desenvolvimento integrado direcionado, fundamentalmente,
para a análise de dados. É de momento a linguagem de programação mais utilizada
em análises estatísticas [10].
Inicialmente, foi desenvolvido na University of Auckland, Nova Zelândia, por Ross
Ihaka e Robert Gentlemen. Hoje, reúne imensos colaboradores por todo o mundo,
sendo disponibilizado livremente pela licença GNU General Public License. A comu-
nidade ativa é a principal razão apontada ao sucesso e popularidade do R. Estão
disponíveis uma grande quantidade de packages, isto é, bibliotecas para estender
as funcionalidades da linguagem, tornando-a mais ﬂexível devido ao seu constante
desenvolvimento.
Um aspeto obrigatório para a escolha da ferramenta de análise estatística era a com-
patibilidade com o Apache Cassandra e com a notação JSON, ambas as tecnologias
supra descritas. Esta compatibilidade é facilmente atingida com o auxílio de packages,
nomeadamente o package rjson [11] e o package RCassandra [12].
Existem vários IDEs - ambientes de desenvolvimento integrados - que aumentam a pro-
dutividade do desenvolvimento em R, onde se destaca o RStudio [13], utilizado neste
trabalho devido às inúmeras funcionalidades que oferece numa interface organizada
e amigável. De entre as funcionalidades disponíveis, podemos destacar as seguintes:
facilitar o debug de um código com o auxílio de break points, consulta facilitada de
documentação, facilidade na criação e visualização de gráﬁcos sem a necessidade de
trocar de janela e uma maior facilidade para efetuar reporting.
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2.4 Python
A linguagem de programação Python [14] foi lançada em 1991 por Guido van Rossum
enquando investigador do CentrumWiskunde & Informatica (CWI), situado nos Países
Baixos. Atualmente, é desenvolvido por uma organização sem ﬁns lucrativos - Python
Software Foundation.
A principal caraterística da linguagem é o multi paradigma, o que a torna facilmente
adaptável aos objetivos do projeto e ao programador. Permite a sua utilização como
linguagem de script podendo ser executada em qualquer plataforma desde que tenha
um interpretador python instalado.
A volumosa biblioteca padrão, tal como os módulos e frameworks desenvolvidos por
terceiros são um forte incentivo ao desenvolvimento em Python. No caso da ligação ao
sistema gerenciador de base de dados (SGBD) Apache Cassandra existe vários métodos
de conexão. Um dos métodos mais adotados é o pycassa [15] que permite uma ligação
estável e rápida.
Atendendo a que a estrutura de um JSON é idêntica à de um dicionário  estrutura
de dados comum e frequentemente adotada por programadores da linguagem Python
 esta revela-se adequada para a manipulação deste. Para facilitar esta manipulação
pode ser também utilizada a biblioteca json [16].
2.5 BIPS
O BIPS (Business Intelligence Positioning System) foi uma tecnologia crucial na ela-
boração deste trabalho, pois é a fonte do conjunto de dados trabalhados nos capítulos
subsequentes. Todos os aspetos relevantes da tecnologia serão descritos nesta secção.
2.5.1 Descrição Geral
O BIPS, logótipo na ﬁgura 2.1, destaca-se por ser uma inovadora tecnologia de
localização em tempo real (RTLS), desenvolvida e comercializada pela empresa Around
Knowledge [17]. O processo de implementação está patenteado com o nome Tagless
radio frequency based self correcting distributed real time location system [18].
Um RTLS identiﬁca e rastreia uma pessoa ou objeto numa margem temporal reduzida.
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Figura 2.1: Logótipo do BIPS (Business Intelligence Positioning System)
Existem vários RTLS's, usualmente construidos com base em comunicações por rádio
frequências. O GPS (Global Positioning System) ou triangulação GSM (Global System
for Mobile Communications) permitem identiﬁcar uma posição num espaço aberto
com um grau de conﬁança bastante elevado. Porém, dentro de edifícios os tradicionais
serviços apresentam uma grande degradação na qualidade de serviço prestado, prin-
cipalmente devido à ausência de sinal e devido ao ruído eletromagnético presente nos
atuais métodos usados. A tecnologia BIPS propõe-se a colmatar a falha na existência
de sistemas de posicionamento em tempo real funcionais em espaços interiores.
O BIPS recolhe informação de localização granular, tanto em locais exteriores como
interiores, e é uma plataforma de comunicação bilateral em tempo real entre consumi-
dores e gestores de topo.
Cada dispositivo de rádio frequência, tais como um telemóvel ou um tablet, emite
um sinal com uma determinada potência e uma identiﬁcação única. O BIPS captura
esse sinal em pelo menos três nós, que medem a força desse sinal para estimar a sua
distância. Como o sinal é afetado pelo ruído eletromagnético, pelo número de pessoas
ou até mesmo pela temperatura ambiental existe um algoritmo que faz uma correção
da posição aumentando assim a precisão.
A solução usa tecnologias GSM, Wi-Fi ou Bluetooth para recolher com alto grau de
ﬁabilidade a posição de todos os dispositivos com capacidade de emissão de pelo menos
uma destas tecnologias. De realçar, que não existe necessidade de instalar qualquer
tipo de software nos dispositivos, bem como é assegurada, em todo o processo, a
privacidade do utilizador [19].
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Figura 2.2: Arquitetura do Sistema
2.5.2 Arquitetura do Sistema
O sistema BIPS é constituído fundamentalmente por três componentes, sendo dois
deles para captura e agregação de dados e o terceiro para processamento dos resultados
pretendidos. O posicionamento dos componentes na arquitetura pode ser visualizado
na ﬁgura 2.2.
O bNode consiste numa antena de captura de sinal que consegue calcular uma estima-
tiva da posição dos dispositivos detetados. Essas estimativas são em seguida enviadas
para o bServer.
O bServer é um servidor local que necessita de uma ligação ao exterior. Este servidor
recebe e agrega os dados de todos os bNodes a ele conectados. Posteriormente, esses
dados são enviados para o servidor de resultados.
O servidor de resultados irá ser responsável pela agregação dos dados necessários para
construir os relatórios, a serem exibidos ao cliente numa interface gráﬁca.
2.5.3 Segurança e Privacidade
Os servidores responsáveis por agregar os dados recolhidos pelas antenas cumprem
todos os requisitos de segurança de informação estabelecida no padrão ISO 27001 [20].
Este padrão promove um modelo para implementar, operar, monitorizar e melhorar
um sistema de Gestão de Segurança da Informação (SGSI). Deste modo, o sistema
oferece garantias perante possíveis ataques à sua disponibilidade e integridade.
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De forma a garantir a privacidade dos dispositivos detetados pelo sistema, todos
os identiﬁcadores coletados são codiﬁcados em tempo real, antes mesmo de serem
armazenados no sistema. O método de codiﬁcação é baseado na utilização de uma
função hash. Esta técnica garante não ser possível obter o valor inicial, ou seja, obter
o identiﬁcador do dispositivo.
Todas as comunicações entre componentes do sistema BIPS requerem a utilização de
uma chave privada e todas as mensagens trocadas no sistema são encriptadas através
do algoritmo Advanced Encryption Standard AES [21]. O único ataque conhecido a
este algoritmo requer um tempo computacional impraticável para que seja possível
comprometer o sistema.
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Capítulo 3
Técnicas de Data Mining
Data mining é um processo de seleção, exploração e modelação de grandes quanti-
dades de dados que se propõe a descobrir padrões e associações entre os dados que
anteriormente não eram percetíveis [22].
É uma área emergente e multidisciplinar, não apenas no campo da ciência de com-
putação ou estatística, mas também como uma interação entre estas e diversas áreas,
tais como a teoria de base de dados, a inteligência artiﬁcial, a data warehousing e a
aprendizagem automática [23].
Esta interação multidisciplinar permite criar um processo de business intelligence que
permitirá por via das tecnologias de informação garantir um suporte na tomada de
decisões dentro de uma organização. Deste modo, várias organizações através de
data mining têm vindo a ganhar poder competitivo, prevendo tendências comporta-
mentais dos clientes, particularmente úteis para planear alterações nos seus produtos
e consequentemente permitir um aumento de lucros. De realçar que o crescimento
exponencial do volume de dados armazenados pelas organizações torna impraticável
a utilização dos tradicionais métodos de análise de dados e providencia o uso de data
mining. Além de business intelligence várias áreas têm melhorado os seus resultados
e a sua eﬁciência recorrendo a data mining, tais como a medicina, a bioinformática, o
marketing, a economia, as ciências espaciais e a astronomia [24].
Uma tarefa de data mining é uma análise de grandes quantidades de dados com o
objetivo de extrair conhecimento. Geralmente classiﬁca-se uma tarefa de data mining
em duas categorias: descrição e previsão. A descrição permite identiﬁcar propriedades
gerais dos dados, cujos métodos mais utilizados são a sumarização, a associação e
a classiﬁcação. A previsão permite inferir conhecimentos de um conjunto de dados
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de forma a prever futuros comportamentos, cujos métodos mais utilizados são a
classiﬁcação, a regressão e a deteção de outliers [25, 26].
A regressão usa modelos de previsão que pretendem calcular o valor de uma variável
numérica desconhecida, usualmente chamada de variável resposta. Essa variável é cal-
culada através da relação entre ela e outras variáveis conhecidas que são utilizadas pelo
algoritmo de modelação, usualmente chamadas de variáveis preditivas. As variáveis
preditivas não têm a obrigatoriedade de serem numéricas [22].
3.1 CRISP-DM
Independentemente dos dados e objetivos pelos quais se recorre ao uso de data mining,
a sequência de processos é comum, mesmo em projetos distintos. Para auxiliar e
uniformizar os processos de data mining existem metodologias. Surgem, usualmente,
por meio de propostas, sendo que as que adquirem uma maior aceitação são suportadas
por ferramentas de data mining.
As metodologias mais adotadas são CRISP-DM (Cross Industry Standard Process for
data mining) [27], SEMMA (Sample, Explore, Modify, Model and Assess) [28] e KDD
(Knowledge Discovery and data mining) [29].
O KDD tem uma abordagem mais distante de CRISP-DM e SEMMA no sentido de que
enumera uma sequência de processos para a descoberta de conhecimentos em que um
dos processos é data mining. A abordagem mais comum tende a considerar data mining
como o conjunto de todos os processos [30]. A popularidade da metodologia SEMMA
provém do facto desta ser utilizada nas ferramentas SAS - software comercial que
atualmente detém uma quota de mercado signiﬁcativa [28, 31]. Por ﬁm, a metodologia
CRISP-DM apresenta-se como a metodologia mais adotada e sugerida por parte de
especialistas, sendo vista como uma implementação do processo KDD e mais completa
que a metodologia SEMMA [32].
A metodologia CRISP-DM consiste em seis diferentes fases dispostas em ciclo (ﬁ-
gura 3.1): Business understanding, compreensão do negócio - é a fase inicial em
que se procura questionar o projeto do ponto de vista de negócio procurando deﬁnir
o problema e planear os objetivos que se pretendem alcançar; Data understanding,
compreensão dos dados  procede-se à recolha dos dados e sua familiarização, onde
são detetados possíveis problemas nos dados e subconjuntos interessantes que possam
gerar conhecimento útil; Data preparation, preparação dos dados  tratamento de
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Figura 3.1: Ciclo CRISP-DM
dados de forma a construir o conjunto de dados ﬁnal a serem utilizados nas fases
posteriores; Modeling, modelação  seleção e aplicação de várias técnicas de modelação,
bem como o ajuste dos parâmetros de cada técnica com o objetivo de obter valores
ótimos; Evaluation, avaliação  de forma a podermos aprovar ou desaprovar os modelos
procede-se à avaliação dos resultados com uma perspetiva crítica sobre os objetivos do
negócio; Deployment, Desenvolvimento  Por ﬁm planeia-se a maneira ideal de expor
os resultados, tal como de monitorizar continuadamente o desempenho do modelo
[2, 27].
3.2 Métodos de Regressão
A modelação é uma fase fulcral em data mining que tem por base a utilização de
um algoritmo. A escolha do algoritmo será decisiva para o sucesso ou insucesso da
implementação, escolha essa inﬂuenciada pela eﬁciência de cada algoritmo que difere
consoante o problema, em certos casos vários algoritmos podem ser combinados para
dar uma melhor resposta [33].
Nesta secção serão apresentados usuais algoritmos de regressão.
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3.2.1 Regressão Linear
A regressão linear é um método estatístico que permite estimar uma variável numérica
quando todas as variáveis preditivas são também numéricas. O funcionamento do
modelo tem como base o cálculo de uma função linear que estabelece uma relação
entre a variável resposta e as variáveis preditivas, sendo que cada variável preditiva
tem um determinado peso que é calculado através dos dados de treino.
A relação entre as variáveis pode ser representada pela seguinte fórmula:
Y = α + β X
X representa uma variável preditiva e Y representa uma variável resposta, sendo que
α e β são coeﬁcientes com a ﬁnalidade de minimizar o erro existente entre os valores
reais dos dados e o valor estimado pela fórmula.
Anos Salário
1 1400
13 6500
8 5200
9 5800
4 3200
6 3800
3 2400
11 5600
21 9000
16 7500
Tabela 3.1: Salário por Anos Figura 3.2: Exemplo de Regressão Linear
Como exemplo, a tabela 3.1 apresenta dados ﬁctícios simulando os salários dos
funcionários de uma dada empresa em relação aos anos de experiência. O gráﬁco
da ﬁgura 3.2 apresenta os mesmos dados onde é possível identiﬁcar que os pontos se
posicionam relativamente próximos de um segmento de reta, utilizando por exemplo
o R ( secção 2.3) é possível calcular os parâmetros α e β através da função lm [34].
Neste caso é devolvido os valores β = 372.3 e α = 1614.6. Ou seja, os salários desta
empresa podem ser estimados através da fórmula:
Salário = Anos de Experiência * 372.3 + 1 614.6
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Apesar deste método ter sido um dos primeiros modelos de regressão a ser implemen-
tado continua a ser largamente utilizado, principalmente devido à sua simplicidade e
facilidade de interpretação [35].
3.2.2 Árvores de Regressão
Tal como qualquer modelo de regressão, uma árvore de regressão tem o objetivo de
prever uma variável através da sua relação com outras variáveis. O funcionamento do
algoritmo prende-se com a criação de uma estrutura de dados em forma de árvore.
Deste modo, em cada previsão o algoritmo percorre a árvore desde a raiz até um nó
folha. Ao percorrer nós intermédios determina as condições a aplicar às variáveis de
input, decidindo os caminhos que a execução deve seguir até alcançar um nó folha.
Dos nós folha resulta a previsão da variável [36, 37].
Pratica Desporto Regularmente?
Fuma Regularmente?
Bebe Álcool Regularmente?
80 Anos 90 Anos
Bebe Álcool Regularmente?
90 Anos 100 Anos
Fuma Regularmente?
Bebe Álcool Regularmente?
50 Anos 60 Anos
Bebe Álcool Regularmente?
60 Anos 70 Anos
Figura 3.3: Exemplo de Árvore de Regressão
Na ﬁgura 3.3 é apresentado um exemplo de uma árvore de regressão. Este exemplo tem
o objetivo de prever a esperança de vida de um determinado individuo consoante três
dos seus hábitos quotidianos. De realçar que não existe qualquer estudo cientiﬁco ou
dados reais que sustentem os resultados do exemplo, servindo unicamente para ilustrar
o funcionamento de uma árvore de regressão. Ao atravessar um nó ramo é colocado
uma questão, em caso de resposta positiva a execução do algoritmo continua para o
ramo conectado à esquerda do nó, em caso de resposta negativa continua a execução
para o ramo conectado à direita. Depois de passar pelas três questões o algoritmo
chega a um nó folha, cujo valor vai apresentar a esperança de vida do individuo em
questão.
Como é ilustrado no exemplo, as árvores de regressão são visualmente apelativas, na
medida em que o seu método de execução é facilmente interpretável.
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3.2.3 Regras de Regressão
As regras de regressão constroem um modelo de previsão com base num conjunto
de regras if-then. Cada regra tem uma determinada condição a ser testada com as
variáveis preditivas e uma consequência, isto é, a ação a ser tomada. É uma modelação
simples e eﬁciente para um vasto número de problemas. O método começa por extrair
conhecimentos do conjunto de treino e traduzi-lo em regras. Essas regras são a base do
conhecimento que posteriormente serão aplicadas às variáveis preditivas para veriﬁcar
qual das regras é ativada e que ação esta contém. No caso de regressão a ação pode
ser meramente o valor numérico da variável resposta. Normalmente existe uma regra
de defeito, de modo a garantir que é dada resposta a todos os casos, sendo ativada
quando nenhuma das condições das regras anteriores foram satisfeitas [38, 39].
O exemplo ilustrado na secção 3.2.2 poderia facilmente ser portado para regras de
regressão. Se olharmos para cada condição que constitui uma árvore de regressão,
podemos transformar essas condições em regras, criando assim um modelo de regras
de regressão. De realçar que o contrário não é necessariamente verdade, um conjunto
de regras de regressão poderá não ser possível representar numa estrutura de dados
em forma de árvore.
3.2.4 Support Vector Machine
O Support Vector Machine (SVM) é um conjunto de métodos que analisam os dados
com o propósito de descobrir padrões. Dado um conjunto de dados de treino o método
analisa para cada entrada a que classe pertence num total de duas classes. Quando
todos os conjuntos forem classiﬁcados como pertencentes a uma das duas classes o
modelo ﬁca com duas áreas deﬁnidas para cada uma das classes. Deste modo, para
prever futuros dados o algoritmo irá tentar colocar a variável que se pretende prever,
variável resposta, numa das duas áreas [40, 41].
A ﬁgura 3.4 demonstra uma situação ideal para o uso de uma modelação SVM em
que as variáveis separam-se todas em duas áreas distintas. Deste modo, é facilmente
utilizado o conhecimento apreendido por esta amostra de dados para catalogar futuros
dados numa das duas áreas, ou seja, iremos prever se o comportamento da variável
em análise será idêntico ao comportamento das variáveis de cor vermelha, ou se será
idêntico ao comportamento das variáveis de cor azul.
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Figura 3.4: Condições ideais para usar SVM
3.2.5 Séries Temporais
Uma série temporal é uma coleção de observações ao longo do tempo, podendo as
observações serem contínuas ou discretas. A análise de séries temporais propõe-se
a descobrir caraterísticas interessantes nas alterações comportamentais ao longo do
tempo, tais como encontrar sequências similares, subconjuntos, padrões periódicos,
tendências e desvios.
O sucesso na análise de séries temporais resulta do carácter de dependência que as
observações sucessivas assumem entre si, particularidade que facilita a utilização desta
análise como método de regressão. Deste modo, preveem futuros valores através de
um modelo construído com base em valores anteriores [42].
3.2.5.1 Método ARIMA
O método ARIMA (AutoRegressive Integrated Moving Average) é dos modelos mais
utilizados para modulações e previsões incidentes sobre séries temporais. É um pro-
cesso estocástico que tem como objetivo o calculo da probabilidade de uma variável
se situar entre dois limites especíﬁcos. Na ﬁgura 3.5 é ilustrado um exemplo de uma
série temporal e posteriormente a sua previsão através do método ARIMA calculado
no R.
Um modelo ARIMA tem três parâmetros associados, usualmente representados por
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ARIMA(p,q,d). O parâmetro p signiﬁca o número de termos auto-regressivos, o
parâmetro d signiﬁca o número de diferenças e por ﬁm o parâmetro q signiﬁca o número
de termos da média móvel. Uma alteração num dos parâmetros originará um modelo
diferente, pelo que a prática comum baseia-se não só em estimar quais os parâmetros
ideais bem como em testar vários parâmetros rejeitando os que originam os modelos
menos precisos e validando o que origina o modelo mais preciso. De forma a facilitar
este processo várias ferramentas de data mining testam automaticamente determinada
série temporal com os vários parâmetros, indicando em seguida os parâmetros ideais
[43, 44].
Figura 3.5: Exemplo de uma Predição com ARIMA
3.2.5.2 Método Holt-Winters Exponential Smoothing
Os métodos de previsão exponencial tem por base a análise de séries temporais, dando
ênfase às observações mais recentes, ou seja, é atribuído um determinado peso às
observações ao longo de todo o período de tempo, quanto mais antiga é a observação
menos é o peso atribuído [45, 46].
Esta técnica de previsão pode-se dividir em três métodos, sendo eles single exponential
smoothing, double exponential smoothing e triple exponential smoothing.
O método single exponential smoothing tem por base analisar séries temporais muito
curtas, pelo que não são identiﬁcados padrões ou tendências. Isto pode ser facilmente
visualizado na ﬁgura 3.6, em que o modelo se limita a identiﬁcar um valor médio e a
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utiliza-lo como possível valor de futuras previsões. Tal como pode ser visualizado pela
área de cor laranja e a área de cor amarela este método geralmente tem uma grande
margem de erro associado e tem pouca aplicabilidade, sendo apenas aplicado em séries
temporais com uma limitada alteração comportamental ao longo do tempo.
Figura 3.6: Exemplo de Single Exponential Smoothing
Ométodo double exponential smoothing tem por base a identiﬁcação de tendências, tais
como detetar a tendência de subida ou descida de uma dada observação. Na ﬁgura 3.7
é ilustrado uma aplicação deste método onde é visível a deteção da tendência de subida
por parte da variável que se pretende prever. De notar, que apesar de inicialmente a
margem de erro da previsão (área a cor laranja e amarela) ser reduzida, está aumenta
gradualmente à medida do tempo.
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Figura 3.7: Exemplo de Double Exponential Smoothing
O método triple exponential smoothing além de identiﬁcar tendências também pode
identiﬁcar sazonalidades, ou seja, padrões que se repetem periodicamente. Na ﬁgura
3.8 pode ser visualizado uma aplicação com sucesso deste método numa série temporal
com padrões sazonais bem deﬁnidos. Deste modo, em futuras previsões o modelo tenta
replicar os padrões do conjunto de treino obtendo margens de erro (área a laranja e
amarelo) aceitáveis [47].
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Figura 3.8: Exemplo de Triple Exponential Smoothing
3.3 Regras de Associação
As regras de associação são baseadas no conceito de strong rules de Rakesk Agrawal
[48]. É um popular método para descobrir relações entre diferentes variáveis. Utili-
zando diferentes medidas é possível descobrir padrões, associações e correlações entre
todas as variáveis que constituem os dados. Deste modo, as regras de associação
permitem visualizar os atributos e as condições que ocorrem frequentemente num
conjunto de dados [49].
O resultado de um algoritmo de regras de associação é um conjunto de regras do
tipo if  then. Sendo que o atributo posterior ao if é chamado de consequente e o
atributo posterior ao then é chamado de antecedente. Usualmente, também, se utiliza
uma notação como X => Y, sendo que a nível prático simboliza que se encontramos
o conjunto X, existe maior probabilidade de encontrar também o conjunto Y. Cada
regra tem associada métricas que deﬁnem a sua importância. As três métricas mais
comuns são o suporte, a conﬁança e o lift.
O suporte representa o número da proporção do conjunto de dados que contém os
dados que constituem a regra em questão. A conﬁança representa a proporção em que
se conﬁrma o antecedente num conjunto de dados em que aparece o consequente. O
lift representa o rácio entre a conﬁança da regra e a conﬁança esperada.
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De forma a melhor ilustrar o uso de regras de associação, vamos retratar um exemplo
clássico, utilizado frequentemente na literatura conhecido por Market Basket Analysis
 Cesto de compras em supermercados [33]. Tendo como exemplo a tabela 3.2, em que
cada linha representa uma compra indicando os produtos comprados em simultâneo.
Se quisermos avaliar a regra:
{Leite, Queijo} => {Água}
A nível de suporte, calcula-se dividindo o número de vezes em que os três produtos
aparecem no mesmo cesto (cesto 3 e cesto 4), pelo número total de cestos (cinco), ou
seja:
s( {Leite, Queijo} => {Água} ) = 2/5 = 0.4
A nível de conﬁança, em vez de dividirmos pelo número total de cestos, calcula-
se dividindo apenas pelo número de cestos em que contém todos os produtos do
consequente, ou seja, o número total de cestos que contém em simultâneo leite e
queijo (cesto 3, cesto 4 e cesto 5). Daí concluímos que:
c( {Leite, Queijo} => {Água} ) = 2/3 = 0.67
A nível de lift, calcula-se dividindo a conﬁança da regra pelo suporte do consequente.
A conﬁança da regra como vimos, anteriormente, é de 0.67. O suporte do consequente
é de 3/5 = 0.6, na medida em que existem dois cestos com os produtos leite e queijo
num total de 5 cestos. Logo,
lift( {Leite, Queijo} => {Água} ) = 0.67/0.6 = 1.11667
Cesto ID Produtos Comprados
1 Pão, Leite
2 Pão, Queijo, Água, Ovos
3 Leite, Queijo, Água, Café
4 Pão, Leite, Queijo, Água
5 Pão, Leite, Queijo, Iogurte
Tabela 3.2: Cesto de Compras em Supermercado
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3.4 Avaliação
A avaliação é uma etapa vital para o apuramento das possibilidades de adoção de
data mining num determinado projeto, pois é importante ter em consideração que a
descoberta de um padrão durante um processo de data mining não o torna necessari-
amente válido. Deste modo, depois de construir os modelos é estritamente necessário
proceder à sua avaliação, quer para apurar qual o melhor modelo a utilizar, quer para,
no limite, considerar que nenhum modelo responde eﬁcazmente ao problema.
Existem várias caraterísticas a considerar na avaliação de um modelo tais como a
precisão, os recursos computacionais necessários, a robustez, a escalabilidade, a inter-
pretabilidade e a simplicidade.
A precisão apresenta-se como a caraterística mais importante, na medida em que,
geralmente, os seus requisitos mínimos são os menos toleráveis, mesmo que se cumpra
todas as outras caraterísticas de avaliação uma má precisão torna o modelo inviável.
Para se calcular a precisão de um modelo são utilizadas técnicas de avaliação como a
growing windows, a sliding windows e a cross-validation.
Todas as técnicas de avaliação da precisão têm por base um conjunto de dados de
treino utilizados para treinar o modelo na fase de modelação, sendo posteriormente
utilizado um conjunto de teste para testar o modelo e averiguar o erro associado
à previsão em relação aos valores reais. Na tabela 3.3 são apresentadas as mais
utilizadas formulas matemáticas para o cálculo da taxa de erro. O conjunto de teste
tem de ser sempre diferente do conjunto de treino, caso contrário existirá um overﬁtting
associado, atendendo a que o modelo foi construído com base nos dados que se está a
avaliar originará sempre avaliações otimistas.
3.4.1 Growing Windows e Sliding Windows
A técnica cross-validation seleciona do conjunto total de dados o conjunto de treino e
o conjunto de teste de forma aleatória, podendo variar as vezes em que faz a avaliação
e a percentagem de dados que é selecionada para cada conjunto. Quando estamos a
tratar dados que envolvem séries temporais, ou seja, que têm um atributo de tempo
que impõe uma ordem entre eles. Essa ordem deverá ser respeitada sobre pena de
se obter estimativas irrealistas. Este aspeto motiva a consideração de cross-validation
como uma técnica inviável para a avaliação de séries temporais, na medida em que se
corre o risco de por exemplo ter um conjunto de treino mais recente de que o conjunto
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Medida Fórmula
Mean-squared Error (MSE)
(p1 − a1)2 + ...+ (pn − an)2
n
Root mean-squared error (RMSE)
√
(p1 − a1)2 + ...+ (pn − an)2
n
Mean absolute error (MAE)
|p1 − a1|+ ...+ |pn − an|
n
Relative squared error (RSE)
(p1 − a1)2 + ...+ (pn − an)2
(a1 − a¯)2 + ...+ (an − a¯)2 , onde a¯ =
1
n
∑
i
ai
Root relative squared error (RRSE)
√
(p1 − a1)2 + ...+ (pn − an)2
(a1 − a¯)2 + ...+ (an − a¯)2
Relative absolute error (RAE)
|p1 − a1|+ ...+ |pn − an|
|a1 − a¯|+ ...+ |an − a¯|
Correlation Coeﬃcient (CC)
SPA√
SPSA
, onde SPA =
∑
i(pi − p¯)(ai − a¯)
n− 1
SP =
∑
i(pi − p¯)2
n− 1 SA =
∑
i(ai − a¯)2
n− 1
Tabela 3.3: Medidas de Precisão
de teste.
As técnicas growing windows e sliding windows têm uma abordagem idêntica, porém
garante a ordem dos dados, pelo que os dados mais antigos são utilizados como
conjunto de treino e os dados mais recentes como conjunto de teste. Depois de avaliado
o conjunto de teste é incluído no conjunto de treino. A diferença entre as duas técnicas
prende-se com o facto de que em growing windows não se retiram dados do conjunto
de treino, o que dá origem a um crescimento constante deste. Por sua vez, em sliding
windows o tamanho mantém-se constante, isto é, à medida que são adicionados novos
dados ao conjunto de treino os mais antigos vão sendo retirados. Normalmente, ambas
as abordagens são utilizadas em análises sequenciais na medida em que a ordem dos
dados é relevante para a eﬁcácia dos modelos [50, 33].
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3.4.2 Método de Monte Carlo
O método de Monte Carlo [51] é um método estatístico com base em simulações. A sua
abordagem consiste em gerar simulações um número elevado de vezes com vista a obter
uma distribuição de probabilidades que, usualmente, corresponde a uma aproximação
das probabilidades que queremos calcular.
A sua área de utilização é multidisciplinar, abrangendo áreas como a biologia, a física
e a matemática. Tem sido largamente usado como método de estimar uma variável
numérica em situações em que não é viável o calculo analítico, como por exemplo
quando o calculo envolve um algoritmo não determinístico.
Numa avaliação estatística, o método de Monte Carlo pode ser utilizado de forma a
selecionar conjuntos de treino e de teste, aleatória e sucessivamente, calculando o erro
associado a cada iteração.
3.4.3 Testes de Hipótese
Em alguns casos a observação dos valores da precisão obtida por diferentes modelos
é, só por si, suﬁciente para se conseguir identiﬁcar os modelos que têm vantagem de
utilização sobre outros. Porém, por vezes, a precisão associada a cada modelo revela-se
idêntica, o que diﬁculta a identiﬁcação das vantagens na utilização de um determinado
modelo em detrimento de outro. O principalmente problema reside no facto de que
se um modelo tem uma maior precisão em relação a outro num determinado conjunto
de dados de teste, não signiﬁca por isso que este modelo é melhor num conjunto de
dados de teste diferente. Se um modelo obtém uma maior precisão num certo conjunto
de dados de teste, poderá dever-se a um mero acaso que não se irá repetir noutros
conjuntos de dados.
Um teste de hipótese, ou teste estatístico, permite testar uma determinada hipótese
que inicialmente é assumida como verdadeira (usualmente designada por hipótese
nula e simbolizada por H0). O teste deverá conﬁrmar ou rejeitar a veracidade da
hipótese inicial, devendo sempre existir a hipótese alternativa, isto é, a hipótese que
consideramos indicada caso o teste recuse a hipótese inicialmente verdadeira. Note-se
que as duas hipóteses são contraditórias, ou seja, quando se aceita a hipótese nula
automaticamente rejeita-se a hipótese alternativa e vice-versa [52].
Na escolha de um modelo preditivo existem dois usuais tipos de testes: um para quando
queremos apenas comparar o desempenho de um modelo ao nível da precisão e um
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outro para quando queremos comparar o desempenho de vários modelos. Comparando
apenas o desempenho de um modelo, podemos comparar as previsões de um modelo
com as observações reais, isto permite perceber até que ponto as previsões obtidas
são estatisticamente diferentes das reais. Neste caso, iríamos adotar como hipótese
inicial a ser testada que a diferença entre as previsões e as observações reais não são
estatisticamente relevantes. Em alternativa, quando temos mais que um modelo com
os mesmos objetivos e com resultados incidentes sobre o mesmo conjunto de dados,
pode-se comparar o erro associado a cada modelo de forma a perceber se a diferença
entre os erros de precisão de cada modelo em comparação é estatisticamente relevante
ou estatisticamente insigniﬁcante. Deste modo, usualmente, existe um modelo base
que é o modelo que consideramos à partida como o modelo mais preciso, assim podemos
testar a hipótese de esse modelo oferecer vantagens de utilização comparativamente
com os restantes modelos.
Geralmente, os testes de hipótese conduzem ao cálculo do valor de nível descritivo
(também designado por valor p). Este valor sintetiza o resultado de um teste
de hipótese auxiliando assim na decisão de homologar ou rejeitar a hipótese nula.
Podemos deﬁnir o nível descritivo como a probabilidade de se obter uma estatística
de teste igual à observada no conjunto de treino, assumindo que a hipótese nula é
verdadeira. Antes de efetuar um teste de hipótese é deﬁnido um nível de signiﬁcância,
ou seja, um valor que classiﬁca o nível de conﬁança na hipótese em teste. Os valores
mais comuns são 1%, 5% ou 10%, sendo que o valor maioritariamente usado é de 5%
[53], ou seja, é tolerado que a hipótese nula não se conﬁrme 1 em cada 20 casos.
Quando o valor do nível descritivo é superior ao valor que deﬁnimos como nível
de signiﬁcância, então dizemos que existe signiﬁcância estatística, isto é, a hipótese
nula conﬁrma-se em casos suﬁcientes para a continuarmos a considerar como válida.
Inversamente, quando o valor do nível descritivo é inferior ao valor que deﬁnimos
como nível de signiﬁcância, então não existe signiﬁcância estatística. Nesse caso,
a hipótese nula não se conﬁrma num número de casos mínimos que consideramos
inicialmente como toleráveis, pelo que deveremos adotar a hipótese alternativa como
válida, abandonando assim a hipótese nula.
Em qualquer decisão, seja de homologar ou de rejeitar uma hipótese, existe sempre a
possibilidade de estarmos a cometer um erro. Estes tipos de erro são identiﬁcados na
tabela 3.4. O erro de tipo I acontece quando a hipótese nula (designada na tabela 3.4
por H0) é erradamente rejeitada. Ou seja, através de um teste de hipótese concluímos
que a hipótese nula tem signiﬁcância estatística, porém essa signiﬁcância estatística
ocorreu por acaso. Nestas situações, estamos perante um falso positivo, pelo que
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Decisão Certa
H0 Verdadeira H0 Falsa
Decisão Tomada
Rejeitar H0 Erros de Tipo I Decisão Correta
Não Rejeitar H0 Decisão Correta Erros de Tipo II
Tabela 3.4: Tipos de Erro
deveríamos ter aprovado a hipótese nula e não a hipótese alternativa.
O erro de tipo II ocorre quando concluímos erradamente que não existe signiﬁcância
estatística e, por isso, aprovamos a hipótese nula como verdadeira, quando teríamos
vantagem na adoção da hipótese alternativas. Nestas situações, estamos perante um
falso negativo.
Cada contexto especíﬁco condiciona a escolha do teste de hipótese a utilizar, atual-
mente, existem centenas de métodos comparativos na literatura, não existindo uma
verdade absoluta sobre que teste será mais indicado em determinada situação. No caso
da análise de modelos de regressão podemos enumerar alguns testes com uma elevada
taxa de aceitabilidade e popularidade, tais como o teste de Morgan-Granger-Newbold
[54], o teste de Meese-Rogoﬀ [55] e o teste de Diebold-Mariano [56].
3.4.3.1 Teste de Diebold-Mariano
O teste estatístico Diebold-Mariano, proposto por Francis Diebold e Roberto Mariano
em 1995 [56], tem tido elevada aprovação por parte dos especialistas e representa
algumas vantagens face a outros usuais testes. O teste de Diebold-Mariano não neces-
sita que o erro associado seja calculado através de uma função de custos quadrática,
permitindo assim uma melhor ﬂexibilidade no calculo do erro de cada modelo. Os erros
nas previsões não têm a obrigatoriedade de obedecer a uma função de Gauss. Podem
não ter uma média de erro diferente de zero. As observações do erro de cada modelo
podem ser serialmente correlacionados, ou seja, pode existir relação entre uma variável
e ela própria ao longo do tempo. Esta caraterística está principalmente presente em
dados em que há repetição de padrões ao longo do tempo. Por último, também existe
ﬂexibilidade ao nível do erro dos dois modelos serem simultaneamente correlacionados,
ou seja, as duas variáveis têm uma relação entre elas ao longo do tempo.
Dados dois métodos de regressão, este teste assume como hipótese nula que não existe
diferença entre as precisões obtidas por cada modelo, testando assim até que ponto
esta aﬁrmação é estatisticamente verdadeira. Deste modo, é atribuída uma função
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de custo aos valores obtidos pelos modelos, podendo esta função ser apenas uma das
medidas apresentadas na tabela 3.3. Nas observações em que a diferença da função
de custos é igual a zero, a hipótese nula é comprovada. Ora, para que os dois modelos
tenham uma precisão igual à média da diferença de custos nos dois modelos para todo
o conjunto de dados tem de ser igual a zero. Fundamentalmente, o objetivo deste
teste é calcular uma distribuição estatística baseada na diferença de erro entre os dois
modelos.
3.4.3.2 Teste de Wilcoxon
O teste de Wilcoxon, desenvolvido por Frank Wilcoxon em 1945 [57], é um poderoso
teste de hipótese não paramétrico aplicado a amostra emparelhadas. A caraterística
que distingue um teste de hipótese não paramétrico dos restantes prende-se com o
facto deste não pressupor que as distribuições das amostras sejam normais.
No sentido de clariﬁcar amostras emparelhadas, deﬁnimos como duas amostras em que
cada observação da primeira amostra é emparelhada com uma observação da segunda
amostra. É utilizado em conjuntos em que existe uma ligação entre as observações
emparelhadas, ou seja, em que têm uma maior probabilidade de serem similares e
portanto não são consideradas estatisticamente independentes.
A execução do teste começa por calcular a diferença existente em cada par empare-
lhado. Em seguida, todas as diferenças são ordenadas através do seu valor absoluto
e substituídos os valores originais pelo lugar que estes ocupam na escala ordenada.
Para testar a igualdade entre as duas amostras é somada as posições das diferenças
negativas e, posteriormente, as diferenças das posições negativas. O teste dá assim um
maior peso às maiores diferenças entre cada par de pontuações.
Caso a diferença entre as duas amostras seja apenas devido a um acaso, então a
soma do número das posições com diferenças positivas será idêntico à soma do número
das posições com diferenças negativas. Nos casos em que esta situação não se veriﬁca
então podemos concluir a existência de diferenças signiﬁcativas entre as duas amostras
[58, 59].
3.4.3.3 Teste de Qui Quadrado
O teste de Qui Quadrado usualmente simbolizado por X 2 consiste num teste de
hipótese que tem como objetivo encontrar valores de dispersão entre duas variáveis,
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bem como avaliar possíveis associações existentes [60].
Uma execução comum do teste consiste em calcular uma distribuição esperada e, em
seguida, comparar com as observações que queremos avaliar. Quanto mais semelhanças
existirem entre a distribuição esperada e a distribuição experimental dos valores, maior
é a signiﬁcância estatística da amostra em estudo.
Neste trabalho, o teste de Qui Quadrado é utilizado em comparação de proporções. Ou
seja, dadas duas amostras distintas com o mesmo número de observações, o objetivo é
efetuar uma comparação entre as duas amostras de modo a concluir se estas diferem
signiﬁcativamente uma da outra [61, 62, 63].
Para exempliﬁcar, imaginemos o lançamento de uma moeda em que é expectável que
o número de saídas de cara seja aproximadamente metade dos lançamentos efetuados.
Por um lado, podemos fazer um teste de hipótese de modo a avaliar se a moeda está
viciada. Por outro lado, podemos comparar os resultados obtidos por duas moedas
distintas, recorrendo a uma comparação de proporções para que possamos concluir se
existem diferenças signiﬁcativas nos lançamentos de uma moeda face à outra.
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Capítulo 4
Previsão do Número de Visitas de um
Centro Comercial
Um centro comercial tem uma complexidade de gestão diversa de qualquer outra
empresa. Dá, geralmente, origem a estruturas de gestão complexas, mas semelhantes
entre todos os centros comerciais. Em todos as estruturas, regra geral, os gestores assu-
mem a responsabilidade de planeamento e de sensibilização de todos os intervenientes
para a complexidade organizacional [64].
Planear é na verdade uma das funções mais importantes para um gestor de um
centro comercial. Envolvendo a coordenação de atores internos, mas também externos
como entidades promotoras ou empresas contratadas de vigilância e limpeza. Muitas
das decisões de planeamento são tomadas com base na quantidade de visitantes,
principalmente ao nível do escalonamento de recursos humanos.
Neste capítulo, abordaremos um problema de escalonamento de recursos humanos
transpondo-o para um problema de data mining e apresentado uma proposta de
resolução segundo a metodologia de CRISP-DM.
4.1 Compreensão do Negócio
O problema de negócio aqui descrito pertence a um dos maiores centros comerciais
portugueses, situa-se na região norte do país e contém atualmente 270 lojas. Desde a
sua criação, em 1998, que é dos mais modernos centros comerciais da Europa e tem-se
constantemente vindo a destacar pela gestão inovadora e inteligente. Sendo o primeiro
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centro comercial português a tomar decisões estratégicas de forma a melhorar a gestão
de resíduos, a minimização de consumos energéticos, o combate ao ruído, o cuidado
com a qualidade do ar e da água e a sensibilidade ambiental. Não surpreende por isso
o recurso a data mining como ferramenta vital no auxílio à tomada de decisões.
A quantidade elevada de visitas diárias ao centro comercial conjugada com a sua
imprevisibilidade criam problemas a nível de escalonamento de recursos humanos.
Cientes da impossibilidade de prever as visitas num determinado dia sem o recurso a
tecnologias de informação, os gestores consideram relevante para o seu negócio uma
ferramenta que estime o número de visitas no dia seguinte.
Esta análise pretende estudar toda a envolvente relacionada com a previsão de visitas
no centro comercial e obter uma resposta com o mínimo de erro possível de forma a
melhorar a tomada de decisões dos gestores em questão.
Atualmente, o centro comercial já dispõe de um sistema informático de previsão de
visitas para o dia seguinte, pelo que o objetivo é estudar a possibilidade de melhorar
o algoritmo existente.
4.1.1 Objetivos de Data Mining
A questão relativa à quantidade de visitas que acorrerão em determinado dia ao centro
comercial, originará sempre um problema de regressão. O objetivo deste problema de
data mining será prever uma variável numérica contínua.
A disponibilização do histórico do número de visitas permite-nos dispor inicialmente
de um conjunto de treino, bem como nos dá a possibilidade de utilizarmos uma abor-
dagem de aprendizagem supervisionada. Para enriquecer os dados serão acrescentados
atributos através de uma base de dados externa. Entre estes, a temperatura média de
cada dia e o respetivo estado de tempo meteorológico (valores possíveis: clean, clouds,
drizzle, mist, partly cloudy, rain e scattered cloud). Ambos os atributos poderão ser
usados como variáveis preditivas.
4.2 Compreensão dos Dados
Os dados coletados pelo BIPS (secção 2.5) contêm um grande volume de informação
desnecessário. Cada antena constituinte do sistema BIPS coleta constantemente os dis-
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Atributo Valores Possíveis
Data Data no formato aaaa-mm-dd
Número de Visitas Valor numérico inteiro maior ou igual a zero
Temperatura Média Valor númerico em Celsius
Estado de Tempo Meteorológico Sete valores categóricos possíveis:
- Clear
- Clouds
- Drizzle
- Mist
- Partly Cloudy
- Rain
- Scattered Clouds
Tabela 4.1: Conjunto de Dados
positivos que consegue detetar num determinado momento, apresentando várias vezes
o mesmo dispositivo em instantes de tempo diferentes. Esta constante monitorização
faz com que exista um volume de dados referentes ao mesmo dispositivo detetado,
irrelevante para o cálculo da previsão de visitas.
No sentido de tornar os dados mais compactos, estes são processados de forma a
conterem apenas um tuplo para cada dia observado. Além do número de visitas são
acrescentados ao tuplo atributos que poderão à partida inﬂuenciar o número de visitas
como a média da temperatura climática em Celsius e um atributo qualitativo referente
ao estado da meteorologia. Este último atributo tem sete valores possíveis.
Os mecanismo do sistema BIPS para minimização do erro associado às medições têm
múltiplas antenas com ângulo de cobertura na mesma área bem como armazenam todas
as deteções mesmo que sejam do mesmo dispositivo. Por isso, dão uma garantia de
ﬁabilidade perante a validade dos dados para todos os dias. Previamente os gestores do
centro comercial em estudo foram confrontados com os dados, dando parecer positivo
sobre a sua veracidade.
A tabela 4.1 contem os diferentes atributos disponíveis no conjunto de dados e os
respetivos valores possíveis.
Nas secções seguintes pretende-se explorar algumas das caraterísticas dos dados entre
o período de 1 de agosto de 2013 a 21 de janeiro de 2014.
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4.2.1 Número de Visitas ao Longo do Tempo
A ﬁgura 4.1 demonstra a existência de um padrão periódico ao longo do tempo, sendo
visível que este padrão repete-se a cada semana. Este padrão é o primeiro sinal que
nos permite aﬁrmar que o dia da semana, muito provavelmente, será um atributo
interessante para prever o número de visitas.
É possível identiﬁcar uma alteração comportamental no mês de dezembro. Esta
alteração é documentada na tabela 4.2, onde se veriﬁca que apenas existe um dia de
intervalo entre o dia com mais visitas e o dia com menos visitas. Este comportamento
é justiﬁcado pelo encerramento do centro comercial no dia 25 de dezembro - feriado
em Portugal. Sendo, igualmente, inﬂuenciado pelo período natalício, onde se dá um
forte incentivo ao consumo e consequentemente um aumento de visitas a superfícies
comerciais.
Figura 4.1: Número de visitas ao longo do tempo
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Atributo Valor
Média de Visitas 33 996
Número minimo de visitas 9 160 ( 25 Dez 2013 )
Número máximo de visitas 58 855 ( 23 Dez 2013 )
Tabela 4.2: Estatística de Número de Visitas
4.2.2 Relação Entre o Número de Visitas e o Mês do Ano
Os meses do ano observados têm uma quantidade de visitas idêntica, tal como pode
ser observado no gráﬁco da ﬁgura 4.2 e na tabela 4.3. É identiﬁcável a inﬂuência
da época natalícia na quantidade de visitas no mês de Dezembro. Devido à diminuta
diferença comportamental entre os diferentes meses, este atributo, aparentemente, não
será um atributo interessante a utilizar para a previsão do número de visitas.
Mês Quantidade de Visitas
Agosto 1 046 525
Setembro 1 044 069
Outubro 1 038 667
Novembro 1 013 971
Dezembro 1 151 401
Janeiro 963 684
Tabela 4.3: Quantidade de Visitas por Mês
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Figura 4.2: Quantidade de Visitas por Mês
4.2.3 Relação Entre o Número de Visitas e o Dia da Semana
Tal como tinha sido previamente identiﬁcado na secção 4.2.1 existem diferenças
signiﬁcativas na quantidade de visitas por dia da semana. Informação essa que já
havia sido, anteriormente, percecionada pelos gestores dos centros comerciais que desta
forma veem a sua ideia comprovada.
A ﬁgura 4.3 e a tabela 4.4 demonstram que aos ﬁns de semana existe uma maior
aﬂuência ao centro comercial, contrastando com a quarta-feira e a quinta-feira, dias
em que existe um decréscimo no número de visitas.
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Dia da Semana Média de Visitas
Domingo 38 444
Segunda 31 447
Terça 29 113
Quarta 29 067
Quinta 30 517
Sexta 37 528
Sábado 43 406
Tabela 4.4: Média de Visitas por Semana
Figura 4.3: Média de visitas por dia da semana
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4.2.4 Relação Entre o Número de Visitas e o Estado de Tempo
Meteorológico
Figura 4.4: Média de visitas por estado de tempo meteorológico
Dia do Tempo Média de visitas diárias Quantidade de ocorrência
Clear 33 891 84
Clouds 34 324 57
Drizzle 37 176 4
Mist 38 347 1
Partly Cloudy 50 143 1
Rain 32 736 36
Scattered Clouds 39 284 1
Tabela 4.5: Visitas por Estado de Tempo Meteorológico
O gráﬁco da ﬁgura 4.4 mostra uma média de visitas diárias relativamente próximas
para cada estado de tempo meteorológico, exceção feita ao valor Partly Cloudy. No
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entanto, este não é um dado conclusivo, pois tal como pode ser observado na tabela
4.5 o valor em questão apenas ocorreu uma vez no período de tempo em análise. Desde
modo, seria precipitado retirar conclusões de padrões comportamentais em estados de
tempo pouco frequentes.
As futuras monitorizações poderão dar respostas de forma mais eﬁcaz sobre a relação
entre a quantidade de visitas e o estado do tempo meteorológico. Idealmente o período
de tempo deverá ser superior a um ano de forma a passar pelas quatro estações
meteorológicas, possibilitando assim avaliar possíveis padrões particulares a cada uma
delas.
4.2.5 Relação Entre o Número de Visitas e a Temperatura
Média
A temperatura média não tem grande inﬂuência na quantidade de visitas do centro
comercial. Este comportamento era expectável do ponto de visto do senso comum
visto que Portugal apresenta uma clima classiﬁcado como temperado mediterrâneo, o
qual tem associado pouca variação de temperatura ao longo do tempo. No período de
tempo dos dados coletados, a temperatura média mínima foi de 3oC e a temperatura
média máxima foi de 25oC, o que demonstra a limitada variação para ter inﬂuência
na quantidade de visitas.
O gráﬁco da ﬁgura 4.5 demonstra a pouca inﬂuência da temperatura média na
quantidade de visitas. Ambas as linhas estão em escala logaritma e com o eixo
das ordenadas deslocado de forma a ser possível visualizar ambas as variáveis no
mesmo espaço. Esta alteração na escala foi usada com o objetivo de comparar as
diferenças comportamentais das duas variáveis. O gráﬁco não evidencia qualquer
dependência entre as duas variáveis, pelo que as subidas e descidas da temperatura
média aparentemente não inﬂuenciam a quantidade de visitas.
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Figura 4.5: Comparação Entre Quantidade de Visitas e Temperatura Média
4.3 Preparação dos Dados
O número de visitas no centro comercial em cada dia, tal como a temperatura em
Celsius e o estado do tempo meteorológico são disponibilizados através de uma base
de dados Apache Cassandra (secção 2.2) disponível remotamente como constituinte
do sistema BIPS (secção 2.5).
Foi utilizado um script desenvolvido em Python (secção 2.4) que tem por objetivo
extrair os dados da base de dados e em seguida exportar para um ﬁcheiro em formato
csv (comma-separated values). A escolha destas tecnologias deve-se à velocidade
de ligação entre o Python e o Apache Cassandra bem como à compatibilidade da
generalidade das ferramentas de data mining com ﬁcheiros de dados csv, permitindo
assim uma maior ﬂexibilidade em exportar os dados para várias ferramentas.
Os dados importados para o R (secção 2.3) foram armazenados num data frame, de
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modo a facilitar a manipulação dos dados efetuamos algumas alterações. O atributo
que contém o estado de tempo meteorológico foi armazenado com o tipo factor. Desta
forma, permite uma utilização do atributo como variável preditiva do tipo variável
categórica nominal. O identiﬁcador do dia foi traduzido para o standard ISO 8601,
novamente por uma questão de aumento da compatibilidade, nomeadamente com
vários packages de manipulação de datas.
Como foi observado na secção 4.2.3, o dia da semana tem uma forte inﬂuência na
quantidade de visitas, por isso, com o auxílio da função weekdays, foi criado um novo
atributo contendo o dia da semana de cada linha do data frame. Foi, também, criado
uma ﬂag para indicar os dias que são feriado de forma a precaver que as análises
possam ter comportamentos distintos do habitual.
Na análise do gráﬁco da ﬁgura 4.1 identiﬁca-se 3 dias (25 de dezembro, 1 e 8 de janeiro)
que têm uma quantidade de visitas muito baixas. No caso do dia 25 de dezembro e do
dia 1 de janeiro a justiﬁcação dever-se-á ao facto do centro comercial apenas ter uma
pequena parte em funcionamento. Em relação ao dia 8 de janeiro houve uma avaria
no sistemas BIPS que impossibilitou que os dados fossem devidamente coletados para
a base de dados Apache Cassandra. Apesar de não serem tão percetíveis, também
ocorreram idênticas avarias nos dias 4 e 5 de setembro. Para que não se prejudique a
qualidade dos dados estes cinco dias foram eliminados do conjunto de dados.
4.4 Modelação
Nesta secção serão propostas várias técnicas de regressão como possíveis soluções do
problema de data mining. Detalharemos quer a implementação, quer os diferentes
parâmetros pertencentes a cada modelo.
Para cada modelo o mecanismo de teste seguirá uma abordagem growing windows.
Este mecanismo foi desenvolvido em R. Dado um conjunto de dados, começa-se com
um conjunto de treino de uma semana para prever o número de visitas para o dia
posterior a essa semana. Na iteração seguinte esse dia é incluído no conjunto de
treino e é avaliado o dia seguinte. O processo é repetido até ser calculada a previsão
referente ao último dia disponível no conjunto de dados. Este mecanismo permite assim
calcular as previsões de todos os dias segundo uma abordagem growing windows, tal
como permite calcular o erro associado à previsão de cada dia para que possam ser,
posteriormente, utilizados esses valores na avaliação dos modelos.
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O mecanismo em cada iteração cria um novo modelo, pois o conjunto de treino está
constantemente a aumentar, melhorando à partida a eﬁcácia. Depois do modelo criado,
as previsões são calculadas através da função predict [65]. Esta função recebe dois
argumentos: um modelo e um conjunto de teste. Retornando as previsões para o
conjunto de teste calculadas através do modelo dado como argumento. Este método
para teste de previsões de modelos em novos conjuntos de dados é especialmente útil,
uma vez que está implementado para todos os algoritmos de regressão mais populares.
4.4.1 Regressão Linear
O modelo de regressão linear foi construido em R através da função lm [34], disponível
nas funções bases do R sem necessidade de instalar qualquer package. Os parâmetros
da função são os seguintes:
lm(formula, data, subset, weights, na.action,
method = "qr", model = TRUE, x = FALSE, y = FALSE, qr = TRUE,
singular.ok = TRUE, contrasts = NULL, offset, ...)
Apenas os parâmetros formula e data são de preenchimento obrigatório e não tem
qualquer valor por defeito. Neste caso apenas existiu necessidade de colocar estes dois
parâmetros sendo os restantes utilizados os valores por defeito.
A ﬁgura 4.6 demonstra uma comparação entre as visitas reais e a previsão de visitas
com este algoritmo construído através da fórmula:
formula = n_visits ~ avg_temp + weather + weekday + last_day
Onde last_day corresponde ao número de visitas do dia anterior. A inclusão deste
atributo acabou por dar um contributo fulcral no aumento da eﬁcácia de previsão,
sendo uma abordagem autorregressiva. Isto deve-se ao facto de as visitas num deter-
minado dia não serem totalmente independentes das visitas no dia anterior, ou seja,
não são expetáveis alterações acentuadas em dias consecutivos.
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Figura 4.6: Previsão com Regressão Linear
4.4.2 Árvores de Regressão
O modelo de árvores de regressão foi construído em R, através do package rpart
(Recursive Partitioning and Regression Trees) [66]. A função que cria o modelo,
também designada por rpart, tem o seguinte formato:
rpart(formula, data, weights, subset, na.action = na.rpart, method,
model = FALSE, x = FALSE, y = TRUE, parms, control, cost, ...)
Neste modelo além de formula e de data, foi também necessário preencher o campo
method. Foi preenchido com o valor anova devido a tratar-se de um modelo de
regressão.
A ﬁgura 4.7 demonstra uma comparação entre as visitas reais e a previsão de visitas
com este algoritmo construído através da fórmula:
formula = n_visits ~ avg_temp + weather + weekday + last_day
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Figura 4.7: Previsão com Árvores de Regressão
De forma a perceber melhor como o algoritmo prevê o número de visitas apresentamos
na ﬁgura 4.8 o modelo construido com base na fórmula anterior e com todo o conjunto
de dados no conjunto de treino. O desenho da árvores foi construido em R com
auxílio do package DMwR [67]. Pode-se observar que o dia da semana é o primeiro
atributo a ser considerado, o que já era expetável dado que na secção 4.2.3 tinha sido
observado que existe uma considerável diferença entre o número de visitas de cada
dia da semana. Os ﬁns de semana, sexta-feira e feriados são os dias com uma maior
quantidade de visitas. O número de visitas do dia anterior é o segundo atributo a
ser considerado, enquanto que o estado de tempo ou a temperatura média têm uma
reduzida importância no modelo.
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Figura 4.8: Árvore de Regressão de Previsão de Visitas
4.4.3 Regras de Regressão
O modelo de regras de regressão foi construido em R através do package Cubist [68].
A função responsável por criar o modelo, cubist, tem o seguinte formato:
cubist(x, y,
committees = 1,
control = cubistControl(), ...)
A variável x representa as variáveis preditivas que no nosso modelo corresponde ao dia
da semana, ao estado do tempo, à média de temperatura e ao número de visitas do dia
anterior. A variável y representa a variável resposta que no nosso modelo corresponde
ao número de visitas.
A ﬁgura 4.9 demonstra o desempenho deste modelo numa abordagem growing windows
comparativamente ao número de visitas real. O modelo necessita de ter um conjunto de
treino com uma dimensão considerável, pois é percetível que nos primeiros dias existe
um forte erro associado que desaparece à medida que o algoritmo vai aprendendo
com novos dados, tornando-se cada vez mais próximo das previsões reais. O aumento
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da aﬂuência de visitas no período natalício cria um retrocesso na aprendizagem do
modelo.
Figura 4.9: Previsão com Regras de Regressão
De forma a perceber melhor o modelo procedemos à análise das regras criadas pelo
algoritmo.
Rule 1: [101 cases, mean 30139.2, range 22095 to 58855, est err 2967.0]
if
weekday in {Quarta, Quinta, Segunda, Terça}
then
outcome = 19505.2 + 0.29 last_day + 42 avg_temp
Rule 2: [79 cases, mean 39757.5, range 30597 to 51055, est err 3655.9]
if
weekday in {day_off, Domingo, Sábado, Sexta}
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then
outcome = 29557 + 0.27 last_day
O modelo é constituído apenas por duas regras e tem como principio a separação dos
casos através do seu dia da semana, atributo mais importante do modelo. Note-se,
ainda, que o estado de tempo meteorológico (atributo weather) não é considerado em
nenhuma regra, não tendo qualquer tipo de inﬂuência nas previsões.
A importância de cada variável pode ser observada na tabela 4.6, calculada através do
package caret [69]. Nesta tabela, cada variável tem uma importância associada de 0
a 100, weekday e last_day são os atributos mais importantes, seguidos de avg_temp.
Esta importância é facilmente percetível pois 100% dos casos utilizam o atributo
weekday e last_day para o calculo do número de visitas, 56% utilizam o atributo
avg_temp (casos que obedecem à condição da primeira regra) e nenhum caso utiliza
o atributo weather.
Variável Importância
weekday 50
last_day 50
avg_temp 28
weather 0
Tabela 4.6: Importância das variaveis em Cubist
4.4.4 Support Vector Machine
O método de regressão SVM (Support Vector Machine) foi implementado em R através
do package e1071 [70]. A função responsável por criar o modelo, svm, tem a seguinte
estrutura:
svm(formula, data = NULL, ..., subset, na.action =
na.omit, scale = TRUE)
Neste caso, unicamente foi necessário preencher o campo formula e data, sendo os
restantes campos preenchidos com os valores por defeito.
A ﬁgura 4.10 demonstra o desempenho entre os valores reais e os valores obtidos por
um modelo svm implementado através da seguinte fórmula:
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formula = n_visits ~ avg_temp + weather + weekday + last_day
Figura 4.10: Previsão com Support Vector Machine
Este modelo revelou-se mais conservador que os apresentados anteriormente, no sentido
de que é pouco reativo a mudanças entre dias consecutivos. Quando existe uma descida
no número de visitas, o modelo tende a prever por excesso. Quando existe uma subida
no número de visitas, o modelo tende a prever por defeito. Foi testado um modelo
sem a variável autorregressiva (last_day) de forma a tentar dar mais independência a
cada dia em relação aos dias anteriores, porém o modelo resultante não se tornou mais
reativo fase às mudanças bem como aumentou o erro associado para com a quantidade
de visitas reais.
4.4.5 Séries Temporais
O facto da quantidade de visitas ser dependente do tempo, permite proceder a uma
análise temporal. A ﬁgura 4.11 apresenta a quantidade de visitas aplanada com a
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técnica de smoothed, assim é mais percetível como a quantidade de visitas varia ao
longo do tempo. É visível que a quantidade de visitas obedece a um padrão periódico
semanal, estando sempre em constantes subidas e descidas.
Figura 4.11: Quantidade de Visitas com Smoothed
4.4.5.1 Método ARIMA
A ﬁgura 4.12 apresenta o desempenho de uma previsão com base em séries temporais.
A modelação utilizada seguiu o método ARIMA (autoregressive integrated moving
average) e foi desenvolvida com o recurso à função arima disponível no package stats
[71] do R.
Veriﬁca-se que o modelo ARIMA consegue identiﬁcar a monotonia da função, isto é,
identiﬁca os períodos em que a quantidade de visitas aumenta e o período em que a
quantidade de visitas diminui. O facto de a intensidade das subidas e descidas ser
variável ao longo do tempo provoca a imprevisibilidade na previsão com o método
ARIMA. Este aspeto é identiﬁcado no gráﬁco da ﬁgura 4.12 pelo erro associado nos
máximos e mínimos relativos à quantidade de visitas.
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Figura 4.12: Previsão com ARIMA
4.4.5.2 Método Exponencial
A modulação exponencial aqui descrita foi implementada com a função HoldWinters,
disponibilizada no R pelo package forecast.
Esta modulação revelou-se ineﬁcaz. Como pode ser visualizado na ﬁgura 4.13, sendo
que é necessário um grande conjunto de treino para calcular previsões pois na fase
inicial apenas repete a quantidade de visitas anteriores. Quando tem um conjunto
de treino com uma dimensão de dados suﬁcientemente grande para calcular uma
previsão da quantidade de visitas, o erro associado é grande. Sendo certo que este
é impulsionado pelo período natalício que tem um padrão diferente dos identiﬁcados
no conjunto de treino.
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Figura 4.13: Previsão com Holt-Winters
4.5 Avaliação
Nesta secção, iremos proceder à avaliação dos diferentes modelos previamente desen-
volvidos. Deste modo, na secção 4.5.1 será apresentada uma comparação de todos os
modelos de forma a identiﬁcar as vantagens e desvantagens da sua adoção. Na secção
4.5.1 será apresentada uma avaliação de um outro modelo desenvolvido por uma equipa
da Around Knowledge que persegue os mesmos objetivos de forma a identiﬁcar as
vantagens e desvantagens na implementação do modelo proposto comparativamente
ao existente.
4.5.1 Comparação de Desempenho Entre os Modelos Obtidos
A comparação entre todos os modelos ao nível da precisão foi obtida seguindo uma
abordagem growing windows, percorrendo todos os dias do conjunto de dados e apre-
sentando o valor de Mean Absolute Error (MAE). A utilização desta medida de erro
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deve-se, essencialmente, ao facto deste ser de fácil interpretação, o que permite apre-
sentar o desempenho dos modelos aos gestores do centro comercial numa linguagem
acessível, sem qualquer necessidade de conhecimentos técnicos [72].
A ﬁgura 4.14 ilustra a MAE pertencente aos diferentes modelos ao longo de todo o
período de tempo. Apesar de não ser percetível através da imagem qual o algoritmo
de modulação com o melhor desempenho, é possível detetar a proximidade que existe
entre as diversas modulações pelas imensas colisões entre os pontos do gráﬁco. Uma
modelação que se diferencia das restantes é Holt-Winters. O erro associado aos modelos
criados com este método é grande comparativamente aos restantes. É possível também
identiﬁcar que os modelos usualmente respondem eﬁcazmente, existindo um pico de
erro correspondente ao período natalício ao qual nenhuma modelação ﬁca alheia.
Este erro era expetável dado que no conjunto de treino não existe nenhum período
semelhante. É possível identiﬁcar também que os modelos construidos com base no
algoritmo de regressão linear têm valores de erro superiores no início. Porém esses
valores de erro decrescem à medida que o conjunto de treino aumenta.
Figura 4.14: Comparação entre Modelos (MAE em growing windows)
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De forma a perceber melhor o desempenho de cada algoritmo é apresentado na ﬁ-
gura 4.15 um diagrama de caixas com os valores de MAE para todo o período de
tempo. Novamente identiﬁca-se um nível de precisão semelhante entre os algoritmos.
Os algoritmos relacionados com séries temporais (Holt-Winters e ARIMA) têm um
desempenho inferior, principalmente o método exponencial Holt-Winters. Em seguida
é o algoritmo SVM que apresenta um erro maior, apesar de ser mais resistente a
outliers, pois além de apresentar apenas dois outliers o valor de erro destes é inferior
ao valor de erro dos outliers apresentados pelos restantes algoritmos. Em oposição
a SVM, a modelação em regras de regressão tem um valor de mediana menor, tal
como demonstra uma maior concentração em valores baixos de erro, porém apresenta
uma menor proteção face a outliers. O algoritmo de regressão linear e o algoritmo
de árvores de regressão são os mais idênticos, apresentando a mesma quantidade de
outliers (cinco outliers cada), bem como valores semelhantes de mediana e de quartis.
Figura 4.15: Comparação entre Modelos (Diagrama de Caixas)
A igualdade entre o erro associado às diferentes técnicas de regressão origina di-
ﬁculdades em selecionar o algoritmo com melhor desempenho, porém permite-nos
previamente excluir algumas técnicas. As técnicas de regressão linear, regras de
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regressão e árvores de regressão apresentam valores de erro igualmente baixos. Deste
modo, excluímos a hipótese de considerar a implementação de modulações baseadas
em SVM, Holt-Winters ou ARIMA. De forma a não selecionar uma técnica de forma
precipitada iremos, posteriormente, efetuar uma análise estatística mais pormenori-
zada das vantagens que cada uma das três técnicas de regressão mais precisas podem
oferecer comparativamente ao modelo atual.
4.5.2 Comparação de Desempenho com o Modelo Atualmente
em Funcionamento
Nesta secção será, primeiramente, detalhado o modelo de previsão da quantidade
de visitas em centros comerciais mais eﬁciente até à data  o modelo da Around
Knowledge. Posteriormente, será realizado comparações no sentido de averiguar as
vantagens e desvantagens na substituição do modelo atual.
4.5.2.1 Estudo do Modelo Atual
Omodelo atual não tem por base nenhum usual algoritmo de data mining mas sim uma
abordagem estatística mais simplista. Foi implementado na linguagem de programação
python (secção 2.4). O seu modo de funcionamento baseia-se na pesquisa de dias
idênticos no histórico e em seguida atribui diferentes pesos a cada dia encontrado.
Por exemplo, um dia com o mesmo estado meteorológico recente tem um peso mais
elevado do que um dia com o mesmo estado meteorológico mais antigo, isto é, com
uma distância temporal maior em comparação com o dia que se pretende prever.
O principal problema associado a este modelo prende-se com a falta de adaptação na
medida em que o modelo é sempre o mesmo ao longo do tempo. Esta caraterística
produziu a inviabilidade de anteriores modelos desenvolvidos na Around Knowledge.
Inicialmente produziam valores aceitáveis, porém foram aumentando a margem de erro
gradualmente até se tornarem eﬁcazmente inaceitáveis.
A ﬁgura 4.16 apresenta o desempenho do modelo numa abordagem growing windows.
O algoritmo apresenta um período aceitável de previsões, no entanto é pouco adap-
tável a alterações comportamentais como o período natalício, além de que não possui
qualquer plano de avaliação contínua.
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Figura 4.16: Previsão com Modelo Atual
4.5.2.2 Comparação entre Modelo Atual e Proposto
Para se estimar as vantagens dos modelos aqui desenvolvidos é apresentado na ﬁgura
4.17 um diagrama de caixas que permite uma visualização apelativa da Mean Absolute
Error (MAE), relativa a todos os dias do conjunto de dados associada a cada técnica
de regressão. Foi utilizada uma abordagem growing windows para obtenção dos valores
de erro. É visível uma melhoria na precisão de todas as técnicas de regressão com-
parativamente ao modelo atual. Visão essa sustentada pelo menor valor de mediana,
menor valor de quartis e menor valor de outliers. Consideramos por isso que as três
técnicas referenciadas no gráﬁco são preferíveis ao modelo atual no conjunto de dados
testado.
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Figura 4.17: Comparação entre Modelo Atual e Proposto (MAE)
No sentido de apurar qual dos três métodos oferece uma maior vantagem relativamente
ao modelo atual, foi utilizado o teste de Diebold-Mariano [56]. Comparamos o modelo
atual com todos os três modelos alternativos, adotando como hipótese nula que o
modelo atual tem uma precisão igual ao modelo alternativo e como hipótese alternativa
que o modelo alternativo oferece vantagens de desempenho em detrimento da utilização
do modelo atual.
A tabela 4.7 e a tabela 4.8 apresentam, respetivamente, os valores de Diebold-Mariano
e dos níveis descritivos calculados no R com o auxílio da função dm.test do package
forecast [73].
Regressão Linear Regras de Regressão Árvores de Regressão
Modelo Atual 2.4544 2.3814 2.8924
Tabela 4.7: Valores de Diebold - Mariano
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Regressão Linear Regras de Regressão Árvores de Regressão
Modelo Atual 0.007532 0.009146 0.002147
Tabela 4.8: Valores dos Níveis Descritivos
Como pode ser observado a modelação com árvores de regressão é a que apresenta
um maior valor de Diebold-Mariano, ou seja, é a que nos permite aﬁrmar com maior
certeza que devemos rejeitar a hipótese nula e adotar a hipótese alternativa. Recorde-
se, que é usual utilizar um nível de signiﬁcância de 5%, isto é, o limite que tolerámos
que não se conﬁrme a hipótese nula. Este nível de signiﬁcância corresponde ao valor
de 1.96. Todos as comparações obtiveram valores superiores a este valor, o que nos
permite reforçar as vantagens das técnicas de regressão propostas comparativamente
ao modelo atual. Caso o modelo atual fosse mais preciso que o modelo alternativo, o
valor de Diebold-Mariano seria negativo.
Em relação ao nível descritivo (valor 'p'), nenhum valor é superior a um nível de
signiﬁcância aceitável, mesmo que deﬁnamos um nível de signiﬁcância de apenas 1%, ou
seja, um valor de 0.01. Todos os valores dos níveis descritivos obtidos nas comparações
são menores, pelo que novamente é identiﬁcável a vantagem de substituir o modelo
atual e a superioridade por uma modulação com base em árvores de regressão.
De realçar, que foi tido em atenção o erro inicial obtido com a regressão linear que
posteriormente é mitigado. Deste modo, foi efetuado um teste de Diebold-Mariano
descartando os valores de erro obtidos no primeiro mês, isto é, no período em que
regressão linear apresenta uma taxa de erro elevada devido a ter um conjunto de
dados de treino reduzido. Os valores mantiveram-se idênticos com árvores de regressão
a terem como maior valor 2.5774, face aos 2.9685 de regressão linear e 2.0876 de regras
de regressão.
Note-se, ainda, que não foi feita uma comparação entre os diferentes modelos alterna-
tivos de forma a confrontar árvores de regressão com as restantes alternativas. Como é
descrito por George Stigler [74] não devemos testar demasiadas hipóteses, torturando
os dados de forma a que estes demonstrem determinado aspeto, pois poderão levar-nos
a conclusões erradas.
Os gestores do centro comercial foram confrontados com esta margem de erro, considerando-
a extremamente adequada e tolerável. Existe um pico de erro no período natalício
devido ao aumento anormal de aﬂuência de pessoas. A inexistência de outro período
idêntico no histórico diﬁculta a aprendizagem do algoritmo de forma a conseguir prever
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o aumento de visitas. Esta margem de erro poderá ser mitigada nos anos seguintes,
utilizando modelos com dados de anos anteriores incidentes no mesmo período anual.
Face às considerações enumeradas supra, propomos como técnica de regressão eﬁcaz
na previsão de visitas a utilização de árvores de regressão.
4.5.2.3 Modelo de Custos
De forma a perceber melhor o impacto na adoção do modelo proposto, simulamos aqui
um modelo de custos de forma a prever os possíveis futuros ganhos em comparação
com o atual modelo.
Construímos um modelo de custos assumindo que por cada diferença de 1000 visitas
previstas em relação às visitas reais originará o mau escalonamento de um recurso
humano. Deste modo, foi construída uma tabela de comparação entre o total de
recursos humanos mal escalonados entre cada modelação. Parte da tabela construída
pode ser visualizada na tabela 4.9. Não apresentamos neste documento toda a tabela
por ser demasiado extensa e irrelevante para a compreensão do funcionamento do
modelo de custos.
A primeira coluna da tabela 4.9 apresenta a data de cada linha. A segunda e
terceira coluna, Erro Proposto e Erro Atual, contêm a diferença entre a previsão
efetuada pela modelação proposta e as visitas reais, e a diferença entre a previsão
efetuada pelo modelo atual e as visitas reais, respetivamente. As últimas duas colunas,
Custo Proposto e Custo Atual, representam o número de recursos humanos mal
escalonadas devido à previsão de cada modelo. Exempliﬁcando, de 0 a 999 não existem
recursos humanos mal escalonados, de 1000 a 1999 existe um recurso humano mal
escalonado, incrementado assim sucessivamente para os valores de erro seguintes.
Para todo o conjunto de dados analisados existe um erro de 499 recursos humanos
mal escalonados com as previsões do modelo proposto e um erro de 668 recursos
humanos mal escalonados com as previsões do modelo atual. Ou seja, o modelo
proposto representa uma redução de mais de 25% de recursos humanos mal escalonados
face ao modelo atual. Redução essa que consideramos relevante na gestão do centro
comercial e que vem assim reforçar a importância da adoção do modelo aqui proposto.
Neste exemplo podemos também tentar traduzir o problema para um modelo de custos
ﬁnanceiros. Imaginando que um funcionário tem a remuneração diária de 30e, durante
este período houve um gasto excessivo de 5 040e, avaliando que existe um gasto
diária desnecessário de 30e por cada um dos 168 recursos humanos mal escalonados
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com o modelo atual. Porém este valor apenas se coloca quando o recurso humano
mal escalonado foi colocado por excesso, ou seja, está em serviço sem ser necessário,
também acontece o caso inverso em que o recurso humano é necessário e está em falta.
Neste caso o prejuízo para o centro comercial poderá atingir níveis superiores e difíceis
de estimar tal como a perda de clientes.
Data Erro Proposto Erro Atual Custo Proposto Custo Atual
2013-08-15 2214 5731 2 5
2013-08-16 2093 6591 2 6
2013-08-17 1561 1688 1 1
2013-08-18 1907 1808 1 1
2013-08-19 623 53 0 0
2013-08-20 503 398 0 0
2013-08-21 1665 5720 1 5
2013-08-22 1401 3425 1 3
2013-08-23 811 2820 0 2
2013-08-24 1805 5633 1 5
2013-08-25 2616 3902 2 3
Tabela 4.9: Custos com Modelo Proposto
Este modelo de custos reforça também a decisão de eleger árvores de regressão como o
modelo ideal. As duas técnicas de regressão que a nível de desempenho mais competem
com árvores de regressão obtêm um custo maior, 600 no caso de regressão linear e 509
no caso de regras de regressão.
4.5.2.4 Abordagem Adaptativa Versus Abordagem Rígida
Sem um modelo de previsão da quantidade de visitas, os gestores têm de adotar uma
abordagem rígida ao nível de escalonamento dos recursos humanos. Sem a capacidade
de adaptabilidade que uma ferramenta de previsão de visitas permite, os recursos
humanos são planeados com base em pouca informação, pelo que a empresa adopta
um método rígido no escalonamento de proﬁssionais como elementos de segurança,
elementos de limpeza e atendimento ao público. Neste contexto, é realizado, em regra,
um escalonamento normalmente por excesso para evitar a perda de oportunidades de
negócio com os custos acrescidos a este inerentes.
À partida, o escalonamento de recursos humanos nunca será ótimo, na medida em que
existe sempre uma margem de erro associada à previsão de visitas, pelo que os gestores
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devem fazer com que esta provoque os menores danos possíveis no escalonamento.
Quanto menor a margem de erro, maior a margem de conﬁança por parte dos gestor
e como resultante menor a margem de recursos humanos escalonados por excesso.
Em suma uma abordagem adaptativa permite, não só uma maior capacidade de
adaptabilidade e de resposta por parte do centro comercial para com os seus clientes,
como também a nível ﬁnanceiro permite uma redução de custos.
4.6 Desenvolvimento
A proposta de modulação detalhada neste capítulo foi construída com o o objetivo de
ser integrada no sistema BIPS (secção 2.5). A ﬁgura 4.18 ilustra a arquitetura
do sistema, onde é acrescentado, limitado por uma linha cor de laranja, a parte
desenvolvida neste trabalho.
Todo o nosso desenvolvimento é constituinte do middleware, depende de dados previ-
amente recolhidos pelos sensores e coletados numa base de dados Apache Cassandra
(secção 2.2). Em seguida é realizado um processamento de dados de forma a poderem
ser visualizados na interface gráﬁca, para assim gerar conhecimento útil aos gestores
do centro comercial.
Os dados coletados pelos sensores que identiﬁcam os dispositivos dentro do centro
comercial, são previamente tratados de forma a eliminar a imensidade de dados des-
necessários, sendo posteriormente enviados para o R (secção 2.3) em notação JSON
(secção 2.1).
De forma a ser mais percetível a comunicação entre dispositivos, ilustramos exemplos
da estrutura dos JSONs envolvidos na comunicação, o R faz um pedido à API do
BIPS, solicitando as visitas reais de um determinado timestamp, que são devolvidas
num JSON com a seguinte estrutura:
{
"data": {
"prediction": 0,
"timestamp": 1386806400,
"visits": 30445
},
"requestStatus": {
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"code": 200,
"message": "OK"
}
}
A chave data tem o valor visits que signiﬁca o número de visitas do dia que aquele
timestamp representa. O valor prediction representa as previsões do número de
visitas para aquele timestamp, neste caso tem o valor 0, porque ainda não foi calculado.
A chave requestStatus representa a indicação do sucesso ou insucesso da operação.
Neste caso a operação foi realizada com sucesso. Em caso se insucesso é devolvido o
código associado ao erro em questão e uma mensagem de erro apropriada. Por exemplo
ao tentar aceder a um timestamp sem dados, é devolvido o seguinte JSON:
{
- "requestStatus": {
"code": 12,
"message": "No data available."
}
}
Para a temperatura média ou estado de tempo meteorológico, o procedimento é
idêntico, quando estas informações são solicitados, é devolvido um JSON com a
seguinte estrutura:
{
"data": {
"max": {
"temperature": 17,
"timestamp": 1386856800,
"weather": "Clouds"
},
"min": {
"temperature": 10,
"timestamp": 1386806400,
"weather": "Clouds"
},
"average": {
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"temperature": 14,
"weather": "Clouds"
}
},
"requestStatus": {
"code": 200,
"message": "OK"
}
}
No caso especíﬁco deste JSON, apenas consideramos interessante o valor de average.
Todos os JSONs recebidos são processados no R com o auxílio do package rjson
[11]. Este package apesar de funcional e prático de utilizar, tem um desempenho
inferior a nível de velocidade comparativamente com outras linguagens de programação
compatíveis com JSON, tal como é exemplo a linguagem de programação Python
(secção 2.4). Consequentemente, torna-se demorado quando é necessário importar
para o R um grande volume de dados. Desta forma nas fases em que foi necessário
importar uma quantidade elevada de dados para o R, foi utilizado um script na
linguagem de programação Python (secção 2.4) que faz os pedidos de todos os
timestamps, recebendo os JSONs e exportando toda a informação para um ﬁcheiro em
formato comma-separated values (csv). Este ﬁcheiro pode ser facilmente e rapidamente
importado para o R, ou qualquer outra das mais populares ferramentas de data mining.
Numa normal utilização apenas é necessário importar para o R as visitas reais do dia
anterior e as variáveis sobre os dias que se pretendem prever. O restante histórico é
armazenado num data frame que todos os dias é guardado numa imagem de objetos
R (através da função save.image ), a vantagem nesta abordagem é que assim o data
frame do histórico é carregado instantaneamente para o R. Deste modo, é minimizado
a necessidade de periodicamente processar vários JSONs e faz com que não exista
algum tipo de problemática sobre a velocidade de receção e processamento de um
JSON por parte do R.
Depois de todos os dados necessários serem importados para o R, é calculado a previsão
de visitas para os dois dias seguintes, essa previsão terá de ser armazenada na base de
dados Apache Cassandra identiﬁcada na ﬁgura 4.18 como C2. Para armazenar os
dados é utilizado o package, da linguagem R, RCassandra [12].
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Figura 4.18: Implementação no Sistema BIPS
A interface gráﬁca do BIPS, designada por DashBoard é apresentada na ﬁgura 4.19.
A seta vermelha não pertence à interface servindo unicamente para assinalar o posici-
onamento da previsão calculada pelo algoritmo aqui desenvolvido.
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Figura 4.19: DashBoard
4.6.1 Plano de Monitorização Contínua
O projeto desenvolvido implica que todos os dias seja criado um novo modelo utilizando
um conjunto de treino cada vez maior. Este aspeto contribui positivamente para a
manutenção da precisão do algoritmo, porém não é suﬁciente para garantir a não
degradação da precisão ao longo do tempo.
Ao longo do tempo podem surgir novas variáveis que inﬂuenciem diretamente a quan-
tidade de visitas. Deste modo a margem de erro associada a cada previsão será
armazenada, assim será monitorizada a evolução do erro associado aos modelos criados
para cada dia.
A mesma implementação em R que calcula e envia as previsões, acrescenta todos os
dias num ﬁcheiro csv as previsões calculadas. É calculado também a medida Mean
Absolute Error (MAE) associada a cada dia e criado uma imagem no formato Portable
Network Graphics (png) contendo um gráﬁco de linha que ilustra a evolução da MAE
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ao longo do tempo. Deste modo, em caso de um aumento do erro associado ao cálculo
das previsões, este será facilmente percetível e originará a necessidade de repensar a
modelação utilizada.
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Capítulo 5
Análise do Layout de uma Loja de
Desporto
Atualmente, não existem grandes barreiras à entrada no mercado do retalho despor-
tivo, originando uma forte ameaça de entrada de novos concorrentes para as atuais
lojas. Neste contexto, as empresas em atividade têm uma necessidade acrescida de se
diferenciarem das restantes, nessa medida, o uso de ferramentas de data mining poderá
dar à loja a tão aliciada vantagem competitiva que procuram face à concorrência.
Neste capítulo, detalharemos um problema de negócio de uma loja de desporto, porém
expansível para qualquer área de retalho, não necessariamente ligada ao desporto. A
estratégia de resolução seguirá a metodologia de CRISP-DM e passará pela criação de
um gerador de visitas baseado num histórico de visitas reais e na criação de modelos
de previsão com vista a prever o tempo médio de duração das visitas num determinado
layout.
5.1 Compreensão do Negócio
O problema de negócio abordado neste capítulo pertence a uma cadeia de lojas de
desporto que reúne, atualmente, setenta lojas em Portugal e trinta em Espanha, sendo
por isso a maior cadeia de lojas de desporto a operar em Portugal.
Apesar das lojas em estudo terem uma quantidade elevada de visitas diárias compa-
rativamente com as lojas do mesmo setor, apenas uma percentagem muito reduzida
dessas visitas se traduzem em compras e, por essa via, em lucros.
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Com vista a aumentar os lucros das lojas, os gestores estão focados em proporcionar aos
clientes um ambiente incentivador de compras não planeadas. Os elementos da equipa
de marketing conﬁantes na qualidade e utilidade dos produtos por eles comercializados
acreditam que podem não só responder positivamente às necessidades que os clientes
possuem antes de entrar nas lojas, bem como despertar novas necessidades de compra
anteriormente não existentes. Este despertar de necessidades poderá incentivar a
prática desportiva dos visitantes das lojas, objetivo igualmente prosseguido pelos
gestores e visível na missão da empresa, de onde decorre que esta pretende promover
e democratizar a prática do desporto cultivando relações fortes com as comunidades
que nos inserimos.
Uma compra não planeada é deﬁnida como qualquer compra de um produto que não
foi planeada antes do comprador entrar na loja [75]. Mais especiﬁcamente, qualquer
compra que o comprador se esqueceu de colocar ou enumerar numa lista antes da
entrada na loja, ou qualquer compra que o comprador sinta necessidade depois de
entrar na loja [76].
Vários estudos de marketing apontam como principais inimigos às compras não plane-
adas: o uso de listas de compras; os compradores limitarem a sua localização geográﬁca
fundamentalmente às zonas da loja onde planeiam comprar e, bem assim, limitarem
o tempo que passam na loja [77].
A cadeia de lojas não tem um layout único em cada loja, ou seja, as secções não
estão igualmente distribuídas em todas as lojas da empresa, sendo certo que várias
alterações aos layouts das lojas decorreram ao longo do tempo. Com esta análise
pretendemos auxiliar os gestores no sentido de prever o impacto que uma alteração
no layout poderá ter na duração das visitas. Sabendo de antemão que um aumento
da duração das visitas é positivamente relacionado com um aumento das compras não
planeadas [78].
5.1.1 Problema do Layout Atual
Para que se consiga perceber melhor as possíveis alterações no layout foi discutido
com os gestores da cadeia de lojas os problemas do atual layout da loja que tem a
tecnologia BIPS instalada.
Os gestores argumentaram que com aquela disposição das zonas, os clientes concentram-
se muito no centro da loja, local onde se encontram as zonas mais frequentadas.
Este aspeto revela que existem corredores pouco visitados, o que poderá resultar
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em menos oportunidades de negócio para a loja. Caso os clientes frequentassem
mais os corredores menos visitados, as probabilidades de uma compra não planeada
aumentariam.
O problema identiﬁcado pelos gestores é conﬁrmado pelos dados recolhidos pelo BIPS.
A ﬁgura 5.1 (criada com o auxílio de um package R, igraph [79]) representa as
transações entre cada zona durante uma semana, quanto maior a espessura do elo
de ligação entre duas zonas, maior o número de pessoas que passa de uma zona
para a outra. Apenas estão representados na imagem clientes que passam no mínimo
três minutos em cada zona, de modo a não representar passagens na zona que não
representem visitas.
É visível pela imagem 5.1 que as zonas no centro da loja têm um maior número de
passagens de clientes. Este facto também é facilmente visualizado com um algoritmo
de associação, medindo-se a associação entre as zonas visitadas pelos mesmo clientes
na mesma visita. O package, da linguagem R, carenR [80] ao gerar regras de associação
revela que as suas trinta e sete regras com um maior lift envolvem pelo menos duas
zonas das quatro centrais. Um indicador muito forte da associação que existe entre
essas zonas.
Figura 5.1: Layout Atual
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Atributo Signiﬁcado
id Identiﬁcador do cliente
zone Corresponde a uma determinada área da loja
timestamp Momento temporal da primeira deteção do id naquela zona
duration Duração da permanência na zona, em segundos
Tabela 5.1: Conjunto de Dados
5.1.2 Objetivos de Data Mining
Os objetivos de data mining passam, fundamentalmente, por prever a duração de
visita indexada aos diversos layouts que possam ser implementados na loja.
Com base num layout pretende-se prever o tempo de permanência em cada zona
visitada e o tempo de passagem desde a zona visitada até à seguinte. Deste modo,
será possível prever o impacto que uma dada alteração de layout provocará no tempo
de permanência em loja por parte dos clientes.
5.2 Compreensão dos Dados
Tal como no capítulo 4 recorreu-se à tecnologia BIPS (secção 2.5) para captura e
disponibilização dos dados aqui utilizados. Toda a recolha de dados foi devidamente
autorizada pela empresa proprietária da loja e todo o sistema de captura exaustiva-
mente testado pela Around Knowledge, de forma a garantir uma elevada conﬁança na
ﬁabilidade que estes representam.
A tabela 5.1 apresenta os atributos disponíveis no conjunto de dados utilizados para
solucionar este problema. Cada vez que um determinado visitante da loja se desloca
para uma zona diferente irá dar origem a uma nova entrada no conjunto de dados com
os quatro atributos da tabela.
5.2.1 Análise do Número de Visitas por Zona
Na elaboração desta análise foi considerado um tempo mínimo de permanência em
cada zona de três minutos, que corresponde ao tempo de permanência aconselhado
pelos gestores.
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O gráﬁco da ﬁgura 5.2 e a tabela 5.2 apresentam a média de visitas diárias em cada
zona. Existe uma clara popularidade da zona Têxtil Casual, um dado justiﬁcado
pelo tamanho da área da zona face às restantes e pela quantidade de produtos que esta
contém face às outras zonas. É igualmente notável que as restantes zonas relacionadas
com o têxtil têm uma quantidade de visitas superior às restantes. Sendo certo que os
produtos têxtil, geralmente, têm uma necessidade de aquisição mais regular face aos
produtos de outras zonas cujas necessidades são esporádicas.
Figura 5.2: Média de Visitas Diárias
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Zona Média Diária
Têxtil Casual 47.848485
Têxtil Essentials 30.439394
Têxtil Running 23.227273
Têxtil 2 19.833333
Têxtil Outdoor 19.045455
Nike Futebol 15.803030
Outdoor 15.454545
Calçado Run 14.378788
Promo Esq 14.106061
Ciclismo 11.227273
Natação 10.848485
Calçado Futebol 8.833333
Maq Fitness 8.696970
Futebol 7.606061
Caixas 5.515152
Promo Dir 4.712121
Tabela 5.2: Média Diária de Visitas por Zona
5.2.2 Relação Entre o Número de Visitas e a Hora
No sentido de averiguar as horas em que a loja tem um maior número de visitas
construimos o gráﬁco de barras da ﬁgura 5.3 que representa a média diária de visitas
em cada hora durante o período em análise. Da observação da imagem, decorre que
existe uma quantidade maior de visitas ao início da tarde do que nos extremos, isto é,
horas próximas da abertura ou fecho da loja, que apresentam uma menor quantidade
de visitas.
A tabela 5.3 apresenta os valores sobre os quais o gráﬁco da ﬁgura 5.3 foi construído.
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Figura 5.3: Média de Visitas Diárias por Hora
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Hora Média Diária
8h 5.651515
9h 16.712121
10h 23.257576
11h 24.515152
12h 28.000000
13h 36.469697
14h 42.121212
15h 41.606061
16h 38.500000
17h 35.681818
18h 30.681818
19h 28.151515
20h 31.651515
21h 24.606061
22h 6.757576
Tabela 5.3: Média Diária de Visitas por Hora
5.2.3 Relação Entre o Número de Visitas e o Dia da Semana
O número de visitantes na loja, fundamentalmente, varia em função dos ﬁns de semana,
tal como pode ser visualizado no gráﬁco da ﬁgura 5.4 e na tabela 5.4.
O número de visitantes tem uma distribuição em relação aos dias da semana idêntica
ao centro comercial estudado no capitulo 4. Algo expectável para a maioria das
superfícies comerciais com o mesmo horário de funcionamento devido à maior disponi-
bilidade da generalidade das pessoas em determinados dias em detrimento de outros.
Nesse sentido, a sexta-feira, o sábado e o domingo têm um maior número de visitantes.
Por sua vez, os restantes dias apresentam uma quantidade de visitas idêntica entre si.
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Figura 5.4: Média de Visitas Diárias Por Dia da Semana
Dia da Semana Média Diária
Domingo 514.7000
Segunda 398.5556
Terça 396.7778
Quarta 355.4000
Quinta 422.3333
Sexta 566.8889
Sábado 687.8000
Tabela 5.4: Média Diária de Visitas por Dia da Semana
5.2.4 Número de Zonas por Visita
Avaliamos o número de zonas que habitualmente são visitadas no decorrer de uma
visita. Seguindo a sugestão dos gestores da loja que consideram um tempo de per-
manência mínimo de três minutos de visita para cada cliente. Os dados resultantes
podem ser observados na tabela 5.5, onde se pode observar que aproximadamente
83% das visitas não permanecem mais de três minutos em mais de duas zonas.
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Testamos, ainda, um tempo de permanência mínimo de dois minutos, de modo a per-
ceber se existia uma diferença considerável em relação aos três minutos. Os resultados
podem ser observado na tabela 5.6. Apesar de ter uma percentagem menor face ao
tempo de permanência de três minutos, as visitas continuam maioritariamente a não
ter mais de duas zonas. Aproximadamente, 70% das visitas não tem mais de duas
zonas visitadas.
Número de Zonas Percentagem de Visitas
1 56.5977742
2 26.3910970
3 9.7774245
4 5.0874404
5 1.1923688
6 0.9538951
Tabela 5.5: Número de Zonas por Visita (3mins)
Número de Zonas Percentagem de Visitas
1 44.0996948
2 25.5340793
3 15.5645982
4 8.1383520
5 2.2889115
6 2.1363174
7 0.3560529
8 0.8138352
10 0.5086470
11 0.5595117
Tabela 5.6: Número de Zonas por Visita (2mins)
5.2.5 Relação Entre a Duração de Visita e a Hora
A duração das visitas é um aspeto importante na resolução deste problema, pois
será vital para o sucesso na previsão deste atributo. Nesta secção, fazemos uma
análise sobre a inﬂuência de cada período do dia em relação à duração das visitas.
Os parâmetros para traduzir a hora em período do dia podem ser visualizados na
tabela 5.9.
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Na ﬁgura 5.5 apresentamos diagramas de caixas incidentes sobre a duração das visitas,
separados por períodos do dia. Não existe uma diferença signiﬁcativa nos diferentes
períodos do dia. Como se pode observar, apesar de existirem algumas diferenças no
número de outliers, a duração mantém-se constante. De facto, se observarmos a média
da duração de visitas em cada período do dia (tabela 5.7) a diferença é insigniﬁcante.
A maior diferença não chega a seis segundos.
Figura 5.5: Relação Entre a Duração de Visita e a Hora
Período do dia Média de Duração (Segundos)
Manhã 311.6536
Almoço 316.1578
Tarde 317.2488
Jantar 312.6108
Noite 317.5485
Tabela 5.7: Medía da Duração de Visitas Por Altura do Dia
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5.2.6 Tempo de Permanência em Cada Zona
Entende-se que o que mais inﬂuenciará o tempo total de uma visita será o tempo
de permanência em cada zona. Nesta secção, fazemos uma análise ao tempo de
permanência em cada zona. Todas as durações do intervalo de tempo em análise
estão representadas nos diagramas de caixas da ﬁgura 5.6 e complementadas pela
tabela 5.8 com as médias de duração de visita.
As diferenças nas durações de cada zona não são elevadas. A zona de natação é a
que tem durações mais elevadas, apesar de não ser a zona mais visitada. Não existe
uma relação entre as zonas mais visitadas (secção 5.2.1) e as zonas com um tempo de
visita maior.
Destaque para o facto das duas zonas promocionais serem das que apresentam um
tempo de visita maior. Estas zonas, normalmente situadas à entrada da loja, estão
constantemente a ser alteradas precisamente com o objetivo de captar a atenção dos
visitantes. Pela observação dos dados, podemos constatar que o objetivo está a ser
cumprido.
Zona Média de Duração (Segundos)
Nike Futebol 291.8047
Têxtil Essentials 312.9942
Calçado Running 301.7548
Calçado Futebol 291.3041
Ciclismo 294.4362
Outdoor 308.9567
Têxtil Casual 326.7096
Caixas 311.7403
Têxtil 2 335.0126
Têxtil Outdoor 310.7672
Têxtil Equipamentos Running 299.4927
Máquinas Fitness 315.5000
Natação 353.9877
Promocional Direita 336.7107
Promocional Esquerda 331.8691
Futebol 295.7973
Tabela 5.8: Medía da Duração de Visitas Por Zona
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Figura 5.6: Duração por Zona
5.3 Preparação dos Dados
O conjunto de dados disponibilizados pela tecnologia BIPS, notação JSON, e, pos-
teriormente, importados para o R sofreram algumas alterações no sentido de serem
armazenados num formato adequado a ser utilizado nas diferentes análises a realizar.
O atributo timestamp que contém o momento temporal da primeira deteção do
dispositivo naquela zona foi traduzido para o tipo Date, de modo a tornar-se mais
percetível. A zona é disponibilizada pelo BIPS como um número, não sendo percetível
a que nome pertence esse número. Deste modo, foi também importado para o R uma
tabela de tradução e implementada uma função que traduz todos os números da zona
para o seu respetivo nome armazenado, em seguida, como factor .
De forma a facilitar todas as analises relacionados com o momento da visita foram
criados atributos adicionais. Deste modo, foram adicionados os atributos: day -
atributo indicativo do dia da visita; hour - atributo indicativo da hora da visita;
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time_day - atributo indicativo da altura do dia da visita (tabela 5.9 indica a
tradução da hora para este novo atributo); weekday - atributivo indicativo do dia da
semana da visita.
Todo o conjunto de dados é armazenado num data frame devido à ﬂexibilidade que
este tipo de dados oferece para visualização e análise dos dados e pela compatibilidade
com as mais diversas técnicas de modelação.
Hora Altura do dia
<12h Manha
>=12h & <14:30h Almoço
>=14:30h & <19h Tarde
>=19h & <21:30h Jantar
>=21:30h Noite
Tabela 5.9: Alturas do Dia
Procedemos, ainda, a uma limpeza dos dados, pois existe várias situações de deteções
com uma duração extremamente curta em algumas zonas. Isto deve-se ao ruído
associado nas deteções. Estas curtas deteções por não terem relevância para a análise
dos dados são eliminadas.
Foram também desenvolvidas funções de forma a eliminar os dados que à partida
não representam um cliente. Existem dispositivos com várias horas seguidas na loja,
estes poderão pertencer a funcionários da loja ou serem meramente computadores ou
qualquer outro dispositivo eletrónico pertencente à loja que emita radiofrequências,
tal como wireless. Um simples telemóvel esquecido na loja causará ruído nos dados. A
função desenvolvida tem como parâmetro o número máximo de tempo diário passado
na loja para que se possa considerar válido. Por defeito é invalidado qualquer registo
que ultrapasse as quatro horas diárias na loja, devido á indicação dos gestores da
loja sobre a existência de turnos de funcionários com duração de quatro horas e por
usualmente nenhum cliente passar tanto tempo na loja. Os outros dispositivos que
passam menos tempo diário mas que não pertencem a clientes são excluídos através
de um processo simples de deteção de outliers. Esta deteção incide sobre a duração
que o dispositivo permanece consecutivamente na mesma zona. Se o dispositivo passa
demasiado tempo no mesmo local poderá, por exemplo, ser um mero ecrã publicitário.
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5.4 Modelação
O objetivo principal passa por atendendo a um layout, real ou não, calcular a média da
duração de visitas. A nossa abordagem consiste em criar, inicialmente, um gerador de
visitas. O objetivo é que as visitas geradas sejam representativas das visitas reais, ou
seja, se são geradas cem visitas é expectável que tenham uma distribuição do número
de zonas visitadas e da associação entre elas idênticas a cem visitas reais anteriormente
observadas.
Em seguida, dado um determinado layout é calculada a duração das visitas geradas.
Esta duração é calculada através de modelos preditivos da duração de visita em cada
zona e da média que cada cliente demora a passar de uma parte da loja para outra,
dependendo da distância entre estas. O tempo de passagem entre cada zona da loja
é calculado através de um histórico em que se avalia as médias do tempo que um
visitante demora a percorrer uma determinada distância, por distância é considerado
o número de zonas que é preciso atravessar de uma zona até à zona destino.
5.4.1 Gerador de Visitas
A construção do gerador de visitas baseia-se em dados reais, de modo a ser o mais
realista possível. Deste modo, são utilizadas anteriores visitas e é calculada a pro-
babilidade de um visitante transitar de uma zona da loja para outra diferente. De
início, com base num histórico, serão calculadas as probabilidades que cada zona tem
de ser a primeira a ser visitada. O simulador utiliza essas probabilidades, sendo que
quanto maior, maior probabilidade da zona ser escolhida pelo simulador. As transações
seguintes são simuladas de igual modo, utilizando para isso cadeias de Markov. Em
cada estado, apenas interessa o estado atual para selecionar o estado seguinte. Cada
estado tem uma transação para a saída da loja. A saída é em todas as zonas a
transação mais provável de acontecer. Este dado é expectável na medida em que as
visitas percorrerem poucas zonas, em regra, cerca de 80% das visitas apenas visitam
uma ou duas zonas diferentes.
5.4.1.1 Comparação Com Gerador Aleatório
Com o objetivo de testar a eﬁcácia do gerador de visitas desenvolvido foi, inicialmente,
comparado com outro gerador praticamente aleatório. Este gerador aleatório apenas
tem um parâmetro para limitar o número de zonas por visita, de forma a não gerar
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visitas demasiado longas e irrealistas. A tabela 5.10 e a tabela 5.11 representam a
comparação das percentagens de visitas geradas reais em cem visitas geradas e em mil
visitas geradas respetivamente. Por exemplo, na segunda linha da tabela 5.10, das
cem visitas geradas pelo gerador proposto 76% são iguais a visitas anteriores, ao passo
que no gerador aleatório apenas 28% correspondem a visitas reais anteriores.
Em suma, é notória a maior semelhante do gerador aqui proposto com as visitas reais
comparativamente a um gerador aleatório. Sendo, por isso, mais representativo do
comportamento habitual de um visitante da loja de desporto.
Número de Zonas
1 2 3
Gerador Proposto 100% 76% 6%
Gerador Aleatório 100% 28% 0%
Tabela 5.10: Desempenho do Gerador de Visitas em 100 Testes
Número de Zonas
1 2 3
Gerador Proposto 100% 74% 5.2%
Gerador Aleatório 100% 27.1% 0.4%
Tabela 5.11: Desempenho do Gerador de Visitas em 1000 Testes
Os testes aos dois geradores, repetidos várias vezes, revelaram-se sistematicamente
idênticos. A percentagem de visitas reais geradas no gerador proposto apresentaram-
se sempre consideravelmente superiores às geradas pelo gerador aleatório. Contudo, de
forma a conﬁrmar que os resultados não foram um mero acaso efetuamos um teste de
hipótese. O teste escolhido foi o Qui Quadrado que nos permite, com base no número
de sucessos e insucessos, avaliar se os resultados obtidos são realmente estatisticamente
diferentes ou, se por outro lado, não existe uma diferença signiﬁcativa entre os dois
podendo dever-se apenas a um mero acaso.
Adotamos como H0 a hipótese de não haver diferença entre os dois geradores e excluí-
mos da análise percursos com apenas uma zona. Esta decisão deve-se, fundamental-
mente, ao facto de ser estatisticamente impossível que algum dos dois geradores não
tenham sucesso em todos os casos, uma vez que, como anteriormente identiﬁcamos,
todas as zonas têm associadas clientes que as visitaram sem que tenham visitado
qualquer outra zona. Deste modo, consideramos para o teste os sucessos em mil
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testes para percursos de duas zonas e em mil testes para percursos de três zonas.
O teste de Qui Quadrado resultou num nível descritivo de 2.2 × 10−16, deixando
assim conﬁrmada a vantagem do gerador desenvolvido em detrimento de um gerador
aleatório. O resultado não é surpreendente já que há uma imensa diferença entre o
número de sucessos obtidos pelos dois geradores.
5.4.1.2 Distribuição do Tamanho de Percursos
O tamanho de percurso, ou seja, o número de zonas que são frequentadas durante
uma visita, obedecendo a um tempo de permanência mínimo é um requisito para a
viabilidade do gerador.
Efetuamos um teste ao tamanho dos percursos que consistiu em comparar a distribui-
ção de tamanho de percursos reais com a distribuição gerada pelo nosso gerador de
visitas.
A tabela 5.12 ilustra a comparação da distribuição de mil visitas reais com mil
visitadas geradas. Dada a semelhança entre as duas distribuição, consideramos o
requisito cumprido com sucesso e reforçamos, assim, a viabilidade na utilização do
gerador de visitas.
Número de Zonas Visitadas
1 2 3 4 5
Visitas Reais 57% 25% 15% 2% 1%
Gerador Proposto 49% 30% 15% 4% 2%
Tabela 5.12: Distribuição do Tamanho de Percursos
5.4.2 Previsão da Duração em Cada Zona
Para podermos prever a duração de qualquer visita num dado layout, começamos por
construir modelos preditivos para prever a duração de uma visita às diferentes zonas
da loja. Foram consideradas as técnicas de regressão tal como as árvores de regressão,
as regras de regressão, a regressão linear, e a support vector machine.
De modo a testar os modelos, construímos uma função em R que seleciona, alterna-
tivamente, uma diferente semana do conjunto de dados e avalia essa semana como
conjunto de teste. Este modelo foi construído com base num conjunto de treino que
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será constituído por todo o conjunto de dados com exceção da semana que compõe o
conjunto de teste.
Na tabela 5.13 apresentamos o RMSE resultante da avaliação de todas as semanas
com as seguintes variáveis preditivas: weekday - dia da semana que se efetua a visita;
time_day - período do dia da visita em que a visita é efetuada; zone - zona para a
qual pretendemos prever a duração. Por observação da tabela, destacamos o método
baseado em árvores de regressão como o mais apto para prever a duração de visita em
cada zona, pois tem associado um menor erro.
A tabela 5.14 apresenta o resultado obtido por uma experiência idêntica à anterior,
porém foi retirado o atributo zone e, em vez de criar um modelo comum a todas as
zonas, a função cria um modelo para cada zona. O objetivo desta nova estratégia é
perceber se trará vantagens ao nível de precisão ter modelos com conjuntos de treino
mais reduzidos, mas mais idênticos entre si, apesar de estarmos cientes que nos casos
em que a zona tivesse uma elevada inﬂuência no resultado, esta seria tida em conta
pelos métodos de previsão devido a ser uma variável preditiva. Pela observação da
tabela, podemos veriﬁcar que um modelo por zona torna-se mais prejudicial ao nível
da precisão. A linha da tabela com o método de previsão Média é um modelo que
apenas calcula a média aritmética das durações em cada uma das diferentes zonas.
Deste modo, em cada previsão apenas é atribuído como previsão a média aritmética
do tempo de duração das visitas do conjunto de treino na mesma zona.
Ainda que por uma diferença não muito signiﬁcativa, a previsão baseada na média
aritmética revela-se mais eﬁcaz que todos os métodos de regressão mais complexos,
exceção feita às árvores de regressão. Este aspeto deve-se, principalmente, ao facto,
tal como observamos na secção 5.2, não existirem padrões de comportamento bem
deﬁnidos, ou seja, todas as variáveis estudadas não têm uma inﬂuência considerável
sobre o tempo de duração das visitas. Na verdade, a duração desenvolve-se sem
qualquer ligação às restantes variáveis, ou seja, é independente das restantes, o que
diﬁculta a criação de modelos preditivos.
Método de Previsão RMSE
Árvores de Regressão 137.4601
Regras de Regressão 149.3688
Regressão Linear 150.3096
SVM 150.3096
Tabela 5.13: RMSE na Previsão da Duração de Visita
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Método de Previsão RMSE
Árvores de Regressão 138.2529
Regras de Regressão 149.8603
Regressão Linear 150.7682
SVM 150.7682
Média 144.8204
Tabela 5.14: RMSE na Previsão da Duração de Visita - Um Modelo Por Zona
Foram testados outros modelos com várias combinações de variáveis preditivas. No
caso das visitas reais, conseguimos uma redução da margem de erro com o uso de
variáveis autorregressivas, tais como o tempo de duração que o visitante teve na zona
anterior à que queremos prever (aplicado apenas em visitas com mais do que uma
zona). Os valores de RMSE resultantes podem ser visualizadas na tabela 5.15 que
apresenta um modelo para todas as zonas e na tabela 5.16 com um modelo por zona.
Apesar desta melhoria signiﬁcativa, este modelo não foi incluído na ferramenta pelo
facto de não poder ser usado em visitas que não sejam reais. Numa visita real sabemos
à priori o tempo real que esta passou numa zona anterior, porém numa visita criada
pelo gerador de visitas desenvolvido não temos um tempo passado numa zona anterior.
Utilizar como variável autorregressiva uma variável também ela anteriormente prevista
seria aumentar o erro, pelo que este método de previsão não pode ser transposto para
o nosso simulador ﬁnal baseado em visitas artiﬁciais.
Método de Previsão RMSE
Árvores de Regressão 114.7509
Regras de Regressão 123.4640
Regressão Linear 117.5367
SVM 117.1687
Tabela 5.15: RMSE Com Variável Autorregressiva
Método de Previsão RMSE
Árvores de Regressão 119.0991
Regras de Regressão 120.5178
Regressão Linear 114.3217
SVM 117.1687
Tabela 5.16: RMSE Com Variável Autorregressiva - Um Modelo Por Zona
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Testamos outras combinações de variáveis preditivas de forma a melhorar os modelos
de previsão, como por exemplo: quantidade de zonas anteriormente visitadas, tempo
meteorológico (disponibilizado pelo BIPS), hora de visita (maior granularidade que
altura do dia) e zona anteriormente visitada. Nenhum modelo teve uma maior precisão
que as árvores de regressão com as variáveis preditivas: zone, weekday e time_day.
A diferença entre utilizar árvores de regressão como método preditivo ou utilizar apenas
a média de duração em cada zona não é grande. O modelo ﬁnal de árvores de regressão
consegue uma ligeira diminuição da margem de erro devido a agrupar a média de algu-
mas zonas. Existem zonas que, por terem visitantes com comportamentos idênticos,
é benéﬁco serem agrupadas na média em vez de serem consideradas separadamente.
De forma a conﬁrmar a vantagem de árvores de regressão foi efetuado um teste de
hipótese, teste de Wilcoxon. Foi considerado como H0 não existir uma diferença
signiﬁcativa entre árvores de regressão e o modelo de previsão baseado apenas nas
médias de cada zona. O nível descritivo obtido foi de 0.0006355. Um valor de suporte
suﬁcientemente baixo, inclusive inferior aos 5%, usualmente adotados como o suporte
mínimo para considerar a hipótese H0 como válida.
Todos os elementos supra referenciados levaram-nos a adotar árvores de regressão como
o método de previsão da duração de permanência em cada uma das zonas visitadas.
5.4.3 Desempenho do Simulador
A melhor forma de testar o desempenho do simulador será prever a duração de visita
de tempos reais, num layout real. Como já testamos a ﬁabilidade do gerador de visitas,
caso o simulador tenha um bom desempenho com visitas reais, também estará apto a
simular tempos de duração de visitas criadas pelo gerador anteriormente desenvolvido.
A ﬁgura 5.7 demonstra, através de diagramas de caixas, o erro absoluto para todos os
tempos de visita do período de tempo disponível. Está representado também o erro
absoluto dividido pelo tempo de duração real. A ﬁgura 5.8 é idêntica à anterior, porém
divide os diferentes diagramas de caixa pela quantidade de zonas visitadas durante a
visita real e não pelo tempo de duração de visita.
A margem de erro do simulador demonstra-se positiva para a generalidade das visitas.
Apesar de existir casos que têm um erro elevado associado, esses casos representam
visitas com um tempo de duração e número de zonas visitadas elevado, o que usual-
mente acontece com pouca frequência, pelo que a importância de prever estes casos
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torna-se menor.
Nos casos mais incomuns já seria de esperar uma margem de erro maior, pois existindo
um maior número de zonas visitadas faz com que exista um aumento do erro à medida
que se prevê a duração em cada zona, mais os tempos de passagem entre as diferentes
zonas. Por seu lado, as visitas com elevada duração também têm associado um
erro maior, pois a maioria das visitas têm curtas durações, impossibilitando assim
a previsão precisa de visitas com um tempo de duração elevado.
Figura 5.7: MAE das Previsões por Tempo
101
Figura 5.8: MAE das Previsões por Número de Zonas
5.5 Avaliação
A avaliação da ferramenta foi feita através de um teste prático, deste modo foram feitos
vários testes para avaliar o desempenho. Nesta secção, descrevemos, primeiramente,
um resultado obtido pela ferramenta quando testada com um layout radical que separa
todas as zonas com produtos têxtil. Posteriormente, descrevemos a avaliação do ponto
de vista de negócio, com a opinião dos futuros utilizadores da ferramenta e especialistas
em gestão organizacional.
5.5.1 Layout Radical
Tal como referimos na secção 5.1.1, o principal problema do layout atual é ter as
zonas mais frequentadas muito próximas entre si. Ao afastar essas zonas, o tempo de
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passagem entre elas ﬁcará maior, pelo que é expectável que a duração média de visita
aumente.
Foram feitas quatro alterações no layout, estando as quatro ilustradas na ﬁgura 5.9.
As zonas que têm uma seta a unir foram trocadas de posição, sendo que a disposição
das zonas na imagem já representam o layout resultante da alteração. Deﬁnimos este
novo layout por layout radical, pelo facto de implicar uma mudança grande em relação
ao atual. Partimos de um paradigma em que os produtos têxtil estão geograﬁcamente
próximos e as zonas mais visitadas em posição central da loja, para um paradigma que
promove uma maior heterogeneidade entre as zonas visitantes e a distancia do centro
da loja às zonas que habitualmente têm um maior número de visitantes.
Geramos mil visitas com base no gerador de visitas da secção 5.4.1. A tabela 5.17
apresenta as médias da duração das mil visitas criadas, tanto para o layout atual,
como para o layout radical.
Como esperado, o tempo de passagem entre as zonas do layout radical origina uma
maior retenção dos clientes na loja. O layout radical é mais propício a compras não
planeadas.
Figura 5.9: Layout Radical
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Duração Média (Segundos)
Layout Atual 613
Layout Radical 673
Tabela 5.17: Diferança na Duração Média Entre Dois Layouts
5.5.2 Feedback de Especialista
Terminada a implementação tentamos medir o futuro impacto da ferramenta desen-
volvida através de reuniões com as pessoas que consideramos serem os intervenientes
mais qualiﬁcados para a avaliar.
A Around Knowledge é uma empresa com vasta experiência em análise de negócios,
procurando constantemente identiﬁcar e resolver problemas de negócio dos seus clientes
através da tecnologia BIPS por eles comercializada.
A equipa da Around Knowledge mostrou-se entusiasmada com o trabalho e motivada
para o integrar no dashboard de todos os clientes aos quais se enquadre a utilização
desta ferramenta. A visão dos responsáveis de marketing vai ao encontro das referên-
cias encontradas sobre o relacionamento positivo entre o aumento da duração de visitas
e o aumento do número de compras não planeadas. Nessa medida, aperceberam-se da
importância de reter os visitantes na loja, tal como a necessidade de uma ferramenta
que auxilie uma decisão de alteração de layout de forma a evitar testar disposições
desnecessárias. Para tal, é necessário encontrar um grupo mais restrito de alterações,
sendo certo que numa loja de grandes dimensões o número de possíveis combinações
entre todas as zonas é muito extenso.
Do lado dos gestores da cadeia de lojas revelaram que a estratégia que tinham anteri-
ormente delineado passava por analisar o posicionamento das pessoas antes e depois da
alteração de layout através das estatísticas diariamente disponibilizados pelo dashboard
do BIPS, pelo número de vendas realizadas, pelos lucros obtidos e por observação
direta do comportamento das pessoas. Esta observação direta é efetuada por um
funcionário da loja com o auxílio de câmaras de videovigilância, assim consegue uma
visão privilegiada dos habituais comportamentos dos clientes e periodicamente reporta-
os a um gestor.
Os gestores da cadeia de lojas não tinham qualquer ferramenta à sua disposição
que lhes permitisse prever, antecipadamente, o impacto das alterações de layout na
duração de visitas, pelo que consideraram muito inovador e mostraram-se recetivos à
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sua adoção.
5.6 Desenvolvimento
Esta ferramenta será integrada no dashboard da tecnologia BIPS, desenvolvido pela
Around Knowledge para a cadeia de lojas cliente. Deste modo, através de uma interface
Web será possível um gestor da cadeia de lojas efetuar uma alteração virtual de layout.
Primeiramente, será permitido escolher a loja em que o gerador se baseia para criar
visitas simuladas (apesar de ainda não estar disponível, futuramente, a tecnologia
BIPS estará em todas as lojas de desporto do grupo). Por ﬁm, será apresentado o
tempo médio de visita, sendo que o gestor poderá selecionar dois layouts, de forma a
prever a duração das mesmas visitas em simultâneo nos dois layouts. Deste modo, todo
o processo de avaliação de um layout será simpliﬁcado com o auxílio da ferramenta
aqui desenvolvida.
O gerador de visitas irá estar em constante atualização, ou seja, as probabilidades
de transação entre cada zona pelas quais o gerador de visitas se baseia irão ser
constantemente recalculadas com base em dados mais recentes.
5.6.1 Plano de Monitorização Contínua
A caraterística do simulador avaliar tempos de visita quer com visitas simuladas,
através do gerador de visitas, quer na avaliação de tempos de visita com base em
visitas reais facilita todo o processo de avaliação. Ao fazer simulações com visitas
reais irá ser devolvido um tempo de visita que poderá ser comparado com o tempo
de visita real, permitindo assim ﬁcar com uma plena noção sobre o desempenho do
simulador.
Todo o simulador desenvolvido deverá funcionar corretamente quando aplicado a
outros layouts e outras lojas, porém os padrões de comportamentos dos visitantes
poderão ser diferentes de loja para loja. Deste modo, sempre que a ferramenta
for aplicada em novas condições, deverá ser testado o simulador com dados reais,
avaliando assim as alterações nas margens de erro de forma a ponderar a necessidade
de por exemplo repensar os métodos de previsão da duração de visita. Um método de
previsão poderá ser o mais indicado para uma loja e não para uma outra loja diferente.
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A ferramenta aplicada sempre à mesma loja, poderá igualmente sofrer uma degradação
na precisão. Por exemplo, a abertura de uma loja concorrente na proximidade poderá
originar uma alteração no comportamento das pessoas. Deste modo, periodicamente,
será também avaliada a margem de erro na simulação dos tempos de visita em visitas
reais.
O gerador de visitas também será alvo de uma avaliação contínua. O gerador de
visitas tem uma implementação baseada numa cadeia de Markov de primeiro grau,
ou seja, apenas o estado atual inﬂuencia o estado seguinte. Este gerador tem um
bom desempenho devido à loja atual ter percursos de visitas curtos, uma vez que a
saída tem sempre uma probabilidade elevada de ser escolhida como próximo estado
e isto faz com que o gerador gere visitas muito curtas. A distribuição do número
de zonas visitadas pelas visitas do gerador é idêntica à distribuição apresentada nas
visitas reais. Numa loja que tenha visitas com percursos maiores, em que a saída
tenha uma menor probabilidade de ser a zona escolhida, poderá levar a casos em que a
saída demorará muitas iterações a ser escolhida. Consequentemente, o gerador poderá
criar visitas demasiado grandes comparativamente às reais, existindo a possibilidade
de, por exemplo, entrar em ciclo visitando repetidamente zonas iguais antes de sair
da loja. Neste caso, a resolução passará por adaptar o gerador, de modo a não ter
por base uma cadeia de Markov de primeiro grau, mas sim de um grau superior. Para
decidir a próxima transação dentro da loja não será tido em conta apenas o estado
atual, mas passará, ainda, a ter em conta os estados anteriores, ou seja, anteriores
zonas já visitadas.
5.7 Futuros Melhoramentos
O facto de apenas dispormos de dados de uma das cem lojas que a cadeia de lojas
detém e, apenas, de um layout limitou a nossa investigação, nomeadamente ao nível
da avaliação do simulador quando testado com um layout diferente do real.
A iminente expansão da tecnologias BIPS a todas as lojas do grupo, bem como a
decisão dos gestores em futuramente alterar o layout da loja analisada neste trabalho
permitir-nos-ia traçar um plano referente às futuras intervenções na ferramenta pro-
posta. Deste modo, pretendemos calibrar o simulador a cada novo cenário a que este
venha a ser aplicado.
Ao monitorizar o comportamento dos visitantes numa loja, anteriormente e posterior-
mente à alteração de layout, conseguiremos perceber qual a atual precisão do simulador
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e retirar informações importantes de modo a deﬁnir uma estratégia que vise aumentar
a precisão do simulador. Será útil perceber, não só o aumento do tempo de passagem
entre as zonas, mas também medir o possível impacto que uma alteração provocará
nas visitas às restantes zonas depois de uma alteração de layout. Isto é, percecionar
se haverá ou não um aumento das visitas e da sua duração nas zonas posicionadas
no percurso entre as duas zonas mais frequentadas pelos mesmos visitantes, depois de
uma alteração de layout nas mesmas.
De forma a calibrar rapidamente o simulador, o ideal seria proceder-se, com alguma
frequência, a trocas no layout das lojas. No entanto, tal poderá representar uma
despesa adicional para a organização, na medida em que a troca na disposição dos
produtos acarreta um acréscimo da logística na loja com todos os custos a esta
inerentes. Acreditamos que este custo adicional será compensado pela fonte de co-
nhecimento que representa para a organização. Do ponto de vista económico, vários
especialistas defendem a preferência por estratégias de inovação que permitam um
crescimento a longo prazo, face a estratégias com vista à obtenção imediata de lucro,
por exemplo António Pereira de Almeida defende que a apresentação imediata de
lucros de exercício, pode levar a cortes nos investimentos estruturais nas despesas de
funcionamento e nos gastos de I & D (Investigação e Desenvolvimento), que podem
afetar a rentabilidade futura da empresa [81].
107
Capítulo 6
Conclusões
Com este trabalho, auxiliamos com sucesso a resolução de dois problemas de negócio,
utilizando para isso técnicas de data mining. Recorremos a vários métodos de regressão
com vista a prever uma variável numérica bem como técnicas de simulação e avaliação.
No primeiro problema, capítulo 4, estudamos diferentes métodos de regressão, destacando-
se como mais preciso um método baseado em árvores de regressão. Este método
proposto consegue, eﬁcazmente, prever o número de visitantes de um centro comercial
ou de outras superfícies comerciais. Em comparação com o método de previsão
desenvolvido na Around Knowledge, o modelo aqui proposta representa uma poupança
de mais de cinco mil euros em menos de meio ano, sendo um valor calculado por defeito
por não ser possível estimar com exatidão a perda de oportunidades de negócio que
poderá ter um recurso humano em falta. Concluímos, por isso, que o valor de poupança
poderá ainda ser maior ao que é atribuído pelo modelo de custos.
Efetuamos, ainda, um teste de hipóteses Diebold-Mariano para testar a signiﬁcância
estatística na substituição do modelo anteriormente existente na Around Knowledge
pelo modelo aqui proposto. O teste incidiu sobre o erro obtido nas previsões de
ambos os modelos e os resultados obtidos foram esclarecedores, concluindo que a
margem de erro associada aos dois modelos é estatisticamente signiﬁcativa. Perante
os argumentos aqui apresentados, a Around Knowledge concordou com a inclusão do
modelo desenvolvido no dashboard que disponibiliza ao cliente.
No segundo problema, capítulo 5, estudamos o impacto que uma mudança num layout
de uma loja de desporto poderá ter no tempo de duração das visitas com vista a
aumentar as compras não planeadas.
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Construímos um gerador de visitas com base nas visitas reais e cadeias de Markov para
simular percursos na loja. Este simulador tem um desempenho positivo, avaliado atra-
vés da distribuição do número de zonas visitadas por cada cliente e pela comparação
com um gerador de percursos aleatório. A comparação incidiu nas semelhanças dos
caminhos do gerador face aos caminhos reais. Apenas em percursos que contêm uma
única zona visitada o gerador aleatório consegue ter o mesmo número de percursos
reais que o gerador desenvolvido (100% dos percursos). Nos percursos com mais de
uma zona visitada, o gerador desenvolvido tem mais do dobro da percentagem de
caminhos reais que o gerador aleatório.
Depois de gerar diferentes percursos é possível prever o tempo médio da duração das
visitas geradas num dado layout. Deste modo é possível adquirir uma maior noção
do impacto que um layout provocará na duração das visitas, prevendo-se, ainda, um
aumento do número de compras não planeadas. Esta previsão foi realizada através do
calculo antecipado do tempo de passagem entre as diferente distâncias da loja e de um
modelo baseado em árvores de regressão, para que pudéssemos estimar a duração de
cada visitante nas diferentes zonas da loja.
Como esta ferramenta, estimamos o tempo médio de visita de um layout radical, assim
denominado porque implica várias alterações no layout decorrente, principalmente, da
separação das zonas habitualmente mais visitadas, aumentando, deste modo, o tempo
de passagem entre elas. O simulador prevê que um aumento da distância das zonas
mais frequentadas traduzir-se-á num aumento do tempo médio das visitas. Neste
casos, dá-se um aumento de um minuto por visita, o que representará uma aumento
das probabilidades da existência de compras não planeadas, cumprindo assim um dos
objetivos estratégicos da gestão da cadeia de lojas desportivas em estudo.
Com este trabalho acreditamos ter aumentado a capacidade competitiva das duas
organizações, tornando-as mais aptas, mais ﬂexíveis a mudanças e futuramente mais
lucrativas. Atendendo ao nível da satisfação das organizações, acreditamos que com
este trabalho saiu reforçado o elo de conﬁança entre as organizações clientes e a Around
Knowledge, empresa que deu suporte a todo o trabalho aqui realizado.
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