Abstract. We first develop a spectrally accurate Petrov-Galerkin spectral method for fractional delay differential equations (FDDEs). This scheme is developed based on a new spectral theory for fractional Sturm-Liouville problems (FSLPs), which has been recently presented in [M. Zayernouri and G. E. Karniadakis, J. Comput. Phys., 252 (2013), pp. 495-517]. Specifically, we obtain solutions to FDDEs in terms of new nonpolynomial basis functions, called Jacobi polyfractonomials, which are the eigenfunctions of the FSLP of the first kind (FSLP-I). Correspondingly, we employ another space of test functions as the span of polyfractonomial eigenfunctions of the FSLP of the second kind (FSLP-II). We prove the wellposedness of the problem and carry out the corresponding stability and error analysis of the PG spectral method. In contrast to standard (nondelay) fractional differential equations, the delay character of FDDEs might induce solutions, which are either nonsmooth or piecewise smooth. In order to effectively treat such cases, we first develop a discontinuous spectral method (DSM) of Petrov-Galerkin type for FDDEs, where the basis functions do not satisfy the initial conditions. Consequently, we extend the DSM scheme to a discontinuous spectral element method (DSEM) for possible adaptive refinement and long time-integration. In DSM and DSEM schemes, we employ the asymptotic eigensolutions to FSLP-I and FSLP-II, which are of Jacobi polynomial form, both as basis and test functions. Our numerical tests demonstrate spectral convergence for a wide range of FDDE model problems with different benchmark solutions.
1. Introduction. Time-fractional differential equations (FDEs) appear in science and engineering applications as mathematical models representing subdiffusive transport with long history effects. Examples are chemical and contaminant transport in heterogeneous aquifers [4] , transport of passive tracers carried by fluid flow in a porous medium in groundwater hydrology [40] , propagation of mechanical diffusive waves in viscoelastic media [31] , long-time memory in financial time series [36] , etc. More applications of FDEs in the fields of physics, biology, chemistry, and finance can be found in [2, 24, 39] .
In some of these systems with subdiffusive processes, the future state is to some extent determined by their history. For such problems, delay terms cannot be omitted in spite of the whole history being considered by the FDEs. For example, many automatic control systems with feedback contain time delay [27, 41] ; time delay may are needed. Hence, due to the global nature of such problems, developing high-order global numerical methods for FDDEs is an effective approach to overcome this barrier.
Spectral methods and discontinuous Galerkin (DG) methods for time or space discretization of FDEs have been employed before. Li and Xu [29] proposed a spectral method for temporal discretization of the time-fractional diffusion equation and provided a priori error estimates. In [33] , Mustapha and Mclean applied a piecewiselinear DG method for time discretization and proved its superconvergence at the nodes. Khader, El Danaf, and Hendy [23] developed a spectral collocation method based on the generalized Laguerre polynomials for solving multiterm fractional orders initial value problems. For finite-difference methods and other numerical methods for FDEs, see [17, 28, 34, 37] .
With respect to FDDEs, a number of works have appeared in the literature. Khader and Hendy [22] proposed a Legendre pseudospectral method. Bhalekar and Daftardar-Gejji [9] transformed the FDDE into the Volterra integral equation for which they provided an algorithm based upon a composite trapezoidal quadrature formula and a predictor-corrector method. Wang, Huang, and Zhou [44] provided an iterative algorithm and proved that it is convergent to the Grünwald-Letnibov derivative under Lipschitz conditions. In [42] , Sweilam, Khader, and Mahdy studied the Chebyshev spectral method for the fractional order logistic differential equation with two delays. They also considered the fractional complex transform and variational iteration method to solve the equation.
Motivation. The objective of our paper is to develop generalized and spectrally accurate spectral and spectral element methods for deterministic FDDEs 0 D
ν t u(t) = h(t) − A(t)u(t) − B(t)u(g τ (t)) subject to the homogeneous Dirichlet initial condition.
To this end, we first develop a Petrov-Galerkin (PG) spectral method whose corresponding stiffness matrix is diagonal, and the corresponding mass and delay mass matrices are obtained exactly. Moreover, we study the wellposedness of the problem and then carry out the corresponding stability and convergence analysis of our scheme. Subsequently, we develop a discontinuous spectral method (DSM) of PG type with exact quadrature rules for the aforementioned FDDEs. This scheme is also extended to a discontinuous spectral element method (DSEM) for efficient longer time-integrations and adaptive refinement. These schemes are developed based on a new spectral theory for fractional Sturm-Liouville problems (FSLPs) in [46] and in continuation to the recent work on high-order methods for (nondelay) fractional ODEs [48] . In addition, these eigenfunctions have been recently employed as spacetime bases for solving fractional advection equation in [47] , and their corresponding nodal representations were used to develop fractional spectral collocation methods for nondelay fractional ODEs/PDEs [49] .
We examine a wide range of exact solutions with constant and time-dependent coefficients A(t) and B(t). We consider the delay term u(g τ (t)) to be of u(t − τ ), pantograph type u(qt), and harmonic delay form u(q sin(πt)). Consistently, in all the aforementioned test cases and schemes, spectral convergence of the L 2 -norm error is achieved. We furthermore examine delay problems whose exact solutions are discontinuous, and by employing the DSEM scheme we recover the spectral convergence.
The paper is organized as follows: in section 2, we first introduce the notation and the setting of the FDDE of our interest. In section 3, we introduce the space of basis and test functions for the continuous PG spectral method and present the wellposedness of the problem and the stability analysis of our spectral method and provide the error estimates. Next, we solve for various types of FDDEs. In section 4, we extend this scheme to DSM, where the the basis and test functions are asymptotically Downloaded 06/28/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php equivalent to the previous basis and test functions. We later generalize this method for the multielement domain and develop DSEM for possible long-time integration and adaptive refinement in this section. We end with the summary and discussion.
2. Notation and problem definition. For simplicity, we rewrite the FDDE of order ν ∈ (0, 1] as
where u(g τ (t)) is the term with time delay (we call it delay term in what follows) and g τ (t) could be t − τ , qt, or another function of t with g τ (0) ≤ 0 and g τ (t) ≤ t for t > 0. Here, u 0 (t) is the initial function when g τ (0) < 0 and the initial value when g τ (0) = 0. We choose u 0 (t) ≡ u 0 in all cases in this paper. 0 D ν t denotes the left-sided Reimann-Liouville fractional derivative of order ν ∈ (0, 1] following [38] , defined as
where Γ represents the Euler gamma function. We could also define the fractional differential operators in (2.1) to be the Caputo fractional derivatives
In fact, this fractional operator can be defined by (2.2) , where the order of the integration and differentiation is reversed. However, the two definitions are closely linked by the following relationship:
Hence, when u 0 = 0 in (2.1), these problems become identical to the corresponding problems with the Caputo derivatives by virtue of (2.3).
3. PG spectral method: Continuous and single-domain. As the first step, we develop a PG spectral method for the FDDE (2.1), subject to homogeneous Dirichlet initial conditions. To this end, we introduce the proper spaces of basis and test functions, where the basis functions satisfy the homogeneous initial condition exactly. Later, we shall show how this scheme can be generalized for any nonzero Dirichlet initial conditions. Hence, we denote the following spaces:
Then, the numerical scheme is to find u N ∈ U N such that
In what follows, we further elaborate on the choice of basis and test functions and their key properties.
Space of basis functions.
Here, we employ [46] . Now, let u 0 = 0 and t ∈ [0, T ]. Then,
represent the shifted basis functions of fractional order (n − 1 + μ) that is obtained through the affine mapping x = 2t/T − 1, transforming the standard interval [−1, 1] to [0, T ]. From the properties of the eigensolutions in [46] , the left-sided RiemannLiouville fractional derivative of (3.3) is given as (3.4)
stating that the μ th order fractional derivative of such fractional (nonpolynomial) basis functions of order (n − 1 + μ) is a standard Legendre polynomials of integer order (n − 1). Moreover, since u(0) = u 0 = 0, the aforementioned Riemann-Liouville fractional derivative is identical to the one of Caputo type by virtue of (2.3).
Space of test functions.
We test (2.1) against a different set of test functions, which are eigenfunctions of the FSLP of second kind, explicitly obtained in [46] as
, in our weak formulation. By carrying out the same affine mapping x = 2t/T − 1, we can obtain the shifted test functions
corresponding to the interval [0, T ]. Now, following [46] , the right-sided RiemannLiouville fractional derivative of (3.6) is obtained as
Having defined the basis and test functions, next we recall the following lemma in order to obtain the variational form in the PG spectral method. Lemma 3.1 (see [29] ).
,
The following lemmas are also useful in our analysis throughout the paper. 
Now, by taking the fractional derivative
x on both sides of (3.11), when β = −μ we obtain (3.12)
By the definition of the right-sided Riemann-Liouville integral 
In a similar fashion, by taking the fractional derivative
on both sides of (3.13), when α = −μ we obtain (3.14) 
Then for any 0 < ν < 1, there exists a constant C > 0 such that the solution of the problem (2.1) under the assumption (3.3), u, satisfies [32] . Define the following bilinear form:
and the linear functional
We first prove the coercivity. We need the following conclusion, see, e.g., [29, Lemma 2.4] : there are positive constants
By Cauchy inequality, (3.16), and (3.19), we have
Then we conclude from here and (3.19) that there exists a constant C > 0 such that
It can be readily checked that by the Cauchy inequality, (3.19) , and the fact that
Then by (3.20) , (3.21) , and the Lax-Millgram therorem, we have the wellposedness of the following problem: given any
and thus (3.17) holds.
Stability and error estimates of the numerical solution.
We note that (2.1) under the assumption (3.3) can be written in an equivalent form
T w, where w ∈ W N . By the property of the fractional integral (3.13) and derivative (3.7), we have w = t I μ T v and v ∈ V N , where Then the numerical scheme (3.1) can be written in an equivalent form:
where we have used the argument of integration by parts (3.1) and the projection
and r ≥ 0, we then have, see [10, Chapter 5] ,
Then we can represent (3.23) by
Noticing that 0 D μ t u N ∈ V N and taking 0 I μ t over both sides of (3.25), we have
where
, or we can simply write
which can be readily checked by the the property of the fractional integral (3.11).
The numerical solution (3.28) can be rewritten as
By Theorem 3.4, we have
It requires one to estimate
where we have used (3.24) and the fact that
Then by (3.29), we have When h = 0, we take N to +∞, we have u N = 0, and thus u N = 0. This proves the stability of the numerical scheme (3.1).
Theorem 3.5 (convergence rate). In addition to the assumptions in Theorem 3.4, assume also that the solution to (2.1) under the assumption (3.
. Let u N be the solution to (2.1) under the assumption (3.3). Then there exists a positive constant C independent of N such that
Moreover, we have
when all the weighted norms are bounded. Here, v ω r,r = ( 
where we also used the fact that 0 D
Similar to the proof of (3.29) and (3.31), we have
Similar to the proof of (3.30), we have
Then by (3.34), (3.35) , and (3.36), we obtain (3.32) via the triangle inequality. The estimate (3.33) can be obtained similarly if we use the estimate (see, e.g., [11] )
instead of the estimate (3.24). Remark 3.6. It is possible to obtain a sharper estimate for the convergence rate when the solutions and h belong to some subspace of the employed Sobolev spaces. Downloaded 06/28/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
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For example, when the solution belong to some weighted Sobolev spaces, such as in [11] , we can have better smoothness indices and may obtain a better convergence rate. In other words, the present error estimate is general and thus it may be conservative for many situations.
3.4. Implementation of the PG spectral method. In FDDE (2.1), we seek an approximate solution of the form
where a n are the unknown expansion coefficients to be determined. By plugging (3.37) into (2.1), we obtain the residual R N (t) as
to be L 2 -orthogonal to all elements in the set of test functions
Next, we choose μ = ν/2, and by Lemma 3.1, we obtain
where by (3.4) and (3.7) we obtain the stiffness term, i.e., the first term of (3.38), as
in which δ nk denotes the Kronecker delta and it highlights that this scheme yields a diagonal stiffness matrix on the left-hand side. By substituting (3.39) back into (3.38), we obtain the linear system S tot a = F, (3.40) in which a denotes the vector of unknown coefficients, F represents the load-vector whose components are obtained as are the Gauss-Lobatto-Jacobi quadrature weights and points corresponding to the Jacobi weight function (T − t) μ t 0 . Finally, S tot is the corresponding N × N matrix obtained as
where S is the diagonal N × N stiffness matrix whose diagonal entries are given as
and M denotes the A(t)-weighted N × N mass matrix whose entries are given as
in which w q and t q denote the Gauss-Lobatto-Jacobi weights and quadrature points associated with the weight function (T − t) μ t μ . Moreover, M delay represents the corresponding N × N delay mass matrix associated with the weight function B(t), given as
Based on the choice of the delay function g τ (t), we can obtain proper quadrature rules. For instance, if g τ (t) = t − τ , then
where w q and t q represent the Gauss-Lobatto-Jacobi weights and quadrature points associated with the weight function (T − t)
Alternatively, when we employ a pantograph delay function of form g τ (t) = ct, we obtain the entries of the delay mass matrix via
where, this time, w q and t q are the weights and quadrature points corresponding to (T − t) μ t μ . Remark 3.7. In the aforementioned quadrature rules, ≈ can be replaced by = if f (t), A(t), and B(t) are nice functions by choosing Q, Q M , and Q M d sufficiently large in the numerical simulations.
For the case of nonhomogeneous initial conditions when u(0) = u 0 = 0, we employ the method of lifting a known solution, where we decompose the solution u(t) into two parts as 
Moreover, we note that if we replace the fractional derivative in (3.47) by a Caputo one, the same scheme can be used, where this time h(t) ≡ L(t), since the Caputo fractional derivative of the constant initial value u 0 (= u D ) is identically zero.
3.5.
Numerical examples for the PG spectral method. We shall examine our PG spectral method for solving FDDE (2.1) for different cases. We consider the following model problems in which (i) A and B are constant and the delay term is represented as u(t − τ ), (ii) A(t) and B(t) are time-dependent yet the delay term is introduced as u(t − τ ), and (iii) A and B are constant but the delay term is represented as u(qt), known as pantograph delay, furthermore as u(q sin(πt)), introduced as harmonic delay for some real-valued q. In each model problem, we shall consider the following two exact solutions, one as a monomial (3.48) and the other one as a fractional function given as
However, the corresponding forcing term h(t) is specifically obtained in each model problem separately. In all test cases, we set the simulation time T = 1, and we examine two extreme values of fractional orders ν = 1/10 and 9/10. For each model problem, we present the corresponding log-linear L 2 -error of the numerical solution versus N , the order-index in (3.37) to assess the convergence rate.
Model Problem 3.4.1. Constant A = B = 1 and delay term u(t − τ ).
As the first example, we consider the following FDDE:
where τ is taken as a fraction of the whole simulation time T . We obtain the corresponding linear system from (3.40), where the stiffness matrix and the mass matrix are obtained by (3.43) and (3.44), respectively, in which A = B = 1. Given the analytical solutions, the corresponding forcing term h(t), associated with the monomial solution (3.48), is obtained as )/ log(
Hence, h(t) corresponds to the following fractional analytical solution (3.49):
correspondingly, the load-vector F k is obtained by plugging h(t) in (3.41).
In Figure 1 (left), we present the log-linear L 2 -error plot corresponding to fractional order ν = 1/10 and 9/10, where we have examined both of the exact solutions, given in (3.48) and (3.49). The first observation we make is that the results are independent of the time-delay τ , where error plots corresponding to τ = T /8, T /4, and T /2 coincide for each ν. Moreover, we observe that the rate of convergence for the case of u ext (t) = t 10 is higher than what is achieved when u ext (t) = t 13/2 sin(πt 4/3 ). We observe that u ext = t 10 is infinitely differentiable in contrast to the fractional functions u ext = t 13/2 sin(πt 4/3 ), which belongs to a lower class Sobolev space, and is not as smooth as the monomial case.
In addition, we obtain the rate of convergence in the Model Problem 3.4.1. in Figure 1 (right). While the theory conservatively estimates the rate of convergence in the case of u ext = t 10 (using the weighted norm) as 21 − ν, also, in the case of u ext = t 13/2 sin(πt 4/3 ) the rate is estimated as 16.6 − ν, and the table of convergence represents faster rates.
Model Problem 3.4.2. Time-Dependent A(t) and B(t) with delay term u(t−τ ).
As the second example, we consider
(t) = h(t) − A(t)u(t) − B(t)u( t
where τ is taken as a constant, and similar to the previous test-problem, to be a fraction of the whole simulation time T . 
We consider two choices for A(t) and B(t): (i) a cubic function A(t) = B(t) = t 2 − t 3 and (ii) harmonic function A(t) = B(t)

.2 with time-dependent A(t) = B(t) and delay term of form u(t − τ ): log-linear L 2 -error of the numerical solution to (3.52), versus N , the order-index in (3.37), corresponding to A(t) = B(t) = t 2 − t 3 (left) and A(t) = B(t) = sin(πt) (right).
Here, ν = 1/10 and ν = 9/10, also exact solutions u ext (t) = t 10 and u ext (t) = t 13/2 sin(πt 4/3 ) in each case, where the simulation time T = 1.
sin(πt). For each choice of A(t) and B(t)
, we separately consider the exact solutions shown in (3.48) and (3.49) .
In a similar fashion, in Figure 2 (left) and corresponding to A(t) = B(t) = t 2 − t 3 , we present the log-linear L 2 -error plot corresponding to fractional order ν = 1/10 and 9/10, where we make similar observations. Again, we demonstrate the spectral convergence, independent of the value of the time-delay τ for each ν, where we have examined τ = T /8, T /4, and T /2. This model problem demonstrates that our PG spectral method can be effectively employed for time-dependent coefficient FDDEs with the same ease. In Figure 2 (right), we plot the log-linear L 2 -error plot corresponding to fractional order ν = 1/10 and 9/10 for the case of A(t) = B(t) = sin(πt), where we make similar observations.
Model Problem 3.4.3. Constant A and B with delay term u(qt) and u(q sin(πt)).
As the third model problem, we consider the following FDDE:
where we have set A = B = 1 and have modified the time delay term as u( g τ (t) ). Here, we consider two forms of g τ (t); in the first test case, we consider the pantograph delay g τ (t) = qt. Subsequently, we set g τ (t) = q sin(πt), as a harmonic delay time term. We note that having such type of the delay term does not require the definition of the solution in [−τ, 0]. Now, for each delay term we provide the forcing term h(t) as (3.54) corresponding to the exact solution u ext (t) = t 10 , and
) Γ( −ν + t 13/2 sin(πt 4/3 ) (3.55)
associated with the exact solution u ext (t) = t 13/2 sin(πt 4/3 ). In Figure 3 (left) corresponding to u( g τ (t) ) = u(qt), and in Figure 3 u(qt), q ≤ 1 π , we present the log-linear L 2 -error of the numerical solution to (3.53), versus N , the order-index in (3.37). For both pantograph and harmonic delay problems and independent of the modulation coefficient q, we obtain the spectral convergence.
DG schemes. The most obvious difference between FDEs and
FDDEs is the initial data. For FDDEs we usually provide not just the value of the solution at the initial point, but also the history with the certain length related to τ , that is, the solution at times prior to the initial point. The fact that FDDEs have an initial history may lead to the exact solution being nonsmooth at t = 0, where the discontinuity of the higher derivatives might be further transmitted to the next points/elements along the time axis [15] . The property is important when solving FDDEs numerically, because general high-order numerical methods are intended for problems with solutions belonging to higher Sobolev spaces. Interestingly, in such cases, the points on which the exact solution become nonsmooth are always related to the time delay. For problems with constant time delays, such points are residing at t = τ, 2τ, . . . . This property and the useful information of the behavior of the exact solution could be exploited to develop high-order numerical methods in a multielement and discontinuous fashion.
Next, we present a new DSM to be later extended to a DSM for efficient adaptive refinement.
The relations (3.12) and (3.14) are useful in computing the corresponding stiffness matrix in the discontinuous scheme presented in the following section.
Next, we first develop a discontinuous spectral (single-element) scheme for FDDE (2.1), and subsequently we extend it to a discontinuous spectral element method in which we partition the computational domain into nonoverlapping elements, which allows us to develop a spectrally accurate scheme for the FDDEs where the exact solution is only piecewise continuous. We also define the space of test functions as 
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We note that V N ≡ V N ; however, we adopt this representation for efficient implementation of the scheme. We call P η,0 j ( x(t) ) and P 0,χ k ( x(t) ) asymptotic eigenfunctions of FSLP-I and FSLP-II, which are polynomials. We shall show how this choice of basis and test polynomial functions leads to efficient and exact calculation of the stiffness matrices arising in the corresponding variational forms using standard Gauss-Legendre quadrature rules.
We follow a DG spectral method and seek an approximate solution to (2.1), where u(0) = u D = 0 generally, in the form
which ∀ϑ(t) ∈ V N satisfies the following variational form obtained from (2.1) in I = (0, T ] (see [48] ; also Lemma 3.5 in [47] ):
where (·, ·) I denotes the standard inner-product in the interval I,
the jump discontinuity of the solution at the initial condition, and ϑ(T ) is the test-function evaluated at the end of the time-interval.
We then choose η = χ = ν/2, and by substituting (4.3) into the scheme (4.4), and taking ϑ(t) = P
where by virtue of (3.12) and (3.14) and explicitly evaluating the end-points P
n , (4.5) yields the linear system S tot c = F, (4.6) in which c denotes the vector of unknown coefficients, F represents the load-vector whose components are obtained as
Downloaded 06/28/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (4.9) and M dis,delay represents the corresponding (N + 1) × (N + 1) delay mass matrix associated with the weight function B(t), given as
dis is the A(t)-weighted (N + 1) × (N + 1) mass matrix whose entries are given as 
where Λ kn is computed explicitly as
Remark 4.1. The stiffness matrix S dis is a full matrix whose entries satisfy S dis kn = (−1) k+n S dis kn . Hence, we need to compute only half of the entries. Moreover, such entries can be computed exactly using the following Gauss quadrature rule thanks to the weight function t −ν/2 (T − t) −ν/2 arising from the choice of the basis and test functions: (4.14)
This is true since
Here, t k 's are the Gauss-Lobatto-Jacobi quadrature points in the interval (0, T ] given by following [48] and Lemma 3.5 in [47] , where ξ −ν/2,−ν/2 j are the standard quadrature Gauss-Lobatto-Jacobi points in [−1, 1], and the corresponding weights are obtained as Figure 4 , corresponding to ν = 1/10 and ν = 9/10. The time delay is taken as τ = T /8, T /4, and T /2, where the convergence results again appear to be independent of τ . Here the exact solution is chosen as u ext (t) = t 13/2 sin(πt 4/3 ). We show that our DSM scheme yields spectral convergence with respect to N , similar to the PG method.
In addition to this test case, we have examined our DSM scheme for other examples shown in section 3.5, recovering the expected rate of convergence successfully. Moreover, we recall that DSM is still a single-domain spectral method, in which the basis functions employed in the expansion (3.37) do not satisfy the initial condition this time. In what follows, we extend this scheme to a multielement method for efficient discontinuity capturing and possible long time-integration. , t e+ 1 2 ] such that ∪ N el e=1 I e = [0, T ]. Next, we expand the solution in each element I e in terms of some basis functions, which are discontinuous at the interfaces of elements and test the problem against another set of test functions space. Here, we construct our basis and test functions based upon (4.1) and (4.2), employed in the development of the DSM scheme, as In our discontinuous spectral element method, we seek an approximate solution to (2.1) on eth time-element in the form
which ∀ϑ e (t) ∈ V N h satisfies the following bilinear form originated from projecting (2.1) onto ϑ e (t) in the time-interval I e = (t e− 1 2 , t e+ 1 2 ] as
Ie (4.20)
beginning form the first element, i.e., e = 1, and marching element-by-element along the time-axis to the e = N el . Here, (Δt) e denotes the time-length of the element I e . We note that the only difference between the scheme (4.20) and the discontinuous spectral (single-element) method in (4.4) is the history-term H e appearing on the right-hand side of (4.20) . We shall explain how this term represents an extra history-load included in (4.20) . We first write H e in the following convenient and computationally efficient form as
where F e (t) is the history function associated with element I e F e (t) = represents the δth derivative of the solution in I to be only evaluated at the boundaries of I . We recall that the approximate solution in each element is obtained in terms of the basis functions which are Jacobi polynomials in (4.1) whose derivatives can be obtained recursively thanks to their hierarchical structure. Hence, F e (t) is a polyfractonomial of degree N +μ, where μ = 1−ν ∈ (0, 1), defined in [46] . Furthermore, we note that when we take N el = 1 in the DSEM scheme, the history-load term H e = 0, and then the scheme becomes identical to the DSM scheme (4.4 where J e denotes a (N + 1) × (N + 1) jump matrix whose entries are obtained as (4.25) and M e,delay represents the corresponding (N + 1) × (N + 1) delay mass matrix for element "e," associated with the weight function B(t), given as
e is the A(t)-weighted (N + 1) × (N + 1) mass matrix whose entries are given as 
in which Λ kn is explicitly given in (4.13). In (4.23), F e represents the load-vector, associated with local element I e , whose components are obtained as (4.29) in which H e,k is given by
Remark 4.2. Similar to DSM, the stiffness matrix S e in DSEM scheme is also a full matrix, whose entries follow the property S e kn = (−1)
k+n S e nk . By the same argument, due to the weight function w e (t) appearing as a result of the choice of the basis and test functions, the entries of S e can be computed exactly using a standard quadrature rule. By performing local element operations and considering an affine mapping from of the physical element to the standard one, we can efficiently compute the entries of S e as (4.32) in which x j 's are the standard Gauss-Lobatto-Jacobi quadrature points in the interval [−1, 1] and ρ j represent the corresponding weights. The relation (4.32) shows that in order to compute S e in each element, we only need to obtain S e,st once and multiply it to the corresponding Jacobian in each element. Clearly, on a uniform mesh where (Δt) 1 = (Δt) 2 = · · · = (Δt) N el = T /N el , the stiffness matrix is invariant in each element and we compute it only once for the entire course of the simulation. 
, where the exact solution is given as u ext (t) = t 6 and N el = 2, versus history length (to be multiplied by τ ). Here, N denotes the maximum polynomial order utilized in the expansion (4.19) . Here, the simulation time is set to T = 2.
in DSEM scheme, we shall study the effect of memory fading, in which only a portion of the history information is taken into account.
Model problem 4.3.2: Long time-integration.
To examine the effectiveness of DSEM in carrying out long-time integration of FDDEs, we consider a case where the the exact solution is given as Model problem 4.3.3: Memory fading. We now examine the idea of memory fading/truncation in the calculation of the history term (4.21) . In this technique we do not take all the past elements into account at the expense of losing accuracy, and instead, an effective history length is chosen to calculate (4.21). Such an effective length is well known to be dependent mainly on the fractional order ν. In fact, the greater ν in 0 D ν t u(t) the less history-length is needed since as ν → 1, we approach 0 D ν t → d/dt, which is a local operator for which no history is required. To this end, we
, partitioning the domain into N el = 2 uniform elements when the fractional order is ν = 1/10 and τ = T /10. As shown in Figure 5 (right), in order to get the convergence down to machine precision, higher modes demand longer history lengths; therefore we need to include the whole history to achieve such an accuracy. We emphasize that such a phenomenon is independent of the discretization method and is solely due to the global nature of the fractional differential operators.
5. Summary and discussion. We developed spectrally accurate PG spectral methods and DSEMs for FDDEs of form 0 D We demonstrated that the corresponding stiffness matrix is diagonal, and the corresponding mass and delay mass matrices are obtained exactly by employing proper quadrature rules. Hence, the total linear system becomes full in general, for which GMRES or GMRES(k) algorithms can be employed to solve the system. Moreover, we studied the wellposedness of the problem, also carried out the corresponding stability and convergence study of our PG spectral method. Subsequently, we developed a DG spectral method along with exact quadrature rules for the aforementioned matrices. We then extended DSM to a DSEM for efficient longer time-integrations and adaptive discontinuity capturing. We developed these schemes based on a new spectral theory for FSLPs, recently presented in [46] . We examine a wide range of exact solutions with constant and time-dependent coefficients A(t) and B(t). We also considered the delay term u(g τ (t)) to be of u(t − τ ), pantograph type u(qt), and harmonic delay form u(q sin(πt)). Consistently, in all the aforementioned test cases and schemes, spectral convergence of the L 2 -norm error is achieved independent of the time-delay τ . We also compare the computation performance of the developed schemes with the FDM developed in [30] , where the fractional derivative 0 We furthermore present the CPU time (in seconds) taken by the aforementioned schemes when the exact solution is u ext (t) = t 13/2 sin(π t 4/3 ) in Table 1 , corresponding to ν = 1/10, ν = 1/2, and 9/10. We developed the codes in Mathematica 8. Clearly, the implementation of FDM is simpler than our schemes. Moreover, FDM appears to be comparable with our high-order schemes in terms of CPU time when ν ∈ (0, 1/2) for the given range of accuracy (i.e., L 2 -error ≥ 10 −6 ). However, it turns out that FDM becomes computationally prohibited, especially when we ask for slightly higher accurate results, and when the fractional order ν ∈ [1/2, 1). For instance, Table 1 clearly shows that reaching the L 2 -error of order 10 −6 in FDM leads to running out of memory and this accuracy is not achieved when ν = 9/10.
In the other example shown in Table 1 , FDM for the case ν = 1/2 appears to be almost 50 times more CPU time-consuming than DSEM, 75 times more costly than DSM, and 150 times slower than PG spectral method when u ext (t) = t 13/2 sin(π t 4/3 ). We also repeated this test for the case where the exact solution u ext (t) = t 10 . In this case, while we exactly captured the solution by just setting the polynomial order to N = 6 in all cases, the CPU time taken in FDM when ν = 1/2 was almost 200 times larger than that in DSEM and DSM and is roughly 100 times bigger than the CPU time demanded by PG spectral method. Similar to the previous case, reaching the L 2 -error of order 10 −6 in FDM leaded to running out of memory and this accuracy was not achieved when ν = 9/10. Downloaded 06/28/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
