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We present a rigorous framework that combines single-particle Green’s function theory with den-
sity functional theory based on a separation of electron-electron interactions into short-range and
long-range components. Short-range contributions to the total energy and exchange-correlation
potential are provided by a density functional approximation, while the long-range contribution is
calculated using an explicit many-body Green’s function method. Such a hybrid results in a non-
local, dynamic, and orbital-dependent exchange-correlation functional of a single-particle Green’s
function. In particular, we present a range-separated hybrid functional called srSVWN5—lrGF2
which combines the local-density approximation and the second-order Green’s function theory. We
illustrate that similarly to density functional approximations the new functional is weakly basis-set
dependent. Furthermore, it offers an improved description of the short-range dynamical corre-
lation. The many-body contribution to the functional allows us to mitigate the many-electron
self-interaction error present in most of density functional approximations and provides a better
description of molecular properties. Additionally, the new functional can be used to scale down
the self-energy and, therefore, introduce an additional sparsity to the self-energy matrix that in the
future can be exploited in calculations for large molecules or periodic systems.
I. INTRODUCTION
Kohn–Sham density functional theory (DFT)1–3 has
become a method of choice for unraveling the ground
state properties of mostly single reference molecular and
condensed matter systems. Its popularity is due to an at-
tractive compromise between the accuracy and computa-
tional cost, provided by numerous approximations to the
exchange-correlation functional. The best approximate
functionals offer a decent description of the short-range
dynamical correlation which justifies their use for near-
equilibrium geometries. Another attractive feature of
density functionals is their weak dependence on the one-
electron basis set. Despite their large success, however,
local and semilocal density functionals fail to describe
a number of important properties, for example, charge
transfer excitations4, dynamical long-range correlations
important in weak van der Waals complexes bound by
London dispersion forces5, and Rydberg excitation ener-
gies6. The reason for this failure is well understood and is
rooting in a wrong asymptotic behavior of the exchange-
correlation potential which in turn is a consequence of a
self-interaction error7.
Many-body wave-function methods such as the Møller–
Plesset perturbation theory (MP2)8, coupled cluster
(CC)9 or multiconfigurational self-consistent field (MC-
SCF)10 approaches are capable of providing a correct
description when density functionals fail. However, for
these ab-initio methods, in addition to a steep computa-
tional cost and long configuration expansion of the wave
function also large basis sets are required to describe the
dynamical correlation accurately and reach an agreement
with experiments. These features make the application of
ab-initio methods to very large systems quite challeng-
ing and much larger system sizes can be reached when
density functional approximations are used.
In recent years, there has been a substantial progress
in the development of density functionals that mix both
the standard local or semilocal density functional ap-
proximation with the wave-function theory. The mixing
is done rigorously by separating the two-electron inter-
action operator into short-range and long-range compo-
nents11–13 resulting in so-called range-separated hybrid
functionals14. They are meant to combine the best fea-
tures of the respective approaches. The least computa-
tionally expensive range-separated hybrid functional is
obtained when a non-local Hartree–Fock-type exchange
is introduced to replace the long-range exchange density
functional15–19. Such functionals were proved success-
ful in a partial correction of the long-range behavior of
the exchange-correlation potential17,20. However, they
are also known to perform worse than standard density
functionals in some cases15,21.
The combination of explicit many-body wave-function
methods with the density-functional theory by means
of range separation has been previously quite exten-
sively explored. Long-range MP222–25, second-order n-
electron valence state perturbation theory (NEVPT2)26,
coupled cluster (CCSD(T))27, random-phase approxima-
tion (RPA)28–30, configuration interaction (CI)12,31, MC-
SCF32,33, and the density-matrix-functional theory34,35
have been combined with short-range local and semilocal
density functionals13,16,27,36,37. These range-separated
functionals were successfully applied to weakly inter-
acting molecular systems22,27,29,30,38–41. In comparison
to corresponding standard many-body wave-function ap-
proaches, the range-separated functionals have additional
advantages such as a rapid convergence with respect to
the basis set size22,24,27–30,42–46 and smaller basis-set su-
perposition errors. In these approaches, the long-range
correlation energy is usually added as a post-SCF cor-
rection to the total energy from a range-separated cal-
culation without the long-range correlation functional.
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2Therefore, they do not yield the exact energy even with
the exact short-range exchange-correlation functional, for
example see ref 30.
Since the srSVWN5—lrGF2 functional introduced in
this work combines both the density functional theory
and the Green’s function theory, we aim to provide a self-
contained and detailed description that can be useful to
both these communities. Therefore, to bring the readers
to a common ground, we found it helpful to list some key
theory concepts from both communities.
Finite-temperature single-particle Green’s function
methods have been long known in the context of con-
densed matter physics47–49 and now are making inroads
into quantum chemistry50–54. These methods are rig-
orous and offer several advantages. The single-particle
Green’s function formalism is based entirely on one-
electron operators avoiding the necessity of dealing with
wave functions. A single-particle Green’s function deter-
mines the expectation value of single-particle operators,
the two-electron correlation energy, and provides access
to the spectral density, ionization potentials and electron
affinities.
In this work, we present a rigorous self-consistent
framework combining a short-range density functional
approximation with a long-range single-particle Green’s
function method. As a specific example, we imple-
mented and benchmarked the short-range local density
approximation (LDA)55,56 with the second-order Green’s
function theory (GF2)50,57,58. To further motivate this
work, it is worth to briefly list differences between the
method presented here and the already existing plethora
of range-separated hybrid functionals. Most methods
that have been previously applied to the long-range in-
teractions were not self-consistent. In contrast to non-
self-consistent methods, which are starting point de-
pendent, the approach presented here, irrespective of
the initial guess, recovers the exact total electronic en-
ergy provided that both the exact short-range exchange-
correlation functional and the exact long-range Green’s
function method are used. An iterative nature of GF2
results in multiple implications. The overall accuracy
of GF2 for weakly correlated systems is close to that of
MP2 or CCSD, however, unlike these two approaches,
GF2 does not display divergences for strongly correlated
systems50. GF2 is a one-electron self-interaction free
method, while methods such as RPA contain a signifi-
cant one-electron self-interaction error59. Furthermore, a
Matsubara axis GF2 formalism is explicitly temperature-
dependent.
The range-separated hybrid functional presented here
also shares some commonalities with other combina-
tions of DFT with Green’s function methods. For ex-
ample, the LDA+DMFT60 method that combines LDA
with the dynamical mean-field theory (DMFT)61 is of-
ten used in solid state calculations of strongly corre-
lated systems. However, LDA+DMFT is known to suf-
fer from a so-called double counting problem60,62, where
some electronic correlations are accounted for by both
LDA and DMFT. In the LDA+DMFT method, these
two sources of electronic correlations cannot be rigor-
ously separated60,63,64. We would like to stress that the
double counting problem does not appear in the frame-
work presented here since the exact separation of the
electron-electron interaction into long- and short-range
components is used.
Range-separated hybrid functionals employ a single
range separation parameter controlling the spatial ex-
tent of the short-range contribution. The optimal value
of this system-dependent parameter65–67 can be deter-
mined either by empirical fitting against available exper-
imental data15,18,68,69 or in an ab-initio fashion in a self-
consistent procedure14,68. In our current work, we have
adopted the latter view and applied the optimal tuning
strategy based on calculations of ionization potentials to
find optimal values of the range separation parameter for
several atoms and molecules. Additionally, we have also
investigated the two-electron self-interaction error, basis
set dependence, dynamical correlation as well as the im-
plications of the hybrid functional presented here for the
Green’s function based embedding methods and periodic
calculations.
II. THEORY
The exact electronic ground state energy of a system of
N interacting electrons in the presence of external poten-
tial v(r) (e.g., the potential of the nuclei) can be obtained
by a two-step minimization of the following functional70
Etot[ρ] = min
ρ→N
{
F [ρ] +
∫
drv(r)ρ(r)
}
, (1)
where ρ(r) is an electron density and F [ρ] is the universal
functional of the electron density that is defined as
F [ρ] = min
Ψ→ρ
〈Ψ|Tˆ + Vˆee|Ψ〉, (2)
where Tˆ = − 12
∑N
i ∇2i is the kinetic energy operator,
Vˆee =
1
2
∑N
i 6=j vˆee(rij) is the electron-electron interaction
operator, rij = |ri−rj | and ri is the coordinate vector of
electron i. The minimization is first carried out over all
normalized antisymmetric wave functions Ψ that produce
a given density ρ(r), and then over all densities yielding
N -electrons. The existence and uniqueness of the univer-
sal functional F [ρ] is guaranteed by Hohenberg and Kohn
theorem1. Regrettably, an explicit variation of eq 1 has
not become practical since no exact form of the universal
functional is available and due to its absence all practi-
cal applications are based on the Kohn–Sham scheme2.
This procedure uses an approximation to the exchange-
correlation part of the universal functional. One of the
most successful approaches taken along this way is the
combination of two (or more) density functional approx-
imations into one so-called hybrid exchange-correlation
functional using the adiabatic connection theorem71–74.
3Range-separated density functional approximations
belong to a particular class of hybrid functionals14. The
essence of range-separated hybrid functionals lies in the
decomposition of the Coulomb electron-electron interac-
tion operator into a sum of short-range and long-range
counterparts11,12,75,
1
rij
= vˆsr,λee (rij) + vˆ
lr,λ
ee (rij) (3)
=
1− f (λrij)
rij︸ ︷︷ ︸
short-range
+
f (λrij)
rij︸ ︷︷ ︸
long-range
,
with the parameter λ controlling the range separation.
The function f(λr) satisfies the following properties
f(λr →∞) = 1 and f(λr → 0) = 0. From a physical and
computational standpoint the standard error function
f(λr) = erf(λr) is one of the most convenient choices.
The decomposition in eq 4 is exact and presents a con-
venient starting point for developing range-separated hy-
brid functionals by mixing a short-range density func-
tional approximation with a long-range method. The
universal functional from eq 2 is partitioned accord-
ingly13
F [ρ] = min
Ψ→ρ
〈Ψλ|Tˆ + Vˆ lr,λee |Ψλ〉+Esr,λH [ρ] +Esr,λxc [ρ], (4)
where the first term defines the long-range universal func-
tional F lr,λ[ρ], the second term Esr,λH [ρ] is the short-range
Hartree functional, and the third term Esr,λxc [ρ] is the
short-range exchange-correlation functional. The total
energy from eq 1, therefore, can be rewritten as
Etot[ρ] =min
ρ→N
{
F lr,λ[ρ] + Esr,λH [ρ] + E
sr,λ
xc [ρ] (5)
+
∫
drv(r)ρ(r)
}
.
To formulate a self-consistent theory including a long-
range exchange and correlation energies coming from
a Green’s function method, we redefine the long-range
functional F lr,λ[ρ] as the following functional of a single-
particle Green’s function G
F lr,λ[ρ] = min
G→ρ
{T [G] + Elr,λee [G]}. (6)
Here, T [G] is the kinetic energy functional and Elr,λee [G] is
the long-range interaction functional of a single-particle
Green’s function. The search is performed over all single-
particle Green’s functions yielding a given density ρ(r).
Consequently, we can write the ground state electronic
energy as a functional of a single-particle Green’s func-
tion
Etot[ρ] = min
ρ→N
{
min
G→ρ
{T [G] + Elr,λee [G]}+ Esr,λH [ρ] + Esr,λxc [ρ] +
∫
drv(r)ρ(r)
}
(7)
= min
G→N
{
T [G] + Elr,λee [G] + E
sr,λ
H [ρ] + E
sr,λ
xc [ρ] +
∫
drv(r)ρ(r)
}
,
where the electron density ρ(r) is calculated from the
Green’s function G → ρ. Note that the single-particle
Green’s function minimizing eq 8 yields both the exact
electron density ρ and proper total number of electrons
N . Therefore, we can define the total energy functional
as
Etot[G] =T [G] + E
lr,λ
ee [G] + E
sr,λ
H [G] + E
sr,λ
xc [ρ] (8)
+
∫
drv(r)ρ(r).
The long-range electron-electron interaction energy can
be decomposed into the Hartree long-range energy and
the long-range exchange-correlation energy
Elr,λee [G] = E
lr,λ
H [G] + E
lr,λ
xc [G]. (9)
The short-range and long-range Hartree energies can be
folded into one term describing the all-range Hartree en-
ergy EH[ρ]. This leads to the following expression for the
energy functional defined in eq 9
Etot[G] =T [G] + EH[ρ] + E
sr,λ
xc [G] + E
lr,λ
xc [G] (10)
+
∫
drv(r)ρ(r).
This energy functional (that depends on a Green’s func-
tion) provides an exact decomposition of the total energy
into short-range and long-range components. In particu-
lar, there is no double counting of correlation effects. The
minimization of this functional with respect to a single-
particle Green’s function yields the ground state energy.
It should be noted that with the exact long-range Green’s
function method and exact short-range density functional
the minimization of eq 11 will produce the exact ground
state electronic energy for all possible range separation
parameters λ.
In practical calculations of realistic systems, both the
short-range and long-range methods must be approxi-
mated. When employed in a range-separated framework,
the standard density functional approximations are mod-
ified to describe short-range interactions. The short-
range exchange-correlation energy is calculated as
Esr,λxc =
∫
drρ(r)sr,λxc (ρ), (11)
where sr,λxc (ρ) is the short-range exchange-correlation en-
ergy density. The short-range LDA exchange energy den-
4sity sr,λx,σ (ρ) can be derived from the exchange hole of the
homogeneous electron gas interacting with a short-range
electron-electron interaction potential36. Its functional
form depends on the choice of the function f(λr)13 and
for the error function the short-range exchange energy
density sr,λx,σ (ρ) is given by
17
sr,λx,σ (ρ) = −
1
2
(
3
4pi
)1/3
ρ1/3σ (r)
(
1− 8
3
aσ
[√
pierf
(
1
2aσ
)
+
(
2aσ − 4a3σ
)
exp
(
− 1
4a2σ
)
− 3aσ + 4a3σ
])
, (12)
where aσ = λ/(2kF,σ), kσ is the Fermi momentum given
by kF,σ = (6pi
2ρσ)
1/3 and σ = α, β is the spin index. This
approximation reduces to the standard LDA exchange
energy density at λ = 0 and has a correct asymptotic ex-
pansion for λ→∞13. Thus, it provides an interpolation
between LDA and the correct limit as λ→∞. LDA was
shown to be exact at the short-range76 and, when com-
bined with the many-body perturbation theory, such a
hybrid method is expected to give an improved descrip-
tion of the dynamical correlation both in comparison to
LDA and the perturbation theory. Consequently, in this
case LDA is used to recover a fraction of the dynamical
correlation that is missing in the finite order of perturba-
tion theory. In subsection IV B, we provide results sup-
porting this discussion by investigating dynamical corre-
lation in diatomic molecules.
In order to calculate the short-range correlation en-
ergy density sr,λc (ρ), we adopted a scheme based on the
following rational approximant36,37
sr,λc (rs) =
c(rs)
1 + c1(rs)λ+ c2(rs)λ2
, (13)
where c(rs) is the correlation energy density for the stan-
dard Coulomb interactions (λ = 0) evaluated for the
Wigner–Seitz radius rs(ρ) = (3/(4piρ))
1/3 with ρ(r) =
ρα(r) +ρβ(r). Equation 13 provides a way to interpolate
between λ = 0 and λ → ∞ limits and is applicable not
only for the interpolation of the correlation energy den-
sity but can also be used for the exchange energy den-
sity13. Particular forms of c1(rs) and c2(rs) depend on
the quantity interpolated. In this work, we used c1(rs)
and c2(rs) determined by Toulouse et. al. by analyti-
cal parameterization of the long-range correlation energy
density from CCD and Fermi-hypernetted-chain calcula-
tions of the uniform electron gas36. The short-range cor-
relation energy density was then calculated as a difference
between all-range and long-range correlation energy den-
sities. In this work, we have investigated two local density
approximations for the correlation energy: Vosko–Wilk–
Nusair (VWN5) functional (“form V” parametrization
in ref 56) as well as the Perdew and Wang (PW92) func-
tional77. PW92 uses the same spin-interpolation formula
as the VWN functional but employs different expressions
for the paramagnetic correlation energy density and the
ferromagnetic correction to it. After performing several
test calculations, we noticed that total energies from the
short-range VWN5 functional were within 1 kcal·mol−1
of those of the short-range PW92 functional. Conse-
quently, we proceeded by using short-range VWN5 func-
tional and all results reported in this work were obtained
with it.
Having discussed theoretical background behind short-
range density functionals and our specific choices, we now
turn to the discussion of the long-range electron-electron
interaction energy. The long-range exchange energy is
defined exactly in terms of the Fock exchange integral as
Elr,λx = −
1
2
∑
σ
∫
dr
∫
dr′
|γσ(r, r′)|2erf(λ|r− r′|)
|r− r′| ,
(14)
where γσ(r, r
′) is the one-electron reduced density ma-
trix. Note that the incorporation of the screening pro-
vided by the error function leads to a faster decay-
ing long-range exchange contribution and, especially for
metallic systems, can result in reducing the computa-
tional cost16.
In this work, we propose to calculate the long-range
correlation energy using single-particle Green’s function
methods. In a Green’s function formalism, it is possible
to correct a zeroth order Green’s function G(ω) (which in
certain cases can be a non-interacting Green’s function)
using the Dyson equation47
Gσ(ω) =
[Gσ(ω)−1 −Σσ(ω)]−1 , (15)
where Σσ(ω) is the self-energy of the system. The self-
energy is an effective single-particle potential that incor-
porates all many-body effects present in the system. At
this point, a connection to the density functional theory
can be made. The frequency-dependent self-energy Σ(ω)
shares some similarities with the exchange-correlation
potential of DFT vxc(ρ) since vxc(ρ) also connects inter-
acting and non-interacting systems. However, we stress
that unlike vxc(ρ) in Kohn–Sham DFT, the self-energy
is a dynamic, nonlocal and orbital-dependent quantity.
This implies that a treatment of such potentials is be-
yond the Kohn–Sham scheme and it requires the so-called
generalized Kohn–Sham framework (GKS)78.
Calculating either the exact exchange-correlation po-
tential or the exact self-energy is an inconceivably com-
plicated task. Fortunately, a hierarchy of systematically
improvable approximations to the self-energy is provided
by the many-body perturbation theory48,79. Examples of
such approaches include GF2, GW80,81, and FLEX82,83
approximations.
5Since both the long-range exchange (eq 14) and the
long-range correlation energy (eq 16) should be calcu-
lated self-consistently with their short-range counter-
parts, it is important that such a self-consistent eval-
uation can be carried out easily. Moreover, for Green’s
function methods, only fully iterative schemes respect the
conservation laws and ensure that quantities obtained by
a thermodynamic or coupling constant integration from
non-interacting limits are consistent84,85
This is why in our work, we did not employ any real
axis single-particle Green’s functions G(ω) that are ratio-
nal functions in the complex plane. The rational struc-
ture of G(ω) implies the existence of poles, for which,
iterative algorithms require pole shifting techniques86–88.
Consequently, the real axis Green’s functions methods
are known to present problems during self-consistent
schemes.
We are employing an imaginary axis, single-particle
Green’s function G(iωn) that is a smooth function of the
imaginary argument iωn and is used to describe single-
particle properties of a statistical ensemble. Due to
the smooth structure, G(iωn) is a convenient quantity
for self-consistent calculations. The imaginary frequency
(Matsubara) Green’s function G(iωn) is expressed on a
grid of imaginary frequencies located at iωn = i(2n +
1)pi/β89, where n = 0, 1, 2, .., β = 1/(kBT ) is the in-
verse temperature, kB is the Boltzmann constant and T
is the physical temperature. Providing that the imag-
inary frequency self-energy and Green’s function were
self-consistently determined48, the long-range correlation
energy can be calculated using the Galitskii–Migdal for-
mula90
Elr,λc = kBT
∑
n
Re
[
Tr
[
Gλα(iωn)Σ
lr,λ
α (iωn)
+ Gλβ(iωn)Σ
lr,λ
β (iωn)
]]
. (16)
We have presented equations for calculating long-range
exchange (eq 14) and long-range correlation energies
(eq 16), however, as we mentioned before, is important
that they are calculated self-consistently with their short-
range counterparts.
Here, we outline an algorithm that allows us to per-
form such a self-consistent evaluation. It should be noted
that the formalism presented in this work is general and
not limited to a specific choice of the Green’s function
method and the density functional approximation.
1. The calculation begins with an initial guess for the
density matrix P. For all calculations presented
in this work, the Hartree–Fock density matrix was
used for this purpose. The method is, however,
reference-independent and different choices of the
initial density matrix are possible and the same
converged solution should be reached irrespective
of the starting point.
2. The electron density is calculated using a finite set
of L basis functions {φi(r)}
ρσ(r) =
L∑
ij
Pσijφi(r)φj(r). (17)
3. The density matrix is used to calculate the all-range
Hartree contribution to the Fock matrix according
to
Jij =
∑
kl
(
Pαkl + P
β
kl
)
vijkl, (18)
where vijkl are unscreened two-electron integrals
vijkl =
∫
dr
∫
dr′
φ∗i (r)φj(r)φ
∗
k(r
′)φl(r′)
|r− r′| . (19)
4. The short-range exchange-correlation energy is cal-
culated using eqs 11, 12, 13 and the corresponding
contributions to the Fock matrix are given by
[
V sr,λx,σ
]
ij
=
∫
drvsr,λx,σ (ρ)φi(r)φj(r),[
V sr,λc,σ
]
ij
=
∫
drvsr,λc (ρ)φi(r)φj(r), (20)
where the short-range exchange vsr,λx,σ (ρ) and short-
range correlation vsr,λc (ρ) potentials are functional
derivatives of short-range exchange and short-range
correlation functionals with respect to the electron
density: vsr,λx,σ (ρ) = δE
sr,λ
x [ρ]/δρσ(r) and v
sr,λ
c,σ (ρ) =
δEsr,λc [ρ]/δρσ(r), respectively.
5. Each of the spin components of the non-interacting
Matsubara Green’s function is then built according
to
Gσ(iωn) = [(iωn + µσ)S− Fσ]−1 , (21)
where µσ is the chemical potential, S is the over-
lap matrix and Fσ is the Fock matrix contain-
ing all-range Hartree and short-range exchange-
correlation parts
Fσ = H
core + J + Vsr,λx,σ + V
sr,λ
c,σ , (22)
where Hcore is the core Hamiltonian matrix
Hcoreij =
∫
drφ∗i (r)
(
−1
2
∇2r + v(r)
)
φj(r) (23)
and v(r) is the external potential.
6. The Green’s function from step 5 is then used to
generate either the long-range self-energy G(iωn)→
Σlr,λ(iωn) or directly the correlated Green’s func-
tion depending on a particular Green’s function
method used. Both quantities are needed later and
the Dyson eq 15 is used to obtain one from the
other.
67. The long-range exchange contribution to the Fock
matrix is calculated according to
Klr,λij,σ = −
∑
kl
Pσklv
lr,λ
ilkj . (24)
The interacting Green’s function at this point reads
as
Gλσ(iωn) =
[
(iωn + µσ)S− Fσ −Σlr,λσ (iωn)
]−1
, (25)
where the Fock matrix has now both terms coming
from the density functional and the Green’s func-
tion method
Fσ = H
core + J + Vsr,λx,σ + V
sr,λ
c,σ + K
lr,λ
σ . (26)
The long-range self-energy Σlr,λσ (iωn) describes the
dynamical (frequency-dependent) long-range corre-
lation.
8. The long-range correlation energy is calculated us-
ing the correlated Green’s function Gλσ(iωn) and
the long-range self-energy Σlr,λσ (iωn) according to
eq 16.
9. The total electronic energy is calculated according
to
Etot =
1
2Tr [(H
core + fα)Pα + (H
core + fβ)Pβ ] (27)
+ Esr,λxc + E
lr,λ
x + E
lr,λ
c ,
where
fσ = H
core + J + Klr,λσ . (28)
10. The interacting Green’s function is then used to
update the density matrix
Pσ =
1
β
∑
n
eiωn0
+
Gλσ(iωn). (29)
11. The total electronic energy, density matrix, and
Green’s function are checked for convergence and,
if necessary, a new iteration is started by sending
updated density matrix to step 2.
The above algorithmic construction is in principle gen-
eral and can be used in finite-temperature calculations to
evaluate the grand potential as
Ω = Φ− Tr(log G−1)− Tr(ΣG), (30)
where Φ is the Luttinger–Ward (LW)91 functional that is
a scalar functional of a renormalized Green’s function and
is defined as the sum of all closed, connected and fully
dressed skeleton diagrams. The general Φ[G] functional
has the following form
Φ[G] = EH[G] + Ex[G] + E[G] (31)
Φ = 12 12 14 14− − − −
FIG. 1. A formal definition of the Luttinger–Ward functional
as a skeleton diagrammatic expansion, shown here for the
second-order theory. Black solid lines represent Green’s func-
tions and red wiggly lines denote electron-electron interac-
tions (two-electron integrals).
where E[G] is the correlation energy coming from
frequency dependent Σ(iωn) and G(iωn). Since
δΦ/δGij(iωn) = Σij(iωn), we obtain the following ex-
pression for the self-energy
Σσ = J + Kσ + Σσ(iωn). (32)
Application of the decomposition from eq 4 can be under-
stood as a splitting of interaction lines for every diagram
leading to the following expression for the self-energy
Σσ = J + K
sr,λ
σ + K
lr,λ
σ + Σ
sr,λ
σ (iωn) + Σ
lr,λ
σ (iωn). (33)
Finally, when a hybrid functional with DFT is con-
sidered, short-range exchange and short-range correla-
tion self-energies are approximated by static (frequency-
independent) corresponding potentials from the den-
sity functional approximation: Ksr,λσ → Vsr,λx,σ and
Σsr,λσ (iωn)→ Vsr,λc,σ resulting in the following expression
for the self-energy
Σσ = J + V
sr,λ
x,σ + V
sr,λ
c,σ + K
lr,λ
σ + Σ
lr,λ
σ (iωn), (34)
which enters the expression for the correlated Green’s
function shown earlier in eqs 25 and 26. While in
principle the presented formalism that merges DFT
with Green’s function theory is temperature dependent
and completely general, in our work, we use two sim-
plifications. First, all practical calculations are cur-
rently limited to the T = 0 case due to lack of re-
liable explicit finite-temperature density functional ap-
proximations. Second, in our work, for simplicity, we
have employed the finite-temperature, self-consistent,
second-order Green’s function theory (GF2) for evalu-
ating Σlr,λσ (iωn). Consequently, in equations 32 to 34,
we use Σσ(iωn) = Σ2,σ(iωn), Σ
sr,λ
σ (iωn) = Σ
sr,λ
2,σ (iωn),
and Σlr,λσ (iωn) = Σ
lr,λ
2,σ (iωn). The corresponding second-
order Feynman diagrams for Φ are shown in Figure 1.
Since for the reasons discussed above, the DFT part of
calculations is carried out at T = 0, we evaluate the GF2
self-energy and Green’s function for large β, correspond-
ing to T → 0. For gapped systems, these calculations are
equivalent to the T = 0 regime.
One of the key advantages of range-separated hybrid
functionals stems from the fact that partitioning in eq 4 is
chosen such that a singularity is only present in the short-
range operator at electron-electron coalescence, while the
long-range contribution is smooth. The absence of the
7singularity in the long-range part has significant conse-
quences. Most importantly, a correlated method applied
to the long-range electron-electron interactions will not
need to represent a cusp using a finite set of one-electron
basis functions, thus avoiding basis sets containing func-
tions with very high angular momentum. In contrast
to most electron correlation methods, density function-
als are weakly basis-set dependent. Therefore, range-
separated hybrid functionals usually exhibit faster con-
vergence of the correlation and total energies with the
size of the basis set. In subsection IV A, we illustrate
that this indeed the case for the functional presented in
this work.
In practical applications, a value of the range separa-
tion parameter λ has to be specified before a calculation
is carried out. It is important that this value is chosen
such that the respective approximations are evaluated
within a regime that is optimal for their performance14.
The simplest estimation of an optimal value of λ is based
on a local approximation31 λ(ρ) = rs(ρ)
−1. The physical
motivation behind this value is related to the fact that
an electron on average occupies the sphere with bound-
aries defined by the Wigner–Seitz radius (also known as
a characteristic length of the exchange). Therefore, elec-
trons begin to enter an occupation sphere of the other
electrons when λ(ρ) ≥ rs(ρ)−1.
More sophisticated ways to find an optimal value of λ
are based on the first-principles approaches and amount
to finding λ satisfying some relationships that an exact
theory should obey. For instance, a vertical ionization
potential (IP) of a molecule containing N electrons is
defined as
IP
E(N−1)
E(N) = Etot(N − 1)− Etot(N), (35)
where Etot(N) is the total ground state energy of a cation
and Etot(N) is the total ground state energy of a neu-
tral molecule. In an exact theory, IP
E(N−1)
E(N) should ex-
actly agree with the IP calculated from the real frequency
Green’s function of N -electron (neutral) system GN (ω).
The general idea of the IP tuning approach is therefore
to require that IP from GN (ω) is as close as possible to
IP calculated from total energies of N−1 and N electron
systems. Therefore, an optimal value of λ can be found
by a minimization of the following bijective function
TN (λ) =
∣∣∣∣IP [GλN (ω)]− IPE(N−1)E(N) ∣∣∣∣, (36)
where IP
[
GλN (ω)
]
is the ionization potential calculated
from the real frequency Green’s function for a given value
of λ. The minimum of TN (λ) defines an optimal λ for
which the ionization potential from a Green’s function
calculated for N -electron system is the closest to the ion-
ization potential calculated from total energies of N − 1
and N electron systems. It is important to emphasize
that such tuning procedure does not require any empiri-
cal input.
Several methods of calculating IP from a single-particle
Matsubara Green’s function of an N -electron system
including the extended Koopmans theorem (EKT)92–95
have been proposed. In this work, we adopted the fol-
lowing approach. First, the converged Fock matrix F
coming from the imaginary axis GF2 calculation is trans-
formed to the canonical representation E . Then the real
frequency Green’s function is constructed according to
G(ω) = [ω + µ− E ]−1 , (37)
where ω is the real frequency grid point. Then the
second-order self-energy on the real frequency axis is cal-
culated as follows96
Σij(ω) =
1
2
∑
ars
〈rs||ia〉〈ja||rs〉
ω+Ea−Er−Es (38)
+ 12
∑
abr
〈ab||ir〉〈jr||ab〉
ω+Er−Ea−Eb ,
where i, j denote both occupied and virtual spin orbitals,
a, b denote the occupied spin orbitals only, and r, s la-
bel virtual spin orbitals, 〈rs||ia〉 are the antisymmetrized
two-electron integrals. Occupied and virtual orbitals are
defined with respect to the Hartree–Fock determinant.
The self-energy is then used to construct an updated real
frequency Green’s function according to
G(ω) = [ω + µ− E −Σ(ω)]−1 . (39)
The spectral function A(ω) is then evaluated using
A(ω) = − 1
pi
ImG(ω). (40)
All peaks of A(ω) were shifted by the chemical potential
µ and IP was set to the closest to ω = 0 peak ω˜ from ω−
side
IP
[
GλN (ω)
]
= −(ω˜ + µ). (41)
Results of the IP-tuning approach described above are
illustrated in subsection IV C.
Another constraint that an exact electronic structure
theory should comply with is based on the energy of
fractional electron systems. It is well-known that the
total electronic energy should vary linearly in the frac-
tional electron occupancy between integer electron num-
bers97–99. Inexact methods satisfy this condition only
approximately. To the extent that a method deviates
from this condition such a method possesses the many-
electron self-interaction error. We have investigated this
condition on the example of a two-electron system. Re-
sults are presented and discussed in subsection IV D.
III. COMPUTATIONAL DETAILS
In this work, we present the range-separated hy-
brid functional srSVWN5—lrGF2 that combines the
SVWN5 density functional with the self-consistent
second-order perturbative many-body Green’s function
method (GF2). In GF2, the long-range second-order
self-energy is calculated in the imaginary time domain
according to54
8[
Σlr,λα (τ)
]
ij
= −
∑
klmnpq
[
Gλα(τ)
]
kl
[
Gλα(τ)
]
mn
[
Gλα(−τ)
]
pq
vlr,λikmq
(
vlr,λljpn − vlr,λpjln
)
− [Gλα(τ)]mn [Gλβ(τ)]kl [Gλβ(−τ)]pq vlr,λikmqvlr,λljpn,[
Σlr,λβ (τ)
]
ij
= −
∑
klmnpq
[
Gλβ(τ)
]
kl
[
Gλβ(τ)
]
mn
[
Gλβ(−τ)
]
pq
vlr,λikmq
(
vlr,λljpn − vlr,λpjln
)
− [Gλβ(τ)]mn [Gλα(τ)]kl [Gλα(−τ)]pq vlr,λikmqvlr,λljpn, (42)
where Gλkl(τ) is the imaginary time Green’s function.
The algorithm outlined above has been implemented us-
ing a locally modified version of the DALTON100 pro-
gram for the calculation of long-range two-electron inte-
grals and the short-range SVWN5 exchange-correlation
energy and exchange-correlation potential. An in-house
GF2 code50 was used to perform the self-consistent pro-
cedure and to calculate the long-range second-order self-
energy. The imaginary time Green’s function and self-
energy that were optimized for realistic systems were
evaluated using the Legendre representation101 and a cu-
bic spline interpolation algorithm102 was employed to op-
timize imaginary-frequency quantities. The convergence
of the total energy with respect to the size of the Legen-
dre expansion, imaginary time and imaginary frequency
grids was verified. Total electronic energies were con-
verged to 5·10−6 au The inverse temperature was set to
β = 100 au, corresponding to a physical temperature be-
low the excitation energy necessary to occupy the lowest
unoccupied level of all systems considered in this work.
Results of standard methods: SVWN5, CCSD(T) and
FCI, reported in this work, were obtained with gaus-
sian 09103 program.
IV. RESULTS AND DISCUSSION
In this section, we present and analyze numerical re-
sults of the application of the srSVWN5—lrGF2 func-
tional to concepts discussed above.
A. Basis set convergence
In this section, for a series of aug-cc-pVXZ aug-
mented correlation-consistent polarization Dunning ba-
sis sets104–106, we investigated the convergence of the
srSVWN5—lrGF2 total energy as a function of the range
separation parameter λ for three systems: He and Mg
atoms as well as H2 molecule at the equilibrium distance
R(H–H) = 1.4 au. We studied the convergence of the
total energy with respect to the cardinal number X, cor-
responding to the highest angular momentum in a given
basis set L (note, that for He, X = L − 1). The fol-
lowing values of X were used: X ∈ {D,T,Q, 5} for He
and X ∈ {D,T,Q} for H2 and Mg. Relative to the total
energy, obtained for a basis set with X=5 for He and
X=4 for H2 and Mg, the total electronic energies of the
srSVWN5—lrGF2 functional are plotted in Figure 2. In
Figure 2, SVWN5 energies, corresponding to orange lines
with triangles, confirm that density functional approxi-
mations converge very rapidly with respect to the basis
set size. GF2 energies, illustrated by gray lines with di-
amonds, result in the slowest convergence for every sys-
tem studied in this work. Any mixture of SVWN5 and
GF2 leads to an improved convergence when compared
to GF2. For λ < 1, srSVWN5—lrGF2 converges as fast
as SVWN5 for all the systems considered here. For val-
ues of λ > 1, for both H2 molecule and Mg atom, the
convergence of the srSVWN5—lrGF2 functional is much
slower than that one of the parent SVWN5 functional.
Filled area shown in every plot corresponds to a differ-
ence of 1 kcal·mol−1 from the largest basis set used for
the system. For all three systems, SVWN5 calculations
converged within 1 kcal·mol−1 away from the largest ba-
sis set for cc-pVTZ (X=3) basis set. For the same basis
set, the GF2 energy became almost converged only for
H2 molecule. In Figure 2, for each of the cases analyzed,
we also show the largest λ for which the total energy
for the cc-pVTZ basis set is 1 kcal·mol−1 away from the
energy in the largest basis set used in that system. It
corresponds to λ = 5, λ = 4 and λ = 0.5 for He, H2 and
Mg respectively.
Similarly to wave-function methods, pure Green’s
function methods converge fairly slowly with respect to
the basis set size. By using the density functional method
to describe short-range interactions a faster converge
with respect to the basis set size is achieved.
B. Potential energy surface of diatomic molecules
The accuracy of popular density functionals around
equilibrium geometries stems from a satisfactory descrip-
tion of the short-range dynamical correlation. In this
section, we illustrate the dynamical correlation in the
srSVWN5—lrGF2 functional by analyzing dissociation
curves of diatomic molecules.
First, for the H2 molecule, we looked at absolute values
of the total electronic energy near the equilibrium geom-
etry. We performed spin-restricted total energy calcula-
tions using the srSVWN5—lrGF2 functional for different
values of the range separation parameter λ scanning over
values of interatomic distances around the equilibrium
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FIG. 2. Basis set convergence as a function of the range separation parameter λ. ∆E = |Eaug-cc-pVYZ−Eaug-cc-pVXZ| is plotted
on the y-axis, while the cardinal number X is plotted on the x-axis. ∆E is given in kcal·mol−1. The shaded area shown in every
plot corresponds to 1 kcal·mol−1. Left panel: Results for the He atom with X ∈ {D,T,Q, 5}, Y = 5. Middle panel: Results for
the H2 molecule at the equilibrium bond length R(H–H)=1.4 au, with X ∈ {D,T,Q}, Y = 4. Right panel: Results for the Mg
atom with X ∈ {D,T,Q}, Y = 4.
geometry using the cc-pVQZ104 basis set. The dissocia-
tion curve is illustrated in Figure 3. Full Configuration
Interaction (FCI) energies are also included and shown
for comparison. It is clear that GF2 produces energies
that are much closer to FCI than SVWN5. This sug-
gests that GF2 recovers the dynamical correlation better
than SVWN5. However, obviously due to a finite order
truncation, GF2 does not recover all of the dynamical
correlation. GF2, SVWN5, and srSVWN5—lrGF2 tend
to be inaccurate far away from equilibrium. This is not
surprising since all these methods are not well-suited for
systems with a significant strong correlation. As the con-
tribution from GF2 increases (orange line → green line
→ cyan line, etc), the total energy gradually approaches
the FCI energy and when λ ∈ [0.7, 0.8] the total energy
becomes almost stationary with respect to changes in λ.
For example, E(λ=0.8) − E(λ=0.7) = 0.1 kcal·mol−1.
In particular, λ = 0.7 corresponds to the best match
of the dynamical correlation coming from two respective
approaches and produces an equilibrium distance energy
which is only 1.7 kcal·mol−1 away from FCI. For the same
internuclear distance, SVWN5 and GF2 errors are 23.1
kcal·mol−1 and 4.5 kcal·mol−1, respectively. Overall we
conclude that the short-range SVWN5 functional is effi-
cient in adding the missing dynamical correlation to GF2.
The second case we considered was the dissociation of
the HF molecule. Rather than looking at the absolute
values of the electronic energy, here we focus on the elec-
tronic energies relative to the minimum on the dissocia-
tion curve. These energies are responsible for the shape
of the dissociation curve. The reference energies are pro-
vided by CCSD(T)9,107 method. The cc-pVQZ basis set
was used in all calculations. The results are illustrated
in Figure 4. It should be noted that the shape of the
GF2 dissociation curve is in a very good agreement with
that of CCSD(T), while the SVWN5 energy grows too
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FIG. 3. A dissociation curve of the H2 molecule calculated
using the srSVWN5—lrGF2 functional for different values of
λ. The SVWN5, GF2, and FCI results are shown for compar-
ison. All calculations employed the cc-pVQZ basis set.
slow with the increasing internuclear separation beyond
the equilibrium distance. Mixing GF2 and SVWN5 for
small λ up to λ = 0.3 − 0.4 fixes this behavior and pro-
duces the shape approaching the CCSD(T) quality. As
λ increases past λ = 0.4, the energy as a function of the
internuclear separation starts to grow too fast. Mixing
in a larger fraction of GF2 turns this behavior around
and for λ > 1, srSVWN5—lrGF2 energies start to slowly
approach GF2 energies. For internuclear distances up
to R(H–F)=2.3 au, λ = 0.5 produces relative energies
closely matching those of GF2 and CCSD(T) methods.
We conclude that the srSVWN5—lrGF2 functional is
able to reproduce correctly the shape of the dissociation
curve near the equilibrium geometry. The srSVWN5—
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FIG. 4. A dissociation curve of the HF molecule calculated
using the srSVWN5—lrGF2 functional for different values of
λ. The SVWN5, GF2 and CCSD(T) results are shown for
comparison. All calculations employed the cc-pVQZ basis set.
lrGF2 functional does not improve upon GF2, since GF2
being an ab-initio, perturbative method already correctly
describes the dynamical correlations in the HF molecule.
Nonetheless, an apparent improvement comes from the
fact that with the srSVWN5—lrGF2 functional these en-
ergies can be reached using basis sets with a lower an-
gular momentum when compared to standard GF2, as
illustrated in the previous subsection IV A.
C. IP tuning of range-separation parameter λ
Following the prescription given in Section II, we have
employed an IP-based tuning approach to find optimal
values of the range separation parameter λ for seven
closed-shell atoms: He, Be, Ne, Mg, Ca, Ar, and Kr, as
well as fifteen closed-shell molecules: H2CO, CH4, NH3,
N2, Li2, CO2, CO, LiH, CH3OH, H2O2, N2H4, H2S, PH3,
Na2, and HCN. Experimental geometries were taken from
ref 108. The cc-pVTZ104,106,109–111 basis set was used for
calculations of both atoms and molecules present in this
test set. For the cc-pVTZ and larger basis sets, the value
of λ remained constant indicating that it is converged
with respect to the basis set size.
To find an optimal value of the range separation pa-
rameter for each system in the test set, a series of calcula-
tions were performed for λ ∈ [0.1, 1.5] with the step-size
set to ∆λ = 0.1. In most cases, the TN norm as a func-
tion of λ was found to have one pronounced minimum
that was taken as an optimal λ. For illustration purposes,
we show TN (λ) norm for LiH molecule andMg atom in
Figure 5. In the case of Mg atom, a very small dis-
crepancy between two ways of calculating IP was found
for λ = 0.6 with the error TN ≈ 7 · 10−4 while for LiH
molecule the smallest difference between IP
[
GλN (ω)
]
and
IP
E(N−1)
E(N) turned out to be larger and equal to TN ≈ 0.011
corresponding to the optimal value of λ = 0.2.
Note that if smaller differences are desired, then a fur-
ther fine-tuning of λ can be performed by using a root-
finding algorithm such as bisection112. In this work, we
adopted a commonly used approach and narrowed the
optimal value of λ down to only one decimal point. In
a similar way, optimal values of the range separation pa-
rameter λ were obtained for all systems in this test set.
To examine how accurately IPs can be calculated
based on such an IP-tuning approach, we used the op-
timally tuned srSVWN5—lrGF2 functional to calculate
IPs and compared them with IPs calculated using stan-
dard SVWN5 and GF2 methods, as well as experiment.
The experimental vertical IPs were taken from ref 108.
For consistency IPs for GF2, srSVWN5—lrGF2 with the
optimal λ, and SVWN5 were calculated according to
eq 35 and listed in Table I. It is worth noting that no-
ble gases starting from Ne atom require the same value
of λ = 0.5 and, in general, moving down the periodic
table leads to larger optimal values of λ. The mean
absolute errors of the srSVWN5—lrGF2 functional, the
standard SVWN5 functional, and GF2 are 0.24 eV, 0.26
eV and 0.23 eV, respectively. For the srSVWN5—lrGF2
functional, evaluating IP either from a Green’s function
(eq 41) or from the difference between energies of N and
N − 1 electron systems (eq 35) leads to the same results
and these results are converged with respect to the basis
set size. In contrast, for GF2, evaluating IP from eq 41
or eq 35 leads to significantly different results. The GF2
IPs calculated from eq 41 have large errors since the cc-
pVTZ basis set is not large enough. The IPs calculated
from eq 35 benefit from the cancellation of the basis set
error. Consequently, the GF2 magnitude of the error that
is presented in Table I benefits from fortuitous cancella-
tions of errors. The benefit of using the range separated
functional is in the agreement of IP when using both def-
initions and in avoiding the need of large basis sets. As
we observe from Table I, GF2 tends to predict better IPs
for atoms while the srSVNW5—lrGF2 functional is more
accurate for molecules.
D. Many-electron self-interaction error
The one- and many-electron self-interaction error in
approximate density functionals originates from an in-
complete cancellation of the spurious electrons self-
repulsion by the exchange energy. GF2 includes all the
proper exchange and Hartree self-energy diagrams up
to the second order and is, therefore, one-electron self-
interaction free. We have previously illustrated that GF2
also has a very small two-electron self-interaction error54.
On the other hand, LDA, is known to have pronounced
one- and many-electron self-interaction errors due to a
wrong asymptotic decay of the exchange-correlation po-
tential113. It seems very likely that an application of GF2
for long-range interactions while keeping LDA within the
short range would provide an improvement over LDA
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FIG. 5. The absolute difference, as a function of the range separation parameter λ, between IPs calculated from the Green’s
function GλN (ω) and IP
E(N−1)
E(N) (from eq 35) using the srSVWN5—lrGF2 functional for LiH molecule (left panel) and Mg atom
(right panel). All calculations were performed in the cc-pVTZ basis set.
TABLE I. Ionization potentials (IP) calculated as IP = Etot(N − 1) − Etot(N) using SVWN5, GF2, and srSVWN5—lrGF2
methods. The cc-pVTZ basis set was employed in all calculations. For srSVWN5—lrGF2 calculations, the optimal value of λ
is listed in the second columna .
Opt. srSVWN5—lrGF2 GF2 SVWN5 Expt.
λ IP Error IP Error IP Error
Atoms
He 0.9 24.59 0.00 24.36 0.23 24.30 0.29 24.59
Be 0.1 9.17 0.15 8.83 0.49 9.02 0.30 9.32
Ne 0.5 22.16 0.60 21.50 0.06 22.09 0.53 21.56
Mg 0.6 7.52 0.13 7.31 0.34 7.72 0.07 7.65
Ar 0.5 15.97 0.21 15.66 0.10 16.08 0.32 15.76
Ca 0.7 5.98 0.13 5.93 0.18 6.21 0.10 6.11
Kr 0.5 14.33 0.33 14.03 0.03 14.44 0.44 14.00
Molecules
H2CO 0.1 10.98 0.09 10.86 0.03 10.88 0.01 10.89
CH4 0.1 14.29 0.06 14.32 0.03 14.02 0.33 14.35
NH3 0.8 10.72 0.10 10.70 0.12 11.01 0.19 10.82
N2 0.1 15.66 0.08 15.15 0.43 15.58 0.00 15.58
Li2 0.3 5.34 0.61 4.94 0.21 5.31 0.58 4.73
CO2 0.1 14.32 0.55 13.88 0.11 13.99 0.22 13.77
CO 0.1 14.14 0.13 13.72 0.29 14.07 0.06 14.01
CH3OH 0.1 10.89 0.07 10.96 0.00 10.76 0.20 10.96
LiH 0.2 8.30 0.40 7.75 0.15 8.21 0.31 7.90
H2O2 0.1 11.46 0.24 11.19 0.51 11.40 0.30 11.70
N2H4 0.1 9.53 0.55 9.56 0.58 9.41 0.43 8.98
H2S 0.5 10.54 0.04 10.33 0.17 10.63 0.13 10.50
PH3 0.6 10.57 0.02 10.47 0.12 10.65 0.06 10.59
HCN 1.2 12.09 0.70 12.90 0.70 14.04 0.44 13.60
Na2 0.6 4.94 0.05 4.68 0.21 5.25 0.36 4.89
m.a.v. 0.24 0.23 0.26
a Experimental geometries and vertical IPs were taken from NIST Computational Chemistry Comparison and Benchmark Database108.
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FIG. 6. The energy difference ∆E = EM−EMlin for He atom,
calculated using the srSVWN5—lrGF2 functional with the
IP-tuned optimal value of λ = 0.9 in comparison to that of
SVWN5 and GF2 with the aug-cc-pVTZ basis set. EM is the
energy evaluated with a fractional electron number, and EMlin
is the linear interpolation between integer electron points for
method M.
by itself. In this section, we analyze in detail the self-
interaction error of the srSVWN5—lrGF2 functional. As
we mentioned earlier, the fractional charge error is di-
rectly related to the self-interaction error. To observe it,
we calculated the total electronic energy of He atom as
a function of the fractional electron number: N = 1 + δ
for δ ∈ [0, 1]. In Figure 6, we plot the deviation from
the linearity: ∆E = EM(N) − EMlin , where EM(N) is
the energy from methodM calculated for a system with
N electrons and EMlin is the linear interpolation between
integer electron points for the same methodM. The IP-
tuned optimal value of λ = 0.9 was used in srSVWN5—
lrGF2 calculations. The aug-cc-pVTZ114 basis set was
employed in all calculations. It is clear from Figure 6
that GF2 has a very small fractional charge error show-
ing a small concave behavior, therefore indicating a small
localization error. SVWN5 exhibits a massive fractional
charge error and pronounced convex character. This
opposite behavior of SVWN5 indicates a delocalization
error common for local, semilocal, and hybrid density
functionals115. On the other hand, srSVWN5—lrGF2
calculations for the IP-tuned range separation param-
eter λ display only a slightly convex behavior and er-
rors that are very similar to GF2, thus greatly improv-
ing over SVWN5. We conclude that adding a fraction of
the many-body Green’s function method can significantly
mitigate the self-interaction error present in the stan-
dard density functionals. In this regard, the srSVWN5—
lrGF2 functional is similar to popular range-separated
hybrid functionals employing the exact exchange for long-
range interactions.
2.5 Å
*
*
FIG. 7. Top panel : The real part of the srSVWN5—lrGF2
self-energy matrix element between two carbon atoms denoted
by red stars for the n = 0 imaginary frequency as a function of
the range separation parameter λ for three ethylene molecules
arranged as shown in the inset. Bottom panel : Both real (solid
lines) and imaginary (dashed lines) parts of the self-energy as
a function of the imaginary frequency calculated for different
values of λ (bottom). All calculations are with DZP basis set.
E. Locality of self-energy
In this section, we discuss implications of using range-
separated hybrid functionals for the self-energy. It is ex-
pected that by varying λ the magnitude of self-energy can
be gradually changed. To illustrate this, srSVWN5—
lrGF2 calculations were performed for three ethylene
molecules, each at the experimental geometry108, placed
2.5 A˚apart from each other (see the top panel of Fig-
ure 7). A matrix element of the imaginary frequency
self-energy between 2p orbitals of the two most distant
carbon atoms, denoted by red stars on the top panel of
Figure 7, is calculated as a function of λ using the DZP116
basis set. Real and imaginary parts of self-energy for dif-
ferent λ values are shown in the bottom panel of Figure 7
using solid and dashed lines, respectively. Colors from
the lightest to the darkest correspond to an increasing
fraction of GF2. The self-energy increases most rapidly
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for small values of λ, up to λ ≈ 0.7− 0.9, then it begins
to slowly converge to the GF2 self-energy. To see it more
clearly, in the top panel of Figure 7, we plotted the real
part of self-energy for n = 0 Matsubara frequency. It
grows most rapidly for the small fractions of GF2. Over-
all this behavior resembles the error function which is
used to scale the two-electron integrals to obtain the long-
range terms. The possibility to arbitrarily scale the self-
energy in the range separated approach has important
consequences. For example, the srSVWN5—lrGF2 cal-
culation is less computationally demanding comparing to
the standard GF2 calculation since the evaluation of the
self-energy according to eq 42 can be carried over a trun-
cated set of orbitals due to the faster decay of its matrix
elements. Additionally, using a range-separated Green’s
function functional as a low-level method e.g. in self-
energy embedding theory51–53,117 calculations of periodic
systems can be beneficial since, as we demonstrated be-
fore, such hybrids require smaller basis sets than the orig-
inal ab-initio Green’s function methods. Consequently,
they possibly eliminate many problems such as linear de-
pendences that happen when large, diffuse basis sets are
used in calculations of periodic systems. Moreover, us-
ing these hybrid approaches, the number of unit cells re-
quired to evaluate the self-energy matrix is lowered due
to a faster decay of its intercell matrix elements.
V. CONCLUSIONS AND OUTLOOK
In this paper, we have discussed the theoretical frame-
work for building a range-separated hybrid functional
combining both DFT and Green’s function methods. In
principle, this framework is general and can be used to
combine various DFT functionals and Green’s function
methods. In particular, to maintain the generality of our
discussion, we have focused on describing the relation-
ship of this range-separated functional to the Luttinger-
Ward functional which is temperature dependent. Since
at present, only the zero temperature DFT functionals
are well established, we executed all the practical ap-
plications of the short-range DFT – long-range Green’s
function functional using the zero temperature SVWN5
functional for the description of the short range and the
temperature dependent GF2 method setting T → 0 for
the description of the long range.
We believe that the presented range-separated hy-
brid functional called srSVWN5—lrGF2 is interesting
for two communities. In condensed matter, among
the LDA+DMFT practitioners, there has been a long-
standing problem of removing the double counting of
electron correlation present when LDA is combined with
the DMFT treatment employing the Green’s function
methods. We believe that our presentation of the short-
range DFT – long-range Green’s function functional is
directly relevant to this community and gives a rigorous
prescription how to avoid the double counting problem
by employing the range separation of Coulomb integrals.
Provided that the range separation parameter λ can be
optimized based on one of the exact properties of either
the DFT or the Green’s function methods, such a range-
separated hybrid provides an ab-initio treatment of real-
istic systems.
On the other hand, the short-range DFT – long-range
Green’s function hybrid functional is obviously relevant
to the DFT community since it can be viewed as a higher
rung of the “Jacob’s ladder” of the functionals. Similarly
to other high rungs, srSVWN5—lrGF2 employs unoccu-
pied orbitals, is non-local, and has an explicit frequency
dependence. Provided that explicitly temperature de-
pendent short-range DFT functionals become established
enough, the presented functional can also be made tem-
perature dependent in a straightforward manner.
We have demonstrated that the functional presented in
this work offers several attractive advantages when com-
pared to the methods used in its construction. Similarly
to range-separated hybrid functionals with other many-
body methods such as CI, MP2, CASCF, NEVPT2,
CCSD, and RPA, srSVWN5—lrGF2 exhibits a rapid con-
vergence with respect to the one-electron basis set. This
fast convergence with respect to the basis set size, for
the Green’s function methods provides an additional ad-
vantage, since smaller basis sets require fewer imaginary
time and imaginary frequency grid points, resulting in
reduced computational cost. Additionally, we have il-
lustrated that the srSVWN5—lrGF2 functional has a
smaller self-interaction error when compared to the stan-
dard SVNW5 functional. This is beneficial in calcula-
tions involving molecular thermochemistry, reaction bar-
riers, binding energy in charge transfer complexes, po-
larizabilities, and molecular conductance. Even though
the standard density functionals provide an accurate de-
scription of the short-range dynamical correlation, we
have shown on the example of the HF and H2 molecules
that the srSVWN5—lrGF2 functional can describe the
dynamical correlation even more accurately.
Moreover, we presented a first principles approach to
finding an optimal value of the range separation parame-
ter based on the calculation of ionization potentials of
atoms and molecules. While the overall accuracy of
the IPs evaluated using srSVWN5—lrGF2 is similar to
that of GF2 evaluated as the difference between total
electronic energies of N and N − 1 electron systems,
srSVWN5—lrGF2 results are converged with respect to
the basis set size and do not rely on any fortuitous can-
cellation of errors. Moreover, for srSVWN5—lrGF2 eval-
uating the IP directly from the Green’s function poles or
using the energy difference between N and N−1 electron
systems results in the same answer. This is not the case
for GF2 when the calculations are carried out in a basis
set that is not large enough.
We have demonstrated that using the range-separated
Coulomb integrals the magnitude of the self-energy in the
Green’s function method can be modified as a function of
the range separation parameter λ. These results demon-
strate that srSVWN5—lrGF2 functional can be useful for
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self-energy embedding calculations as well as for Green’s
function-based calculations of extended systems since for
certain values of the parameter λ the decay of self-energy
elements is fast and can contribute to an additional spar-
sity of the problem. Consequently, a fewer number of
self-energy elements need to be evaluated resulting in an
overall reduction of the computational cost.
Finally, we believe that there are several directions in
which short-range DFT with long-range Green’s func-
tions hybrid functionals can be further developed. In
its current implementation the local density functional
describes not only the short-range interactions but also
the coupling region between short-range and long-range
correlations36. It has been shown44 that when the cou-
pling region is treated by many-body methods instead
of density functionals , then such a calculation results in
a further improvement of functional properties. There-
fore, the development of such range-separated double-
hybrid functionals118 based on long-range Green’s func-
tion methods may be worth pursuing.
Another interesting direction for the functional pro-
posed in this work is the study of metallic systems or
systems with small band gaps. Green’s function expan-
sions that do not include the infinite sum of bubble dia-
grams such as a Møller–Plesset Green’s function are ex-
periencing divergences for metallic systems. These diver-
gences can be efficiently eliminated by screening of the
electron-electron interactions provided by e. g. the error
function. Therefore, functionals employing a range sep-
aration similar to the one presented here, may also be
applied to periodic calculations of metallic systems in or-
der to avoid a divergent behavior. Furthermore, several
other choices than GF2 such as GW or FLEX are possi-
ble as long-range Green’s function methods. On the den-
sity functional side, it is worth investigating short-range
semilocal density functionals within the range separation
framework.
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