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Introduction
Many variables are used in logarithms (logs) in economic studies because this transformation is deemed appropriate for one reason or another. From the point of view of univariate time series modelling the log transformation may be used because a transformed version of the variable of interest may be better modelled with standard linear autoregressive integrated moving average (ARIMA) processes. For example, a logarithmic transformation is often employed to obtain a more homogeneous variance of a series. In this study we investigate the implications for forecasting the original variable. If the log series is well described by an ARIMA model, optimal forecasts can be obtained easily for the log series. Of course, one may reverse the log transformation by applying the exponential function to the forecasts and thereby obtain a forecast of the original variable. This approach has a drawback in the present situation, however. It is well-known that an instantaneous nonlinear transformation applied to the optimal forecast of a variable may not result in the optimal forecast of the transformed variable (Granger and Newbold (1976) ). In particular, if optimal forecasts of the logs are available, converting them to forecasts for the original variable by applying the exponential function is in general not optimal.
In this study we compare different forecasts for variables which are typically used in logs in economic models. The following forecasts are compared: (1) An ARIMA forecast for the original variable without the log transformation. This forecast is not implausible because ARIMA models capture the conditional mean and this is what is important for point forecasts. The log transformation is typically used to stabilize the variance and hence has an impact on the second moments. (2) An ARIMA forecast based on the logs of the series, where the forecast of the original series is obtained by applying the exponential function to the forecast of the log series. (3) The forecast for the log series obtained under (2) is converted to a forecast for the original series by a more sophisticated transformation which gives a more efficient forecast under ideal conditions.
We conduct a simulation experiment to investigate the performance of the different forecasts under controlled conditions and we also use the three predictors to forecast a range of economic variables. It is found that the log transformation can lead to substantial reductions in forecast mean squared error (MSE) if taking logs really leads to a more stable variance of a series of interest. On the other hand, if the log transformation is applied although it does not make the variance more homogeneous, using it can be damaging to the forecast precision.
The plan of the study is as follows. In the next section the models and 1 forecasts are summarized formally and some related results regarding the efficiency of different forecasts are reviewed. In Section 3 the results of simulation experiments are reported and in Section 4 a forecast comparison for a set of economic variables is presented. Finally, Section 5 concludes and detailed data sources are given in an Appendix.
The Predictors 2.1 Stationary Processes
Let x t = log y t be the natural logarithm of the univariate time series variable y t and suppose that x t is generated by a stationary ARMA(p, q) process,
where ν is a constant, α(L) and θ(L) are polynomials in the lag operator, L, of orders p and q, respectively, and ε t ∼ i.i.d.N (0, σ 2 ε ) is Gaussian white noise. In practice, there may be other deterministic terms such as seasonal dummy variables or deterministic trends. Although the analysis can be easily generalized to account for such terms, we ignore them because in this study we focus on the stochastic part of the data generation process (DGP). Granger and Newbold (1976) show that the process y t is in fact stationary if x t has this property. They also show that y t is a finite order MA process of order at most q if x t ∼ MA(q). If, however, x t is a mixed ARMA(p, q) process with nontrivial AR part (p > 0), then the covariance structure becomes more complicated. In any case, it is possible that an h-step forecast for y t+h given y t , y t−1 , . . . , is based on an ARMA model fitted to the variable of interest, y t . The forecast obtained in this way by using the usual forecasting formula is denoted by y lin t+h|t . It may be the optimal linear forecast for y t+h , e.g., if x t is a zero-mean finite order MA process. In the following we refer to a forecast based on an ARMA or ARIMA model for the original y t variable as linear forecast.
Another plausible forecast for y t+h may be obtained via x t . Because x t is a stationary Gaussian ARMA process, the usual forecasting formulas result in the conditional expectation which is the optimal (minimum MSE) predictor. We use the notation
This forecast is unbiased, i.e., the forecast error has mean zero and its variance, denoted by σ 2 x (h), equals the forecast MSE. A naive h-step forecast for y t+h may be based on x t+h|t by reversing the log transformation,
(2.2) Granger and Newbold (1976) call this forecast naive because it is not the optimal forecast. They show that in this case the optimal forecast can be obtained as y
The forecasts y 
Integrated Processes
As usual we define the variable y t to be integrated of integer order d (I(d)), if its DGP is nonstationary but the DGP of the d times differenced variable is stationary, while differencing d − 1 times will not suffice to achieve stationarity. Suppose that the original variable, y t , is I(d). In principle one may in this case use all the predictors that we considered in the foregoing. Rather than ARMA models one shall use ARIMA models, however. Apart from that the same predictors can be used. In the following we only consider the I(1) case, that is, all integrated variables are I(1) for convenience because that is the most important case from a practical point of view. If the transformed variable x t = log y t is integrated, the situation becomes a bit more complicated. Typically, if y t needs to be transformed to obtain a Gaussian ARIMA process, it may not have the usual characteristics of an I(1) variable, as pointed out by Granger and Hallman (1991) . These authors note that the autocorrelations of y t = exp x t may decay more quickly than for an I(1) variable if x t is a random walk, i.e., a simple I(1) variable. Moreover, the usual Dickey-Fuller and augmented Dickey-Fuller tests for unit roots have quite different distributions from the standard ones when applied to y t . Thus, it may well be that y t is not classified as I(1) if x t = log y t is clearly found to be I(1).
Although this problem may occur in practice and may lead a forecaster to proceed differently in some cases, in general, the leading approach still seems to be that an ARIMA model is fitted and there is also a good chance that y t is classified as I(1) if x t is I(1). Therefore, in Section 4 where we consider real economic time series, we focus on series for which the original and the logs are likely to be classified as integrated. Before we look at actual economic series, we study the performance of the predictors in a controlled simulation environment in the next section to get a feeling for what to expect in actual applications.
Simulation Comparison of Forecasts
In this section we use a simulation experiment to compare the three predictors introduced in Section 2. We consider two different situations. In the first set of simulations we generate x t by an ARI process so that the variances of the logs of y t = exp(x t ) are indeed homogeneous. In contrast, in a second set of simulations we generate y t by an ARI process. Hence, the log transformation is applied although y t already has a homogeneous variance.
Linear DGP of the log Series
We first use an AR(1) process for the first differences of x t , i.e., an ARI(1,1) process, to simulate x t . In other words, denoting the differencing operator by ∆ (= 1 − L), our DGP has the form
with x 0 = x −1 = 0, ρ = −0.9, −0.5, 0, 0.5, 0.9, ν is a constant term which induces a drift in the levels of the integrated x t series and ε t is independent, identically normally distributed with zero mean and variance σ 2 ε , i.e.,
. Samples of size T = 40 and 80 are considered and 4 post-sample values are generated additionally to evaluate the forecasts. Furthermore, we have discarded 50 values at the beginning of each sample to alleviate start-up effects and we add as many pre-sample values to each sample as needed for model selection and estimation. Thus, T is the net sample size for the levels series. Note, however, that the net sample size for the differenced series is T − 1 because one observation is lost by taking first differences. The variable y t = exp(x t ) is computed from the generated x t series.
1
To simulate an approach which is used in applied work, we fit only AR(p) processes with an intercept to the first differences of x t and y t . The three forecasts for y t as summarized in Section 2 are computed for forecast horizons up to h = 4. The AR orders are chosen by model selection criteria. More precisely we use the very parsimonious SC (Schwarz (1978) ) and the more profligate AIC (Akaike (1973) ) to choose the lag orders (see also Lütkepohl (2005, Section 4.3. 3) for a more detailed discussion of the model selection criteria). We use maximum lag orders of 4 and 6 for samples of size T = 40 and 80, respectively, in the selection procedure and we also experimented with other maximum orders. For our DGPs small changes in the maximum AR order did not change our main results.
1 All computations are performed with Matlab programs.
4
The forecast error variances required for the optimal forecasts are estimated as follows. Letα 1 , . . . ,α p+1 be the estimated coefficients of an AR(p + 1) model for the levels variables. The AR operator is 1 Tables 1 and 2 . The parameter values are chosen so that they are roughly in line with some of the AR models used for the actual economic variables in Section 4. In particular, small values of the residual variance σ 2 ε and the drift parameter ν are typical in practice when ARIMA models are fitted to logs of economic time series. In Table 1 MSEs of naive forecasts relative to linear forecasts are given for sample sizes of T = 40. The AR order is selected by SC. Numbers greater than one indicate that the MSE of the naive forecast is larger than the one of the linear forecast. Clearly, there are some numbers greater than one in Table 1 . Notably for a zero drift term using logs does not help to improve the forecasts except that the AR coefficient has a large positive value, ρ = 0.9. The losses due to using logs are minimal, however. The largest loss in Table 1 for ν = 0 is obtained when ρ = 0.5, σ 2 ε = 0.001 and 4-steps ahead forecasts are considered. Even in that case the MSE of the naive forecast is only about 5% larger than the one of the linear forecast. Of course, if the drift is zero, it is possible that x t is a time series of negative values and applying the exponential function may actually reduce the variability of the series. In turn, applying the log transformation to y t may not result in sizable improvements in the homogeneity of the variance. In that case, using the log series may not improve the forecasts.
The situation is quite different if the drift term is positive. Then, depending on the residual variance, the AR coefficient ρ and the forecast horizon, the efficiency gains from using logs can be dramatic. For example, for σ 2 ε = 0.001, ρ = 0.9 and forecast horizon h = 4, the MSE of the linear forecast is more than 10 times as large as that of the naive forecast if the drift parameter ν = 0.02. In fact, in general, if using logs is beneficial for the forecast precision, the gains tend to increase with the forecast horizon. Also, for a given residual variance, a larger drift value and a larger ρ tend to make the log transformation more beneficial or, in other words, they improve the forecast MSE of the naive forecast relative to the linear one. This result may not be too surprising because a larger drift term induces more irregularity in the variances of y t = exp(x t ). For example, x t tends to increase more rapidly if the drift term is larger. Hence, the magnifying effect of the exponential function for positive values induces more heteroskedasticity in y t . Thus, the overall conclusion from the results in Table 1 is that the log transformation helps to improve forecasts a bit or even substantially if it actually has a sizable stabilizing effect on the variance of the series of interest, y t .
This conclusion turns out to be robust in various dimensions. For example, we have also used the AIC criterion for AR order selection. The resulting relative forecast MSEs are very similar to those in Table 1 . This may not be very surprising given the simple AR structure of the DGP. Although we have not checked this, one may guess that AIC and SC selected the same AR orders in the vast majority of all cases. We also considered a larger sample size of T = 80. For zero drift term, ν = 0, the results are again similar to the corresponding ones in Table 1 . For ν > 0, the relative performance of the naive forecast tends to improve, however, in some situations.
Of course, so far we just compared the linear forecast to its naive competitor which is theoretically inferior to the optimal forecast. In practice it is not clear that the optimal forecast actually outperforms the other two predictors because the forecast error variance which is used in the forecast transformation is unknown and has to be replaced by an estimate. Using the estimate from (3.2) does not in fact improve the forecast precision much over the naive one if at all. This can be seen in Table 2 where the MSEs of the optimal forecasts relative to the naive ones are presented. Clearly, the numbers tend to be very close to but still slightly larger than one. This holds across all forecast horizons, drift terms and error variances. In fact, the results in Table 2 are invariant to the value of the drift parameter ν. Therefore we report results only for ν = 0. Given these simulation results, in applied forecasting, the optimal forecast may not be of great value. At least it does not improve the forecast MSEs in the experimental situations which we consider here.
The DGPs considered so far favor the forecasts based on logs because this transformation has the potential to make the variance more stable. One may, of course, also wonder how much can be lost by applying the log trans-6 formation when the variance is stable already. This question is considered next.
Linear DGP of the Series of Interest
To investigate whether the log transformation can be damaging to the forecast precision if it does not stabilize the variance, we perform another experiment where we generate the variable of interest, y t , by an ARI process and we apply logs to obtain x t . More precisely, the DGP of ∆y t is an AR(1),
with y 0 = y −1 = 0 and all other quantities are specified as in (3.1). The x t 's are generated as x t = log y t . We use only processes with positive drift term, ν > 0, to ensure positive values of y t at least after the initial burn-in period of 50 observations which are dropped as in the previous simulation setup. Some results based on samples of size T = 40 and AR order selection by SC are reported in Table 3 . Again we show MSEs of naive forecasts relative to linear forecasts. Now all entries are greater than one and some substantially so. Consider, for instance, the relative MSEs associated with 4-step ahead forecasts when ν = 0.05 and σ 2 ε = 0.0001. Taking logs can lead to MSEs which are more than six times as large as those of the linear forecasts. Thus, quite a bit of damage can be done by taking logs if the variance of a series is stable across the sample already. In particular, longer-term forecasts based on logs can be quite poor relative to the linear ones. But even for short-term forecasts (1-step ahead) sizable losses are possible.
Also in this case we checked the robustness of these results. For instance, we used AIC instead of SC for AR order selection and we increased the sample size to T = 80. The results remain qualitatively the same.
Thus, the overall conclusion from our simulations so far is that forecasting logs of a variable of interest first and then converting back to the original variable can lead to substantial improvements in MSE if the log transformation indeed stabilizes the variance of the DGP. If however, the variance is stable already, quite some damage can be done by forecasting logs. Our simulations also show that no substantial gains can be expected from using the optimal instead of the naive forecast. In fact, the optimal forecast with estimated forecast error variance often has a slightly larger MSE than the naive forecast. The differences are usually minimal, however. Thus, there is no compelling reason for considering the more elaborate optimal forecast.
4 Forecast Comparison Based on Economic Data
We consider a range of different economic time series which are often used in logs in economic modelling and compute the three different forecasts for the original variables. More precisely, we use monthly series of different stock indices as well as quarterly series of gross domestic product (GDP) and consumption for a range of countries. Although stock returns are often of interest, the level of stock indices is also of interest because the returns of many certificates are linked to the level of specific stock indices. If the returns are of interest, first differences of logs are typically considered. Hence, using logs of the stock index series is not uncommon. Similarly, in economic analyses, logs of GDP and consumption are often considered. Although forecasts of the rates of change of these series may be more important in practice, we focus on forecasting the levels because thereby we hope to cover a good range of different DGPs which come up in applied work. Having a range of different DGPs is important in this context because the characteristics of the DGP are crucial for the performance of the different forecasts, as we have seen in the simulations. We first discuss the results for the stock indices and then consider the GDP and consumption series.
Forecasting Stock Indices
We consider nine well-known stock indices, the Dow Jones Euro Stoxx 50, FTSE, DAX, CAC 40, Dow Jones, Nasdaq, S&P 500, Nikkei and HangSeng. The indices are related to important stock exchanges from all over the world. They measure stock prices from different regions and sectors. Moreover, they differ in how many stock prices they incorporate. Overall they cover a good range of the stock markets in the world. We use monthly series from 1990M1 to 2007M12 based on end-of-month index values. Details on the data sources are provided in Appendix B. The first differences and first differences of logs of all series are plotted in Figure 1 . Apparently the variation in volatility is larger for the series without logs in most cases. Thus, using logs can be interpreted as a means for stabilizing the variance. However, even the first differences of logs still show considerable variation in the volatility, as one would expect for monthly financial market series. In such series conditional heteroskedasticity is often diagnosed and modelled. To ensure that our results are not driven purely by the specific period used for the forecast comparison, we report results for different forecast periods. Also, we vary the sample on which model specification and estimation are based.
Forecasts are computed by fitting AR models to the first differences of the original index series and to the first differences of logs. The AR orders are chosen by model selection criteria, as in the simulations, that is, we use the SC and the AIC for AR order selection. The maximum lag order is 4 in the selection procedure because no seasonality or higher order AR dynamics are expected in the differenced series. In fact, for the current set of series, the AR orders chosen by both model selection criteria are often zero. In efficient markets it is of course not surprising to find no predictability in the returns. Since the choice of selection criterion did not make any difference for the results qualitatively, we report relative forecast MSEs only for SC models in Table 4 . In fact, the AIC results are identical for most countries and samples and very close to the SC results when there are differences. The reason is, of course, that the AR(0) for the first differences is the dominating model. For our purposes, computing the forecasts from those models means that estimation uncertainty has only a limited impact on the results. The only estimated parameters are the drift term and the residual variance which enters the estimator for the forecast error variance in the optimal forecast formula.
In Table 4 we report relative forecast MSEs for two alternative sample periods, three different forecasting periods and forecast horizons h = 1, 3 and 6. Thus, the forecast horizons refer to one month, one quarter and half a year. In this table the forecast MSEs of the naive forecasts relative to the linear forecasts are displayed. An asterisk indicates that the difference between the forecast MSEs is significant at the 5% level based on a two-sided modified Diebold-Mariano (DM) test (Diebold and Mariano (1995) ). We use a modification which was proposed by Harvey, Leybourne and Newbold (1997) and give the precise form of the test statistic in Appendix A.
The two sample periods used in Table 4 , we first fit AR models using data from 1990M1 -2000M12 (sample size 131 if the first observation is not counted which is used for forming differences) and we use these models to produce up to six steps ahead forecasts and corresponding squared forecast errors. Then we extend the sample length by one and perform a new AR order selection and estimation to produce the next set of forecasts etc.. The largest sample for estimation is achieved when the period ends in 2007M6. Thereby we generate 79 squared forecast errors for each forecast horizon. For the shorter forecast periods starting from 2003M1 and 2005M1, only 55 and 31 forecasts, respectively, are computed in this way. We divide the sums of the squared forecast errors by the corresponding sum of squared forecast errors obtained for the original series. Thus, a value greater than one in Table 4 means that the MSE of the linear forecast is smaller than the one of the naive forecast based on logs, that is, logs do not improve the forecasts, whereas a number smaller than one implies that taking logs improves the forecasts.
Obviously, numbers smaller than one dominate in Table 4 . Thus, producing forecasts on the basis of the log series is clearly beneficial. In fact, all numbers greater than one typically exceed one only by very little, while gains from taking logs can be considerable. This is similar to the simulation results reported in Table 1 . For example, the largest relative forecast MSE in Table 4 In fact, most forecast MSEs above one occur for the longest forecast period 2001M1-2007M12 which covers the general downturn in the stock markets in the early years of the current millennium. Had we eliminated this forecast period, the advantage of the forecasts based on logs would have been overwhelming. The results for the long forecast period show that the precision of specific forecasts in practice is quite dependent on the sample and forecast periods. We account for this fact by reporting results for different periods.
The optimal forecasts typically have MSEs close to the naive forecasts or are slightly better. The MSEs of the optimal forecasts relative to the naive ones are shown in Table 5 . Obviously, they are all very close to one, as in the simulations. In no case has the optimal forecast more than a 10% higher MSE than the naive one. On the other hand, forecast efficiency gains from using the optimal forecast over the naive one of more than 10% are also rare. Notice, however, that with one exception, all significant differences are obtained in situations when the optimal forecast is better. The only exception occurs for the Euro Stoxx when the shorter sample and a forecast period from 2001M1 -2007M12 is used. In that case the MSE improvement from using the naive forecast is only about 1.5%. Thus, overall the optimal forecasts are about equally good or even slightly better than the naive forecasts for these samples and forecast periods. Hence, the gains from using logs in forecasting the stock indices would be even greater in some occasions than is seen in Table 4 had we used the optimal forecast in that table instead of the naive one. It may also be worth noting that the logs of the stock indices are not well modelled by normal distributions whereas our optimal forecast is derived under the normality assumption.
As mentioned earlier, many of the models underlying the forecasts in Tables 4 and 5 are AR(0) models for the first differences. Hence, these results do not tell us much about the impact of estimation uncertainty in the AR parameters. Such estimation uncertainty may in particular have an impact on the optimal forecast which involves an estimate of the forecast error variance and is, thus, based on the AR coefficient estimates. Therefore we now consider series for which more dynamics in the differences and the differences of logs can be expected.
GDP
Quarterly, seasonally adjusted GDP series from seven different OECD countries for the period 1980Q1 -2006Q4 are investigated. The precise data sources are again given in Appendix B. Our choice of series is determined by the objective of our forecast comparison, namely to see whether taking logs is beneficial for forecasting even if forecasts of the original series are of interest. The countries are Belgium, Canada, Denmark, France, Japan, Norway and the U.S.. Thus, we have a range of smaller, medium size and larger countries in our set. The first differences of the original variables and the logs are plotted in Figure 2 . The main criterion for including these countries is to ensure that there are no major distortions and data irregularities during the sample period. For instance, we exclude Germany because the unification in 1990 resulted in a series with a shift in that year. The shift is due to the fact that the GDP series refers to West Germany only before the unification. Of course, we could have adjusted the series in one way or another. We did not want to include series for which manual adjustments on our side were necessary to ensure a reasonably good fit, however. Thereby we try to safeguard against the critique that our results may be driven by our adjustments. Thus, we only include countries for which the GDP series both in first differences and in first differences of logs can be modelled reasonably well by low order AR processes for the entire sample period. This is also why we use data which are adjusted by some kind of official seasonal adjustment procedure. The residuals of the AR processes fitted to the series of changes (first differences of the original series) may still be heteroskedastic, however, which is why logs are often used. In some cases there is still some heteroskedasticity left in the series if the rates of change are considered, as can be seen in Figure 2 . Again the first differences of logs on the right hand side of the figure generally appear to have a more stable variance over the sample period, although that is not obvious in all cases. In fact, taking logs in some cases seems to lead to a change in variance which may, e.g., be attributed to the great moderation. There is a substantial literature which discusses the possibility of a reduction in the volatility of U.S. series from the middle of the 1980s onward (e.g., Sims and Zha (2006) , Sims, Waggoner and Zha (2008) , Lanne and Lütkepohl (2008) ). This phenomenon is also seen to some extent in the last panel in Figure 2 which shows the first differences of logs of U.S. GDP. However, overall the log transformation seems to stabilize the variability in the GDP series considered.
The forecasts are computed as explained for the stock indices. That is, we fit AR models to the original GDP series and to their logs. The AR orders are chosen by AIC and SC model selection criteria based on increasing sample sizes for each fixed sample beginning. The maximum lag order considered is now 8 because we expect some more serial dynamics in the first differences of the series. Again we just report SC results because the AIC results are qualitatively identical. MSEs of naive forecasts relative to MSEs for linear forecasts for samples starting in 1980Q1, 1985Q1 and 1990Q1 are reported in Table 6 . The MSEs for the optimal forecasts are either very close to those of the naive forecasts or they are slightly smaller. Thus, whenever a number smaller than one appears in the table, the log transformation improves the forecasts. Had the optimal forecasts been used, the improvements may have been even slightly larger. The forecast periods start either in 2000Q1 or in 2003Q1 and results for forecast horizons from one to four quarters are reported. We also used different estimation and forecast periods and found similar results so that we believe that the results reported in Table 6 provide a good summary of the overall outcome.
The general picture in Table 6 is again in favor of using logs. In fact, Japan is the only country for which the linear forecasts have significantly smaller MSEs than the naive ones in some cases, where significance is again assessed by (two-sided) DM tests with 5% level. For the other countries there are quite substantial improvements due to the log transformation notably for longer term forecasts. Consider, for example, Belgium where in all cases the log transformation improves the forecasts and in a couple of cases the relative MSE is less than 10%, that is, a dramatic improvement is obtained (see the figures for forecast horizon 4 and forecast period 2003Q1-2006Q4) . In fact, in most cases where the forecasts based on the original variables are superior, the gains are only small, typically a few percent improvements. The only exception is Denmark for which the original variables deliver more than 50% improvements in the forecast period 2000Q1 -2006Q4. This improvement is not significant at the 5% level according to the DM test, however. More generally for this forecast period the forecasts based on the original variables are often superior although not significantly so when checking with the DM test. In fact, if one would eliminate the first column of the table which shows the relative forecast MSEs for this period and the rows associated with Japan, the picture would be even more clearly in favor of taking logs.
Thus, in summary, we can conclude from the results for the GDP series that taking logs is beneficial from a forecasting point of view. Forecasting the logs first and then converting to forecasts for the original variables can lead to dramatic MSE improvements. On the other hand, for those cases where the forecasts based on the original variables exhibit smaller MSEs, the gains are typically very limited. This situation is similar to the simulation results reported in Table 1 . In the next section we check whether similar results are obtained for consumption series from different countries.
Consumption Forecasts
The next set of variables we use for a forecast comparison are quarterly, seasonally adjusted aggregate private consumption expenditures for a range of OECD countries, more precisely for Australia, Belgium, Canada, Japan, Norway, United Kingdom (UK) and the U.S.. Thus, the countries overlap with those for which we considered GDP series in the previous subsection, but they are not identical. The sample period is the same as for GDP, that is, 1980Q1-2006Q4. The precise data sources are again given in Appendix B and the first differences and first differences of logs are depicted in Figure  3 . For some of the series the log transformation apparently leads to a series with a clearly more homogeneous variance in first differences than without logs. Norway is a particularly clear case. On the other hand, there are also series such as the one from the UK where the advantage of taking logs for stabilizing the variance is not apparent. Whereas the variability of the first differences seems to increase over the sample period, it appears to decrease for the first differences of logs. Clearly, one may question the log transformation in such a case. Still, the fact remains that logs of consumption series are often considered in economic modelling and, hence, it is of interest to check whether the log transformation can be beneficial for forecasting as well.
We produce forecasts in the same way as for the GDP series, using the same sample and forecasting periods, and report MSEs of naive forecasts relative to linear forecasts in Table 7 . They are again based on SC models because the AIC results are qualitatively similar. Also the optimal forecast MSEs are again similar to those of the naive forecasts. For five countries there are partly substantial gains from using logs. For example, for Norway the 4-steps ahead forecasts based on the logs for the sample period starting in 1985 and forecasting period 2003Q1-2006Q4 produce an MSE which is less than 20% of the corresponding linear forecast MSE. Many of the MSEs of the naive forecasts are significantly smaller than those of the linear forecasts.
In contrast, using logs for forecasting Japanese and UK consumption results in considerable and significant efficiency losses. In particular, for the UK the MSEs of the naive forecasts based on logs can be more than five times the corresponding MSEs of the linear forecast. These figures are similar to the simulation results in Table 3 which are obtained by simulating the y t series with a linear DGP. Thus, for series where a stabilization of the variance is not achieved by taking logs, the log transformation may be quite damaging for the forecast precision.
Conclusions
In this study we have investigated whether and under which conditions using logarithms can help improving forecasts of economic variables. More precisely, if forecasts of a variable y t are of interest, the question is under what conditions forecasting x t = log y t and then converting the forecast of x t to a forecast of y t may lead to a more precise forecast than predicting y t directly. To explore this question, we have compared three predictors: (1) a linear forecast based on an ARIMA model for y t , (2) a naive forecast which converts an ARIMA forecast of x t by the exponential transformation to a forecast of y t and (3) an 'optimal forecast' which adjusts the ARIMA forecast of x t to account for the nonlinearity of the log transformation when converting to a forecast of y t . The MSE has been used as a measure for forecast precision.
In a simulation study based on ARI processes for x t as well as for y t we found that using logs can result in dramatic gains in forecast precision if the log transformation indeed makes the variance more homogeneous throughout the sample. In other words, forecasts based on x t = log y t and then converting to y t can be much better than direct predictions of y t if x t has a more stable variance than y t . On the other hand, directly forecasting y t is preferable in terms of forecast precision if y t has a more homogeneous variance than x t . Generally, the so-called optimal forecast based on x t is typically not better or at least not much better than the naive forecast based on x t . Although the optimal predictor minimizes the forecast MSE in theory, it involves the forecasts error variance which is unknown in practice and has to be replaced by an estimator. Using the usual estimator for this quantity, the optimal predictor does not appear to have an advantage over the naive predictor in samples of common size, at least for the DGPs used in our simulation experiment. In this context it may also be worth noting that Granger and Newbold (1976) do not report large gains in theoretical forecast MSE in their examples if a log transform is used. Hence, our simulation findings are in line with their results.
We have also considered a range of economic series which are typically used in logarithmic form in economic analysis and compared the three predictors using different sample and forecast periods. The overall results from the empirical forecast comparisons are the same as those of the simulations. In other words, series whose variability becomes more homogeneous by taking logs, can be forecasted better by the naive or optimal predictors. The gains in forecast MSE can be dramatic. On the other hand, if the log transformation does not stabilize the variance of a series, it is preferable to base forecasts directly on ARIMA models for the original series. In that case, using forecasts based on the log series can be damaging to the forecast precision.
These results can be potentially important for forecasting aggregated series. If disaggregate data is available it was found that forecasting the disaggregate series and then aggregating the forecasts may be preferable to forecasting the aggregate series directly. Such results were found for both temporal as well as contemporaneous aggregation (e.g., Amemiya and Wu (1972) , Wei (1978) , Lütkepohl (1986 Lütkepohl ( , 1987 Lütkepohl ( , 2006 , Silvestrini, Salto, Moulin and Veredas (2008) ). Many of the available results relate to linear aggregation, however. Since the log transformation is a nonlinear one, the question arises whether forecasting the logs of the disaggregate series and aggregating the forecasts is still preferable to forecasting the aggregate directly based on the original series or based on its logs. For the case of contemporaneous aggregation this would require multivariate extensions of the results regarding optimal prediction of nonlinearly transformed series. Such extensions were discussed by Ariño and Franses (2000) . These issues are left for future research. 
Stock Indices
Nine price indices from stock markets all over the world are investigated. The corresponding codes (DS Mnemonics) 
GDP
The GDP series are seasonally adjusted in current prices for seven countries. The corresponding codes (DS Mnemonics) are: BGGDP...B for Belgium, CNI99B.CB for Canada, DKESNGDPB for Denmark, FRL99B.CB for France, JPI99B.CB for Japan, NWGDP...B for Norway, and USI99B.CB for U.S..
The GDP of Canada is measured in billions of Canadian dollars, French GDP is in billions of French franc, Japanese GDP is in billions of Japanese yen, and U.S. GDP is in billions of U.S. dollars. These series are from IMF International Financial Statistics. Norway's GDP, from Statistics Norway, is in millions of Norwegian krones. The data for Denmark (in billions of euros) are from Statistical Office of the European Communities and the GDP series for Belgium is given in millions of euros and is provided by Banque Nationale de Belgique. 
