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Dynamic simulations have been successfully applied to the 
modelling of building heating, ventilating and air-conditioning 
(HVAC) plant operation. These simulations are generally driven 
using time-series data as input. Whilst time-series simulations 
are effective, they tend to be expensive in terms of computer 
execution time. A possible method for reducing simulation time is 
to develop a probabilistic picture of the model, by characterising 
the model as being in one of several states. By determining the 
probability for being in each model state, predictions of long-term 
values of quantities of interest can then be obtained using 
ensemble averages. 
This study aims to investigate the applicability of the Markov 
modelling method for the above stated purpose in the simulation 
of HVAC systems. In addition, the questions of the degree of 
accuracy which can be expected, and the amount of time-savings 
which are possible are investigated. 
The investigation has found that the Markov modelling technique 
can be successfully applied to simulations of HVAC systems, but 
that assumptions commonly made concerning the independence of 
driving variables may often not be appropriate. An alternative 
approach to implementing the Markov method, taking into account Z: ) 
dependencies between driving variables is suggested, but requires 
further development to be fully effective. The accuracy of results 
has been found to be related to the sizes of the partial derivatives 
of the calculated quantity with respect to each of the variables on 
which it depends, the sizes of the variables' ranges, and the 
number of states assigned to each variable in developing the 
probabilistic picture of the model's state. A deterministic error 
bound for results from Markov simulations is also developed, 
based on these findings. 
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Chapter I: INTRODUCTION 
1.1 Back-2round Information 
The purpose of this study was to investigate the applicability of 
stochastic methods to the simulation of building systems. 
Simulations of this kind have normally been of a dynamic nature, 
using time-series data, and have aimed to provide information 
about the performance of control systems using various measures, 
such as the amount of energy consumed, or the ability to maintain 
the building temperature within a predefined range. In this way 
useful knowledge emerges, such as the relationship between the 
size of the heating or cooling plant in use and the thermal comfort 
of the building. Whilst dynamic simulations are considered to be 
the most accurate approach to modelling HVAC (Heating, 
Ventilation and Air-Conditioning) systems, the computer execution 
time required to perform a dynamic simulation can be prohibitive, 
particularly when many separate runs are required to assess the 
behaviour of the system with different parameters or if the 
simulation is part of a design optimisation process [1]. 
In time-series simulations, the length of the time-series used is 
related to the accuracy of the results and to the execution time 
required to perform the simulation. Rather than use longer sets of 
data, however, a common approach is to use a "typical" 
metereological year. Existing dynamic simulation computer 
programs which make use of time-series data include HVACSIM+ 
(Heating, Ventilation and Air-Conditioning SIMulation, PLUS other 
systems) [2,3], SPATS (Simulation of the Performance of Air 
Conditioning and Thermal Systems) [4] and TRnSYS (Transient 
SYstem Simulation Program) [5]. 
Results are usually obtained by totalling quantities such as energy 
consumption. Averaging results over the relevant time period 
provides a similar measure for calculated quantities. and one 
%vhich is better suited to the comparison with results obtained 
from stochastic simulations. 
The stochastic approach investigated here is called Marko",, 
modelling. The Markov method reduces the computer execution 
time required to obtain predictions of long-term mean values for 
quantities of interest by making fewer calls to the models. This is 
achieved by characterising the model as being in a number of 
"states, " according to the values of the variables. Representative 
values for the variables affecting the model are used for each 
state. The probability for the model being in each state is then 
found, so that mean values for calculated quantities can be 
obtained using an ensemble average. Since the results from the 
Markov method are averages, the same approach can be adopted 
in the time-series simulations to obtain a sample average, which 
can be used as a benchmark to determine the accuracy of the 
stochastic approach relative to the dynamic time-series method. 
Should a total for a quantity be required, rather than an average, 
it is only necessary to multiply the average by the number of 
time-periods for which the total is desired. 
There are some extra overheads required to perform a Mark-ov 
simulation, but these are expected to be relatively small in 
comparison to the time saved by reducing the numbers of model 
calls. These initial operations are required in order to develop the 
probabilistic picture of the model, and need be performed only 
once for a set of simulations using differing model parameters. 
The objective of this research is to investigate the feasibility of 
applying Markovian simulation methods to HVAC system 1-" 
simulations, and to quantify the degree of accuracy which may be 
expected from the results so obtained. 
A mathematical overview is given in section 1.2, and subsequent 
sections in this chapter avoid mathematical and algorithmic 
details, which are presented in more detail in the chapters to 
which they pertain. 
1.1 Markov Terminology Overview 
'17his section will define some terms necessary for the discussion of 
the Markov modelling method. 
"A stochastic process is phenomenon which is developing in time 
in a manner controlled by probabilistic laws. " (Parzen, (61. ) 
In a stochastic process there is a set of possible outcomes 
associated with the process, and the process proceeds in time, with 
one of the possible outcomes occurring at each step. In addition, 
each outcome has an associated probability, which may be 
dependent on the time at which the outcome occurs, and on the 
history of outcomes preceeding the instant in time under 
consideration. For the purposes of this discussion, the outcomes 
may be termed states. The state space is the set of all possible 
states for the process. A discrete state space is one which has a 
finite number of states. (Otherwise the state space is continuous. ) 
In a Markov process, the probability of a state at an instant tn 
depends only on the outcorne at the instant tn. 1, and not on any 
outcomes further removed in time. This Is known as the Markov 
property. The probability of an outcome at time tn given 
knowledge of the outcome at time tn-1 is called a one-step 
transition probability. If the state space for a Markov process 
is discrete then the process Is called a Markov chain. If the 
transition probabilties in a Markov process do not depend on how 
many steps in time have already been taken, then the process is 
called homogenous, and the probability structure is said to be 
stationary with respect to time. A transition matrix is a 
matrix whose entries are transition probabiltics. The element on 
the i'th row and fth column of a transition matrix is the one-step 
transition probability for proceeding from state I to state J. Such a 
matrix implicitly describes a Markov process. Two states are said 
to communicate if each may be reached in a finite number of 
steps from the other. A set of pair-wise communicating states is 
called an ergodic set. An crgodic set cannot be exited once it has 
been entered. A transient state or set of states is one which is 
not returned to once it has been departed from. 
3 
The Open University unit on Markov Chains [7] provides a useful 
introduction to the subject. 
1.3 Overview of the Markov Modelling Nlethod and Termi 
A quantity whose value depends on driving variables, for 
which time-series files are available, and system variables 
whose values depend upon known rules, is to be modelled. A 
driving variable is one which will provide the impetus for change 
of values of variables in the model, and which is itself not 
influenced by occurrences taking place within the model. A 
system variable is one which responds to changes in the model as 
caused by driving variables and by other inputs, such as for 
example a heat input from a heating plant. Examples of driving 
variables in the context of building simulations will include the 4_: ý 
temperature outside of the building (as measured by, say, a 
drybulb thermometer), the amount of solar radiation affecting the 
building, or the state of occupancy of the building. System 
variables will include quantities such as the temperature of the air 
inside the building, the temperature of the building structure 
itself, or the temperature of the air supplied by a heating plant for 
the building. 
The Markov method proceeds by characterising the model's state, 
according to the values of the system and driving variables. For 
each state the quantity of interest will have a particular value. 
Let this value be represented by a function g(I, -/-'i), where ! /-Ti 
represents the current state of the model. For each state there is 
an associated probability for being in the state. The result of the 
simulation is the expected value (mean) of the quantity of 
interest, criven by the formula : Z-- 
E[g(x)l 
(1.1) 
4 
where N is the number of model states. The probability P([--'ý/--j) 
represents the long term probability that the model is in state 1ý- 
This is an ensemble mean. The formula is the standard 
expression for the expected value of a quantity. See, for example, 
Parzen [8]. 
In practice, g(-) will depend on the values of all the system and 
driving variables. The values of g(-) are found by calls to a model 
which takes as inputs representative values of the system and 
driving variables for the current state. For each model state, a 
variable's value will occupy a predefined interval, which will be a 
subinterval. of its range. On any given subinterval, the variable's 
representative value is arbitrarily taken to be the midpoint value 
of the subinterval. Other schemes are possible. For example, the 
mean value of the variable on the subinterval could be used, if 
this information is available. 
The main task in the Markov method is to obtain the probabilities, 
P(tMi)) in (1.1). These may be represented by a vector B, having 
N elements. This vector is referred to as the steady-state or long 
term vector (LTV) for the model. 
For each driving variable, a transition matrix is formed using the 
time-series data for the variable. This requires deciding how 
many states or bins a variable will have, and what ranges these 
bins will cover, for which the range of the variable needs to be 
determined. Any transition matrices for driving variables are 
then combined to form a larger transition matrix, which will be 
referred to as the premonitor. The premonitor elements are 
transition probabilities between all the possible combinations of 
driving variable states. The possible combinations of driving 
variable states will be referred to as driving states or 
premonitor states. The set of all combinations of driving and 
system variable states will be referred to as the set of model 
states or monitor states. Once the model states have been 
defined. the model is called once for each state, and at each call 
the resulting system state is found. being a unique combination 
of svstem variable states. This provides information about which 
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transitions between model states occur. and which do not. Those 
transitions %vhich occur are assigned probabilities contained In the 
premonitor, while those which do not are assigned zero 
probability. In this way, a transition matrix for the model states 
is built up. The transition matrix for the model is called the 
monitor matrix. 
The LTV is obtained from the monitor matrix by one of the 
several available methods. These methods are discussed in detail 
in chapter 4. Once the LTV has been found, the long-term mean of Z__ 
the calculated quantity can be estimated by applyIng the formula 
for the ensemble mean, equation (1.1). This is to be compared 
with the sample mean (arithmetic mean) that would be obtained 
from a time-series simulation by the standard formula of 
summing and dividing by the number of items in the summation, 
equation (1.2) below. 
Li (x) =- (7 ( t. ) K 
(1., -)) 
where there are K items in the time-series, and ti represents an n- 
tuple of variable values. 
1.4 Characterisation of Variables 
Variables mav be characterised as beinc-y either discrete or 
continuous. Discrete variables may only take on a finite set of 
values, while continuous variables may take on any values 
between some (possibly infinite, theoretically) limits. In addition, 
two variables i-nay be dependent or independent. 
Independence of two variables A and B may be defined from a 
probabilistic point of view as follows - 
P(A B= b) = P(A 
6 
In words, the probability of %'ariable A having a value "a, " given 
that variable B has the value "b, " is the same as the probability 
that variable A has the value "a" when there is no a priori 
knowledge. In brief, the state or value of B is not significant in 
determining the %, alue of A if the two variables are independent. 
If two variables are not independent then they are dependent. 
The conditional probability rule states that 
P(A =a /B= b) = 
P(A =aAB= b') 
P(B = b) (1.4) 
Substituting the right hand side of equation (1.3) in equation 
shows that 
P(A =aAB= b) 
P(A = a) = 
which implies that 
P(B = 
P(A =a AB= b) = P(A = a) P(B = b) 
(1.5) 
whenever A and B are independent. (See, for example, 
Mendenhall and Scheaffer [91. ) Equation (1.5) will be used in the 
construction of the premonitor -ývhen the driving %, ariables are 
assumed to be independent. 
The type of variable (discrete versus continuous, or dependent 
versus independent with respect to another variable) affects the 
way in which some of the steps in the Markov method are 
implemented. 
Iti this work, the models had a finite number of states, and there 
were alwavs at least some continuous variables, so that the studv 
concerned continous parameter Markov chains. 
- 
1.5 Review of Applications of Markov Processes and Chains 
The Markov Process is named after the Soviet mathematician 
A. A. Nlarkov. who first described the ideas using s%-stems having 
discrete parameters and a finite number of states. In one of the 
earliest applications, described in the Open Universitv unit [71, 
Markov analý, sed the text of Pushkin's poem "Eugene Onegin, " and 
modelled the appearance of vowels and consonants as a two-state 
Markov chain. In this way, the relative frequencies of the 
appearance of vowels and consonants in written Russian were 
estimated as the limiting probabilities of the states for "vowel" 
and "consonant. " and found to agree well with the relative 
frequencies obtained by manual counts using the same text. (This 
idea has since been applied to produce a kind of language 
11 signature, " since different languages have varying transition 
probabilities between vowels and consonants. ) 
Markov's compatriot, Kolmo(-Torov, extended his concepts to 17 I 
include chains with a denumerable number of states. Early work 
on chains having continuous parameters was carried out by Doob. 
(ChunLy, [101. ) 
Markov's techniques have since been applied in a great variety of 
fields, of which onlN, a flavour can be suggested here. For 
applications in queuing theory, Kobayashi [111 and Bharucha-Reid 
[121 provide many examples. Bailey [13] describes a number of 
applications in the natural sciences, including birth and death 
processes, epidemic processes and diffusion processes. Bharucha- 
Reid [12] also provides examples of and many references to 
applications in physics, biology, astronomy, astrophysics, 
chemistry and operations research. 
In the field of en2ineering, some applications have been the 
systems by Duancr and analysis of punipin( 1: 1 
Mays [14], the analysis 
of wind energy storage systems by Bandophadayay, Lis quoted by 
Devine et al [151 and the analysis of solar enern, svstems bv 
, ýtochastic modelling by Haslett [16]. Papers on solar energy space 
heatinL systenis bv Lameiro and Duff [1,71 and Scartezinni and 
Faist [181 are discussed in some more detail below tnLcthcr %vith a 
method for developing confidence intervals for results from 
Markov chain models by Crane and Iglehart [19]. 
1.5.1 Lameiro and Duff MI (1978) 
In work carried out by G. F. Lameiro and W. S. Duff, a stochastic 
approach was applied to the modelling of solar ener(Tv space 
heating systems using a computer model which was called 
STOLAR. The feasibilitv of the methodology was investicrated and 
the practicality of Its implementation using computer systems 
available at the time was discussed. In this study, insolation and 
ambient temperature were the driving variables for which 
transition matrices were constructed from time-series data. The 
time-series files used were hourly values measured over a period 
of a year or a lialf-year. In addition, Mark-ovian representations 
of hot water demands were used. These were based on simple 
step functions, since experimental data was not available or was 
considered to be too dependent on a given individual's 
preferences. To these three Markov chains, the system governing 
equations were added. The fourth stochastic variable was the hot 
water storage tank temperature. Z: ) 
In their discussion, Lameiro and Duff point out that "there is no a 
priori procedure for segmenting a continuous stochastic process 
into the discrete intervals necessary for the Markov chain model" 
and that "the accuracy of the final results is related to the number 
of intervals and the interval sizes. " The exact relationship 
bet%, ý, een the size of the error and these factors is not developed, 
however. 
Through many experimental runs of their models, the authors 
found that the number of storage temperature states should be 
relativek, larLe (> -5), while one state was considered sufficient 
I'or anibient teniperature. in the sense that increasinLy the tiumber 
of states for this variable did not significantly affect the results. 
Similarly for insolation. two states were t- ound to be sufficient, 
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effectively representing sunshine and darkness. The a, 2curacy of 
the results were judged by comparison with two "widely accepted' 
simulation programs: FCHART and TRnSYS (the former being based 
upon the degree-day concept). The results were found to be 
within about 6% of TRnSYS results and within about 3q of FCHART 
results, with execution times in the approximate ratio 1: 10: 100 for 
FCHART: STOLAR: TRnSYS. The STOLAR program was found to use 
approximately 2/3 of its execution time in data reduction to form 
transition matrices, and the remainina 1/3 in actual execution of 
the model. The authors concluded that usino, the suacyested 
numbers of states for the various variables given in their paper, 
the Markov method produces results %vithin about 6% accuracy of 
the programs used in the comparisons. 
Lameiro and Duff were prevented from experimenting with large 
numbers of model states by the limited computin-(2 power 
available to tliem at the time of writing. Z-ý The motivation for usin(-y - 
a small num ber of bins for some variabl es appears to have been 
that it c ould be done w ithout degrading Z-- performance, but w hy this 
was the case was not qu estioned. One of the results of this thesis 
suggests C) an explanation 
for why certain variables could be 
appropriately treated in this way. 
1.5.2 Scartezinni and Faist [181 (1987) 
In this paper, a Markovian approach to the simulation of passive 
and hybrid solar devices was discussed. The accuracy of the 
results were Judged by comparison with four existing 
deterministic computer programs, and the authors found a "close 
correspondence" between the stochastic and deterministic model 
results. 
Four driving variables were considered. These were solar 
radiation. outdoor air temperature and gains due to electrical 
appliances and building occupancy. The assumption of Cý - 
independence between these variables was justified by referencý- 
to intercorrelation functions. The lonL, -t,,:,, rm vector of probabilities 
10 
was calculated by the Power Method (discussed in section 4.4 of 
this thesis). No confidence intervals were explicitly developed to 
describe the possible fluctuation of the quantity of interest around 
its expected value, but reference was made to the variance of the 
quantity as a measure of this. The number of states to be 
assigned to each variable was determined by experimentation, 
with the numbers of states being kept to a minimum to keep the 
problem-size feasibly large. Rooml air and sky temperature were 
assigned only one state each, for example. The authors found that 
this produced acceptable results when the means for these 
quantities were used as the representative values for their states. 
Scartezzini and Faist found that the "correspondence between 
stochastic and deterministic simulations is close" with deviations 
between the corresponding calculated quantities being "below the 
usually admitted accuracy of dynamic simulation programs. " The 
stochastic approach was found to achieve a large time savings 
over the dynamic simulation programs, the size of which was 
dependent on the length of the time-series used in making the 
comparison. 
In their concluding remarks, Scartezinni and Faist state that the 
Markov approach has been successful and that results are 
comparable to those expected from conventional deterministic 
simulation programs. The effects of the level of discretization on 
accuracy are recognised as requiring further research. 
1.5.3 Crane and Idehart [191 
In their paper on simulating stable stochastic systems using 
Markov chains, Iglehart and Crane describe a discrete time 
process (an inventory model) and a continuous time process (the 
'I classical repairman problem"). Confidence intervals are 
developed for results, based on the lengths of times between the 
recurrences of an initial (arbitrary, but non-transient) state. (The 
length of time between recurrences is termed an "epoch". ) In 
Adition, a quadratic approximation technique to provide a 
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confidence interval for a function. -ýiven some variation in one ot 
its parameters is discussed. 
The "epoch" method is unfortunately not applicable to the models 
discussed in this thesis, because it is based on the assumption that 
the parameters are discrete, while in 2eneral in HVAC systems 
simulations there will always be some continuous parameters. 
The quadratic approximation technique for sensitivity analysis 
described is more appropriate for HVAC systems, but would 
require further development. It does not, at first sight, appear to 
be a good technique for the general problem of the accuracy of 
stochastic simulation results, since only one variable is catered for 
at a time, and separate applications of the technique would have 
to be made for each variable for each state. Each application 
would require the evaluation of the calculated quantity (which 
involves a call to the model), and it appears that existing calls 
from a stochastic simulation would not suffice for this purpose. 
There would remain the problem of combining all the confidence C- 
intervals obtained in this way into one result. 
1.6 Summary and Remarks 
The work thus far performed suggests that the 'Markov method C 
has a good potential in the field of engineering in that simulation 
results can be obtained to an acceptable accuracy while reducing 
the amount of time required to obtain the results. 
There remain, however. unanswered questions : 
(1) The question of the relationship between the level of 
discretization applied to a variable and the accuracy of the results 
has not been investigated. 
The accuracy of the results from the Markov method have not 
been quantified adequately. 
I -) 
(3) Discussion of the assumptions 
been, to a certain extent, avoided. 
the independence of certain -,,, ariat 
discussed. 
inherent in the method have 
In particular. the question of 
-s has not been adequately 
This study aims to address these issues in more detail than has so 
far been provided : 
(1) The relationship between discretization and aý: curacv is 
quantified. 
(2) The method of determining the accuracy of the Markov Z_ - 
method in this study is not by reference to other models, whose 
own results cannot be expected to be er-ror-free. Instead, all 
results are obtained using a given model implemented both with tn 
the Markovian scheme and the time-series scheme. Thus there is 
no question of the integrity of the model itself. This approach is 
philosophically I)referable to that taken by the previous studies. 
(The original intention was to use existinci models available in the 
HVACSIM+ [12,31 suite of programs, but the discretization of I-D 
variables in these models would have posed difficulties. The 
models implemented have, however, been widely implemented 
and subjected to some validation procedures. ) 
The question of the independence of variables is investioated C 
in more detail in this study, revealing that these assumptions 
must be made with care, or that the method must be adapted to 
allow for dependence in some cases. 
Chal2ter 2: THE ZONE AND PLANT NIODELS 
2.1 NOMENCLATURE 
Symbol Des cripti on Units 
A Air-side surface area of coil M2 
Ca Thermal capacitance of air node kJ/K 
CW Thermal capacitance of structure node kJ/K 
CPa Specific Heat capacity of air kJ/(kg K) 
cpW Specific Heat capacity of water kJ/(kg K) 
CRa Capacity rate for air in coil kW/K 
CRr Capacity rate ratio for coil 
CRmin Smaller of air / water capacity rates kJ/(s K) 
dw Density of water kg/m3 
Conductance from air -4 structure kW/K 
Fast Conductance kW/K 
k0 Conductance from structure --ý outside kW/K 
mW Mass flow rate of water kg/s 
NTU Number of transfer units 
q Heat input to air node kW 
Ta Air node temperature 0C 
Tai Air-on coil temperature 0C 
Tao Air-off coil temperature 0C 
Taos Steady-state air off-coil temperature 0C 
Tw Structure node temperature 0C 
U Overall U-value for coil W/(m" K) 
V Internal water-side coil volume m3 
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Introduction 
In the context of investlaatinc, d-vnamic modellinLy of IJVAC 
svstems, the following elements vvere deemed necessary 
A dynamic zone model 
A coupled dynamic model of the core components 
handling plant) of a HVAC system. 
It was initially envisaged that an existing simulation program 
(HVACSIM+ [2,31) could be adapted for running as a -Markovian 
simulation. In the course of the study it became evident that 
discretizing variables in an existing model would pose problems, 
and that the method is best suited to models having a relatively 
small number of nodes. For these reasons, it was clear that a 
simplifled dynamic model would be more effective, both in terms 
of time required for implementation and in keeping the problem 
size at an accel)table level. 
This chapter %\, III describe the models implemented, and discuss 
some of the difficulties associated with applying the '-Markov 
modellina technique to them. The initial sections of this chapter 
discuss the zone and HVAC plant models, which are combined to 
create the model of the building temperature control system. 
Since the models are to be used specifically for the investi(2ation ot I 
the Markov technique. their complexity was not felt to be the 
foremost consideration: the behaviour of the models themselves 
does not greatly affect their use for this purpose. The models are 
therefore fairly straight-forward ones, but which behave in a 
realistic manner, nevertheless, as discussed by Francois et al [201. 
1 
2.3 The Zone Model 
2.3.1 Basis 
The dynamic zone model was based on the two-node, five- 
parameter model described by Laret. [21]. This model was used in 
the computer program EXCALIBUR by Crabb and Penman [22] and 
discussed and cast into different forms by Francois et al (201. 
The model consists of two internal nodes and one external node, 
connected by conductance paths and incorporating capacitances 
for thermal storage, and a thermal input. 
Figure 2.1 on the following page shows a schematic "RC" Network 
diagram of the zone model. 
The two internal nodes, Ta (the air node) and T,, (the structure 
node), represent two "lumped" thermal masses. A third external 
node represents the outside environment, and is named To. The 
temperature at the external node is not affected by the behaviour 
of the zone itself. 
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There are two conductance paths for heat transfer between the 
two internal nodes and the outside environment. The first path is 
a "fast" route, through which little or no ener y storage takes C: P 9 
place. Its conductance, Kf, represents heat flow due to relatively 
quick means, such as ventilation and through windows and the 
roof of the structure. The time constant associated with this path 
is normally of the order of some n-iinutes. 
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qTkT 2--I 
The second path contains two conductances and represents heat 
transfer taking place through relatively slow routes. Its first 
conductance, Ki, concerns heat transfer between the air and the 
structure nodes. Some energy storage takes place in the body of 
air, represented by a capacitance Ca. This capacitance is small. 
since the energy storage in the air v,, ill be relati%'ely insignificant. 
The second conductance in the slow path, KO, represents heat 
transfer between the structure and the outside environment. 
relatively large energy storage takes place in the structure, via a 
larger capacitance, C, The time constant associated with the slow 
route is normally of the order of some hours. 
All heat gains to the zone from plant and casual or solar gains 
(when the latter were to be modelled) were added at the "air" 
node. This was considered justified because the thermal 
capacitance Ca is dependent on more than just the air itself, as it 
may also be affected by furnishings and other objects. 
The chosen values of the parameters were those obtained using 
parameter identification techniques by Penman [23]. These values 
were found to be comparable with values expected by ordinary 
thermal analysis. The air thermal capacitance was in fact slightly 
higher than the product (mass of air - cPa), and the structure 
thermal capacitance was close to the expected lumped value 
Mi CPi 
for N structural components. 
Penman observed some discrepancies with theoretical values in 
the non-structural thermal capacitance and the air to structure 
conductance, and ascribed the disagreement to the effects of 
furnishings and other objects which had not been taken into 
account in the model. Again, the values of the parameters were 
not expected to be critical for the investigation to be undertaken. 
so that if there was not close agreement with theoretical \, alues, 
this would not prevent the iný, estigation of the applicability of the 
Markov rnethod. 
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F. xample Parameters : 
Air Capacitance, Ca 
Structural Capacitance, C, 
"Fast" Conductance, kf 
Air ý Structure Conductance, k, 
Structure -4 Outside Conductance, ko 
3330 kJ/K 
45550 kJ/K 
1.0 kW/K 
8.4 kW/K 
0.5 kW/K 
These parameters represent approximate values for a medium 
sized commercial zone with a design heat loss of about 30 kW and 
a design cooling load of approximately 50 kW. 
2.3.2 Model Equations 
The model equations are : 
Ca dTa/dt q- kf (Ta - To) - ko(Ta - T, ) 
C, dT, /dt -ko (T, - To) - ki(T, - Ta) 
These equations could be solved analytically, 
solutions were obtained by finite differences, 
Runge-Kutta algorithm, as this facilitated the 
dynamic HVAC plant model. 
". 4 HVAC Plant Model 
2.4.1 Basis 
(2.1) 
(2.2) 
but in this study 
using a fourth order 
incorporation of the 
A simplified HVAC plant model was used, incorporating an air 
handling unit supplying heated or cooled air to the zone. Only the 
heating and cooling coils were modelled, as these were considered 
'o be the ke v dynamic elements. A generic approach to the 
, nodelling- of the coils was adopted, as used in HV, -\CSI-\I+ [2,31. in 
1 
which the steady-state model of the component has dynamic 
elements added to it. 
The modelling of the dynamic characteristics of the 
dehumidification process was carefully considered, but not 
implemented in this study. 
The coil models were based on an effectiveness/NTU relationship 
(as described in section 2.4.2), with the dynamics of the coil 
modelled as a first-order process with respect to the coil outlet air 
temperature. A diagram of the plant model is shown in Figure 2.2 
below. 
Heating Cooling 
Coil Coil 
supply 
air 
T 
a 
Proportional 
Thermostat 
Figure 2.2 Air Handling Plant Model 
Air Intake 
)I Valves 
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2.4.2 Plant Model Equations 
The plant model is implemented in three stages : 
The prediction of the steady-state values of the output 
variables given the current operating conditions. 
Evaluation of the time-constant for the coil under the 
current operation (depending on the water mass flow rate 
set by the zone temperature controller) 
(iii) The solution of a simple dynamic equation. 
The steady-state equation is based on a cross-flow heat exchanger 
with both fluids unmixed, as described by Park et al [31: 
The coil effectiveness, c, is given by 
F- =1- exp([exp(-CR, NTUO. 78)-II/CRr(NTU)-0.2'-1) 
where NTU is the number of transfer units, and is given by 
NTU = (UA)/Cm in 
and represents the ratio 
Actual h at transfer rate in the coil 
Maximum possible rate for a coil of infinite area 
The off-coil air temperature in the steady-state was then obtained 
from 
Taos = Tai + (Tw, - Tai) E Cmin / CRa 
The first order dynamic response of the off-coil air temperature 
was defined by a composite time constant, -, obtained from a 
thermal time constant -, ind the mean residence time (flush time) 
on the water side of the coil : 
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'T = (TI-1 
where the thermal time constant is 
, rl = (d, V cp, )/UA 
and the mean residence time is 
T2 = (d,, V)/m, 
The air outlet temperature as a function of time within the 
relevant integration time-step was calculated from 
dTao/dt = (Taos - Tao) / (2.3) 
This expression was integrated using a fourth-order Runge-Kutta 
algorithm (the same method as the zone model, and with the same 
time-step), to obtain Tao. 
2.5 Combined Plant/Zone Model 
2.5.1 Basis for combined model 
A diagram of the combined model is shown in Figure 2.5. The 
heating and cooling coils were represented as being in series. 
Early model runs used only the heating coil for zone temperature 
control. As air flow rate was assumed to be constant, water mass 
flow rate through the coils was varied to provide proportional 
control to the zone air-supply temperature. Where both coils 
were used, the controller was supplied with separate set points for 
heating and cooling, with a dead zone in between the two set 
points in which neither coil operated. (See Figure 2.3 on the 
following page. ) 
') 1) 
Coll water mass 
flow rate: kg/s 
'. lax : -,; ýec 
,., ater 
e Max hot 
water 
flow rate 
Dead 
Zone 
hset SE7PT cset 
Zone Temperature 
Proportional Proportional 0C 
band (heating) band (cooling) 
Figure 2.3 Control Scheme for Coils 
In Figure 2.3, "hset" and it eset" represent the heating and cooling 
setpoints respectively. The value midway between the heating 
and cooling setpoints is the target temperature for the controller, 
marked "SETPT, " which falls in the middle of the "dead zone" in 
which the coil does not operate. For the purposes of measuring 
temperature deviations from a desired mark, the zone setpoint 
(SETPT) was used, and deviations were always measured from this 
value, rather than separately for heating and cooling. One may 
also define "lith" and "cth" as the heating and cooling throttling 
ranges, which are the regions in which the control is proportional 
to the temperature deviation from the setpoint. 
Where two coik were used. heating and coolim: energy 
consumptions were separatelv totalled. A fresh air Cconomiser as 
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shown in Figure 2.4 was simulated, configured to give a minimum 
of fresh air when the outside air enthalpy was below that of the 
zone, and full fresh air when this resulted in "free coolin2" to the 
zone, modulating towards minimum fresh air when the heating Zý - 
coil was in operation. 
'ooo 
bb- Fresh 
air 
01111 
recirculation 
Exhaust -4 
Air - Flow Controllers 
Figure 2.4 Fresh Air Economiser 
suppill, 
to zore 
Return 
The action of the economiser is quantified in terms of the fresh- 
air-fraction (faf) defined by 
Mass flow rate of fresh-air 
Total air flow rate 
This expression has a maximum value of 1, and a minimum value 
%vhich would, in practice, be defined by the ventilation 
i-equirements of the building. In this study, an arbitrary 
iiiininium value of 0.225 was adopted. 
" 
The action of the economiser influences the air-on temperature of 
the coil, Tai, by blending (excepting in the case of full fresh air) air 
at the room temperature, Ta, with outside air at To and 
Tai = faf (To) + (I - faf) Ta - 
2.5.2 Equations 
The proportional controller was modelled as a combination of 
simple ramp functions, with saturations at each end of each ramp, 
as shown in Figure 2.3 above. 
The water mass flow rates were determined according to the zone 
temperature, the maximum heating and cooling water flow rates, 
and the positions of the heating and cooling setpoints and their 
throttling ranges. 
The link between the zone and plant models was the replacement 
of the heat input term, q, in the zone model (equation 2.1) with 
the equivalent heat flux from the air handling plant : 
q= M& Cpa (Tao - Tai) 
where Tai is determined by the fresh-air economiser as given in 
equation (2.4), and Tao is the output from the coil model (equation 
2.3). 
By the addition of a supervisory control, heating and cooling 
control could be deactivated when it was not required, such as 
when the supervisor's state indicated that the building was not 
occupied. This control was implemented as a simple on/off switch 
running accordin g to an occupancy schedule, typically "on" from 
8: 00 a. m. - 5: 00 p. m. on a weekday, and " off" at all other times, 
representincy an tý I averacye 
buildincy utilisati Z-- -I- on. 
A diagram of the combined plant and zone models is shown in 
Fi(-), ure 2-5 on the following page. 
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2.6 Gains 
Gains in the zone were assumed to arise from 
Occupancy of the building 
Electrical appliances (including lights) operating in the zone 
(iii) Solar gains 
Occupancy and electrical appliance gains are added depending on 
the state of the supervisor, when one is included. If the 
supervisor is it on, it it is an indication that the building is likely to 
be occupied and that electrical appliances will be operating. A 
steady value of 15 kW was considered appropriate for the total 
gains due to occupancy and appliances for the type of building 
being considered. 
Solar gains were roughly approximated using the global radiation 
on the horizontal values available in the CIBSE example year, 1967 
[241. These values were applied to the example building, which 
had about 84 m2 of glass. The assumption was made that 50% of 
the horizontal radiation falls on the windows, which have a solar 
gain factor of 0.76. If the global radiation (W/m2) is "gr' then the 
solar gains, S, are given by : 
S (gr)(0.76)(0.5)(84)/1000 kW C 
which may be simplified to 
S=0.013192(gr) kW 
The total gains can now be estimated by adding together the 
\, arious gains to give C) 
(0.01 3192)(gr), Supervisor "off" 
G= 
(0.01319-2)(L-lr, ) + 15M Supervisor "on" 
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The driving variables were the outside temperature and the state 
of the supervisor, when implemented. System variables were the 
air temperature, structure temperature, and outlet air 
tcmperature from the plant. 
2.7 3-Node Model 
Where the dynamics of the plant were also modelled, an 
additional node was created, giving a third system variable - the C clý 
outlet air temperature from the plant. The 3-node models also 
included the extra drivina variable needed to take iains into Z__ - 
account. These more complex models were used primarily in 
time-series mode, due to difficulties with implementing the 
stochastic method. 
Results from simulations using the various models developed are 
given in chapter 8. Some results from the simplest model, having C- - 
only a heating plant and no gains or supervisory control, are given ZI C) 
in chapter 6 as an illustration of the capabilities of the earliest 
error bound developed, relative to the later improved error 
bounds. 
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Chapter 3 APPLYIN Y MARKOV MODELLING TO HVAC 
SYSTEMS 
3.1 Comparison of Simulation Methods 
Before describing the application of the Markov simulation 
method in more detail, a brief comparison with a conventional 
simulation is made in sections 3.1.1 and 3.1.2. 
3.1.1 Conventional Time-Series Simulation 
In a conventional simulation, the model is driven by time-series 
files for the driving variables, with system variable values being 
set only once, prior to the first model call. At each call, new time- 
series values will be read for driving variables, and system 
variable values will be propagated forward from the previous 
model call to the next. Since initial system variable values may 
not be accurate, a run-up period is often used, to allow system 
variable values to settle into acceptable ranges. At each model 
call, the values of any desired quantities of interest can be sent to 
an output file for later processing. The simplest form of 
processing the outputs is simply to sum them and report a total, 
as, for example, total kWh consumption for the time that was 
modelled. For comparison with the stochastic method, the 
arithmetic (sample) mean was obtained instead, since the 
stochastic method produces a me. an as its result. A diagram 
showing the steps in a conventional simulation is shown in Figure 
3.1. 
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Driving variables time-series files 
Calculated 
Quantities 
Figure 3.1 : Conventional Time-Series Simulation 
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L1.2 Vark-ov Simu-1ation 
In contrast to the conventional simulation, in a Markov simulation 
the time-series data is first processed to produce transition 
matrices for driving variables. These transition matrices are then 
combined to produce a premonitor matrix. The model xill be 
called once for each model state. If there are n variables then 
each state represents an n-dimensional space, with each of the n 
variables constrained to some interval for that state. In this 
study, the inputs to the model on a criven call were the midpoint Z__ 
values for each variable's interval for the current state, althou(-), h 
other representative values could be used. The model outputs, 
together with the premonitor, determine a monitor matrix, 
describing probabilities for transitions between each of the 
model's states. From the monitor, long term probabilities for 
being in each of the model's states are obtained. The long term 
probabilities, together with the model outputs from the calls 
made, provide an ensemble mean as the final result of the 
simulation. This is to be compared with the sample niean 
obtained from the conventional time-series simulation. 
A diagram of the -Markov method of simulations is shown next in 
Figure 3.2. The remaining sections in this chapter deal with 
practical considerations in applying the Markov method, including 
the choice of appropriate ranges for system variables, how 
transition matrices are created from time-series data, how the 
premonitor and monitor are obtained, the solution of the long 
term vector. and hovv the final outputs are derived. 
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Figure 3.2 : Markov Matrix Approach to Simulations 
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3.2 Variable Ranges 
For driving variables, the range of values taken on can be 
determined by examination of their time-series files. For a 
system variable this information is not immediately available. 
On the face of it, choosing a range for a system variable is not 
complicated, but there are one or two difficulties which may arise. 
Firstly, it is important that the chosen range at least cover all 
reasonable values for the variable. Common sense must be the 
first guide. For example, in choosing a range for air temperature 
in a building, it seems safe to assume that the temperature will 
not fall far below the coldest outside temperature, and will not 
rise far above the hottest outside temperature. Apart from this 
kind of reasoning, there is little to guide the modeller, unless some 
data is available, or test runs of the model are performed with 
various starting conditions. 
In the simulations described in this thesis, time-series system 
variables values were available (since time-series simulations 
were performed to provide a benchmark) and these were 
examined for extrema to provide ranges. Even this is not safe, 
however : The Markov method will use starting values of 
variables in all possible state combinations (considering all the 
model states), which will often lead to unnatural combinations of 
variable values, and hence system variable values may be driven 
outside of normally observed ranges. 
The second consideration in choosing variables ranges is in 
ensuring that these are not too large. An excessively large range 
will result in extreme starting values for the given variable on 
some of the simulation runs. This in itself is not necessarily a 
problem, but it may affect the behaviour of other variables in 
unexpected ways, and cause their values to fall outside of 
perfectly leptimate ranges. In addition, if too larae a rano-e is : -D 
combined with a small number of bins for that variable, there 
may occur a kind of artificial "partitioningy" of that system 
%, ariable's \, alues. whereby the %, ariable is never forced outside of 
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its starting state. In this situation the LTV becomes J--pendent on 
the starting state of that variable, so that the variable takes on a 
significance it should not have. The cure to this problem is to Z-11) 
reduce the range of the variable or, if this is not possible, to 
increase its number of bins. 
3.3 Definition of States for Variables 
Once a variable's range is determined, it is necessary to decide 
how many bins it will be assigned. This question is addressed in 
turn below for continuous and discrete variables. In short, a 
variable which is of little significance should have a relativelý, 
small number of bins. States for discrete variables should 
theoretically have a zero width, while states for con tinuous 
variables will have a non-zero width. In practice, in the 
developing of the computer program to perform the Mark-ov 
method of simulations it was found to be simpler to treat 
continuous variables and discrete variables in a simi lar fashion, to 
simpli the coding, and apply special cases as necessary. 
3.3.1 Definition of Continuous Variables' States 
For continuous variables, setting up states amounts to discretizing 
the variable, in that the variable will be assigned onl-v one starting 
value for a given state. 11 
As an example, consider outdoor drybulb temperature. In the 
CIBSE example year of 1967 [1-4], which was the main drybulb 
time-series data used in this research, the range for the outdoor 
temperature was -6.1 to 26.6 degrees centigrade. If we call this 
variable "to" then we have 
Hi (t 0) = 26.6 LoýW) = -6.1 
For simplicity, each state may be made to cover an equal ran-ge of 
temperatures. The first state will. begin at the lowest temperature 
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and the last state will end at the highest temperature. Supposing 
that there are N bins for drybulb temperature, the intervals for 
states adopted by the program are then: 
[Lo(to), Lo(tO) + w) , [Lo(IO) + w, Lo(tO) + 2w), 
[Lo(tO) + (N-2)w, Lo(tO) + (N-I)w) , [Lo(tO) + (N-I)w, Hi(tO)l 
with 
FE (10) - Lo 
(LO) 
N 
These states can be numbered from '- I (to) to -N (to) - 
The last state differs in that it includes its upper limit. An 
alternative scheme would be to decide on a bin width, and have 
the lowest value, Lo(W), fall in the middle of the first bin. The 
number of bins would then be determined according to the largest 
value MOO . Since there is no prior means of selecting an 
appropriate bin-width, however, the adopted scheme was 
preferred. 
As an example, if N were five, then the bins for drybulb 
temperature would be : 
00) = [-6.1,0.44) 
-11PO) = [6.98,13.52) 
-. -5(to) = 
[20.06,26.61 
2") = [0.44,6.98) 
[13.52,20.06) 
The fact that the last state includes its upper bound ensures that 
the highest temperature, HiOO), when it occurs, does not fall in a 
state on its own. (No other time-series values would fall in an 
extra state. since there are no higher values. ) This does not lead 
to any , -icgnificant difficulties in programming and has the 
Avantages of keeping the range of temperatures covered by the 
I-- 
35 
states to a minimum. as well as having the union of th, -- inter\, als 
cover the full range of observed possible temperatures e,, actly. 
For system variables the extreme (HiO and L&)) values must be 
determined as suggested in section 3.2 above. Thereafter. the C 
construction of states is carried out in exactly the same way. 
3.3.2 Definition of states for Discrete Variables 
As an example of a discrete variable, consider the controller which 
enables or disables the HVAC plant according, to some criterion, 
such as the calendar date or whether the building is occupied. 
This might be termed a "supervisor and would have two states - 
it on" (for enabled) and "off" (for disabled). These may arbitrarllv 
be represented by the numbers I and 0 respectively. Since the 
%, ariable is discrete, the range for a bin is effecti%, ely zero. 
Theoretically, then, the %, ariable "su" (for "supervisor") has two 
states 
- I(su) :: -- [0,01 ("Off") *, 
In practice, the approach taken in this study was different, to 
allow the computer program devioped to treat discrete and 
continuous variables in the same way. The width of a bin in this 
case was taken to be 1, and the states were defined as 
(su) = [-0.5,0.51 ("off") -'-)(su) = [0.5,1.51 
so that the midpoints of the states are the values taken on by the 
super\, isor -0 and 1. 
This approach can be extended to discrete variables in general. Z-- 
allow-in(2 them to be initialised using the midpoints of their states, 
in the same way as is done with continuous variables. This 
simplifies the prograniniing. 
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The v, ay in which a discrete variable's bins were treated actuallv 
depended on the operation being undertaken. For the purposes of 
constructin2 transition matrices it was convenient to adopt the 
convention that the width of a discrete variable's bin was the 
increment between its %, alues (as shown above). When the 
variable %vas being considered from a theoretical point of view. 
such as in the investigation of error accumulating due to the 
variable, the fact that the bins are theoretically of zero %vidth was 
taken into account. 
3.4 Transition Matrices 
A transition matrix for a variable will contain the probabilities for 
transitions between any of the variable's states in the space of one 
time-step. Different approaches were necessary for dealing with 
continuous and discrete variables. due to the naturc of the data. 
3.4.1 Transition Matrices for Continuous Variables 
II Consider again the drivina variable "to for outside drN, bulb 
temperature. In the following discussion, it is assumed that the 
ran, ge for "to" has already been determined by examining its time- 
series file, and that the bins have been defined as described in 
section 3.4.1 above. The discussion assumes that there are N 
The steps in forming a transition matrix for this variable 
are then as follows 
'T the number of t' Countin( imes each state occurs 
The number of times the variable falls in each state in the 
time-series data is counted. This requires an inteLer array of 
'ýize -N, initialised to zero, with the cell corresponding to the 
current state incrernented bv one whenever that state occurs. 
temperature. T, is in state . 
-I(tO) if 
:'/ 
LoOO) + (1-1) w<T< Lo(LO) - 
except that if x = Hi(tO) it will fall in state --N(to), due to the 
special case for the final bin. 
This can be implemented elgantly in "C" by a statement of the 
form 
if (T == Hi(tO)) 
state =N 
else 
state =I+ (int)(T/w) 
The integer cast "(int)" discards the fractional part of the 
result of the division (T/w). 
The approach adopted was to number states starting from 1, 
which is the reason for adding the 1 in the else part of the 
above statement. States could of course just as easily be 
numbered from zero. 
Bearing in mind that these counts are to be used to compute 
relative frequencies for transition between states, the finat 
data item should not be counted in step (i), because it has no 
other data following it. It will therefore not be the starting 
state for any transition. When the time-ser ies data set is 
large, ignoring this fact would not actually produce any 
noticeable error. 
(ii) Counting the numbers of transitions between states 
The numbers of one-time-step transitions from each state to 
each other state are counted. This requires N2 counts and is 
most conveniently stored as an NxN matrix, ývhich is also 
the form that the final transition matrix will take. The 
matrix, say T, is initialised to all zero entries, and then each 
transition from '-'i('O) to --j(tO) in the process of traversing the 
time-series datacauses item Tij to be incremented by one. I. J 
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Once the time-series has 
contain the number of tin 
. _, 
00) occurred. The last 
between the penultimate 
since the final datum has 
been traversed compl--tely, Tij %vill Ij 
. 'ies that a transition from _-i(to) to 
transition to be counted is that 
and final time-series data i I11 items, 
no item following it. 
(iii) Computing the transition probabilities 
The transition probabilities between states can now be 
calculated. These are simply the relative frequencies of the 
various transitions between the possible states. Since the 
number of transitions from each state to each other state has 
already been counted in step (ii), and the number of times 
each state was departed from has been counted in step (i), 
the relative frequencies can be obtained by dividing each 
row of the matrix T (from step (ii)) by the state count (from 
step (1)) for that row, so that row i of T will contain the 
relative frequency with which the data fell in each state on 
the next time step, given that the current state was . 
--- i(tO). 
In the program developed, steps (i) and (ii) %k, ere performed 
simultaneously, on a single pass through the time-series data. Cý 
Thereafter, N2 divisions were performed in step (iii) to transform 
the matrix T from one containing counts of transitions to one 
containing transition probabilities. 
The result for the example year with five states is illustrated 
below : 
-I 
(to ) 
-, )(to) -I 
(to) 5 (to ) -i - 
(to) 
. 
8795 
. 1205 . 
0000 
. 
0000 
. 
0000 
(t 0) 
. 
0154 
. 9404 . 0442 . 
0000 
. 
0000 
3 (10 . 0000 . 0298 . 9234 . 0467 . 0000 
(to) 
. 0000 . 0000 . 0742 5 . 9W 
oto) . 0000 . 0000 . 0000 . 1901 S099 
\, imple Transition Matrix for a Cont*nuous Var'able 
3.4.2 Critical Numbers of Bins 
.; ormally, each row of a transition matrix will sum to 1 since this 
is the sum of the probabilities for all possible transitions from the 
state corresponding to that row. The exception is if a state is not 
visited at all, in which case the row sums to 0. (It is necessary to 
check for this condition in step (iii) above to avoid division by 
zero, and to allow flagging the condition to take appropriate 
action. ) Under normal circumstances, zero rows do not occur. The 
condition will occur, however, if the number of bins for a variable 
is increased to a sufficiently high number: Eventually there will 
be some state that is not observed at all in the time-series data, 
owing to its small width. (Again, the longer the time-series data 
set, and the more decimal places that the data is measured to, the 
less likely this is to occur. ) 
Should a zero row occur, the simulation cannot progress. A zero 
row in a transition matrix leads to a zero row in the premonitor 
and therefore also the monitor, and there will be no unique 
solution for the LTV. A means for overcoming this problem is 
suggested in the final chapter under further research, but is not 
currently implemented. The problem is sufficiently rare that it 
does not prevent the use of the method under normal 
circumstances. 
There is, in fact, a "critical" number of bins for a variable, beyond 
which zero rows can be guaranteed to occur (although they may 
occur at a lower number of bins. ) The critical number of bins 
depends on the minimum increment between the time-series data 
items, and on the range of the data. For example, the outdoor 
drybulb temperatures available in the example year were 
measured to an accuracy of one decimal place, and had a range of 
[-6.1,26.61, or 32.7 1C. This means that there are I+ 32.7 / 0.1 or 
328 possible data items in the time-series data. This is the critical 
number of bins. If more than this number of bins is used for the 
\, ariable, then it is guaranteed that there will be at least one bin 
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that is necessarily not occupied, since the number of unique items 
in the time-series will be less than the number of bins. 
3.4.3 Transition Matrices for Discrete Variables 
The creation of transition matrices for discrete variables was 
carried out in a similar way to that for continuous variables. It 
was assumed that time-series data was available, and that each 
value the variable took on occurred at least once in the time- 
series. The time-series could then be used to determine the 
number of distinct values and hence the number of bins. This was 
achieved by first sorting the data values, with duplicate values 
being discarded. Once the sort was completed, a list of the 
variable's values was available. The length of the list gave the Z. -I 
number of states for the variable. The increment between any 
two adjacent items in the sorted list gave the width of a bin for 
the variable; arbitrarily, the first two items in the list were used. 
It has already been pointed out that in practice a bin for a discrete 
variable will only contain one value (i. e., it will have a width of 
zero). If, however, the bins are now defined as in section 3.4.2 
above, using the information about the number of discrete items 
and the increment between them, the time-series data can be 
traversed and a transition matrix constructed in an identical way 
to that for a continuous variable. 
An example transition matrix for the supervisor variable "su" is 
shown in Figure 3.4 below. The matrix is based on a time-series 
representation of the states of a supervisory control, based on a 
simple working-day cycle of "on" from 09: 00 to 17: 00 and "off" at 
all other times, including all weekend hours. '-,, I(su) represents 
the state "off", and --'2(su) represents the state if on". 
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-, 
(Su) -, )(SU) 
. 9593 . 0407 
. 1111 . 8889 
Figure 3.4 : Example Transition ", 4atrix for a Discrete Variable 
3.5 The Premonitor M. atrix 
Two approaches to finding premonitors were used. The ideal case 
is where the driving variables are independent, which is discussed 
directly below. Should the driving variables not be independent. 
there is another approach which may be utilised. The latter is 
discussed in the section 3.6.2. 
3.5.1 The Premonitor for Independent Driving Variables 
Once transition matrices have been made for each of the driving 
variables, they can be combined to form the single premonitor 
matrix, containing the probabilities for transitions from one 
combination of driving variable states to another (possibly 
identical) set of driving variable states. The size of the premonitor 
will be the product of the sizes of the individual driving variable 
transition matrices. If there are D driving variables, then the size 
of the premonitor is given by : 
D( 
SP B 
Consider as an example the two driving variables so far 
considered - "to" and "su". If all the combinations of states when 
tj to" has five bins and "su" has two bins are considered, there will 
= 10 driving states in all, as aiven by ('. I) above, be 5x2 It, 1=ý 11 
representing all the combinations of driving variable states I 
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"2(su) 
#A 
3 Iff D2(10) ::: I(su) 
4A 
D5(10)DI(SU) 
f course, the order in which the variables change states is 
Ailnry. The approach used in the program developed was to 
V the driving variables in the order in which they were defined 
1-he model under consideration, and then increment the states 
the "outside" inwards, modulo the number of bins for the 
k4ble. as is done in the list of premonitor states above. 
element IIIj of the premonitor represents the one-step 
1-1-Sition probability = P( Di-+ Dj). For example, 
PCOI-+ 1: 3) 
: D2(to) ID 1 (SU) 
(su» 
,* P( (Z l(1,2) -+ JD2(tD» A (D j(SU) 
is assumed that the variables in question are independent, 
the probability of the conjunction of these two transitions is 
rtoJuct of the probabilities of the individual transitions. as I-M in equation (1.5) so that 
1-1 * P( D1 (10) -0 -D2(to) )* P( DI 
(SU) -ý DI (SU) ) 
0 (0.1205) - (0.9593) 
a 0.1156 
ýe "urnerical values above may be found by reference to 
ý'4cs 3.3 and 3.4. ) 
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Following this principle, the entries in the premonitor can be 
obtained by multiplying the appropriate entries in the driving 
variables' transition matrices. This approach extends to as many 
variables as are required. 
3.5.2 The Premonitor for Dependent Driving Variables 
The method of constructing the premonitor when driving 
variables are independent makes use of the fact that 
P(AAB) = P(A) - P(B) 
as given in equation (1.5). This rule cannot be applied if the 
variables are dependent, however. In this case, an alternative 
approach must be found. 
The second approach to constructing the premonitor is based on 
its definition. When it is completed, the elements Pij should 
represent the probabilities of the transitions between -_ 1 and '-j 
(for all i and j within the state space). If this is used as the 
guiding principle, all that is required to construct the premonitor 
is to estimate these probabilities. This is exactly the procedure 
which was performed to create individual transition matrices for 
the driving variables, using relative frequencies of transitions 
between states. In order for a similar procedure to be applied to 
the making of the premonitor, it is necessary that time-series files 
for all the driving variables are available, that these files start at 
the same point in time, that the measurements in the files 
thereafter appear at the same regular time intervals, and that a 
sufficient length of concurrent measurements is available. (The 
time-series files need not necessarily be the same length, but the 
shortest should be sufficiently long for relative frequencies to be 
used to estimate the transition probabilities. ) 
All that is required to construct the premonitor then. is that the 
time-series files for the driving variables are traversed 
simultaneously, and at each time step the driving state is 
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determined. Counts of the numbers of times each driving state is 
departed from must also be kept, as in the construction of a single 
variable transition matrix. At the same time. as before, ý_ounts of 
the numbers of transitions between driving states will be kept in 
matrix form. When the time-series files have been traversed, the 
relative frequencies can be obtained. as before, by dividing, each 
row of the matrix of transition counts by the appropriate state 
count. 
To implement this procedure, a function which took as input the 
states of each of the driving variables at an instant, and reported 
the premonitor state was writ ten. It was necessary that the 
variables were ordered in the correct way, so that the premonitor 
states represen t the expected combinations of driving variable Z. - 
states. 
The one difficulty which arises with this scheme is that certain 
premonitor states may not occur at all in the time-series data. 
That this is seen to happen at all is actually evidence that the 
variables are not independent and that the method of 3.5.1 would 
not be suitable. For example, the driving variable for, say, outside 
temperature, may be found not to occur in a low numbered (hence 
low temperature) state in conjunction with solar gains in a high ZD 
(hence high solar gains) state, indicating a possible relationship 
between the two variables. If this occurred, the premonitor would 
have a row of zero probabilities, leading to the same difficulties as 
described already for single transition matrices, where there is no 
unique solution for the LTV. Again, the problem may be 
overcome, Lis described in chapter 9 under further research. 
When the full method is implemented, allowing for the occcurence 
of non-visited states, the "problem" actually becomes desirable, 
because it may be used to produce a reduction of the model state 
space and consequently improved execution time for the 
stochastic method. 
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3.6 Creating the Monitor Matrix 
The premonitor matrix only represents the probabilities for 
transitions between the various combinations of driving variable 
states. The next step in the construction of a complete 
probabilistic picture of the model is to include the system 
variables. This complete matrix of transitions between %vhat vvill 
be at this stage true model states is called the monitor matrix. 
In order to incorporate the system variables, the possible values 
which they may take on are again classified into states. As with 
the driving variables, the minimum and maximum values that the 
variables may reach must be set, along with the number of states 
to divide the range of possible values into. It is now desired to 
establish a complete set of transition probabilities for the model 
for all possible combinations of both driving and system variable 
states. 
The total number of states for the model (and hence the size of the 
monitor matrix) will be the product of the numbers of states for 
all the model's variables. Where there are D driving variables and 
S system variables, the size of the monitor, SM, will be : 
D+S( 
VM 
SM B 
(3.2) 
In order to determine which system state transitions occur in each 
model state under working conditions, simulations must be 
performed. The model will be called once for each possible 
monitor state. Each call determines the probabilities on one row 
of the monitor matrix. The scheme adopted was to order calls 
from the first to the last row of the monitor, but this ordering is 
arbitrary. 
At the start of a model call, all the variables are set to their 
representative (midpoint) values corresponding to their individual 
states in the current model state. During, a run, drix., inp- variable 
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values were kept fixed, %vhile the system variables' values were 
allowed to change, affected by the values of any of the variables. 
At the end of a model call then, a system variable reaches some 
ending value, xhose state can be determined. (The ending states 
of system variables mav, of course, be the same as their initial 
states. ) When the output system variable values are considered 
toLlether, they determine some system state which resulted from 
the just completed model call. Since a system state may occur in 
conjunction with any of the SP driving states, a set of states vvhich 
may be reached is implied. This set of states will receive 
probabilities of occurring as given by the premonitor. All other C) 4-- 
system states do not result from the set of inputs, and so have a 
zero probability of occurring on that row of the monitor. 
3.6.1 Example Construction of a Monitor Matrix 
The process of construcing a monitor matrix is best illustrated by 
an example. Consider the variables already introduced, DOO) and 
D (su I ), and two system variables S(ta) and S(tw), being air and wall 
temperature in a zone thermal model respectively. So that the 
example does not become too larcre, suppose also that each 
variable has two states. Taken toaether, the drivina variables C) C 
describe four possible driving states : 
(to), (su) --2 (to) 3=- I(su) 
(to), -- -'(su) (to), (su) 4 
so that the size of the premonitor will be 4, with elements 
Pij = P( ýi -* -j ) , which are calculated as explained earlier. 
When "to" has two states, the transition matrix obtained from the 
CIBSE sample year of 1967 is : 
to) (to) 
(to) 
. 9652 348 
- -) 
(to) 1 .03,:, . 9649 
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The transition matrix for "su" with two states is as given earlier : 
su) su 
. 9593 . 0407 
. 1111 . 8889 
Assumincr independence of the driving variables "to" and "su, " the 
premonitor matrix to two decimal places is then : 
1 
0.93 0.04 0.03 0.00 
0.11 0.86 0.00 0.03 
--3 0.04 
--4 
0.00 
1 
0.03 1 0.11 0.86 
(For example, P( --- 1 --4 --'- 1) = 0.9652 x 0.9593 0.93. In 
practice more decimal places are retained. ) 
Likewise, the system variables have two states each: (ta) and 
(ta) for the first and (tw) and (tw) for the second. Suppose 
that the ranges used for "ta it and "tw" are both [5,25] 'C. 
S(W) Lind S(tw) taken together will define four possible system 
states : 
(tw) (ta) (ta), (t 
'7'1 = ý7 1(t a), 11", -) 
(tw ) 7= -7 1 (ta) t 
As can be seen above, the adopted convention was again to allow 
outer" viriables to change states more "rapidly. " 
It has already been noted that the range of "to" was [-6.1.26.6] 
ýo that the midpoint values u-sed for "to" ,, %III be 
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DI (to) = 2.075 and Di (to) = 18.425. being the midpoints of the 
two "to" bins [-6.1,10.25) and [10.25,26.6] OC. 
DI(su) = 0.0 and D-)(su) = 1.0 describe the supervisor's states, as 
given earlier. 
For the system variables, SI(ta) = SI(tw) = 10.0 and S-(ta) = S, )(tw) 
= 20.0 , being the midpoints of the 
bins [5. 15) and [15,25] OC. 
The size of the monitor will be given by (3.2). so that SNI = 16. 
Now the model is called 16 times (the size of the monitor), usin(-7 
the midpoint values of the variables for their respective states 
from model states ! \/ýj to P-116. 
The model states are given in the table below : C) 
Table 3.1: Example Definitions of Model States 
f/-5 
6 
7 -3 
8 -4 
9. 1 /ý' 9 3, -- I 
10. ! '/-T 10 3, -2 
IL MI1 3, -3 
12. M 12 -73, ---4 
13. 13 -" 4, 1 
14. 14 24 
15. M 15 174, 
16. 16 -74, 4 
These states define the model inputs for each call, by reference to 
the individual variables' states for the current model state. The 
driving states were arbitrarily placed in the "outside" position, and 
so change more "rapidly. " 
Note that calls 1,5,9, and 13 all relate to transitions from 
, ýiniilarly calls -', 6.10 and 
14 all relate to transitions from In 
other words. calls 1. -5.9 and I') all concern transitions taking 
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place on row I of the premonitor the row which gives 
probabilities for transitions from to other driving states: calls I 1 
6,10 and 14 are all transitions occurrincy on row 2 of the 
premonitor, and so on. 
In each case, one of the possible system states 1,3 or 
results. These imply the sets t !, /-1, ! /-4 1,1 
or t 13,16 1 respectively (see Table 3.1 t 9,12 1, 
Then the row of the monitor under consideration will recieve 
probabilities from the row of the premonitor relevant to the 
current call in the set of model states implied by the ending 
system state, and the remainder of elements in the current 
monitor row will receive zero probabilities. (See Table 3-1- and 
Figure 3.5. ) 
Table 3.2 shows results from an actual model run with the above 
configuration. The system states are marked in the -', column. 
The values of a CQ, kWh consumption, are also sho%--..,, n. The table 
shows results for the model calls in order from state -f. f I to P'16- 
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Table Example Run Values 
Variable Ending t-- Values Endincr States Z: 5 Svstem - State s of sys tem vars of sy stem vars State CQ 
ta, tw, to, su S (ta) S (tw) (t a) x (tw) -'I X k Wh 
1. 1, 1, 1, 1 6.707 7.734 1 1 1 0.00 
2. 1, 1, 1, 2 19.290 10.279 2, 1 
3. 1 1 2, 1 13.500 12.409 1 1 1 0.00 
4. 1 19.676 13.928 -1 1 1.35 
5. 1, 2, 1, 1 12.440 14.737 1 1 1 0 00 . 
6. 11, 2, 1, 2 19.576 15.985 21 1 11 . 
7. 11, 2, 2, 1 19.233 19.412 2) 0.00 
8. 11 2, 21 22 19.962 19.633 21 0 21 , . 
9. 2, 1 1, 1 6.820 7.872 1 1 1 0.00 
10. 2, 1 1, 2 19.291 10.298 1 2.14 
11. --' , I -) , 1 13.613 12.546 1 1 1 0.00 
12. 2, 1 2, 2 19.677 13.946 21 1 3 1.2 -3 
13. 2, 21 1, 1 12.553 14.875 1 1 1 0.00 
14. 2, 2, 1, 2 19.576 16.001 21 4 1.00 
15. 2. 2. --' , 1 19.346 19.550 
4 0.00 
16. 2, 21 , 21, 22 19.963 19.649 4 0.87 
The illustration on the following page shows the actual monitor 
configuration. Note that in each case the set of columns receiving 
values from the premonitor corresponds to the system state that 
results t'rom the model call. 
It can be seen that systern state "' -) never occurs - indicating that 
I(ta) , b. - - 
-7,, (tw) is an unlikelv occurence. This corresponds to 
an air temperature in state 71 (ta) [5,15) combined with a wall 
" -, (t w) [15,251. The fact that this is not temperature in state -- 
seen to occur in the monitor suggests that the combination of 4-- C 
11 cool" air temperature with "warm" wall temperature is unlikely, 
%vhatever the startinL, values of the system and driving variables. 
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.7 Predicting Long 
T-= Values of Calculated -Quantitie, ý, 
Once the monitor matrix has been determined, the long- term 
vector is solved. using the monitor matrix and one of the solution 
methods. (Solution methods are discussed in more detail in 
Chapter 4. ) Once the LTV has been found, the predicted mean 
long term value of each CQ is obtained by multiplying the CQ 
vector by the LTV transpose vector, LTVt. 
In this case, then, the LTV was as shown below 
LTV = 
[. 352, . 015, . 350, . 015,0,0,0,0, . 
015, . 120, . 015, . 119,0,0,0,01 
This means, for example, that the predicted amount of time spent 
in state in the long term is 0 
35.2 % of the total time. 
Using the LTV, and CQ vector for mean kWh consumption, the 
predicted long-term mean kWh consumption is : 
CC) 
0.00 
2.22 5 
0.00 
1.34 
0.00 
1.11 
0.00 
0.21 
0.00 
2.14 
0.00 
I. "3 
0.00 
1.00 
0.00 
0.87 
times LTVt 
0.352 
0.015 
0.350 
0.015 
0.000 
0.000 
0.000 
0.000 
0.015 
0.120 
0.015 
0.119 
0.000 
0.000 
0.000 
0.000 
Predicted Long Term Mean 
kWh consumption 
= 0.455694 kWh 
Energy consumption was 
calculated in kWh 
at each time-step. 
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Results obtained in this way can then be compared with those 
from a time-series simulation and their accuracy determined. It is 
interesting to note that model states 5-8 and 13-16 had long term 
probabilities of zero, suggesting that 22(tw) had a negligible long 
term probability. 
3.8 Example of Dependent LTV 
As an example of a case where the LTV became dependent on 
starting conditions, consider the 2-node model, with two bins used 
for each of the variables Ta (zone air temperature), T,, (structure 
temperature) and To (outside temperature). The parameters used 
in the runs were as follows : 
Maximum heat rate: 4 kW 
Air Thermal Capacitance: 52 kJ/K 
Structural Thermal Capacitance: 1800 kJ/K 
Fast Thermal Conductance: 0.04 kW/K 
Air - Structure Conductance: 0.16 kW/K 
Structure - Outside Conductance: 0.16 kW/K 
Setpoint: 19 0C 
Throttling Range: 2 K 
The ranges adopted for the air and sýructure temperatures were 
[14,27] and [5,27] respectively, so that the bins are [14, '10.5) 
[1-0.5,27] for Ta and [5,16) and [16,27] for T,. The system states 
are then: 
Ta Tw 
[14,20.5) [5, 16) 
[14,20.5) [16, 271 
[20.5,271 [5, 16) 
[20.5,271 [16, 271 
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The transition rnatrix for the one driving variable To to two 
decimal places is 
r-9 
0.97 0.03 
0.04 0.96 
The input and output values for the eight model calls were as 
follows, with the resulting system state in the last column : 
Table 3.3: Non-unique LTV - Model Inputs and Outputs 
I ni) utsI Ontmits. 
Ta T, To Ta Tw Ex 
17.25 10.50 2.075 18.98 10.51 1 
17.25 10.50 18.425 19-57 14.49 1 
17.25 21.50 2.075 19.42 16.45 
17.25 21.50 18.425 20.14 20.51 
23.75 10.50 2.075 18.99 10.53 1 
23.75 10.50 18.425 19.57 14.50 1 
23.75 21.50 2.075 19.42 16.47 
23.75 21.50 18.425 , 20.20 120.5 8 
It can be seen that the ending system state is related to the 
starting state for T,. Z: ) 
The monitor matrix takes the form : 
0.97 0.03 0.00 0.00 0.00 0.00 0.00 0.00 
0.04 0.96 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.00 0.97 0.03 0.00 1 0.00 0.00 0.00 
0.00 0.00 0.04 0.96 0.00 0.00 0.00 0.00 
0.97 1 0.03 0.00 0.00 0.00 0.00 0.00 0.00 
0.04 0.96 0.00 0.00 1 0.00 0.00 0.00 0.00 
0 00 0.00 0.97 0.03 1 0.00 0.00 0.00 10. ()0 
0.00 0.04 1 0.96 
1 0.00 0.00 0.00 10. oo 
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From the monitor a "limit" matrix can be obtained. (The method 
by which this can be found is described in Chapter 4. ) The limit 
matrix, shown below, contains the long term probabilities for 
being in all model states, given that the process started in the row 
state : 
. 502 . 498 0.00 
0.00 0.00 0.00 0.00 0.00 
. 502 . 498 
0.00 0.00 0.00 0.00 0.00 0.00 
0.00 ' 0.00 . 502 . 498 
0.00 0.00, 0.00 0.00 
0.00 1 0.00 . 502 . 498 
0.00 0.00 0.00 0.00 
.502 . 498 0.00 
0.00 0.00 0.00 0.00 0.00 
. 502 . 498 
0.00 0.00 0.00 0.00 , 0.00 0.00 
0.00 0.00 
. ý02 1.496 U. 00 
0.00 0.00 0.00 
0.00 ý. 502 1.498 0.00 10.00 10.00 
It can be seen that there are two LTV's: one for starting in states 
T /7 1 /1 1 /' ! /'8. 1/ : 5, ! '/-6, and another for starting in states 1 -3,4, '-7, 
The connection between the states in these sets is in the starting 
states for the variable Tw, as can be seen by examination of Table 
3.3 above. The partitioning is due to there being two ergodic sets 
- the sets (M1, M 1, M 5, M61 and ( M3, M4, M7, M81, between 
which no communication occurs. Once in either one of these sets, 
one cannot move to the other, as can be seen from the 
probabilities in the monitor matrix above. 
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Chai)ter 4: FINDIN'Gr THE LONG TERM PROBABILITIES 
4.1 Introduction 
The process by which a monitor matrix is created for a model has 
already been described, but the methods by which a monitor 
matrix yields a long term vector of probabilities for the model's 
state have not yet been discussed. This section will provide the 
details concerning the various approaches which may be taken 
and list some of their advantages and shortcomings. 
It is assumed at this point that the entire model has been 
characterised by assigning states to various combinations of 
conditions, as seen in the values of the variables. A monitor 
matrix has been created, containing transition probabilities 
describing the probabilites for the model changing from any of its 
states to any other, so that item M ii in the monitor = P( Mi ---> Mj) 
in one time-step. These probabilties also implicitly describe a 
Markov chain, being a series of transitions from one model state to 
another, with the likelihoods of each transition being governed by 
the probabilities in the monitor matrix. On any particular 
transition, only the current state of the model, 1/1i, affects the 
probability of which state occurs next, so that if Mi(n) is the 
probability of being in state i on time-step n, then 
Mj(n - 1) , Mk(n - 2) , ... , MI(O) )= 
p( 1/,, (n) / 1/-j(n - 1) ) 
thus fulfilling the "memoryiess" property required of Markov 
chains, referring to the fact that only the current state affects the 
probability of the next state, while earlier states are " forgotten. " 
. Markov chains may be classified into a number of types with 
different properties. The desired type of chain in this case is one 
consisting of a sinde set of states, any of which may be reached 
from any other (possibly passing through other states on the way) 
and which is not subject to cyclic behaviour. (Cyclic behaviour 
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would imply that certain states might only be reached a fixed 
number of steps apart. ) A set of states which "communicate" in 
this way is termed "ergodic, " and if the chain is additionalk, not 
cyclic, It is called "regular. " In the case that certain states are 
unreachable, which could occur when monitors of a large size are 
used, there should still be only a single non-cyclic ergodic set 
amongst the model states. The remaining unreachable states 
(those not in the ergodic set) can then be ignored. (In fact, the 
monitor could be reduced to a size to accomodate only the states 
in the ergodic set, as discussed in the concluding chapter. ) 
If the monitor describes a regular Markov chain, it is termed a 
regular transition matrix. Such a matrix has properties enabling 
the computation of the long-term probabilities for being in each of 
the model's states. Below are presented three approaches to 
obtaining these probabilities. The methods may be classified as C) 
being "direct, " meaning there is a single set of steps performed, 
after which the results are known; or "iterative, " meaning that the 
solution is approached by a series of increasingly accurate 
approximations to the answer. In addition, a "statistical" method 
is suggested - where the solution is approached by a random tý 
generation of results which provide a statistical convergence on 
the desired solution. In general, direct methods tend to be faster 
than iterative methods, but for Markov matrices, special 
properties of the monitor matrix make a particular iterative 
scheme (4.4 below) attractive. All the methods described here 
have been implemented and tested, except where otherwise 
stated. The direct and iterative methods (Gaussian Elimination, 
tile Limit Method and the Power Nlethod) are all available as 
options for finding the LTV in the computer program developed 
for performing these simulations. 
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-1 '? Direct Nlethods 
The direct methods all make use of the fact that the LTV is a 
stationary vector. If this vector is B, then 
B N1 B 
(4.1) 
This fact can be found in any basic text on the subject of Markov 
Chains, for example Kemeny and Snell [251. 
This is the source of the terminology " steady -state" or "stationarv" 
vector. 
If there are N states, the vector B also has the property that 
1 
(4.2) 
since the summation represents the probability of being in the 
union of all the model's states. Because the states are mutually 
exclusive and all inclusive, the laws of probabilitý, dictate that the 
probability of their union is unity. 
If B Nl =B is written in full, and the items in B are taken to be 
variables, it can be seen that a set of N simultaneous equations is 
implied, as follows : 
I 
N112 
N] 
N. N 
=I 
BNJ 
,ý 
Multiplying B by each column of 'INI gives one of the N equations in 
B: 
(i) BIM1,1 + B2M-), l 
(i i) IM1,2 +B2 M-), 2 
Bi MI, N + B2 M2, N 
BMN, I : --: BI 
BN MN, 2 = B, ) 
BN MN, N = BN 
The set could also be written using summations as follows 
N 
G) B M. B iJ 
j=I 
N 
i) iBiMi, 
2=B2 
j=I 
INBN 
so that the whole set of equations may itself be represented using 
a sinde summation as follows : 
BM 
j J, 
for i=1,2, ..., 
To obtain a constant on the right hand side. Bi can be subtracted t: p 
B NI. - j J, 
t or I=I, 
(4.3) 
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This is the form most commonly used by computer algorithms for 
solving sets of simultaneous equations, where the right hand sides 
of the equations are generally required to be constants. However. 
the equations represented by (4.3) are mutually dependent. To 
solve the system it is necessary to replace one of these equations 
(preferably the one with the most non-zero terms, so as to reduce 
the amount of computation required) by the equation (4.2) : 
Bi 
A great variety of methods exist for solving such systems of linear 
equations. (See, for example, "Numerical Recipes" [26]. ) In the 
program developed as part of this work, Gaussian elimination with 
scaled column pivoting was employed, and is one of the available 
LTV solution options. Scaled column pivoting scales the items in 
each row according to the maximum element in the row so that 
the choice of pivot depends on the relative sizes of elements in a 
column, and not on their absolute sizes. In addition, the algorithm 
uses pointers to the rows of the system of equations to avoid the 
swapping of rows that partial pivoting may require. (Instead of 
swapping rows, row pointers are swapped. ) A check for whether 
or not there is a unique solution is incorporated into the method. 
The algorithm is based on that provided by Burden and Faires 
[271. 
Since the monitor matrix tends to be sparse, other direct methods 
which are particularly well-suited to sparse systems of equations 
i-nay be employed. Some of these algorithms require the system 
to conform to special patterns such as tridiagonal, while others 
will handle any arrangement of elements. 
Routines which modify the Gaussian elmination scheme to attempt 
to eliminate most of the operations involving zero elements are 
listed by Stoecker [28]. A general routine for sparse systems is 
also listed in "Numerical Recipes" [261. These approaches may 
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suffer from degraded performance due to the generation of non- 
zero terms in the process of solving the system, however. 
Another approach is to attempt to manipulate the matrix to obtain 
a form which is suited to a direct approach dedicated to that form 
of matrix. This approach can be termed the 
it analyze/factorize/operate" approach and is available in the NAG 
library of routines, as well as the IMSL Yale Sparse Matrix 
Package. ("Numerical Recipes" [26]. ) 
These latter methods were not implemented, since the normal 
solution method for the LTV in Markov simulations is iterative, 
but as a result of this study it has become clear that a method 
which provides for the checking of the uniqueness of the solution 
may be desirable. 
4.2.1 Speed of Gaussian Elimination 
For a system of equations with N unknowns (I corresponding to a 
i-nonitor matrix of size N) Gaussian elimination requires 
Additions / Subtractions : 1/3 N3 + 1/2 N2 - 5/6 N 
Multiplications / Divisions 1/3 N3 + N2 - 1/3 N 
as given by Burden and Faires [27]. 
As N becomes large, the amount of computation required will be 
roughly proportional to N3, but there is only one iteration required Z: ý . 
to reach solution. 
Advantages and Disadvantages 
While this method requires more time in development than some 
of the simpler iterative methods, routines to solve sets of 
simultaneous equations are commonly available in libraries such 
NAG. and in algorithm form in many textbooks on numerical 
0 
Al 
analysis and other subjects, so that they need not be written 
specifically for this application. The fact that a check for 
uniqueness of the solution can be built in is an advantage. 
Through experimentation it was found that the speed of the 
Gaussian Elimination method used became a disadvantage when N 
reached sizes of about 400 or more. At these sizes the time 
savings gained by the use of the iterative Power Nlethod were Z: ý C) 
significant. (The Power Method is discussed in section 4.4. ) 
4.3 The Limit Matrix Method (Iterative) 
Apart from other traditional iterative schemes for solving systems 
of equations such as successive over relaxation (SOR) (see, for 
example "Numerical Recipes" [261) there are iterative methods 
which take advantage of the special nature of Markov matrices. 
The Limit Matrix scheme is such a method. The theory states that 
if a monitor M of size N is a regular transition matrix, then as "n" 
increases, Mn approaches a limiting matrix such that each row of 
the limit matrix is the same vector BB1, B -) . ..... .BNJ, the 
LTV. This happens because the i'th row of NII n- I gives 
probabilities for being in each state on the nth time step given 
that the current state is M i. When a large enough number of steps 
have been taken, the initial conditions become insignificant 
(Kemeny and Snell [251). 
This theory suggested the Limit Method, which proceeds by 
multiplying M by itself (either one multiplication at a time or in 
the faster sequence M, N112, N14, M8, ... ) until a 
desired tolerance is 
reached between successive iterations, at which point the LTV can 
be read off as any of the rows of the limiting matrix. 
4.3.1 Sr)eed of the Limit Method 
The method is computationally expensive, requiring N3 
niultiplications and additions per iteration for a simple alcrorithm 
not employing sparse matrix multiplication techniques. The 
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power reached may need to be as high as 250 or more for a 
tolerance of 10-6 between elements. This requires 8 or more 
iterations using the repeated squaring approach. Comparing this 
with Gaussian elimination, it can be seen that this method may 
take several times as long. 
4.3.2 Advantages and Disadvantages 
The Limit Matrix method has the advantage of simplicity, and also 
that the final matrix can be examined to tell if there was a unique 
LTV, by ensuring that its rows are identical within the required 
tolerance. (The value of each element in a column should be 
within the tolerance of the other elements in the column. ) If the 
rows of the limit matrix are not identical it would indicate that the 
monitor was not regular (contained more than one ergodic set) 
and that the long-term probabilites for being in a given state are 
dependent upon initial conditions. If this situation arises, the limit 
matrix can be examined to determine the cause of the partitioning 
into more than one ergodic set, so that action can be taken to 
rectify the problem. 
The main disadvantage of the scheme is its slow execution, which 
makes it impractical for all except small sized monitors. 
4.4 The Power Method ( Iterative) 
The Power Method is like a version of the Limit Method described 
above, but which computes only a single row of the matrix M(n) 
rather than the entire matrix. The method relies on the fact that 
If any starting vector X(O) is chosen with the property that 
N 
(0) X. 
then multiplying the vector by the monitor (: ives a vector X(I) 
,: ontaining the probablities 
for being in each model state after one 
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time-step, given that the system started in its various states vvith 
probabilities contained in X(O). Symbolically : 
X(O) NJ = 
Similarly then, X(I) M= X(2) gives probabilities for being in each 
state two time-steps removed from X(O). The sequence of vectors 
X(O), X(I), X(2), X(3), ... converges on the limiting vector B. For a 
more detailed discussion, Kemeny and Snell [251 is helpful. 
For a regular matrix, the initial vector is arbitrary (except that its 
elements must sum to 1). The Power Method selects a starting 
vector and performs the multiplications to generate the sequence 
converging on the LTV, as above. The process of iterating is 
stopped when a desired tolerance is reached between subsequent 
vectors X(n) and X(n + 1). The tolerance employed in the program 
is under the user's control. 
Experimentation has suggested that tolerances smaller than about 4: ý 
10-6 are not necessary, in that they do not significantly affect 
results generated for calculated quantities. 10-6 was adopted as 
the tolerance in simulation runs, but is conservative. 
Since there were no fixed or known starting probabilities, the 
chosen starting vector was arbitrarily set to be : 
X (0) =[ 1/2,0,0 . ..... 
0,0,1/21 
As stated, the only theoretical requirement is that the elements 
sum to 1, however, so that [1,0,0 ... 
01, for example, is just as 
'icceptable. 
-ý starting vector such as 
X (0) =[1 /N, 1 iN, 1 IN, .... ,1 /N 
1 
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looks attractive because the probabilities are already somewhat 
"dispersed, " however this scheme may suffer from rounding 
problems when N is very large. 
Because the monitor tends to be largely zero, and increasingly so 
as its size grows, multiplying by all of the zero elements is 
wasteful. To take advantage of this to reduce computation, a 
sparse matrix multiplication technique was employed. The non- 
zero elements in the monitor were stored, and only these were 
used in the cornputation of the next vector in the sequence. The 
algorithm is based on the Pascal program "queue. pas" provided on 
the disk accompanying "Systems Analysis Using Simulation and 4-D I 1_ý 
Markov Models" (Clymer, [291). In the worst case (where there 
are no zero elements) each iteration requires N2 multiplications 
and additions. 
4.4.1 St)eed of the Power Nlethod 
Of the three methods presented, the power method is the fastest 
for large sized monitors. The choice of starting vector X(O) will 
affect the number of iterations required for coný, eraence. Clearly, 
if X(O) is close to the LTV (as defined by the closeness of the 
individual elements) then there will be only a few iterations 
necessary to reach the desired tolerance. In addition, the size of 
the tolerance used, and the degree of the sparseness of the 
monitor will affect the speed of the algorithm. 
It has already been noted that the worst case requires N2 
multiplications and additLOns per iteration. To be more exact, the 
number of these operations per iteration is equal to the number of 
non-zero elements in the monitor matrix. This rnav be only 5% or 
less of N_' and can be calculated by multiplying the number of 
non-zero elements in the premonitor times the number of s-ystem 
states. Even the choice of how man%, states to assiLn to each 
variable has some effect on the speed therefore. 
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The number oi iterations to reach a tolerance of 10-6 xas found to 
be upwards of 2550. The time required to execute is then roucrhlý, 
proportional to N2, with a constant in the region of (250)(0.0-5) 
12.5. This can be improved on by increasing the tolerance to 
reduce the number of iterations required to reach the limit vector. 
4.4.2 Advantages and Disadvantages 
The one disadvantage of the Power Method is that it assumes that 
there is a unique LTV. If this is, in fact, not the case (if there is 
more than one erloodic set in the monitor matrix) the LTV found 
by the method will be dependent on the starting vector, X(O). 
The method has the advantage that if it is known that there is no 
unique LTV, then the starting conditions can be specified (in the 
form of X(())) to influence the LTV found. The chief advanta2e of 
the method is its speed. In addition, the algorithm is simple to 
implement. 
4.5 Random Run Method (Statistical) 
The method of Crane and Iglehart [191 provided the suggestion of 
another approach to finding LTV's. The key to the scheme is that 
the monitor matrix implicitly describes an infinite probability 
tree. In this method, an arbitrary branch of the tree is followed 
for a set number of steps (or alternatively, until the LTV is not 
changing significantly from step to step). At each step, the next 
state (branch) is selected with probability contained in the row of 
the monitor corresponding to the current state. At each step, a 
count of how inanv times each state has been entered is kept. 
When the process is terminated, the relative frequency with 
which each state has been entered can be calculated b%, dividing 
by the number of steps in the process. 
To implement this idea. a starting state must first be selected. The 
next state must be chosen with a probability equal to that -, iven 
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t)y the current row of the monitor matrix. This was achieved by 
-ienerating a random number between 0 and I inclusive, and 
, Aioosing the next state according to where on a number line the 
random number fell. The number line was divided into intervals 
according to the probabilities of all the states (which sum to 1, so 
that the line is exactly covered). For example, if there were three 
states with probabilties 1/4,1/2 and 1/4 on a given step, then the 
random number indicated state I if it fell on the interval [0,1/4), 
ýtate 2 if it fell on the interval [1/4,3/4) and state 3 if it fell on 
the interval [3/4,1]. 
The method is similar to sampling a population of states, except 
that the sample is randomly generated according to the monitor 
probabilities. 
ý. 5.1 Si)eed of the Random Run Method 
The question of how many iterations are required for accuracy is 
not one which was investigated in detail, but experimentation 
suggested that the number was too large for this method to be 
effective in terms of speed. 
4.5.2 Advantages and Disadvantages 
The idea is simple to implement but does not appear to be able to 
compete with the Power Method for speed. As in the Power 
Nlethod, the end result is dependent on the initial conditions in the 
case that there is no unique LTV. 
This last method was not included in the final simulation program 
due to its slow speed. 
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Chapter 5 DESCRIPTION OF THE MODELLING 
E NNI R () NAI E N'T 
5.1 Introduction 
For the purposes of modelling HVAC systems, a program written Z__ 
in Sun "C" was created on a Sun Sparcstation. The program was 
set up so as to be able to run both time-series and stochastic 
simulations. Either kind of simulation can be chosen via a menu 
and the program then carries out the necessary tasks, prompting 
the user as necessary for input along the way. In addition, the 
program contains an option to suggest the number of bins to be 
used for each variable in a stochastic simulation, given certain 
information about the variables and the maximum problem size 
that is desired. 
The program is made up of seventeen main files, each of which 
performs one of the major tasks in a simu lation or coordinates 
tasks relevant to one of the options. High level program control 
takes place through the file main. c. which presents a menu of 
options and calls the appropriate rou tines to perform the user's 
choice. 
The highest level menu options are : 
(I) Run a stochastic simulation 
(2) Run a time-series simulation 
(3) Run a model for one time period with manual inputs 
(4) Suggest the number of bins to use for each variable 
(5) Quit the program 
Option (3) performs a time-series simulation for only one time- 
period. The user is able to enter driving and system variable t__ - 
values directly as opposed to having driving variable values read 
from a time-series data file, as would normally be done. 
69 
The philosophy adopted was to keep the models as separate as 
possible from the rest of the program. To help achieve this aim. 
there is a small module which provides an interface between the 
main program and the models themselves. Each of the models has 
access to a file of model utilities for performing tasks which all the 
models may require, such as saving values of CQ's to disk, 
initialising variables, and opening and closing, files, so that the 
details of these operations are hidden from the models 
themselves. There is also a file of general utilities for use by any 
of the program modules. Various constants and descriptions of 
structures are available via header files. Finally, there are a 
number of utilities which may be run from the computer's 
operating system level. C 
5.2 Descriptions of individual files 
5.2.1 main. c 
This file provides the high-level user interface. A menu of options 
(as given in the introduction above) is displayed on the computer 
screen and the user is prompted to select one of the options. The 
user's choice is then used to select to which part of the program 
control is to be passed to. When the option has been performed, 
control is returned to main. c, at which point another option can 
be selected or the program can be terminated. The controlling 
routine in this file is main, which is the top-level function in the 
program. 
Subroudnes: choice, main, menu 
stosim-C 
This file coordinates the various tasks required to perform a 
C 
C7 
stochastic simulation, via the subroutine 
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These tasks include : 
G) Creating transition matrices for driving variables 
(ii) Creating a prcmonitor matrix 
(iii) Creating a monitor matrix 
6 V) Finding the LTV 
(V) Predicting long term values of CQ's 
Ukli) Providing error bounds for rcsults. 
These tasks are described in more detail under the - headings for 
the files which actually perform them. If any of the tasks fail to 
complete successfully, then stosini. c passes control back to main. 
with an explanatory message. 
&I-roudws: create monitor, get_sys, vars,, init drive varst 
save mnitor,, stochastic sim 
5.1.3 cf)flvsitll. c 
This rile contains routines to perform a "conventional" (time- 
Wries) simulation, in which the values of input variables are set, 
C41is to the model are made, and the output values of tile various 
$01cm. variables and calculated quantities are returned. Driving 
v2riable values are set only upon entry, and do not change during 
'be course of a model call. System variable values are retained 
(tom one call to the next, so that one call's system variable outputs 
bctOme the next call's system variable inputs. Initial values of 
Vslcm variables are always set by the user at the start of the run. 
A model may be called in this "conventional" way either using 
hime-series data from files stored on disk for driving variables, or 
fOr one time-period by entering the values of the variables 
Ounually. The user has the option to save running values of 
tWern variables to disk for later processing. Values of CQ's are 
lutOmatically saved to disk. 
'4cjxmim: 
-0-1-1es_ck, manual_sim, ts_sim, run_sim 
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5.2.4 s ti g i! est. c 
Routines to suggest how many bins to use for each variable in a 
stochastic simulation are stored in this file. The "suggest" option is 
specific to a particular CQ, since it is based on the estimated 
maximum partial derivatives of a CQ with respect to each of the 
chosen model's continuous variables. In other words, the 
suggested number of bins may vary according to the CQ which is 
being addressed, even within the same model. 
Suggestions are based on the error bound 
KWW dQ (ffi( 1) - Lo(l) where K max( 2 B(i) Vý') 
and "i" is a continuOus variable 
which is developed in Chapter 6 of this thesis. 
The user is required to enter the constants KM for the m 
continuous variables used by the model in question, and the 
maximum value M of the product of the BM's, so that there is a 
constraint 
m 
The user should bear in mind that the size of the monitor is 
Ix 
fj B 
fj B (X) Where "i" is a continuous variable 
and 'Y' is a discrete variable 
so that NI is not necessarily the maximum monitor size. 
Additional constraints are added by the user specifying the 
minimum and maximum number of bins which a variable may 
have. 
The routines attempt to minimise the summation (5.1) subject to 
the constraints. The nature of the problem allows for the values 
of the constants KO) to represent the ratio of these values rather 
than the values themselves without affecting the suggested 
number of bins. The method used is a steepest-descent approach. 
The suggested number of bins reported here should only be 
considered a guidline. Firstly, the values KO) will be estimates. 
Secondly, the error bound (5.1) upon which the suggestions are 
based is crude. 
Subroutines: binprod, boundsum, suggestbins 
5.2.5 oremon. c 
This file selects and executes the appropriate routines for making 
a premonitor for a stochastic simulation. The user is prompted to 
choose whether driving variables are to be treated as independent 
or dependent. If the driving variables are independent, calls are 
made to trans. c to make transition matrices for each variable, 
and these are then combined to form the premonitor. If driving 
variables are not considered to be independent, a premonitor is 
constructed by examining the time-series files for all the driving 
variables simultaneously, and determining transition probabilities 
for premonitor states directly. (This second option requires that 
all time-series files are of an equal length, start at the same point 
in calendar time, and contain measurements made at equal time 
intervals. ) 
The premonitor is checked to make sure that each row sums to 
. is required, and the number of non-zero elements it contains is 
ýounted for later use in memory allocation and bv later routines 
%vhich avoid using the zero elements. 
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The routine f a_d r --' v --' n g_a e 7,, s estimates the mean deviation of 
each driving variable from the midpoint of each of its states 
corresponding to each of the premonitor states. These estimates 
are saved to disk and used by predict. c as part of the error 
bound formulas. 
Subroudnes: combine, count-nonzels, find drivincr_., --vs 
get pm. state, make premonit-c-r. no-r-simulpremon, 
simulpremon 
5.2.6 trans. c 
This file contains routines to create a single Markov transition 
matrix for a driving variable using its time-series data. By the 
time that this file is accessed, the user will have already selected a 
model to run. The names of any driving variables needed are 
declared in the model itself and are used to search the computer's 
hard-drive for the necessary time-series files. Time-series files 
are given one of two extensions - ". cts" or "Ats" - to indicate 
whether the data is continuous or discrete respectively. The file 
extension thus determines the way in which the time-series data 
is handled by trans. c, as being either discrete or continuous and 
the transition matrix for the variable is created accordingly. 
Transition matrices are held in memory for use by prernon. c. 
Subroutines: get bins, makebins, make_-=ans, 
make trans matrix, open and makebins 
5.2.7 ltv. c 
This file provides an interface with the three options for finding 
LTV's, so that the user may select the desired one. The selected 
method is then executed. If the method is successful then the LTV 
is saved to disk using a user-defined name together with the LT%1 
file-extension declared in the main header file, inarkov. h. 
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otherwise control is passed back to the calling routine. %,., hich will 
be in the stosim. c module. The options for finding LTV's are : 
The Power Method (iterative) 
Gaussian Elimination with scaled column pivoting (direct) 
(iii) The Limit Matrix Method (iterative, ) 
Subroutines: ffind ltv, get method,, save--"tv 
5.2.8 12ower. c 
This file contains the routines to implement the Power Method for 
finding the LTV. The method finds approximations to the LTV, 
until successive vectors are within a set tolerance of each other. 
The initial vector is arbitrary, with the proviso that its elements 
must sum to 1. The initial vector used in this program was [0.5,0 
0...... 0,0,0.5]. The next vector is found by multiplying the intial 
vector by the monitor, after which the new vector becomes the 
initial vector, and the process is repeated. The distance between 
approximations was taken to be the largest distance between 
individual elements. 10-6 was found to be a sufficiently small 
tolerance, in the sense that a smaller tolerance did not 
significantly affect results. The method cannot fail in the sense 
that it always returns a result, however if the monitor does not 
contain only one ergodic set, then the limit vector becomes 
dependent on the initial vector. There will in fact be as many 
LTV's as there are er(zodic sets in the monitor matrix. 
Subroudnes: power method,, unconverged 
5.2.9 2auss. c 
Gauss. c contains routines for finding the LTV by solving a set of 
simultaneous equations which are based on the monitor matrix 
and the fact that the LTV is a stationarý, vector. This set of 
equations is mutually dependent however. and one equation must 
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be replaced by the equation stating that the sum of the LTV's 
probabilities is equal to 1. There are some manipulations which 
must be performed to represent the monitor's values in the form 
of these equations before invoking the algorithm. The particular 
algorithm employed here uses scaled column pivoting, and row 
pointers are used to avoid the physical swapping of rows that the 
Gaussian method may require. A check for the uniqueness of the 
solution is built in. If the method succeeds, the LTV is saved to 
disk using a user-defined name, otherwise the method aborts with 
an explanatory message and control is passed back to the calling 
routine, contained in 1tv. c. 
Subroudnes: create_a,, gauss,, simulsolve., -,., -, iew 
5.2.10 1 im it. c 
This module performs the Limit Method of finding a Ionc, term 
vector as discussed in Chapter 4. The routine takes as its inputs 
the initial matrix (the monitor) and the desired tolerance at which 
iterations will stop. The method generates powers of the starting 
matrix, which converge on a limit matrix. The distance between 
successive matrices in the process was taken to be the largest 
distance between corresponding elements. In practice a tolerance 
of 10-6 was found to be sufficiently accurate in the sense that 
using a lower value did not significantly affect the results 
obtained. 
If the method succeeds it saves the LTV to disk using a user- 
defined name, otherwise it aborts with an explanatory message 
and returns control to ltv. c. The routine may fail due to : 
Divergence of the sequence of matrices 
Exceedin't, a preset maximum number of iterations, or 
ii) Rounding errors causing the limit to be the zero matrix. 
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These are not expected to occur for a regular monitor matrix. 
however. The last of these may take place if the tolerance is set to 
be too small. 
When the limit matrix has been found, its columns are examined 
to make sure that each has only one value in it, within the 
tolerance. If a column has more than one value in it. it means that 
there is more than one LTV and the user is alerted. If there is a 
unique LTV then all rows of the limit matrix are identical to 
within the defined tolerance, and the first row is arbitrarily 
selected as the LTV. Rather than follow the sequence of matrices 
M, M2, M3, 
... the approach taken was to repeatedly square, to give 
the sequence M, M2, M4, M8, ... thus achieving a much faster rate 
of convergence. 
Subroudnes: check unique, distance, -Lterate,, square 
5.2.11 i)red ict. c 
In this file, the predicted long term values of CQ's are reported by 
multiplying the LTV with the results files for the CQ's from the 
stochastic simulation. At the same time, error bounds are 
calculated and reported, along with a breakdown of how much of 
the error was contributed by each of the model's variables. The 
constants needed to use suggest. c are also estimated and 
reported by the file maxerrs. c, which is accessed from this 
module. Some second p artial derivatives (homogenous) are also C) 
available using pd2 and s and d secpd. (These routines were 
created to investigate the sizes of second derivatives, and are not 
used in the normal error bound calculations. ) Certain results mav 
be saved to a results file if the user chooses. 
Subroutines: -1-nit states, pds, pc12, V'-' -"I 1--df 
-cremonstate, save to_rff, d cycc, s_anct 
-e states 
xerrs. c 
This file finds and reports the estimates of the constants KO) 
required to use the summation (5.1). For each variable. as many 
partial derivatives as may be estimated by first forward or 
backward differences using the available data are found and the 
absolute value of the maximum of these is reported as KO). This 
process is discussed in more detail and illustrated in Chapter 6. 
I Subroutines: find dds, . -lumruns.. posi-nc, reportbounds, 
=inc, =size 
5.2.13 re 12 or t re s. c 
This file allows the user to choose which, if any, of the CQ's for 
which data files exist on disk to report results for %,,, hen a manual 
or time-series run has just been completed. The results reported 
are the same as those given by the system level utility deT- 4: ) - ails 
The sum, mean, variance, standard deviation, minimum, 
maximum, range, and midrange of the data. In addition, there is 
an option to ignore any negative values found for the CQ. This 
option can be used with CQ's whose values must always be non- 
negative, and models may be directed to save negative values for 
the CQ when it is in some sense "undefined" or should be ignored. 
Subroudnes: details, reporr-res 
5.2.14 mod in fa ce. c 
This is a small module containing the routines which provide the 
interface between the main body of the program and the models. 
There are two interfaces with the main body of the program : 
Choosing a model 
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A list of models' names, descriptions, and pointers is initialised in 
the interface. The routines se1ec -- ff and e-, f -.: nc list the 
choices available and allow the user to select which model is 
required. A pointer to the function that actually performs the 
model is then returned to the calling routine for later use. 
(ii) Actual model calls 
Model calls are performed by reference to the pointer returned 
earlier. This is done through the one-11 ne function , --, -et "f-al which 
uses the pointer to call the model. This function exists essentially 
to make the model call in the main program more readable, and 
returns an integer to indicate a successful call or a failed call. 
The interface file is an included file in models. c. 
Subroudnes: get function, getfva-l,, se-lect-f- 
5.2.15 models. c 
This module contains the code for the models themselves. Any 
number of models may be included, provided that they are 
declared in rnodinface. c and in the models header file models. h. 
The models conform closely to a template, with the differences 
confined to the essential workings alone. Each model has declared 
in it the numbers of driving and system variables it uses, the 
number of calculated quantities, the names of all variables and 
CQ's, and the prompts for all parameters to be set. When a model 
is to be used, it is always first called to establish these details in 
the higher level calling routine. This involves using the names 
declared in the model to make sure that time-series files of 
appropriate description exist on disk. In addition, the user is 
prompted to set the various parameters that the model requires, 
and if necessary, for information about the number of bins to be 
used for a %, ariable and its ailowed rano-e. Once this "handshake" 
, ýall is, completed, the model can be run without further prompting. 
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Various common tasks required by the models are taken care of 
by a file of utilities, described next. 
(Brief descriptions of the models listed below are given in section 
5-5) 
Subroutines: p2h, p. -/-'. --su-c,, p3hcgs, ý-. -c, Eý3hcg 
5.2.16 modutil. c 
This file contains utilities for use by the models. c file. Many of 
these utilities are very short, their main purpose being to avoid 
duplication of code in models, and to hide the details of file 
operations and other activities not directly relevant to the model 
in the background. Brief descriptions of some of the more 
significant functions of the utilities follow Z: ) 
Naming and opening all output files that will be 
required. 
Copying names of variables for use by the calling 
routine in prompting the program-user. 
Writing results of calls to the appropriate files. This 
may include the values of any driving or system 
variables as well as the values of calculated quantities. 
The latter is always performed, whilst the former is an 
option. 
(iv) Initialisation of CQ's to zero prior to a model call. 
(V) Keeping track of running deviations of system 
variables from the midpoints of their states is 
performed by ru nning- devs 
- 
wat-ch. 
(N' i) Closing any open results files after the last call is 
made. 
The utilities file is an included file in models. c. 
80 
Subroubnes 
S -n' 7- devs 
S7 7, 
ýA al qeT- 7, Lýes, e-t 
--ame and open c na -S C-1 i , name =--=-c me ana czen devs , 
ne 
ave d cloce c'-s" S7 ave ýýave als , , 
5.2.17 gen. c 
The "general" module contains utilities for the use of all other 
parts of the program. All routines here are used by at least two of 
the other modules, with the exceptions of the main. c and 
modutils. c files, which do not access any of the general utilities. 
The utilities may be categorised according to the kinds of tasks 
they perform. Broad information about these tasks is given below: 
(i) User-Interf acing 
These utilities are concerned with obtaining information from 
a user while allowing for mistakes to be made in entering 
data. Output files are checked for possible over-writes so 
that the user may rename an output file to avoid this. 
Questions which require a "yes" or "no" answer are presented 
until an appropriate answer is received. Directory listings of 
relevant files may be presented to aid the user. 
Matrix operations 
There are four utilities concerned with matrix operations. A 
matrix may be displayed on screen (size permitting'), memory 
may be allocated for a matrix, or a matrix may be stored or 
retrieved from disk. It is worth noting that disk operations 
with transition matrices take advanta2e of the matrices' 
sparse nature. The lar2er the transition matrix, the more 
sparse it tends to be - matrices above a size of about 100 
T-nav be 00% or more zero. Thus. savinc-r all the elements in a 
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transition inatrix is generally wasteful in terms of time and 
storage. Instead, the approach taken was to save only non- 
zero elements, along with their row and column positions, 
leading to greatly increased speed. If memory allows. the 
best scheme is not to save matrices to disk at all. One 
advantage of saving matrices is that they may later be 
examined or analysed by other programs. 
Binning data Z-1 
Several modules make use of or require to know which state 
a variable is in based on its value, range and number of 
states. A single utility is used for this purpose. 
Subroutines: bounds ok, -. Iýeckname, ý:, Leckok, c.. =a-i-, en-er,, 
getdscrroom,, f-i'le r=e, get -e-ý: Vname, 
qaI-c If -, a f SnOWCZ-ff SllC'vv7lf 
A diagram showing the hierarchy existing between these program 
p aa e. modules is shown in Fiaure 5.1 on the following 
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,,. 3 System Lývel Utilities 
There are a number of utilities which may be run from system 
level (outside the execution of the main program) to perform 
various tasks. Each of the utilities stands on its own in an 
executable form. Some of the utilities are described below. 
5.3.1 I-Iletaý j J, s 
This utility expects as input a file of numbers where the first 
number is an integer equal to the number of floating point 
numbers that follow. The floating point numbers are read (up to 
the quantity given at the head of the file) and the following 
results reported: The sum, mean, variance, standard deviation, 
minimum, maximum, range, and midrange. In addition, there is 
an option to ignore any negative values found. This option can be 
used with CQ's whose values must always be non-negative, and 
models may be directed to save negative values for the CQ when it 
is in some sense "undefined" or should be ignored. The utility is 
useful mainly for examining files produced by time-series runs of 
models. (CQ files have the necessary format. ) 
In the case of CQ's, the mean and variance are of particular 
interest. It is the mean so obtained that is used for comparison 
with predicted values for CQ's obtained from stochastic 
simulations. The variance crives some indication of the degree of 
trust which may be placed in the mean if it is assumed that the 
\, ariance of the mean is equal to the variance of the sample 
divided by the sample size. Some multiple of the standard 
deviation of the mean then provides an interval about the mean in 
which the true rnean ought to lie, with a level of confidence 
dependent on the number of standard deviations used in the 
interval. 
When performing a time-series simulation, running values of 
system variables can be saved (their files take the same format as 
ifiat for a CQ). Using these files as input to del- 7- J' Q will report the 
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minimum and maximum values of the system variables that 
occur-red during the time-series run (at least at those moments 4-- 
when the system variables' values were examined and saved to 
disk) which may be used to help determine the ranges of system 
variables to be used in a stochastic simulation. 
5.3.2 
This utlilty allows a user to create a step-function in the form of a 
time-series file. The step-function is assumed to be cyclic (after 
some time it will repeat itself). The user is prompted for the 
number of distinct steps in the cycle, the number of complete 
times the cycles are to be repeated and the number of steps in the 
cycle to appear thereafter. The user then supplies the height and 
duration of each step, a name for an output file, and the time- 
series file is created. The stepf utility can be used to create a 
time-series file for a discrete variable, such as that required to 
implement a supervisory control. 
As an example, suppose the discrete variable required by the 
supervisor has the following behaviour : From midinight on a 
weeknight, eight time periods "off" , seven time periods "on", nine 
time periods "off" , and on a weekend 48 time periods "off". 11offif 
and "on" may be represented by numbers, say 0 and 1. To create 
a time-series file for this variable, covering 30 days, beginning on 
a Monday at 00: 00 hours, the input to stepf would be : 
(i) There are 17 steps in the cycle, assuming that the 
minimum time-period of interest is one day. Each of the five 
weekdays has 3 steps, and the weekend can be divided into 
two "off" steps, in case the function runs into a Saturday but 
not also a Sunday at its end. 
(ii) The cycle lasts one week before repeating itself, so that 
the number of whole times to repeat the cycle is 5. kThirty 
days allows 4 7, weeks. ) 
85 
(iii) The ilumber of additional steps is 6, for the two extra 
weekdays required to bring the total time to 30 days. 
At this point, the user is prompted for the duration and 
height of each of the 17 steps, which would be: 
1. ) 7x0 
2. ) 8x1 
3. ) 9x0 
4. ) 7x0 
14. ) 8 
15. ) 90 
16. ) 24 x0 
17. ) 24 x 0. 
Finally the time-series file is created under a user supplied 
name. 
5.3.3 allhours 
As has been seen above, stepf requires the user to know the 
number of cycles that will be completed in the time-series. For 
this purpose it may be necessary to know exactly when the time- 
series begins and ends in the calendar. This information is 
supplied by allhours. Given the starting and ending dates for a 
time-series, al-ILInours reports the days of the week that the 
starting and ending dates correspond to. The number of hours 
between the dates is also reported. 
ý. 3.4 ciecrhrs 
Given a time-series file of temperatures, and a baseline 
temperature for reference, this utility esimates the number of 
, legree-hours falling below the baseline temperature. In other 1= 17 
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words, d. - e gln -- -, estimates the area 
lying below the baseline and at 
the same time above the temperature curve. 
When the temperature falls below the baseline in the time-series, 
the difference between the baseline and temperature is found and 
added to an accumulator. Presuming that the time-serles file 
contains hourly values. the units of the quantity accumulated will 
be degree-hours. If the time step were some other unit, such as 
minutes, then the result reported would be degree-minutes. 
Depending on the position of the baseline, the cumulative degree 
hours can be thought of as a measure of the severity of the 
climate (Markus, [30]. ) 
5.3.5 rrbin 
It is of some iwerest to see if the LTV found in a stochastic 
simulation approaches the relative frequency for each model state 
as found in a time-series simulation. The utility mbin will traverse 
a given number of time-series files simultaneously, and, given 
information about each variable's range and bin width, determine 
the combination of variable states at each time step. A frequency 
count for each state can then be keptl and relative frequencies 
obtained by dividing by the length of the time-series. In order for 
the vector of relative frequencies so found to be of use for 
comparison with a stochastic simulation LTV, variables must be 
dealt with in the order in which they appear in the stochastic 
simulation, from the variable whose state changes "least 
frequently" through to the variable whose state changes "most 
frequently (This is so that the combinations of variable states 
., ippear in the same positions as in the LTV. 
) The time-series files 
used would be those for any driving variables as well as any 
system variables. The latter would be produced by a time-series 
simulation. 
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rt-j 
This utility finds the distance between any two vectors of the 
standard format of integer followed by actual entries, up to the 
number of entries given by the integer. This could be used for 
any files fitting this format, but is intended for comparing two 
LTV's or an LTV with relative frequencies found using --' . -i above. 
The vdis utility reports the average absolute distance, the average 
distance, the maximum absolute distance, and the norm. (The 
norm used here is the root of the sums of the squares of the 
distances between individual vector elements. ) 
5.4 Program Limitations and Parameters 
There are several ways in which the program may terminate 
abnormally, due to unforseen problems. One of the simplest of 
these is where a system variable is driven outside of its declared 
range in the course of a model call. In this event, the program has 
no option but to abort, since if a variable falls outside its range, its 
state cannot be determined and the whole method breaks down. 
If a simulation aborts due to this problem, the variable causing 
the failure is reported, together with its value, so that its range 
may be adjusted. The program could also be run so as to report 
all failures without aborting, but this is not available as an option 
in the present version. 
Another kind of abnormal termination is where the premonitor is 
found to contain a zero row. It is suggested in the final chapter 
that such a condition could be overcome, but the coding to 
implement a recovery from this kind of failure is not currently 
implemented. 
Certain limits have to be placed on the possible values of xv, arious 
parameters used by the program in order to allow for a certain 
amount of error checking and to prevent the program being run 
%vith unfeasibly large problems. Certain strings are also defined 
for the naming of files. These limits and strinas are for the most ýtl III-" 
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part defined in the header file markov. h. Some of their names 
and values are given below 0 
5.4.1 Numerical Constants 
MINBINS 2 Minimum number of bins per variable 
MAXBINS 1000 Maximum number of bins per variable 
M. AXSPROD 2000 Maximum product of bins for system 
variables 
MAXDVARS 5 Maximum number of driving variables 
MAXSVARS 5 Maximum number of system variables 
N, IAXCLQS 5 Maximum number of calculated 
quantities 
PMSIZE 2000 Maximum premonitor size 
MONSIZE 20000 Maximum monitor size 
VNLEN 12 Maximum length of a variable name 
FINLEN 16 Maximum length of a file name 
IDLEN 50 Maximum length of a model file 
description 
NONZ le-7 Numbers less than 10-7 are considered 
zero for some purposes 
The size of problem which may be feasibly tackled is obviously 
dependent to a large extent on the computer being employed and 
its memory size and speed. Wherever possible, for the sake of 
speed, results should not be saved to disk; however, if the 
computer's memory cannot accomodate all the needed data at the 
same time, intermediate results could be written to disk with the 
loss of some speed. The values above do not represent "ceilings" 
on the program's capabilities. 
5.4.2 Strinp- Constants 
PRENION "pre nion. mtx Name of the file to contain pre- 
monitor data 
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ýY, IU%,, 'NAME "monitor. mtx" -N-'ame of the file to contain monitor 
RESULTS 
DTS-EXT 
CTS-EXT 
iWFX-EXT 
data 
res u Its" Name of the optional results file for 
predicted values and error bounds 
". dts " 
.cs 
CLQjEXT ". cI qI 
LTV-EXT ". 1tv it 
DVS-EXT ". dvs" 
File extension for a file of discrete 
time-series d ata 
File extension for a file of continuous 
time-series d ata 
File extension for a file containing 
matrix data 
File extension for a file containing 
results for a calcul ated quantity 
File extension for a file containing 
LTV data 
File extension for a file containing a 
variable's mean deviati ons data 
5.4.3 Variable details structure 
To facilitate the use of all the information relating to a particular 
variable a structure was used, so that all of the information could 
be passed between routines with the minimum of difficulty. The 
structure was called VAR-DETAILS and had the followincIr fields : 
char vname[VNLEN] The variable's name 
char fname[FN-LEN] A file name currently 
associated with the variable 
FILE *ofile A file pointer currently associated 
with the variable 
int bins The variable's number of bins 
int state The variable's present state 
int vtvpe The variable's type :I if continuous 
or 0 if discrete 
double 11 i The variable's maximum allowed 
value 
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. ', ouble lo The variable's minimum allowed 
value 
double inc The width of a bin for the variable 
double val The variable's current value 
While not every routine requires to know or use all of these pieces 
of information, and some values could be recomputed as 
necessary, it was found to be much easier to define a variable as 
being of this type, and then access the various fields only as they 
were required, rather than have each routine require a different 
set of parameters relating to the variable. Some of these fields are 
occasionally used for other temporary purposes. For example, 
reportres. c uses the "val" field to store the KO) value for a 
variable, since it is not needed for any other purpose at that point 
of a simulation. 
5.5 Subroutine descriptions 
Brief descriptions of the program's subroutines are listed below in 
alphabetical order. 
binprod 
Find the current value of the product of all variables' bins. 
This is used by suggest. c. 
ý2ouncisok 
Make sure that the row and column positions for the data 
contained in a matrix file is within expected ranges given the 
size of the matrix. This applies to matrices stored in sparse 
format only. 
bouncisum 
Find the current value of the summation I KW/ BO) 
(expression Used by suggest. c. 
i Lrode 1 
Call a model using a pointer to the model function and return 
an integer indicating a successful or failed call. Side effects 
are the sming of parameters in the model (by user 
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prompting on a handshake call) or setting of variables to 
results of model call otherwise. 
I'leck =que 
Examine the columns in a limit matrix. If they are not the 
same to within the current tolerance, report that there is no 
unique LTV for the current monitor. Used by limit. c. 
-necknam 
Make sure that a user-supplied file name consists of only 
legal characters, as defined by legalchar. 
checkok 
Check that a file read succeeded or report cause of failure - 
E. g. unexpected EOF. 
close files 
Used by rnodutils. c to close non CQ files when a simulation 
has terminated. 
closeclqs 
Used by niodutils. c to close CQ files when a simulation has 
terminated. 
r-ornbine 
Combine two transition matrices into one by multiplying 
their probabilities, assuming the variables are independent. 
Called repeatedly from stosim. c to build up a premonitor 
when there are several driving variables. 
contains 
Searches for a substring in a string and returns an integer 
indicating true or false. Used for producing selective 
directory listings to aid user in file selection. 
copy details 
Copy names and numbers of variables from a model to 
variables used by the main program. Performed as part of 
the model "handshake" procedure. 
count nonzels 
Count the number of non-zero elements in the premonitor 
for memory allocation purposes. 
-, -eate a 
Using the monitor matrix, create an augmented matrix 
suitable for use by Gaussian elimination to find LTV. 
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e mon-L- 
Control the steps required for the creation of a monitor 
matrix. 
a1s 
Program version of the system level utility of the same name, 
reporting min, max, mean etc. for a CQ from time-series data. 
Sanc, e 
Find the distance between two matrices and report I if there 
is at least one distance greater than the tolerance, otherwise 
report 0. Used by limit. c in determining if limit matrix has 
been reached. 
enter 
Halt the program flow to allow user to view screen, and wait 
until the user presses the enter key before continuing with 
the Drop-ram execution. 
"iles ok 
Check that needed time-series files for a model call exist, are 
of the same length, and have a sensible vector size. 
, "'Ind dds 
Find all available first forward or backward divided 
differences for a variable and store the maximum one for 
later use by suggest. c. 
find driving devs 
Find the mean deviations from the midpoints of all of a 
variable's states for each driving variable, for each 
premonitor state. 
nd 1tv 
Coordinate the steps involved in the finding and saving of an 
LTV. 
,., et bins 
Prompt user for the number of bins to use for a continuous 
driving variable and set related VAR DETAILS constants. 
c-et-f ile nam 
Create a file name by appending a file extension (as declared 
in markov. h) to a variable name. 
. ýet metnod 
Get user's choice for LTV 
available choices. 
solution method from the list of 
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-: m state 
Determine the combined driving variable state (premonitor 
state) given the values of the driving variables and their 
details (ranges, number of bins, etc. ). 
5t_sys 7,, ars 
Prompt the user for ranges and numbers of bins for system 
variables and initialise related VAR-DETAILS constants. 
-4etdsqrca-n 
Dynamically allocate memory for a square matrix (non- 
sparse format) and return a pointer to the space. 
, getfunction 
Call a routine to show the available models and set a pointer 
to the user's choice. 
getichoice 
Get a valid choice from the top-level menu presented by 
main. 
getirtx 
Read a matrix stored in the sparse row, column value format 
from the computer's hard disk. 
cetofile 
Get an output file name from the user, checking for a possible 
overwrite, and allowing the user to redefine the name if 
necessary. 
(-Tetvalues 
Get the values of the system variables from a model's 
variable list after a model call has been completed. 
,, et-\mam 
Get a variable name from the user for which a file with the 
correct extension exists on disk. 
getynanswer 
Prompt user for a yes or no answer to some question and 
return I or 0 for "yes" or "no' . 
-mit devs 
Initialise %, ariable deviations from state midpoints to zero 
before a niodel call is made. 
cL---ve -v 
Set all driving %, ariables to their initial state, and their values 
to the midpoints of the initial states. 
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Initialise model calculated quantities to zero prior to a model 
call. 
ni- ts- -. -a-, -, el s 
Initialise variable states for use in estimating error bounds. 
(The model states are traversed in the course of determininc, y 
the bound. ) 
terate 
Repeatedly square a monitor matrix until iterations differ by 
less than the set tolerance, or the iterations exceed the 
maximum number, or the method fails. Return a flag for 
failure or success. 
I-egalchar 
Define characters acceptable for use in file names by this 
program - Alphanumerics and underscores. 
The highest level routine in the program. main calls the high- 
level menu and passes control to routines to perform the 
user's choice, and is repeated until the user chooses to 
terminate the program. 
make remonitor ý_p 
Combine all driving variable transition matrices using 
combine to make the premonitor when the driving variables 
are assumed to be independent. 
make trans 
Call the routines needed for the making of a driving 
variable's transition matrix, including allocating memory and 
opening and readingf the variable's time-series file. 
rrake trans matrL%, - 
Make a transition matrix for a single driving variable using 
its time-series data. 
makebins 
Establish a variable's items and bins if it is discrete and set 
the necessary VAR-DETAILS constants. 
manual_sim 
Perform a model for one time-period using manual inputs for 
\, ariables f'rom the user. 
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Present the top level menu (see section 5-1) and prompt user 
for choice. 
-1 
Name the CQ files, and open them for ouput from simulation 
runs. 
'-aýý, e_and open 
devs 
Name and open the mean deviation from midpoint files for 
system variables for output from simulation runs. 
open others 
Name and open any non-CQ files for output from the models 
(this includes, e. g., system variable output files). 
nons-imulpremon 
Coordinate the steps in the creation of a premonitor matrix 
when driving variables are considered to be independent. 
nonzeroset 
Determine the combined system variable state (system state) 
resulting from a model call, and hence where in the monitor 
the premonitor's probabilities are to be copied to, and which 
states are to receive zero probability of occurrin(g. 
numruns 
Used by maxerrs. c to find all the first divided differences 
for a variable. The name refers to the process of examining 
all the possible combinations of first divided differences 
using the available data. 
,. -ýý)en and makebins 
Open a data file for a driving variable, read its data and 
establish its bins based on whether it is continuous or 
discrete. 
node model with 
supervisor. Runge 
., -2hsm 
I- - node model with 
with supervisory cc 
proportional heating control only and no 
Kutta solution. 
proportional heating control only and 
)ntrol. Runge Kutta solution. 
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3-node model with proportional heating and cooling controls. 
Includes "Lains", but no supervisory control. Runge Kutta 
solution. 
3-node model with proportional heating and cooling controls. 
Includes "-ains" and also supervisory control. Runge Kutta 
solution. 
cd2 
Uses a three-point formula to estimate the homogenous 
second partial derivative of a CQ w. r. t. a variable. Le. finds 
Fxx, but not Fxy. 
-rý cz 
Finds the best estimates of the first partial derivatives of a 
CQ w. r. t. a variable. As many points are incorporated in the 
formula as possible up to a maximum of five. (There are 
Five-point formulas, Three-point formulas and Two-point 
formulas incorporated in this routine. ) 
cosinc 
Used by niaxerrs. c to find all the first divided differences 
for a variable, for estimating first partial derivatives. The Z_ý 
name refers to the distance between the items to be used in 
the model outputs array. 
. Dower method 
Perform the Power method for finding a Long Term Vector 
and save the result to a user-named file. 
-redict and L-,., und 
Report long term values of CQ's based on a stochastic 
simulation and call routines to provide error bounds for the 
results. 
, '-reliminaries 
Call routines to perform "handshake" activities with a model, 
such as namincr and opening output files for a simulation and t) C-) 
copying details of the variables to the main program. t= 
cc-'ýe: -non. ok 
NIake sure that each row of a premonitor sums to I to within 
a small tolcrance and report "ok" or "not ok". 
97 
a-ýýe 
Finds and returns the premonitor state given the states for 1-n 
all the driving variables. 
-ead cia-ý: a 
Read a time-series file completely, returning a pointer to its 
location in memory and the number of items read. 
--eporthounds 
Report the constants KM in expression (5.1) for use by 
sugoest. c. 
-epoftres 
Prompt thc, user to choose a CQ file from those named on 
disk, and call the details routine to report various statistics 
relating to the data. 
Sim 
Having performed initial "handshake" activities, perform an 
actual time-series simulation. This includes the setting of 
input values of variables and the propagation of system 
variable values. 
=inc 
Used by inaxerrs. c to find all the first divided differences 
for a variable to estimate first partial derivatives. The name 
refers to the process of selecting run outputs to be used in 
the divided difference. 
-, -=ing devs . ý: atch 
Obtain the mean system variable deviations from the 
midpoints of states over the course of a stochastic simulation 
At the end of the simulation, mean deviations are obtained. 
=size 
Used by niaxerrs. c to find all the first divided differences 
for a variable, to estimate the first partial derivatives. The 
name refers to the process of selecting run outputs to be used 
in the divided difference. 
s-=, dd bypci 
Perform the system and driving variable mean deviation 
bound, usinay the estimated partial derivatives of the CQ w. r. t. 
each \, ariable. Implements expression (5.8). 
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Use the liornogenous second derivatives of a CQ in estimating 
part of the second order error. Not currently used in error 
bound estimation. 
Saves CQ's and closes CQ output files if it is the final 
simulation call to the model. 
s ave devs 
Save the mean system variable deviations as found by 
running-devs-watch to disk. 
ave- lt-ý7 
Save the LTV to disk using a user-defined name and the LTV 
file extension defined in markov. h. 
save matrix 
Save a matrix that is not in sparse format to disk using the 
sparse "row, col value" format. 
ý-, ave to-rf 
Save predicted results and error bounds to results file - 
currently hardwired. 
cave vsize 
Save the size of a CQ vector (which is also the length of the 
results file) to disk. 
-ave=nitor 
Save a monitor's non-zero items to disk. This is user- 
enabled or disabled at the "handshake" stage. 
savevals 
Save CQ \, alues from a model call to their respective output 
files. 
-electf 
Choose a model to be used in simulation from the list of 
available models. Return the user's choice. 
'_-ýýet_results 
Sets results of a model call for use by main program or L_ 
propagation to next model call. 
Perform a system call to show a directory listing of certain 
relevant files on disk to assist user. 
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Display a rnatrix on screen in simple square format - which 
may only he done up to a limited matrix size. Mostly 
intended as a debugging routine. 
ý-: iownu-a 
Used by z, riowm to display a matrix number - decides ho%v 
many decimal places can be shown depending on the size of 
the matrix. 
L-LLulpremn 
Create a premonitor by examining driving variable time-seies 
files simultaneously. Used when driving variables are 
considered to be dependent. 
Sj i-nul so lve 
Coordinate the steps in the solving of an LTV by the Gaussian 
elimination method. 
square 
Multiply i matrix by itself and set a pointer to the result. 
Used by limit. c in finding the LTV. 
stochastic sLa 
Coordinate the steps involved in the running of a stochastic 
simulation. 
suggest-IDins 
Suggest how many bins to use for each variable in a 
stochastic simulation based on expression (5.1). 
'I. -, nconvergeci 
Find the maximum distance between two vectors - Used for 
telling if ihe power method has reached the desired 
tolerance. 
, ýDýte statec-, 
Increment the monitor state (model state) by one state- for 
use in error prediction, where states are traversed. 
ý---cdate vars s "t at es 
Increment the monitor and variables' states, and set 
variables values to the midpoints of their current states. Used 
by stochastic simulations in calling the model for each state 
in the state space. 
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I -IEW 
Show an in xn matrix stored in full (non-sparse) format. A 
debugging routine similar to s1rowm. 
a th, i 
Report wlilch of its states a variable value fell in based on its 
current value, range and number of states. Used for 
determining system variable states, and in the construction 
of transition matrices from time-series data. 
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Chalater 6 MEASUREMENT OF ERRORS IN STOCHASTIC 
SIMULATIONS 
6.1 Factors Affecting Accuracy 
When speaking of the "results" from stochastic simulations in this 
study, the meaning is the ensemble averages for the calculated 
quantities found by the simulation. Accuracy will be measured in 
terms of the percentage disagreements of these results with their 
baseline ("true" values), to be discussed shortly. 
There are a number of different issues which need to be taken 
into account when considering the accuracy of results obtained 
from stochastic simulations. These include the nature of the time- 
series data used, the baseline with which the the results will be 
compared to determine the size of the error, the manner in which 
the LTV of probabilities for model states is computed, and not 
least, the level of discretization which is employed in the 
stochastic simulation. Each of these contributing factors is 
discussed in further detail below. 
6.1.1 Time-series Data 
In order for the transition matrices for driving variables to 
accurately represent the likelihoods of driving variable values 
changing between their various states, it is necessary that the 
time-series data itself is representative of the behaviour of the 
variable. This means that data measurements must be made at 
sufficiently short time intervals to capture short term variations 
in the values of the variable, and also that the length of time for 
which the data is collected must be enough to observe long term 
variations in the behaviour of the variable. For example, for time- 
series data for drybulb temperatures, measurements made at 
intervals of one hour will show short term variations in the 
temperature, but if the observations were only made over a 
period of one month, they would not show seasonal variations. 
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In the case of discrete driving variables the only requirement is 
that the time-series data be over a sufficiently long period, since 
the values of the variables themselves are limited to a finite set. 
It is assumed without further comment that all time-series data 
fulfills these requirements so that there is no error due to this 
stage of the simulation process. 
Time-series data may be averaged over a time period, or consist 
of "snapshot it readings at the instants recorded. In this study the 
data used was of both kinds. The outdoor drybulb temperatures 
were spot readings, and the global solar radiation data was 
averaged over the hour [31]. 
6.1.2 Comparison of Simulation Methods 
There is the question of how the error in a stochastic simulation 
will be measured. A decision must be made about where the 
baseline or "true" answers lie. The approach adopted in this study 
is to compare the results of the stochastic simulations with results 
obtained from time-series simulations. Both kinds of simulations 
used the same sets of time-series data - in the stochastic 
simulations to create transition matrices for driving variables, and 
in the time-series simulations as inputs for each time period for 
the driving variables. In this way it was possible to measure the 
relative utility of the two simulation methods in terms of their 
speed and their accuracy. Since the same models were applied in 
each case, there was no error incurred by the model outputs 
themselves, provided that a particular set of inputs always 
produced the same set of outputs. This was in fact the case. The 
outputs of the models were purely deterministic in nature: no 
random fluctuations in model outputs occurred. The integrity of 
the models themselves is not at issue here therefore. The use of 
the same sets of time-series data was also the basis for a 
deterministic error expression to be developed later in this 
chapter. 
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6.1.3 Long Term Vector Reliability 
It is assumed that the monitor matrix of model transition 
probabilities from which the LTV is determined is accurate. so 
that any error in the LTV is due to the method used in finding it. 
In the power method, the LTV is determined when the difference 
between subsequent approximations to the LTV are within a 
preset tolerance. (In this study, the distance between subsequent 
approximations to the LTV was taken to be the maximum distance 
between elements in the approximations X(n) and X(n+l). Other 
measures could be used, for example the mean square distance. ) 
The tolerance can therefore be made small enough for the 
accuracy of the LTV not to be an issue. (A tolerance of 10-6 was 
found to be sufficient for the approach used here, in the sense that 
reducing it further did not significantly alter any results. ) 
6.1.4 Level of Discretization of model variables. 
Having eliminated the time-series data, the models, and the LTV 
as candidates for sources of error, the main source of error in 
stochastic simulations can be seen to be in the degree to which 
ý, ariables are discretized. Clearly, the fewer states that a variable 
has, the more error is likely to be incurred due to that variable. 
The question of the exact relationship between the level of 
discretization and the size of the error is explored in detail in the 
next section. 
6.2 Measureý of accuracy and error bounds 
The approaches to measuring the sizes of errors considered here 
are of two kinds: statistical and deterministic. These are 
addressed in turn in the next two sections. None of the methods 
suggested here require significant time to execute relative to the 
amount of time required to perform the simulations themselves. 
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6.2.1 Statistical Methods 
Two statistically based approaches are suggested here. The first 
is the classical confidence-interval approach using plus or minus 
some multiple of the quantity's standard deviation, and the second 
is a method having closer ties to the Markov method. Each 
approach is outlined below. 
6.2.1.1 Point Estimator Confidence Interval (Statistical) 
The classical approach to describing the accuracy of a simulation is 
to form a confidence interval about its result using the standard 
deviation of the quantity in question. 
The result of a stochastic simulation is the mean or expected value 
of a quantity Y, a CQ, defined by : 
E(Y) Yj P(Yi) 
where there are N model states, each with output Yi, and where 
each state has an associated probability P(Yi), as given by the LTV. 
The variance of the quantity Y is given by 
N 
V(Y) (Y, - E(Y))2 P(Yj) 
This is, again, a standard formula. (See, for example, Scartezinni 
and Faist [18], Mendenhall et al [9]). 
The mean value of the CQ predicted by a stochastic simula tion is a 
point estimator of the true expected value of the quantity. The 
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true expected value would be obtained by taking the mean of an 
infinite sample of model outputs for Y. 
If the N model ouputs are treated as a sample from the population 
of possible values for Y, then the ,, ariance of the point estimator. 
E(Y), is the variance of Y divided by the sample size, or V(Y) / N. 
The standard deviation of the point estimator is then the square 
root of its variance. The variance and standard deviation of the 
point estimator are valid regardless of the form of the probability 
density function for Y (Mendenhall et al [9]). The point estimator, 
E(Y), will possess an approximately normal distribution when the 
sample size is large (generally taken to mean over 30). A 99.7% 
confidence interval is then given by a plus or minus three 
standard deviation interval, centered at the mean CQ value, E(Y). 
In other words, the true mean, ýi, is expected to lie on the interval 
with a probabillity of 99.7%. That is, 
(Y) 
E(Y) -3 
(Y) 
N 
with probability 0.997. 
(Y) 
E (Y) +3 
(Y) 
N 
One objection to using this interval is that the "sample" is not 
random, but based upon the model states - one item sampled per 
state. This might t-I be condoned, since the connection between the 
model's state and the resulting value of the CQ is not known. 
There is no prior knowledge which suggests that this sample 
might be biased in any way. 
In practice, an interval constructed in this way was found 
experimentally to contain the true mean, as measured by a time- 
series simulation, most of the time. The interval is, however, 
fallible. Since the value V(Y) /N will decrease with increasing N, 
regardless of whether or not the value of E(Y) is changing, the 
reported confidence interval can be too small, depending on how 
the variables are discretized. If a variable which has little effect 
on the value of Y is allowed to have a large number of states. then 
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the total model states N will be large, leading to a small confidence 
interval, while the result of a simulation in this configuration may 
be very innaccurate. In other words, the confidence interval is 
not sufficiently sensitive to the degree to which various variables 
affect the model's output. This can be accounted for by noting 
that the states values are only representative. In effect, the 
sample becomes biased towards the few representative values 
available for the variables with a relatively small number of 
states. 
In addition to the problem of insufficient sensitivitv, the ratio of 
the interval size to the observed error (relative to time-series 
results) was found to be unnecessarily large when N was 
relatively small. Actual results using this method are presented in 
chapter 8. 
6.2.1.2 Markov Chain Confidence Interval Method 
In the method outlined by Crane & Iglehart [ 19], the probabilities 
for being in each of the model's states are used to drive a chain. 
An arbitrary state is chosen as the starting state. Thereafter the 
states are chosen randomly, but with probability equal to that 
given by the LTV. This process is repeated for a fixed number of 
iterations. Using the lengths of time inbetween recurrences of the 
starting state, a confidence interval about the CQ can be found. 
This method is not applicable to the problem under consideration, 
however. The method assumes that the output for a given state is 
the only possible output for that state, whereas in the stochastic 
simulations involved here, the output for a model state is only 
representative of a continuum of possible outputs, bearing in mind 
that the variables may take on other values and still be in the 
same state. Because most of the variables to be used in the 
models discussed here are continuous, the approach was 
abandoned when its shortcomings became apparent. 
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6.2.2 Deterministic Methods 
A number of deterministic approaches have been attempted in the 
course of this study to derive an arithmetical expression for the 
accuracy of the stochastic simulations. Initial expressions were 
simplistic and offered crude bounds that while succeeding in tests 
were not of practical use due to their large size. A simple 
expression of this kind is derived below. Subsequent methods 
concerned themselves with improving the performance of this 
initial attempt, until the size of the bound was found to both be 
fairly reliable and of a small enough size as to be of practical use. 
6.2.2.1 Initial (Crude) Deterministic Error Expression 
The desired error expression is one expressing the difference 
between the predicted mean value of a CQ obtained from a 
stochastic simulation, and the "true" mean of the CQ. Since the 
true mean is not known, the comparison could be made with a 
mean obtained from a time-series simulation of infinite length. 
Since this is clearly impractical, in the discussion below the time- 
series is instead assumed to be of a finite length, but sufficiently 
large so that the difference between the true and time-series 
obtained means is negligible. 
Consider a time-series tto, ti, 0, t3, .... ,t k-I 
) where each item ti 
represents an n-tuple of variable values relevant to some model 
output at time i. There are k items in this series altogether. The 
mean value of the CQ obtainable from this series is : 
k-I 
where g(ti) represents the model output at time i for the n-tuple 
of variable values ti. 
Consider also a stochastic simulation where the model has N stateý 
and let state i be represented by 1/--i. , /-. i again implies an n-tuple 
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of variable values, and g(! /--i) will be the model output for state 
! /-'i. Let i) be the n-dimensional space bounding the state 
The expected value of the CQ obtained by this method is then 
g(i/L) P((IL. )) 
So that the difference between the stochastic simulation mean and 
the true mean is : 
p 1, /-T g(m, 6.., 
In order to combine the two summations, let the time-series data 
be divided into N se ts, accord ing to which model state region 
t M, ) the n-tuple tj falls in. This partitioning will not, of course 
change the value of the mean of the time-series values g(ti). The 
expression (6.1) can then be rewritten : 
N tx0l'ýd 
g(m-, ) Pumi)) - g(tx) 
Now the two summations from i=1... N can be combined : 
E 
p(tm-. )) aa\"ý-) g(t, ) 
(6.2) 
To combine the expressions inside the brackets, note that the 
probability P((I,, /-i)) is the long term probability that the model is 
in state 1ý: i. In the long term, this probability is equal to the 
relative freq uency with which the n-tuple of variable values that 
describe the state are in state T. /--j, in accordance with the standard 
interpretation of probabilities as relative frequencies. 
In symbols : 
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n( (tx I t, F- (I/-', ) I) 
PM/-I 1) = 
when k is large 
and where n(X) is the number of elements in the set X. This will 
be abbreviated to n(tlf-i)) /k below. (Again it is assumed that the 
number k is large enough so that this substitution can be made. ) 
Expression (6.2) can now be rewritten : 
n((Mi)) 
g(M 
tx F- (14 1) 
k j) g(tx) 
tX F-( Mil 
Y[ 
n«fiý. » g(1ý:. ) -1 cr(t, 
Continuing to combine the items in the square brackets, note that 
there are n(tI/-', i)) items in the inner summation above. The 
product n(tMi)) g(Mi) is the same as g(Mi) summed n([If'-i)) times, 
so that the expression in brackets can be rewritten using one 
summation as below. First n(tMi)) g(Mi) is written as a 
summation : 
n((Mi)) Lx F- (M j) 
g(mi) - 
j 
and then the two inner summations, both having n([I/-i)) items are t: ý 
combined, as below. Finally the difference between the two 
values of the function g(-) can be expressed as Agx. 
a(m 
N t. X FE (M i) 
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A bound can be placed on the size of Agx using the Taylor series. 
In the first insta nce only the first degree Taylor series is 
considered, and a worst case scenario is envisaged. 
From the Taylor series (Thomas and Finney [321) we have : 
Agx 
8g 
AV +IM, -ýV 
(2) 
+ 
5g 
5V (1) 8V (2) i 6V (n) 
(6.4) 
based on there being n variables v(1), v(2), ... , V(n) affecting the 
value of g(. ). The partial derivatives are to be evaluated at model 
state M i. There is a remainder term involving the second 
derivatives of the CQ with respect to each of the variables and 
each of their combinations. Each Av(n) represents the difference 
between one of the n(I/_T i) time-series values of the n'th variable 
and the representative value of the same variable in the i'th 
model state. 
The use of the partial derivatives to estimate Agx here is a kind of 
"differential sensitivity analysis, " as described by Irving [331. 
To derive a bound, it could be assumed that the increments Av(n) 
for each variable would be the maximum possible, and the 
maximum partial derivatives could be used. This would set an 
upper limit on the size of Agx. The maximum possible increments 
are in fact known: in the stochastic model, the variable value for 
each state is the midrange for the variable for that state. The 
maximum possible disagreement between a variable's value and 
its representative value (the midpoint of the bin for the state) is 
therefore half the variable's range for the state. 
Expression (6.3) can now be simplified further if , Agx is replaced 
by a bound max(144 : 
Ni 
max(Lýd 
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but n(f lyýffl /k P((! /--i)) when k is large, so the right hand side 
is 
N 
P((If-. )) maxqAgb 
Now Ag can be moved outside the summation : 
N 
P((Mi)) max(lAgý = max(lAgb P(tMI)) = maxtgb. I= max(JAL-Tt 
The final summation is equal to I since it is the sum of the 
probabilities for being in all the possible states. 
The value of maxoAgb then provides a bound on the size of the 
difference between the CQ as found by stochastic simulations and 
time-series simulations. In the worst case : 
max (lAgl) = max( Ag max(pd(i)) max(Av(i)) X 
with 
max ( pd 
M max ( ab ( 
6g 
11 model states if- 
5v (I )) 
) over a 
and 
max ( Av 
Hi (i) - LO 
2B G) 
(6.5) 
The maximum partial derivatives can be estimated using finite- 
difference formulae at each of a variable's states, and the 
maximum of all of these results can be chosen as an estimate of 
the maximum partial deri\, ative with respect to that \-ariable. The 
maximum increment max(Av(n)) abo\, e is simply half a bin width 
for the variable. Absolute %, alues %ý, -ere applied to the derivatives 
to avoid cancelling in the summation above. This was because the 
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partial derivatives were only approximations and any cancelling 
of errors could not be relied on. 
In this way max(Ag) can be estimated and used to form an 
interval about the CQ which should contain the true mean, 
E(Y) - max(Ag) :: ý ýi :! ý E(Y) + max(Ag) 
In practice, this confidence interval was found experimentally to 
always contain the true mean, as given by a time-series 
simulation, but the ratio of the bound to the true error in the 
stochastic simulation's result was too large to be of practical use. 
Example results are presented at the end of this chapter. 
Expression (6.5) is nevertheless of interest, since it provides some 
guidance in deciding how to discretize the variables involved. It is 
clear that if the constant max(pd(i)) - max(Av(i)) in (6.5) is 
relatively large, then variable 0) stands to contribute a relatively 
large amount to the error in the result of the stochastic simulation, 
and so the accuracy of the result will be benefitted to a similarly 
large degree by increasing that variable's number of states. 
The estimation of partial derivatives for use in (6.5) is illustrated 
in Figure 6.1 following. The curve shown could represent, for 
example, the relationship between the output of a heating coil and 
the temperature in the zone to be heated. 
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Midpoint-generated CQ values 
5. C 
4. E 
4. C 
3. ý 
3. C 
2. e 
2. ( 
0.! 
v 
First difference formula Ay / Ax AY 
( Ax = 1) 
The partial derivatives of Q w. r. t variable x 
by first differences at the states S1 to S9 are 
at S, at S at S at S= at Sq 0 278 
at S 3= (4.5 - 
5.0) =-0 .5 
at S 4= 
(3.5 - 4.5) =-1-0 Maximum absolute 
partial derivative 
at S5 (2.5 - 3.5) =-1-0 equals +1.0 
at S 6= 
(2.0 - 2.5) = -0.5 
(Note that S9 alone uses a backward difference) 
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6.3 Improving the Deterministic Error Bound 
The remaining comments are addressed at improving the initial, 
crude bound. There are two main reasons wh,,, the bound is 
crude. Firstly, the maximum partial derivatives are used instead 
of partial derivatives at each state. Secondly, it is unrealistic to 
assume that a variable will always disagree with the midpoint 
value for its state by the maximum possible deviation of half a 
bin-width. In the following sections, these worst-case approaches 
are abandoned, and a more precise error bound is developed, 
taking a more algorithmic approach to error measurement, rather 
than using a single formula as in the initial attempt. Results from 
the improved bound are presented following its development, 
together with those from the crude bound, so that the two can be 
compared. 
6.3.1 Avoidinp- usiniz Maximum Partial Derivatives 
One of the sources of the crudeness of the intial bound is in using 
the maximum partial derivatives for each variable. Instead the 
earlier expression (6.3) can be used, with Ag,, as given in (6.4). The 
maximum increments are still assumed for the time being in the 
discussion below. For expression (6.3) to serve as a bound, the 
absolute value of each partial derivative (for each state, for each 
variable) can again be used. Referring back to figure 6.1, the 
maximum partial derivative is not chosen. Instead each partial 
derivative value is used where appropriate in the summation, 
according to the current model state. In practice, the finite- 
difference formulae applied are more accurate (three or five point 
formulae) wherever possible. We have, from expressions (6.3) and 
(6.4) : 
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Where AvO) is taken to be half the bin-width for the j'th variable, 
as before. This bound can again be used to form a confidence 
interval about the obtained mean. This new confidence interval 
was also found to consistently contain the "true" mean, but as 
before the ratio of true error to bound was unacceptably large. 
The reason that the bound remains large is the use of the 
maximum possible Av(j) values. This then is the next question 
addressed. 
6.3.2 Estimating the Variable Deviations from Midpoints. Av(j) P 
In assuming the maximum increment for each variable in (6.4), 
one obtains an estimate of the size of the error for the case that all 
the time-series values falling in a state were all at maximum 
distances from the midpoint values for the various variables for 
that state. This is obviously highly unlikely in practice. The 
analysis below suggests that a better estimate of the error can be 
obtained if the mean distances from the midpoints to the various 
time-series data are used instead. This is illustrated in Figure 6.2. 
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Figure 6 .2 
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In practice, the absolute mean deviations are used. 
Beginning again with expression (6.3) : 
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Substituting the first degree Taylor Series approximation for Agx 
; ivcs 
k, 
ta t (M "i ag 
VO) 
I sv(j) 
The increment here is the difference between the midrange value 
for variable j when in state 141 and one of the time-scrics values 
tze (MI), for variable j. The partial derivative is evaluated at state 
! /,, Ias before. There will be n((MI))such differences for each 
variable for cacti state IAI. 
Ut these differences be represented by o. 
I vo) for x-1,2. 
7be summation over all t,, e( MI ) can then be rewritten in terms 
Cf this notation : 
t ll'i sg 
is, k xal jol 5ý1 
'Me order of the two inner summations may be swapped without 
Iffecting the meaning of the expression : 
I 
8g I 
-a 
lot kI BVID M, 
and the Partial derivatives may be moved outside of the 
turnmation from x n(1141)), since they are constant for a 
riven state to give 
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Now, by multiplying and dividing by nQ the expression can 
be simplified further : 
n n((Mi)) 
(J) n(jl/-7.1 
vx 
J=j 5v 1x=1 (6.6) 
Again n([Mi)) /k= PQMjj) and the expression 
1 
n«Mi» 
i)ii 
Av 
n«M j x=, 
ix 
in (6.6) above is the mean deviation of the time-series values 
from the midpoint value for variable j for state i. Let this be 
abbreviated 40j). Substituting these changes in expression (6.6) 
gives C) 
n 
Pumi)) 
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A vlil (j) j=I 5v mi (6.7) 
To form the bound, absolute values can be applied so that (6.7) is 
less than or equal to : 
sg (i) 1 abs( 
övj 
' im. ) abs( Av) 
11 (6.8) 
6.3.3 Hiaher deoree Taylor Series apDroximations 4-P tm 
Further improvement in the error approximations and bounds 
might be obtained by Z7 using tý second 
degree or hi her Taylor series 9 
1 19 
approximations to the values of Agx. The drawback is that these 
would require approximations of higher partial derivatives and 
possibly some knowledge of the way in which the variables 
interact in affecting the output of the model. (If one were to 
assume that the rates of change of the CQ with respect to a given 
variable were independent of changes in the values of other 
variables, higher order Taylor series could be applied in a 
relatively simple manner, ignoring any mixed partial derivatives, 
which would be zero. ) Tests suggested that the extra labour 
required to implement the extra terms would not be profitable 
however. Apart from the increasing number of approximations 
being applied in obtaining the bound, when homogenous second 
derivatives were computed (Fxx as opposed to Fxy) they were 
found to be small enough to be of very little significance in the 
size of error in these simulations, at least for the models 
considered in this study. 
6,4 Applying the Error Bound 
These comments concern the implementation of expression (6.8) 
as an error bound. Similar comments apply to the earlier simpler 
expressions and so they are not considered separately here. 
Expression (6.8) allows for both the changes in the partial 
derivatives and the scattering of the time-series data within a 
state to be taken into account when estimating error. If the 
absolute values, are ()mitted (as in expression (6.7)) the result is 
closer to being an estimate of the error than a bound. It would be 
unwise to treat it as such however, when so many approximations 
have been made to obtain it. 
There remains the question of how the mean deviations in (6-8) 
can be measured, if at all. For system variables -it 
is possible to 
keep track of \, alues while running the stochastic simulation, and 
compute the mean deviation from the midpoint in each state. This 
requires no more than summing the deviations from the 
midpoints while running the model and keeping a count of how 
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many times each state was entered. At the end of the simulation, 
the accumulators can be divided by the correct counts to obtain 
means. 
For driving variables the question is a bit more complicated. 
When running a simulation, the approach used has been that 
driving variable values are set only upon entry to the model on a 
given call, and not altered until the next call, so that run-time 
examination of the values of driving variables is not helpful. 
There is a record of driving variable values available, however, in 
the form of the time-series files from which the driving variable 
transition matrices are constructed. The problem with using these 
time-series data to compute mean deviations for driving variables 
is that the model state that is occupied at each time step cannot be 
determined without also knowing the simultaneous values of the 
system variables. It is still possible to apply expression (6.8) only 
taking advantage of the use of mean system variable deviations 
and assuming maximum driving variable deviations as before. 
The alternative to assuming maximum driving variable deviations 
is to assume that the deviations for driving variables are 
dependent only on the driving variable states and are not (at least 
not significantly) affected by the states in which the system 
variables lie. If this assumption is valid then expression (6.8) can 
be applied in its entirety with the mean deviations for driving 
variables used depending only on the driving state for the cur-rent 
model state. These mean deviations for driving states can be 
estimated using the driving variable time-series files. The 
assumption is borne out by empirical evidence, and so this is the 
method which was finally adopted in this study. The revised 
error bound obtained from (6.8) is then 
W 
abs( (J) 
D[ v G) I 
8v 
(6.9) 
12 1 
where D[ v(j)(i) ] is the mean deviation for state ! /--i when v(j) is a 
system variable, but only the driving state mean deviation when 
vO) is a driving variable. 
6.5 Partial Derivative Formulas 
To implement expression (6.9), partial derivatives were estimated 
by finite -difference formulae. Wherever possible, five-point 
formulas were used, but if insufficient numbers of points were 
available (if there were less than five states for a variable, for 
example) then three or two-point formulas were applied. The 
formulas employed are listed below in simplified form. (In 
general, the function will have more than one argument. ) 
Five-point formulas : 
Five point formula for a central point: 
f, (XO) =I[ f(xo - 2h) - 8f(xO - h) + 8f(xO + h) - f(x, + 2h) 12h 
Five pOinE fonnula for an endpoint: 
f (XO) =I[ -25f (xo) + 48f (xd - 36f (xo + 2h) + 16f (xo + 3h) - 3f (xo + 4h) T2-h 
with h being taken as POstive or negative depending on the position of the endpoint 
(6.10) 
The errors in the five point formulas depend on the fifth 
derivatives of f(. ) and the fourth power of the increment h. 
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Three-point formulas : 
Three point formula for a central point: 
f, (XO) =I[ f(x 0+ h) - f(xo - h) 2h 
Three point formula for an endpoint : 
f'(xo) =I[ -3f(xo) + 4f(xo + h) - f(xo + 2h) 2h 
with h being taken as positive or negative depending on the position of the endpoint 
(6.11) 
The errors in the three point formulas depend on the third 
derivatives of f(. ) and the second power of the increment h. 
The two-point formulas are the standard forward or backward 
difference formulas : 
f(xo + 11) - f(xo) 
h with plus or minus h as necessary for endpoints 
(6.12) 
The error in the two point formula depends on the second 
derivative of f(. ) and the size of the increment h. 
These formulas may be be found in many texts on numerical 
analysis, for example, Burden and Faires [27] or Conte and de Boor 
[34]. The central point formulas are somewhat more accurate than 
their endpoint counterparts. 
6.6 Eximl2le Application of Partial Derivative Formulas 
The partial derivative formulas could be applied by making extra 
model calls using a small increment of one of the variables on each 
call. The approach adopted was not to make these extra calls. 
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which would require more computer time, but instead to use the 
existing calls from the just completed stochastic simulation run. 
As an example, consider the three-point formulas (6.11). (For 
these to be used, the variables would need to have either three or 
four bins. If a variable had five or more bins, a five-point formula 
would be applied. ) 
The function f(-) in this case gives the value of the CQ, and takes 
an n-tuple of variable values if there are n variables in use. 
Consider a case where there are three variables, each havin(y 3 tý 
states. Listing the states of each variable in turn, the twenty- 
seven possible model states are then : 
1. ) 
2. ) 
3. ) 
4. ) 
5. ) 
6. ) 
i, i, i 
1,1,2 
1,1,3 
112? 1 
1,2,22 
1,2,3 
1,3,1 
1,3,2 
1,3,3 
10. ) 2,1,1 
11. ) 2,1,2 
12. ) 2,1,3 
13. ) 2,2,1 
14. ) 2,2,2 
15. ) 2,2,3 
16. ) 2,3,1 
17. ) 2,3,2 
18. ) 2,3,3 
19. ) 3,1,1 
20. ) 3,1,2 
21. ) 3,1,3 
22. ) 3,2,1 
23. ) 3,2,2 
24. ) 3,2,3 
15. ) 3,3,1 
26. ) 3,3,2 
27. ) 3,3,3 
For this discussion, to keep the notation simple, let the model 
output for state Mi be f(1,1,1), M2 be f(1,1,2) and so on. To 
estimate the partial derivative of the CQ with respect to variable 
1, at state MI, the left-endpoint formula would be applied (using 
postive h), and the expression 
-3f(1,1,1) + 4f(2,1,1) - f, (xo) Th 
evaluated to estimate the partial derivative, using the first, tenth 
and nineteenth outputs from the stochastic simulation. The 
increment, h, is the bin width for variable number 1, since this is 
the distance between the midpoint values for variable I in states 
M 10, and 19 that would be used to call the model. 
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Similarly, to estimate the partial derivative of the CQ with respect 
to variable 2, at state M"14, the central point formula can be 
applied as follows : 
f '(xo) == 
1[ 
f(2,3,2) - f(2,1,2) 2h 
using the points on either it side" of f(2,2,2), with respect to the 
second variable. In this case, h is the bin-width for variable 1 
As a final example, consider the partial derivative of the CQ with 
respect to the third variable, at state Pý21. For this, the right- 
endpoint formula can be applied, using -h as follows : 
f'(xo) =1[ -3f(3,1,3) + 4f(3,1,2) - f(3,1,1) 2h 
And h is minus the bin-width for variable three. 
Naturally, the more bins a variable has, the more accurate the 
estimates of the partial derivatives produced by these formulas 
will be. The fact that a variable may not have many bins is one of 
the reasons why it was considered appropriate to apply absolute 
values in the implementation of expression (6.8). 
6.7 Sample Results for Initial and IMDroved Deterministic Bounds 
Below are shown some results for the intial crude bound (6.5), 
illustrating its large size relative to the actual errors observed. 
The results are for the 2-node proportional heating model, 
designated p2h in chapter 5. There was one driving variable - the 
outside drybulb temperature, and two system variables - the air 
temperature in the zone and the structure temperature. The data 
shown is for the mean kWh consumption, and mean absolute 
deviation from the temperature setpoint. Errors were measured 
relative to a oile-year time-series run using the same model. 
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The parameters for this run were as follows : 
Maximum heating capacity 
Air capacitance 
Structure capacitance 
Fast conductance 
Structure - Outside conductance 
Air - Structure conductance 
Setpoint 
Throttling Range 
4 kW 
52 kJ /K 
1800 kJ/K 
0.04 kW/K 
0.16 kW/K 
0.16 kW/K 
19 OC 
2K 
The "true" values in this case were 1.13116 kWh for the mean 
power consumption and 0.49039 K for the mean temperature 
deviation. 
Table 6.1 : Crude Bounds Example Results 
Bins kWh bound kWh error Dev Bound Dev error 
2 98.5 % 4.9% 242.6% 16.9% 
4 49.3% 9.2% 617.7% 0.8% 
6 32.9% 6.3% 419.2% 5.8% 
8 24.7% 0.6% 0, 314.4 % 0 0.1% 
10 19.8% 1.9% 251.6% 1.0% 
15 13.2117o 1.0% 167.7% 1.4% 
20 9.9% 0.5% 125.8% 0.01% 
The numbers of bins used above were the same for all the 
9 Le. implies two bins each for outside air, inside air variables; L 
and structure temperatures. The bounds for the absolute 
deviations are larger because the maximum partial derivatives 
were much larger for this quantity than for the kWh consumption. 
Ii can be seen that initially the. bound may rise. This is because 
the partial derivatives are estimated more accurately at higher 
numbers of bins. As the number of bins become larger, the bound 
begins to behave as expected, inversely proportional to the 
number of bins being used, and therefore halving when the 
number of bins is doubled. 
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Below are given the results from applying the improved bound 
(6.9) for the same runs performed above. When this table is 
compared with Table 6.1, it can be seen that the bound has 
become much tighter. 
Table 6.2 : Improved Bound Example Results 
Bins kWh bound kWh erTor Dev Bound De,,,, erTor 
2 32.7 % 4.9% 51.8% 16.9% 
4 10.4% 9.2% 14.6% 0.8 c7c 
6 6.6% 6.3% 10.8% 5.8% 
. 8 4.5% 0.6% 7.2% 0.1% 
10 3.6% 1.9% 4.8% 1.0% 
15 2.4% 1.0% 3.7% 1.4% 
20 
11.9% 
0.5% 3.0% 0.01% 
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ChaLlter 7: DISCRETIZATION STRATEGY 
7.0 Introduction 
In the initial stochastic results, reported at the end of the previous 
chapter, the same number of bins was used for each variable so as 
to make the graphing of results clearer. A better approach is to 
discretize the variables depending on their importance, as 
measured by the extent to which the variable contributes to 
errors in results. If the error bounds developed in chapter 6 are 
accepted as reasonable interpretations of the sources of the errors, 
then the logical next step is to use the bounds to help decide how 
many bins should be used for each variable. 
7.1 Constraints on Discretization 
A number of constraints might be considered as part of the 
discretization strategy. Firstly, obviously each variable must have 
at least one bin. In fact, if an error bound is desired for the 
results, then two bins per variable becomes a minimum, because 
the deterministic error bounds rely on finite differences to predict 
errors. (If there is only one bin for a variable, no finite difference 
can be formed for that variable from existing model call results. ) 
Secondly, each variable could have some upper limit on its 
number of bins. This may not be necessary for some approaches 
to determining the number of bins to use. 
Any method should place some limit on the product of the 
numbers of bins for the variables. There are two reasons for this. 
Firstly, this product determines the size of the monitor, and hence 
the number of calls to be made to the model. Beyond some upper 
limit of calls the method will lose its usefuLness in reducing 
simulation time. Secondly, it is expected that as the level of 
discretization increases, so toodoes the accuracy of the results 
relative to a time-series simulation. If no upper limit is placed on 
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the product of bins then the "optimal" number of bins is an 
infinite number for each variable. Clearly this is not of any 
practical use. 
7.2 Objective Function 
The requirement is to keep the error in a stochastic simulation 
small, so the objective function will express the error, and the 
strategy will be to attempt to minimize this function, subject to 
the stated constraints. It is important to realize here [kat, "optimal" 
could have other meanings attached to it. There will inevitably be 
a trade-off between the time to perform the simulation and the 
accuracy of the results, with smaller errors associated with longer 
execution times. If the size of the problem is constrained, 
however, it is hoped that a relatively successful discretization 
strategy can be chosen out of several having similar execution 
times. 
One objective function that could be used is the early crude 
deterministic expression (6.5), which can be represented by 
K (1) Ký2) K (n) 
B (1) B (2) B (n) 
(7.1) 
where there are n continuous variables, K(n) is the maximum 
partial derivative of the CQ with respect to the variable times half 
its range, and B(n) is the number of bins or states allocated to 
variable V(n). This applies only to the "n" continuous variables 
because discrete variables contribute no error. If there are also 
discrete variables, these should be borne in mind when 
constraining the problem size, however. 
Expression (7.1 ) is preferred over the later more complicated ones 
(6.8,6.9) because the computation involved is relatively simple. A 
short stochastic run could be performed to obtain estimates of the 
necessarv constants. Also, the nature of the problem means that 
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constants representing the relative importance or I the variables 
could be used in place of actual estimates of the constants. On the 
other hand, since this function is only an approximation of the 
relative sizes of the error contributions of the variables, any 
results obtained using it should not be considered to be 
necessarily optimal. 
Results obtained from discretizations using this function suggested 
that it is a good indicator of how to allocate bins to variables. 
Some approaches to the use of the function are considered next. 
7.3 Optimization Strategies 
7.3.1 Exhaustive Search 
One approach to minimizing the objective function would be to 
perform an exhaustive search over all the possible combinations 
of bin numbers for the variables. If all the variables had the same 
lower and upper limits on their numbers of bins, then this would 
require Dn computations and comparisons of the values of the 
objective function, where D= (Upper limit on bins - Lower limit on 
bins), and n is the number of variables under consideration. This 
may be as large as 305 however, and so is likely to be time- 
consuming. 
Considerations of cases where each variable has a small number of 
bins should be avoided if possible, since the objective function will 
not be minimised under these conditions. An exhaustive search is 
also not really justified when the objective function is only an 
approximation of the importance of each variable, as opposed to 
exact. Even when the search was completed, there would be no 
guarantee that the suggested combinations of bin numbers was 
optimal. This particular strategy was not implemented for the 
reasons explained here. 
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7.3.2 Steepest Descent Method 
In this approach, each variable is started at its minimum number 
of bins, and then the variable 0) for which incrementing 130) 
most decreases the objective function has its number of bins 
incremented. This continues until the maximum bin product is 
exceeded, at which point the last variable to be incremented can 
be decremented. (Further maneouvering could take place at this 
point, to attempt to increase the other variables' numbers of bins 
without exceeding the maximum bin product. ) Once again, there is 
no guarantee that the minimum objective function has been found. 
7.3.3 Back-trackin2 method. 
If each variable is started at its upper limit for its number of bins, 
then the number of bins for one of the variables can be reduced at 
each iteration so as to most decrease the bin product or least 
increase the objective function, until the constraint on the bin 
product is satisfied. The reasoning here is that the objective 
function will always be at its minimum for the maximum number 
of bins per variable, so that back-tracking from this point is likely 
to reach a solution relatively quickly. This method is quite similar 
to 7.3.2, except that the optimal solution is approached from 
of above if the bin product limit, rather than from "below. " 
7.4 Conclusion 
The steepest-descent method (7.3.2) was the scheme actually 
implemented, as described above, in its simplest form: the process 
stops as soon as the bin product limit is exceeded, and then 
decrements the last variable that was incremented, to bring the 
bin product back within the constraint. 
The method does not take a significant amount of time to reach a 
solution. No extra adjustments were made upon reaching the 
initial solution (i. e., incrementing other variaýles' number of states 
131 
1' 
-3 3ttempt to decrease the objective function while rcmainifig 
Vithin the constraints) as the reported results were only intended 
Uguidelines, and not as necessarily optimal arrangements. 
e- 
'-2tsults using discretization strategies are presented in the 
1: 110wing chapter, together with results from the more simple 
tV31 number of bins per variable approach. 
#o 
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IULATION, Chapter 8 SIN I RESULTS 
8.0 Introduction 
In this section various results are presented for time-series and 
stochastic runs of the combined zone and plant models using 
different configurations. The results illustrate some of the 
applications of modelling in the context of building HVAC 
simulations, and comparisons are made between the time-series 
and Markov methods. The behaviour of the developed error 
bound for Markov simulations is discussed in more detail, and 
compared with the behaviour of a statistical bound on the errors. 
It has already been noted that certain models may pose 
difficulties for stochastic modelling, primarily due to dependence 
of driving variables. This problem is returned to later in this 
section. 
The time-series data used in this chapter were obtained from the 
SERC Metereological Database and represented readings made at 
Kew. The year used was 1967. N/Iore details about the data are 
available in the SERC Handbook [311. The simulation time period 
for each model call was one hour. 
8.1 Time Series Simulations 
8.1.1 Introduction 
One of the uses of HVAC simulations is in predicting energy 
consumption and temperature control in a building for different 
sized plants. As an illustration of this, the three-node model 
(p3hcasup in Chapter 5) was run with varying sized heating and 
cooling capacities in a time-series mode, and the mean kWh 
consumptions for the heating and cooling coils were computed, 
together with the mean absolute deviation from the zone's 
temperature setpoint, which was taken to be in the middle of the 
dead zone for the plant controller. 
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The time-series data for outdoor drybulb temperature was the 
CIBSE 1967 example year [241. The supervisory control was a 
simple step-function which enabled the plant between the hours 
of 9: 00 a. m. and 5: 00 p. m. on a weekday, and disabled the plant at 
all other times, including weekends. This was constructed using 
the stepf utility described in Chapter 5. A time-series file for 
gains in the zone was created using time-series data for solar 
gains together with the occupancy of the building (as given by the 
state of the supervisory control) using the rule described in 
Chapter 2, SectLoM 2- 6. 
8.1.2 Parameter Values 
The Following values were used for the model parameters for 
these time-series runs : 
Air Capacitance, Ca 3330 kJ/K 
Structural Capacitance, C, 45550 kJ/K 
"Fast" Conductance, kf 1.0 kW/K 
Air-Structure Conductance, ki 8.4 kW/K 
Structure -Outside Conductance, ko 0.5 kW/K 
Minimum Fresh Air Fraction, mfaf 0.25 
Cf capacitance 50 kJ/K 
ma 4 
Heating Setpoint, hset 19 0C 
Heating Throttling Range, hth I K 
Cooling Setpoint, cset 21 0C 
Cooling Throttling Range, cth I K 
These were based upon Penman's values [231, and are appropriate 
for a building of the size and requirements discusse d in Chapter 2. 
The maximum heating and cooling capacities were each started at 
50 kW. The behaviour of the system was then observed as 
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(a) The cooling capacity was held fixed at 50kW while the 
heating capacity was reduced in steps of lOkW down to zero 
and 
(b) The heating capacity was held steady at 50 kW while the 
cooling capacity was reuced in steps of IOkW down to zero. 
For these runs, the system variables were initialised at time zero 
as follows : 
Air Temperature : 19 OC 
Structure Temperature 15 IIC 
Supply Air Temperature 15 OC 
These values were chosen as being close to the mean values for 
these variables observed in time-series runs of the model. 
Somewhat different values do not significantly affect the time- 
series means. For these reasons, no "warm-up" period was used 
before the recording of results took place. (Very large differences 
in these starting values will of course cause some changes in the 
reported results, and might require a warm-up period. The 
reason for the insensitivity to slight changes is that the results for 
CQ's are averaged over a period of a year, sufficient for one or two 
outliers to be insignificant. ) 
8.1.3 Results 
Figures 8.1 and 8.2 on the following page show the time-series 
results obtained from runs of the model using different heating 
and cooling capacities for the plant. 
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8.1.4- Discussion of Results 
It is clear from figures 8.1 and 8.22 that reducing the plant capacity 
results in loss of control over temperature, as seen in the 
increasing mean absolute deviation from the setpoint. It is also 
interesting to note that for this building's parameters, the heating 
capacity was more critical than the cooling capacity: while the 
mean deviation increased for reductions in either heating or 
cooling capacity,, the largest increases in deviations from the 
setpoint were seen when the heating capacity was reduced. 
Each time-series simulation performed for the graphs above (six 
simulations for each graph) used approximately 750 cpu secs, as 
measured by the Unix "time" utility. 
Where repeated simulations are to be performed as shown here, 
the value of a stochastic simulation increases, since the overheads 
for the stochastic simulation (setting up the transition matrices for 
driving variables) need be performed only once for the set, 
resulting in a marked time savings over the conventional method. 
8.2 Stochastic Simulation Example I 
8.2.1 Introduction 
In section 8.1, time-series runs of a model were performed to 
simulate building heating control when gains and outdoor 
temperature were considered in conjunction with a supervisory 
control for the plant. The same process was less successful using 
the Markov method due to the direct relationship between the 
casual cTains in the buildincy and the state of the supervisor. 41n 4-- 
In the following example, casual gains were omitted from the Z: ý 
simulation to avoid this dependency problem. The model used 
uration, ip s There was the 5-parameter confi( 
remains a dependence between the outside temperature and the 
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state of the supervisor, but this relationship is more of an LA 
one, due to the concurrence of the supervisor's being it on " with 
the warmer daylight hours. This model responds well to the 
approach devised to overcome the problem of dependence 
whereby the premonitor is constructed by a simultaneous 
traversal of the outdoor temperature and supervisor time-series 
files. For comparison, the same model (similarIN, omittincý (-ains) 
was run in time-series mode. Only the heating plant %,,,, as enabled Z-1 
for these runs. 
The supervisor ran on the following cycle : 
Weekdays 00: 00 - 08: 00 Off Weekends Off 
08: 00 - 17: 00 On 
17: 00 - 24: 00 Off 
The outdoor drybulb temperatures were again from the CIBSE 
example year of 1967 [241. 
8.2.2 Parameters 
The parameters used in the runs were as follows : 
Maximum heat rate: 6 
Air Thermal Capacitance: 48 
Structural Thermal Capacitance: 2000 
Fast Thermal Conductance: 0.04 
Air - Structure Conductance: 0.16 
Structure - Outside Conductance: 0.16 
Setpoint: 19 
Throttling Range: I? 
kW 
kJ/K 
kJ/K 
kW/K 
kW/K 
kW/K 
oc 
K 
The ranges used for the continuous variables were as follows Z: ý 
Ta [-5,251 -C 
Tw -5,251 ýlc 
To - 6.1.26.61 -C 
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The system variable ranges were based on the results from the 
time-series simulations performed, shown below. 
8.2.3 Results 
The errors in the stochastic simulations were measured relative to 
the mean results obtained from runs of the same model, o-ver a 
period of one year, using the same time-series data. These time- 
series results are given first, below. 
The system variables were initialised at the beginning of the time- 
series run to the following values : 
Air Temperature (Ta): 19 OC 
Wall Temperature (Tw): 15 'C 
TIME-SERIES RESULTS (One year) 
kWh Deviation Ta T, 
Mean 0.332933 0.177507 12.7.34 11.430 
Variance 0.470440 0.137800 37.546 26.733 
High 4.312794 6.115767 25.301 25.234 
Low 2.156396 1 0.000000 -5.0736 -4.8932 
The results reported here are for the heating C kWh consumption , 
the absolute deviation from the temperature setpoint, and the air 
and structure temperatures. 
The execution time for the time-series simulation was 
approximately 475 cpu secs, as measured by the Unix -7i _`. -,, ýe utility. 
The results reported above were obtained using the d---ý, ta ,, I Z__ __S 
utility described in Chapter 5, which employs the normal formulas 
for the mean, variance and ýtandard de\, Iation of a set of data. 
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(ii) Stochastic Results (Example I) 
In order to show results from the stochastic simulation, the 
approach adopted was to give each variable the same number of 
bins. If each variable has an arbitrary number of bins the results 
become difficult to present in a clear fashion using a graph. Cý 
Figures 8.3 and 8.4 show plots of the errors found for the mean OVIi 
consumption and the mean absolute deviation from the setpoint, as Ole 
number of bins per variable was increased. The number of bins us. -d 
ranges from two to seventeen per variable in each case. The numbcr of 
bins per variable refers to the number of bins for the drybulb 
temperature, TO; the air temperature Ta; and the wall temperature 
The number of bins for the supervisor is fixed at two, since the 
supervisor is discrete and always has only two states : "on" and "off. " 
On the same axes are plotted the error bounds from (6.9). 
40 
13 
0 40 
30 - L- 
LU 
Bound 
'0 C Actual Error 3 20 - 0 13 
Z 
4) a 
U0 13 10 - 
13 
13 a 13 13 El a 13 a [3 
0 
0 10 20 
Bins Per Variable 
Fi2ure 8.3 : Bounds and Errors for Mean kWh Consumption 
140 
30 
0 
h- 
LU 
ýo 
c 
m 20 
0 
2 10 
Q) 
(L 
13 
E3 0 
El E3 El 0 
13 13 
13 a 
0- 
0 10 20 
Bins Per Variable 
Figure 8.4 : Bounds and Errors for Mean Absolute Deviation 
Figure 8.5 shows the execution times for the stochastic and 
benchmark time-series simulations. 
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8.2.4- Discussion of Results 
The errors in the mean kWh consumption results can be seen to 
be below 10% after 5 bins per variable are reached, while the 
same level of accuracy is not achieved for the mean absolute 
deviation until there are 6 bins per variable. The difference can 
be accounted for by the fact that the partial derivatives for the 
latter CQ were larger than those for the former, meaning that a 
higher level of discretization is necessary to achieve similar 
results in the case of the deviations. 
The size of the bound likewise depends on the sizes of the partial 
derivatives for the calculated quantities, so that lower bounds are 
seen in the first graph above. At low numbers of bins per 
variable the bounds are less reliable, since the partial derivative 
estimates are based on less accurate formulas and the increment 
between points used in the formulas is larger, leading to larger t-- - 
errors in the formulas themselves (see Chapter 6 for details). 
At higher levels of discretization the error bound is more reliable 
for the same reasons. 
The stochastic method can be seen to be much faster at the lower 
problem sizes, and superior in speed, in this case, up to 14 bins 
per variable. It should be pointed out, however, that the 
discretization strategy applied here is not optimal, as it does not 
assign more bins to the more significant variables. 
8.3 Stochastic Simulation Example ') 
8.3.1 Introduction 
In the second example of a stochastic simulation the goal %vas to 
use the same model (P3hLCcrsu-, _) as that used in the time-series 
simulations of section 8.1. The dependencies between the driving 
variables mean that the premonitor must be constructed by the 
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simultaneous method, however, the direct relationship between 
the gains and the supervisor leads to difficulties even for this 
1 11 technique. When the supervisor is 'on for example, gains never 
fall below a certain constant value, due to occupancy of the 
building. This leads to some premonitor states having zero 
probability, which in turn means that certain rows in the 
premonitor will be all zero. As has been discussed earlier, when 
the premonitor develops states that are not visited, unless those 
states are eliminated from the simulation, a unique LTV cannot be 
found. A strategy for overcoming this problem is discussed in the 
final chapter, but was not implemented at this stage. 
It is obviously wrong to assume independence between the gains 
and the supervisor variables when there is a clear relationship 
between them, so the simulation could not be completed without 
some further adjustments. It was hoped that by removing the 
supervisor as a separate variable that the zero-row problem 
encountered when using the simultaneous premonitor 
construction method might be avoided. (This resulted in model 
p3hcg, used in this example. ) The supervisor is in fact already 
adequately represented in the gains time-series file, since the C) 
gains file is constructed using the supervisor's data. However the 
problem was found to occur even when this step was taken. 
Unvisited states are still observed, as for example a low outside 
temperature state combined with a high gains value. This might 
be explained by considering that gains are also affected by solar 
radiation, which tends to be related to the outdoor drybulb 
temperature. 
The only remaining course was to assume independence, and the 
following tables show that the results obtained when this was 
assumed were poor. The large sizes of the errors can be 
attributed to inaccuracies in the premonitor probablilities. 
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S-3.2- arameters and Variable Ranges 
The Following values were used for the model parameters for both 
the time-series (baseline) and stochastic runs 
Air Capacitance, Ca 3000 kJ/K 
Structural Capacitance, C, 40000 kJ/K 
"Fast" Conductance, kf 0.8 kW/K 
Air-Structure Conductance, ki 8.0 kW/K 
Structure-Outside Conductance, ko 0.5 kW/K 
Minimum Fresh Air Fraction, mfaf 0.20 
Cf capacitance 50 kJ/K 
ma 4 
Heating Setpoint, hset 19 0C 
Heating Throttling Range, hth IK 
Cooling Setpoint, cset 21 Oc 
Cooling Throttling Range, cth IK 
The maximum heating capacity was 50 kW and the maximum 
cooling capacity 30 M. 
The rancres for the continuous variables were : 
Ta [18,261 0C 
Tw [18,261 0C 
Tf [0,261 0C 
To [-6.1,26.61 0C 
Gains [0,41.81281 kW 
On a simulation using 7 bins per variable, T,, 's range was 
increased to [17,26] in order for the run to complete successfully. 
(Tw's value fell below 18 OC for this final run. ) 
8.3.3 Results of Stochastic Example -1. 
(i) The first results shown here are for runs using the same 
numbers of bins per variable. 
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The following table shows results for the mean cooling kWh 
consumption, mean heating kWh consumption, and mean absolute 
deviation predicted by the stochastic simulations in terms of the 
percentage error relative to the known time-series results, and 
also the associated error bounds. 
Heating Cooling Abs Dev Execution 
Bins Per Var % Error % Error % Error Time 
1) 57.1 18.1 24.7 13.6 
3 43.7 27.6 24.9 44.1 
4 33.4 47.4 19.0 132.7 
5 24.9 53.9 14.7 3 32.8 
6 24.6 55.8 15.5 962.7 
17 24.4 55.9 1 13.0 1 2261 .0 
(ii) The second set of results was obtained using discretization 
strategies : 
For the three calculated quantities - mean kWh consumption for 
heating, mean kWh consumption for cooling, and mean absolute 
deviation from the setpoint - the constants KO) in expression (7.1) 
are given below : 
Heatiniz Cooling Deviation 
Ta 6.01 5.56 1.00 
T,, 43.65 40.00 6.07 
T 1.11 0.86 0.17 
To 1 50.77 118.37 13.81 
Gains 1 35.98 32.82 4.81 
These values were calculated using the 7 bins per variable 
stochastic run. 
Using these values to help choose numbers of bins for variables, 
predictably, does not improve results, as shown on the following 
page for mean heating OVI-i consumption. C 
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Ic 
4. 
f ig 
t 
ta/tw/tf/to/gains % bound % error Time (s) 
2/ 4/ 2/ 7/ 4 23.3 33.4 67.3 
2/ 6/ 2/ 8/ 5 20.3 24.8 138.1 
2/ 6/ 2/ 9/ 5 19.2 29.7 153.9 
2/ 6/ 2/ 9/ 6 16.8 26.3 186.7 
3/ 6/ 2/10/ 6 15.9 25.9 313.3 
3/ 7/ 2/11/ 6 14.8 25.4 402.8 
3/ 7/ 2/1 1/ 7 14.0 23.6 482.5 
3/ 8/ 2/111 7 14.3 22.8 531.0 
Similarly for mean cooling kWh consumption : 
la/tw/tf/to/gains % bound % error Time (s) 
2/ 4/ 2/ 7/ 4 38.7 57.8 67.3 
2/ 6/ 2/ 8/ 5 33.9 57.9 138.1 
21 61 2/ 9/ 5 34.6 57.4 153.9 
2/ 6/ 2/ 9/ 6 27.2 60.9 186.7 
3/ 61 2/10/ 6 22.2 56.5 313.3 
3/ 7/ 2/1 1/ 6 19.6 58.0 402.8 
31 7/ 2/1 1/ 7 19.0 59.4 492.5 
3/ 8/ 2/1 1/ 7 17.7 57.7 531.0 
The bounds for the mean absolute deviation ranged from 19.0% 
down to 15.2%, and actually succeeded for all except the first bin 
configuration, since errors for this CQ ran from 21.1% down to 
13.3%. It is clear though, on examining the above tables, that 
these better results for deviations were only obtained by chance. 
xnmple 2 Results 
17here is some suggestion in these results (both (i) and (H) above) 
that the stochastic simulations are approaching more or less fixed 
answers as higher numbers of bins are used, as is expected in the 
limit. but these are a significant d istance away from the results 
that the time-scrics runs predict. It should also be noted here 
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that in G) beyond five bins per variable, the stochastic simulation 
was slower than the conventional simulation. Of course, in an 
actual implementation of the Markov method, the same number of 
bins would not be used for each variable, but this does illustrate 
how quickly the time required to perform a Markov simulation 
can grow when there are several variables involved. 
Even when discretization strategy was applied in (ii), results did 
not improve. These tables show, if nothing else, that assuming 
independence is not safe, and that if it is done so in error then 
results obtained by stochastic simulation can be very inaccurate. 
8.4 Results Using Discretization Strategies 
The results presented here should be compared with those 
presented in section 8.2, as they were obtained using the same 
model (p2hsup) and parameters. The errors appear to be 
significantly improved over the na'L've equal number of bins per 
variable approach. 
For the two calculated quantities, mean kWh consumption and 
mean absolute deviation from the setpoint, the approximate 
maximum partial derivatives of the CQ with respect to each 
variable times the range for the variable (the constants K in 
expression (7.1)) is criven below : 4-- 
kWh Deviation 
T, j 0.38 2.23 
T, 3.43 18.92 
To 1.81 9.57 
These figures ývere obtained by performing a short test run, on 
vvhich the maximum partial derivatives were reported. Variables' 
ranges were taken to be as defined for use in the Markov 
simulation method. 
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The following results v, 'ere then found 
suggested by the numbers in the abovi 
steepest -descent discretization strategy. 
easily presented in tabular form. The 
the numbers of bins suggested for the 
consumption : 
using bins per variable 
table, and using the 
These runs are more 
first table runs were using 
best results for mean Kwh 
ta/tw/to/on bins % bound % error Time (s) 
2 75 2 9.4 8.4 17.6 
3 97 2 7.7 3.3 34.7 
3/1 0/ 8 2 6.7 0.8 42.3 
4/1 2/ 8 2 7.3 0.5 62.7 
4/1 3/ 9 2 6.3 3.2 75.4 
4/1 3/10/ 2 6.7 2.0 83.3 
5/1 3/10/ 2 6.7 0.1 101.4 
5/1 4/11/ 2 6.3 1.4 117.1 
5/1 6/11/ 1 5.8 21 .7 132.5 
5/1 6/12/ 2 5.8 1.8 146.3 
The following results were based on the absolute deviation partial 
derivatives : 
ta/tw/to/on bins % bound % error Time (s) 
3/ 7/ 5 8.7 9.1 22.9 
3/1 0/ 7 8.2 1.5 37.3 
4/11/ 7/ 2 10.2 3.3 51.6 
4/1 2/ 9/ 1) 8.7 0.2 69.9 
5/1 3/ 9/ 2 11.4 5.0 91.7 
5/1 3/1 0/ 2 11.2 3.5 100.0 
5/1 4/1 0/ 2 11.5 6. 108.6 
5/1 5/1 1/ 2 10.9 6.9 125.1 
6/1 6/1 1/ ') 4.3 1.2 159.0 
6/1 6/1 2/ 2 1 4.8 1.8 1 173.0 
It should also be borne in mind that the above runs have shorter 
execution times than most of the examples where the same 
number of bins per variable was used in section 8.2. This is part 
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of the reason why the bounds are higher. The actual errors, as 
measured relative to the time-series results were in general 
smaller than those obtained in the intial results repo rted, when 
comparing with like execution times. A side by side comparison is 
not easy to show, since it would be necessary to take into account 
not only the the measured accuracy, but also the size of the bound 
and the execution time. 
8.5 Discussion of Error Bounds Behaviour 
The partial derivative -based error bound suggests the likely 
behaviour of the stochastic simulation's CQ's if one variable's 
number of states were to be increased, while leaving the other 
variables' numbers of states constant. Since the error expression 
contains one term for each continuous variable, if one variable has 
it's number of states increased, the error expression should 
approach some constant. This is easily seen by examining the 
error expression (7.1) : 
Ký2) K (n) 
B (2) B (n) 
Clearly, increasing BG) while leaving the remaining BO)'s constant 
will lead to an error 
KW G) - 
(J) 
cJ not equal to i 
B 
Likewise in (6.9) (the improved bound) the errors are accounted 
for by deviations from the representative values for variables in 
each state, whose maximum possible size is inversely proportional 
to the number of bins for each variable. 
So the expected behaviour is that the true error in a reusit 
approaches a limit some constant away from the target ý, alue 
%ý, hen one variable's number of states is increased in isolation. 
The error bound ought also to approach the constant CO). If a 
149 
variable whose contant KO) is relatively small has its number of 
bins increased, then the error CO) should be relatively large. 
To test for this behaviour, the 2-node model was run with the 
number of bins for T, and To fixed at 5 each, the supervisor's bins 
fixed at 2, and Ta's bins were increased from 5 to 500 by steps. 
The graph of the errors for mean kWh consumption and the mean 
absolute deviation show that the errors and improved bounds 
(6.9) both approached constants, thus supporting the error 
bound's validity. Similar behaviour is observed if T, 's or To's 
numbers of bins are increased in this way, holding the other 
variables' numbers of bins constant. 
In addition, a plot of the behaviour of the statistical bound is 
shown to illustrate that it does not behave in a like manner to the 
observed error, but rather decreases steadily. To recap, the 
statistical bound is obtained from the %, ariance of the CQ, which is 
given by the formula 
2 
Y) p (Y) 
Where "y bar" is the mean value of the CQ. In practice this is 
computed instead by the more easily implemented formula 
Y2 P(Y) (Y)2 YY- P(Y) 
Y with Y 
The variance of the point estimator of the mean, y bar, is then 
given by V(y)/n. where the number of values in the summation 
(which is the number of model calls, and also the size of the 
monitor) is n. The standard deviation of the point estimator is 
then the square root of its variance, and this can be used for a 
confidence interval about the mean, y bar. In the example. a two 
standard deviation interval was used as the probabilistic error 
bound : 
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-2+ 
This carries a confidence of about 95%. 
From the formulas it can be seen that the probabilistic bound is 
inversely proportional to the square root of the number of model 
calls, so that the relative decrease in the bound is less as the 
number of model calls grows larger, but the bound will 
nevertheless continue to decrease as higher monitor sizes are 
reached. 
The graphs illustrate two points - firstly, that the statistical bound 
will eventually fail, but also that for small numbers of bins the 
statistical bound is unnecessarily pessimistic. The developed 
deterministic bound has the correct behaviour of levelling off as 
one variable's bins are increased in isolation. 
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Figure 8.6 illustrates how the statistical bound continues to fall as the 
number of bins for the variable T, is increased. This is to be contrasted 
with the behaviour of the deterministic bound, which levels off to "t 
constant under the same conditions. The limitinLy value for the boui-, -; 
k 
about 7.8%, while the limiting error is about 2.3%. The last statistical 
bound shown is 2.8%, but if Ta's bins are increased further, the 
statistical bound will fall below the limiting error. 
The graph also shows how the statistical bound is relatively large 
when the problem size is relatively small. For these smaller 
configurations, the deterministic bound gives a more accurate 
representation of the possible error. 
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The curves for the mean absolute deviation in Figure 8.7 above 
show a disagreement between bounds and "true" errors which was 
not normally evident. (The curves should theoretically have 
levelled off %vithout crossing each other. ) When the numbers of 
bins for "Ta" is increased indiscriminately, terms concerning other 
variables in the bound become more significant, and any 
inaccuracies in them are exposed. While this may be the cause of 
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the disagreement, the stochastic error has also significantly 
increased, rather than levelled off as in the previous graph. The 
disagreement might then also be due to errors in the LTV leading 
to increased errors in the stochastic model's results. (It is 
suggested in the final chapter that the LTV may not be as reliable 
as was hoped. ) It should be noted though that the limiting value 
for the absolute deviation bound was 8.6%, while the limiting 
value of the error appeared to be about 10.5%. The disagreement 
then is only 1.9%, which is not very significant. In practice, one 
variable's bins would not be increased in isolation in this way. 
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In the graph for the statistical bound on the other hand, Figure 
S. 8, the limiting value for the error is still 10.5%, while the last 
statistical bound shown is 7.2%, and this value will continue to 
decrease, albeit more slowly as Ta's bins are increased still 
further. Thus the statistical bound can produce innacurate results, 
and is not sensitive to the fact that increasinc-T the number of bins 
for Ta, whose constant K in expression (7.1) is small, does not lead 
to increased accuracy in the results of the stochastic simulation. 
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It can also be seen again how the statistical bound %vas 
impractically large at low numbers of bins for Ta. 
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Chaoter 9: CONCLUSION' 
In this final chapter, conclusions are drawn about the applicability 
of Markov modelling techniques to building HVAC simulations in 
terms of the assumptions normally made, the speed of the 
simulations and the accuracy of the results obtained relative to 
time-series simulations. In addition, various improvements to the 
existing strategies are suggested and topics for further research 
are outlined. 
9.1 Applicability of Markov Modelling to HVAC Systems 
The main assumption generally made in applying the Markov 
modelling technique is that the driving variables are independent 
of each other. (Should there be only one driving variable, this 
question does not arise, of course. ) From the research undertaken, 
it is clear that driving variables are not always independent in 
HVAC applications, however. In some cases driving variables are 
directly related to each other, and the relationship could in fact be 
written down as, for example, a linear equation. In other cases 
there is a statistical correlation between driving variables caused 
by some common factor affecting their values, such as the time of 
day. In these circumstances, to assume independence would 
obviously lead to incorrect probabilities in the premonitor matrix, 
which would be propagated to the monitor matrix, leading to 
inaccuracies in the long term vector probabilities and hence in the 
results. 
A method has been suggested for dealing with dependent 
variables, whereby the premonitor probabilities are obtained by 
simultaneous traversing of the driving variables' time-series files. 
This appears to be successful, but the method is prone to a new 
difficulty. Particularly as higher numbers of bins are reached, 
driving states may occur with zero probabilities, indicating that 
certain conjunctions of driving variable states are not occurring at 
all. This is natural, given the dependence of the variables, but 
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leads to zero rows in the premonitor and hence zero rows in the 
monitor, implying that no unique long term vector can be found. 
The difficulty is one which might yet be successfully dealt with, 
but the present work did not encompass these further 
developments. A strategy for overcoming the problem is 
suggested in section 9.6.2 of this chapter. The question of 
dependence of driving variables does not appear to be an 
insurmountable obstacle, and could in fact lead to speed-ups in 
execution time when the correct approach to dealing with the 
problem is applied. 
Apart from the question of independence of driving variables, 
other causes may lead to situations where there is no single LTV 
solution. If a variable is configured in such a way that it never 
leaves its starting state in the course of a model call, the long term 
vector again becomes dependent on the initial value of one of the 
variables. This problem could arise due to slow dynamic 
behaviour of a variable, or due to bins of excessively large width. 
In either case, the difficulty can be overcome by increasing the 
variable's number of bins. The cure can only be applied if the 
problem is first identified though, and traced to a particular 
variable. (Certain LTV solution methods will not detect a case 
where there is no unique LTV. ) This is just one example of how a 
variable might cause an artificial partitioning of the monitor into 
more than one ergodic set. It is possible that other kinds of more 
subtle partitionings could also occur, although none were 
observed. For these reasons, it would seem that if Markov 
modelling is to be successfully applied in this context, a method of 
solution of the LTV which checks for the uniqueness should be 
applied. Direct methods having this property do exist and have 
been tested here. A direct method which makes use of the sparse 
nature of the monitor matrix appears to be particularly 
appropriate. Such methods are, again, available, so that the 
question of the uniqueness of the LTV is one which can be 
overcome. 
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Another fact which has emerged as a result of the work carried 
out is that the method may not be well-suited to complicated 
systems having many nodes. This is simply a matter of 
practicality: in systems with many nodes, the size of the monitor 
grows very quickly as the number of bins used are increased. 
Very soon the monitor matrix reaches a size making the method t-I 
uncompetitive with a standard time-series simulation, although a 
concornmitant increase in the dynamic simulation execution time 
would also be observed for more complex models. Other 
researchers appear to have overcome this problem by assigning 
only one bin to many of their %, ariables, and using mean instead of 
midpoint values as inputs, thus preventing , the monitor size from 
growing out of proportion. (The question of using means as inputs 
is returned to shortly. ) 
9.2 Accuracy of Markov Modell-Lna 
The accuracy of the Markov approach to 
investigated in some detail in this thesis. 
bound developed was found to correctly 
the Markov method as one variable's nui 
increased, and provided the impetus for 
discretization strategies. 
Errors have been found to be related to : 
modelling has been 
The detailed error 
predict the behaviour of 
rnber of bins was 
different variable 
(i) Tile sizes of the partial derivatives of the calculated quantity 
with respect to each continuous model variable. 
(ii) The sizes of the ranges of the continuous variables. 
(iii) The number of bins used for each continuous variable. 
(iv) The mean deviations of the continuous variables from the 
representative values for their states that are used to call 
the model. 
Discrete variables were found not to contribute to an), errors in 
results. 
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Error was therefore dependent on 
model configuration and characte 
Improved accuracy was obtained 
variables which contributed more 
found to be good provided that 
variables could be overcome and 
the CQ itself, as v-, ell as on the 
. ristics of the variables. 
by assigning more bins to 
to the errors. Accuracv was 
any dependence between driving 
a unique long- term vector found. 
9,3 Sneed of Markov M 
The speed of the method depends on the time required to : 
(i) Make calls to the model in use 
00 Make transition matrices and 
(iii) Solve the LTV 
(iv) Calculate results for the CQ's 
(v) Calculate an error bound 
form a premonitor 
Most of the time required to perform the simulation is taken up 
by model calls and finding the LTV, with the overheads for the 
other tasks being insignificant in comparison. 
The time required to solve the LTV is dependent upon the method 
applied as well as on the size and the sparseness of the monitor 
matrix. For the Power Method there are typically about . '250 
iterations required to reach a 10-6 tolerance for the LTV, with 
each iteration requiring something like N2/20 multiplications and 
additions for a monitor size N. This is not a areat deal of 
computation, and the amount can be further reduced by using a 
tolerance of, say, 10-5, with little loss in accuracy. The LTV 
solution time is, in general, small compared to the model call time 
for an "average if sized simulation. 
As regards model calls, since models were essentially the same as 
models used in a time-series simulation, (with the exception of the 
calculation of mean deviations from states' midpoint values for 
system variables) the time spent on a single model call was about 
the same as in a time-series simulation. Thus any time savings in 
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this respect were directly proportional to the reduction in the 
number of model calls made. Clearly then there was a limit to the 
size of the monitor matrix that could profitably be used, since the 
number of model calls was equal to the size of the monitor. Just 
how large a monitor could profitably be used depended upon how 
many calls might normally be required in the time-series 
simulation and on the amount of savins-ts in models calls which are 
expected, as well as on the level of accuracy which is required. 
It is not possible to produce a simple statement taking into 
account all of the factors concerning speed, but the simulations 
performed as part of this work suggest that time savings of 60% or 
more can be achieved, for an accuracy within 10% of the true 
values of calculated quantities. This is again highly dependent on 
the CQ itself. Calculated quantities whose partial derivatives with 
respect to the model variables are small obtain better accuracy in 
less time than those whose partial derivatives are large. For this 
reason, a measure of deviations from a temperature setpoint was 
found to achieve better accuracy in less time if measured using 
absolute deviations than if measured using a sum square 
deviation, since the former had smaller partial derivatives 
associated with it. 
9.4 Finding the Long Term Vector 
Four main methods were presented for finding the LTV. Apart 
from the speed of the method, it was found that another critical 
factor is whether or not the method can detect a case where there 
is no unique LTV. Each of the three methods actually 
implemented (the Limit NIethod, the Power Method and Gaussian 
Elimination) had its own advantages and disadvantages which 
better suited it to finding the LTV depending on the 
circumstances. 
The PoNver Method was found to be the normal first choice, since it 
was by far the fastest method available. However, the fact that it 
, zenerated a single LTV and did not recognise a situation where 
I 
that solution was not unique meant that if there was any doubt 
about the uniqueness, one of the other two methods was called on. 
The Limit Method's strengths lay in its simplicity and its abilitý, to 
provide (literally) a picture of the long term probabilities, in the 
form of the limit matrix itself. This matrix could then be 
examined in detail to determine why there was no unique 
solution, and allow tracing the cause of the problem to one of the 
variables by noting the pattern in which the various LTV solutions 
occurred. The drawback of the method was its very slow 
execution time. 
A direct method such as Gaussian Elimination will normally have a 
test for uniqueness of solutions built in, and will be faster than the 
iterative Limit Method, and so might be the first choice for testing 
uniqueness. A direct method is unlikely to indicate how many 
solutions there are, however, or to give any clues as to why there 
is no unique solution. 
Direct methods which make use of the sparse nature of the 
monitor matrix require further investigation, but appear to be a 
promising way forward, having faster execution times than an 
unmodified Gaussian scheme, while retaining the property of 
being able to identify systems of equations having no unique 
solution. 
9.5 Summary of Findings 
The following is a summary of the findings of this study 
Execution time savings appeared to be significant 
The complexity of the model which can be handled may be 
limited to several nodes, unless some nodes are allocated 
only one bin. 
(iii) Existing computer programs to perform HVAC simulations 
would not be easy to reconfigure to run in a Markov mode 
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9.6 Further Research 
The following topics are suggested as areas wi zlý 4-- hich require further 
investigation, or which may yieid improvements in the Markov 
simulation method. 
9.6.1 Uniqueness of, _Long-Term 
Vectors 
It has already been noted how circumstances arise where no 
unique LTV can be found, but the existing approaches for dealing 
with spotting the problem are wasteful in terms of execution time 
in that they may require additional simulations to be performed. 
Direct methods for sparse systems were not investigated in detail 
in this study, and may yield good solutions to this problem. Z-- 
An alternative to a direct method for sparse systems might be to 
check the monitor for multiple solutions before applying the 
Power Method, so that its use is avoided in situations where there 
is no unique LTV. One way of implementing this might be to treat 
model states as nodes on a tree, with tree branches assigned 
weights according to the one-step transition probabilities between 
nodes. If there is a single ergodic set of model states, then 
starting at some arbitrary node on the tree, it should be possible 
to traverse the tree, visiting all the other nodes. If there are any 
nodes which are unreachable, then these must belong outside of 
the ergodic set thus far traversed. The remaining nodes will 
either be transient (so that their probabilities in the LTV would be 
zero) or they may be part of one or more additional ergodic sets. 
If the latter is the case, then there is no unique LTV. The question 
of how to determine if the remaining states are transient is of 
some interest. One indicator would be whether the original 
ergodic set could be reached from a node outside of it. Such a 
node would have to be transient. The idea of a tree and its nodes 
also suýýgests the use of orapli theory as a possible means of 
approaching this problem. 
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9.6.2 Eliminatina Transient States 
Although the theory behind the Markov method depends on a 
regular monitor matrix, in which each state has a non-zero long- 
term probability, in practice it was found that there are almost 
always states with zero probability in the LTV. These states are 
transient. Since the speed of the solution of the LTV depends on 
the size of the monitor matrix, it would be useful to try to 
eliminate any of these states, so reducing the size of the monitor. 
This would 
(1) Speed up the LTV solution 
(2) Reduce the number of model calls. 
both leading to improved execution times. 
This problem might be tackled in conjunction with 9.6.1, since to 
eliminate transient states they must first be identified as such. 
The simplest case of a transient state is where a zero row occurs in 
the premonitor. (Such a state is, in fact, never visited at all. ) 
Rather than aborting the simulation upon discovering a zero row, 
the monitor matrix size could be reduced to eliminate the 
unvisited state. For a direct method of finding the LTV, all that is 
required is to reduce the number of variables by the number of 
zero rows. For the iterative methods it is less clear how to 
proceed from a programming point of view, but the problem 
appears to be quite tractable. 
As an example, consider a premonitor for two variables DO) and 
D(2), having two states each. The premonitor will have four states. 
namely : 
20). 
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.: 4 2(1), 2(2j 
Furthermore, suppose that there is a relationship between -- (I) 
and (2) which tends to associate their states to2ether so that -- 
and 3 obtain zero probability in the premonitor. This means that 
columns two and three will also contain all zero entries, since they 
will not occur as transitions from or --, 4 either. The premonitor 
then takes the following form : 
1i T2 i 
Pi, 
i 
0 0 P 
, Z-- 
0 
- 0 0 0 
P4,1 0 0 P 4,4 
But this matrix is reducible to the following premonitor with no 
loss of information : 
-D 
P1.1 PIA 
--4 
P4A P4,4 
If this reduction in size were achieved in the example, there 
would be half as many model states (any states involving -"2 and 
. -3 would 
be omitted), so halving the number of calls to the model 
required for the stochastic simulation, and reducing the amount of 
time to solve the LTV. 
9.6.3 Further work on Error Bounds 
All the deterministic error expressions developed have been 
based on first order Taylor polynomial approximations of 
differences between values of a function given differences in its 
arguments. It is natural then to consider including additional 
terms in the Taylor polynornial. A second degree polynomial 
would add to the error expression terms involvina the ., econd 
partial derivatives of the CQ's with respect to the variables. The 
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homogenous second derivative F,, can be estimated easily by the 
three point formula 
f(a) = 
f(a) -2 f(a + h) +f (a+ 2h) 
h2 
(see, for example, Conte and de Boor [34]) provided that there are 
enough points available. Mixed second derivatives Fxy are more 
problematic, but might still be estimated using CQ values and 
difference formulae. It is somewhat questionable however, 
whether the extra labour is worthwhile, given the additional 
approximations that would be introduced to include these higher 
order terms in a bound. Trial runs suggested that the second 
derivatives were in general small enough to be ignored. 
9.6.4 Reliability of the Long Term Vector 
The error bound developed assumes that the long term relative 
frequencies for model states approach the probabilities contained 
in the long term vector. This is in keeping with the theory 
regarding long term vectors given a regular monitor matrix. 
Experimentation suggests, however, that agreement between 
relative frequencies and LTV probabilities is not always good. The 
question of when the LTV probabilities will agree with the 
relative frequencies needs to be investigated in more detail. For 
example: how is the length of the time-series related to the 
agreement, and to what extent (if any) is the agreement with the 
LTV affected by how many model states are used? 
There is some suggestion that the tendency in the LTV is towards 
limiting values of variables, rather than long term values. In 
other words, states obtaining non-zero probabilities tended to be 
those containing steady-state values of system variables. 
Tests performed with longer time-series data files (up to 7 years 
was attempted) did not produce significant changes in the 
behaviour of the LTV as compared with relative frequencies, but 
this was not investigated in a systernatic nianner. 
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c 
ý46-5 Steady-State S'mulations 
4eady-state simulations (where time-dcpcndcncics are removed (om 
the behaviour of the variables in models) are widely used in 
te area of JIVAC simulations, and in other applications. The use 
the bin method (11anby and Round. [351, ASIIRAE [361) can lead 
large execution time savings for these simulations, but the 
tiationship, of the number of bins used to the accuracy of the 
tsults has only been treated in an anecdotal fashion up to this 4int 
[37). 
he error bounds developed in this study appear to be applicable 
I not only dynamic simulations but also to steady-state 
ýnulations. In fact. for the latter the bounds should be more 
diable, since no assumptions about the effects of system 4'riabics 
on driving variable deviations need be made to apply 
tem. (Expression (6.8) could be used with none of the 
Isumptions made in this study for its application to dynamic 
Ystems. ) 
tepresentative Values 
I decision was made at an early stage of this study to use 
Idpoint values for variables' bins in the Nlarkov simulations. 
lis would certainly seem to be the simplest scheme. and has the 
Ivantage that it is known that variable deviations from midpoint 
Ilues, will be limited to half the bin width. 
Rher schemes might be attempted, however. In particular, if 
ýan values in bins can be determined a priori, then it seems 
isonable to use these as representative values. instead of 
idpoint values. (For system variables this would not appear to 
46 possible, unless records of their behaviour arc available before 
ýnd. ) Other researchers have reported similar findings 
ýartezinni and Faist (181). 
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The use of means has not been investigated in detail, but initial 
tests with simple models suggested that improved accuracy could 
be achieved for small numbers of bins for driving variables, %vhile 
performance for larger numbers of bins was comparable to that 
for the midpoint value scheme. 
The error bound developed in this study supports the idea that 
mean values for states would make better inputs. If this is done, 
then the mean deviations from the representative values can be 
seen to be zero in the bound. First order errors become negligible 
therefore. Remaining errors in results would then be accounted 
for by higher order terms in the Taylor series. 
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